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Abstract
We present a meta-sequence representation of sentences and demonstrate how to use meta-
sequence learning to generate adequate question-answer pairs (QAPs) over a given article. A
meta sequence is a sequence of vectors of semantic and syntactic tags. On a given declarative
sentence, a trained model converts it to a meta sequence, finds a matched meta sequence in its
learned database, and uses the corresponding meta sequence for interrogative sentence to gen-
erate QAPs. We show that, trained on a small dataset, our method generates efficiently, on the
official SAT practice reading tests, a large number of syntactically and semantically correct QAPs
with high accuracy.
1 Introduction
We use a sequence of vectors to represent a sentence, where each vector consists of a semantic-role (SR)
tag, a part-of-speech (POS) tag, and other syntactic and semantic tags, and we refer to such a sequence as
a meta sequence. We present an application using meta-sequence learning to generate, on a given article,
adequate QAPs to form multiple-choice questions. In particular, we develop a scheme called MetaQA
to learn meta sequences of declarative sentences and the corresponding interrogative sentences from a
training dataset. Combining and removing redundant meta sequences yields a set called MSDIP (Meta-
Sequence-Declarative-Interrogative Pairs), with each element being a pair of an MD and corresponding
MI(s), where MD and MI stand for, respectively, a meta sequence for a declarative sentence and for
an interrogative sentence. A trained MetaQA model generates QAPs for a given declarative sentence
s as follows: Generate a meta sequence for s, find a best-matched MD from MSDIP, generates meta
sequences for interrogative sentences according to the corresponding MIs and the meta sequence of s,
identifies the meta-sequence answer to each MI, and coverts them back to text to form a QAP.
2 Meta Sequence Learning for generating QAPs
Our objective is to generate adequate QAPs on a given declarative sentence written in a given language
L. We assume thatL has an oracleOL to provide syntactic and semantic information on a given sentence.
1. OL can distinguish simple sentences (i.e., there is only one predicate) and complex sentences (i.e.,
there are two or more predicates). A complex sentence has two kinds: The first kind consists of a
simple sentence as a main clause and a few subordinate clauses (simple or complex sentences) or
sentence segments with normalized verbs. The second kind consists of a few independent sentences
(simple or complex) connected by conjunction.
2. OL can segment sentences into a sequence of basic units. A basic unit could be a phrasal verb, a
phrasal noun, or simply a word that does not belong to any phrase (if any) contained in the sentence.
3. OL can assign each basic unit in a sentence with an SR tag and a POS tag. For a complex sentence
of the first kind, OL can tag the main clause as a simple sentence and each subordinate clause
with one SR tag (such as time and cause), and tag each subordinate clause itself as a sentence.
For a complex sentence of the second kind, OL simply separates the sentence into a collection
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of individual sentences and tags them accordingly. Moreover, OL may be able to produce other
semantic or syntactic tags for each basic unit.
4. OL can identify an interrogative pronoun by a POS tag. An interrogative sentence, however, may
or may not include an interrogative pronoun.
For example, exiting NLP tools for the English language provide a reasonable approximation to such
an oracle. Any natural language should satisfy these assumptions.
Definition 1 Let k ≥ 2 be a number of tags that OL can assign to a basic unit. A k-semantic-syntactic
unit (k-SSU) is a k-dimensional vector of tags, denoted by (t1, t2, . . . , tk), where t1 is an SR tag, t2 is a
POS tag, and ti (i > 2) represent other tags of fixed types.
For example, we may add an NE tag to a basic unit to form a 3-SSU; adding one more tag on sentiment
forms a 4-SSU. Let U = (t1, t2, . . . , tk) be an SSU. Denote by U.i = ti (i ≥ 1). The prefix k is omitted
when there is no confusion.
Two consecutive SSUs A and B with A.1 = B.1 (i.e., they have the same SR tag) and A appearing
on the left side of B in a sentence may be merged to a new SSU C as follows: (1) If A = B, then set
C ← A. (2) Otherwise, based on the underlying language L, either set C.2 ← A.2 (i.e., use the POS
tag on the left) or set C.2 ← B.2. For the rest of the tags in C, select a corresponding tag in A or B
according to L. The following proposition is evident:
Proposition 1 For any sequence of SSUs, after merging, the new sequence of SSUs does not have two
consecutive SSUs with the same SR tag.
Definition 2 A meta sequence is a sequence of SSUs such that each SR tag appears at most r times, with
interrogative pronouns (if any) left as is without tagging, where r ≥ 1 is a positive constant.
MetaQA consists of two phases: learning and generation. In the learning phase, MetaQA learns meta
sequence pairs from an initial training dataset to generate an initial MSDIP. In the generation phase, it
takes a declarative sentence as input and generates QAPs using MSDIP. Figure 1 depicts the general
architecture and data flow of MetaQA, which consists of six components: Preprocessing (PP), Meta
Sequence Generation (MSG), Meta Sequence Learning (MSL), Meta Sequence Matching (MSM), and
QAP Generation (QAPG) (see Section 3 for detailed explanations of these components in connection to
an implementation of the English language).
Figure 1: MetaQA architecture and data flow
Both phases use the same PP and MSG components. The PP component is responsible for tagging
basic units in a given sentence (declarative or interrogative) with SR tags, POS tags, and other syntactic
and semantic tags, and segmenting complex sentences into a set of simple sentences using oracle OL.
The MSG component is responsible for merging SSUs to form a meta sequence. Moreover, for an input
sentence in the generation phase, MSG also maps each SSU after merging to the underlying text.
Learning Phase
The MSL component removes redundant meta sequences for each pair of MD and MI generated from
MSG and stores the remaining pairs in the MSDIP database.
Proposition 2 (1) For a given language, the length of a meta sequence is bounded above by a constant,
so is the size of MSDIP. (2) The length of a meta sequence for a declarative sentence is at least 3.
Generation phase
Let M be a meta sequence. Denote by M ′ the set of SSUs contained in M and |M | the size of M ′.
After MetaQA is trained, it generates QAPs from a given declarative sentences s using the following
QAP-generation algorithm, where Xs is the meta sequence for s generated from MSG. Recall that the
text for each SSU is stored in the SSU-Text Map.
Step 1. Find a meta sequence MD X from (MD, MI) pairs in MSDIP that is the best match of Xs.
This means that the longest common substring of X and Xs, denoted by Z = LCS(X,Xs), is the
longest among all MDs in MSDIP. A substring is a sub-sequence of consecutive SSUs. If Z contains
SSUs for, respectively, a subject, a predicate, and an object, then we say that it is a successful match.
If furthermore, Z = X = Xs, then we say that it is a perfect match. If Z is missing a subject SSU, a
predicate SSU, or an object SSU, then it is an unsuccessful matching. If a match is successful, got Step
2. If a match is unsuccessful or successful but not perfect, then notify the user that MetaQA needs to
learn a new pattern and ask for interrogative sentences for s from the user. After this, go to Step 2.
Step 2. The goal is to generate all possible interrogative sentences for s. For each pair (X,Y ) ∈
MSDIP, generate a meta sequence Ys from Y with
Y ′s = [Y
′ − (X ′ ∩ Y ′ −X ′s)] ∪ (X ′s − Z ′).
This means that Y ′s is obtained from Y ′ by removing SSUs that are in both meta sequences in the matched
pair but not in the input sentence, and adding SSUs in the input sentence but not in the matched MD.
Since Z = LCS(X,Xs), the following proposition is straightforward:
Proposition 3 X ′s − Z ′ = X ′s −X ′.
Order SSUs in Y ′s appropriately to form Ys, which requires localization according to the underlying
language. If an SSU in Y ′s has the corresponding text stored in Step 1, then replace it. If not, then it
requires localization to resolve it. This generate an interrogative sentence Qs for s.
Step 3. For each interrogative sentence Qs generated in Step 3, the SSUs in A′s = X ′−Y ′ represent a
correct answer. Place SSUs inA′s in the same order as inX ′s and replace each SSU with the corresponding
text in s to obtain an answer As for Qs.
3 An Implementation of MetaQA for English
SR, POS, and NE tags are used in this implementation. Existing NLP tools for generating these tags are
for words, not for phrases. We could, however, use phrase segmentation to resolve this by appropriate
merging operations. While word segmentation is not needed in alphabetic languages such as English,
phrase segmentation provides a better interpretation of the underlying sentence. We first assume the
existence of an ideal phrase segmentation for English, and then discuss how to get around it at the end of
this section.
3.1 PP, MSG, and MSL Localization
PP first replaces contractions and slang with words or phrases to help improve tagging accuracy. It then
segments sentences and tags words in sentences using SRL, POS Tagging, and NER for the training
dataset and later for input sentences for generating QAPs. Use SRL to segment a complex sentence into
a set of simple sentences and discard all simple sentences without a subject or an object. Note that there
are complex sentences that are hard to segment using SRL. Moreover, for each sentence, PP removes all
the words with a CC (coordinating conjunction) as POS tag before its subject, including and, but, for, or,
plus, so, therefore, and because.
MSG then merges the remaining SSUs if two consecutive SSUs are identical. If they are not identical
but have the same SR tag, then use this SR tag in the merged SSU, and the POS tag in the first SSU from
the right. If they contain a noun, use the first SSU from the right with a noun POS tag. Moreover, the NE
tag in the merged SSU is null if both SSUs contain a null NE tag; otherwise, use the first non-empty NE
tag from the right.
3.2 MSM Localization
The MSM component takes a meta sequence Xs of a sentence s as input and executes Step 1 in the QAP-
generation algorithm described in Section 2 using Ukkone’s Suffix-Tree algorithm (Ukkonen, 1985) to
compute a longest common substring of two meta sequences, which runs in linear time. During matching,
the POS tags for various types of nouns are treated equal; they are NN, NNP, NNS, and NNPS, The POS
tags for third-person-singular-present verbs are treated equal; they are VBP and VBZ. To use Ukkone’s
algorithm,, we encode a meta sequence as a sequence of symbols using / to separate tags in an SSU. That
is, vector (t1, t2, t3) is now written as t1/t2/t3. If t2 is null, then write it as t1//t3. If t3 is null, then write
it as t1/t2/. If both are null, then write it as t1//. SSUs in a sequence are just written as concatenation.
Let X be an MD in MSDIP such that LCS(X,Xs) is the longest among all MDs in MDDIP, denoted by
Z.
3.3 QAPG Localization
The QAPG component executes Steps 2–3 in the QAP-generation algorithm described in Section 2.
Recall that Z = LCS(X,Xs) is the longest match among all MDs in MSDIP, and after the set of SSUs
Y ′s is generated, localization is needed to form Ys. Case 1: Z = Xs. Then Ys = Y . Case 2: Z is a
proper substring of Xs. Then each SSU in X ′s − Z appears either before Z or after Z. Form a string
Yb and Ya of the SSUs that appear, respectively, before and after Z in the same order as they appear
in Xs. Let Ys = [Y − (X ′ ∩ Y ′ − X ′s)]YaYb, where Y − (X ′ ∩ Y ′ − X ′s) means to remove from Y
the SSUs in X ′ ∩ Y ′ − X ′s. For each SSU in Ys if a corresponding text can be found in the SSU-Text
Map, then replace it with the text. An SSU that doesn’t have a matched text in the SSU-Text Map is
due to the helping verbs added in the interrogative sentence that generates Y . There are five POS tags
for verbs: VBG for gerund or present participle, VBD past tense, VBN past participle, VBP non-3rd
person singular present, and VBZ 3rd person singular present. Present participle and past participle have
already included helping verbs, and so do the negative forms of past tense and present tense. Thus, only
positive forms of past tense (VBD) and present tense (VBP, VBZ) do not include helping verbs, which
need to be resolved. The first V-SSU in Y (i.e., the SSU that contains the SR tag of V) is a helping verb.
To determine its form, check the POS tag in the subject SSU (usually it is ARG0) and determine if it is
singular or plural. Then check the POS tag in the first V-SSU in Y to determine the tense. Replace the
second V-SSU with the verb in its original form for the V-SSU in the SSU-Text MAP.
3.4 SSU Merging without Segmentation
To the best of our knowledge, no tools exist at this point that can segment English sentences to identify
phrasal nouns and phrasal verbs. It is worth mentioning that AutoPhrase (Shang et al., 2018) can be used
for identifying certain phrasal nouns. We could deal with phrasal verbs using a list of common phrasal
verbs or by modifying merging operations. A phrasal verb consists of a preposition or an adverb, or
both. There are four POS tags IN for preposition or subordinating conjunction, RB for adverb, RBR for
comparative adverb, and RBS for superlative adverb.
4 Evaluations
To evaluate MetaQA, we extracted declarative sentences from the official SAT practice reading tests 1,
for the reason that SAT practice reading tests provide a large number of different patterns of declarative
sentences. There are a total of eight SAT practice reading tests, each consisting of five articles and each
article consisting of around 25 sentences, for a total of 40 articles and 1,136 sentences. After removing
1https://collegereadiness.collegeboard.org/sat/practice/full-length-practice-tests
easy-to-identify interrogative sentences and imperative sentences, we harvested a total of 1,025 sentences
(which may still contain imperative sentences). Using the initial MSDIP, MetaQA generated a total of
796 QAPs.
Three experts evaluated the QAPs based on the following criteria: For questions: Check both syntax
and semantics: (1) correct; (2) acceptable (e.g., a minor would make it correct); (3) not acceptable. For
answers: (1) matched—the answer matches well with the question; (2) acceptable; (3) not acceptable.
The final results were agreed by the three judges. Presented below are questions generated with detailed
breakdowns in each category, where “all correct” means both syntactically and semantically correct
and conforming to native-speaker norms, “not acceptable” means either syntactically or semantically
unacceptable, and “How” means “How many”:
Where Who What When Why How Total
MSDIP pairs 18 45 23 22 6 8 122
QAPs generated 26 216 466 51 15 22 796
All correct 21 208 458 51 15 20 773
Syntactically acceptable 4 4 3 0 0 2 13
Semantically acceptable 1 2 5 0 0 0 8
Not acceptable 0 2 0 0 0 0 2
The percentage of generated questions that are both syntactically and semantically correct is 97%.
We evaluated the running time to generate QAPs over 100 sentences on a desktop computer with an
Intel Core I5 2.6 Ghz CPU and 16 GB RAM. The average running time is 0.55 seconds for each input
sentence, which is deemed satisfactory for online applications. For a given article, assuming that it would
take the reader several minutes to read. By then all the QAPs for MCQs would have been generated.
5 Conclusions and Final Remarks
Meta sequence captures the essential syntactic and semantic information of sentences, and we apply it to
generating adequate QAPs, which achieves satisfactory results for the English language using existing
NLP tools on SR, POS, and NE tagging.
Applying MetaQA to a logographic languages would require robust and accurate segmentation at all
levels of words, phrases, and sentences, semantic labeling, POS tagging, and named-entity recognition
for the underlying languages. It would also require appropriate localization for merging SSUs. It is
interesting to explore how well MetaQA performs on a language other than English.
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