We first describe the local and global moduli spaces of germs of foliations defined by analytic functions in two variables with p transverse smooth branches, and with integral multiplicities (in the univalued holomorphic case) or complex multiplicities (in the multivalued "Darboux" case). We specify normal forms in each class. Then we study on these moduli space the distribution C induced by the following equivalence relation: two points are equivalent if and only if the corresponding foliations have the same analytic invariant curves up to analytical conjugacy. Therefore, the space of leaves of C is the moduli space of curves. We prove that C is rationally integrable. These rational integrals give a complete system of invariants for these generic plane curves, which extend the well-known cross-ratios between branches.
Introduction
We consider a germ of holomorphic function at the origin of C 2 whose irreducible decomposition is given by f We shall make use of the condensed notation f (n) where (n) := (n 1 , · · · n p ). For instance, f (1) is the reduced function related to f . This data defines three different mathematical objects: a function with values in (C, 0), an holomorphic foliation (we are not interested in values but only in the partition of a neighborhood of 0 in C 2 by the fibers of f ), and an analytic curve defined by the equation f = 0 (we are not yet concerned with other fibers). The corresponding analytic equivalence relations are the three following ones:
We are here mainly interested in the second one, and therefore denote it by the simplest notation ∼. One can define similar classifications (topological, formal...) changing the class of the conjugacy φ. We fix here the following topological class: we suppose that the branches f i = 0 are non singular, with distinct tangencies. Therefore, one can desingularize the foliation defined by f by only one blowing-up. We denote by T (n) the set of functions which satisfy this hypothesis and admits (n) as multiplicities. All the foliations defined by a function in T (n) are topologically equivalent (see [10] ). The first goal of this paper is to give a complete description of the moduli space T (n) / ∼, by normal forms. We shall extend this description to the class of foliations defined by a Darboux function: f λ1 1 · · · f λp p , where the multiplicities λ i are complex numbers. The second one -the description of T (n) / ∼ c or the Zariski problem in the generic case -, is approached here in the following way: we want to describe on the previous moduli space the distribution C whose leaves correspond to the foliations such that the related invariant analytic sets -the separatrix of the foliation-define the same curve up to ∼ c . Therefore the moduli space for curves is the quotient space of this distribution, and our goal is to describe it. We first compute its generic dimension, and recover in a different way a result of J.M. Granger ([5] ). Then we describe the whole moduli space of curves by proving that this distribution is integrable by rational first integrals, which define a complete system of invariants. We hope that this strategy will be efficient in more degenerated cases. Indeed, some results -as the method to compute infinitesimal generators of the distribution C: theorem (5.4)-admit a natural extension in any other topological classes.
Statements of our results. Let A be the set of (p − 3) × (p − 3) upper-triangular matrices a = (a k,l ) such that the entries of its first line are distincts, and different from 0, 1. We consider the following family of "triangular" functions:
where the a k,l are the coefficients of the matrix a. We first recall a prenormalization of curves (theorem (1.1), see also [5] ):
Theorem. For each element f in T (n) , there exists an element a in A such that f ∼ c N (1) a .
Note that the matrix a given by this theorem is not unique. Nevertheless, the entries of its first line (up to some permutations of branches) are defined in a unique way: they correspond to the cross-ratios of the tangent cone, normalized by the choice of the three first branches. In order to study the moduli space of foliations T (n) / ∼, we first prove, using tools developed by JF Mattei (in [7] ), a "local" result (i.e. for families):
Theorem. The family of functions N In order to deal with the global moduli space of foliations, we construct a path f t , t in [0, 1], in T (n) , which connect a function f 1 defining a given foliation F 1 to the homogeneous function defining the foliation F 0 with same tangent cone, and such that for any t = 0, the foliation F t is analytically equivalent to F 1 . Applying the previous local result to F 0 , we obtain prenormal forms for foliations :
Theorem. For each element f in T (n) , there exists an element a in A such that f ∼ N (n) a .
It now suffices to detect which prenormal forms give rise to equivalent foliations. If we number the branches and we require that the classification keep invariant this numbering -we shall mention it as marked moduli space -, we can prove that the foliations defined by N a and N b are equivalent if and only if a is equivalent to b under the following action of C * on the lines of A: λ · (a k,l ) = (λ k−1 a k,l ).
Actually, the normal forms N (n) a satisfy a functional relation with respect to this action, which is going to be fundamental for our purpose N (n) a (λx, λy) = λ |n| N λ·a (x, y)
We denote by PA the quotient of A * by this action, where A * is the subset of matrices such that the lines of indices ≥ 2 does not vanish everywhere. We can summarize the previous results by the following theorem:
Theorem. The marked moduli space of foliations defined by f in T (n) , punctured by the class of the homogeneous foliation, is the weighted projective space PA. Its dimension is If we allow permutations of the branches, that is to say if we remove the marking, we have furthermore to identify the matrices obtained by permutation of the columns which preserve the triangular form, i.e. permutations of the columns inside blocks of columns of the same lenght. As we shall see through a simple example, this "free" moduli space might be really hard to describe.
In the last section, we give an exhaustive description of the partition C defined on A by the following equivalence relation: a and b in A are equivalent if and only if
Theorem. There exists on A a foliation C with the following property: a and b are in the same leaf of C if and only if
b . This foliation is completely integrable by rational first integrals. Its generic codimension τ is
The formula of the dimension τ in the above statement was already known from a work of Granger [5] but our method is completely different and is expected to be appliable in a more general context. This theorem is proved thanks to a description of an involutive family of vector fields generating the distribution C. It appears that, using a finite determinacy property, this family can even be explicitely computed with the help of a computer. We also present an algorithm which determines a complete family of first integrals and give an example with nine irreducible branches, and without details, the case of ten branches.
Prenormal form for the curve.
The aim of this section is to prove the following result: Theorem 1.1. Let S be a germ of curve with p irreducible smooth transversal components. Then, up to a change of coordinates, the curve S is given by
This theorem has already been proved by J.M. Granger in [5] . These normal forms are not unique, and the previous author gives more precise normal forms to obtain unicity. Since the proof of J.M. Granger is really algebraic, following Kodaira's approach of the moduli problem, we give a geometric proof of this theorem, in the flavour of the remainder of the present paper.
Let S be a germ of analytical curve in (C 2 , 0). Following a classical definition, the tangent cone of S is the set C 1 (S) :=S ∩ D whereS is the strict transform of S by the standard blowing-up of the origin
1 (0) (see [11] or [9] ). By induction, we denote by E h the map E h−1 •E h , where E h stands for the blowing-up centered at C h−1 (S).
Moreover, we set
. In what follows, the complete cone of S, denoted by C(S), is defined to be
The set C h (S) is called the component of height h of C(S). Note that the component of height 1 coincides with the classical tangent cone. Proof. Since S and S ′ are topologically equivalent, their desingularization processes have same dual tree [12] . Let us choose N (S) at least bigger than the number of blowingup in the desingularization process of S. On account of the requirement on the cones, the desingularizations of S and S ′ are now actually equal. Denote by E the common desingularization map. Let f and f ′ in O 0 be some respective reduced equations of S and S ′ at the origin of C 2 . In the neighborhood of any point c of the exceptionnal divisor D belonging also to the complete cone of the curves, the strict transforms of S and S ′ are given by the functionsf
where h c stands for a local equation of D and p for the common multiplicity of E * f and E * f ′ along the divisor at the point c (this multiplicity is a topological invariant according to [13] ). From the assumption on the cones, we have the following lemma Proof. Since the property is local, we can suppose that c is the origin of (C 2 , 0). Furthermore, since the curve given byf = 0 is smooth and transverse to the divisor, up to a change of coordinates, we assume that {f = 0} = {y = 0} and D = {x = 0}. In such coordinates, the curvef ′ = 0 admits an equation of the form
Denote by h(c) the integer c such that ∈ C h(c) (S). The hypothesis of coincidence of the complete cones implies that for k ≤ N − h(c) = m the coefficients α k,0 vanish. Hence, we can write
where u is a unity. Therefore we have
Now, in the neighborhood of any point out of the complete cone, the function E * f /E * f ′ extends holomorphically along the divisor in a non-vanishing function since the multiplicity of E * f at a generic point of an irreducible component of D is a topological invariant [13] . Hence, applying the previous lemma at any point of the complete cone yields a covering V = {V i } i∈I of the exceptional divisor and a family {u i } i∈I , u i ∈ O * (V i ) such that
by decreasing a bit m if necessary by an integer depending only on the multiplicities of f ′ along the components of the divisor. Now, following [1] , there exists an integer δ(m) that tends to infinity with m such that the natural cohomological map
is the trivial map. Hence, there exists a 0-cocycleũ i with values in O(−δ(m)D) such that
Setting u = u i −ũ i , we obtained a global unity u such that
Blowing down this relation at the origin of C 2 yields
Following [6] , the function f and E * U f ′ are analytically conjugated, which concludes the proof of proposition (1.2). Clearly, N (S) only depends on the topological class of S since it does at any step of the proof.
A process of blowing-up E is said to be a chain process if, either E is the standard blowing-up of the origin in C 2 , or E = E ′ • E ′′ where E ′ is a chain process and E ′′ is the standard blowing-up of a point that belongs to the smooth part of the heighest irreducible component of E ′ . The lenght of a chain process of blowing-up is the total number of blowing-up and the height of an irreducible component D of the exceptionnal divisor of E is the minimal number of blown-up points so that D appears. A chain process of blowingup admits privileged systems of coordinates (x, t) in a neighborhood of the component of maximal height such that E is written
The values t i are the positions of the successive centers in the successive privileged coordinates and x = 0 is a local equation of the divisor. Let φ be a germ of biholomorphism tangent to the identity map at order ν ≥ 2. The function φ is written
where A ν and B ν are homogeneous polynomials of degree ν. The following lemma may be proved with an induction on the height of the component: 
where t 1 is the coordinate of the blown-up point on the first component of the irreducible divisor.
Note that the non trivial action of φ described above only depends on the position of the first center t 1 . If S is defined by
then the complete cone can be represented in the privileged systems of coordinates by the 
each line corresponding to one height. Note that the p − 3 first lines contain nothing but the matrix a itself and that beyond the height p − 2, any component of the complete cone is a p-uple of zeroes. We can now prove the main result (1.1) of this section.
Proof. Taking the image of S by a suitable linear biholomorphism, we obtain a germ of curve S with a tangent cone of the form {∞, 0, 1, a 1,1 . . . a 1,p−3 }. Now, assume that there exists a germ of biholomorphism φ of (C 2 , 0) such that the complete cone of φ * S coincides with the one of a normal form (2) until height N . Denote by {t 1 , . . . , t p } the component of height N + 1 of the complete cone of φ * S. Let Q be a polynomial function of degree N + 2 in one variable such that for any k ≤ min(p, N + 3)
The first requirement on Q takes care of the special position of the curve {x = 0} with respect to our choice of privileged coordinates. The polynomial function Q does exist since the numbers a 1,i satisfy a 1,i = a 1,j for i = j. Take any decomposition of Q(t) of the form a(t) − tb(t) where a and b have degree at most N + 1 and let A N +1 and B N +1 be the homogeneous polynomial functions of degree N + 1 such that A N +1 (1, t) = a(t) and B N +1 (1, t) = b(t). Finally, let φ N +1 be the biholomorphism defined by
According to lemma (1.4), the complete cone of φ * N +1 φ * S is the one of φ * S until height N and its component of height N + 1 contains at least N + 3 zeroes. Hence, the complete cone of φ * N +1 φ * S coincides with that of a normal form until height N + 1. By induction, the proposition is a consequence of the finite determinacy statement.
The next result deals with the unicity of normal forms for the separatrices. A germ of biholomorphism φ By permissible permutations, we mean permutations preserving the triangular profile of the matrix of parameters.
Proof. Changing b into λ · b with λ ∈ C * , we can suppose that φ is tangent to the identity map for a certain order N . If N is bigger than p − 2 then the complete cone of S a and S b coincide until height p − 3. Hence, a and b are equal up to permissible permutation of the columns. If N is smaller than p − 3, let us write
Since the action of φ on any component of height N conjugates the complete cones, the function A N (1, t) − tB N (1, t) vanishes on {∞, 0, 1, a 1,1 , . . . , a 1,p−3 }, which is the common tangent cone of S a and S b . Since the degree of A N (1, t) − tB N (1, t) is at most N + 1, it is the zero polynome. Hence,
which is impossible since φ is non-dicritical.
One cannot remove the assumption of non-dicriticalness in the previous result: for example, consider the curve given by
The germ of dicritical biholomorphism (x, y) → (1 + x)(x, y) conjugates the previous curve and the following one
Clearly, their cones are not equivalent up to permissible permutations.
The local moduli space of foliations.
This section is devoted to the proof of the following result:
Theorem 2.1. We fix an element a 0 of A and we consider the following germ of family of functions:
This family defines a semi-universal equireducible unfolding of the foliation F 0 defined by N (n) a 0 . This means that for any equireducible unfolding F p , p ∈ (P, p 0 ) which defines F 0 for p = p 0 , there exists a map λ : P → A such that the family F p is analytically equivalent to N λ(t) . Furthermore, the derivative of λ at p 0 is unique.
We consider the blowing-up of the origin E : (M, D) → (C 2 , 0) with its exceptional divisor
The change of coordinates is given by (x 2 = 1/y 1 , y 2 = x 1 y 1 ). According to the choice of a generic tangent cone, this blowing up desingularizes each foliation defined N a = E −1 (N a ). Recall that (see [8] ):
1. After desingularization by the blowing-up, any unfolding F p , p ∈ (P, p 0 ) of F 0 is locally analytically trivial. Indeed, around any regular or singular point m, one can consider the one form defined in the first chart by
The codimension one foliation on M × P defined by this integrable one-form is an unfolding which "contains" the family F p , p ∈ (P, p 0 ). Then, for each parameter p i , setting
The local trivialization ϕ U on U is obtained by successive integrations of these vector fields X i .
2. The set of the classes of unfoldings F p of F 0 with parameter p in (P, p 0 ) up to analytic equivalence is in bijection with the first non abelian cohomology group H 1 (D, G P ) where G P is the sheaf on D of the germs of automorphisms of the trivial deformation on M × P which commute with the projection on P , and are equal to the identity on the divisor. This map is defined by the cocycle {ϕ U,V } induced by the local trivializations ϕ U previously obtained.
For any Stein open set
where U is the covering of D by the two domains U 1 , U 2 .
4. Let Θ 0 be the sheaf on D of germs of holomorphic vector fields in M tangent to the foliation F 0 . For each direction defined by v in T p 0 P , the derivative of {ϕ U,V } in this direction defines a map from
If X U is a collection of local vector fields solutions of (5), the cocycle
5. If θ 0 is a holomorphic vector field with isolated singularities which defines F 0 on M, by writing each cocycle as a product of θ 0 with a meromorphic function, we obtain the following identification
In particular, the dimension of this vector space is δ = (p − 2)(p − 3)/2. Hereafter, we shall denote by x
Now we shall make use of the following theorem ( [8] , theorem (3.2.1)):
Note that the dimension δ of the vector space H 1 (D, Θ 0 ) is also the dimension of the triangular parameter space A. Therefore the proof of theorem (2.1) reduces to the Proposition 2.3. We consider the unfolding F a defined by the blowing up of
Proof. In the first chart, we have
Note that:
Therefore, if we have a solution
for k = 1, then we obtain a solution for the other values of k setting:
Now we solve (6) for k = 1. We have:
∂ N (n) a
Setting α 1,l = x 1 α 1,l , we deduce from (6) that
By using Bézout identity, there exist polynomials U and V in y 1 such that
where P ∧ P ′ is the great common divisor of P and P ′ . Dividing U by P if necessary, the polynomial function U may be chosen of degree p − 2. Let us denote by R the polynomial function satisfying
It is written R(y 1 ) = y 1 (y 1 + 1)
, and we obtain a solution of (6) in the first chart:
Similarly, in the second chart we write
(1 + a 1,j x 2 ). As before, we can assume that the degree of W is p − 2. We obtain the solution
To compute the cocycle we write X
1,l in the first chart, we use the standard change of coordinates x 1 = y 2 x 2 and y 1 = 1 x2 . Since we have
whereW is a polynomial function, we finally find the first term of the cocycle
If θ 0 is a holomorphic vector field with isolated singularities which defines
Actually, one can choose
Following the point (5), the set of the coefficients of the Laurent's series of Φ
where f is a meromorphic function independent of l, holomorphic in a neighborhood of 0 with f (0) = 0.
Lemma 2.4. For any d ≤ p − 3, the family of functions
is a free family in the quotient space of the space of Laurent series in y 1 by the subspace
Proof. The lemma is true if f (y 1 ) = 1. Indeed, the meromorphic functions n l+3 y1+a 1,l are conjugated (up to multiplicative constants) to the first one by distinct non trivial linear transformations y 1 → λy 1 which acts on the coefficients of their Laurent's series by a k → λ k a k . Therefore the indepence comes from the maximal rank of Vandermonde matrices. Moreover, the multiplication by a non-vanishing function f induces an inversible linear map: its matrix is a triangular one with non vanishing entries on its diagonal. Hence, the lemma is proved.
From this lemma and the previous description of H 1 (D, Θ 0 ), we deduce the linear indepen-
. Suppose now that we have a linear relation between
Evaluating at x 1 = 0 we get from lemma (2.4) that λ 1,l = 0 for all l. Now we can divide the relation by x 1 , and iterate the argument. Finally, the cocycles related to the directions
We shall need the following additional information on this semi-universal space:
in the basis
Proof. The equation (6) can be solved in the following way: looking at the homogeneous part of order ν yields
Hence, we find the following induction relation
Now, the coefficients of J |n|
depend only on the variables a 1 .
Moreover the coeffcients of
are polynomial. Hence, an induction on ν ensures that for all ν the coefficients of J ν (α kl ) and J ν (β kl ) can be chosen rational in a 1 and polynomial in the variables a k , k ≥ 2. The same result holds for the relation (6) in the second chart. Now, following the computation of the cocycle in the previous proof make it obvious that the coefficients in its Laurent development are in C (a 1 ) [a 2 , . . . , a p−3 ]. So are the coordinates of
in the standard basis.
The global moduli space for foliations.
This section is devoted to the proof of the following theorem Note that to remove the numbering property may complicate the situation: indeed, in the case of four irreducible components, the normal forms are xy(y + x)(y + a 1,1 x) with a 1,1 ∈ C\{0, 1}. Now, the biholomorphism (x, y) → (y, x), which cannot preserve any numbering of the irreducible components, conjugates the normal forms associated to the parameter a 1,1 and 1/a 1,1 . Therefore, whereas the marked moduli space is simply C\{0, 1}, the free moduli space appears to be C\{0, 1} quotiented by the finite group of order 6 of automorphisms of C\{0, 1}
which is not a smooth manifold.
Proposition 3.2 (Existence of normal forms). For any
Proof. Let us consider any foliation given by the level of a reduced function desingularized after one blowing-up, given by a function of the form
where the f i 's are irreducible functions such that f i (0) = 0 and f
From the results of the first section, once the curve f 1 f 2 . . . f p = 0 is normalized, the foliation is given by a function u(x, y)N (n) a 0 (x, y) for a a 0 ∈ A and u(0, 0) = 1. A classical statement ensures that u can be supposed to be polynomial [6] : roughly speaking, for N big enough depending on the Milnor number of f 1 f 2 . . . f p the deformation 0 (x, y) , where J N refers to the jet of order N , is analytically trivial. Let us consider the decomposition of u in homogeneous components
and the deformation with parameter in C M × A defined by
Along the whole space of parameters, this deformation is an equisingular unfolding of foliation. Let a 0 be the zero matrix except on the first line where it coincides with a 0 . The following relation holds
Note that N (n)
a 0 is an homogeneous function which is equal the homogeneous component of smallest degree of N (n) a 0 . Now, the essential fact concerning our normal forms is the following functional relation: let λ in C * then
The deformation F satisfies the same kind of functional equation
In particular, the foliations given by the functions F t1,...,tM ,a 0 and F λt1,...,λ M tM ,λ·a 0 are analytically equivalent. Moreover, when λ tends to zero then λ · a tends to a 0 . Hence, according to the previous local result, there exist λ ∈ C * andã ∈ A such that the foliations given by F λ,...,λ M ,λ·a 0 and N (n) a are analytically conjugated. Therefore, the same conclusion holds for uN b , a, b in A, are analytically conjugated by a conjugacy preserving the numbering. There exist a germ of biholomorphism φ of (C 2 , 0) and ψ a germ of biholomorphism of (C, 0) such that
According to [2] , one can find a germφ of biholomorphism such that ψ•N
b . Composing on the right side with a suitable homothety gives us a biholomorphism Φ tangent to the identity and two non-vanishing complex numbers η and λ satisfying
Taking a close look to the homogeneous part of each above terms yields λ = 1.
If Φ is non-dicritical or tangent to Id with an order bigger than p − 2, then, according to the results of the first part, a and b are equal. Hence, from now on, we suppose Φ to be dicritical and tangent to the identity with an order ν + 1 smaller than p − 3. For the sake of simplicity, we keep on denoting the matrix η · b by b. Since Φ is tangent to the identity, it is the time one of the flow of a formal dicritical vector field Φ = eX .
Its homogeneous part of degree ν + 1 is radial and is written φ ν R where φ ν stands for an homogeous polynomial function of degree ν and R for the radial vector x∂ x + y∂ y . The relation (10) can be expressed as follows
In this relation, the valuation of φ ν R ·N (n) a is at least ν + |n|. Since Φ is tangent to identity at order ν + 1, the complete cones of N coincide until height ν. Now, for any k, it is easily seen that the k-jet of N (n) a only depends on the components of the complete cone of height lower than k − |n|+ 1. Hence, the terms with valuation lower than ν + |n|− 1 in (11) are equal. Therefore, the first non-trivial homogeneous part of the relation (11) is of valuation ν + |n| and is written
where N (n) a,k stands for the homogeneous part of degree k in N (n) a . Since N (n) a,|n| is homogeneous, this relation becomes
The homogeneous component of degree
Here, H a is a polynomial function whose coefficients only depend on the component of the complete cone of height lower than ν. Since
is simply written
where λ i = b ν+1,i − a ν+1,i . Therefore, the polynomial function φ ν must coincide with
y + a 1,i x which happens to be a polynome if and only if λ i vanishes for all i. Therefore the complete cones coincide until height ν + 1.
We denote by PA the quotient of A by the weighted action of C * defined in the introduction. This space is a fiber space over C p−3 \∆, where ∆ is defined by the conditions a 1,j = a 1,k = 0, 1 for j = k. The fiber is a weighted projective space and thus is simply connected. The previous theorem yields the following result 
Extension to the Darboux functions.
In this section, we shortly show how the previous result can be extended to the case of the Darboux functions:
where the λ i 's are fixed complex numbers. In this case, the foliation is defined by the holomorphic one form
and is called logarithmic, since it is defined by a closed logarithmic one-form outside the curve S :
We extend the definition of the equivalence relation ∼ defined in the introduction to the Darboux case setting: f 0 ∼ f 1 if and only if the two corresponding foliations defined by ω 0 and ω 1 are equivalent: there exists φ in Diff (C 2 , 0) such that φ * ω 0 ∧ ω 1 = 0. We suppose that:
(i) the irreducible branches f i = 0 are smooth, with distinct tangencies; (ii) |λ| = i λ i = 0; (iii) the projective p-uple (λ 1 : . . . : λ p ) is distinct from (n 1 : . . . : n p ) for any (n) in N p .
The first assumption insures that the foliation defined by f (λ) is desingularized after one blowing-up. The second one implies that the desingularized foliation is non dicritical: the exceptional divisor is invariant. The last one prevents the foliation from admitting a uniform first integral. We denote by D (λ) the set of the Darboux functions with multiplicities (λ) satisfying the three previous conditions.
There exists a unique a ∈ A up to the action of
a , the conjugacy preserving the numbering of the branches.
Proof. The scheme of the proof is exactly the same as the uniform case one: we first obtain a local result, proving that N (λ) a , a ∈ (A, a 0 ) is a semi-universal unfolding of the foliation defined by N (λ) a0 . Next, this local result is globalized thanks to a functional relation satisfied by the normal forms. Finally we discuss the unicity of these normal forms. We consider
We claim that in the neighborhood of any a 0 ∈ A, this is a semi-universal unfolding of N (λ) a0 : actually, after one blowing-up and in the multiform case, the equation (5) becomes
The same computation as before ensures that the family X (1)
is a basis of the space of infinitesimal unfolding. Once the separatrices are normalized, the logarithmic foliation defined by f λ1 1 · · · f λp p is given by the 1-form
where u is a unity which can be supposed polynomial in the variables (x, y). Decomposing u in homogeneous components yields the following unfolding
with parameters in C M × A. This deformation has the same property as the deformation F t,a with respect to the action of C * : if β ∈ C * stands for the homothety (x, y) → β(x, y),
Following the argument of (3.2), this ensures the statement of existence of normal forms. Surprisingly, we can avoid the argument of [2] to prove the unicity of the normal forms since Ω a does not admit any uniform first integral. Actually, suppose that we have a conjugacy relation between two normal forms N (λ) a and N (λ)
where u is a unity. Since Ω a and Ω b are closed, the following relation holds
Therefore, u must be a uniform first integral and thus, a constant function. Composing on the right side by an homothety yields
for a β in C * . Writing φ as the flow of formal vector field, the unicity can be proved in much same way as the uniform case in (3.3).
The moduli space of curves
This section is devoted to the study of the distribution C related to the following equivalence relation on the moduli space or M (λ) of foliations: two points in M (λ) are equivalent if and only if the separatrices of the corresponding class of foliations are in the same analytic class of curves. Therefore, the moduli space of curves in the topological class T (λ) for the Darboux case, is the quotient space of this distribution. Note that the following description of C works for any integral or complex values of the multiplicities (λ).
We begin with the local case. We fix a parameter a in A. Let F be the corresponding foliation defined by the normal form N (n) a , S its separatrix, Θ F the sheaf restricted on the divisor D of the germs of vector fields tangent to the desingularized foliation F , and Θ S the sheaf of germs of vector fields tangent to S. Recall that the tangent space to the local moduli space of foliations at this point is H 1 (D, Θ F ). According to [7] , the subspace 
We have:
Note that the second module is the module of logarithmic vector fields, i.e. the vector fields at (C 2 , 0) tangent to S, usually denoted by X (log S). From the long exact sequence in cohomology we deduce the following exact sequence
Hence, we have the following lemma
distribution of vector fields on A which corresponds to the infinitesimal deformations which let invariant the separatrix of the foliation.
In order to study this distribution we introduce the following definition: 
Remark 5.3. [3] ), what justifies the terminology. 
Such a vector field R U is a local transverse symmetry for the logarithmic form Ω and we have the existence of a global symmetry for Ω if and only if f is quasi-homogeneous (see

Two symmetries on
1 − R 2 } defines an element of H 1 (D, Θ F ) denoted by [R 1 − R 2 ].
This definition, and the previous remarks can be extended in the Darboux case since everything can be written by using
Theorem 5.4.
The set of cocycles
, defines the distribution C of foliations with fixed separatrices.
The finite family of vector fields
Proof. (1)− We recall the definition of δ: for any element hN
a , and X U = hR i satisfies this equation. Now, by definition of δ, the cocycle h[R 1 − R 2 ] is the image of hN
(2)− To check the integrability of this distribution, we consider the natural projection π from (C 2 , 0) × A onto A. Let X be any germ of vector field around a 0 in A. The deformation of the foliation N (n) a , a ∈ (A, a 0 ) along the trajectories of X lets invariant the analytical class of the curve N a = 0 if and only if there exists a germ of vector field
Since dπ commutes with the Lie bracket, the distribution is involutive and therefore, integrable. Clearly this distribution is singular: for example, at a point a 0 -the zero matrix except on the first line-corresponding to an homogeneous foliation, according to the first point of remark (5.3), the distribution is reduced to {0}, since the cocycle [R 1 − R 2 ] is here trivial. Note that the arguments involved in the proof of the two firts points of this theorem are sufficiently general to be extended in other non generic topological classes. Now, we give the expression of X 0,0 in the basis ∂ ∂a k,l of A:
Proposition 5.5.
Proof. Let a 0 be in A and consider the following deformation
This deformation is analytically trivial in λ. Hence, its related cocycle is trivial. Now, blowing-up the deformation yields
The vector field R 1 is defined as a solution on
is defined by the cocycle related to the vector fields X
In the second chart of the blowing up, the same computation leads to
Since the cocycle
We are not able to give similar general expressions for all the others generators X i,j of C, obtained by the action of x· and y· on X 0,0 . Nevertheless, we give now some informations about these vector fields.
Proposition 5.6. The vector field X i,j on A is related to the cocycle
and only if there exists a germ of vector field
Proof. The vector field X i,j as derivation on A is the image of the cocycle [X
Now the equality [X
Therefore the local vector fields
glue together in a global vector field Z i,j which satisfy the equation obtained by the pull back by E of the equation (12) . By blowing down, we obtain a vector field Z i,j which satisfy (12) .
To the converse, we fix h = x i y j , and we consider a pair (X, Z), X derivation on (C 2 , 0) whose components depend on x, y and a, Z derivation on A, which satisfy (12) . By difference, we obtain:
a . Therefore the cocycle obtained by pullback of Z i,j −Z and restriction to U and V is a trivial cocycle related to the derivation (X i,j − X). Since A is the base space of a semi-universal deformation, X = X i,j .
Remark 5.7. 
Note that the pair (X
where X ν is the first non vanishing component of X. For simplicity, we shall denote a m for {a m,l , l = m, · · · p − 3}. In the next result, we give a description of the vector fields X k,l .
Proposition 5.9. For any k, l, we have
The coefficients of X ν k,l are homogeneous with respect to the weight X 0,0 of degree ν − (k + l) − 1. In particular, they only depend on the variables a m with m ≤ k − 1. Hence, we get the following expression
where k + l = ν − 2 and the coefficients α 
Let R be the radial vector field. We have verified that N + R · N = X 0,0 · N . Note that [R, X k,l ] = 0. Therefore we can perform the following computation
∂ ∂y , the previous relation ensures that [X 0,0 , X k,l ] = − (k + l) X k,l . Now, if we decompose the vector field X k,l on the basis ∂ ∂a i,j and inject this decomposition in the Lie bracket, it follows
Hence, identifying the coefficients in the basis ∂ ∂a k,l leads to the relation
Therefore α ν,i k,l is homogeneous with respect to the weight X 0,0 . Its weight is ν − 1 − (k + l). In particular, since k + l > 1, α ν,i k,l does not depend on a j with j ≥ ν since a j is of weight j − 1.
The next proposition deals with the generic dimension of the distribution C. 
Proof. In this proof we can assume, for simplicity, that the n i 's are equal to 1. Let us write the decomposition of the cocyle
According to theorem (2.1) and using the notation introduced in its proof, the cocycle associated to ∂ ∂a 1,l is written
The polynome R = P P ∧P ′ is equal to P . Therefore, the coefficient R . Note that it only depends on the variables a 1 . It is clear that y 1 does not divideW and that the degree ofW is at most p − 2. Hence, the cocycle is developped in
Therefore, the functions R l 1j satisfy
Using the lemma (5.5) yields a decomposition of the cocycle X 0,0 in the base
whose first terms are
where the terms in the dots belong to Vect
. Therefore, for any k, l the following relation holds From this result, we shall deduce the generic normal forms for curves. Let B be the linear subset of A defined the equations:
For example, the general type of a matrix b in B for p = 10 branches is given by the 7 × 7 upper triangular matrix:
if p is odd.
The following result was previously obtained by M. Granger [5] in a completely different way. Proof. We consider a leaf L p of C passing through a point p in A. First, since none of the vector fiels X i,j has components on the first level, the values a 1,l are invariant along each leaf of C, and L p determines a unique point a 1,l (p) on this first level (the cross ratios of the tangent cone of the curve). The only generator of C which acts on this second level is X 0,0 . Since X 2 0,0 is the radial vector field, its flow acts by multiplication on A 2 . Under the generic assumption a 2,2 (p) = 0, we can make use of this flow to normalize the value a 2,2 to 1. Then the others values a 2,l are uniquely determined, and correspond to the unique point q intersection of L p with a 2,2 = 1. On the third level there are only two generators of C which actually act on this level: X 1,0 and X 0,1 . According to proposition (5.9) the components of their initial parts X 0,1 (q) are independent: this is a generic assumption on the leaf L p since we know from the previous proposition (5.10) that they are functionally independent. Now, since X 3 1,0 and X 3 0,1 are constant vector fields relatively to the coordinates a 3 , their flows act by translation on the third level, and we make use of it to normalize the two first coordinates of this level to the value 0. We continue on the next levels in the same way. Note that when the number m−1 of vector fields acting on A m becomes greater or equal to the dimension p − m − 2 of A m , this action becomes generically transitive on ⊕ n≥m A n and all the coefficients may be normalized to 0.
The previous theorem only gives a generic description of the quotient space of C. This one will be obtained by the following result:
Theorem 5.12. The distribution C is rationally integrable: there exists τ independent rational first integrals for C.
We shall give two proofs of this result. The first one is a consequence of general facts about algebraic actions of algebraic groups. The second one is an algorithmic one, and furthermore proves that we can choose these first integrals in the ring C (a 1 , a 2 )[a 3 , · · · a p−3 ]. They define a complete system of invariants for the curves with p smooth and transversal branches.
First proof of (5.12). Following a result of Mather, let N be an integer of finite determinacy for the whole topological class of a N a . This integer has the following property: for any function f topologically equivalent to N a , J N f is analytically equivalent to f . Since the property still holds for any bigger integer, we can choose N such that the application
is an analytical immersion for the evident analytic structures, and an imbedding on a Zariski open set A * of A. Now, let us consider the algebraic group
C {x, y} in the following way:
Two N -jet of functions in the topological class of N a are in the same orbit if and only if their 0 level curves are analytically equivalent: indeed, if J N g = J N (u × f • φ) then g is analytically equivalent to u × f • φ for N is a determinacy integer for both f and g. Hence the curve {g = 0} is analytically equivalent to {f = 0}. The partition of the space J N C {x, y} by the orbits induces a partition of the image of the embedding (13), and therefore on A. It is clear that this partition coincides with the partition associated to the distribution C. Now, a result of Rosenlicht -see [4] , theorem (6.1)-ensures that the action of G on J N C {x, y} is completely integrable by rational first integrals. Taking the restriction of these first integrals along the image of A by (13), we obtain the theorem.
Second proof of (5.12). Clearly, the functions f 1,l = a 1,l define τ 1 = p − 3 first integrals of the distribution C, since none of the vectors X i,j has components on the first level. The meaning of these invariants is clear: they correspond to the cross ratios of each branch relatively to the three first ones. On the second level, we consider the initial part i.e. the first non vanishing component on the lower level of X 0,0 :
. Clearly, this radial vector field has τ 2 = p − 5 rational first integrals: f 2,l = a 2,l a2,2 , l = 3, · · · p − 3. Since these functions do not depend on the following variables, they are first integrals for X 0,0 and for all the others X i,j for i + j > 0. We now consider the restriction C ≥3 of the distribution C on the following levels A k , k ≥ 3. Clearly, from proposition (5.9), C ≥3 is still an involutive distribution. First integrals f of this distribution have to satisfy the following system:
. . .
Recall that, from proposition (5.9), on each level k the initial parts X k i,j of the k − 1 vector fields X i,j (i + j = k − 2) are constant vector fields with respect to the coordinates a k , k ≥ 3 with rational coefficients in (a 1 , a 2 ) . From the independence property (5.10), we can make use of a linear change of coordinates:
. Note that as soon as p − 2k − 1 < 0 (i.e. k > [p/2]) we only have coordinates b k,m : according to (5.10), the generators of C restricted to this second part of (S) act transitively. The total number of coordinates c k,n which appear on the first part of the system (k ≤ [p/2]) is the generic codimension of C ≥3 :
After performing these changes of variables, the system (S) admits the following expression: The first coefficients α k,l only depend (rationally) on a 1 , a 2 , the following coefficients α k+1,m k,l are rational in a 1 , a 2 , polynomial in b 3 , c 3 and so on. In this expression we suppose that the coefficients β in which the new coefficients γ depend on the variables a k in a similar way as the previous coefficients β. The first line is a subsystem of two equations (l = 1, 2), the second line is a subsystem of three equations (l = 1, 2, 3) and so one. Note that the functions c k,n are rational first integrals for the distribution C ≥k , but they are not necessary first integrals for the previous levels. In particular the fonctions f 3,n = c 3,n are first integrals for the whole distribution C ≥3 . The general idea is now to make rational change of coordinates in order to diagonalize this system. On the next level k = 4 we set: f 4,n = c 4,n + g 4,n (b 3,· ) and we search for polynomial functions g 4,n such that the functions f 4,n are also first integrals for the previous level k = 3. They have to satisfy the systems (S 4,n ) α 3,l ∂g 4,n ∂b 3,l = −γ 4,n 3,l l = 1, 2.
We claim that these systems (S 4,n ) are involutive. We denote by ] has only components of level great or equal to q. Therefore, we obtain τ 3 independent rational first integrals for C ≥3 . In order to prove that the whole distribution C is rationally integrable, we need the following lemma Proof. From proposition (5.9), we know that the coefficients of the system (S) are in C(a 1 )[a 2 , a 3 , · · · a p−3 ]. Note that the only divisions which appear in the previous algorithm involve coefficients in C(a 1 , a 2 ). It is enough to check that at any step of the previous algorithm, the X 0,0 -homogeneity property is preserved. The details are left to the reader.
Since f k,n is X 0,0 -homogeneous with degree m, by dividing by a m 2,2 we obtain a function of degree 0, and therefore a first integral of X 0,0 which is still a first integral for the remainder of the distribution, since the others generators do not have components on the level 2. This concludes the proof of theorem (5.12).
Examples. We are going to present two examples of distribution C, namely a generic curve with 9 and 10 branches. To perform the computation, we fix the first jet of f to be xy (y + x) (y − x) (y + 2x) (y − 2x) y + x 4 y − x 4 y + x 3 which means that in the set of parameters A, we fix the first line of entries in the matrices a in A. Actually, if we do not fix these parameters, the computation becomes far too long and the expressions obtained are irrevelant. With nine branches, the normal forms are written xy (y + x) (y − x) y + 2x + a 2,2 x 2 y − 2x + a 2,3 x 2 + a 3,3 x 3 · · · × y + Therefore these vector fields induce a family of vector fields Y k,l , k + l ≥ 1 on the quotient M (n) which generate the distribution C ′ on M (n) . The latter is still integrable by τ ′ = τ − (p − 5) rational first integrals: indeed the first integrals f k,l are still non constant first integrals for C ′ excepted the (p − 5) first integrals f 2,l which are now constant on M (n) . They define a complete system of invariants for plane curves with p smooth transverse branches.
