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ABSTRACT
In this dissertation we investigate computability notions on several different Banach spaces,
namely the separable Lp-spaces and C[0,1].
It was demonstrated by McNicholl [16] that the halting problem is a necessary and sufficient
condition for the existence of computable isometric isomorphisms between any two computable
representations of the purely atomic Lp-spaces (e.g. `p) where the underlying measure space is
generated by finitely many atoms. In the case where the underlying measure space is generated
by finitely many atoms (such as in `pn), McNicholl also proved that it is always possible to find
an algorithm that computes isometric isomorphisms between any two computable representations.
Clanin, McNicholl, and Stull [5] proved a similar result. Namely they proved that for any two
computable representations of a non-atomic Lp-space (e.g. Lp[0,1]) there is always a computable
isometric isomorphism between them. We both continue and complete the classification of the
separable Lp-spaces up to degree of categoricity by investigating the ”hybrid” Lp-spaces, whose
underlying measure spaces consist of both atomic and non-atomic parts, and determine how much
computational power is necessary and sufficient to compute isometric isomorphisms between any
two copies of these spaces.
Secondly, we continue a line of inquiry initialized by Melnikov and Ng in 2014, who proved
that for C[0,1] (i.e. the Banach space of all continuous functions on the closed unit interval)
there is a pair of computable representations between which there is no computable isometric
isomorphism. They achieved this by constructing one of the representations in such a manner that
the constant unit function 1 is not computable, contrasting with the other representation in which
1 is computable. We show in Chapter 5 that given any computable representation of C[0,1] as a
Banach space the halting set always computes 1. We also determine how much extra computational
power beyond that of the halting set is sufficient to compute the modulus operator ∣ ⋅ ∣ within any
viii
computable representation. Lastly, we use these two results to determine how much power is
sufficient to compute an isometric isomorphism between any two computable representations of a
restricted class of representations of C[0,1].
1
CHAPTER 1. OVERVIEW AND INTRODUCTION
1.1 Introduction and Background
One of the most common problems in mathematics is what is often referred to as “the isomor-
phism problem.” Whenever one looks at two objects of the same type, such as two groups or two
rings, one seeks to determine if the two objects are the same structurally, or isomorphic. Then, one
seeks to establish a bijective map between the two objects that preserves the structure between the
two. However, when a computability theorist looks at this same problem they ask if it is possible
to render an isomorphism between these objects computably.
But first, in order to determine if a computer can map between two objects, the computabil-
ity theorist must first determine how to represent these objects computably before a computer
can actually begin working with them. It turns out that the choice of computable representation
dramatically impacts what a computer can and cannot do with a particular object. Fröhlich and
Shepherdson in 1956 [9] showed that there is a computably representable field with two different
computable representations, where one has a computable polynomial splitting algorithm and the
other does not. Thus, a computability theorist might concern themselves with determining whether
two objects (that are classically isomorphic) are computably isomorphic. If two classically isomor-
phic objects are shown to be computably isomorphic, we can rest assured that what can be done
computably in one representation can be done in the other. If all computable representations of
a particular object are computably isomorphic, we say that the object in question is computably
categorical. In the event that a particular object is not computably categorical, one might seek to
determine how much extra “computational power” is necessary and sufficient, in the form of oracles
(cf. Chapter 3), to produce an isomorphism between any two computable representations of said
object. In this case, we seek to determine what is called the degree of categoricity for that object.
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In 2013 Melnikov and Nies [14] began a program which sought to classify mathematical objects
of a more analytic nature up to degree of categoricity, in particular they examined how much
computational power was sufficient to compute isometric isomorphisms between any two copies
of any computable compact metric space. They also demonstrated the existence of a compact
computable Polish space, that is, a space that is homeomorphic to a complete separable metric
space, which is not computably categorical. Melnikov and Ng [15] changed directions a bit by
investigating computability on another type of analytic object called a Banach space, which is
a normed vector space in which Cauchy sequences converge with respect to said norm. They
demonstrated in 2014 that C[0,1] is not computably categorical as a Banach space, nor as a Banach
algebra. Later, McNicholl began a program seeking to classify some of the most quintessential
Banach spaces in analysis, namely, the Lp-spaces. The results of this program can be found in
Chapter 4, and are due to the work of McNicholl [16], Clanin, McNicholl, and Stull [5], and Brown
and McNicholl [3].
In this dissertation, we examine the aforementioned classification results for the separable Lp-
spaces, summarizing the results and approaches used in [16] and [5], and fully detail the work done
in [3] on what are called the semiatomic Lp-spaces. In total, these results, when combined, fully
classify the separable Lp-spaces up to degree of categoricity. We also re-examine C[0,1] as a Banach
space (where we can only assume norms, addition, and scalar multiplication are computable) and
determine what additional operations and points can and cannot be computed within this context.
In addition, we prove categoricity results for a restricted set of computable representations of
C[0,1].
1.2 Organization of Dissertation
This dissertation is organized as follows. In Chapter 2 we discuss necessary background material
as it relates to Banach spaces, the Lp-spaces, and the Banach space C[0,1]. In Chapter 3 we delve
into all the basics of computability theory as it pertains to sets of natural numbers and functions
on the natural numbers. Thereafter, we discuss some of the rudiments of Computable Analysis,
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describing what it means for a real number to be computable, and left (or right) c.e. We then bridge
the gap between traditional computability theory and computable structure theory as it pertains to
both countable structures and computable Banach spaces. In Chapter 4, we first build up some of
the core tools that will be used throughout the rest of the chapter, namely that of disintegrations and
almost norm-maximizing chains, exhibiting important results pertaining thereto. We then exhibit
the Carathéodory classification of the separable Lp-spaces, then show how this classification can
(and has been) used to determine how much computational power is necessary and sufficient to
compute isometric isomorphisms between any two computable representations of an Lp space. The
main results of this dissertation pertain to what are called semiatomic Lp-spaces, which are the
Lp-spaces whose underlying measure space is atomic but not purely atomic. The results pertaining
to the semiatomic Lp-spaces can be found in Section 4.5. Lastly, in Chapter 5, we investigate
computability notions on the Banach space C[0,1] and determine how much extra computational
power is sufficient to compute the constant unit function 1 and the modulus operator within any
computable representation of the space. Furthermore, we prove a useful classical result that allows
one to build a “basis” (in an approximate sense) for C[0,1] from a homeomorphism of the unit
interval with itself.
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CHAPTER 2. CLASSICAL MATHEMATICAL PRELIMINARIES
In this chapter we define a majority of the classical terminology and technology (in the form
of theorems) that are taken for granted throughout this dissertation. We begin with Section 2.1,
where we investigate Banach spaces from a generalized setting. We then introduce the necessary
concepts from measure theory in Section 2.2 in order to define the Lp-spaces. We define and explore
the Lp-spaces and a few basic results from a classical perspective in Section 2.3. Lastly, in Section
2.4 we introduce and briefly explore what is perhaps the most ubiquitous space in mathematics:
C[0,1]. The majority of definitions, lemmas, theorems, and assorted proofs in this chapter can be
found in [4], [? ], [16], [19], [20], [21].
2.1 Banach Spaces
Let F be either C or R.
Definition 2.1.1. A Banach space B is a vector space X over F with norm ∣∣ ⋅ ∣∣ so that all Cauchy
sequences converge with respect to said norm. That is, if {xn} is a Cauchy sequence of vectors in
B there is an element x ∈ B so that
lim
n→∞
∥xn − x∥ = 0.
Definition 2.1.2. Suppose B is a Banach space over F. When X ⊆ B we write LK(X) for the
linear span of X over subfield K ⊆ F; i.e.
LK(X) =
⎧⎪⎪
⎨
⎪⎪⎩
M
∑
j=0
αjvj ∶ M ∈ N ∧ α0, ..., αM ∈K ∧ v0, ..., vM ∈X
⎫⎪⎪
⎬
⎪⎪⎭
.
We will also denote the topological closure of the linear span of X over F, LF(X), by ⟨X⟩.
Definition 2.1.3. Let B be a Banach space and let X ⊆ B. X is said to be linearly dense in B if
⟨X⟩ = B.
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Note that X ⊆ B is linearly dense in B if and only if LF∩Q(i)(X) = B. If a Banach space B has a
countable linearly dense subset, we say the space B is separable. We will also refer to any countable
linearly dense subset of a space as a generating set.
2.2 Measure Theory
Here we define measure-theoretic notions that are pertinent to the rest of the dissertation. In
particular, we define what in Chapters 4 and 5 will be refered to as atoms of a measure space,
and define what it means for a measure space to be atomic, purely atomic, purely nonatomic, and
semiatomic.
Definition 2.2.1. Let (X,M, µ) be a measure space. A set A ∈M is said to be an atom provided
1. µ(A) > 0
2. For any measurable set B ⊆ A, if µ(B) < µ(A) then µ(B) = 0.
Definition 2.2.2. A measure space (X,M, µ) is said to be atomic if some A ∈M is an atom.
Definition 2.2.3. A measure space (X,M, µ) is purely atomic if every set of positive finite measure
in M is generated by atoms.
Definition 2.2.4. A measure space (X,M, µ) is said to be purely nonatomic (or just nonatomic)
if M contains no atoms.
Definition 2.2.5. A measure space (X,M, µ) is said to be semiatomic if it is atomic but not purely
atomic.
A measure space Ω with measure µ induces a pseudometric space with a distance function given
by ρ(A,B) = µ(A∆B), where ∆ denotes symmetric difference of sets. We will identify sets whose
symmetric difference is null. Furthermore, we say that a measure space is separable if it is separable
(as a metric space) with respect to ρ.
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2.3 Lp-Spaces
In this section we introduce the Lp-spaces, giving examples of such that are pertinent to the
main results found in Chapter 4.
Definition 2.3.1. Let (X,M) be a measurable space and f a real-valued function on X. Then, f
is measurable if and only if for each open set O of real numbers, f−1(O) is measurable.
Definition 2.3.2. Let (X,M) be a measurable space. For measurable set E, its characteristic function
χE is the function on X that takes the value 1 on E and 0 on X ∖ E. A real-valued function ψ
on X is said to be simple provided there is a finite collection {Ek}
n
k=1 of measurable sets and a
corresponding set of real numbers {ck}
n
k=1 for which
ψ =
n
∑
k=1
ck ⋅ χEk on X.
From the above two definitions, it is relatively easy to see that simple functions are indeed
measurable.
Definition 2.3.3. Let Ω = (X,M, µ) be a measure space, and let ∞ > p ≥ 1. The Banach space
Lp(Ω) is the vector space of measurable functions on X which has norm defined as
∥f∥ = (∫
X
∣f ∣p dµ)
1/p
.
In the context of Lp-spaces we identify two vectors f, g ∈  Lp(Ω) if the set where f(x) ≠ g(x)
is null. Also, for our purposes of rendering a computable representation for Lp-spaces, we only
consider those which are separable (cf. Definition 3.2.10). This is why we restrict p ≠ ∞ in the
previous definition. With this in mind, it should be noted that if Lp(Ω) is separable then Ω is also
separable. The proof of this fact is a fairly straightforward exercise and is left to the reader.
Using Lebesgue measure and counting measure we get two variants of Lp-spaces that are seen
throughout Analysis. These variants are explicitly defined below.
Definition 2.3.4. Let ([0,1],Σ, µ) be the measure space of all Lebesgue measurable subsets of the
unit interval. We define the space Lp[0,1] to be the set of all Lebesgue measurable functions on
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[0,1] whose absolute value raised to the pth power has a finite integral. The norm on this space is
defined, for each f ∈ Lp[0,1], as
∥f∥Lp = (∫[0,1]
∣f ∣p dµ)
1/p
.
Definition 2.3.5. Let X = {0, ..., n− 1}, Σ = P(X) and µ be counting measure on sets in Σ. Then
we define the space `pn to be the set of all functions f ∶ X → R defined on X. The space has norm
given by
∥f∥`pn = (∫X
∣f ∣p dµ)
1/p
= (
n−1
∑
k=0
∣f(k)∣p dµ)
1/p
.
Similarly, if instead X = N, we define the space `p to be the set of all functions f ∶ X → R defined
on X whose absolute values are p-power summable. The space has norm given by
∥f∥`p = (
∞
∑
k=0
∣f(k)∣p dµ)
1/p
.
As with most vector spaces it is interesting to examine the structure of a space resulting from
an external direct sum. We do this with the spaces Lp[0,1] and either `pn or `
p as follows.
Definition 2.3.6. Let S be either `p or `pn. We define the space S ⊕ L
p[0,1] to be the set of all
pairs of functions (g, f) with g ∈ S and f ∈ Lp[0,1] and define the norm on this space to be
∥(g, f)∥S⊕Lp = (∥g∥
p
S + ∥f∥
p
Lp)
1/p
.
Henceforth, when the space is clear from context we will omit the subscript on norms.
And now we exhibit Carathéodory’s classification of separable Lp-spaces up to isomorphism.
This can be found in [4]
Theorem 2.3.7. Suppose Lp(Ω) is nonzero and separable.
1. If Ω is nonatomic, then Lp(Ω) is isometrically isomorphic to Lp[0,1].
2. If Ω has exactly n atoms and is purely atomic, then Lp(Ω) is isometrically isomorphic to `pn.
3. If Ω has exactly n atoms and is semiatomic, then Lp(Ω) is isometrically isomorphic to `pn ⊕
Lp[0,1]
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4. If Ω has countably infinitely many atoms and is purely atomic, then Lp(Ω) is isometrically
isomorphic to `p.
5. If Ω has countably infinitely many atoms and is semiatomic, then Lp(Ω) is isometrically
isomorphic to `p ⊕Lp[0,1].
If p ≠ 2 then no two of these five spaces are isometrically isomorphic. If p = 2, each is isometric to
either `2 or `2n for some n.
Effectively, the above theorem says that every separable Lp-space can be classified as isomet-
rically isomorphic to one of five spaces based solely on how many atoms the underlying measure
space has.
Analogous to the notion of atom for measure spaces, we have the concept of atoms with regard
to partially ordered sets.
Definition 2.3.8. An element a of a partially ordered set S with least element 0 is a ⪯-atom if
0 ≺ a and there is no x ∈ S such that 0 ≺ x ≺ a.
In the case of an Lp-space Lp(Ω), we will demonstrate in Chapter 4 that there is a correspon-
dence between the atoms of the measure space Ω and the atoms of the subvector partial order,
which is defined below.
Definition 2.3.9. Let f, g ∈ Lp(Ω). We say that f is a subvector of g (denoted f ⪯ g) if supp(f) ⊆
supp(g) and f(x) = g(x) whenever x ∈ supp(f).
It is easy to see that the subvector relation defined above gives us a partial order on functions
in an Lp-space.
2.4 C[0,1]
C[0,1] is perhaps the most ubiquitous space in analysis. It is also, at least in classical math-
ematics, one of the most well-understood. The space itself consists of all continuous functions on
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the unit interval. As such, every function in the space attains its global minimum and maximum.
This considered, the following definition for C[0,1] as a Banach space is natural.
Definition 2.4.1. The space C[0,1] is defined to be the set of all continuous functions on the unit
interval equipped with the supremum norm, which is defined for each f ∈ C[0,1] as
∥f∥ = sup{∣f(x)∣ ∶ x ∈ [0,1]}.
It is a rudimentary exercise for students in a proof-based analysis course to prove that C[0,1]
is indeed a Banach space.
Since the chief aim of this dissertation is to study computable structures, which are little more
than generating sets of a space with computable norms, it would be wise to accrue several commonly
used examples of such sets for C[0,1]. One example is the set of all monomial functions, or functions
of the form xn for some n ∈ N. The linear density of the set of monomials in C[0,1] is proved by
an application of the Stone-Weierstrass Theorem. All this put simply, any f ∈ C[0,1] can be
approximated arbitrarily well by some polynomial (which is a linear combination of monomials).
A similar, and perhaps more intuitive generating set in C[0,1] is the set of all continuous
piecewise linear functions with finitely many rational breakpoints. When speaking of C[0,1] as a
metric space, Banach space, or Banach algebra, such as in the work of Melnikov and Ng [15] it is
this generating set that is often considered the “standard” generating set. For our purposes we will
not be using this set of functions as the standard generating set, but rather the next one.
Definition 2.4.2. (B.) For given f ∈ C[0,1], recursively define the double sequence
Pf = {pi,j(f)}
∞,2i
i=0,j=0 as follows:
For each x ∈ [0,1] set
• p0,0(f ;x) = (1 − f)(x), p0,1(f ;x) = f(x)
• For each i > 0 and j ≤ 2i−1,
pi,2j(f ;x) = pi−1,j(f ;x) − (min{pi−1,j(f ;x), pi−1,j+1(f ;x)} +min{pi−1,j(f ;x), pi−1,j−1(f ;x)})
pi,2j+1(f ;x) = 2 min{pi−1,j(f ;x), pi−1,j+1(f ;x)}.
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We will assume pi,j(f ;x) = 0 for all x ∈ [0,1] when j < 0 or j > 2
i−1.
The standard generating set for C[0,1] is given by setting f(x) = x, the identity function, which in
Chapter 5 we will refer to as Id.
To show that the above is indeed a generating set, we need only note that each member of the
Faber-Schauder system/basis for C[0,1] (cf. [12]) is included in or generated by the functions listed
above. The first several generating set elements as defined above are depicted on page 12. These
can be seen to be indefinite integrals of functions in the Haar system on [0,1] chosen so that each
vector has norm 1.
To see how this forms a generating set, at least visually, we approximate the function f(x) = x2
below using the generating set functions p2,i for i ≤ 4. The dashed triangular lines indicate each
generating set function in use, while the solid line depicts the approximation of x2 using said
generating set functions.
The standard generating set given above is just one generating set for C[0,1] that can be
recursively produced in this manner. Proposition 5.0.10, which will be proved later, gives us a way
we can produce uncountably many different generating sets for C[0,1]. The proof of this theorem
is based on what is often referred to as the “lattice version” of the Stone-Weierstrass Theorem.
First, let us define meet and join operators for what is called a function lattice in C[0,1].
Definition 2.4.3. For f, g ∈ C[0,1] we define the meet and join of f and g, respectively, as follows:
(f ∧ g)(x) ∶= min(f(x), g(x)) =
1
2
(f(x) + g(x) − ∣f(x) + g(x)∣)
(f ∨ g)(x) ∶= max(f(x), g(x)) =
1
2
(f(x) + g(x) − ∣f(x) − g(x)∣).
We will often omit the argument x when writing meets and joins of functions for the sake of
space economy.
Definition 2.4.4. Two vectors f, g ∈ C[0,1] are said to be disjointly supported if fg = 0⃗.
With these definitions we get the following list of identities; all of which are proved in [17]
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Proposition 2.4.5. Let f, g, h ∈ C[0,1] and let f+ and f− denote the nonnegative and negative
parts of f . The following assertions hold:
1. f + g = f ∨ g + f ∧ g, and f ∨ g = −(−f) ∧ (−g)
2. f ∨ g + h = (f + h) ∨ (g + h), and f ∧ g + h = (f + h) ∧ (g + h)
3. f = f+ − f−
4. ∣f ∣ = f+ + f−
Definition 2.4.6. A subset L ⊆ C[0,1] is called a function lattice if f, g ∈ L implies f ∧g, f ∨g ∈ L.
Definition 2.4.7. A function lattice L is said to separate points if for any x, y ∈ [0,1] with x ≠ y
and a, b ∈ R there exists f ∈ L with f(x) = a and f(y) = b.
By the following theorem, which can be found in [10], if we have a function lattice that separates
points, our lattice is dense in C[0,1] with respect to the supremum norm.
Theorem 2.4.8. (Stone-Weierstrass Theorem; Lattice Version) Let L ⊆ C[0,1] be a function
lattice that separates points. Then, L is dense in C[0,1] with respect to the supremum norm.
Thus, by the above theorem, if we can find a countable set for C[0,1] that is also a function
lattice that separates points, then we have a generating set for C[0,1].
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Figure 2.1 Standard Generating Set for C[0,1]
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Figure 2.2 Approximating x2 with Standard Generating Set
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CHAPTER 3. COMPUTABILITY THEORY AND COMPUTABLE
STRUCTURE THEORY PRELIMINARIES
In this section we build from the ground up every computability-theoretic notion required to
understand the results found in Chapters 4 and 5. We begin in section 3.1 with the basics of
computability theory as it applies to certain classes of functions to and from the natural numbers.
In Subsection 3.2.1 we then determine how these computability-theoretic ideas can be applied to
Structure Theory and thus build up the rudiments of Computable Structure Theory (for countable
structures). In particular, since we wish to study computability notions on Banach spaces, we
investigate how the notions of Computable Structure Theory can be applied to more Analytic
objects in Subsection 3.2.3. Lastly, in Subsection 3.2.2 we touch on the basics of Computable
Analysis and discuss various computability notions on real numbers as opposed to the usual natural
numbers. The definitions, theorems, and assorted proofs of this chapter can be found in [6], [22],
[16], [18].
3.1 Computability-Theoretic Preliminaries
Computability Theory, at its core, is concerned with determining what sorts of problems a
computer can and cannot solve. In the event that a computer cannot solve a particular problem,
we want to then determine “just how unsolvable” that problem is. To this end, since there are many
different architectures (such as the usual Von Neumann architecture) for computers on the market,
we need a sufficiently general theoretical model for computation that encapsulates as many of these
different architectures as possible. Furthermore, given that computers are getting exponentially
faster and are increasing in storage capacity, our model of computation should account for these
changes.
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There are many provably equivalent models of computation that have been devised over the
last century that, by their sufficient generality, account for changes in architecture and resources
(time and space) as technology improves. The model we will be using is called a Turing Machine.
Definition 3.1.1. A Turing Machine consists of the following:
1. An infinite read/write tape, divided into cells that can contain one character in a set of
symbols (called an alphabet) Σ (though Σ is usually just {0,1}).
2. A single read/write head that can move left or right, and can read characters on the tape
or write characters to the tape.
3. A state register which stores the internal state of the Turing Machine.
4. An instruction set written as a list of instructions of the form: qiSAqj, where qi, qj are
internal states of the Turing Machine, S is the symbol being currently read by the read/write
head, and A is the action taken (i.e. “Move right” or “print 1”).
We can think of the state register as a “frame of mind” that the Turing Machine is in while
solving a problem, similar to how a math student when solving a definite integral first antiderives
the function (state 1) and then moves to substituting in limits at the end of the problem (state 2).
So when we are running a Turing Machine on an instruction, say q01Rq1, our first “frame of mind”
is state q0, where we are then told to move the read/write head right (indicated by R) if we see a
0, and then move to a new “frame of mind” q1.
Turing machines were devised as a means of abstracting how a computer functions step by
step. In particular, they are useful abstractions for modeling certain classes of functions on natural
numbers called partial computable functions and total computable functions. We will discuss these
types of functions in detail later. For now, since we wish to model functions on natural numbers,
we use the following conventions for inputs and outputs when writing Turing machines.
1. Input convention: To input n ∈ N into a Turing machine M , place n+ 1 consecutive 1’s on
the tape and set the internal state to q0 (initial state) and start the read/write head at the
leftmost 1.
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2. Output convention: If a computation halts (i.e. when there are no more instructions that
can be applied according to M ’s internal state) the output is the number of 1’s left on the
tape.
3. We will also assume that all non-1 symbols are zeroes.
Note that we use n+1 consecutive 1’s on input because even if we had an input of n = 0 we still
can start the read/write head at the leftmost 1.
As an example, let f ∶ N → N be the function such that n ↦ 0. We build a Turing machine M
that models this function as follows.
1. Given input n ∈ N, place n + 1 consecutive 1’s on the tape, starting the read/write head at
the leftmost 1 and setting internal state to q0.
2. Run the following instructions:
• q010q1 ← subroutine for deleting 1’s
• q10Rq0 ← move right in search of 1’s.
3. If there are no more instructions that can be executed (i.e. in state q0 we do not see any 1’s),
we halt and print out the number of 1’s left on the tape.
It is clear that the above Turing Machine indeed deletes all 1’s on the tape and returns zero.
In practice we do not write algorithms or programs using the Turing Machine instruction sets as
given above as it is difficult to extract what is intuitively occurring after several steps of computation
are executed. For more complicated Turing Machines with many instructions it truly becomes
exponentially difficult to decipher what the Turing Machine is aiming to accomplish. Thus, we
appeal to Turing’s Thesis (see below) to ensure that we retain computability theorists for ages to
come.
Conjecture 3.1.2. (Turing’s Thesis) Every function for which there is an intuitively effective
process for computing its values can be shown to be Turing computable.
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One need only write several sufficiently complicated Turing Machines to believe the above.
Henceforth, when we write an algorithm we will make use of Turing’s Thesis and only supply a
sufficiently convincing verbal recipe for how to effectively carry out specific tasks, subroutines, and
the like.
Definition 3.1.3. A partial function f ∶⊆ N → N (i.e. a function defined on some subset of N) is
partial computable if there is a Turing Machine M such that f(n) = φM(n) for all n ∈dom(f), and
φM(n) is undefined (M fails to halt) whenever n ∉dom(f). A function f that is total (i.e. defined
on all natural numbers) and partial computable is said to be total computable (or just computable).
More intuitively, for partial computable functions there is an algorithm/Turing Machine that
correctly computes the output of f on all natural numbers where f is defined, and does not halt
on inputs where f is not defined.
So now that we have partial computable and total computable functions, we can now define
computable sets.
Definition 3.1.4. Let A ⊆ N. We define the characteristic function χA ∶ N→ N as
χA(n) =
⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩
1 if n ∈ A
0 if n ∉ A.
Definition 3.1.5. A set A ⊆ N is said to be computable provided the function χA is computable.
Intuitively, a set A is computable if there is an algorithm that on input n ∈ N can determine
(or decide) if n ∈ A or n ∉ A. It turns out that there are sets that fail to be computable. In fact,
there are many more incomputable sets than computable ones. The next definition will help us
build such a set.
Definition 3.1.6. A set A ⊆ N is computably enumerable (or c.e.) if either A = ∅ or there is a
computable function f so that A =range(f) = {f(0), f(1), ...}.
In other words, if there is an effective procedure that “lists out” the elements of a set A, A is
c.e.
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An important distinction between c.e. sets and computable sets is what types of information
can be computed about each type. For a computable set A, there is an algorithm that, given any
n ∈ N, will either affirm or deny that n ∈ A. For a c.e. set B, we are only guaranteed an algorithm
that will affirm n ∈ B, but not necessarily deny set membership. In other words, for computable
sets we effectively get positive and negative information about set containment. For c.e. sets we
can only get positive information about set containment, but not necessarily negative information.
In light of this idea we have the following helpful theorem.
Theorem 3.1.7. A ⊆ N is computable if and only if both A and A (the complement of A) are c.e.
Another key ingredient that will be used in the construction of a non-computable set is that of
an index, which is essentially a reference number for any partial computable function with which
we can work effectively. To achieve this, we need a way of assigning numbers to each partial
computable function. The method we use is called Gödel Numbering, which computably turns each
part of a Turing Machine – down to each part of a Turing Machine instruction – into a natural
number. This is done as follows.
1. Set gn(L) = 2, gn(R) = 3, gn(qi) = p2+2i, gn(Si) = p2+2i+1,
2. Then if Q = qiSAqj is an instruction in our program, let gn(Q) = 2
gn(qi) × 3gn(S) × 5gn(A) ×
7gn(qj).
3. Finally, if P = {Q0,Q1, ...,Qk} is a Turing program, let gn(P ) = 2
gn(Q0)×3gn(Q1)× ...×p
gn(Qk)
k .
The result of applying this numbering system to a particular Turing Machine is a single natural
number, called an index that represents a particular partial computable function (every Turing
Machine induces a partial computable function). A perhaps simpler way of thinking about this
might go as follows: every computer program is a finite set of instructions that, when stored on a
computer, is written in binary. A number in binary can be converted to a natural number. So every
program has a natural number representation. We make these ideas more explicit in the following
definition.
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Definition 3.1.8. Let Pe = gn
−1(e) be the Turing program with index e. Define φe to be the partial
function computed by Pe. We say that φe is the eth partial computable function. Let We = dom (φe).
To compute gn−1(e) all we need to do is completely factorize e and all exponents, and read off
what, if anything, is Gödel numbered according to the previous encoding recipe. If gn−1(e) is not
a correct coding of a Turing program, then we would let Pe be the empty program.
With partial computable function indexing and Gödel numbering now explained, we have the
following theorem which is used regularly in computability theory and all of its subfields. The proof
of said theorem is demonstrated below and can also be found in [6].
Theorem 3.1.9. A ⊆ N is c.e. if and only if A =We for some e ∈ N.
Now we can proceed with building an incomputable set that is c.e. but whose complement is
not c.e. Let
K = {e ∈ N ∶ e ∈We}.
Occasionally, this K is referred to as the halting set. Certain other sets are also called by this
name, but they are all equivalent to K in a sense we will define shortly. First, we will show that
this variant of the halting set is NOT computable.
Proposition 3.1.10. K is c.e. but not computable.
Proof. We first show that K is the domain of a partial computable function. Define f ∶ N → N so
that f(n) = 1 if there is a time s where the Turing program for partial computable function φn
stops running on input n, and is undefined otherwise. It is easy to see that f is partial computable
as we can wait and see if the Turing program for φn stops running on input n. Notice also that
dom(f) =K. Thus K is c.e.
Now suppose that K is co-c.e.; that is, K is c.e. Then K = We for some e ∈ N. Thus we have
for each x ∈ N
x ∈We ⇐⇒ x ∈K ⇐⇒ x ∉K ⇐⇒ x ∉Wx.
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Thus, if we take x = e in the above, we get a contradiction. Thus we conclude that K is c.e. but
not computable.
There are also a wide assortment of sets, called index sets that are almost always incomputable.
Definition 3.1.11. Let A be a set of c.e. sets. Then, the index set of A is the set A of all indices
of members of A.
Rice’s Theorem gives us a useful means of producing many examples of incomputable sets.
Theorem 3.1.12. (Rice’s Theorem) If A is an index set that is neither ∅ or N then A is incom-
putable.
Put another way, Rice’s Theorem states that any interesting index set is guaranteed to be
incomputable.
Here are some useful and interesting (by the above remark) index sets that will be used time
and time again throughout this dissertation.
• FIN= {e ∶We is finite}
• TOT= {e ∶We = N}
• INF= N∖FIN
• COF= {e ∶We is cofinite}
There are sets that are – in a sense we will define momentarily – more incomputable than
others. In fact, there are several ways in which we can compare and rank sets in terms of their
incomputability. The primary way we do this is via what are called Turing reductions.
Definition 3.1.13. A set A ⊆ N is said to be Turing reducible to a set B ⊆ N (and write A ≤T B)
provided there is an algorithm that for each n ∈ N determines whether or not n ∈ A by asking finitely
many set-membership questions of the form “Is n0 ∈ B?”, “Is n1 ∈ B?”, etc.. We also say that A
and B are Turing equivalent (and write A ≅T B) if A ≤T B and B ≤T A.
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Another way of defining Turing reductions is by way of oracle Turing machines, which are
Turing Machines that start by placing a given set M ⊆ N on its own semi-infinite oracle tape as a
bit string. At any point during the oracle Turing machine’s execution it may read values from the
oracle tape and run computations based on the bit read at a certain location. The set B is then
said to be Turing reducible to a set A if there is an oracle Turing machine that on input oracle B
and n ∈ N returns 1 if n ∈ A and 0 if n ∉ A.
Worded yet another way, A ≤T B if there is an algorithm that can access oracle B finitely many
times in order to determine whether or not n ∈ A. Put even more simply, A ≤T B if we can effectively
obtain A from B. For most oracles, we have no means of obtaining them computably. Rather, we
simply assume we are given them, perhaps, by a “higher power” (hence the term “oracle”) as a
tool for obtaining another set and as a means of comparing sets in terms of their computability
content. In the event that A ≤T B but not B ≤T A, we colloquially say that B is harder to compute
than A.
Example 3.1.14. K ≤T TOT.
Proof. To show that K ≤TTOT, define a procedure that on input e ∈ N writes a new procedure H
that on input n ∈ N ignores input n on the tape and then runs Pe on input e, returning “yes” if Pe
halts on e. Then, compute the index x of H via a Gödel numbering procedure and ask oracle TOT
“x ∈TOT?”. If so return “yes” and otherwise return “no”. End of procedure.
Now notice that since H ignores its input, H will either halt on all inputs or on none of them,
depending on what Pe does on input e. Hence if x ∈TOT we know that φe(e) ↓ and if x ∉TOT,
φe(e) ↑ . Therefore K ≤TTOT.
Naturally, with any definition of equivalence such as the one found in 3.1.13, we break things
up into equivalence classes. In our case, we call these classes Turing degrees.
Definition 3.1.15. Let A ⊆ N. We define the Turing degree or A as
deg(A) = {X ⊆ N ∶X ≅T A}.
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Let D be the collection of all such degrees. We also can define an ordering ≤ on D (induced by ≤T )
as:
deg(B) ≤ deg(A) ⇐⇒ B ≤T A.
Knowing which sets are in a particular Turing degree can help make certain reductions easier; we
can simply switch out oracles for the one that is most convenient. For example, since TOT≅TFIN,
deg(TOT)=deg(FIN).
Here are a few common Turing degrees that will be referenced countless times throughout this
dissertation.
• 0= set of all computable sets
• 0’= {A ⊆ N ∶ A ≅T K}
• 0”= {A ⊆ N ∶ A ≅TFIN}
As one could likely guess, 0 ≤ 0’ ≤ 0” and none of these reductions can be reversed.
3.2 Computable Structure-Theoretic Preliminaries
3.2.1 Countable Structures
In this subsection we discuss the fundamentals of computable structure theory, which lays the
groundwork for the developments illustrated in Chapters 4 and 5. A more detailed discussion of
the notions that follow can be found in [2] and [8].
Definition 3.2.1. A structure is defined as a triple S = (S,σ, I) where S is a set, called the
domain of S, σ is a set of function and relation symbols called the signature of S, and lastly, I is
an interpretation function that assigns functions and relations to the symbols of the signature.
Henceforth we will assume that all structures have finite signature. We will also regard constants
as 0-ary functions. Also, in the event that the domain S of a structure S is countable, we say that
S is a countable structure.
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Definition 3.2.2. Let A be a countable structure with domain A. We define a numbering of A to
be a surjection of N onto A. Then, if ν is a numbering of A we call the pair (A, ν) a presentation
of A.
Structures, numberings, and presentations are all objects from classical mathematics. Here is
how we effectivize them.
Definition 3.2.3. Suppose A# = (A, ν) is a presentation of countable structure A. We say that
A# is a computable presentation of A if the following hold.
1. {(m,n) ∶ ν(m) = ν(n)} is computable,
2. For each n-ary relation R of A, {(x1, ..., xn) ∶ R(ν(x1), ..., ν(xn))} is computable, and lastly
3. for each n-ary function f of A#, {(x1, ..., xn, y) ∶ f(ν(x1), ..., ν(xn)) = ν(y)} is computable.
Furthermore, if a structure has a computable presentation, we say the structure is computably
presentable.
Now that we have a definition for a computable presentation of a countable structure, we can
define computable maps between computable structures.
Definition 3.2.4. Suppose A# = (A, ν) and B# = (B, ν′) are computable presentations of A and
B respectively. Let f be a function from A into B. f is a computable map of A# into B# if there
is a computable F ∶ N→ N so that f(ν(x)) = ν′(F (x)) for all x ∈ A.
Definition 3.2.5. We say that a computably presentable countable structure A is computably
categorical if any two computable presentations of A are computably isomorphic.
As an example of a computably categorical structure, consider the structure (η,<), the countable
dense linear order without endpoints. To see that (η,<) is computably categorical, we effectively
construct an isomorphism φ between a given computable presentation of the structure and the stan-
dard presentation (i.e. the rationals with the usual order) via a standard back-and-forth argument
that works as follows. Let R = {ri} and Q = {qi} be an effective enumeration of the elements of
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the nonstandard and standard presentations of (η,<) respectively. Set φ(r0) = q0. Then determine
the location of r1 relative to r0 (i.e. r1 > r0 or r1 < r0) and search Q for the first element that with
respect to q0 mirrors that of r0 and r1. Then, pick the next element of Q that has not been used
so far (a “fresh” element), determine its position relative to the first two Q elements, and find a
corresponding element of R that mirrors the positioning of the fresh element of Q, but with respect
to the first two R elements. Repeating this back-and-forth process ad infinitum yields the desired
isomorphism.
As you may suspect, not every countable structure is computably categorical. For instance,
consider the structure (ω,<), the linear order isomorphic to the natural numbers with the usual
ordering. It is possible to build a computable presentation of (ω,<) such that if oracle X computes
an isomorphism between it and the standard presentation (i.e. the set of natural numbers with the
usual ordering), then X computes the halting set. See [1] for further details.
In the event (which is quite frequent) that a structure is not computably categorical, we want
to determine the Turing degree d that can compute isomorphisms between any two computable
presentations of said structure.
Definition 3.2.6. We say that a computably presentable countable structure A is d-computably
categorical if any two computable presentations of A are d-computably isomorphic.
Knowing the Turing degree d for which a computably presentable structure A is d-computably
categorical tells us how much extra computational power is sufficient to compute isomorphisms be-
tween any two computable presentations. In a sense, d-computable categoricity gives us upper bounds
for determining how hard it is to compute isomorphisms between any two computable presentations
of a structure. Whenever possible, we would like to determine what will be called the degree of
categoricity of structure.
Definition 3.2.7. A Turing degree d is said to be the degree of categoricity of a countable com-
putable structure A if d is the least degree such that A is d-computably categorical.
Degree of categoricity gives us the exact amount of computational power both necessary and
sufficient to compute isomorphisms between any two computable presentations of a structure A.
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In Section 3.2.3 we will describe how one can adapt all the definitions given in this section to
structures of a more analytic nature; i.e. Banach spaces.
3.2.2 Computable and Computably Enumerable Real Numbers
We will make use of the following definition in our discussion on Lp-spaces in Chapter 4.
Definition 3.2.8. A number x ∈ R is said to be computable number if there is a computable function
that when given any k ∈ N produces a rational number r such that ∣r − x∣ < 2−k.
Definition 3.2.9. A real number x is left-c.e. if there exists a computable increasing sequence of
rational numbers converging to x. Equivalently, x is left-c.e. if its left Dedekind cut {r ∈ Q ∶ r < x}
is a c.e. set of rationals.
Right c.e. reals can be defined similarly.
3.2.3 Computable Structure Theory on Banach Spaces
Definition 3.2.10. Let B be a Banach space. A structure on B us a map D ∶ N → B such that B
is the closed linear span of ran(D). If D is a structure on B then we call the pair B# = (B,D) a
presentation of B.
It is clear from the definition above that a Banach space has a presentation if and only if it is
separable.
There is often a presentation for a Banach space that is considered “standard”. In the case of
Lp[0,1] our standard presentation is given by the usual enumeration of characteristic functions on
the dyadic intervals (i.e. DLp(0) = χ[0,1], DLp(1) = χ[0,1/2], DLp(2) = χ[1/2,1], DLp(3) = χ[0,1/4],
DLp(4) = χ[1/4,1/2], ...). In the case of `
p the standard presentation is given by D(i) = ei for all
i ∈ N where ei is the infinite sequence consisting of a 1 at location i and zeros in all other locations.
The standard presentation for the space `p ⊕ Lp[0,1] is given by setting D(2k) = (0⃗,DLp(k)) and
D(2k + 1) = (ek,0) for all k ∈ N.
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Definition 3.2.11. Each vector in the linear span of ran(D) over Q(i) is called a rational vector
of B#.
Definition 3.2.12. Suppose B is a Banach space and B# = (B,D) is a presentation of B. We say
that B# is a computable presentation of B if there is an algorithm that given any k ∈ N and rational
vector v computes a rational number q such that ∣ ∥v∥ − q∣ < 2−k.
If we wish to talk about maps between Banach spaces in a computable-theoretic sense, partic-
ularly isometric isomorphisms, we cannot simply define a computable map from vectors to vectors.
The reason for this is simple: computers can only work with countable sets and most Banach
spaces consist of uncountably many vectors. The way we circumvent this problem is by defining
maps between banach spaces in such a way that we map open balls to open balls. The next two
definitions make this explicit.
Definition 3.2.13. An open rational ball of B# centered at rational vector v ∈ B# is a set of the
form
B(v, q) = {x ∈ B ∶ ∥v − x∥ < q}
where q is a positive rational number.
Definition 3.2.14. Suppose B#1 ,B
#
2 are computable presentations of Banach spaces B1 and B2
respectively. A map T ∶ B1 → B2 is a computable map of B
#
1 into B
#
2 if there is a computable
function P that maps rational balls of B#1 to rational balls of B
#
2 such that the following two
properties hold.
(1) For rational ball b1 of B
#
1 , T [b1] ⊆ P (b1) whenever P (b1) is defined.
(2) Whenever U is a neighborhood of T (v) for v ∈ B1, there is a rational ball b of B
#
1 such that
v ∈ b and P (b) ⊆ U .
The following result is from [18].
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Theorem 3.2.15. Suppose B#0 and B
#
1 are computable presentations of Banach spaces B0 and B1
respectively and that T ∶ B#0 → B
#
1 is bounded and linear. Then, T is computable if and only if T
maps a linearly dense computable sequence of B#0 to a computable sequence of B
#
1 .
Now that we have defined maps between computably presentable Banach spaces, we can adapt
our definitions of computable categoricity and degree of categoricity of countable structures to that
of Banach spaces.
Definition 3.2.16. A separable Banach space B is said to be computably categorical if between any
two computable presentations of B there is a computable isometric isomorphism.
In the event that a Banach space in question is not computably categorical, we might want to
determine what its degree of categoricity is, much in the same way we would for other countable
structures.
Definition 3.2.17. A computably presentable Banach space B is said to be d-computably categorical
if between any two computable presentations of B there is a d-computable isometric isomorphism,
where d is some Turing degree.
Definition 3.2.18. Suppose B# = (B,D) is a computable presentation of Banach space B. A closed
set C ⊆ B is a c.e. closed subset of B# if the set of all open rational balls of B# that contain a point
of C is c.e. An open set U ⊆ B is a c.e. open subset of B# if the set of all open rational balls of
B# that are included in U is c.e.
If we suppose (B′)# is a computable presentation of B′ and f is a computable map of B# into
(B′)#, it is well-known that if U ⊆ B′ is a c.e. open subset of (B′)# then f−1[U] is a c.e. open
subset of B#. The following proposition is well-known.
Proposition 3.2.19. Suppose B is a computably presentable Banach space and f ∶ B# → R is a
computable function with the property that f(v) ≥ d(v, f−1[{0}]) for all v ∈ B. Then, f−1[{0}] is a
c.e. closed subset of B#.
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CHAPTER 4. DEGREE OF CATEGORICITY OF THE Lp-SPACES
In this chapter we classify the five types of separable Lp-spaces (according to the Carathéodory
Classification result 2.3.7) up to their degree of categoricity. The results regarding the purely
atomic Lp-spaces such as `p and `pn are due to McNicholl [16] which can be found in Section 4.3.
The nonatomic case is handled by the work of J. Clanin, T. McNicholl, and D. Stull [5] in Section
4.4. Lastly, the semiatomic cases of `pn ⊕ L
p[0,1] and `p ⊕ Lp[0,1] are addressed by the work of
T.Brown and T.McNicholl [3] in Section 4.5.
Before getting into the details of these results, lets first address some of the key tools that are
used in proving them. In Section 4.1 we discuss the primary tool used when considering degrees of
categoricity on Lp-spaces, called a disintegration. Disintegrations are essentially a means of pulling
apart a single representative vector in our Lp-space in a way that renders a generating set for the
space. In Section 4.2 we address how one can use disintegrations to locate atoms of the measure
space underlying any Lp-space without actually “looking under the hood” at the measure space
directly. The tool explored in this case is referred to as an almost norm-maximizing chain.
4.1 Results on Disintegrations
In this section we explore results pertaining to our primary tool for investigating Lp spaces in a
computable setting; namely disintegrations. We first develop the notion of disintegrations via four
definitions and then illustrate that every computable presentation of an Lp-space admits one.
Definition 4.1.1. Let Ω = (X,M, µ) be a measure space and let f ∈ Lp(Ω). The support of a
function f is defined as supp(f) = {x ∈X ∶ f(x) ≠ 0}.
Definition 4.1.2. Let Ω = (X,M, µ) be a measure space and let f, g ∈ Lp(Ω) where p ≥ 1. f and
g are said to be disjointly supported if supp(f)∩ supp(g) is null.
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Definition 4.1.3. Let N∗ denote the set of all finite sequences of nonnegative integers. Let S ⊆ N∗.
S is a tree if it is closed under prefixes. Elements of S will be referred to as nodes.
Much of what we do henceforth is based on the idea of mapping from nodes on a tree to specific
vectors in an Lp-space so that certain (later specified) criteria are met. Let us define two nodes
ν,µ ∈ S to be incomparable if ν /⊆ µ and µ /⊆ ν; i.e. ν and µ do not prefix one another. In the event
that ν ⊆ µ (i.e. ν prefixes µ) we will say that ν is an ancestor of µ. In the event that µ = ν⌢(n)
for some n ∈ N we will say that µ is a child of ν and ν is the parent of µ. The set of all children
of a node ν will be denoted by ν+. We will also define a chain to be a collection of nodes that are
pairwise comparable (i.e. for all ν,µ ∈ C, either ν ⊆ µ or µ ⊆ ν).
Definition 4.1.4. (McNicholl [16]) Let S be a tree and let φ ∶ S → Lp(Ω) ∖ {0⃗} be injective.
(1) φ is separating if for any pair of incomparable nodes ν and µ, φ(ν) and φ(µ) are disjointly
supported.
(2) φ is summative if for every nonterminal node ν of S
φ(ν) = ∑
ν′∈ν+∩S
φ(ν′)
φ is a disintegration if it has properties (1) and (2), and ran(φ) is linearly dense in Lp(Ω)
Definition 4.1.5. (McNicholl [16]) Let S be a tree and let φ ∶ S → Lp(Ω). Also, let B# = (B,D) be
a computable presentation of Lp(Ω). φ is said to be a computable disintegration with respect to B#
if φ is a disintegration and there is an algorithm that given ν ∈ S and k ∈ N computes a rational
vector f of B# such that ∥φ(ν) − f∥p < 2
−k.
It turns out, given any computable presentation B̂ of Lp(Ω) we can always find a disintegration
computable with respect to B#.
Theorem 4.1.6. (Clanin, McNicholl, Stull [5] ) Let p ≥ 1 be a computable real so that p ≠ 2.
Suppose Ω is a separable non-zero measure space, and suppose B# is a computable presentation of
Lp(Ω) ≠ {0⃗}. Then there is a computable disintegration of B#.
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Recall that when dealing with Lp-spaces in a computable setting we have access only to the
operations of scalar multiplication, addition, and norms. We do not have (direct) access to anything
happening in the underlying measure space. The following theorem, which is a sharpening of an
inequality originally due to J. Lamperti [11], gives us a means of determining whether or not two
vectors are disjointly supported using only the operations afforded to us in this Banach space
signature. In the work of Clanin, McNicholl, and Stull, this theorem helps substantially when it
comes to proving 4.1.6.
Theorem 4.1.7. (McNicholl, [16]) Suppose p ≥ 1 and p ≠ 2. Define σ ∶ F2 → R as
σ(x, y) =
∣2(∣x∣p + ∣y∣p) − (∣x − y∣p + ∣x + y∣p)∣
∣4 − 2
√
2
p
∣
.
Then min{∣x∣p, ∣y∣p} ≤ σ(x, y) for all x, y ∈ F. Furthermore, if 1 ≤ p < 2,
2∣x∣p + 2∣y∣p − ∣x + y∣p − ∣x − y∣p ≥ 0
and if 2 < p,
2∣x∣p + 2∣y∣p − ∣x + y∣p − ∣x − y∣p ≤ 0.
Not only can we always build a computable disintegration from any computable presentation
of Lp(Ω) but we can build a computable presentation from a computable disintegration.
Lemma 4.1.8. (B., McNicholl [3]) Let p ≥ 1 be computable. Suppose S is a tree, and suppose
φ ∶ S → Lp(Ω) is summative and separating. Suppose also that ran(φ) is linearly dense and that
ν ↦ ∣∣φ(ν)∣∣p is computable. Let R = φh where h is a computable surjection of N onto S. Then,
(Lp(Ω),R) is a computable presentation of Lp(Ω).
This last lemma will be particularly useful when we prove lower bounds for the degree of
categoricity for different Lp spaces in Sections 4.5 and 4.3.
Proof of 4.1.8. Since ran(φ) is linearly dense, it follows that R is a structure on Lp(Ω) and that
Lp(Ω)# ∶= (Lp(Ω),R) is a presentation of Lp(Ω).
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Now we must demonstrate that this presentation is computable. That is, we must show that
the norm function is computable on the rational vectors of Lp(Ω)#. So, suppose α0, . . . , αM ∈ Q(i)
are given, and let f = ∑j αjR(j). Compute a finite tree F ⊆ S so that h(j) ∈ F for each j ≤M . For
each ν ∈ F , let αν = ∑h(j)=ν αj . Thus, ∑j αjR(j) = ∑ν ανφ(ν). Let β0, . . . , βk denote the leaf nodes
of F . Thus, supp(f) = ⋃j supp(φ(βj)). And so, we have by disjointness of support that
∥f∥pp = ∑
j
∥f ⋅ χsupp(φ(βj))∥
p
p
= ∑
j
XXXXXXXXXXXX
⎛
⎝
∑
ν⊆βj
αν
⎞
⎠
φ(βj)
XXXXXXXXXXXX
p
p
= ∑
j
RRRRRRRRRRRR
∑
ν⊆βj
αν
RRRRRRRRRRRR
∥φ(βj)∥
p
p .
Since ν ↦ ∥φ(ν)∥p is computable, it follows that ∥f∥p can be computed from α0, . . . , αM .
4.2 Results on Almost Norm-Maximizing Chains
In this section we explore the main tool used for locating atoms of a measure space underlying
any Lp-space using only norms, namely almost norm-maximizing chains.
Definition 4.2.1. (McNicholl[16]) Suppose φ ∶ S → Lp(Ω) is a disintegration.
(1) If ν is a non-root node of S, then we say ν is an almost norm-maximizing child of ν− if
∥φ(µ)∥pp ≤ ∥φ(ν)∥
p
p + 2
−(∣ν∣+1) whenever µ is a child of ν− in S.
(2) A chain C ⊆ S is almost norm-maximizing if every nonterminal node in C has an almost
norm-maximizing child in C.
The proof of the following is essentially the same as the proof of Proposition 4.1 of [16].
Proposition 4.2.2. (McNicholl[16]) If g0 ⪯ g1 ⪯ ... are vectors in L
p(Ω) then limn gn exists in the
Lp-norm and is the ⪯-infimum of {g0, g1, ...}.
The following theorem gives us a means of locating atoms in the measure space underlying any
Lp-space using norms alone. In the semiatomic Lp-spaces this is particularly useful as it allows us
32
to build projection maps onto the purely atomic parts and nonatomic parts of such a space. This
will be demonstrated in Section 4.5.1.
The following is a generalization of Theorem 3.4 from [16].
Theorem 4.2.3. (B., McNicholl[3]) Suppose Ω is a measure space and φ ∶ S → Lp(Ω) is a disin-
tegration.
(1) If C ⊆ S is an almost norm-maximizing chain, then the ⪯-infimum of φ[C] exists and is either
0⃗ or an atom of ⪯. Furthermore, inf φ[C] is the limit in the Lp norm of φ(ν) as ν traverses
the nodes in C in increasing order.
(2) If {Cn}
κ
n=0 (where κ ≤ ω) is a partition of S into almost norm-maximizing chains, then
inf φ[C0], inf φ[C1], ... are disjointly supported. Furthermore, if A is an atom of Ω, then there
exists a unique n so that A is the support of inf φ[Cn].
Proof. (1): Suppose C ⊆ S is an almost norm-maximizing chain. By Proposition 4.2.2, g ∶= inf φ[C]
exists and is the limit in the Lp-norm of φ(ν) as ν traverses the nodes in C in increasing order.
We claim that g is a ⪯-atom if it is nonzero. Suppose that h ⪯ g for some nonzero vector h. We
show that either h = g or h = 0. Let δ = min{∥g − h∥pp , ∥h∥
p
p}, and let ε > 0. Since the range of φ is
linearly dense, there is a finite S1 ⊆ S and a family of scalars {αν}ν∈S1 so that
XXXXXXXXXXX
∑
ν∈S1
ανφ(ν) − h
XXXXXXXXXXXp
<
ε
2
. (4.1)
Let f = ∑ν∈S1 ανφ(ν). Then,
∥f − g∥pp ≥ ∥(f − h) ⋅ χsupp(g)∥
p
p
= ∥f ⋅ χsupp(g) − h∥
p
p
.
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Let S01 = {ν ∈ S1 ∶ g ⪯ φ(ν)}, and let β = ∑ν∈S01
αν . Then, f ⋅ χsupp(g) = βg. However, since g − h
and h are disjointly supported,
∥βg − h∥pp = ∣β∣
p
∥g − h∥pp + ∣β − 1∣
p
∥h∥pp
≥ (∣β∣p + ∣β − 1∣p)δ
≥ (∣β∣p + ∣∣β∣ − 1∣p)δ
≥ max{∣β∣p, ∣∣β∣ − 1∣p}δ
≥ 2−pδ.
Thus, δ < ε for every ε > 0. Therefore, δ = 0 and so either g = h or h = 0⃗. Thus, g is a ⪯ −atom.
(2): Suppose C0,C1, ... is a partition of S into almost norm-maximizing chains. By the above,
inf φ([Ck]) exists for each k, and so we set hk ∶= inf φ[Ck]. We first claim that {inf φ[Ck]}
∞
k=0 are
disjointly supported vectors. Supposing that k ≠ k′ it suffices to prove that there are incomparable
nodes ν0, ν1 such that ν0 ∈ Ck and ν1 ∈ Ck′ as, by the definition of disintegrations, φ(ν) and φ(ν
′)
will be disjointly supported for all ν ⊇ ν0, ν
′ ⊇ ν1. We do this in two cases.
First, suppose there exist ν ∈ Ck, ν
′ ∈ Ck′ such that ∣ν∣ = ∣ν
′∣. Since the chains C0,C1, ... partition
S, ν ≠ ν′. Thus, ν0 ∶= ν and ν1 ∶= ν
′ are incomparable.
Now suppose ∣ν∣ ≠ ∣ν′∣ whenever ν ∈ Ck and ν
′ ∈ Ck′ . Let ν be the ⊆-minimal node in Ck and
let ν′ be the ⊆-minimal node in Ck′ . Without loss of generality, assume ∣ν∣ < ∣ν
′∣. Then Ck must
contain a terminal node τk of S such that ∣τk∣ < ∣ν
′∣ lest we default to teh first case above. Let µ ∈ S
be the ancestor of ν′ such that ∣µ∣ = ∣τk∣. Note that µ ∉ Ck′ since ν
′ is minimal. Furthermore, µ ∉ Ck
either, for τk is terminal in S. Therefore, since ∣µ∣ = ∣τk∣, µ and τk are incomparable. From this it
follows that ν0 ∶= ν and ν1 ∶= ν
′ are incomparable.
Now let A be an atom of Ω. If there is a ⪯-atom g in ran(φ) whose support includes A then
there is nothing to show. So suppose that there is no ⪯-atom in ran(φ) whose support includes A.
We claim that for each n ∈ N there is a ν ∈ S so that ∣ν∣ = n and A ⊆ supp(φ(ν)). For, suppose
otherwise. Since φ is summative and separating, it follows that A /⊆ supp(φ(ν)) for all ν ∈ S. Let
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µ denote the measure of Ω. Then, for any g ∈ ran(φ), µ(A∩ supp(g)) = 0 since A is an atom of Ω.
Thus µ(A)p ≤ ∥f − χA∥
p
p whenever f belongs to the linear span of ran(φ)- a contradiction since the
range of φ is linearly dense.
Now let νs denote the node of length s so that A ⊆ supp(φ(νs)). Let f = φ(λ) ⋅ χA. Then,
f ⪯ φ(νs) for all s.
For each s, let ks denote the k so that νs ∈ Ck = Cks . We claim that lims ks exists. To see
this, suppose otherwise. Then we may let s0 < s1 < ... be the increasing enumeration of all values
of s so that ks ≠ ks+1. Since for all m, νsm+1 ⊃ νsm , νsm is a nonterminal node in S. Thus since
Cksm is almost norm-maximizing it must contain a child of νsm in S; denote this child by µm.
Then, φ(µm) ⪯ φ(νsm) and φ(µm) and φ(νsm+1) are disjointly supported. Also, since µm is an
almost norm-maximizing child of νsm , ∥φ(νsm+1)∥
p
p ≤ ∥φ(µm)∥
p
p + 2
−sm . Since φ(µm+r) ⪯ φ(νsm+r) ⪯
φ(νsm+1), φ(µm) and φ(µm+r) are disjointly supported if r > 0. Thus by the above inequality and
the summativity of φ we have
∑
m
∥φ(νsm+1)∥
p
p ≤∑
m
∥φ(µm)∥
p
p +∑
m
2−sm
= ∥∑
m
φ(µm)∥
p
p
+∑
m
2−sm
≤ ∥φ(λ)∥pp +∑
m
2−sm
<∞.
But since f ⪯ φ(νsm+1) for all m, ∥φ(νsm+1)∥
p
p ≥ ∥f∥ > 0 for all m- a contradiction.
Therefore, k ∶= lims ks exists. Since the chains partition S, Ck is the only chain so that A ⊆
supp(φ(ν)) for all φ(ν) ∈ φ[Ck]. It follows immediately from the second case of part (2) that A is
the support of inf φ[Ck]. The result now follows.
The previous theorem and its proof give us a means of locating atoms after partitioning a
disintegration into almost norm-maximizing chains. This is helpful, but are we always guaranteed
that any disintegration can be partitioned in this way? The following theorem answers this question
in the affirmative.
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Theorem 4.2.4. (McNicholl[16]) Let B# be a computable presentation of Lp(Ω). Suppose φ ∶ S →
Lp(Ω) is a disintegration computable with respect to B#. Then, there is a computable partition of
S into c.e. almost norm-maximizing chains.
We have now developed the tools necessary for determining the degrees of categoricity for all
five types of separable Lp-spaces. The next several sections are devoted to how we use our tools to
achieve these ends.
4.3 Degree of Categoricity of the Purely Atomic Lp-Spaces
In this section we determine the degree of categoricity for the purely atomic Lp-spaces and
provide an outline of the work done by T. McNicholl in [16] that led to these results.
Recall that the purely atomic separable Lp-spaces are isometrically isomorphic to either `pn for
some n or `p. When our underlying purely atomic measure space Ω for Lp(Ω) has countably many
atoms, the following is true.
Theorem 4.3.1. (McNicholl [16]) Suppose p ≥ 1 is a computable real. Then `p is 0’-categorical.
The following proves that the halting set, which in a sense is the ’largest’ c.e. set, is optimal
when it comes to computing isometric isomorphisms between any two computable presentations of
a purely atomic Lp-space with countably many atoms.
Theorem 4.3.2. (McNicholl [16]) Suppose p ≥ 1, p ≠ 2 is a computable real. Suppose C is a
c.e. set. Then, there is a computably presentable Banach space B so that C computes a surjective
linear isometry of the (standard presentation of) `p onto B and so that any oracle that computes a
surjective linear isometry of `p onto B also computes C.
In the case where Ω is purely atomic and has exactly n atoms, we get computable categoricity
for Lp(Ω)
Theorem 4.3.3. (McNicholl [16]) Suppose p ≥ 1 is a computable real. Then, `pn is computably
categorical.
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Theorems 4.3.1 and 4.3.2, when combined, give us that the degree of categoricity for the purely
atomic Lp-spaces with countably many atoms (the Lp-spaces isometrically isomorphic to `p, in
other words) have degree of categoricity 0’.
On the other hand, theorem 4.3.3 tells us that the degree of categoricity of `pn for some n ∈ N
is exactly 0, i.e. the computable sets. Theorem 4.3.3 largely follows from the details of the proof
of 4.1.6 and its necessary lemmas. The details of the proof of both 4.1.6 and 4.3.3 can be found in
Sections 5 and 6 respectively in [16].
4.4 Degree of Categoricity of the Nonatomic Lp-Spaces
In this section we present the work of J. Clanin, T. McNicholl, and D. Stull, exhibiting that
the nonatomic Lp spaces are computably categorical. Hence the degree of categoricity is the set
of all computable sets; i.e. 0. Since this is the case, no lower bounds argument for the degree of
categoricity is required.
The main result of this section is as follows.
Theorem 4.4.1. (Clanin, McNicholl, Stull [5]) If Ω is a nonzero, nonatomic, and separable mea-
sure space, and if p ≥ 1 is a computable real, then every computable presentation of Lp(Ω) is
computably isometrically isomorphic to the standard computable presentation of Lp[0,1].
And from this main theorem we get a useful corollary that expresses the degree of categoricity
for the nonatomic Lp-spaces.
Corollary 4.4.2. (Clanin, McNicholl, Stull [5]) If Ω is a nonatomic and separable measure space,
and if p ≥ 1 is a computable real, then Lp(Ω) is computably categorical. In particular, for every
computable real p ≥ 1, Lp[0,1] is computably categorical.
Both the above theorem and its corollary are proven by demonstrating the existence of com-
putable isometries between isomorphic disintegrations of two computable presentations of Lp(Ω).
Definition 4.4.3. (Clanin, McNicholl, Stull [5]) Suppose Ω1 and Ω2 are measure spaces and that
φ1 and φ2 are disintegrations of L
p(Ω1) and L
p(Ω2) respectively. An isomorphism of φ1 with φ2
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is an injective monotone map f of dom(φ1) onto dom(φ2) so that ∥φ2(f(ν))∥p = ∥φ1(ν)∥p for all
ν ∈dom(φ1).
Theorem 4.4.4. (Clanin, McNicholl, Stull [5]) Let Lp(Ω1)
# be a computable presentation of
Lp(Ω1), and let L
p(Ω2)
# be a computable presentation of Lp(Ω2). Suppose there is a computable
disintegration of Lp(Ω1)
# that is computably isomorphic to a computable disintegration of Lp(Ω2)
#.
Then, there is a linear isometry of Lp(Ω1)
# onto Lp(Ω2)
#.
In particular, it is shown first that given any computable presentation of Lp(Ω) and a corre-
sponding disintegration φ there is a disintegration of Lp(Ω) that is computable with respect to
the standard presentation and computably isometrically isomorphic to φ. Then, it is demonstrated
that this map between disintegrations lifts to a computable isometric isomorphism between the two
presentations. The following definition and theorems make this idea more precise.
Definition 4.4.5. (Clanin, McNicholl, Stull [5]) Suppose φ1 and φ2 are disintegrations of L
p(Ω1)
and Lp(Ω2) respectively, and suppose f is an isomorphism of φ1 with φ2. We say that T ∶ L
p(Ω1)→
Lp(Ω2) lifts f if T (φ1(ν)) = φ2(f(ν)) for all ν ∈ dom(φ1).
Theorem 4.4.6. (Clanin, McNicholl, Stull [5]) Suppose Ω1 and Ω2 are measure spaces and that
φj is a disintegration of L
p(Ωj) for each j ∈ {1,2}. Suppose f is an isomorphism of φ1 with φ2.
Then, there is a unique linear isometry of Lp(Ω1) onto L
p(Ω2) that lifts f .
Henceforth, we refer to λ as the empty sequence.
Theorem 4.4.7. (Clanin, McNicholl, Stull [5]) Let p be a computable real so that p ≥ 1, and let
Ω be a measure space that is nonzero, nonatomic, and separable. Suppose Lp(Ω)# is a computable
presentation of Lp(Ω), and suppose φ is a computable disintegration of Lp(Ω)# so that ∥φ(λ)∥p = 1.
Then, there is a computable disintegration of Lp[0,1] that is computably isomorphic to φ.
The proof of the main Theorem of this section 4.4.1 follows naturally from Theorem 4.4.6; its
Corollary 4.4.2 follows as well with the help of Theorem 4.4.7. In total, these results together give
us that when Ω is nonatomic Lp(Ω) is computably categorical.
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4.5 Degree of Categoricity of the Semiatomic Lp-Spaces
In this section we determine the degree of categoricity for both types of semiatomic Lp-spaces,
namely when Ω, our underlying measure space for Lp(Ω) has finitely many atoms, and countably
many atoms.
4.5.1 Upper Bounds
Our main result of this section is as follows.
Theorem 4.5.1. (B., McNicholl [3]) Suppose p ≥ 1 is a computable real so that p ≠ 2. Then,
`pn ⊕L
p[0,1] is 0’-categorical, and `p ⊕Lp[0,1] is 0”-categorical.
Proving the upper bounds for the degree of categoricity of the semiatomic Lp-spaces largely
piggybacks on the work of McNicholl [16] and Clanin, McNicholl, and Stull [5]. The core idea
is centered upon breaking two computable presentations Lp(Ω0)
# and Lp(Ω1)
# of a semiatomic
Lp-space down into their purely atomic and nonatomic subspaces, then building an isometric iso-
morphism between Lp(Ω0)
# and Lp(Ω1)
# from isometric isomorphisms between the presentations’
purely atomic and nonatomic subspaces.
To this end, we first illustrate how we can break down a semiatomic Lp-space Lp(Ω) into its
purely atomic and nonatomic subspaces, which in our case are disjointly supported and comple-
mented subspaces of Lp(Ω). We first outline several, more abstract, definitions for what it means
for a space to be disjointly supported, complemented, and computably complemented. We then
delve into how one can obtain such subspaces of Lp(Ω) effectively and determine how much com-
putational power is necessary to do so.
Definition 4.5.2. LetM and N be subspaces of Lp(Ω). M and N are said to be disjointly supported
subspaces of Lp(Ω) if each f ∈M and g ∈ N are disjointly supported.
Definition 4.5.3. Let B be a Banach space. Suppose M and N are subspaces of B such that
B =M +N and M ∩N = {0⃗}. In this case, B is said to be the internal direct sum of M and N ,
and M is said to be complemented. Furthermore, N is the complement of M.
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By the Carathéodory classification of the Lp-spaces, if Lp(Ω) is semiatomic, then Lp(Ω) is
isometrically isomorphic to either `pn⊕L
p[0,1] or `p⊕Lp[0,1]. In the context of either `pn⊕L
p[0,1]
or `p ⊕Lp[0,1] it is clear that `pn (resp. `
p) is a complemented subspace.
When M is a complemented subspace of Banach space B, we let PM denote the unique linear
map from B onto M so that PM(f) = f for all f ∈M and PM(f) = 0 for all f ∈ N . We will call
PM the projection map associated with M.
We now define what it means for a subspace to be computably complemented.
Definition 4.5.4. (B.,McNicholl [3]) Suppose B# is a computable presentation of a Banach space B
and supposeM is a complemented subspace of B. We sayM is a computably complemented subspace
of B if PM is a computable map of B
# into B#.
The previous definition can be relativized in the usual way.
It turns out that if we have a disintegration φ of semiatomic Lp(Ω), the properties of disinte-
grations are retained even after we project the vectors at each node into a complemented subspace.
Lemma 4.5.5. (B., McNicholl [3]) Suppose φ is a disintegration of Lp(Ω) and that M is a com-
plemented subspace of Lp(Ω). Suppose also that M and its complement are disjointly supported.
Then, PMφ is summative and separating, and its range is linearly dense in M.
Proof. Let P = PM, and let ψ = Pφ. Since P is linear, it follows that ψ is summative. Since M
and its complement are disjointly supported, it also follows that ψ(ν) is a subvector of φ(ν) for
each ν ∈ dom(φ). We can similarly infer that ψ is separating.
We now show that the range of Pφ is linearly dense in M. Let ε > 0 and note by the linear
density of φ and the disjointness of support of M and N , for any f ∈M there is a collection of
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scalars {αν}ν∈S such that
εp > ∥f −∑
ν∈S
ανφ(ν)∥
p
p
= ∥f −∑
ν∈S
ανP (φ(ν)) −∑
ν∈S
ανPN (φ(ν))∥
p
p
= ∥f −∑
ν∈S
ανP (φ(ν))∥
p
p
+ ∥∑
ν∈S
ανPN (φ(ν))∥
p
p
≥ ∥f −∑
ν∈S
ανP (φ(ν))∥
p
p
.
Thus we have that the range of Pφ is linearly dense in M.
Next, we demonstrate how one can build the projection map P{0⃗}⊕Lp[0,1] simply by removing
atoms from each node of a disintegration. To do this, we need the following definition.
Definition 4.5.6. Let S ⊆ N∗. The downset of S (denoted S ↓) is the set of all ν ∈ N∗ such that
ν ⊆ µ for some µ ∈ S.
Lemma 4.5.7. (B., McNicholl [3]) Suppose φ is a disintegration ofM⊕Lp[0,1] whereM is either
`p or `pn. Suppose {Cn}n∈N is a partition of dom(φ) into almost norm-maximizing chains and that
gn = inf φ[Cn] for all n. Then, for each ν ∈ dom(φ),
P{0}⊕Lp[0,1]φ(ν) = φ(ν) − ∑
gn⪯φ(ν)
gn.
Proof. Let B =M⊕ Lp[0,1], and let P = P{0}⊕Lp[0,1]. For each f ∈ B, let Af denote the set of all
atoms g of B so that g ⪯ f . Thus, P (f) = f −∑g∈Af g. Let ν ∈ dom(φ) and suppose g ∈ Aφ(ν).
Then, supp(g) is an atom. So, by Theorem 4.2.3, supp(g) = supp(gn) for some n.
We now claim that ν ∈ Cn ↓. Suppose for the sake of contradiction that ν /∈ Cn ↓. Let ν
′ be
the longest node in Cn ↓ so that ν
′ ⊆ ν. Thus, ν′ ≠ ν and ν′ has a child in dom(φ). Therefore, we
are guaranteed that ν′ has a child ν′′ in Cn since Cn is almost norm-maximizing. Thus, ν
′′ and ν
are incomparable nodes in dom(φ). It follows that gn and g are disjointly supported vectors - a
contradiction.
Since ν ∈ Cn ↓, it follows that g, gn ⪯ φ(ν) and so g = gn.
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Next, we show that any X-computable isometric isomorphism T between two computable pre-
sentations of Banach spaces that T preserves computably complemented subspaces.
Proposition 4.5.8. (B., McNicholl [3]) Suppose B#j is a computable presentation of a Banach
space Bj for each j ∈ {0,1}, and suppose T is an X-computable isometric isomorphism of B
#
0
onto B#1 . If M is a computably complemented subspace of B
#
0 , then T [M] is an X-computably
complemented subspace of B#1 .
Proof. This is clear from the fact that PT [M] = TPMT
−1.
The following theorem tells us how much extra computational power is required to produce
projection maps from `pn⊕L
p[0,1] or `p⊕Lp[0,1] onto their respective nonatomic subspaces (namely
Lp[0,1]). The same degree results naturally hold if we wished to project onto `pn (or `
p respectively).
Theorem 4.5.9. (B., McNicholl [3]) Let p ≥ 1 be a computable real besides 2. SupposeM is either
`pn or `
p, and suppose (M⊕Lp[0,1])# is a computable presentation of M⊕Lp[0,1].
(1) IfM = `pn, then P{0⃗}⊕Lp[0,1] is a 0’-computable map of (M⊕L
p[0,1])# into (M⊕Lp[0,1])#.
(2) IfM = `p, then P{0⃗}⊕Lp[0,1] is a 0”-computable map of (M⊕L
p[0,1])# into (M⊕Lp[0,1])#.
Proof. Let B =M ⊕ Lp[0,1], and let φ be a computable disintegration of B#. Set S = dom(φ).
Abbreviate P{0⃗}⊕Lp[0,1] by P .
Let B# = (B,R). Let h be a computable surjection of N onto S, and set R′(j) = φ(h(j)). Let
B+ = (B,R′). By Lemma 4.1.8, B+ is a computable presentation of B. Furthermore, since R′ is a
computable sequence of B#, it follows that B# is computably isometrically isomorphic to B+.
By Theorem 4.2.3, there is a computable partition {Cj}j∈N of S into c.e. almost norm-
maximizing chains. Let gj = inf φ[Cj]. By Lemma 4.5.7,
P (φ(ν)) = φ(ν) − ∑
gj⪯φ(ν)
gj .
Let Uν = {j ∈ N ∶ ν ∈ Cj ↓}. We first claim that
∑
gj⪯φ(ν)
gj = ∑
j∈Uν
gj .
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For, if j ∈ Uν , then gj ⪯ φ(ν). Suppose j /∈ Uν and gj ⪯ φ(ν). We show gj = 0⃗ in this case. Let µ0
be the longest node of Cn ↓ so that µ0 ⊆ ν. Thus, µ0 ⊂ ν, and so µ0 has a child µ
′ in S. Therefore
gj ⪯ φ(µ
′), φ(ν). Since φ is separating, it follows that gj = 0⃗.
Now, suppose M = `pn. We obtain from Theorem 4.2.3, that there are exactly n values of j
so that gj is nonzero. So, let D = {j ∶ gj ≠ 0⃗}. Then, φ(ν) − P (φ(ν)) = ∑j∈Uν∩D gj . It then
follows from Theorem 4.2.3 that {gj}j∈N is a 0’-computable sequence of B
#. Thus, {P (R′(j))}j∈N
is a 0’-computable sequence of B+. Therefore, by the relativization of Theorem 3.2.15, P is a
0’-computable map of B+ into B+. But, since B# is computably isometrically isomorphic to B+, P
is also a 0’-computable map of B# into B#. This proves (1).
Now, supposeM = `p. For each ν ∈ S, let hν = (φ(ν)−P (φ(ν)). Since {gj}j∈Uν is a summable se-
quence of disjointly supported vectors, ∑j∈Uν ∥gj∥
p
p <∞. Moreover, since {gj}j∈Uν is a 0’-computable
sequence of B#, it follows that ∑j∈Uν ∥gj∥
p
p is 0”-computable uniformly in ν. Observe, by the fact
that {gj}j∈Uν is a sequence of disjointly supported vectors,
XXXXXXXXXXXX
∑
j∈Uν∩[0,N]
gj − hν
XXXXXXXXXXXX
p
p
=
XXXXXXXXXXXX
∑
j∈Uν∩[N+1,∞)
gj
XXXXXXXXXXXX
p
p
= ∑
j∈Uν∩[N+1,∞)
∥gj∥
p
p .
From this we obtain that hν is a 0”-computable vector of B
# uniformly in ν. It then follows that
{P (R′(j))}j∈N is a 0”-computable sequence of B
+ and so P is a 0”-computable map of B+ into B+
by a relativization of 3.2.15. This proves (2) and completes the proof of 4.5.9.
We are now ready to prove Theorem 4.5.1.
Proof of 4.5.1. Suppose A is either `pn or `
p, and let B = A ⊕ Lp[0,1]. Let B# be a computable
presentation of B, and let φ be a computable disintegration of B#. Let S = dom(φ), and let h be a
computable surjection of N onto S. Let M = A⊕ {0⃗}, and let N = {0⃗}⊕ Lp[0,1]. In addition, let
P = PN .
Suppose A = `pn. We first claim that there is a 0’-computable map T1 ∶ A→ B
# so that ran(T1) =
N . Then, by Theorem 4.5.9, P is a 0’-computable map of B# into B#. LetM# = (M, (I −P )φh).
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By the relativization of Lemma 4.1.8, M# is a 0’-computable presentation of M#. In Section 6
of [16], it is shown that `pn is computably categorical. So, by relativizing this result, there is a 0’-
computable isometric isomorphism T1 of the standard presentation of `
p
n ontoM
#. Since (I−P )φh
is a 0’-computable sequence of B#, T1 is a 0’-computable map of `
p
n into B
# by a relativization of
3.2.15.
Now, suppose A = `p. Let {Cn}
∞
n=0 be a partition of S into almost norm-maximizing chains, and
let gn = inf φ[Cn]. Then, there is a 0’-computable one-to-one enumeration {nk}
∞
k=0 of all n so that
gn is nonzero. By Theorem 4.2.3, for each j ∈ N, there is a unique k so that {j} = supp(gnk). Let
T1 be the unique linear map of `
p into N so that T1(ek) = ∥gnk∥
−1
p gnk for all k. Since the gnk ’s are
disjointly supported, it follows that T1 is isometric. It follows from the relativization of Theorem
3.2.15 that T1 is a 0’-computable map of `
p into B#.
We now claim that if A = `pn, then there is a 0’-computable map T2 of L
p[0,1] into B# so that
ran(T2) = N . For, in this case, P is a 0’-computable map of B
# into B#. Thus, N# = (N , Pφh)
is a 0’-computable presentation of N . So by relativizing the fact that Lp[0,1] is computably
categorical there is a 0’-computable isometric isomorphism T2 of L
p[0,1] onto N#. Since Pφh is
a 0’-computable sequence of B#, T2 is a 0’-computable map of L
p[0,1] into B#.
It follows via an argument similar to the above that when A = `p, there is a 0”-computable
map T2 of L
p[0,1] into B# so that ran(T2) = N . The theorem now follows.
4.5.2 Lower Bounds
In this subsection we prove the lower bounds for the degrees of categoricity for the semiatomic
Lp-spaces, namely `pn⊕L
p[0,1] and `p⊕Lp[0,1] where p ≥ 1, p ≠ 2 is a computable real. These results
will be obtained via the use of the Lemma 4.1.8 which states, roughly speaking, that computable
disintegrations induce computable presentations for Lp-spaces.
We then, in light of Lemma 4.1.8, for each of `pn⊕L
p[0,1] and `p⊕Lp[0,1], build a computable
disintegration that has a particular incomputable set of natural numbers carefully “baked in” so
that if an oracle X computes an isometric isomorphism from our disintegration to the standard
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presentation, X computes a projection map that will allow us to decide our incomputable set. This
will be explicitly demonstrated in the next two subsections.
Theorem 4.5.10. (B., McNicholl [3]) Suppose p ≥ 1 is computable and p ≠ 2. Let d be a c.e.
degree. Then, there is a computable presentation (`pn ⊕ L
p[0,1])# of `pn ⊕ L
p[0,1] so that every
degree that computes an isometric isomorphism of `pn⊕L
p[0,1] onto (`pn⊕L
p[0,1])# also computes
d.
We begin by constructing a disintegration for `pn ⊕L
p[0,1], then verify that our construction is
indeed a computable disintegration.
Let B = `pn ⊕ L
p[0,1]. We construct B# as follows. We first construct a disintegration φ of
B. Let γ ∈ (0,1) be a left-c.e. real so that the left Dedekind cut of γ has Turing degree d. Let
{qn} be a computable and increasing sequence of positive rational numbers so that limj qj = γ. Let
c = 1 − γ + q0. Define
a((1)) = 1 − c
b((1)) = 1
a((0)j+1
⌢
(1)) = γ − qj
b((0)j+1
⌢
(1)) = γ − qj−1.
Assuming a(ν) and b(ν) have been defined, set a(ν⌢(0)) = a(ν), a(ν⌢(1)) = b(ν⌢(0)) = 12(a(ν) +
b(ν)), and b(ν⌢(1)) = b(ν).
Now, let:
φ(λ) = ((1 − γ)1/pe0 + e1 + . . . + en−1, χ[0,1−c] + c
−1/pχ[1−c,1])
φ((0)j+1) = ((1 − γ)1/pe0, χ[γ−qj ,1])
φ((j)) = (ej−1, 0⃗) if 2 ≤ j < n
φ(µ) = c−1/p(0⃗, χ[a(µ),b(µ)]) if (1) ⊆ µ
φ(µ) = (0⃗, χ[a(µ),b(µ)]) if (0)
j+1⌢(1) ⊆ µ
The following diagram depicts this disintegration.
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Figure 4.1 Fully constructed pathological disintegration
We now prove that this construction is indeed a disintegration.
Lemma 4.5.11. (B.,McNicholl [3]) φ is a disintegration of B.
Proof. By construction, φ is summative, separating, injective, and never zero. It only remains to
show that ran(φ) is linearly dense. By construction, (e1, 0⃗), . . . , (en−1, 0⃗) ∈ ran(φ). So, it is enough
to show that (e0, 0⃗) ∈ ⟨ran(φ)⟩ and that (0⃗, χI) ∈ ⟨ran(φ)⟩ for every closed interval I ⊆ [0,1].
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Let ε > 0 be given. There is a K ∈ N so that ∣γ − qK ∣/∣1 − γ∣ < εp. Furthermore,
∥(e0, 0⃗) −
1
(1 − γ)1/p
φ((0)K+1)∥
p
p
= ∥(e0, 0⃗) −
1
(1 − γ)1/p
((1 − γ)1/pe0, χ[0,(γ−qK)])∥
p
p
= ∥(0⃗,−
1
(1 − γ)1/p
χ[0,(γ−qK)])∥
p
p
=
∣γ − qK ∣
∣1 − γ∣
< εp
Therefore (e0, 0⃗) ∈ ⟨ran(φ)⟩.
Let M = {0⃗} ⊕ Lp[0,1], and let E(f) = supp(PM(f)). By construction, for each f ∈ ran(φ),
χE(f) belongs to the linear span of ran(φ). By induction we have that,
⋃
∣ν∣=j
E(φ(ν)) = [0,1].
Since φ is separating, {E(φ(ν))}∣ν∣=j is a partition of [0,1]. Let Lν denote the length of interval
E(φ(ν)). Then, by construction, limj max∣ν∣=j Lν = 0. It follows that if I ⊆ [0,1] is a closed interval,
then χI belongs to the closed linear span of ran(φ).
Lemma 4.5.12. (B., McNicholl [3]) ν ↦ ∥φ(ν)∥p is computable.
Proof. We have for each j ∈ N:
∥φ(λ)∥pp = n + 1 − q0
∥φ((0)j+1)∥
p
p
= 1 − qj
If 2 ≤ j < n, then ∥φ((j))∥pp = 1. If (1) ⊆ µ, then ∥φ(µ)∥
p
p = c
−1c(b(µ) − a(µ)) = 2−∣µ∣+1. Moreover, if
(0)j+1
⌢
(1) ⊆ µ, then ∥φ(µ)∥pp = b(µ) − a(µ) = 2
−∣µ∣+j+2(qj − qj−1). Thus, ν ↦ ∥φ(ν)∥p is computable.
Therefore we can conclude that B# is a computable presentation of B by Lemma 4.1.8.
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Lemma 4.5.13. (B., McNicholl [3]) If the projection P⟨e0⟩⊕{0⃗} is an X-computable map of B
#
into B#, then X computes d.
Proof. Let P = P⟨e0⟩⊕{0⃗}. Suppose P is an X-computable map of B
# into B#. Let f = φ((0)).
Thus, f is a computable vector of B#, and so X computes (1 − γ)1/p = ∥P (f)∥p. Therefore, X
computes γ and so X computes d.
Suppose X computes an isometric isomorphism T of the standard presentation of B onto B#.
Since T preserves the subvector ordering, there is a j0 so that T ((ej0 , 0⃗)) is a nonzero scalar multiple
of (e0, 0⃗). Let M = ⟨(ej0 , 0⃗)⟩. Then, T [M] = ⟨(e0, 0⃗)⟩. Let P = PT [M]. By Theorem 4.5.9, P is an
X-computable map of B# into itself. Let f = φ((0)). Thus, f is a computable vector of B#. Hence,
∥P (f)∥p = (1 − γ)
1/p is X-computable. Therefore, X computes γ, and so X computes d. Thus, we
have proven that the bounds on the degree of categoricity for `pn ⊕L
p[0,1] given in Theorem 4.5.1
are indeed optimal.
Now we address the lower bounds for semiatomic Lp-spaces with countably infinitely many
atoms. We proceed much in the same way as with the lower bounds for `pn ⊕ L
p[0,1], namely by
constructing a disintegration of the space that via the use of an X computable isometric isomor-
phism allows us to extract an incomputable set.
Theorem 4.5.14. (B., McNicholl [3]) Suppose p ≥ 1 is computable and ≠ 2. There is a Banach
space B and a computable presentation B# of B so that B is isometrically isomorphic to `p⊕Lp[0,1]
and so that every oracle that computes an isometric isomorphism of `p ⊕ Lp[0,1] onto B# also
computes 0”.
We construct B as follows. Let
me =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
#We e ∈ FIN
ω e /∈ FIN
For each e ∈ N, let
Be =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
`p2me e ∈ FIN
Lp[0,1] e /∈ FIN
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Let B be the Lp sum of {Be}e∈N. Let ιe be the natural injection of Be into B.
We now build a presentation of B via the construction of a disintegration φ of B. Let
S = ω≤1 ∪ {(e)⌢α ∶ α ∈ {0,1}<me}.
Thus it is clear that S is c.e. Now let
ge =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
2−n/p∑j<2n ej e ∈ FIN ∧ n = #We
χ[0,1] e /∈ FIN
Let fe = ιe(ge). For each e we let φ((e)) = 2
−(e+1)fe.
For each ν ∈ S − {λ}, we recursively define an interval I(ν) as follows. For each e ∈ N, we define
the interval-valued map inductively I as follows.
I((e)) =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
[0, . . . ,2me − 1] e ∈ FIN
[0,1] e ∈ FIN
Suppose ν ∈ S and I(ν) has been defined. Let a(ν) = min I(ν), and let b(ν) = max I(ν). Let
e = ν(0). If e /∈ FIN, let:
I(ν⌢(0)) = [a(ν),2−1(a(ν) + b(ν))]
I(ν⌢(1)) = [2−1(a(ν) + b(ν)), b(ν)]
If e ∈ FIN, and if ∣ν∣ + 1 <me, let:
I(ν⌢(0)) = {a(ν), . . . , a(ν) +
1
2
#I(ν) − 1}
I(ν⌢(1)) = {
1
2
#I(ν), . . . , b(ν)}
When ν ∈ S, let
φ(ν) =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
∑e 2
−(e+1)fe ν = λ
2−(ν(0)+1)fν(0) ⋅ I(ν) ν ≠ λ
Let h be a computable surjection of N onto S, and let B# = (B, φh).
We divide the verification of our construction into the following lemmas. Let U = ∑e∈FIN ιe(Be),
and let V = ∑e/∈FIN ιe(Be).
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Lemma 4.5.15. (B., McNicholl [3]) B is (classically) isometrically isomorphic to `p ⊕Lp[0,1].
Proof. Note that B = U + V . If e ∈ FIN, then Be is a finite-dimensional L
p space. So, U is
isometrically isomorphic to `p. If e /∈ FIN, then Be = L
p[0,1]. So, V is the Lp-sum of Lp[0,1]
with itself ℵ0 times. However, this is the same thing as L
p(Ω) where Ω is the product of Lebesgue
measure on [0,1] with itself ℵ0 times.
It follows from the construction that φ is a disintegration of B.
Lemma 4.5.16. (B., McNicholl [3]) ν ↦ ∥φ(ν)∥B is computable.
Proof. By construction, ∥φ((e))∥B = 2
−(e+1) for each e. Thus, since φ is summative, φ(λ) = 1. If
ν′ is a child of ν in S, then by construction ∥φ(ν′)∥
p
B =
1
2 ∥φ(ν)∥
p
B. It follows that ν ↦ ∥φ(ν)∥B is
computable.
It now follows from Lemma 4.1.8 that B# is a computable presentation of B.
Lemma 4.5.17. (B., McNicholl [3]) If T is an isometric isomorphism of `p⊕Lp[0,1] onto B, then
T [`p ⊕ {0⃗}] = U and T [{0⃗}⊕Lp[0,1]] = V .
Proof. Suppose T is an isometric isomorphism of `p ⊕ Lp[0,1] onto B. Let U ′ = T [`p ⊕ {0⃗}], and
let V ′ = T [{0⃗}⊕Lp[0,1]]. Thus, B is the internal direct sum of U ′ and V ′.
Suppose j ∈ N, and let T ((ej , 0⃗)) = f + g where f ∈ U and g ∈ V . Since T ((ej , 0⃗)) is an atom
of B, and since there are no atoms in V , it follows that g = 0⃗ and so T ((ej , 0⃗)) ∈ U . We can then
conclude that U ′ ⊆ U . Conversely, suppose e ∈ FIN and h = ιe(ej). Then, T
−1(h) is an atom of
`p ⊕Lp[0,1] and so T−1(h) ∈ `p ⊕ {0⃗}. It follows that Be ⊆ U
′ and so U ⊆ U ′.
Since B is the internal direct sum of U and V , it now follows that V = V ′.
Let P = PV . We now demonstrate how we can determine set membership in FIN if P is an
X-computable map.
Lemma 4.5.18. (B., McNicholl [3]) If P is an X-computable map from B# into B#, then X
computes FIN.
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Proof. Suppose X computes P from B# into B#. If ν = (e), note that
P (φ(ν)) =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
2−(e+1)fe e ∉ FIN
0⃗ e ∈ FIN
and
∥P (φ(ν))∥pB =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
2−(e+1) e ∉ FIN
0 e ∈ FIN
Given e ∈ N, we can compute with oracle X a rational number q so that ∣ ∥P (φ((e)))∥pB−q∣ < 2
−(e+3).
If ∣q∣ < 2−(e+2), then ∥P (φ((e)))∥pB < 2
−(e+1) and so e ∈ FIN. Otherwise, ∥P (φ(ν))∥pB ≠ 0 and so
e /∈ FIN.
Theorem 4.5.14 now follows from Proposition 4.5.8. Note that we have also demonstrated the
sharpness of the bounds in Theorem 4.5.9. We have also demonstrated that the degree sufficient for
computing isometric isomorphisms between two computable presentations of `p ⊕Lp[0,1] (namely
0”) is necessary as well.
4.6 Summary of Results for Lp-Spaces
By the Carathéodory classification of the separable Lp-spaces (cf. 2.3.7) and by the results of
this chapter, we now have a complete classification of the computably presentable Lp-spaces up to
degree of categoricity. We summarize these results below.
Let p ≥ 1 be a computable real and n ∈ N. Then,
• (Pour-El, Richards [18]) L2(Ω) where Ω is separable is computably categorical.
• (McNicholl [16]) `pn is computably categorical.
• (McNicholl [16]) `p, for p ≠ 2 has degree of categoricity 0’.
• (Clanin, McNicholl, Stull [5]) Lp[0,1] is computably categorical.
• (B., McNicholl [3]) For p ≠ 2 `pn ⊕Lp[0,1] has degree of categoricity 0’.
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• (B., McNicholl [3]) For p ≠ 2 `p ⊕Lp[0,1] has degree of categoricity 0”.
It turns out that 0” is currently the highest known degree of categoricity for any computably
presentable Banach space. A direction for future inquiry could be to determine whether every
(hyper)arithmetical degree is a degree of categoricity for a computably presentable Banach space.
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CHAPTER 5. COMPUTABILITY ON C[0,1]
In this Chapter we explore computability notions on the Banach space C[0,1]. When consid-
ering C[0,1] throughout this chapter, we will restrict our associated field of scalars to F = R.
In 2014, A.G. Melnikov and K.M. Ng proved that C[0,1] as a Banach space is not computably
categorical by exhibiting a computable presentation in which the unit function 1 (also refered to
as unity) is not a computable point. In this chapter we prove that unity is always 0’-computable
with respect to any computable presentation of C[0,1]. In particular, we prove the following.
Proposition 5.0.1. (B.) Let C# be a computable presentation of C[0,1]. Then, 0’ computes 1
with respect to C#.
We also determine degrees that are sufficient for computing the unary operation of modulus,
and subsequently pointwise minima and maxima of a pair of functions, within the usual signature
of Banach space C[0,1]. These results allow us to prove the following main result.
Theorem 5.0.2. (B.) Let C# be a computable presentation of C[0,1]. If X computes a homeo-
morphism of the unit interval with itself then X ⊕Ø′′ computes a isometric isomorphism from C#
onto C[0,1].
From this theorem and its proof we get the following corollary.
Corollary 5.0.3. (B.) Let C#0 and C
#
1 be computable presentations of C[0,1] in which φ0 and
φ1 are homeomorphisms of the unit interval with itself computable with respect to C
#
0 and C
#
1
respectively. Then, there is a Ø′′-computable isometric isomorphism mapping C#0 onto C
#
1 .
In particular, the above corollary tells us that C[0,1] is 0”-categorical if we restrict ourselves to
presentations of C[0,1] in which some homeomorphism of the unit interval with itself is computable.
The core idea for proving Theorem 5.0.2 is centered upon recursively and effectively generating
a sequence of peaked partitions of unity from a homeomorphism of the unit interval with itself φ
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and 1 − φ. This mirrors the method used to build the standard generating set for C[0,1] as found
in Section 2.4.2.
Definition 5.0.4. (Semadeni [20]) A sequence P = {pi}
M
i=0 of M +1 nonnegative vectors in C[0,1]
is said to be a partition of unity if
M
∑
i=0
pi = 1.
Definition 5.0.5. (Fleming and Jameson [7]) Let f ∈ C[0,1]. We say that f has an isolated peak
point at x0 ∈ [0,1] if ∣f(x0)∣ > ∣f(x)∣ for all x ∈ [0,1].
Definition 5.0.6. (Semadeni [20]) A partition of unity P = {pi}
M
i=0 is said to be a peaked partition
of unity if each pi has an isolated peak point.
However, to compute partitions of unity we first need to determine how one can compute unity
itself with respect to any computable presentation of C[0,1]. The next definition is our main tool
for accomplishing this end.
Definition 5.0.7. (B.) Let f, g ∈ C[0,1] be unit vectors. We define the peak defect of f and g to
be pdef(f, g) = ∥f∥ + ∥g∥ − ∥f + g∥.
Peak defect, in a sense, is a manner of measuring how far two unit vectors are from sharing
global maxima. It is fairly easy to see that for unit vectors f and g in C[0,1] there exists x0 ∈ [0,1]
so that f(x0) ⋅ g(x0) = 1 if and only if pdef(f, g) = 0.
We now develop the classical mathematical conditions that, given any k ∈ N, allow us to search
for a rational vector of computable presentation C# that is within 2−k of 1.
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Proposition 5.0.8. (B.) Let f ∈ C[0,1] be a unit vector. Then, ∣f(x)∣ > 1−2−(n+1) for all x ∈ [0,1]
if and only if one of the following conditions hold for all unit g ∈ C[0,1]:
(1) ∥f − g∥ > 2−n
(2) pdef(f, g) > 2−n
(3) pdef(f, g) < 2−(n+1).
Proof. (=>) Let f be a unit vector such that, without loss of generality, f(x) > 1 − 2−(n+1) for all
x ∈ [0,1]. Suppose g is a unit vector of C[0,1]. We can suppose that g does not satisfy conditions
(1) and (2). Then there exists c ∈ [0,1] such that g(c) = 1. Notice
pdef(f, g) = 2 − ∥f − g∥
≤ 2 − (f(c) + g(c))
< 2 − (1 − 2−(n+1) + 1)
= 2−(n+1).
(<=) We prove the reverse direction by contrapositive. Thus, suppose ∣f(x0)∣ ≤ 1−2
−(n+1) for some
x0 ∈ [0,1]. We construct a g ∈ C[0,1] such that ∥f − g∥ ≤ 2
−n and 2−(n+1) ≤ pdef(f, g) ≤ 2−n. We
handle this in two cases. First suppose without loss of generality that f(x) ≥ 1 − 2−(n+1) for all
x ∈ [0,1] and suppose f(x0) = 1 − 2
−(n+1) for some x0 ∈ [0,1]. Let g(x) = 2 ⋅ (1 − 2
−(n+2)) − f(x) for
all x ∈ [0,1]. We claim ∥g∥ = 1. For, f(x0) ≤ f(x) for all x ∈ [0,1], which implies ∥g∥ = g(x0) =
2 ⋅ (1 − 2−(n+2)) − (1 − 2−(n+1)) = 1. Therefore g is a unit vector. Furthermore, ∣g(x) − f(x)∣ is
maximized when f(x) = 1 − 2−(n+1), that is, at x0. Thus,
∥f − g∥ = 2 ⋅ (1 − 2−(n+2)) − 2 ⋅ (1 − 2−(n+1))
= 2−(n+1).
Also, notice that g(x) + f(x) = 2 ⋅ (1 − 2−(n+2)) for all x ∈ [0,1] which implies pdef(f, g) = 2−(n+1).
Thus our requirements for g are satisfied.
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Now, suppose there exists an x0 ∈ [0,1] such that ∣f(x0)∣ < 1−2
−(n+1). By continuity, there exists
an interval [a, b] so that ∣f(a)∣ = 1− 2−(n+1) and 1− 3 ⋅ 2−(n+2) < ∣f(x)∣ < 1− 2−(n+1) for all x ∈ (a, b].
We will assume without loss of generality that f(x) > 0 for all x ∈ [a, b). We construct g as follows.
Set g(a) = f(a) and g(b) = f(b). Let c = (a + b)/2 and set g(c) = 1. Connect (a, g(a)) and (c, g(c))
with a line segment; do the same with (b, g(b)) and (c, g(c)) as well. For all x ∈ [0,1] ∖ [a, b) so
that ∣f(x)∣ < 1 − 2−(n+1) set g(x) = f(x). Lastly, for all x ∈ [0,1] ∖ [a, b) so that ∣f(x)∣ ≥ 1 − 2−(n+1)
set g(x) = ±(1 − 2−(n+1)) where appropriate so that g is continuous.
We claim ∥f − g∥ ≤ 2−n. When x ∈ [0,1] ∖ [a, b) so that ∣f(x)∣ ≥ 1 − 2−(n+1), ∣g(x)∣ = 1 − 2−(n+1).
Since f attains its maximum value on this set, it follows that max{∣f(x) − g(x)∣} = 2−(n+1) when
x ∈ [0,1]∖[a, b). On [a, b), f(x) ≥ 1−2−(n+2) and g attains its maximum value at (a+b)/2. Therefore
max{∣f(x) − g(x)∣} < 1 − 1 + 3 ⋅ 2−(n+2) < 2−n. Lastly, when x ∈ [0,1] ∖ [a, b) and ∣f(x)∣ < 1 − 2−(n+1)
f(x) = g(x). Therefore by all the above it follows that ∥f − g∥ ≤ 2−n.
We now claim that 2−(n+1) ≤ pdef(f, g) ≤ 2−n. When x ∈ [0,1] ∖ [a, b) such that ∣f(x)∣ ≥
1 − 2−(n+1), ∣g(x)∣ = 1 − 2−(n+1). Since f attains its maximum value on this set, it follows by the
definition of g that max{∣f(x)+g(x)∣} = 2−2−(n+1). When x ∈ [a, b), 1−3⋅2−(n+2) < f(x) ≤ 1−2−(n+1)
and g attains its maximum value at (a+ b)/2. Note also that f(a)+ g(a) = 2(1− 2−(n+1)) = 2− 2−n.
Therefore
2 − 2−n ≤ max{∣f(x) + g(x)∣} ≤ 2 − 2−(n+1).
Note that when x ∈ [0,1] ∖ [a, b) and ∣f(x)∣ < 1 − 2−(n+1), ∥f + g∥ ≥ ∣f(x) + g(x)∣ = ∣2f(x)∣. Thus it
follows from the above that 2−(n+1) ≤ pdef(f, g) ≤ 2−n.
We now prove Proposition 5.0.1.
Proof of Proposition 5.0.1. We begin by constructing a procedure P that on input m ∈ N searches
for a unit vector f ∈ C[0,1] such that for all x ∈ [0,1] ∣f(x)∣ ≥ (1 − 2−(m+1)).
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First, define S to be the procedure that on input n ∈ N and nonzero rational vector f of C#
that searches for a nonzero rational vector g of C# such that
∥
f
∥f∥
−
g
∥g∥
∥ < 2−n and 2−(n+1) < pdef(
f
∥f∥
,
g
∥g∥
) < 2−n,
and returns g if such a g is found.
Now, suppose we are given a m ∈ N as input. Using oracle Ø′, search for a nonzero rational
vector f of C# such that S fails to halt on input m and f , returning f/ ∥f∥ if such an f is found.
End of construction.
Since the set of rational vectors of C# is dense in C[0,1] we are guaranteed that there is
a rational vector f such that ∣f ∣/ ∥f∥ ≥ 1 − 2−(m+1). Thus, by the conditions specified in the
proof of Proposition 5.0.8 and by the density of the rational vectors of C#, for any given m ∈ N
we will indeed find a nonzero rational vector f such that S does not halt on input m and f .
Therefore, the above construction is computable in 0’ and produces a rational vector f/ ∥f∥ such
that ∣f ∣/ ∥f∥ ≥ 1 − 2−(m+1).
Now, to compute one of 1 or -1, we define two 0’-computable sequences S0 = {s
0
i }i and S1 = {s
1
j}j
such that one of S0 or S1 converges uniformly to 1 or -1.
To this end we begin by computing a list R = {rk}k=3 where each rk is the result of running P
on input k. Now, we construct S0 and S1 in stages.
Stage 0
Set s00 = r3 and s
1
0 = 0.
Stage s > 0
Let is and js be the least i and j respectively such that s
0
i and s
1
j have not been defined. Now,
if ∥rs+3 − r3∥ > 1 set s
1
js
= rs+3. If ∥rs+3 − r3∥ < 1 set s
0
is
= rs+3. Note one of these conditions must
occur, for otherwise we have ∥rs+3 − r3∥ = 1 which implies the existence of an x ∈ [0,1] such that
∣rs+3(x)∣ < 1 − 2
−3. This is impossible by how we constructed the elements of R.
End of construction of sequences.
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Now, to compute one of either 1 or -1 up to precision 2−n return s0n if it is defined. Otherwise,
return s1n.
By how we constructed our sequences S0 and S1 by sorting the rk sequence elements, one of S0
or S1 must be an infinite sequence. Suppose without loss of generality this sequence is S0 and that
s00 > 0. We claim that S0 converges uniformly to 1. Since s
0
0 > 0, by definition S0 is a sequence of
unit vectors that are all greater than 0. Recall that for all i ≥ 3, ∣ri∣ ≥ 1− 2
−i and that in the above
construction we defined for all m > 0 s0m = rm′ for some m
′ >m. Thus, let k ∈ N be given and note
that, by how we generated the elements of R, for some k′ > k,
s0k = rk′ ≥ 1 − 2
−k′
> 1 − 2−k.
It then follows from the fact that the ri are unit vectors that S0 converges uniformly to 1.
Note that since 0’ computes P , we need only 0’ to compute 1 (via the above procedure).
Proposition 5.0.10 shows how one can (classically) produce from a homeomorphism of the unit
interval with itself φ and the function 1 − φ a sequence of partitions of unity whose rational linear
span is dense in C[0,1]. To prove this, we need a classic result due to S. Banach and M. Stone.
Theorem 5.0.9. (Banach-Stone Theorem [7]) If Q and K are compact metric spaces then for the
spaces of real continuous functions C(Q) and C(K) to be isometrically isomorphic it is necessary
and sufficient that Q and K be homeomorphic. In this case, an isometric isomorphism T from
C(Q) onto C(K) must be given by
Tf(t) = h(t)f(φ(t)) for t ∈K,
where φ is a homeomorphism from K onto Q and h is a real-valued unimodular function on K.
Proposition 5.0.10. (B.) Let f ∈ C[0,1] be a homeomorphism of [0,1] with itself. Then, the
linear span of Pf as in Definition 2.4.2 is uniformly dense in C[0,1].
Proof. Define a surjective linear isometry T from C[0,1] onto C[0,1] as
T (g) = g ○ f for all g ∈ C[0,1].
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Notice that T (Id) = f and so for all i, j as in Definition 2.4.2 pi,j(Id;x) = pi,j(f ;x) for all x ∈ [0,1].
Thus T maps the vectors in PId injectively onto those of Pf . Since PId is uniformly dense in C[0,1],
it follows by the Banach-Stone theorem that Pf is uniformly dense in C[0,1] as well.
In order to effectivize Proposition 5.0.10, we need to establish the means by which one can
compute pointwise minima and maxima of two functions as in Definition 2.4.3. But by Definition
2.4.3 we need only produce an algorithm for computing the modulus operation ∣ ⋅ ∣. The way we
accomplish this is by searching for two positive vectors that are “almost disjointly supported” (in
the sense that will be made precise in the following definition) which will represent and approximate
the negative and nonnegative parts respectively of a given rational vector f and add them together.
Definition 5.0.11. (B.) Let f, g ∈ C[0,1] and let ε > 0. f and g are said to be ε-almost disjointly
supported if ∣g(x)∣ < ε whenever ∣f(x)∣ > ε and ∣f(x)∣ < ε whenever ∣g(x)∣ > ε.
The following proposition gives us a means by which we can determine if two positive unit
vectors are ε-almost disjointly supported.
Proposition 5.0.12. (B.) Let f, g ∈ C[0,1] be strictly positive unit vectors and let ε > 0. If for all
nonnegative h such that ∥1 − (f − h)∥ > 0 and ∥f − h∥ > ε we have
pdef (
f − h
∥f − h∥
, g) > 1 − ε,
then f, g are ε-almost disjointly supported.
Proof. We prove this by contraposition. Thus, suppose f, g are not ε-almost disjointly supported.
Then there is a point x0 ∈ [0,1] such that f(x0), g(x0) ≥ ε. It then follows that h(x0) ≥ ε, where
h = f ∧ g. Let x1 ∈ [0,1] be where f ∧ g achieves a global maximum. Let h
′ = f − h. Then since
h ≥ 0 it follows that h′ ≤ f as well. Note that h/ ∥h∥ = (f − h′)/ ∥f − h′∥ attains a global maximum
at x1. Since g(x1) ≥ ε,
pdef (
h
∥h∥
, g) ≤ 2 − ∣
h
∥h∥
(x1) + g(x1)∣
= 1 − g(x1)
≤ 1 − ε.
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Thus we have shown f, g must be ε-almost disjointly supported.
Now that we have a means of determining whether two strictly positive unit vectors are ε-
almost disjointly supported, the next proposition tells us how we can use two 2−k-almost disjointly
supported vectors, whose difference approximates a given function f , to approximate ∣f ∣.
Proposition 5.0.13. (B.) Let f, g, h ∈ C[0,1] be unit vectors so that g, h are nonnegative, 2−k-
almost disjointly supported for some k ∈ N, and ∥f − (g − h)∥ < 2−k. Then, ∥∣f ∣ − (g + h)∥ ≤ 2−k+2.
Proof. Note first that
∥∣f ∣ − (g + h)∥ = ∥f+ + f− − (g + h)∥
≤ ∥f+ − g∥ + ∥f− − h∥ .
We show that ∥f+ − g∥ ≤ 2−k+1 and note that ∥f− − h∥ follows analogously. Let
D1 = supp(f
+
) ∩G+
D2 = supp(f
+
) ∩G−
D3 = supp(f
−
) ∩G+
D4 = supp(f
−
) ∩G−
where G+ = {x ∈ [0,1] ∶ g(x) > 2−k}, G− = [0,1] ∖G+. Note that ∥f+ − g∥ is equal to the maximum
value of {maxx∈Dj(∣f
+ − g∣(x))}j=1,...,4. We show that maxx∈Dj(∣f
+ − g∣(x)) ≤ 2−k+1 for each j.
First, note that on D1, ∣f
+ − (g − h)∣ = ∣f − (g − h)∣ ≤ ∥f − (g − h)∥ < 2−k. It then follows that for
all x ∈D1, −2
−k −h(x) < f+ − g(x) < 2−k −h(x). Thus, ∣f+(x)− g(x)∣ < 2−k+1 for each x ∈D1 and so
by the 2−k-almost disjointness of support of g, h,
max
x∈D1
(∣f+ − g∣) < 2−k+1.
Note that on D2, ∣f
+ − g + h∣ ≤ ∥f − g + h∥ < 2−k, which implies, since 0 < g(x) ≤ 2−k for any
x ∈D2,
−2−k+1 ≤ f+(x) + h(x) ≤ 2−k+1
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for all x ∈D2. We have that f
+, h > 0 so from the above 0 < h(x) ≤ 2−k+1. Thus, for all x ∈D2,
−2−k ≤ f+(x) − g(x) ≤ 2−k+1
which implies
max
x∈D2
(∣f+ − g∣(x)) ≤ 2−k+1.
On D3 notice ∣−f
−−g+h∣ ≤ ∥f − g + h∥ < 2−k. Since g and h are 2−k-almost disjointly supported,
this implies for all x ∈D3
−2−k < f−(x) + g(x) < 2−k + h(x) < 2−k+1.
Since f−, g > 0 on D3 we have from the above
0 < g(x) < f−(x) + g(x) < 2−k+1.
Since f+ = 0 on D3, it follows that
max
x∈D3
(∣f+ − g∣(x)) < 2−k+1.
Lastly, on D4 we have g ≤ 2
−k and f+ = 0. It follows immediately that
max
x∈D4
(∣f+ − g∣(x)) ≤ 2−k.
Therefore, from the above arguments we can conclude that ∥f+ − g∥ ≤ 2−k+1.
We now have all the tools necessary to prove that 0” computes the modulus of any rational
vector of a computable presentation C#. As mentioned before, this gives us a means by which we
can compute pointwise minima and maxima of vectors as well.
Lemma 5.0.14. (B.) Let C# be a computable presentation of C[0,1]. Then, the modulus operator
∣ ⋅ ∣ is 0” computable with respect to C#.
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Proof. In light of propositions 5.0.12 and 5.0.13 we prove ∣ ⋅ ∣ ∶ C[0,1] → C[0,1] is 0”-computable
by constructing a 0”-computable procedure P that maps rational balls B(f, q) of C# to rational
balls of C# so that the properties of Definition 3.2.14 are met. The construction is as follows.
Let S be a procedure that on input k ∈ N and rational vectors f0, f1 of C# searches for a
nonnegative rational vector h of C# such that the following conditions hold:
(1) ∥f0 − h∥ > 2
−k
(2) ∥1 − (f0 − h)∥ > 0
(3) pdef ( f0−h∥f0−h∥ , f1) ≤ 1 − 2
−k
and returns h if found. Now compute the least k0 ∈ N such that q < 2−k0 . Using Ø′′, search for a
pair of positive rational unit vectors f+, f− of C# such that ∥1 − f±∥ > 0, ∥f − (f+ − f−)∥ < 2−k0 ,
and such that S does not halt on inputs k0, f
+, f−. If no such vector is found, return B(w,2−k0+3)
where w = f+ + f−.
Note that the conditions found in procedure S require the use of the halting problem (partic-
ularly, to determine whether properties (2) and (3) hold). Furthermore, S may not halt on inputs
k0, f
+, f−. Thus it follows that procedure P is 0”-computable.
Now note by density of the rational vectors of C# and by Propositions 5.0.12 and 5.0.13 we
are guaranteed to find positive rational unit vectors f+, f− such that on inputs k0, f
+, f− S fails to
halt. It follows by Proposition 5.0.12 that ∥∣f ∣ −w∥ < 2−k0+3. From this and by the construction of
P , property (1) of Definition 3.2.14 immediately follows.
To show that (2) of Definition 3.2.14 holds, let v ∈ C[0,1] and let U be a neighborhood of ∣v∣.
Then let B(∣v∣,2−k) ⊆ U . Let f be a rational vector of C# such that ∥f − v∥ < 2−(k+2). We claim
P (b) ⊆ B(∣v∣,2−k) where b = B(f, q) and 2−(k+6) < q < 2−(k+5). Note P (b) = B(w,2−(k+2)) for some
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rational vector w of C#. By Proposition 5.0.12 ∥w − ∣f ∣∥ < 2−(k+2). Then, by the triangle inequality,
∥v − f∥ ≥ ∥∣v∣ − ∣f ∣∥
= ∥(∣v∣ −w) − (∣f ∣ −w)∥
≥ ∥∣v∣ −w∥ − ∥∣f ∣ −w∥
which implies by Proposition 5.0.12 that ∥∣v∣ −w∥ ≤ ∥v − f∥ + ∥∣f ∣ −w∥ < 2−(k+2) + 2−(k+2) = 2−(k+1).
Thus, if g ∈ B(w,2−(k+2)), we note that the above and the triangle inequality imply
∥∣v∣ − g∥ ≤ ∥∣v∣ −w∥ + ∥w − g∥ < 2−(k+1) + 2−(k+2) < 2−k.
Therefore B(w,2−(k+2)) ⊆ B(∣v∣,2−k) and property (2) of Definition 3.2.14 is satisfied.
Lemma 5.0.15. (B.) Let C# be a computable presentation of C[0,1]. Then, the binary operations
∧ and ∨ are 0”-computable with respect to C#.
Proof. This follows immediately from the definition of ∧ and ∨ in 2.4.3 and Lemma 5.0.14.
Supposing that C# is a computable presentation of C[0,1], if X computes a homeomorphism
of the unit interval with itself with respect to C#, we now have the means by which we can build
a generating set according to the recipe found in 2.4.2. The next lemma indicates how we can
form an isometric isomorphism between computable presentations of C[0,1] by mapping between
generating sets built from the recipe found in Definition 2.4.2.
Lemma 5.0.16. (B.) Let f, g be homeomorphisms of [0,1] with itself and let Pf = {pi,j(f)}
∞,2i
i=0,j=0
and Pg = {pi,j(g)}
∞,2i
i=0,j=0 be generating sets for C[0,1] constructed from g and f respectively as
Definition 2.4.2. Let F ∶ C[0,1] → C[0,1] be the map defined so that F (pi,j(f)) = pi,j(g) for all
i, j. Then, F extends to an isometric endomorphism F of C[0,1].
The proof of the above follows from that of Proposition 5.0.10.
We are now ready to prove our main theorem.
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Proof of Theorem 5.0.2. Use X ⊕ Ø′′ to compute homeomorphism of the unit interval with itself
φ with respect to C#. Then, it follows from Lemma 5.0.15 that X ⊕Ø′′ computes the generating
set P = {pi,j(φ)}
∞,2i
i=0,j=0 as explicated in Definition 2.4.2. Letting {ci,j}
∞,2i
i=0,j=0 be the standard
generating set of C[0,1], we have from Lemma 5.0.16 that the identity map T taking ci,j ↦ pi,j(φ)
for all i ∈ N, j ≤ 2i extends to an isometric isomorphism from C# onto C[0,1]. Call this isometric
isomorphism T as well. Furthermore, since T maps a linearly dense X⊕Ø′′-computable sequence to
an X ⊕Ø′′-computable sequence, it follows that T is an X ⊕Ø′′-computable isometric isomorphism
by relativization of Theorem 3.2.15.
It is easy to see that Corollary 5.0.3 follows immediately from the above.
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CHAPTER 6. CONCLUSION
6.1 Summary of Results and Open Questions
In Chapter 4, we exhibited the degree classification results of McNicholl [16] and Clanin, Mc-
Nicholl, and Stull [5]. The former showed that the degree of categoricity for the purely atomic
Lp-spaces is 0’ when the underlying measure space Ω has infinitely many atoms. In the event that
Ω has finitely many atoms, Lp(Ω) is computably categorical. In [5], the authors show that the
nonatomic Lp-spaces are also computably categorical. We then expanded these results in Section
4.5 by classifying the semiatomic Lp-spaces. In particular, we proved that if Ω has finitely many
atoms and is not purely atomic, then the degree of categoricity of Lp(Ω) is 0’. We also proved that
if Ω has infinitely many atoms and is not purely atomic, then the degree of categoricity of Lp(Ω) is
0”. Based on these new and prior results the separable Lp-spaces have been completely classified
up to degree of categoricity, as per the Carathéodory classification mentioned in Theorem 2.3.7.
At this point the greatest known degree of categoricity for a Banach space is 0”. Thus, an open
question worth investigating would be to determine if there is a Banach space that has degree of
categoricity, say, 0(n) for each n ∈ N. Another might be to determine if every arithmetic degree is
a degree of categoricity for a Banach space.
In Chapter 5, we explored the Banach space C[0,1] and determined how much computational
power is sufficient to compute the unit function 1 and the modulus operator in any computable
presentation of C[0,1]. It would be of interest to either prove or disprove that the degrees computing
each are optimal. Another possible direction for future inquiry could be to determine if pointwise
vector multiplication can be retrieved with the help of some oracle and the operations already
afforded by the space.
We also showed in Chapter 5 that as a result of 0” being a sufficient amount of power to
compute unity and modulus that, if we restrict ourselves to the class of computable presentations
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in which a homeomorphism of the unit interval with itself is computable, C[0,1] is 0”-categorical.
A natural open question in light of this fact is that of determining what degree, if any, computes a
homeomorphism of the unit interval with itself. For, if we could make that determination then we
would then have an upper bound for the degree of categoricity of C[0,1] in the usual signature of
Banach spaces, as per Theorem 5.0.2.
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