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Résumé
Dans le domaine de l’ingénierie du logiciel, plusieurs méthodes ont été conçues, chacune
avec ses avantages et ses inconvénients. Même s’il en existe à ce jour de nombreuses,
l’expérience a montré que ces méthodes ne sont pas universelles et ne peuvent prévoir toutes
les situations possibles. L’évolution actuelle des systèmes impose des modifications de plus
en plus rapides et fréquentes de leurs méthodes. Certaines tentatives ont essayé d’unifier
des processus de développement et leurs méta-modèles mais se sont révélées infaisables
jusqu’à présent. Une autre voie explorée a été de profiter de ces nombreuses méthodes en
essayant de combiner leurs caractéristiques particulières.
Les travaux sur l’ingénierie des méthodes situationnelles ont cherché plus précisément
à permettre la réutilisation de fragments de démarches existantes pour en construire
de nouvelles mieux adaptées aux spécificités d’une situation. Cette famille d’approches
a l’avantage de préserver les acquis et d’apporter également une certaine flexibilité en
fournissant les moyens d’adapter une méthode aux besoins spécifiques d’une situation
particulière. C’est dans ce contexte que s’est inscrit mon travail de thèse. Ma contribution
dans ce domaine vise à apporter des éléments de réponses pour la conception automatique
de processus composé de fragments dont les verrous sont les suivants : (i) comment
sélectionner les fragments ; (ii) comment les composer pour obtenir un processus de
méthode ; (iii) comment évaluer le résultat de la composition.
Une première contribution essentielle de cette thèse est axée sur l’analyse des contraintes
et besoins nécessaires à la composition automatique de fragments à savoir la standardisation
de fragments, leur sélection et assemblage ainsi que rôle de l’utilisateur avant et pendant
la composition. Ces travaux m’ont permis de proposer le système SCoRe (Self-Combining
method fRagments) qui auto-compose des fragments de méthodes à l’aide d’un système
multi-agents adaptatif afin de déterminer un processus adapté et adaptable à des situations
spécifiques. Son objectif est, d’une part, d’assister au maximum l’équipe de développement
dans la réalisation de son projet, et, d’autre part, de s’adapter aux potentielles évolutions
pendant l’exécution du processus composé.
Une deuxième contribution réside dans la définition de critères et méthodes pour
l’évaluation de processus existants ou résultants de la production du système multi-
agent adaptatif SCoRe. L’objectif de ses évaluations est de mesurer les caractéristiques
structurelles et les performances des méthodes évaluées.
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Abstract
Software systems are becoming more and more complex. A common dilemma faced
by software engineers in building complex systems is the lack of method adaptability. In
the Software Engineering field, several methods have been created with advantages and
drawbacks but the experience shows that existing methods are not universal and cannot
answer all situations. The system evolution requires method modifications more rapid
and frequent. Some researchers tried to unify metamodel. Another way explored was to
take advantage of the different methods by combining their characteristics. The situational
method engineering (SME) approaches focus on the in-house construction of methods
for systems development which are tuned to specific situations of development projects.
My work of thesis is included in this context. My main contribution aims at bringing
first answers to the automatic process composition. The issues of the creation of tailored
processes are the following : (i) selecting appropriate method components from a repository
of reusable method components ; (ii) tailoring these method components as appropriate ; (iii)
integrating these tailored method components to form the new situation-specific method.
A first main contribution of this thesis aims at studying the ability to design process
and adjust the proposed process according to the characteristics of application domain and
users profile. I propose an original system called SCoRe (Self-Combined method fRagments)
to automatically build a self-adaptive design process where each fragment is encapsulated
in an autonomous agent. On one hand, the goal of SCoRe is to assist the designer in
the choice of fragment and therefore in the definition of a process most suitable to the
current situation. On the other, its goal is to react dynamically to potential modifications. A
second contribution resides in the definition of criteria and methods for evaluating existing
processes or processes assembled by SCoRe. The aim of these evaluations is to measure
structural characteristics and performance of evaluated methods.
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Introduction
Le domaine de l’ingénierie des méthodes situationnelles est apparu il y a une quinzaine
d’années en réponse au constat suivant : les méthodes d’ingénierie classique ont jusque là
une définition monolithique avec l’objectif d’être universelles, mais en pratique cela n’est
pas applicable dus à la diversité trop importante des contextes de projet et des domaines
d’application de ces méthodes. En effet, les concepteurs d’applications ont besoin d’adapter
les méthodes d’ingénierie utilisées au problème à résoudre et/ou au contexte dans lequel
ils ont à le résoudre. Cela est d’autant plus vrai que les situations de projet sont amenées à
changer au cours du temps. L’évolution actuelle des systèmes impose des modifications de
plus en plus rapides de leurs méthodes. Il en résulte des modifications du contexte de projet
survenant en cours de réalisation. D’un point de vue empirique, ces dernières années ont
vu une utilisation croissante de nombreuses méthodes "agiles". Ces méthodes sont issues de
réflexions empiriques autour de quatre valeurs et douze principes qui ont donné naissance
à un manifeste 1. La plus connue et utilisée actuellement est la méthode Scrum 2.
D’un point de vue plus théorique, la réflexion s’est développée comme suit. Pour
répondre à une situation particulière, l’adaptation des méthodes étant nécessaire, plutôt
que de construire à chaque fois une nouvelle méthode adaptée à la nouvelle situation, il
est apparu plus raisonnable de réutiliser les méthodes existantes ou du moins, certains
morceaux de ces méthodes. L’idée a donc été de découper les méthodes existantes
en fragments afin de pouvoir ensuite en assembler certains. Le principal objectif de
l’assemblage de fragments est d’adapter le processus de développement d’une application
aux caractéristiques du problème et au niveau d’expertise des équipes d’ingénieurs. Dans
une première étape, un travail de décomposition en fragments de diverses méthodes a
été réalisé pour pouvoir partager ces fragments et en donner une description précise.
Deux résultats principaux ont été obtenus après ce travail : (i) un moyen de comparer
précisément ces différentes méthodes et (ii) une base potentielle de fragments qui serviront
à la communauté pour composer de nouveaux processus.
Dans le domaine de l’ingénierie des méthodes situationnelles, l’adaptation des méthodes
en utilisant les fragments est abordée de plusieurs façons malgré différentes tentatives
de "normalisation". Ces méthodes partagent souvent un certain nombre de concepts
communs mais en manipulent aussi d’autres spécifiques. Ainsi, les solutions proposées sont
nombreuses, diverses, non standardisées et les fragments trouvés et centralisés dans des
1. http://agilemanifesto.org/
2. http://www.scrum.org/
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bases ne sont pas toujours interopérables. Par ailleurs, un manque d’accompagnement du
concepteur de méthodes et les changements fréquents de situation de projet augmentent le
besoin d’adaptation, qui plus est en cours d’exécution de la méthode.
La conception d’un processus composé de fragments de méthode mène alors aux verrous
suivants : (i) Comment sélectionner les fragments ? (ii) Comment les composer pour obtenir
un processus de méthode ? (iii) Comment évaluer le résultat de la composition ?
Contributions
Ce travail de thèse s’inscrit dans ce domaine de l’ingénierie des méthodes situationnelles
et propose plusieurs contributions :
. Une réflexion méthodologique sur la composition automatique de fragments :
Les besoins d’adaptation des méthodes d’ingénierie actuelles ont montré la nécessité
de fragmenter les méthodes de développement d’applications pour pouvoir ensuite
les assembler. Le principal objectif de ces assemblages de fragments est d’adapter un
processus de développement d’une application aux caractéristiques du problème et
au niveau d’expertise des équipes de développement.
Pour cela, j’ai identifié un ensemble de verrous scientifiques liés à la composition de
fragments et un ensemble de verrous liés à l’automatisation de cette composition.
Ceux-ci sont mis en évidence dans ce manuscrit dans les premiers chapitres. J’ai ainsi
dégagé les grandes problématiques de conception automatique à partir de fragments
de processus adapté à une situation.
. La définition d’une composition automatique de fragments par approche à base
de systèmes multi-agents adaptatifs. Une fois les principes et les mécanismes de
la composition automatique de fragments définis, SCoRe (Self-Combining method
fRagments) a alors été développé pour l’adaptation automatique de processus de
développement. Pour concevoir ce système, je me suis appuyée sur la théorie des
AMAS (Systèmes Multi-Agents Adaptatifs) afin de pouvoir prendre en compte
beaucoup plus facilement la complexité croissante des applications, actuelles et
futures, ainsi que l’évolution dynamique de l’environnement.
Enfin, pour montrer son adéquation, le système a été testé avec une base de fragments
fictifs. Des critères de caractérisation et d’évaluation ont alors été appliqués au système
en cours d’exécution pour souligner sa capacité à s’adapter à un environnement
dynamique. Ces expérimentations illustrent comment SCoRe permet de concevoir un
processus en fonction de la situation et de s’adapter aux éventuelles modifications.
. La définition d’ensembles de critères d’évaluation de processus de méthodes :
Finalement, comme ces processus sont différents de ceux conçus classiquement et
comme il n’existe pas de cadre d’évaluation pour les fragments, de nouvelles mesures
d’évaluation sont requises. Ainsi, dans ce travail de thèse, quatre métriques ont été
définies pour évaluer et comparer des processus à partir de l’évaluation des fragments
qui le composent.
Par ailleurs, j’ai proposé un ensemble de critères pour estimer la performance et
l’utilité du processus proposé par SCoRe, par rapport à un objectif et une équipe de
développement donnés.
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Plan du manuscrit
Outre cette introduction, cette thèse se décompose en cinq chapitres qui ont pour
vocation d’expliquer au lecteur la démarche entreprise : de la présentation générale
du contexte de cette étude au bilan relatif à l’approche proposée pour la composition
automatique de fragments.
Chapitre 1. Ce premier chapitre permet de positionner le travail réalisé vis-à-vis des
différents domaines concernés. Il établit une vision claire du contexte dans
lequel s’inscrit ma contribution et présente les travaux qui l’ont influencée.
Chapitre 2. Dans ce chapitre, un état de l’art de la composition de fragments est
dressé, permettant ainsi de caractériser précisément les limites et les verrous
rencontrés dans les approches usuelles. Ces approches ne proposant pas une
automatisation de la composition, un panorama de composition automatique
de domaines variés est ensuite étudié. Par la suite, une introduction aux
techniques d’évaluation est présentée.
Chapitre 3. Ce chapitre s’intéresse aux fondations théoriques de la composition
automatique de fragments de méthode et apporte des éléments de réponses
pour la composition automatique. La composition entre deux méthodes,
l’adaptation d’une méthode et la problématique de composition automatique
de fragments sont étudiées en détail.
Chapitre 4. Dans ce chapitre, la théorie des AMAS, utilisée dans la conception de
l’architecture d’agents définis dans ce travail, est présentée. Par la suite,
le système multi-agent adaptatif appelé SCoRe (Self-Combining method
fRagment) et conçu pour la résolution du problème de la composition
automatique de fragments est détaillé.
Chapitre 5. Ce dernier chapitre s’intéresse à l’évaluation. Dans un premier temps, une
évaluation de SCoRe soulignant les capacités d’auto-adaptation est réalisée.
Par la suite, différents critères d’évaluation basés sur les fragments soulignant
des caractéristiques de méthodes ont été définis et appliqués sur des méthodes
existantes. Enfin, une évaluation du processus proposé par SCoRe est décrite.
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1Contexte de l’étude
Dans ce chapitre, nous introduisons les concepts de base et définitions qui sont utilisés
dans la thèse. L’objectif est d’obtenir une vision claire du contexte dans lequel s’inscrit ma
contribution, mais aussi de présenter les travaux qui l’ont influencée.
Dans un premier temps, ce chapitre commence par une partie sur l’ingénierie du
logiciel. Celle-ci offre un panorama des concepts utilisés dans le cadre du développement de
méthodes : le processus logiciel, la méthode de développement, les outils liés à l’ingénierie
du logiciel et la méta-modélisation.
La seconde partie de ce chapitre est consacrée à la définition des systèmes multi-
agents. Les SMA sont particulièrement adaptés dès lors que l’on désire définir un
système décentralisé, adaptable, muni de facultés de perception lui permettant de
répondre dynamiquement aux contraintes de son environnement. Ils représentent l’une des
technologies possibles pour mettre en place un système de composition automatique de
fragments. Les caractéristiques de base des agents et des systèmes à base d’agents sont ainsi
fournies afin d’illustrer certaines des approches présentées dans le chapitre consacré à l’état
de l’art.
La troisième partie de ce chapitre décrit les méta-modèles et processus de quatre
méthodes orientées agents réutilisées par la suite en soulignant la diversité des méta-
modèles, des processus de chacune des méthodes et la complétude ainsi que la cohérence
des méthodes.
Enfin, la dernière partie de ce chapitre présente l’ingénierie des fragments. À l’origine de
la construction de fragments, l’ingénierie des méthodes situationnelles est introduite. Pour
terminer, la notion de fragments est définie et illustrée par quelques unes des définitions les
plus connues.
1.1 Ingénierie du logiciel
L’ingénierie du logiciel est une discipline de l’ingénierie concernée par les théories,
méthodes et outils pour le développement de logiciels professionnels [Sommerville, 2006].
Il couvre tous les aspects de la production et de l’utilisation d’un produit logiciel : la
conception, la fabrication, la maintenance, le déploiement et le retrait.
Cette section commence par définir ce qu’est un processus logiciel et une méthode,
respectivement en 1.1.1 et 1.1.2. Les outils supportant les méthodes sont ensuite présentés.
1.1.1 Processus logiciel
Un processus de développement est un ensemble ordonné d’étapes qui implique toutes
les activités, contraintes et ressources exigées pour construire un produit logiciel satisfaisant
un ensemble d’exigences [Cernuzzi et al., 2005]. Un processus est habituellement composé
de plusieurs étapes/phases : chacune d’elles identifie une partie du travail à faire, les
ressources requises pour ce but et les contraintes liées à celle-ci. En se plaçant dans un
contexte plus logiciel, [Fuggetta, 2000] définit un processus de développement logiciel
comme un ensemble cohérent des politiques, structures organisationnelles, technologies,
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procédures et diagrammes nécessaires à la conception, au développement, au déploiement
et à la maintenance (évolution) d’un produit logiciel. Dans ce contexte, les processus logiciels
doivent prendre en compte le fait qu’un produit n’est pas seulement développé, mais aussi
(i) "conçu", souvent en s’appuyant sur les exigences instables ou incomplètes ; (ii) déployé,
c’est-à-dire, utilisé dans un environnement opérationnel, (iii) entretenu et adapté en fonction
des nouveaux besoins ou des modifications liées aux environnements opérationnels.
La relation entre les méthodes et les processus a souvent été étudiée dans la littérature :
comme le dit [Cernuzzi et al., 2005], les méthodes se concentrent principalement sur
comment une activité ou une tâche devrait être exécutée dans les étapes/phases spécifiques
du processus, tandis que les processus couvrent les aspects plus généraux répondant aux
questions qui, quand, combien, etc.
1.1.2 Méthodes de développement
La confusion entre les termes méthodologie et méthode est souvent d’usage. Ils sont
utilisés comme signifiant la même chose, néanmoins ces termes sont différents. Une
méthode correspond à "un processus rigoureux permettant de générer un ensemble de
modèles qui décrivent divers aspects d’un logiciel en cours de développement en utilisant
une certaine notation bien définie"[Arlabosse and Gleizes, 2004]. Elle est constituée d’un
processus, d’une notation et d’outils pour servir de support à ce processus et ces notations
et/ou pour aider le développeur. Tandis qu’une méthodologie étymologiquement parlant
correspond à l’étude des méthodes. Ces dernières années, le terme méthodologie a souvent
été utilisé comme un substitut pour le terme méthode dans des contextes scientifiques
et techniques, par exemple, Rolland définit une méthodologie comme étant généralement
composée d’un processus et de ses produits [Rolland et al., 1999]. En outre, Ghezzi définit
une méthodologie comme étant une collection de méthodes qui couvre et relie les différentes
étapes d’un processus, dont l’objectif est de prescrire une approche cohérente à adopter pour
résoudre un problème dans le contexte d’un processus de développement de logiciel en pré-
sélectionnant et reliant un certain nombre de méthodes [Ghezzi et al., 2002].
Le mot méthode vient du grec ancien methodos qui signifie la poursuite ou la recherche
d’une voie pour réaliser quelque chose. On pourrait définir une méthode de développement
logiciel comme étant un ensemble de procédures, de techniques et de descriptions produites
[Harmsen et al., 1997]. Selon Cernuzzi, une méthode prescrit une manière d’exécuter
un type d’activité dans un processus donné afin de produire correctement un résultat
spécifique à partir d’une entrée spécifique [Cernuzzi et al., 2005]. Pour être applicables
avec succès, toutes les phases d’un processus doivent être complétées par toutes directives
méthodologiques (identification des techniques et outils à employer, et définition de la façon
dont les résultats doivent être produits) susceptibles d’aider les parties prenantes du projet
à accomplir leur travail selon les meilleures pratiques définies.
De manière plus explicite, une méthode regroupe :
. une démarche qui consiste en un ensemble ordonné de phases et d’étapes décrites
en termes d’activités de production. La démarche a pour but de guider le travail des
développeurs pour arriver à un résultat, autrement dit à un délivrable ;
. des concepts fondés sur les paradigmes de développement et qui permettent de créer
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des modèles suffisamment explicites pour que l’on en ait une représentation unique ;
. des notations qui permettent d’introduire une syntaxe et de définir une sémantique
pour exprimer les spécifications ;
. des outils qui permettent la production des spécifications selon des modèles et des
diagrammes définis par les notations. Ces outils permettent d’avoir des spécifications
propres, lisibles, facilement modifiables. Ils permettent aussi la vérification de leurs
syntaxes, leurs cohérences et de leur complétude. Les outils peuvent être regroupés
dans des environnements de conception.
En outre, une méthode est conforme à un paradigme de développement et est appliquée
tout au long du cycle de vie. Rappelons qu’un cycle de vie prend en compte toutes les
étapes de la conception d’un logiciel. Ces étapes concernent des points aussi divers que
la faisabilité, la spécification, la production, les tests, l’utilisation du logiciel, sa vente et
sa maintenance. Le cycle de vie est souvent organisé (de manière explicite ou pas) selon
un modèle qui peut être en cascade [Boehm, 1976], en spirale [Boehm, 1988], en V, etc. Le
modèle choisi caractérise alors le processus qui décrit l’enchaînement des activités de la
conception à la maintenance d’un produit logiciel.
1.1.3 Outils
L’application des méthodes peut difficilement se concevoir sans aide logicielle. A cet
effet, un ensemble de supports a vu le jour. Les méthodes de développement ont d’abord
été supportées par les outils CASE (Computer Aided Software Engineering) [Case, 1985]. La
personnalisation du produit, la prise de conscience de l’importance du processus et de
sa flexibilité ont donné naissance à des environnements CAPE (Computer Aided Process
Engineering) et à des environnements CAME (Computer Aided Method Engineering) [Saeki,
2003].
Introduits dans les années 70, les outils CASE correspondent au génie logiciel assisté
par ordinateur. En effet, ces outils offrent au développeur des environnements de
développements graphiques qui facilitent la création rapide de produits logiciels. Ils
assistent l’extraction, le stockage, la manipulation et la documentation du produit relatif
à une méthode spécifique et permettent son utilisation. Ils sont généralement structurés
autour d’une base de données et supportent différentes étapes du cycle de développement
qui contient le plus communément spécification et conception. Par ailleurs, ces outils
contraignent le développeur sur le choix de langage (par exemple UML 1 - Unified Modeling
Language) et de codage. La principale limite de ces outils est qu’ils s’intéressent uniquement
à certains points de vue du système.
Le support de l’ingénierie des méthodes ou encore CAME étudie la construction et
l’adaptation des méthodes assistées par ordinateur. C’est en fait le CASE de l’ingénierie
des méthodes. Les outils CAME se concentrent sur différents aspects du modèle. De
nombreux outils existent déjà, parmi eux : Mentor [Si-Said et al., 1996], Decamerone
[Harmsen and Brinkkemper, 1995] ou encore MetaEdit+ [Kelly et al., 1996]. MetaEdit+ est un
environnement développé par la société Metacase pour construire des environnements de
conception et de développement dédiés à un domaine spécifique. MetaEdit+ se distingue
1. UML : http://www.uml.org/
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des autres outils de modélisation en fournissant un support efficace et complet pour la
création d’éditeurs graphiques. Bien que son but soit de permettre de définir des langages
graphiques, il permet également de réaliser des moteurs de transformations afin de générer
du code à partir des différents diagrammes.
Suite à la prise de conscience de l’importance du processus dans la qualité des produits
logiciels, les outils CAPE sont apparus. Ces outils sont l’équivalent des outils CAME,
pour l’ingénierie des processus. Ils permettent la réalisation d’un modèle de processus et
devraient même offrir une supervision continue des activités exercées dans le processus.
1.1.4 Méta-modélisation
Face au besoin croissant d’intégration logicielle et d’interopérabilité des systèmes
d’information, l’ingénierie logicielle a mis en place depuis 2000, l’Ingénierie Dirigée par
les Modèles (IDM) [Bernstein, 2003; Bezivin et al., June]. Toute méthode est composée d’un
processus mais également d’un ou plusieurs méta-modèles. Un méta-modèle est un modèle
servant à exprimer des concepts communs à l’ensemble des modèles d’un même domaine.
Il fournit la définition des entités d’un modèle, ainsi que les propriétés de leurs connexions
et de leurs règles de cohérence [Blanc et al., 2005].
L’activité de méta-modélisation consiste à suggérer un formalisme de modélisation,
chaque modèle exprimé dans un langage particulier se conformant à un méta-modèle
prédéfini. De même, à un niveau d’abstraction supérieur, le méta-modèle a besoin d’être
clairement défini par un méta-méta-modèle. Afin d’éviter une décomposition infinie de
niveaux d’abstraction, un patron d’architecture en 4 couches, illustré à la figure 1.1, sert
maintenant de référence. Le modèle M0 représente le monde réel que nous conceptualisons.
Le niveau M1 est le modèle. Le niveau M2 correspondant au méta-modèle qui définit
l’ensemble des éléments pour exprimer le niveau M1. Enfin, le niveau M3 réflexif (qui
s’auto-définit) contient ce qui permet de définir le niveau M2. Pour bien comprendre cette
architecture nous vous renvoyons sur la spécification du MOF 2 .
La méta-modélisation est l’analyse, la construction et le développement des règles,
contraintes, modèles et théories applicables et nécessaires pour la modélisation d’un
problème défini. Bien qu’il soit possible de définir une méthode sans méta-modèle, celui-
ci permet de vérifier la cohérence de la méthode. Actuellement, le manque d’unicité des
méta-modèles conduit à une diversité de concepts et structures pour chacune des méthodes
existantes. Dans le cadre des systèmes multi-agents, [Bernon et al., 2004] ont tenté d’unifier
les méta-modèles mais cela ne semble pas possible jusqu’à présent. Ces travaux ont montré
qu’il existe des concepts communs entre les différents méta-modèles alors que d’autres sont
spécifiques à certains. Outre le problème de concepts différents, le niveau de description lié
aux choix du concepteur est à prendre en compte.
Par ailleurs, un méta-modèle vise entre autre à montrer le processus à suivre et les
produits logiciels générés au cours de l’exécution de la méthode. Le méta-modèle est alors
souvent utilisé par les concepteurs pour construire ou modifier une méthode dans un
contexte spécifique.
2. MOF (Meta Object Facility) : http://www.omg.org/mof/
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FIGURE 1.1 — Niveaux d’abstraction de modélisation
Comme nous l’avons vu dans cette partie, la définition d’un meta-modèle est très
dépendante du domaine étudié. Nous allons donc maintenant présenter le paradigme des
Systèmes Multi-Agents qui sert de base à cette thèse.
1.2 Ingénierie des systèmes multi-agents
Cette section a pour but de cerner les systèmes multi-agents (SMA). Les caractéristiques
de base des agents et des systèmes à base d’agents sont fournies afin d’illustrer certaines
des approches présentées au cours de ce manuscrit. Les principes de fonctionnement de ces
systèmes sont radicalement différents des systèmes informatiques conventionnels et afin de
bien saisir les mécanismes et leur dynamique, un certain nombre de concepts sont présentés.
Cette section commence par une introduction générale sur les SMA et leur histoire. La
notion d’agent, au cœur de ces systèmes, est ensuite détaillée. Enfin, les principaux outils
relatifs à cette technologie sont présentés.
1.2.1 Les systèmes multi-agents
L’Intelligence Artificielle (IA), apparue en 1956, est une science dont le but est de faire
faire par une machine les tâches que l’homme accomplit en utilisant son intelligence.
L’Intelligence Artificielle Distribuée (IAD) a pour but de remédier aux insuffisances
de l’approche classique de l’IA, inspirée par la programmation objet, les modèles de
raisonnement symbolique, l’architecture du tableau noir, le génie logiciel et le parallélisme.
L’IAD s’intéresse à des comportements intelligents qui sont le produit de l’activité collective
de plusieurs agents. Ainsi, issus de l’évolution du domaine de l’IAD, les SMA sont apparus
avec la décentralisation du contrôle de l’exécution [Gasser et al., 1987]. Weiss définit un SMA
comme étant un système dans lequel plusieurs entités (ou agents) autonomes et intelligentes
interagissent ensemble dans l’objectif de réaliser un ensemble de buts ou de tâches [Weiss,
1999]. Par ailleurs, Demazeau a proposé une définition qui repose sur quatre caractérisations
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élémentaires d’un SMA :
. Agents : comment les agents décident-ils des actions qu’ils effectuent ;
. Environnement : dans quel milieu évoluent les agents ;
. Interaction : quels sont les moyens utilisés par les agents pour influer sur les actions
effectuées par les autres agents ;
. Organisation (optionnel) : comment structurer en ensembles les agents du système.
En outre, selon Ferber, un SMA est un système composé des éléments suivants [Ferber,
1995] :
. Un ensemble d’entités C plongées dans un environnement E,
. Un ensemble d’agents A ⊆ C,
. Un système d’actions (opérations) permettant à des agents d’agir dans E ,
. Un système de communication entre agents (envoi de message, diffusion de
signaux, ...),
. Une organisation O qui structure l’ensemble des agents et qui définit les fonctions
remplies par les agents (notion de rôle et éventuellement de groupes),
. Éventuellement : une relation aux utilisateurs U qui agissent dans ce SMA via des
agents d’interfaces U ⊆ A.
1.2.2 La notion d’agent
Les agents forment les éléments de base d’un SMA, il est donc nécessaire de les définir.
D’un point de vue informatique, un agent décrit une abstraction informatique similaire à
un objet de la programmation orientée objet, sauf qu’au lieu d’être défini en termes de
méthodes et d’attributs, un agent est défini en termes de comportements [Huhns and Singh,
1998].
Dans la littérature, une multitude de définitions d’agents a été établie. Toutes les
définitions se ressemblent mais diffèrent selon le type d’application pour laquelle est conçu
l’agent. À titre d’exemple, voici l’une des premières définitions de l’agent donnée par Ferber
[Ferber, 1995] : "Un agent est une entité virtuelle ou réelle qui est capable d’agir sur son
environnement, qui possède des moyens de perception et de représentation partielle de son
environnement, qui est capable de communiquer avec d’autres agents et qui est autonome
dans sa prise de décision." Dans cette définition, nous voyons apparaître les notions
d’environnement et d’interaction qui sont intimement liées au concept d’agent au sein d’un
SMA. Russell définit comme "une entité qui perçoit son environnement et agit sur celui-
ci" [Russell and Norvig, 1995] alors que Wooldrige et Jennings le définissent comme étant
"un système informatique, situé dans un environnement, et qui agit d’une façon autonome
pour atteindre les objectifs (buts) pour lesquels il a été conçu" [Wooldridge and Jennings,
1995]. En outre, selon Shoham, un agent est "une entité qui fonctionne continuellement et de
manière autonome dans un environnement où d’autres processus se déroulent et d’autres
agents existent" [Shoham, 1993].
Le terme agent recouvre donc beaucoup de sens différents suivant les communautés et
les domaines d’applications et donc les perspectives et techniques mises en avant. Leurs
définitions ont conduit à l’apparition d’une multitude de types d’agents distincts dont la
classification précise est sujette à débat. Parmi les distinctions réalisables, il est commun de
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catégoriser les agents selon leur niveau de cognition. Les agents dits cognitifs et les agents
dits réactifs sont alors les deux principales familles.
Les agents réactifs n’ont aucune représentation de l’environnement, des autres agents,
ni d’eux-mêmes et ont un comportement du type "stimulus-réponse" alors que les agents
cognitifs ont une représentation de leur environnement et des autres agents avec lesquels
ils communiquent et possèdent une base de connaissances leur permettant d’apprendre de
leurs expériences et de planifier leurs actions en vue de satisfaire leur objectif propre.
Au-delà de cette catégorisation, il est possible de classer les agents selon leur architecture
interne, qu’elle soit dirigée par un modèle, conduite par des objectifs, par une heuristique ou
centrée sur l’apprentissage. Comme le montre la figure 1.2, Nwana définit trois attributs des
agents à savoir la coopération, l’autonomie et l’apprentissage [Nwana, 1996]. Il combine
la coopération et l’apprentissage pour obtenir des agents apprenants collaboratifs ainsi
que la coopération et l’autonomie pour avoir une autre caractéristique des agents : la
collaboration. Les agents interfaces résultent de l’autonomie et de l’apprentissage. Enfin les
agents intelligents sont à l’intersection de tous ces attributs et les rassemblent.
FIGURE 1.2 — Classification de Nwana [Nwana, 1996]
Un agent est donc une entité composant les SMA et jouant un grand nombre de rôles
différents. L’organisation et le fonctionnement d’un SMA peuvent donc être dérivés de la
complexité des agents le composant ainsi que de leur architecture interne.
1.2.3 Outils
L’essor de la programmation orientée-agent a donné lieu à l’élaboration de plusieurs
méthodes et architectures pour la modélisation des systèmes multi-agents. Cependant, les
systèmes à base d’agents spécifiés à partir de méthodes sont souvent difficiles à implémenter
directement dans des langages de programmation standards. La conception de tels systèmes
est alors facilitée par la proposition de nouvelles technologies, méthodes, plate-formes et
langages.
Plusieurs outils (éléments logiciels offrant des services pour le développement de SMA)
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de différents types ont été développés pour la programmation orientée-agent. En effet, des
environnements de développement (ou plates-formes multi-agents) de ces systèmes ont
donc été construits à partir d’architectures et de langages existants. Les plates-formes multi-
agents facilitent le développement de SMA, en mettant à la disposition du concepteur des
fonctions de base pour la création d’agents et pour l’interaction entre les agents. En outre,
les plates-formes offrent la possibilité à un concepteur non spécialiste des SMA, de pouvoir
réaliser un tel système.
Dans ce qui suit, nous présentons quelques plates-formes et frameworks. Cette liste n’est
pas exhaustive mais représente cependant les plates-formes les plus utilisées et les plus
citées dans la littérature.
JADE JADE 3 (Java Agent Development Framework) [Nguyen and Dang, 2002] est une plate-
forme multi-agent développée en Java par le CSELT (Groupe de recherche de Gruppo
Telecom, Italie) et conforme à la norme FIPA 4. JADE comprend trois composantes de base :
un environnement d’exécution dans lequel les agents peuvent "vivre" ; une bibliothèque
de classes que les programmeurs peuvent utiliser pour développer leurs agents ; et un
ensemble d’outils graphiques permettant la gestion et l’administration des agents actifs. Le
but de JADE est de simplifier le développement des systèmes multi-agents pour réaliser des
SMA interopérables.
MadKit MadKit (Multi-Agents Developement kit) [Gutknecht and Ferber, 2000], développé
à l’Université de Montpellier II, est une plate-forme multi-agent modulaire écrite en Java.
Elle est destinée au développement et à l’exécution de systèmes multi-agents et plus
particulièrement à des systèmes multi-agents fondés sur des critères organisationnels. Elle
est fondée sur le modèle d’organisation Alaadin AGR (Agent/Group/Role) : des agents sont
situés dans des groupes et jouent des rôles.
Le noyau de MadKit gère uniquement les organisations et les communications à
l’intérieur de la plate-forme, néanmoins, le mécanisme de distribution, les outils de
développement et de surveillance des agents, les outils de visualisation et de présentation
peuvent être ajoutés au noyau. Qui plus est, MadKit fournit une API permettant la
construction d’agents en spécialisant une classe d’agent abstraite. Les agents sont créés
par le noyau de MadKit. L’échange des messages se fait à travers le rôle que l’agent est
en train de jouer. De plus, MadKit n’impose aucune architecture particulière aux agents, ce
qui permet aux développeurs d’implémenter l’architecture de leur choix.
Magique Magique (Multi-AGents hiérarchIQUE) [Routier et al., 2001] est une plate-
forme de développement d’applications multi-agents. Elle propose à la fois un modèle
organisationnel, fondé sur une organisation hiérarchique par défaut, et un modèle d’agent,
3. http://jade.cselt.it/
4. La norme FIPA (Foundation for Intelligent Physical Agents) pour les SMAs, est un ensemble de documents
qui décrivent le modèle de référence d’une plate-forme multi-agent où sont identifiés les rôles de quelques
agents clés nécessaires pour la gestion de la plate-forme, et spécifiés le contenu du langage de gestion des agents
et l’ontologie du langage.
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qui est fondé sur une construction incrémentale des agents. Ces modèles ont été concrétisés
au travers d’une API JAVA.
La structure hiérarchique permet de proposer un mécanisme de délégation de
compétences entre les agents, facilitant ainsi le développement. Dans Magique, un agent
est une entité possédant un certain nombre de compétences. Ces compétences qui évoluent
dynamiquement permettent à l’agent de tenir un rôle dans une application multi-agent. Du
point de vue de l’implémentation, une compétence peut être perçue comme un composant
logiciel regroupant un ensemble cohérent de fonctionnalités. Les compétences peuvent
donc être développées indépendamment de tout agent et donc réutilisées dans différents
contextes.
De plus, Magique permet de masquer les aspects techniques de communication entre
agents, le multi-threading et la gestion des flux. La communication entre agents en
permettant un appel "à la cantonade" est banalisée. Avec Magique, inutile de savoir
qui possède une compétence, il suffit de savoir qu’elle existe. Cela permet une grande
réutilisabilité des agents indépendamment du contexte.
MAY MAY 5 (I) [Noel, 2012] est un outil pour la conception de SMA associé dans
la méthode ADELFE au développement d’un système fondé sur la théorie des AMAS
(cf. § 4.1). MAY se présente sous forme d’un plug-in Eclipse. Cet outil permet la
construction d’espèces dédiées à l’application et d’écosystèmes. Une espèce est un ensemble
d’entités ou d’agents avec des caractéristiques structurelles communes. Un écosystème est
l’environnement (d’exécution mais aussi applicatif) dans lequel les espèces peuvent exister.
L’espèce et son écosystème définissent la sémantique opérationnelle de l’agent et peuvent
être vus comme le moteur d’exécution du comportement. Les mécanismes utilisés dans cet
outil sont des composants logiciels qui offrent et requièrent des services que l’on compose
pour former l’architecture des espèces ainsi que celle de l’écosystème. Le langage dédié
SpeADL (Species-based Architecture Description Language) permet de décrire l’architecture qui
sera ensuite générée en Java pour permettre l’implémentation. La partie générée prend en
charge les mécanismes de création dynamique d’agents et de connexions des agents à la
plate-forme pour réduire au maximum l’effort de développement.
MAY permet donc de concevoir des architectures qui supportent le développement et
l’exécution de systèmes multi-agents. La création des architectures logicielles fondées sur
des composants augmente la flexibilité pendant la conception et favorise la réutilisation.
Les systèmes développés selon le paradigme agent peuvent être considérés comme
complexes du fait que les systèmes multi-agents couvrent plusieurs vues et plusieurs
niveaux d’abstraction. Comme nous l’avons mentionné précédemment, plusieurs méthodes
orientées agents existent, quelques unes sont détaillées dans la section suivante.
5. http://www.irit.fr/MAY
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1.3 Méta-modèle et processus
La particularité des concepts utilisés dans les systèmes multi-agents rend l’utilisation
des méthodes traditionnelles obsolètes. En effet, ces concepts ont particulièrement élevé le
niveau d’abstraction, ils couvrent une sémantique très large et ont des interrelations très
complexes. Ainsi, pour aider le concepteur à développer ce type de système, plusieurs
méthodes orientées agent ont été proposées. Actuellement, il n’existe pas une méthode
unifiée pour assister le développement des systèmes multi-agents. Les travaux sur la
dimension méthodologique prennent en compte une grande variété d’aspects. Il est difficile
dans ce contexte de pouvoir toutes les comparer.
La grande diversité de méthodes a été étudiée de nombreuses fois dans la littérature.
L’objectif de cette étude est de vérifier la complémentarité des méthodes, aussi bien au
niveau de la sémantique des concepts qu’au niveau du développement tout au long du cycle
de vie. Cette section débute par une présentation des méta-modèles, outils et processus de
quatre méthodes orientées agents qui sont utilisées dans le cadre de ces travaux. Ces points
seront ensuite discutés.
1.3.1 ADELFE
ADELFE (Atelier pour le DEveloppement de Logiciels à Fonctionnalité Emergente) est
une méthode dédiée à la conception des systèmes adaptatifs [Bernon et al., 2005]. Cette
méthode est fondée sur la théorie des AMAS. La fonction globale du système à développer
est considérée comme émergente au regard des interactions des agents qui s’organisent par
coopération pour produire cette fonction.
Le métamodèle adopté par ADELFE met en évidence les agents coopératifs. Selon
ce métamodèle, un système multi-agent adaptatif est composé par un ou plusieurs
agents coopératifs qui sont dotés de compétences, de possibilités de communication ou
d’interaction avec les autres agents et/ou avec son environnement, de croyances sur
certains autres agents du système, d’aptitudes qui lui permettent de raisonner et d’une
attitude sociale fondée sur la coopération. Celle-ci est reliée à des règles qui visent à
réparer ou éviter des situations non coopératives. Celles-ci peuvent être de plusieurs
types : incompréhension, ambiguïté, incompétence (la requête ne peut être satisfaite),
improductivité (ne sait pas traiter les informations perçues), concurrence et conflit.
ADELFE vise à guider les concepteurs d’AMAS dans le cadre d’un processus de
développement qui s’appuie sur le Rational Unified Process (RUP) pour proposer un cycle
de développement logiciel en cinq phases :
. l’étude des besoins préliminaires permet d’établir un cahier des charges avec le
client. Cette phase comprend, en particulier, la définition des besoins fonctionnels,
des contraintes non fonctionnelles de l’application et la définition du vocabulaire lié
au domaine d’application.
. l’étude des besoins finals qui permet l’identification des entités impliquées dans le
système ainsi que la définition de l’environnement. De plus, les interactions entre le
système et ces entités sont étudiées plus précisément.
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. l’analyse vérifie que les besoins exprimés sont en adéquation avec l’approche par
AMAS. Les agents sont définis selon les entités détectées lors de la phase précédente
et leurs interactions sont alors détaillées. Cette phase fournit une première version de
l’architecture logicielle.
. la conception est dédiée à la conception détaillée de l’application et notamment des
agents et de leurs interactions. Elle permet également d’établir les situations non
coopératives et de les décrire sous forme tabulaire.
. l’implémentation permet de générer le code final de l’application.
ADELFE couvre les phases habituelles de la conception d’un logiciel, des exigences au
codage. Pour cela, la méthode utilise la notation UML et l’extension d’UML proposée dans
AUML (Agent Unified Modeling Language) [Odell et al.,2000]. De plus, ADELFE possède
deux sortes d’outils : OpenTool pour prendre en charge les notations et AdelfeToolkit pour
prendre en charge le processus. Ne cessant d’évoluer en cohérence avec les avancées des
AMAS, ADELFE a été enrichie d’outils de conception dirigée par les modèles [Rougemaille,
2008] et, tout récemment, [Bonjean et al., 2010] propose un outil d’assistance capable
d’adapter le processus de conception lui même en fonction des spécificités du système à
mettre en œuvre.
1.3.2 PASSI
PASSI (Process for Agent Societies Specification and Implementation) [Cossentino,
Cossentino] est une méthode de développement pas à pas qui couvre le cycle de vie à
partir de l’établissement des exigences jusqu’à l’implémentation. Cette méthode intègre des
modèles de conception et des concepts à la fois de l’ingénierie logicielle orientée objet et
de l’intelligence artificielle. En outre, elle intègre des modèles de conception et réutilise
fortement la notation UML [Cossentino and Potts, 2002].
Le métamodèle PASSI aborde trois domaines :
. le domaine du problème (Problem Domain) qui correspond à l’élaboration des besoins
et leur adaptation en terme de scénarios et d’environnement. L’environnement
contient des ressources accessibles par l’agent et représente un ensemble d’éléments
ontologiques : les concepts du domaine, les opérations exécutables et les prédicats
d’ajout d’éléments.
. le domaine d’agence (Agency Domain) qui représente les agents qui peuvent avoir
connaissance des éléments ontologiques et des besoins. Les agents ont au moins un
rôle qui propose des services, ils effectuent des tâches, définissent des communications
et exécutent les scénarios. Une communication est une interaction entre deux agents
et est composée d’un ou plusieurs messages.
. le domaine de la solution (Solution Domain) qui décrit la structure de l’implémentation
correspondant à la plate-forme choisie. Selon PASSI, l’implémentation doit être
compatible à la plate-forme FIPA. Le domaine de la solution est principalement
composé de deux éléments : FIPA-Platform Agent qui représente la classe qui va
implémenter les agents définis précédemment et FIPA-Platform Task qui définit la
structure d’implémentation des tâches des agents.
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Le processus de PASSI est un processus pas à pas, mais réitérable. Il est composé de cinq
modèles :
. modèle de collecte des besoins (System Requirements Model) : celui-ci est utilisé dès les
premières phases du processus de développement relatives à la collecte des besoins
du système à concevoir. Il permet de décrire le domaine d’application. De plus, ce
modèle permet "d’agentifier" le système à développer c’est-à-dire de le décrire sous
forme d’agents, de rôles et de tâches ;
. modèle de société d’agent (Agent Society Model) : celui-ci regroupe la description de
trois concepts qui sont les ontologies, les rôles et les protocoles d’interaction. Il décrit
les interactions sociales ainsi que les dépendances entre les agents ;
. modèle d’implémentation d’agent (Agent Implementation Model) : celui-ci correspond
à une vue de l’architecture du système en termes de classes et de méthodes pour
décrire la structure et le comportement des agents. Ce modèle permet de définir les
constituants des agents : les ressources internes, les connaissances (attributs) et les
tâches ;
. modèle de code (Code Model) : celui-ci permet d’identifier le code réutilisable et le code
source pour le système à concevoir.
. modèle de déploiement (Deployment Model) : celui-ci permet de spécifier la
configuration du système. Ce modèle détaille le déploiement des agents ainsi que les
contraintes définies/identifiées pour leur migration et mobilité.
La modélisation d’un système avec PASSI est supportée par l’outil PTK (PASSI Toolkit)
[Chella et al., 2004]. PTK aide à la réalisation des modèles d’analyse et de conception. PASSI
est donc fondée sur une extension du langage UML et est complètement dissociée des
plates-formes d’implémentation. Ainsi, PASSI comprend cinq phases composées d’étapes
correspondant aux spécifications des cinq modèles présentés précédemment, et couvre
pratiquement la totalité des phases du cycle de développement.
1.3.3 Tropos
Tropos 6 est une méthode de développement orientée agent fondée sur les concepts
utilisés en ingénierie des besoins [Bresciani et al., 2004; Giorgini et al., 2004]. Tropos a
été conçu en se basant sur une approche orientée buts. Tropos utilise la notation i* pour
modéliser les systèmes. La notation i* est un langage de modélisation qui se focalise
sur l’ingénierie des besoins centrée sur les caractéristiques intentionnelles des agents [Yu
and Mylopoulos, 1994]. Il a été spécifiquement conçu pour représenter les acteurs, leurs
relations, leurs buts, leurs tâches, leurs états, les ressources, etc. et ainsi manipuler les
différents concepts du méta-modèle.
Le méta-modèle [Giorgini et al., 2005] défini par cette méthodologie met ainsi en
évidence le concept de but décrivant les besoins fonctionnels et non-fonctionnels. Il
englobe des concepts comme le but, la capacité, les acteurs, les plans, les ressources et les
dépendances sociales. Un acteur est un agent physique, social ou logiciel qui a des buts
dans le système. Une capacité se réfère aux compétences de l’acteur pour atteindre un but.
6. http://www.troposproject.org/
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La réalisation d’un but est effectuée par l’application d’un ou plusieurs plans réalisés par un
ou plusieurs acteurs. Les acteurs utilisent des ressources et lancent l’exécution d’un plan.
Le processus de développement de Tropos suit une approche incrémentale par
raffinement itératif. La démarche proposée se décompose en cinq phases :
. les besoins préliminaires permettent de fournir une description du domaine
d’application. Cette phase permet l’identification des principaux acteurs et de leurs
buts respectifs dans le système. A ce niveau les diagrammes d’acteurs et de buts sont
élaborés ;
. les besoins finals permettent d’élaborer une description du système dans son
environnement. Au cours de cette phase, les relations entre le système et son
environnement sont analysées ;
. la conception architecturale décrit l’architecture interne du système en termes de
sous-systèmes interconnectés par des flots de données et de contrôle. Ces sous-
systèmes sont représentés comme des acteurs et les interconnexions comme des
dépendances entre acteurs.
. la conception détaillée définit chaque composant architectural en termes d’entrées,
de sorties, de contrôle, etc. Cette phase permet de définir de manière précise les
comportements des agents et leurs interactions.
. l’implémentation permet la génération du code des agents dont l’architecture est de
type BDI (Belief-Decision-Intentions).
Durant toutes ces phases, la méthode est assistée par plusieurs outils [Morandini et al., 2008],
parmi eux, on peut citer T-Tool (Formal Tropos tool) [R. Kazhamiakin and Roveri, 2003] qui
permet l’analyse et la validation des spécifications décrites durant les phases préliminaires
de collecte des besoins ; GR-Tool (Goal Reasoning tool) [Giorgini et al., 2004] qui est un outil
de conception graphique permettant de spécifier les diagrammes de buts et exécuter les
algorithmes qui leur correspondent ; Si*-Tool (Secure Tropos Tool) [Giorgini et al., 2004] qui
est un éditeur graphique qui permet de spécifier des diagrammes de sécurité ; et TAOM4E
[Perini and Susi, 2005] qui est un outil d’aide à la méthode Tropos et permet la génération
de code pour JADEX [Pokahr et al., 2003].
Applicable dans des contextes variés, Tropos est une méthode qui offre une manière
flexible de développer des systèmes multi-agents. De plus, celle-ci couvre la totalité du cycle
de développement et se base sur une notation formelle (Formal Tropos) qui lui permet de
vérifier et valider ses modèles. Tropos est ainsi très propice au développement de systèmes
qui s’appuient sur les exigences difficiles à identifier.
1.3.4 INGENIAS
INGENIAS [Giorgini et al., 2005] a été conçue à partir de travaux antérieurs. En effet,
INGENIAS s’inscrit dans la continuité de la méthodologie MESSAGE qui a appliqué les
techniques de méta-modélisation dans le domaine des systèmes multi-agents. La méthode
a pour objectif de supporter le développement de systèmes multi-agents en divisant le
problème en plusieurs aspects plus concrets qui forment les différentes vues du système.
INGENIAS offre à la fois une méthodologie et un outil de développement complet et
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extensible : IDK (Ingenias Development Kit 7). Ce kit est un ensemble ouvert d’outils fondés
sur les méta-modèles d’INGENIAS.
INGENIAS est fondée sur la définition de méta-modèles décrivant les différentes
perspectives (ou vues) d’un système multi-agent ainsi que leurs relations. Ces méta-modèles
permettent aux concepteurs de définir itérativement l’architecture et les fonctionnalités
du système multi-agent, en mettant l’accent sur les différentes vues au cours du
développement. Les cinq perspectives exploitées sont :
. la perspective Agent qui décrit l’agent comme étant une entité autonome faisant partie
d’un groupe et présente les aspects spécifiques à l’agent : état mental, responsabilité et
capacité. L’état mental d’un agent est constitué d’entités mentales telles que les buts,
les croyances, les faits et les compromis qui permettent de définir le contrôle de l’agent.
En outre, un agent est responsable de l’exécution de certaines tâches qui produisent et
consomment des entités mentales. L’agent peut initier ou collaborer à une interaction.
. la perspective Organisation qui représente l’architecture du système. L’organisation
structurelle est fondée sur le modèle AGR (Agent Groupe Role) [Ferber and Gutknecht,
1998] qui stipule qu’il y a des relations structurelles qui ne peuvent pas être restreintes
à des hiérarchies entre rôles. Tout comme l’agent, l’organisation est considérée
comme une entité autonome poursuivant un but. Des workflows, représentant les
relations entre tâches, ressources et rôles par le biais de responsabilités, expriment
les fonctionnalités de l’organisation.
. la perspective Environnement qui décrit les ressources, les applications et les agents
existants dans l’environnement. Les applications sont considérées comme des sortes
d’objets représentant tout ce qui n’est ni ressource ni agent.
. la perspective Buts/Tâches qui décompose des tâches et justifie celles-ci au travers de
leur implication ou non dans la satisfaction d’un but. Les tâches pouvant être liées au
maintien de l’état mental, elles utilisent les ressources nécessaires pour leur exécution.
Une tâche consomme, produit des faits ou satisfait un but poursuivi par l’agent qui les
réalise.
. la perspective Interaction qui décrit les interactions entre agents, ainsi qu’entre agents
et éléments de l’environnement. Une interaction est liée aux buts d’une organisation
et est réalisée par une tâche reliée à l’agent ou au rôle. Elle peut ainsi affecter l’état
mental des agents.
Ce méta-modèle donne une vue globale des concepts associés à INGENIAS. Chaque
perspective est décrite par son propre méta-modèle et ensuite utilisée pour générer le
modèle correspondant. On souligne néanmoins que la génération de modèles n’est pas une
opération triviale étant données les nombreuses dépendances existant entre les perspectives.
INGENIAS structure son développement comme le cycle de développement standard :
le Processus Unifié (Unified Process). En effet, la méthode couvre les phases d’analyse,
de conception, de codage et d’implémentation. Cependant ce processus est raffiné
dans la phase d’analyse et de conception [Pavòn, 2006]. Ainsi, INGENIAS promeut un
développement dirigé par modèles, dont l’implémentation est dérivée automatiquement
par des transformations.
7. http://ingenias.sourceforge.net/
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La méthode INGENIAS considère les SMA de cinq points de vue complémentaires :
organisation, agent, buts, interactions et environnement. Un de ses principaux avantages
est de fournir des notations standards et des outils prêts à l’emploi. La disponibilité des
outils IDK facilite la réutilisation de l’expérience dans l’implémentation.
1.3.5 Discussion
L’étude des différents méta-modèles et processus présentés dans cette section fait
ressortir plusieurs constats que nous allons exposer dans ce qui suit.
Les différents méta-modèles prennent en compte des concepts différents, nous
permettant ainsi de modéliser différentes propriétés d’un système (par exemple, les
aspects organisationnels, de communication et de protocoles). Ceci implique des différences
sémantiques et structurelles des méta-modèles. Cela ne serait pas un inconvénient si les
méthodes couvraient un processus de développement complet ou étaient adaptées à tous
les types de problèmes. Par exemple, nous remarquons que la phase de maintenance est
manquante dans ces méthodes. Ainsi, l’exécution du système et son évolution ne sont pas
contrôlés. Par ailleurs, il est vrai que les méta-modèles partagent un ensemble comparable
de concepts, néanmoins, ils sont souvent utilisés d’une manière différente par les diverses
méthodes. Par exemple le concept d’agent est commun à toutes ces méthodes mais un
agent de PASSI n’est pas équivalent à un agent d’ADELFE. En effet, l’un est une entité
pouvant jouer plusieurs rôles alors que l’autre est caractérisé par une attitude coopérative.
La définition des concepts est donc relative à un méta-modèle particulier.
Le processus de chacune des méthodes est spécifique à celle-ci. Un processus se
compose d’activités, de produits résultant de ces activités, de décisions qui engendrent
le traitement des activités et des produits. Bien que les processus possèdent des activités
communes, certaines activités sont très spécifiques. Par exemple, chaque méthode a une
activité correspondant à la définition des besoins mais seule la méthode ADELFE a une
activité visant à détecter les situations non coopératives qui sont propres au mode de
fonctionnement des agents.
Chacune des méthodes est fondée sur un cycle de développement (cascades, itératifs, en
V, en spirales) et suit une approche de développement (descendante (top-down), ascendante
(bottom-up), ou évolutive (middle-out)). Concernant les notations, aucune n’est universelle.
Seules les méthodes proposant plusieurs types de notations ou langages, sont polyvalentes,
comme Tropos.
Chaque méthode possède ses spécificités en termes d’architecture, de formalisme ou
de modèles. Cependant, il est possible de combiner leurs spécificités pour répondre à de
nouveaux besoins sans repartir de zéro. L’ingénierie des méthodes situationnelles tente
de répondre à ce problème. La section suivante présente donc l’ingénierie des méthodes
situationnelles et la notion de fragments qui en découle.
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1.4 Ingénierie des fragments
La communauté de recherche en ingénierie des méthodes situationnelles a proposé
plusieurs approches pour faire face à des notions relatives aux méthodes sur mesure.
Historiquement, la première était celle des fragments de méthode [Harmsen et al., 1994;
Brinkkemper, 1996]. L’approche par "chunk" de méthode [Ralyté and Rolland, 2001b] ajoute
une notion intentionnelle dans les composants pour permettre de les retrouver en les
comparant avec les besoins du projet. Les composants OPF (OPEN Process Framework 8) sont
générés par l’approche OPEN en utilisant un méta-modèle. Enfin, une seule approche prend
en compte le concept de configuration, il s’agit de l’approche par composant de méthode
[Karlsson and Ågerfalk, 2004].
Cette section débute par une présentation générale de l’ingénierie des méthodes
situationnelles. Elle introduit ensuite les différents fragments : le fragment de méthode, le
chunk, le fragment OPF et enfin le composant de méthode.
1.4.1 Ingénierie des méthodes situationnelles
L’ingénierie des méthodes a émergé comme une composante importante de l’ingénierie
logicielle. C’est une discipline de l’ingénierie qui conçoit, construit et adapte les méthodes,
techniques et outils nécessaires pour le développement des systèmes logiciels [Bergenti
et al., 2004; Rossi et al., 2000]. Cette discipline est comparée à une approche ad-hoc c’est-
à-dire que la méthode est adaptée au problème ou est inventée en fonction de l’objectif
attendu, et non fondée sur une méthode existante. L’ingénierie des méthodes appliquée à
une situation particulière est appelée l’ingénierie des méthodes situationnelles (ou SME 9).
L’ingénierie des méthodes situationnelles, proposée par Kumar et Welke en 1992, est
"la discipline visant à construire et à adapter une méthode de développement et les outils
associés à chacun des projets spécifiques auxquels elle est appliquée" [Kumar and Welke,
1992]. Ils s’inspirent de la déclaration que toutes les méthodes ne sont pas équivalentes selon
le domaine d’application [Hofstede and Verhoef, 1997]. L’objectif principal de l’ingénierie
des méthodes situationnelles est l’adaptation des méthodes de conception à un contexte de
projet particulier (type de problème, évaluation de concepteurs, etc.). Ceci est donc fondé
sur l’hypothèse que la "situation" est l’information guidant vers l’approche de conception la
plus adaptée.
Les avantages des méthodes situationnelles sont leur grande adaptabilité et flexibilité
aux contraintes et spécificités des différents projets et organisations. La construction des
méthodes à la volée augmente leur adaptation au contexte. En outre, plusieurs approches
sont proposées mettant ainsi en avant la flexibilité du domaine. Parmi elles, la conception
modulaire de méthodes est considérée comme celle offrant le plus haut degré de flexibilité.
Dans cette approche, les méthodes actuelles sont analysées afin de les scinder en morceaux
appelés fragments de méthodes [Hamsen, 1997]. Cette approche fournit des moyens pour
construire de manière ad-hoc des processus plus efficaces et adaptés à la situation rencontrée.
8. http://www.opfro.org/
9. Situational Method Engineering
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De plus, l’usage des fragments favorise la réutilisation des connaissances et des bonnes
pratiques définies et éprouvées dans d’autres méthodes.
Sur la base de l’analyse de la littérature en la matière, [Ralyté et al., 2004] proposent une
classification des approches d’ingénierie des méthodes situationnelles en quatre catégories
(figure 1.3).
FIGURE 1.3 — Typologie des approches d’ingénierie des méthodes situationnelles
Les approches Ad-Hoc correspondent à la construction d’une méthode à partir de rien
et de manière intuitive. Une des raisons qui pourrait y mener serait l’apparition d’un
nouveau domaine d’applications ou encore la construction d’une méthode fondée sur la
capitalisation d’expérience. Les approches Par évolution utilisent un modèle ou méta-modèle
comme base d’évolution pour aboutir au modèle souhaité par abstraction, instanciation
ou adaptation. Les approches Par extension visent à enrichir une méthode existante par de
nouveaux concepts et propriétés. Enfin, les approches Par composition consistent à définir
les besoins méthodologiques pour une situation en cours, à sélectionner les composants de
méthodes satisfaisant ces besoins et à assembler les composants sélectionnés. On distingue
deux types d’assemblage : par association et par intégration.
1.4.2 Fragment de méthode
Un fragment de méthode est une pièce de processus de développement. Selon
Brinkkemper [Brinkkemper, 1996; Brinkkemper et al., 1999], une méthode pouvant être
vue comme un graphe de produits logiciels, deux genres de fragments de méthode sont
distingués : les fragments de produit et les fragments de processus (cf. figure 1.4). Un fragment de
produit concerne la structure du produit représentant un livrable, un diagramme, etc. alors
qu’un fragment de processus représente des activités ou tâches à effectuer pour produire
un fragment de produit. Chacun des fragments de méthode est décrit par un méta-modèle.
Afin de les représenter facilement, le méta-modèle utilisé est un diagramme entité-relation-
attribut utilisant les termes concept, association et propriété. Qui plus est, les fragments de
méthode sont stockés dans une base puis assemblés selon un ensemble de règles spécifiques.
L’approche proposée de méta-modélisation de fragments [Brinkkemper et al., 1998] est
fondée sur trois dimensions : perspective, niveau d’abstraction et granularité. La dimension
perspective fournit une vue du processus (phases, activités, tâches) ou les principales
caractéristiques du produit. La dimension représentant le niveau d’abstraction comprend
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FIGURE 1.4 — Structure d’un fragment de méthode [Brinkkemper et al., 1998]
trois niveaux : (i) un niveau conceptuel qui correspond à la description d’une phase ou
d’un diagramme par exemple ; (ii) un niveau technique qui représente la partie exécutable
du fragment soit, par exemple, la spécification de l’implémentation, les outils et les dépôts
contenant les fragments ; (iii) un niveau externe qui offre de multiples vues à partir des
différents rôles (analyste, programmeur, etc.). Enfin, la dimension granularité détermine la
taille du fragment de méthode pouvant être par exemple de l’ordre de l’activité ou du
diagramme. Par ailleurs, plusieurs caractéristiques de projet peuvent être associées à un
fragment de méthode pour faciliter la sélection de celui-ci dans une base de fragments.
1.4.3 Chunk
La portion de méthode appelée le chunk [Ralyté and Rolland, 2001b; Ralyté, 2004]
intègre les deux aspects du fragment de méthode, le produit et le processus. Ces deux parties
sont encapsulées dans un conteneur abstrait appelé corps. Un chunk est défini comme
un composant cohérent et autonome du processus, supportant la réalisation de quelques
activités spécifiques.
FIGURE 1.5 — Structure d’un chunk [Mirbel and Ralyté, 2006]
La représentation d’un chunk (cf. figure 1.5) est l’élément qui inclut la connaissance de
la méthode pour guider l’ingénieur dans la réalisation d’une intention dans une situation
donnée [Ralyté and Rolland, 2001a]. Ainsi, un chunk ne comprend pas seulement un corps
mais aussi une interface. Elle résume le contexte d’application du chunk au travers d’un
couple "Situation, Intention". La partie Intention explique le but que le chunk permet de
satisfaire alors que la partie Situation représente le contexte dans lequel le but s’applique.
Le corps du chunk fournit donc une description détaillée du travail à réaliser pour la
construction du produit associé alors que son interface définit les conditions de son
applicabilité en termes de produits requis en entrée (pré-conditions) et de ce qu’il fournit
(post-conditions). De plus, chaque chunk possède un descripteur qui contient les conditions
de réutilisation du chunk. Le descripteur est utilisé lors de la sélection et de l’extraction
d’un chunk. Les chunks sont stockés dans un dépôt à deux niveaux : la connaissance qui
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correspond au corps et à l’interface du chunk et la méta-connaissance qui contient un
ensemble de critères aidant à caractériser les situations pour lesquelles le chunk est adapté
[Mirbel and Ralyté, 2006].
1.4.4 Composant OPEN Process Framework
OPEN Process Framework (OPF) [Firesmith and Henderson-Sellers, 2002] se compose d’un
méta-modèle à partir duquel un grand nombre de fragments de méthode sont générés et
stockés dans un dépôt avec un ensemble de règles de construction qui est utilisé pour
concevoir de nouvelles méthodes. Un composant OPF est alors une instance de l’une des
méta-classes suivantes : Palier, Unité de travail, Produit de travail, Producteur et Langage.
Une unité de travail est définie comme un composant OPF modélisant une opération
applicable par un producteur. Une unité de travail est également constituée d’un ensemble
d’activités ou de tâches. Les producteurs sont responsables des produits de travail durant
l’application d’un composant de type unité de travail. Ils créent, maintiennent, évaluent
un ou plusieurs produits. Dans OPF, les producteurs sont des organisations, des équipes,
des personnes, des outils et des rôles. Les produits sont le résultat du processus de
développement tels qu’un document ou un diagramme. Leur modélisation est assurée par
les langages. Les services, quant à eux, sont des opérations cohérentes exécutées par les
producteurs pendant le processus de développement. Ils sont organisés temporellement en
paliers garantissant une cohérence temporelle et de performance dans l’application d’une
méthode.
FIGURE 1.6 — Structure d’un composant OPF
Selon D. Firesmith et B. Henderson-Sellers, les composants OPF de différents types
ont besoin d’être assemblés dans le but de fournir les caractéristiques d’un processus
[Henderson-Sellers et al., 2004].
1.4.5 Composant de méthode
Un composant de méthode est défini comme une partie indépendante d’une méthode
exprimant la transformation d’un ou plusieurs artefacts dans un artefact défini et le
raisonnement pour une telle transformation [Wistrand and Karlsson, 2004; Ågerfalk et al.,
2007]. Un composant de méthode est donc constitué de deux parties : son contenu et le
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raisonnement exprimant pourquoi le contenu est conçu comme il est. Le contenu d’un
composant de méthode est un ensemble d’éléments de méthode [Karlsson, 2005] : un
élément de méthode est une partie d’une méthode qui montre l’état d’un composant ou
facilite la transformation d’un état défini à un autre. Ce dernier concept englobe tous les
éléments constituant une méthode (cf. figure 1.7) : notations, concepts, artefacts, actions et
acteurs.
FIGURE 1.7 — Structure d’un composant de méthode [Karlsson and Ågerfalk, 2004]
Une action est définie comme un processus regroupant un ensemble de tâches à réaliser.
Les artefacts, quant à eux, sont les entrées (pré-conditions) et les résultats (post-conditions)
des actions. Tous deux, décrits à l’aide de modèles, sont reliés à un concept d’acteur
qui exécute les actions pour produire les artefacts. Les concepts sont définis comme les
constituants du paradigme utilisé pour la représentation des actions et des artefacts et les
notations sont des éléments de modélisation représentant des concepts d’un paradigme
pour la création de modèles. Enfin, à chaque composant de méthode est rattaché un but
qui facilite sa réutilisation.
Par ailleurs, l’approche de [Guzelian et al., 2004; Deneckere et al., 2008] a développé
un autre type de composant de méthode fondé sur la notion de service et de composition
de services. L’approche par extension guide l’utilisateur en lui proposant des patrons
d’extension pouvant s’appliquer dans plusieurs situations et en argumentant sur leur choix.
1.5 Conclusion
Pour situer le contexte dans lequel se déroule ce travail de thèse, ce chapitre a d’abord
défini la notion d’ingénierie du logiciel. Il montre que le domaine de l’ingénierie du logiciel
est une discipline vaste qui traite de la production de logiciels et par conséquent des
processus, des méthodes, des techniques, des modèles et des outils associés. Cette discipline
vise à guider le processus de développement logiciel tout en étant fiable et axée sur la
qualité.
Ensuite, ce chapitre a défini les concepts principaux liés au domaine des systèmes multi-
agents qui s’avèrent être une technologie potentiellement génératrice d’une solution au
problème posé ici.
La complexité des systèmes à développer et la diversité croissante des domaines
d’application rendent incontournable l’usage d’une méthode. En effet, une méthode peut
être assimilée à un guide pour le développement d’un système. Ce guide apporte (a) un
ensemble de modèles qui sont des représentations du produit selon différentes perspectives
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et à différents niveaux d’abstraction et (b) une ou plusieurs façons de procéder pour aboutir
à un produit de qualité. Cette diversité est illustrée dans la partie 1.3.
Enfin, ce chapitre a introduit le domaine de l’ingénierie des méthodes comme une
réponse au besoin de méthodes adaptées aux situations spécifiques des projets de
développement. De plus, la partie 1.4 présente la représentation modulaire des méthodes
qui est un pré-requis de la production de portions de méthodes réutilisables. Cependant,
aucun consensus n’a été défini et accepté dans le domaine de l’ingénierie des méthodes.
Pour palier ce manque, un groupe de travail de la FIPA 10 a proposé une manière de
documenter un processus et de le fragmenter. Afin d’avoir un cadre formel pour la définition
des fragments, ainsi que dans un souci d’homogénéisation, nous avons choisi d’utiliser le
modèle de fragment défini par FIPA. Ce modèle est une extension du fragment de méthode
(cf. § 1.4.2) qui permet l’apport d’une large communauté sans imposer aucune forme de
discrimination pour ce qui est "conforme" et ce qui ne l’est pas [Cossentino et al., 2007].
L’émergence perpétuelle de nouveaux domaines d’application renforce l’idée de
méthodes adaptées. Bien entendu, des solutions de construction et d’adaptation de
méthodes à partir de fragments de méthodes ont déjà été envisagées. Le chapitre suivant
a pour objet d’étudier et de comparer ces solutions pour déterminer leur adéquation et leurs
limites pour la composition automatique de fragments telle qu’elle est envisagée dans ce
travail.
10. Design Process Documentation and Fragmentation (DPDF WG) : http://www.fipa.org/subgroups/
DPDF-WG.html
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2État de l’art : la composition de fragments
Ce chapitre a pour objet de dresser un panorama des approches permettant la
composition de fragments de méthode. Ces techniques utilisent des fragments, chunks,
composants ou services. Elles offrent une vue d’ensemble des différentes compositions
existantes que nous avons étudiées. Pour chacune des approches, ses avantages et ses limites
sont détaillées. Aucune de ces approches ne propose une automatisation de la composition,
nous avons donc également étudié cette problématique appliquée à des domaines voisins.
Le problème de la composition automatique est alors présenté selon le domaine des
Web services puis des applications ambiantes. D’une part, le choix des Web services est
lié aux propriétés et aux défis du problème de composition. Les Web services sont des
composants logiciels distribués, actifs et modulaires qui peuvent être annoncés, découverts
et invoqués sur Internet. En outre, dans le domaine des Web services, les informations
peuvent être interprétées par des machines, et non pas seulement par des humains [Berners-
Lee et al., 2001]. Ceci pose le problème de l’hétérogénéité des informations représentées sur
le Web. Pour y répondre, une représentation et un échange de l’information sont proposés
de manière à faciliter son traitement automatique. D’autre part, le choix des applications
ambiantes est lié à leur faculté d’adaptation pour satisfaire au mieux les besoins et les
préférences de leurs utilisateurs. Un système domotique doit par exemple, être en mesure
de gérer la variabilité et les changements des contextes.
A priori, les "goûts et les couleurs" sont subjectifs. Dans le cadre de la composition de
fragments, les méthodes sont construites dans le cadre de la subjectivité d’un public cible.
Une évaluation est donc nécessaire pendant la composition mais également après. C’est la
raison pour laquelle, la dernière partie de cet état de l’art est spécifiquement consacrée aux
différentes techniques d’évaluations de méthodes.
2.1 Approches de composition
Actuellement, aucune méthode ou processus existant n’est adapté à tout type de
problèmes. C’est pourquoi dans le domaine de l’ingénierie des méthodes situationnelles,
un moyen de construire un processus logiciel est fourni.
Cette section commence par présenter la démarche générique pour la conception de
nouvelles méthodes à partir de fragments de méthodes existantes. Ensuite, les approches
PRoDe et MEnSA utilisant toutes deux des fragments de méthodes sont analysées. Ces
approches fondent leur composition sur le méta-modèle. OPEN Process Framework et
l’atelier Medee, tous deux normalisant la terminologie de base et les concepts communs
aux méthodes sont ensuite exposés. Enfin, une approche assemblant des chunks selon
les spécifications d’un projet et une approche intégrant des services sont présentés pour,
respectivement, la prise en compte du contexte et la prise en compte des éventuelles
redondances.
2.1.1 Démarche Générique
Actuellement, chacune des méthodes conçues dans la communauté AOSE (Agent-
Oriented Software Engineering) est composée d’un méta-modèle, d’une notation et d’un
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processus. Comme dit précédemment, il n’existe pas encore de méthode unique [Bernon
et al., 2004]. Les méthodes doivent alors être adaptées aux caractéristiques du domaine
pour lequel le produit logiciel est conçu. Jusqu’à présent, principalement deux manières
sont utilisées pour adapter une méthode : personnaliser une méthode existante ou créer
une nouvelle méthode adaptée en combinant des fragments en fonction des exigences de
l’utilisateur. La création d’une nouvelle méthode fait apparaître les exigences suivantes :
. la transformation des méthodes existantes sous forme de fragments : chaque approche
propose plusieurs types de fragments qu’elle classifie selon différentes typologies ;
. le stockage de ces fragments dans une base de données de méthodes ;
. le guidage dans la sélection et l’assemblage des fragments : cette problématique tente
de répondre aux besoins du projet en cours en obtenant une méthode adaptée à la
situation.
La figure 2.1 montre l’approche générique pour la conception de méthode basée sur
les fragments. Le processus commence par la définition d’instructions permettant la
construction de fragments. Ceci mène à la fragmentation des méthodes existantes.
L’ensemble des fragments conçus est ensuite stocké dans un dépôt de fragments. Une fois
que le dépôt contient suffisamment de fragments, la construction d’une nouvelle méthode
est alors possible.
FIGURE 2.1 — Approche générale d’assemblage de fragments
Concernant cette dernière étape de construction de méthode, [Gupta and Prakash, 2001]
proposent 3 phases : l’analyse des exigences de la méthode, la conception de la méthode et
la construction de la méthode. Adaptées à la construction de méthode à partir de fragments,
ces phases deviennent : l’analyse des exigences, la sélection des fragments et l’assemblage
de fragments. La première phase vise à spécifier les exigences de la méthode, c’est-à-dire
détailler ce que doit faire la méthode en termes de produit ou de processus. La deuxième
phase correspond à la sélection de fragments stockés dans un dépôt, en fonction des besoins
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préalablement définis. Enfin, la dernière phase consiste à assembler les fragments qui
forment le nouveau processus, à valider celui-ci et à l’évaluer.
Les travaux présentés par la suite s’intéressent uniquement aux dernières phases de
l’approche générique présentée ici, soit la sélection et la composition. Que ce soit la
composition de fragments ou de services, les approches sont comparées selon les points
suivants :
. éléments composés : correspondent au type d’éléments composables dans chacune
des approches : des fragments de méthodes (c.f. section 1.4), des chunks, des fragments
OPF, des composants ou des services. Chaque élément d’un type particulier est défini
selon une structure spécifique et ceci influe sur la composition ;
. granularité : correspond aux différentes tailles qu’un élément composable peut avoir.
Il est intéressant de montrer les différentes tailles manipulées et l’influence que cela a
sur la composition ;
. support : correspond aux critères sur lesquels se fonde la composition d’éléments.
Par exemple, certaines approches se basent sur les éléments de méta-modèle requis et
fournis par chaque fragment pour les composer, alors que d’autres se basent sur leurs
interfaces requises et fournies ;
. rôles : correspondent aux personnes qui interviennent dans la sélection et la
composition des éléments ;
. sélection : correspond à la manière dont sont sélectionnés les éléments ;
. composition : correspond à la manière dont sont composés les éléments :
manuellement, semi-automatiquement ou automatiquement ;
. adaptation au contexte détermine si l’approche prend en compte un profil utilisateur
et s’adapte à ce contexte ;
. adaptation en cours d’utilisation détermine si l’approche s’adapte à la situation
courante ;
. terminologie : correspond au moyen employé pour palier le problème de terminologie
entre les éléments ;
. redondance : souvent liée à la granularité des éléments, la redondance est traitée soit
par ajustement (réduction d’un élément) soit par intégration (association de deux
éléments en un) des éléments. Elle explicite donc un moyen mis en œuvre pour
résoudre les problèmes de redondance entre les éléments.
Dans les parties suivantes, les principales approches de composition sont présentées et une
synthèse analyse les points forts et faibles de chacune des approches.
2.1.2 PRoDe : A Process for the Design of Design Processes
PRoDe [Seidita et al., 2010] est une approche qui utilise le méta-modèle du SMA
pour la sélection et l’assemblage des fragments. L’objectif de cette approche est de guider
et d’aider l’ingénieur processus à combiner des fragments en analysant quels sont les
besoins en termes d’éléments de méta-modèle. Le processus de construction d’une méthode
avec PRoDe est découpé en trois phases : analyse, conception et déploiement. Celui-ci
est représenté sur la figure 2.2. Il commence par la phase d’analyse qui correspond à la
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définition des besoins fondamentaux du problème à résoudre, à la définition du cycle de
vie du processus souhaité et à l’identification des éléments du méta-modèle satisfaisant
les besoins initialement énoncés. Composé des éléments précédemment identifiés, un
méta-modèle dit initial est alors conçu. Ensuite, la phase de conception sélectionne et
extrait les fragments qui constitueront le futur processus. Cette phase commence par une
priorisation des éléments du méta-modèle basée sur le nombre de relations qu’un élément
a avec les autres éléments. Les éléments qui ont le moins de liaisons avec les autres sont
prioritaires. Cette activité définit l’ordre dans lequel les éléments du méta-modèle doivent
être instanciés. Cet ordre permet de récupérer des fragments qui sont moins dépendants des
autres et ainsi guider la sélection des fragments ou la création d’un nouveau fragment qui
correspond à l’activité suivante. La sélection des fragments se fait en fonction des éléments
de méta-modèle requis et fournis. Dans le cas d’une création d’un nouveau fragment, celui-
ci est créé pour instancier l’élément de méta-modèle en cours. Ce fragment a la particularité
de produire cet élément. Il est créé manuellement d’après le savoir-faire de l’ingénieur
méthode. Ensuite, les fragments sélectionnés et créés sont assemblés manuellement en
utilisant l’expérience et les compétences du concepteur. Ces étapes sont répétées jusqu’à
ce que le processus soit validé, c’est-à-dire jusqu’à ce que tous les éléments composant le
méta-modèle soient fournis par un fragment. Enfin, la phase de déploiement correspond à
l’analyse du processus construit menant éventuellement à un raffinement du méta-modèle
et du processus. Celui-ci est ensuite évalué, si nécessaire analysé une fois supplémentaire. Il
peut donc être déployé pour une application.
FIGURE 2.2 — Processus de construction de méthode de PRoDe
Dans cette approche, l’assemblage de fragments est clairement séparé de l’utilisation
du processus qui en résulte. Au moment de la conception, le processus ne s’adapte
donc pas en fonction des caractéristiques du projet comme le manque ou la survenance
soudaine de ressources par exemple. En outre, PRoDe est basée sur deux hypothèses : (i)
l’ingénieur méthode a la capacité de trouver les fragments nécessaires dans le dépôt ; (ii)
les fragments sont naturellement composables malgré la redondance ou la compatibilité
sémantique. Par ailleurs, l’ingénieur méthode est le principal utilisateur de cette approche,
alors que l’ingénieur logiciel est le responsable de la plupart des besoins. Les connaissances
et les préférences de l’ingénieur logiciel sont par conséquent soumises à l’interprétation
de l’ingénieur méthode. Cette approche propose donc l’élaboration d’un processus de
méthodes basé sur le méta-modèle. La composition des fragments étant manuelle,
l’ingénieur méthode fait donc face lui-même aux problèmes de terminologie. Qui plus est
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la redondance d’activités liée à la granularité des fragments est évitée par l’élaboration de
nouveaux fragments sur le tas. Cette approche requiert donc une grande connaissance des
méthodes et des fragments qui composent le dépôt.
2.1.3 Projet MEnSA : Methodologies for the Engineering of complex software
Systems : Agent-based approach
Le projet MEnSA 1 a pour objectif la création de méthodes orientées agent qui supportent
le développement de systèmes complexes [Puviani et al., 2010]. Le modèle utilisé pour
construire une méthode est un modèle itératif-incrémental. Il réutilise des portions de
processus existants pour construire un processus ad-hoc.
Les besoins du nouveau processus sont liés aux fragments qui vont être choisis. La
composition des fragments est basée sur l’approche PRoDe. Celle-ci adopte le méta-
modèle comme l’élément central utilisé pour sélectionner et assembler les fragments, et un
algorithme pour établir l’ordre d’instanciation des éléments du méta-modèle. L’algorithme
utilisé rend la méthode reproductible et réutilisable. Les deux approches se différencient lors
de la phase d’analyse. En effet, dans cette phase du projet MEnSA, les besoins sont utilisés
pour choisir les fragments et les fragments sont utilisés pour contribuer à la définition du
méta-modèle.
Le processus de composition du projet (figure 2.3) commence par la collecte des besoins.
Ensuite, les fragments contribuant à la satisfaction des besoins sont sélectionnés, chacun
définissant ainsi une portion du méta-modèle initial. Celui-ci est ensuite raffiné et les
fragments éventuellement modifiés. Enfin, l’ingénieur méthode définit le cycle de vie,
assemble les fragments et les adapte pour résoudre les problèmes d’incompatibilité.
FIGURE 2.3 — Processus de construction de méthodes du projet MEnSA
Le projet MEnSA permet la création d’une méthode adaptée aux besoins de l’utilisateur
en réutilisant des fragments de méthodes existantes. Dans cette approche, la faible
granularité des fragments et l’approche basée sur le méta-modèle permettent de concevoir
un processus complet. Pour ce faire, l’ingénieur méthode répète plusieurs fois l’action de
sélectionner un fragment et de les composer afin d’obtenir un méta-modèle lissé, c’est-à-
dire un méta-modèle où tous les éléments sont utilisés (fournis ou requis par un fragment).
La composition et la sélection des fragments restent opérées manuellement, ce qui impose
une connaissance globale des méthodes.
1. projet MEnSA : http://apice.unibo.it/xwiki/bin/view/MEnSA/
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2.1.4 OPF : OPEN Process Framework
OPEN (Object-oriented Process, Environment, and Notation) est une approche
méthodologique axée processus. Initialement prévue pour le paradigme orienté-objet,
cette approche a été étendue afin de gérer le développement de méthodes orientées agent
[Henderson-sellers, 2005]. OPEN est défini comme un framework appelé OPF (OPEN
Process Framework). OPF permet de construire des méthodes de développement basées
sur des composants de méthode réutilisables [Henderson-Sellers et al., 2007]. OPF se
compose principalement de trois éléments : un méta-modèle, un dépôt de composants
prédéfinis conçus pour être assemblés et un ensemble de règles de construction (pour
choisir les composants de processus), de façonnage (pour changer les détails à l’intérieur
des composants sélectionnés) et d’extension (pour augmenter les librairies existantes ou
pour étendre le méta-modèle). Dans le dépôt de composants, des méthodes orientées
agent sont effectivement présentes, parmi elles : Tropos et PASSI. Ces méthodes ont
été représentées en termes de composants de processus (terme utilisé par OPF et qu’on
a présenté comme composant OPF, c.f. 1.4.4) relatif à trois classes distinctes : produit,
producteur et processus axés composant. Les produits axés composants représentent ce
qui est produit, utilisé ou modifié au cours du processus de développement d’un système.
Par exemple, les diagrammes, les modèles organisationnels et le code exécutable sont des
produits axés composant.
FIGURE 2.4 — L’approche OPEN Process Framework
Les méthodes conçues répondent aux besoins d’efforts ou de producteurs spécifiques.
Pour produire une telle méthode, les tâches suivantes sont effectuées de manière itérative
et incrémentale. Les deux premières étapes consistent à caractériser les ressources et les
besoins requis. La troisième étape, la construction de méthode, débute par une sélection
de composants adaptés au problème faite manuellement par le concepteur de processus ;
ou une création d’une instance de composant à partir du méta-modèle. Les éléments
instanciés sont les composants prédéfinis stockés dans le dépôt. Ensuite, les composants
sélectionnés sont éventuellement ajustés par le concepteur de processus, par exemple, les
étapes inutilisées d’un composant sont alors supprimées de celui-ci. Cette étape se termine
par une intégration des composants, c’est-à-dire une composition manuelle menant à une
méthode. Le concepteur méthode assure la cohérence et la complétude de la méthode.
Les étapes suivantes correspondent à la documentation et aux tests de la méthode conçue.
Ensuite, l’habilitation de la méthode vise à assurer que la méthode a été utilisée. Enfin, la
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méthode est expertisée par ses utilisateurs puis par des experts avant d’être ajoutée dans la
base de OPF.
Cette approche est l’une des plus complètes. En effet, elle commence par la définition des
besoins jusqu’à l’ajout dans la base. De plus, elle contient une large librairie de composants
de processus (plus de 1100 entrées) standardisés et rigoureusement définis tout en offrant
de la flexibilité dans la manière de combiner les composants. Cependant, la sélection des
composants se fait manuellement par l’ingénieur processus ce qui implique une large
connaissance de l’ingénieur. De plus, il a la possibilité de modifier à sa guise les composants
qui lui sont proposés, anticipant ainsi toutes redondances entre les composants. Qui plus
est, la composition est également opérée manuellement et est basée principalement sur
l’expérience et les connaissances du concepteur. En outre, l’approche ne s’adapte pas au
profil de l’utilisateur et demande une itération quasi complète de l’approche si la situation
courante vient à changer.
2.1.5 Atelier Medee : Method framework for multiagent systems
L’atelier Medee est un environnement pour la configuration des méthodes
situationnelles adaptées aux caractéristiques de chaque projet SMA [Casare, 2012].
En effet, son objectif est de concevoir des méthodes adaptées au développement de SMA
centrées sur les organisations d’agents. Cette approche combine les avantages des méthodes
AOSE qui offrent un cycle de développement structuré et les modèles organisationnels
d’agents qui incluent les aspects non couverts par ces méthodes comme la structure par
exemple. Une nouvelle définition de fragments est alors proposée : "un fragment de méthode
est un bloc de construction standardisé basé sur une partie cohérente de l’approche de développement"
[Casare et al., 2010]. Les fragments sont composés d’une vue interne et externe. La vue
interne contient l’ensemble des éléments qui composent un fragment. La vue externe,
quant-à elle, représente les principaux éléments qui constituent l’interface d’un fragment :
nom, classification sémiotique (correspond à une caractérisation du fragment selon cinq
niveaux : social, pragmatique, sémantique, syntaxique, empirique), objectifs et produits.
Les fragments utilisés dans cette approche sont une portion standardisée et cohérente de
la méthode. La notion de fragment implique ici quatre niveaux de granularité (processus,
phase, activité, itération), des produits encapsulés et une catégorisation en utilisant une
taxonomie sémiotique. Les quatre niveaux de granularité offrent de la flexibilité pour
la composition de la méthode. L’encapsulation standardise la définition des fragments,
facilitant ainsi leur composition. Enfin la catégorisation fournit une manière constante et
claire pour l’identification des fragments.
Le modèle de composition de Medee permet de créer une méthode spécifique adaptée
à un projet (infrastructure, organisation, ...) en guidant l’ingénieur méthode. La première
étape consiste à caractériser la situation du projet selon quatre dimensions : les personnes,
le problème, le(s) produit(s), les ressources. Medee fournit une description du projet
décrivant les aspects à prendre en compte lors de la sélection des fragments. À partir de ces
caractéristiques du projet et de la description externe des fragments, l’ingénieur méthode
identifie un ensemble de fragments. L’analyse de la vue interne de ces fragments permet
de sélectionner les plus adaptés. L’ingénieur méthode doit ensuite les composer à la main.
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Deux approches s’offrent alors à lui : l’approche top-down qui consiste à identifier le point
de départ de la méthode et à ajouter les fragments au fur et à mesure, ou l’approche bottom-
up qui consiste à spécifier la structure de la méthode et à compléter avec les fragments
adéquats. Une nouvelle méthode est alors conçue et prête à l’utilisation.
Dans le cas où l’ingénieur méthode souhaiterait générer une méthode sans considérer la
situation courante mais simplement basée sur une hypothèse comme "évaluer ADELFE",
Medee propose une méthode composée de fragments issus généralement de la même
méthode, sans prendre en compte la situation.
FIGURE 2.5 — Processus de construction de méthode de l’approche Medee
Cette approche est donc basée sur la réutilisation et la recomposition de fragments de
méthodes déjà existants. Elle offre de la flexibilité en proposant deux approches pour les
combiner. De plus, les différents niveaux de granularité et l’encapsulation des fragments
permettent une standardisation des fragments, évitant ainsi les problèmes de terminologie
et de redondance lors de leur composition. Elle a pour avantage de s’adapter au contexte
en prenant en compte le projet et les personnes qui le réalisent. Néanmoins, Medee
est principalement basé sur la connaissance de l’ingénieur méthode et la sélection et la
composition des fragments sont faites manuellement.
2.1.6 Sélection de chunks par des techniques multicritères
L’approche [Kornyshova et al., 2009] propose une aide à la sélection de chunk par le
biais d’analyses multi-critères. Pour cela, une typologie de caractéristiques des projets est
définie afin d’identifier tous les aspects essentiels. Cette typologie offre une priorisation pour
aider l’ingénieur méthode dans le choix parmi des chunks similaires. Cette approche étend
le modèle de processus d’assemblage basique défini par [Ralyté and Rolland, 2001b] qui
propose une construction de méthodes par assemblage de composants de méthodes. Celui-
ci est basé sur un méta-modèle qui permet de créer des méthodes modulaires à l’aide de
chunck ayant une description situationnelle et intentionnelle. Chaque chunk est une partie
de processus réutilisable et stocké dans une base de méthodes.
Le processus d’assemblage basique, basé principalement sur la sélection et l’assemblage
de chunks, propose différentes manières de sélectionner des chunks qui correspondent
aux besoins (évaluation, décomposition, etc.) et un ensemble de stratégies pour les assembler
(association ou intégration). L’ingénieur méthode commence le processus par spécifier les
besoins de la méthode. Ces besoins aident ensuite l’ingénieur méthode à sélectionner des
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chunks. Cet ensemble est raffiné par le biais de stratégies : décomposition, raffinement et
agrégation. En outre, à chaque fois qu’un chunk est extrait, il peut être validé par la stratégie
d’évaluation en calculant son degré de compatibilité entre le chunk et les besoins. Lorsque
deux chunks sont validés, l’ingénieur méthode peut entamer manuellement l’assemblage
par intégration ou par association. La manière de combiner deux chunks est fonction d’une
mesure de similarité qui détermine s’ils sont redondants. Cette mesure est calculée en
fonction de la sémantique et de la structure des chunks, demandant ainsi une expertise
de l’ingénieur méthode. En outre, l’assemblage de chunks est basé soit sur l’identification
de concepts similaires qui peuvent être fusionnés dans le cas d’une intégration, soit sur les
intentions produites et requises par un chunk, ce qui exige une révision des terminologies
dans un cas comme dans l’autre. L’ingénieur méthode doit alors unifier les concepts ou les
transformer en fonction de ses connaissances.
L’extension proposée influence principalement la sélection des fragments, en effet, une
première phase de spécification du projet est ajoutée. Elle consiste à décrire le projet, et non
pas uniquement les besoins de la méthode, selon une typologie définie. L’ingénieur méthode
décrit le projet selon quatre dimensions : organisationnelle (importance, pression du temps,
manque de ressources, ...), humaine (expertise, nombre, ...), domaine d’application (type,
technologie, ...), stratégie de développement (système source, nombre d’objectifs, ...). Il met
en exergue les points critiques du projet qui influenceront la sélection d’un ensemble de
fragments. Dans le cas où les chunks sélectionnés sont homogènes, les caractéristiques
sont raffinées. La sélection des chunks dans ce cas se base sur deux mesures : le poids
attribué au chunk relatif aux préférences de l’ingénieur méthode et sa mesure de priorité
relative au nombre d’alternatives. Enfin, une étape de vérification avant l’assemblage assure
l’adéquation des chunks sélectionnés par cette technique.
FIGURE 2.6 — Processus d’assemblage de chunks
La spécification des besoins et la spécification des caractéristiques combinées offrent un
guidage complet pour la sélection de chunks. Toutes deux proposent une technique pour
aider l’ingénieur méthode dans cette tâche. Néanmoins, la spécification des caractéristiques
prend en compte une qualification plus complète du contexte qui sollicite de manière
conséquente l’ingénieur méthode et propose une priorisation pour le guider lors de la
sélection finale. De plus, ces approches assurent la gestion de la redondance et des
problèmes de terminologie lors de l’assemblage des chunks. Cependant, elles sollicitent les
connaissances de l’ingénieur méthode.
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2.1.7 Intégration de services de système d’information
Un Système d’Information (SI) est un ensemble organisé de ressources qui permet de
regrouper, de classifier, de traiter et de diffuser de l’information sur un environnement
donné. Il peut être vu comme un ensemble de composants autonomes liés, les Services de
Systèmes d’Information (SSI) [Arni-Bloch and Ralyté, 2008]. De la même manière qu’un
fragment se compose, un composant possède des activités et requiert un service pour en
fournir un à son tour. Alors que dans les approches présentées précédemment des fragments
sont combinés, dans ce cas, les SSI sont intégrés dans un autre pour en former un nouveau
combinant les deux. L’intégration d’un système d’information est évalué selon un point de
vue technique, informatif et métier. Elle ne se limite donc pas à l’échange de services mais
prend en compte les différents aspects.
Le processus d’intégration de SSI ne se limite pas à un simple ensemble d’activités
en raison de la multitude de situations d’intégration qui peuvent être rencontrées. Afin
de prendre en compte cette diversité, l’approche proposée se base sur les principes
d’assemblage de chunks. [Mirbel and Ralyté, 2006] proposent une notation et un méta-
modèle [Arni-Bloch and Ralyté, 2010] pour résoudre ce problème. Le méta-modèle
permet de décrire un SSI selon trois dimensions : l’espace statique qui représente la
structure des données (architecture, méthodes, classes) ; l’espace dynamique qui représente
le comportement des capacités du service (fonctionnalités du système, activités, états et
comportement) ; et l’espace de règles qui maintient la cohérence et la conformité pendant
l’exploitation du service (contraintes satisfaites par l’espace statique). Basée sur ce méta-
modèle, une méthode pour l’intégration des SSI a été définie. L’intégration de SSI consiste
principalement à résoudre les situations de redondance provenant des activités communes
aux différents services.
FIGURE 2.7 — Processus d’intégration de services de système d’informations
Le processus d’intégration (figure 2.7) se base sur les quatre objectifs suivants :
(1) identifier et caractériser les redondances, (2) adapter le service pour permettre son
intégration, (3) intégrer le service et (4) consolider. La première étape consiste à identifier
puis analyser les redondances à partir des spécifications de ces services, à identifier
les éléments à intégrer (par exemple les classes qui seront fusionnées) et à détecter les
éléments qui doivent être unifiés avant leur intégration. Ensuite, les services sont adaptés
soit par l’unification de la sémantique qui permet de relier les services, soit par une
transformation qui permet de passer d’un service à l’autre. La troisième étape consiste à
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sélectionner l’opérateur d’intégration approprié qui permet l’intégration du service. Enfin,
la spécification de la nouvelle situation a besoin d’être consolidée par de nouvelles règles ou
actions afin de garantir la cohérence et la conformité du SI.
Cette approche propose de se baser sur un méta-modèle qui exprime les connaissances
nécessaires à la composition de services, mais aussi pour l’intégration des services.
L’utilisation du méta-modèle permet d’éviter une fragmentation chaotique et les problèmes
d’interopérabilité. En outre, cette approche montre que la redondance est un point crucial
dans la construction de processus qui est cependant loin d’être traitée d’une manière
automatique. Comme l’identification des redondances semble exiger une grande expertise
humaine, elle doit être anticipée autant que possible. Une des possibilités est d’utiliser des
fragments à faible granularité. L’objectif du processus d’intégration est de raffiner le SSI afin
de le décrire en terme d’autres services.
2.1.8 Synthèse
Pour chacune des approches présentées dans cette section, la démarche pour composer
des éléments a été étudiée. Pour cela, le type d’éléments, sa granularité, son support
(critère à partir duquel deux éléments peuvent être composés) et la ou les personnes
impliquées dans la démarche sont listés. De plus, pour chacune des approches, la manière
de sélectionner et de composer des éléments, les facultés d’adaptation au contexte et
en cours d’exécution et les moyens employés pour palier le problème de terminologie
et de redondance entre les éléments composables sont précisés. La comparaison de ces
approches fait ressortir la diversité des techniques utilisées. Le tableau 2.1 synthétise les
caractéristiques de chacune des approches.
Le panel d’approches présentées montre la diversité des éléments composés existants. En
effet, en fonction de sa définition, un élément a une granularité plus ou moins grande et un
support lui permettant de se lier aux autres. Ces caractéristiques intrinsèques aux éléments
composés influent sur les deux principaux problèmes d’une composition : la redondance et
la terminologie. Liée à la granularité, la redondance est traitée manuellement dans toutes
les approches, soit par ajustement soit par intégration des éléments. Dans chacune des
approches, ce phénomène est traité manuellement par l’ingénieur. Parallèlement, liés au
support des éléments, les problèmes de terminologie rencontrés lors de la composition
sont soit traités manuellement par l’ingénieur, soit résolus à l’aide d’une transformation,
normalisation ou unification, soit anticipés au moment de la définition des éléments par
une standardisation. La standardisation pourrait être une solution cependant elle demande
un travail minutieux au moment de la définition des éléments mais également pour adapter
et éventuellement pour faire évoluer les éléments. En ce qui concerne les autres techniques,
elles sont toutes opérées manuellement par le concepteur et demandent une connaissance
suffisante pour pouvoir être appliquées.
De plus, dans chacune des approches, la présence d’un ingénieur méthode est requise.
Celui-ci est responsable de la sélection et de la composition manuelle des éléments. Chacune
des approches a pour objectif de répondre à un problème donné, ainsi la sélection des
éléments est généralement influencée par les besoins du problème. Cependant, certaines
approches comme Medee ou l’approche multi-critère proposent une caractérisation plus
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Tableau 2.1 — Comparatif des différentes approches présentées
large du projet en prenant en compte les compétences humaines. Dans le cadre de la
composition de fragments, le résultat souhaité est une méthode adaptée. Celle-ci doit donc
prendre en compte les connaissances de l’utilisateur.
Par ailleurs, la composition d’éléments a pour objectif de répondre à un besoin
particulier. Une évaluation du résultat est alors nécessaire, OPF par exemple propose une
évaluation par un expert avant de mettre à jour sa base. Par ailleurs, aucune approche ne
propose d’adaptation en cours d’exécution du résultat de la composition. Ainsi, si le produit
ne satisfait pas l’utilisateur, l’approche doit être réitérée.
Dans le cadre de cette thèse, notre objectif est de composer automatiquement des
fragments afin d’obtenir une méthode adaptée à un problème et un utilisateur, tout en
soulageant le développeur d’une quelconque expertise sur les fragments.
Ces approches nous ont donc conduit à étudier les techniques de compositions
automatiques et les techniques d’évaluation. Celles-ci sont présentées dans la section
suivante.
2.2 Composition Automatique
Comme le montre la section précédente, aucune méthode ne réalise une composition
automatique, aussi cette section s’intéresse à la problématique de la composition
automatique au travers de travaux issus des domaines des services Web et des applications
ambiantes. La composition de fragments de différentes méthodes utilise des paradigmes de
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modélisation différents, le premier problème à traiter est de savoir si ces fragments peuvent
être composés. Cette question se pose du fait des différentes sémantiques à la base des
paradigmes employés dans les fragments à composer. Ces sémantiques peuvent ne pas être
"compatibles" c’est-à-dire que leur interaction peut n’avoir aucun sens ou encore donner un
sens différent à la composition que celui souhaité. L’étude de ce problème nécessite l’analyse
et la comparaison des différents paradigmes utilisés pour la modélisation du comportement
des systèmes.
En admettant que cette question soit résolue, la question suivante est de déterminer
par quel moyen réaliser la composition. Les travaux présentés ci-dessous proposent des
mécanismes qui permettent d’adapter cette composition à un besoin et/ou à un contexte
particulier. Ce mécanisme est dit de composition et son résultat est l’obtention d’une
composition adaptée.
La première partie de cette section présente la composition automatique de services
Web. Ce choix est lié aux propriétés et aux défis du problème de composition. Les Web
services sont des composants logiciels distribués, actifs et modulaires, comparables aux
fragments. De plus, comme pour les fragments, un des problèmes majeurs de la composition
automatique dans ce domaine est l’hétérogénéité des informations représentées sur le Web.
La deuxième partie de cette section est consacrée à la composition d’application ambiante
pour sa faculté d’adaptation à satisfaire au mieux les besoins et les préférences de ses
utilisateurs. Comme pour la composition automatique de fragments, par exemple, un
système domotique doit alors être en mesure de gérer la variabilité et les changements des
contextes.
2.2.1 Composition automatique de services Web
Les services Web [Berners-Lee et al., 2001] sont des applications accessibles sur Internet
réalisant chacune une tâche spécifique comme par exemple, réserver un billet d’avion.
Afin de satisfaire les besoins d’un utilisateur, ces services sont regroupés et interconnectés
pour former un seul service. Par exemple, une personne veut trouver un service Web
pour chaque réservation qu’elle doit faire (avion, voiture, hôtel, ...). Les services sont alors
dits composés. Jusqu’à récemment, comme pour les fragments, les services Web étaient
composés manuellement. Néanmoins, depuis quelques années, des efforts ont été faits pour
automatiser leur composition.
La composition automatique est fondée sur l’hypothèse que chaque service est défini
par sa signature de méthodes, ses pré-conditions, ses post-conditions et ses effets. Cette
hypothèse tire sa légitimité des raisons suivantes [Hanh, 2009] :
. un service est un logiciel autonome qui prend des données d’entrée et produit des données
de sortie. Ainsi les pré-conditions et les post-conditions sont évaluées pour déclencher son
exécution et valider sa terminaison ;
. un service change l’état de la composition après son exécution. Ainsi l’état demandé pour
l’exécution d’un service est la pré-condition, et les nouveaux états produits après l’exécution
sont les effets de son exécution.
Le problème de composition est principalement lié à un grand nombre de services existants
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qui augmente à la volée, à la conception des services qui ne sont pas adaptables et
aux différents modèles conceptuels utilisés pour la présentation des caractéristiques des
services. Dans la suite, nous nous intéressons aux différentes approches de composition
automatique de services Web suivantes : les approches sémantiques, les approches basées
sur les automates et les approches basées sur les techniques de planification.
2.2.1.1 Approches sémantiques
Une recherche Web est rendue encore plus pertinente lorsqu’une ontologie est utilisée.
En effet, celle-ci permet à l’utilisateur d’accéder non seulement aux documents liés aux
mots-clés de la requête, mais aussi à ceux qui sont liés ontologiquement (sémantiquement)
à ces derniers. L’ontologie a pour but de décrire des concepts et les relations qui les lient
et, avec des règles de déduction, de les rendre plus compréhensibles et utilisables par les
différents agents (humains ou logiciels) [Chafik and Okba, 2009]. Elle peut être vue comme
un dictionnaire ou un glossaire avec une structure détaillée qui traite son contenu.
Les approches sémantiques se basent sur les liens sémantiques pour composer des
services Web. L’utilisation d’une ontologie permet de fournir une plus grande expressivité
par la description des caractéristiques des services, sur laquelle est fondée le raisonnement
de la composition. Cependant, elle requiert une description détaillée des services Web et
implique une évolution constante de l’ontologie dès lors qu’un nouveau service est créé.
Par exemple, l’approche de [Lécué, 2008] propose une composition des services Web
considérée comme une composition des liens sémantiques où les lois de cause à effet ont
aussi un rôle prépondérant. Dans cette approche, les services sont vus comme des fonctions
ayant des paramètres i) d’entrée et de sortie sémantiquement annotés par des concepts
d’une ontologie de domaine et ii) des pré-conditions et effets conditionnels sur le monde.
Une matrice de liens sémantiques (Causal Link Matrix - CLM) [Lécué and Léger, 2006] est
alors utilisée pour représenter les liens sémantiques entre les différents services comme des
correspondances "input-output". Ces liens sont pondérés par les degrés de correspondance
sémantique. Ensuite, à partir de la requête définie par un état initial et un but, un algorithme
récursif de régression (Ra4C) est utilisé pour extraire un plan qui répond à la requête.
2.2.1.2 Automates
Un automate est composé d’un ensemble d’états, d’un ensemble de transitions annotées
qui contiennent des actions représentant le passage d’un état à un autre. Il offre une
sémantique précise et adaptée à la représentation de la composition. La structure de la
composition et sa cohérence peuvent alors être vérifiées par des techniques de raisonnement
sur les automates.
Certaines approches de composition automatique de services proposent de modéliser le
comportement d’un service par un automate. Par exemple, [Bordeaux et al., 2004] suggèrent
de représenter le comportement du service par un ensemble d’états reliés par des actions.
Trois définitions de compatibilité sont définies : (1) deux services sont compatibles si la sortie
de l’un est égale à l’entrée de l’autre ; (2) deux services sont compatibles si la sortie de l’un
inclut l’entrée de l’autre ; (3) deux services sont compatibles si l’état initial n’est pas une
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impasse (deadlock) et s’il existe au moins une exécution conduisant à une paire d’états finals.
Ce modèle est déterministe dans la mesure où "une action qui a lieu à un état donné conduit
à un état déterminé".
La composition basée sur les automates favorise la validation du produit composé. En
effet, par des raisonnements, la cohérence de la composition peut être vérifiée. Toutefois,
ces travaux souffrent d’une limitation conséquente : la prise en compte de la terminologie.
Par ailleurs, cette approche ne favorise pas une personnalisation. Cette particularité est
introduite dans la partie suivante avec les techniques de planification.
2.2.1.3 Techniques de planification
Afin d’être résolue, la composition a été définie comme un problème de planification en
modélisant les services comme des actions et la composition comme un plan de connexions
des services Web. Dans un premier temps, le planificateur construit le plan solution en
explorant les Web services disponibles. Ensuite, il développe les différents états (resp. plans)
intermédiaires à partir de l’état initial (resp. d’un plan vide), en appliquant (resp. ajoutant)
les services, jusqu’à atteindre l’état but (resp. plan solution). Enfin, il retourne soit un plan
qui est un ensemble de services permettant d’atteindre le but, soit la situation échec.
L’approche de [Wu et al., 2003] utilise une spécification définissant un ensemble
d’ontologies pour la description des propriétés et des capacités des Web services qui permet
de renforcer l’automatisation des différentes activités. Dans cette approche, les services Web
sont modélisés comme des services de type atomique, composite ou simple. Un service
atomique est un service unique qui est directement exécuté. Un service composite est
un service qui peut être décomposé en service atomique ou composite en fonction de sa
structure de contrôle. Enfin, un service simple est une abstraction d’un processus atomique
ou composite. Il n’est pas considéré comme étant directement exécutable. Qui plus est,
les services Web disposent de plusieurs propriétés : "inputs" (optionnels), pré-conditions,
"outputs" (conditionnels), effets (conditionnels). Cette approche a pour objectif de trouver
une collection d’instances de services atomiques qui forme un chemin d’exécution
pour certains services composites de haut niveau. Ceci est assuré par l’utilisation d’un
planificateur. Cette approche permet donc de construire une composition connaissant le but
à atteindre et diffère des autres par la notion de re-planifications à l’exécution. En outre, les
dépendances sémantiques entre les paramètres d’entrée et de sortie garantissent le flux de
données dans la composition de Web services. Cependant, la flexibilité de l’approche est
limitée. En effet, celle-ci ne prend pas en compte le changement dynamique au cours de la
composition des services.
Dans le cadre du projet CASCOM 2 (Context-aware business Application Service CO-
ordination in Mobile computing environment), un projet européen (2004-2007) visant à
implémenter et valider des infrastructures de services pour les utilisateurs à travers les
réseaux mobiles et fixes, une approche multi-agent a été utilisée pour la découverte et
la composition automatique des Web services sans trop d’interaction avec l’utilisateur.
Les outils développés dans ce projet permettent de sélectionner, composer et exécuter
2. http://www.ist-cascom.org/
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les services. CASCOM décrit une architecture totalement orientée agents et utilise une
planification hybride HTN/Forward planning [Klusch and Gerber, 2005] pour générer un
plan. L’architecture de CASCOM est du type multi-agent car un agent PA (Personal Agent)
envoie une requête à l’agent SCPA (Service Composition Planner Agent) qui obtient les
descriptions des services nécessaires à la composition via l’agent SDA (Service Discovery
Agent). Le plan de composition obtenu de manière centralisée par l’agent SCPA est transmis
à l’agent SEA (Service Execution Agent) qui se charge de l’invocation des services et renvoie
les résultats vers l’agent PA.
Une approche décentralisée multi-agent pour la composition de services est proposée
par [Pellier and Fiorino, 2009]. Elle a pour objectif de concevoir un modèle de planification
entièrement distribué dans lequel les agents raisonnent conjointement sur leurs services
respectifs pour atteindre un but commun prédéfini par l’utilisateur. Cette approche est
centrée utilisateur, c’est-à-dire que l’utilisateur est représenté par un agent dont le rôle est
de soumettre les données nécessaires à la composition et sa requête aux autres agents. Cette
approche propose donc une composition automatique, prend en compte les problèmes de
terminologie, néanmoins, la complexité de l’approche limite à un problème nécessitant peu
de services.
Les approches de composition de services Web présentées ci-dessus permettent de
générer automatiquement un schéma d’interaction. Dans ces approches, la dynamique de
l’environnement est difficilement prise en compte. Contrairement à ces approches, dans
la partie suivante, nous nous intéressons aux applications ambiantes qui soulèvent de
nombreux défis, en particulier liés à l’hétérogénéité des objets communicants, à l’instabilité
de l’environnement et à la variabilité des besoins.
2.2.2 Composition automatique d’applications ambiantes
Inspirée des formalismes et des techniques issus des Web services, la composition
automatique de composants domotiques étend ces services pour permettre la prise
en compte des utilisateurs et du contexte. Dans les environnements domotiques, les
équipements disponibles sont contrôlés par un système pour la réalisation de scénarios
définis par les utilisateurs. Chaque équipement contrôlé par le système fournit des services.
Afin de satisfaire les besoins des utilisateurs d’une manière modulaire et flexible, ces services
sont composés. Cependant, dans un environnement changeant, le système doit pouvoir
automatiquement et dynamiquement composer ces services. Le contexte et les préférences
utilisateurs sont alors pris en compte dans la réalisation de cette tâche.
Cette partie débute par une présentation des approches centralisées à base de
composants. Ensuite, les approches basées sur la sémantique et les composants sont
étudiées. Enfin, les approches utilisant un système multi-agent terminent cette partie.
2.2.2.1 Approches à base de composants
Parmi les systèmes domotiques existants, certains sont dits centralisés, cela signifie
qu’un contrôle unique pilote l’ensemble des équipements. Par exemple, MaDcAr (a Model
for Automatic and Dynamic Component Assembly Reconfiguration) [Grondin et al., 2006] permet
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l’assemblage et l’adaptation automatiques d’applications à base de composants logiciels. Les
adaptations visées vont d’une simple modification de la valeur d’un attribut de composant
jusqu’à un remplacement complet d’un assemblage de composants. Dans cette approche, la
composition nécessite la description de l’application souhaitée, un ensemble de composants,
les données du contexte fournies par des capteurs et la politique qui dirige les décisions
d’assemblage. La description d’une application consiste en un ensemble de configurations
prédéfinies, décrites par des assemblages de composants abstraits. Ces descriptions sont
utilisées par un moteur d’assemblage (assembling engine). Celui-ci détermine l’assemblage
de composants correspondant à cette description en prenant en compte différents éléments
du contexte. Pour cela, un mécanisme de résolution de contraintes est utilisé. Les contraintes
imposées par la spécification de l’application et du contexte sont alors prises en compte dans
une configuration de composants appropriée.
Dans cette approche, les composants sont supposés homogènes. Leur assemblage est
basée sur un ensemble de composants, une description de l’application qui représente
la spécification des assemblages valides en termes de propriétés fonctionnelles et extra-
fonctionnelles, une politique d’assemblage qui dirige les décisions d’adaptation et un
contexte qui reflète aussi bien les informations sur les ressources matérielles que l’état
de l’application. Lorsque le contexte change, le moteur choisit une configuration plus
appropriée et réassemble les composants disponibles en conséquence. Néanmoins, cet
assemblage est centralisé au niveau du moteur d’assemblage qui permet de construire ou
d’adapter une application.
2.2.2.2 Approches sémantiques et composants
D’autres systèmes supposent les équipements aptes pour être programmés et
pour interagir de manière autonome et directe avec les autres équipements : ce
sont les systèmes domotiques distribués. Par exemple, SodaPop (Self-Organizing Data-
flow Architectures suPporting Ontology-based problem decomPosition) [Hellenschmidt and
Kirste, 2004; Hellenschmidt, 2005] propose de documenter formellement les opérations
des équipements à l’aide de règles décrivant leurs pré-conditions et leur effets sur
l’environnement. De plus, SodaPop adopte une approche alternative. En effet, au lieu de
sélectionner un composant pour fournir une fonctionnalité, une demande de fonctionnalité
est adressée à un ensemble de composants. De la même manière, les besoins des utilisateurs
sont exprimés comme les effets souhaités. Des enchaînements d’opérations produisant
les effets demandés par les utilisateurs sont calculés automatiquement par le système.
Dans l’infrastructure SodaPop, chaque fournisseur de fonctionnalité possède une fonction
de calcul d’utilité qui permet d’évaluer sa capacité à fournir une fonctionnalité donnée.
Lorsqu’un composant a besoin d’une certaine fonctionnalité, il décrit la tâche à réaliser
sur un canal de communication où plusieurs fournisseurs sont inscrits. C’est le canal
lui-même qui détermine dynamiquement vers quel fournisseur diriger cette tâche. Ainsi
les mécanismes de redirection dynamique des tâches à effectuer créent une organisation
spontanée des dispositifs qui sont amenés à interagir en fonction de la situation.
Cette approche a en particulier l’intérêt d’éviter de définir un comportement global
permettant de s’adapter à toutes les situations pouvant se présenter, au profit d’un système
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qui s’adapte automatiquement à la situation courante. Elle est réceptive aux besoins et désirs
des utilisateurs.
2.2.2.3 Approches multi-agents
Certains travaux s’intéressent à donner plus de flexibilité aux mécanismes de
composition de services en introduisant un environnement dynamique. Les systèmes multi-
agents sont alors exploités pour composer automatiquement les composants domotiques.
Cette approche permet de définir, d’exécuter et de réparer des compositions de services de
manière flexible et efficace.
FCAP (Flexible Composite Applications) [Vallée, 2009] est un intergiciel pour la composition
automatique d’applications formées de services aux fonctionnalités élémentaires. Il
s’intéresse particulièrement à la notion d’applications composites flexibles : "des
applications qui fonctionnent en continu et qui agrègent des fonctionnalités fournies par
les objets communicants dans le but d’accompagner l’interaction des utilisateurs". Cette
approche est basée sur la manipulation de descriptions sémantiques des fonctionnalités et
des applications mises en œuvre au sein d’un système multi-agent gérant la composition.
Le système multi-agent fournit un mécanisme flexible de résolution de contraintes associées
à une application. Il se compose de trois types d’agents, chacun d’eux étant responsable
de la prise en charge d’un aspect de la composition : (i) un agent d’assistance qui, guidé
par l’utilisateur ou par des règles prédéfinies basées sur des informations provenant
du contexte, choisit les scénarios à exécuter ; (ii) des agents de composition qui sont
responsables du choix des services qui participent à un scénario et déterminent des relations
entre les services ; (iii) des agents de services qui fournissent la liste des services disponibles
dans l’environnement par le biais de descripteurs de services.
Par ailleurs, le principal avantage de cette approche réside dans le suivi de l’utilisateur
et de ses actions et les réactions face aux changements. FCAP fournit donc un support pour
intégrer les fonctionnalités, s’adapter à un environnement instable et ajuster l’équilibre entre
l’automatisation et le contrôle par les utilisateurs.
Par ailleurs, [Denis, 2011; Denis et al., 2012] proposent la construction d’applications
ambiantes par une approche purement ascendante et décentralisée au moyen d’agents
autonomes coopératifs. Cette approche est fondée sur des composants qui sont définis
comme un module indépendant. Le composant présente alors de nombreuses propriétés
[Szyperski, 2002] dont les principales sont : (i) l’encapsulation qui permet de masquer les
détails de fonctionnement en laissant apparaître uniquement une interface extérieure ; (ii)
l’indépendance à un contexte d’utilisation ; (iii) la composabilité. Contrairement à [Vallée,
2009] présenté précédemment, qui assemble des composants pour créer des applications
ambiantes à partir d’un besoin explicitement défini, cette approche suppose que les besoins
ne soient pas clairement définissables et qu’on puisse imaginer construire des applications
"émergentes". Par le biais de la coopération, cette approche permet à la fois la composition
de l’application et sa reconfiguration dynamique.
Ce travail s’intéresse donc principalement à la composition automatique et la
proposition émergente d’applications. Il s’adapte dynamiquement aux modifications de
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l’environnement. Cependant, les problèmes relatifs à la sémantique des composants et des
assemblages produits sont abstraits.
2.2.3 Synthèse
Le principal avantage de la composition automatique est de réduire au maximum
l’intervention humaine. Dans le cas des services Web, la composition automatique permet
l’assemblage de fonctionnalités élémentaires pour fournir la fonctionnalité globale de
l’application. De plus, lorsque celle-ci est couplée avec l’utilisation de descriptions
sémantiques, une plus grande diversité de services est disponible. La description explicite
des fonctionnalités permet ainsi de résoudre dynamiquement les incompatibilités qui
peuvent survenir. Par ailleurs, l’utilisation d’une approche de planification permet une
meilleure personnalisation ; outre le fait de définir le besoin initial, l’utilisateur est
également impliqué dans certaines décisions. Cependant, les approches de composition de
services Web présentées, bien qu’elles permettent de générer automatiquement le schéma
d’interaction, ne réussissent pas à tenir compte de l’aspect dynamique de l’environnement
des services. La robustesse est ainsi relativement faible et la composition de services peut
nécessiter de fréquentes interventions de l’utilisateur.
L’utilisation de composants vise à encourager la réutilisation de fonctionnalités
déjà implémentées et testées. Cette approche favorise la reconfiguration dynamique,
en particulier permise par la modularité des composants. L’application peut ainsi être
modifiée en ajoutant, supprimant ou remplaçant certains de ses composants. En outre, la
modularité des composants augmente la tolérance aux pannes en détectant le composant
défectueux au sein du composant ou en le remplaçant par un composant fournissant une
fonctionnalité équivalente. Néanmoins, le principal inconvénient d’une telle approche est
l’homogénéité des modèles de composants. En effet, il n’existe pas de modèle de composants
susceptible d’être adopté par toutes les fonctionnalités d’une application. L’évolution d’une
fonctionnalité est par conséquent limitée.
Enfin, l’approche multi-agent est particulièrement adaptée pour concevoir des
applications robustes dans un environnement évolutif. De plus, cette approche offre un
assemblage dynamique. Les mécanismes de réorganisation permettent de faire face aux
changements de situation en réorganisant les tâches des différents agents. Elle présente
cependant l’inconvénient d’être plus complexe.
Les résultats issus de ces domaines et des technologies associées montrent que de
nombreux facteurs sont alors à prendre en compte pour automatiser une composition : (i)
une base de connaissances ; (ii) la différence entre les concepts que les utilisateurs utilisent ;
(iii) le contexte ; (iv) les préférences utilisateurs.
La composition de fragments donne lieu à une nouvelle méthode adaptée. Celle-ci est
une conséquence de l’inadéquation des méthodes existantes. Afin de montrer qu’elle est
adaptée, une évaluation est alors nécessaire. Aussi, la section suivante introduit différentes
techniques d’évaluation de méthodes.
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2.3 Techniques d’évaluation de méthodes
La conception, le processus et le rapport d’une évaluation répondent aux besoins des
utilisateurs. L’évaluation est fournie en temps voulu pour assurer une utilisation optimale
des résultats. Dans le cadre de cette thèse, nous avons besoin d’évaluer, entre autre, la
sélection des fragments et la composition proposée.
Actuellement, la problématique de l’évaluation de méthodes a souvent été étudiée
dans la littérature soit pour aider le concepteur à choisir la méthode la plus adaptée
à son problème, soit pour exhiber les différences essentielles entre les différentes
méthodes. L’évaluation de méthodes est nécessaire pour mieux comprendre une méthode
et l’expertiser. Les appréciations des caractéristiques, des forces et des faiblesses de chacune
des méthodes permettent de les classer et de les améliorer.
Lors d’une évaluation, différentes questions de recherche ou de pratique se posent
[Stockdale and Standing, 2006] : pourquoi faire l’évaluation ? Que faut-il évaluer à chaque
moment ? Qui participe à l’évaluation et pour qui est-elle faite ? Comment et quand la
réaliser ? Répondre à ces questions n’est pas trivial et nécessite de considérer des questions
technologiques, méthodologiques, humaines, culturelles, sociales, etc.
Parmi les évaluations de méthodes existantes, les différentes techniques peuvent être
classifiées en catégories selon [Siau and Rossi, 2011] :
. comparaison de caractéristiques : cette évaluation permet de comparer les méthodes
du point de vue de critères définis au préalable pour aider l’équipe de développement
à sélectionner la méthode la plus adaptée. La principale technique d’évaluation de
cette catégorie est l’élaboration d’une liste de caractéristiques. Cette évaluation est
appliquée après la conception et/ou l’utilisation de la méthode.
. évaluation théorique et conceptuelle : cette évaluation permet de mettre en avant
les caractéristiques de la méthode par le biais de mesure ou d’outils. L’évaluation est
basée sur le contenu de la méthode. Les principales techniques d’évaluation de cette
catégorie sont : l’évaluation du méta-modèle, élaboration de métriques, évaluation
paradigmatique et une évaluation basée sur les ontologies. Ces évaluations peuvent
être appliquées en cours ou après la conception de la méthode.
. évaluation empirique : cette évaluation permet de mesurer des opinions ou des
comportements. Elle est le résultat d’une observation faite par l’utilisateur de la
méthode. Les principales techniques d’évaluation de cette catégorie sont : l’enquête,
l’expérience et le cas d’étude. Cette évaluation est appliquée après la conception et/ou
l’utilisation de la méthode.
Cette section présente une vue d’ensemble des différentes techniques d’évaluation
existantes que nous avons utilisées ou étudiées. Elles sont classées à la manière de [Siau
and Rossi, 2011]. Dans un premier temps, la comparaison de caractéristiques est détaillée
Ensuite, les principales techniques d’évaluation théorique et conceptuelle sont exposées.
Enfin, les techniques d’évaluation empirique sont décrites.
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2.3.1 Comparaison des caractéristiques
Cette technique d’évaluation consiste à lister les caractéristiques de méthodes et à
préciser pour chacune d’elles les caractéristiques qui lui sont associées. Par exemple,
[Bielkowicz and Tun, 2001] utilisent cette technique pour comparer les techniques de
spécification des exigences. [Henderson-Sellers et al., 2001] ont appliqué cette technique
pour comparer des processus orientés objet.
Cette technique a également été appliquée aux méthodes qui aident le concepteur à
développer un SMA. Chacune d’elles possède des spécificités intrinsèques et peut être
assistée par des processus d’automatisation [Bergenti et al., 2004; Henderson-Sellers and
Giorgini, 2005]. Actuellement, aucune méthode unifiée n’existe.
Ces méthodes présentent des différences déterminantes pour un système à concevoir,
il est donc difficile de pouvoir les comparer. Un grand nombre de comparaisons des
méthodes existent dans la littérature pour aider le concepteur à choisir celle qui est
la plus adaptée au problème donné. [Bernon et al., 2002] utilisent huit critères pour
comparer les méthodes : l’étendue de la couverture du processus, la spécialisation de la
méthode à une application, l’architecture d’agent sous-jacente, l’utilisation de notations
existantes, le domaine d’application (dynamique ou non), le modèle de rôle, le modèle de
l’environnement et l’identification des agents. Plus récemment, les modèles de cycle de vie
adoptés dans les différentes méthodes et le degré de recouvrement de chaque phase de
développement sont comparés [Cernuzzi et al., 2005]. Le tableau 2.2 montre pour chacune
des méthodes les phases du processus qu’elle couvre. Par exemple, les méthodes SMA se
focalisent sur l’analyse et la conception, négligeant ainsi les autres phases. Ceci montre















Roadmap X (partiel) X X
Prometheus X (partiel) X X X X
MaSE X (partiel) X X X X (partiel)
AOR X X X
OPM/MAS X X X X
MASSIVE X X
Ingenias X X X
Tropos X X X X
PASSI X X X X
ADELFE X X X X




X X X X X (partiel) X
Tableau 2.2 — Recouvrement des phases de développement pour chaque méthode
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Enfin, une table d’évaluation multi-critère est proposée par [Santos et al., 2006]. Le
tableau 2.3 montre les résultats de l’évaluation effectuée sur quatre méthodes. Celle-ci se
compose de douze critères qui sont :
A- la définition du processus,
B- l’utilisation d’UML,
C- la prise en compte des caractéristiques d’adaptation (l’agent est-il capable de s’adapter
à diverses situations en apprenant de son expérience ?), d’apprentissage (l’agent est-
il capable d’apprendre à appréhender son environnement ?), de composition (est-il
possible de composer plusieurs agents dans un environnement ?) et de mobilité (les
agents sont-ils capables de migrer d’une plate-forme à une autre ?),
D- la représentation explicite de la structure organisationnelle,
E- le traçage des modèles, c’est-à-dire garder la trace des différents modèles développés
tout au long du développement,
F- la capture des besoins,
G- l’identification des agents,
H- l’interaction entre les agents,
I- le modèle interne des agents,
J- la plate-forme d’implémentation,
K- la modélisation du processus organisationnel,
L- la structure des messages.
Le problème de l’utilisation des techniques de comparaison de caractéristiques est leur
subjectivité. En effet, tout d’abord, la liste de caractéristiques est établie par la personne
souhaitant faire la comparaison, et c’est souvent une tâche liée à son observation. Ensuite, la
personne comparant les méthodes doit analyser la liste de caractéristiques pour les évaluer
et interpréter les descriptions fournies par les concepteurs des méthodes. Néanmoins, cette
technique d’évaluation est relativement facile à réaliser si les caractéristiques de la liste sont
bien définies. De plus, cette technique d’évaluation peut être appliquée indépendamment
des ressources extérieures.
2.3.2 Évaluations théoriques et conceptuelles
Afin de réduire les problèmes de subjectivité inhérents à la comparaison de
fonctionnalités, certains chercheurs ont proposé la réalisation d’études fondées sur des
concepts définis dans des domaines spécifiques [Bubenko Jr., 1986]. Cela a conduit à la
formalisation de l’évaluation : les enquêtes théoriques et conceptuelles. Une enquête est une
activité organisée et méthodique de collecte de données sur des caractéristiques d’intérêt à
l’aide de concepts, de méthodes et de procédures bien définis.
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Tableau 2.3 — Résultat d’évaluation multi-critère de méthodes
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2.3.2.1 Méta-modèle
Une des techniques conceptuelles pour l’évaluation est d’utiliser le méta-modèle comme
base pour l’analyse. Dans sa forme la plus simple, un méta-modèle est un modèle conceptuel
d’une méthode de développement [Brinkkemper et al., 1993]. Il capture les informations des
méthodes et permet de comparer leur modèle en identifiant les parties communes. [Halpin,
2004] comparent les données des méta-modèles en indiquant la structure grammaticale des
langages de modélisation.
Quelques chercheurs, comme [Henderson-Sellers, 2006], [Bernon et al., 2004] ou d’autres,
ont fait des tentatives pour essayer d’unifier les processus et leurs méta-modèles pour ainsi
définir une sémantique de façon générale, mais cette démarche s’est révélée insatisfaisante
jusqu’à présent. Néanmoins, si un jour, un méta-modèle était normalisé et qu’il servait de
base pour ceux de futures méthodes de développement, cela faciliterait l’évaluation des
méthodes qui auraient alors une base commune pour les comparer. Cependant, sauf s’il y a
une dominante ou une "bonne" manière de modéliser, chaque technique de modélisation va
produire des résultats différents en raison des différents points de vue existants.
Cette technique d’évaluation est utilisée comme une approche formelle pour comparer
des méthodes. Elle est similaire à la comparaison basée sur les caractéristiques, mais parce
que la comparaison se fait d’une manière formelle alors la comparaison elle-même est
objective.
2.3.2.2 Métriques
La technique d’évaluation de méthodes en utilisant des métriques est une façon simple
et systématique de les évaluer. C’est une approche quantitative de la mesure de la qualité qui
permet d’identifier les situations pour le développement ou l’amélioration du processus de
maintenance. Trois types de métriques sont répertoriés : les métriques de produit comme
la qualité ou la complexité par exemple, les métriques de processus comme l’efficacité
par exemple et les métriques de projet comme la productivité par exemple. Cependant,
déterminer un ensemble de métriques valide et fiable et trouver des indicateurs significatifs
et les algorithmes correspondants ne sont pas faciles.
[Rossi and Brinkkemper, 1996] proposent des métriques pour mesurer la complexité
des techniques de développement des systèmes et des méthodes. Les évaluateurs sont
basés sur le méta-modèle de la méthode et guident les développeurs pour comprendre et
comparer les méthodes. Les métriques proposées sont faciles d’utilisation et sont une aide
pour l’évaluation de méthodes.
L’évaluation proposée par [Cernuzzi and Rossi, 2002] est une approche par les buts (Buts,
Questions et Métriques 3) pour comparer des méthodes. Cette approche sélectionne et définit
des métriques qui répondent aux objectifs de l’organisation et qui vont accroître directement
la visibilité sur l’atteinte de l’objectif. Les dérives fréquentes qui consistent à sortir des
indicateurs coûteux qui ne répondent à aucune question ou pas aux questions prioritaires
sont ainsi évitées.
3. http://www.gqm.nl/
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Les métriques sont donc utilisées pour mesurer objectivement le degré avec lequel
un système, composant ou processus possède un attribut donné. Néanmoins, ce type
d’évaluation requiert un grand nombre de travaux empiriques. En outre, la mesure
subjective de la qualité de l’estimation est humaine.
2.3.2.3 Évaluation paradigmatique
Du point de vue technique, cette évaluation n’est rien d’autre qu’une classification des
méthodes selon une représentation du monde particulière. Plusieurs chercheurs ont étudié
les différents paradigmes et proposent un framework pour l’analyse de méthodes. Par
exemple, [Iivari et al., 2001] propose un framework divisé en quatre niveaux : paradigme,
approches, méthodologies et techniques, pour classifier et comprendre la myriade de
méthodes de développement des systèmes d’information.
Cette évaluation est facile à appliquer puisqu’elle est basée sur les croyances
caractéristiques d’un domaine. Néanmoins elle requiert une connaissance suffisante de ce
domaine.
2.3.2.4 Évaluation ontologique
Cette technique d’évaluation consiste à utiliser une ontologie pour évaluer la méthode
souhaitée. Par exemple, [Wand and Weber, 2004] ont proposé d’utiliser les concepts
ontologiques pour étudier les méthodes. L’idée de base est d’associer chaque concept des
méthodes existantes au concept ontologique correspondant et de les étudier. D’après [Wand
and Weber, 1993], une relation entre les concepts ontologiques et de modélisation devrait
exister pour chacun des concepts présents dans le méta-modèle de la méthode.
Basé sur le modèle Bunge-Wand-Weber [Wand and Weber, 1993], [Fettke and Loos, 2003]
proposent une approche ontologique pour évaluer les modèles de référence et plusieurs
autres domaines. Un modèle de référence est un framework conceptuel et peut être utilisé
comme un modèle pour le développement des systèmes d’information. Cette technique
implique que le modèle de référence soit représenté dans une grammaire (semi-)formelle.
[Opdahl and Henderson-Sellers, 2002] utilisent le modèle Bunge-Wand-Weber pour analyser
et évaluer UML.
Une évaluation ontologique met l’accent sur des critères tels que l’exhaustivité, la
précision et la cohérence. L’un des avantages de cette technique est qu’une personne
externe et objective sélectionne les concepts. Néanmoins il n’existe aucun manuel guidant
cette sélection. Un autre avantage est l’utilisation d’une base théorique solide même s’il
est souvent difficile de justifier ce choix. Cette technique permet donc l’amélioration des
méthodes mais reste très coûteuse.
2.3.3 Évaluation empirique
L’évaluation empirique est une autre technique d’évaluation des méthodes. Elle s’appuie
essentiellement sur l’observation et non sur une théorie élaborée. Ces techniques sont
nécessaires pour adapter, valider ou construire des méthodes. Une évaluation empirique
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comprend principalement trois types d’études : (i) l’étude d’ensemble via une enquête ;
(ii) l’expérience réalisée en menant un ensemble d’actions et d’observations objectives ; (iii)
l’étude de cas.
2.3.3.1 Enquête
Les enquêtes recueillent les impressions, opinions des utilisateurs de la méthodes via
un questionnaire. Cette technique permet de tester les hypothèses du concepteur de la
méthode. Elle est réalisée auprès d’un échantillon représentatif de la population étudiée.
Les résultats obtenus auprès de l’échantillon sont ensuite extrapolés à la population étudiée.
Comme pour toute étude statistique, il faut un nombre minimum de réponses pour valider
les conclusions que l’on peut tirer des réponses. Ce nombre varie en fonction de l’étude
réalisée.
Bien que cette technique soit populaire, le nombre d’études utilisant cette technique pour
l’évolution de méthodes est assez limité. Une des principales difficultés de cette technique
est le faible taux de réponses obtenues. Une autre raison de la non popularité de cette
technique pour l’évaluation de méthodes est que les enquêtes renseignent des mesures
perceptuelles. Cependant, la technique d’enquête est basée sur la perception de l’utilité et les
avantages des méthodes, plutôt que sur des mesures objectives. De plus, cette technique est
pratique lorsque l’objectif est de recueillir des informations d’utilisateurs géographiquement
dispersés.
Par exemple, [Dam and Winikoff, 2004] utilisent cette technique lors d’une évaluation
de méthodes orientées agents. Le questionnaire établi pour cette évaluation est rempli par
des étudiants et les concepteurs de chacune des méthodes afin d’éviter tout biais en ayant
plusieurs points de vue.
2.3.3.2 Expérience
Lors d’une expérience, un ensemble d’actions et d’observations objectives sont réalisées
pour résoudre un problème, répondre à une question ou confirmer/réfuter une hypothèse
sur un phénomène. Les expériences peuvent être artificielles ou sur le terrain.
Par exemple, [Zendler et al., 2001] ont étudié les différences entre des méthodes à l’aide
d’expériences menées en laboratoire afin de suggérer l’amélioration de l’une d’entre elles.
Le caractère artificiel de ce type d’évaluations limite la possibilité de généralisation (ou de
validation) des résultats. Bien qu’elle ne reflète pas toujours la réalité, cette technique a pour
principal avantage de pouvoir contrôler de nombreuses variables.
Parallèlement, pour surmonter le caractère artificiel des expériences de laboratoire, les
expériences sur le terrain se déroulent dans un "cadre naturel". Ce type d’évaluation est
très difficile à mener mais a pour avantage de refléter la réalité. Ces expériences permettent
le développement de modèles basés sur les faits réels, et par conséquent, des réglages plus
généralisables pour l’étude des phénomènes qui ne pouvaient pas être facilement reproduits
en laboratoire.
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2.3.3.3 Cas d’étude
Cette technique d’évaluation consiste à étudier en détail l’occurrence d’un phénomène.
Les études de cas peuvent décrire des phénomènes, aider les chercheurs à construire des
théories, ou tester des concepts ou relations théoriques existants. Pendant une évaluation
de ce type, aucune variable n’est manipulée, contrôlée ou mesurée. De plus, le concepteur
n’intervient pas, seule sa subjectivité est requise au moment de l’interprétation des résultats.
Par exemple, [Salo and Abrahamsson, 2004] utilisent cette technique d’évaluation
pour valider des études de développement logicielles agiles. De plus, cette technique est
également appliquée par [Fletcher, 2007] pour analyser l’applicabilité de l’une des méthodes
pour la conception de systèmes multi-agents.
Bien que cette technique d’évaluation soit subjective, son principal avantage est la
richesse des données, ce que les enquêtes et l’expérimentation sont incapables d’offrir.
2.3.4 Synthèse
Parmi les trois principaux types d’évaluation de méthodes qui ont été présentés
précédemment, nous synthétisons ici les avantages et les inconvénients de chacun. Nous
présentons également les solutions que nous avons mises en œuvre et dont les résultats
seront présentés tout au long de ce document.
Le principal inconvénient de l’évaluation basée sur les caractéristiques est sa
subjectivité dans le choix des caractéristiques et de l’évaluation elle-même. Cependant
elle a pour avantage d’être facile à réaliser et d’être appliquée avec succès dans
de nombreux cas. Ensuite, les évaluations théoriques et conceptuelles (méta-modèle,
métriques, paradigmatique et ontologique) sont plus objectives que les autres techniques,
mais sont également plus complexes à réaliser. Enfin, les techniques d’évaluation empirique
qui incluent les enquêtes, les expériences et les études de cas nécessitent généralement la
participation des utilisateurs. Ce sont des techniques faciles à mettre en œuvre mais difficiles
à réaliser car elles nécessitent beaucoup de ressources.
Aucune de ces techniques n’est intrinsèquement supérieure aux autres. Seule une
évaluation permet l’analyse de méthodes. Son principal enjeu est de comparer les méthodes
ou de préparer des changements intentionnels permettant d’améliorer et/ou d’adapter la
méthode. Par conséquent, une technique d’évaluation est adaptée à un objectif particulier.
Certaines des techniques théoriques et conceptuelles sont adaptées à l’analyse scientifique
des méthodes, alors que les techniques d’évaluation plus subjectives peuvent être très
fructueuses pour trouver des méthodes appropriées à une situation donnée.
2.4 Conclusion
Au travers de cet état de l’art nous avons identifié les stratégies et les techniques mises en
œuvre dans l’objectif de composer automatique des fragments en fonction d’une situation
particulière et d’en évaluer son résultat.
Cette étude s’est articulée au travers de trois axes. Le premier nous a permis d’analyser




Éléments composés Fragment de méthode
Granularité Étape, Activité
Support Méta-modèle
Rôles Équipe de développement
Sélection Automatique
Composition Automatique
Adaptation au contexte Caractériser le projet et l’équipe de développement
Adaptation en cours d’exécution Oui
Terminologie Unification
Redondance Situation Non Coopérative
Tableau 2.4 — Évaluation de SCoRe
les travaux existants de composition de fragments (cf. § 2.1) et d’en extraire les principales
contraintes liées à cette problématique. L’analyse de ces approches souligne les principales
limites de celles-ci, découlant de leur manque d’adaptabilité et d’automatisation. Il apparaît
donc essentiel d’arriver à concevoir une approche capable de s’adapter à une situation
particulière. Le tableau 2.1 (cf. § 2.1.8) résume ces caractéristiques pour chacune des
approches. Le tableau 2.4 évalue l’approche proposée ici selon les mêmes critères. Cette
approche se démarque par une sélection et une composition automatique des fragments
adaptées à une situation particulière, et propose une adaptation en cours d’exécution.
Le second axe, nous a permis d’étudier la problématique de composition automatique
manquante dans les approches présentées précédemment. Celle-ci a pour objectif de réduire
au maximum l’intervention humaine. Dans le cadre de la composition automatique de
fragments, la quantité potentiellement variable de fragments, la volonté d’adaptation et de
réorganisation sont à prendre en compte. Cela a conforté mon idée qu’une résolution basée
sur une approche multi-agent est bénéfique.
Enfin, le dernier axe a été consacré à l’évaluation qui est une étape indispensable dans
la conception de processus et applicable de différentes manières. En effet, dans le cadre
de la composition automatique de fragments, de nombreuses évaluations ont été réalisées
indépendamment. La première consiste à évaluer le système multi-agent auto-organisateur
à partir de critères mesurant ses performances, son homéostasie et sa robustesse. Cette
évaluation met en avant les conséquences du comportement du système. La seconde
évaluation vise à évaluer et comparer des processus de méthodes, mais aussi les fragments
qui les composent. Pour cela, nous avons défini un ensemble de métriques basées sur le
méta-modèle et appliquées sur chaque fragment. Elles ont pour objectif d’aider la sélection
des fragments au cours de la conception d’un processus de méthodes mais également
d’évaluer le processus composé de fragments. Enfin, la dernière évaluation réalisée au cours
de mes travaux réside dans l’évaluation du processus de méthodes complet. Son principal
objectif est d’estimer la performance et l’utilité du processus de méthodes pour un projet et
un utilisateur donnés. Cette évaluation est basée sur les informations mises à disposition.
Dans la suite de ce mémoire, la contribution de ma thèse sur la composition et
l’adaptation de méthodes mais également la composition de fragments adaptée à une
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situation particulière va être étudiée. Ainsi, le chapitre suivant répond ou apporte des
éléments de réponses à ces problématiques.
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De nouvelles méthodes sont apparues suite à l’expression d’exigences en matière
de conception et de développement de produits : hier avec la prise en compte des
utilisateurs finaux dans la conception, aujourd’hui avec les pressions liées aux contraintes
environnementales, demain avec la volonté de créer des produits et services associés, etc.
Par ailleurs, les contextes variant d’un projet à un autre, il est parfois difficile d’adapter
une méthode à son propre cas d’étude. Des recherches sont alors menées pour développer
des méthodes ad hoc spécialement imaginées pour un contexte bien particulier donnant un
nombre conséquent de méthodes existantes. Néanmoins, cette quantité ne doit pas être un
frein à leur utilisation, mais plutôt un gage d’adaptabilité et de richesse.
L’objectif de ce chapitre est d’apporter des éléments de réponses pour la composition
automatique de fragments en étudiant en détail la composition entre deux méthodes,
l’adaptation d’une méthode et la problématique de composition automatique de fragments.
Dans les premières parties de ce chapitre, nous étudions la conception de processus de
méthodes en réalisant manuellement des processus de méthodes. D’une part, nous nous
intéressons à la conception d’une méthode basée sur la réutilisation de deux méthodes
existantes. Cette expérience, détaillée dans la section 3.1, met en exergue les problématiques :
de terminologie entre les méthodes mais également de coût du travail réalisé et la
nécessité d’experts. D’autre part, une adaptation manuelle de méthode est réalisée. Elle
est principalement basée sur l’expérience acquise lors des développements de différents
systèmes. Par ailleurs, pour favoriser la flexibilité et la modularité de cette méthode,
les modifications sont effectuées selon les "bonnes" pratiques. La section 3.2 relate cette
expérience qui souligne le manque d’adaptation des méthodes par rapport à une situation
particulière.
Enfin, la section 3.3 de ce chapitre détaille et discute les problèmes liés à la composition
automatique de fragments.
3.1 Composition manuelle de méthodes : OperA et ADELFE
Les méthodes sont généralement indépendantes de la situation de leur application.
Cependant, chacune des méthodes a des avantages et des inconvénients relatifs au domaine
du problème. En outre, l’observation des utilisateurs de ces méthodes montre que les
concepteurs de systèmes adaptent et modifient les méthodes en fonction de la situation
et de leurs préférences. Les concepteurs peuvent alors avoir besoin de créer une nouvelle
méthode à partir de rien, de modifier une méthode existante en améliorant, complétant ou
adaptant celle-ci, ou de réutiliser les parties de diverses méthodes et de les assembler pour
créer une nouvelle méthode. Par exemple, [Morandini et al., 2009] proposent la composition
de ADELFE et Tropos apportant ainsi de l’adaptation à une approche orientée but. Un autre
exemple est PASSIM [Cossentino et al., 2008], une méthode de modélisation de simulations
multi-agents qui a été proposée pour favoriser le prototypage de SMA complexes pour la
simulation. PASSIM est issue de l’intégration de fragments provenant de deux méthodes :
PASSI et DSC (Distilled State Charts (DSC)-based simulation method).
Le développement logiciel de certaines applications requiert des approches qui intègrent
des considérations organisationnelles et sociales telles que le contrôle, les dépendances et les
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changements structurels. Le paradigme agent apporte autonomie, sociabilité, pro-activité.
Cependant, il n’est pas toujours adapté pour faire face aux changements organisationnels
et aux besoins d’adaptation qui en résultent. L’adaptation est souvent traitée de manière
implicite. Seules quelques méthodes comme [Penserini et al., 2007] ou [Dignum, 2004] sont
fondées sur des concepts et des mécanismes sociaux.
Dans cette section, la démarche de la composition manuelle entre ADELFE et OperA est
présentée. Celle-ci est basée sur l’étude et la comparaison des méta-modèles de méthodes. La
méthode ADELFE ayant été présentée précédemment (cf. § 1.3.1), cette section commencera
par une introduction sur la méthode OperA (Organization per Agents). En 3.1.2, les méta-
modèles associés aux méthodes sont comparés et évalués afin de trouver un moyen de
composer les méthodes. Une proposition de composition des méta-modèles est alors faite.
Celle-ci est ensuite testée sur une application et présentée en 3.1.3. Enfin, afin de faciliter le
travail des concepteurs, cette composition établie manuellement a été automatisée.
3.1.1 Introduction à OperA (Organization per Agents)
OperA [Dignum, 2004] est une méthode développée pour représenter et analyser des
systèmes organisationnels. Ces systèmes sont caractérisés, d’une part, par la structure du
système et son comportement global qui sont représentés indépendamment et, d’autre part,
par les activités et les interactions des agents qui sont partiellement fixées.
Le modèle OperA permet la spécification des besoins organisationnels et des objectifs.
Il peut être perçu comme une recette d’activités collectives. Le système est décrit par les
rôles, ses dépendances et ses groupes, par les interactions et par les normes et les besoins
de communication. De plus, OperA est décrit avec une représentation formelle qui facilite
l’analyse des sociétés et traite en partie les agents comme des boîtes noires (black boxes),
c’est-à-dire que seuls les résultats souhaités du comportement des agents sont spécifiés.
OperA remplit les conditions suivantes : (i) un besoin d’autonomie interne : le
comportement interne des agents du système doit être représenté indépendamment de la
structure du système ; (ii) un besoin d’autonomie collaborative : le comportement externe
des agents doit être spécifié sans fixer à l’avance toutes les interactions possibles.
Le modèle OperA s’approprie les différentes architectures d’agents et fournit une
représentation flexible pour représenter les interactions et les rôles au sein du groupe.
OperA est défini selon trois composantes qui sont :
. le modèle organisationnel (OM - Organisational Model) qui décrit la structure
organisationnelle de la société en termes d’objectifs et de normes, les rôles, les
interactions et les ontologies. Il spécifie les caractéristiques organisationnelles d’une
société agent sous forme de quatre structures : sociale, interaction, normative et
communication. La structure sociale précise les objectifs de la société, ses rôles, et quel
type de modèle régit la coordination. La structure d’interaction donne un ordre partiel
des scripts qui spécifient les interactions du système. La structure normative donne
les normes de la société exprimées en termes de rôles et d’interactions. Et enfin, la
structure de communication précise les ontologies pour la description des concepts
du domaine et les actes de communication ;
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. le modèle social (SM - Social Model) qui détermine les scènes d’interactions en fonction
des contrats établis décrivant les capacités et les responsabilités de l’agent au sein de
la société ;
. le modèle d’interaction (IM - Interaction Model) qui spécifie les protocoles
d’interactions possibles entre les agents qui mettent en œuvre les fonctionnalités
décrites dans le modèle organisationnel.
OperA est une méthode pour concevoir une société d’agents. Elle est basée sur une
organisation qui définit la coordination à travers des rôles, des responsabilités et des
normes pré-établies. Une étape préliminaire avant de suivre le processus de la méthode est
l’évaluation de l’applicabilité du paradigme agent pour le problème donné. Le processus
d’OperA (cf. figure 3.1), comme son modèle, est structuré en trois étapes.
FIGURE 3.1 — Processus d’OperA
La première étape consiste à concevoir le modèle organisationnel permettant de définir
la structure organisationnelle du système. Cette étape est divisée en trois niveaux :
coordination, environnement et comportement. Le niveau de coordination, basé sur
l’analyse du domaine, détermine la structure du système en fonction de ses caractéristiques.
Le suivant, le niveau de l’environnement, consiste à raffiner le modèle obtenu au niveau
précédent en spécifiant les rôles, les exigences globales et l’ontologie du domaine. Pour
cela, les relations entre le système et son environnement sont étudiées. Enfin, le niveau
du comportement consiste à spécifier les rôles, à déterminer les scènes d’interaction et à
définir la structure d’interactions. Ensuite, la deuxième étape du processus correspond à
la conception du modèle social, c’est une étape plus opérationnelle que méthodologique.
La création du modèle social dépend principalement de l’activité des agents. Durant cette
étape, des contrats sociaux sont établis. Ils définissent par quel type d’agents seront adoptés
les rôles décrits dans la structure. Enfin, la dernière étape de la méthode est la définition du
modèle d’interaction. L’objectif de cette étape est de spécifier les interactions entre agents.
Enfin, après la spécification de tous les modèles, les caractéristiques et les besoins sont
incorporés dans les agents implémentés. Ainsi ils contiendront suffisamment de capacités
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pour interagir avec les autres agents selon les spécifications de la société. Les relations entre
les différentes étapes de la méthode sont illustrées par la figure 3.1.
La principale différence entre OperA et ADELFE se situe au niveau du comportement
des agents. En effet, dans ADELFE, les agents sont autonomes et coopératifs alors que dans
OperA, les agents ont des rôles définis. En outre, la sémantique formelle d’OperA formalise
ses trois modèles, mais n’inclut pas la spécification des agents dans un système.
3.1.2 Évaluation des méta-modèles
L’objectif de la composition manuelle entre OperA et ADELFE est de trouver comment
ajouter de l’adaptation dans une organisation. D’un côté, OperA propose une organisation
d’agents où chaque comportement est orienté et encadré par des normes et des structures
sociales. De l’autre côté, ADELFE est une méthode dédiée aux applications caractérisées par
un système ouvert et la nécessité d’adaptation à un environnement. Ainsi la combinaison
des deux méthodes permettrait d’obtenir une organisation composée par un ensemble
d’agents et un ensemble d’objectifs dans un environnement donné hautement dynamique.
Pour cela, notre approche est basée sur les méta-modèles des deux méthodes. Leur
combinaison fournit un modèle pour un ajustement autonome dans les limites d’un cadre
social.
La première étape de notre approche consiste à étudier les deux méta-modèles. Alors
que dans OperA les concepts normes, rôle, interaction sociale, etc. sont définis, dans ADELFE
les termes agent coopératif, compétences, environnement, etc. sont définis. Les concepts de ces
deux méthodes sont donc très hétérogènes. Néanmoins, leur utilisation repose sur leur
définition. Ainsi nous commençons par expliciter les principaux concepts de chacune des
méthodes dans le but de trouver des similitudes entre les deux méthodes.
Les définitions des principaux concepts d’OperA sont les suivants :
. rôle : fait référence à un comportement et est composé par ses objectifs, ses droits et ses
normes ;
. objectif : détermine ce qu’un rôle doit faire ;
. dépendance : caractérise un accord entre deux rôles ;
. droit : désigne les capacités d’un rôle ;
. norme : est une attente comportementale ;
. structure d’interaction : donne un ordre partiel des scripts qui spécifient les interactions
entre les rôles ;
. structure de communication : spécifie les ontologies pour la description des concepts du
domaine et la manière de communiquer.
Les définitions des principaux concepts d’ADELFE sont les suivants :
. compétence : est une connaissance sur un domaine permettant à un agent d’exécuter
des actions pour atteindre son but. C’est une faculté dont sont dotés les agents ;
. croyance : est la représentation que l’agent possède de son environnement et de lui-
même ;
. attitude sociale : correspond à l’activité d’un agent qui tend en priorité à résoudre
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et à anticiper toutes les situations non coopératives (SNC, cf. § 4.1.3) qu’il pourrait
rencontrer avec son environnement ;
. langage d’interaction : correspond à un ensemble d’outils requis par l’agent pour
communiquer avec les autres agents. Cette communication peut se faire par le biais
de messages (communication directe) ou via son environnement (communication
indirecte) ;
. aptitude : est une capacité générique qui est indépendante de son domaine de
compétence ;
. module de perception : comprend les différentes perceptions qu’un agent peut avoir de
son environnement ;
. module de décision : définit les règles de comportement qui permettent à un agent de
déterminer, en fonction de ses connaissances, l’action à réaliser ;
. module d’action : référence toutes les actions qu’un agent peut faire.
L’analyse des définitions montre que certaines notions comme la structure de
communication et le langage d’interaction sont explicites. En effet, toutes deux définissent
la manière de communiquer d’un agent. D’après les définitions données, les concepts
d’ADELFE et OperA ont été liés de la manière suivante : objectif - but, dépendances -
compétences, droits - compétences, normes - module de décision, structure d’interaction -





objectif but tous deux représentent une chose à faire
dépendance compétence le concept de dépendance est une connaissance entre
les rôles, il peut donc être traduit en compétence
droit compétence les deux concepts sont une composition d’action
norme module de
décision
le module de décision gouverne le comportement de
l’agent et peut être assimilé à un ensemble de règles
structure
d’interaction
environnement l’environnement fournit les perceptions d’un agent





tous deux définissent la manière de communiquer
d’un agent
Tableau 3.1 — Liens entre les concepts d’OperA et ceux d’ADELFE
Afin de vérifier et valider l’interopérabilité des concepts et la conformité des liens établis,
un cas d’étude a été réalisé. Le système visant à concevoir un emploi du temps à l’université
a été uniquement modélisé suivant chacune des méthodes. Les phases d’implémentation
de chacune des méthodes ne sont donc pas présentées ici. Les modélisations obtenues sont
donc comparées afin de vérifier les liaisons établies et présentées dans la partie suivante.
3.1.3 Application
Le premier paragraphe présente le scénario. Les suivants montrent les modèles selon
OperA puis ADELFE, avant de montrer la composition réalisée.
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3.1.3.1 Description du scénario
L’exemple choisi dépeint une partie de l’organisation du fonctionnement d’une
université. Plus particulièrement, on illustre le processus simplifié d’une secrétaire élaborant
un emploi du temps avec les contraintes qui en résultent. Les échanges entre secrétaires,
étudiants et professeurs pour réaliser et utiliser un emploi du temps sont alors étudiés. Qui
plus est, l’établissement d’un emploi du temps implique qu’il y ait des cours, des salles libres
et des créneaux disponibles.
À l’université, les étudiants s’inscrivent à plusieurs cours en fonction de leurs
préférences. Lorsqu’un cours compte suffisamment d’étudiants inscrits, la secrétaire doit
programmer ce cours en fonction des autres cours, des disponibilités de l’enseignant et
des salles libres. Ainsi, dès lors qu’un cours doit être programmé, la secrétaire recherche
les créneaux disponibles dans l’emploi du temps des étudiants, afin de les proposer aux
enseignants. L’enseignant choisit le cours et le créneau qui lui correspondent. Dans le cas où
deux enseignants souhaiteraient avoir le même cours, un des deux doit modifier sa sélection
car un seul peut avoir le créneau. À l’inverse, si aucun enseignant n’est disponible pour un
cours, alors celui-ci est annulé, obligeant ainsi les étudiants à en sélectionner un nouveau.
Le choix d’un cours est fonction des caractéristiques de chacun, par exemple un professeur
d’anglais choisira d’enseigner des cours d’anglais et non de programmation, de même pour
les élèves, ils s’inscriront en priorité à des cours qu’ils leur correspondent, si ces cours là sont
complets alors ils choisiront un cours proche de ce qu’ils souhaitaient faire. La secrétaire doit
donc simultanément satisfaire les différentes contraintes : les différents cours, enseignants,
étudiants et contraintes universitaires telles que les horaires d’ouvertures et les salles.
3.1.3.2 L’université selon OperA




















Structure des rôles et des
interactions, rôles, normes et
scripts
SM Niveau de la
population





Conception de protocoles de
négociation des interactions
Scripts et contrats d’interaction
Tableau 3.2 — Vue d’ensemble du processus d’OperA
L’application du scénario de l’université présenté précédemment en suivant OperA
donne les résultats décrits ci-après. Le tableau 3.2 résume le processus d’OperA et les
résultats attendus pour chacune des étapes. La conception du système correspondant
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uniquement à l’élaboration du modèle organisationnel, le modèle social et le modèle
d’interaction ne sont pas décrites.
La première étape d’OperA est la conception du modèle organisationnel. Dans cette
étape le type de coordination est défini. L’analyse du problème montre qu’une collaboration
et des échanges directs sont nécessaires pour réaliser un emploi du temps au sein d’une
université. En effet, la secrétaire a besoin d’informations sur les enseignants mais également
sur les étudiants. Par exemple, elle souhaite disposer des disponibilités des enseignants et
des choix établis par les étudiants. De plus, celle-ci partage certaines de ces connaissances
via un emploi du temps. On peut donc définir la secrétaire comme rôle de facilitation. Ses
objectifs et ses normes abstraites sont détaillés dans le tableau 3.3.






OBLIGATION de vérifier la disponibilité des salles
PERMISSION à l’enseignant de demander un changement de cours
PERMISSION à l’étudiant de demander un changement de cours
PERMISSION à tous de consulter l’emploi du temps
Tableau 3.3 — Description du rôle de facilitation
Ensuite, le niveau de l’environnement est étudié. Les cas d’utilisation, les exigences entre
le système et l’environnement, les rôles et les normes sont alors définis. Dans notre contexte,
les cas d’utilisations d’un étudiant sont limités à l’inscription à un cours, à la consultation
de l’emploi du temps et à participer à un cours. De la même manière, un enseignant peut
choisir un cours, consulter l’emploi du temps et enseigner un cours. Enfin, à la secrétaire sont
associées les actions : créer un emploi du temps, rechercher un enseignant, annuler un cours,
rechercher une salle et enregistrer un étudiant. Par ailleurs, les principales exigences de cette
application sont les besoins pour les échanges directs et les échanges à travers l’emploi du
temps. Les normes sont déduites des besoins et des caractéristiques du domaine et détaillées
dans le tableau 3.4. Plus tard dans le processus, pour chacune des normes établies, il est
déterminé si les normes se réfèrent à un rôle, une scène, une transition ou un groupe.








Pré : un étudiant choisit un cours à suivre
Post : l’étudiant attend la confirmation de l’ouverture de
ce cours
Spécification
QUAND une demande d’inscription est faite ALORS la










Pré : un étudiant choisit un cours à suivre
Post : l’étudiant attend la confirmation de l’ouverture de
ce cours
Spécification
QUAND une réponse négative d’inscription à un cours
est reçue ALORS l’étudiant EST obligé DE FAIRE une
inscription à un nouveau cours
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Pré : suffisamment d’étudiants sont inscrits à un même
cours
Post : l’enseignant attend la validation
Spécification
QUAND une proposition d’enseignement est faite ALORS









Pré : l’enseignant a postulé pour un cours
Post : l’enseignant attend la validation
Spécification
QUAND une réponse négative à une candidature pour un
cours est reçue ALORS l’enseignant EST obligé DE FAIRE






Actionneur : Étudiant et Enseignant
Déclencheur
Pré : suffisamment d’étudiants sont inscrits à un même
cours et un enseignant est disponible
Post : mise à jour de l’emploi du temps
Spécification
QUAND l’emploi du temps est modifié et des
correspondances sont reçues ALORS l’étudiant et
l’enseignant SONT autorisés POUR FAIRE leur cours
(respectivement apprendre et enseigner)
Tableau 3.4: Description des normes
Enfin, le dernier niveau du modèle organisationnel correspond à l’élaboration du
comportement interne du système. Lors de cette étape, une description détaillée de la
structure sociale et des interactions est définie. Pour chacun des rôles est défini un
identifiant, des objectifs, des droits, les normes qui lui sont associées et un type. Le tableau
3.5 définit les trois rôles présents dans notre système. Ensuite, les dépendances et les
relations entre rôles sont définis comme le montre la figure 3.2. La dernière étape de
ce niveau correspond à la description des scènes d’interaction. Celle-ci commence avec
l’enregistrement des étudiants et la recherche d’enseignants et se termine par le déroulement
d’un cours (cf. figure 3.3).
Rôle : Étudiant
Identifiant étudiant
Objectif apprendre quelque chose
Droits consulter l’emploi du temps, apprendre et s’inscrire à un cours
Normes
Réponse négative pour une inscription
Modification de l’emploi du temps
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Rôle : Enseignant
Identifiant enseignant
Objectif enseigner quelque chose
Droits consulter l’emploi du temps, enseigner et choisir un cours
Normes
Recherche d’un professeur
Réponse négative à un enseignant




garder la cohérence d’un cours
répondre aux attentes des enseignants et des étudiants
Droits
faire/mettre à jour l’emploi du temps, accéder aux dépôts de salles,
enregistrer un étudiant, chercher un enseignant et annuler un cours
Normes Inscription des étudiants
Tableau 3.5: Description des rôles
FIGURE 3.2 — Diagramme de dépendances des rôles
FIGURE 3.3 — Structure d’interaction d’OperA
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3.1.3.3 L’université selon ADELFE
Le processus de développement d’ADELFE a donc été appliqué pour analyser les
exigences de l’exemple menant à l’identification des agents impliqués dans le système. Le





Cette phase permet de concevoir un cahier des
charges précis avec le client, de dégager les limites
du système en devenir et de spécifier un vocabulaire
commun lié au domaine d’application du système
– cahier des charges
– glossaire
– limites et contraintes
Besoins
Finals
Cette phase permet, à partir du cahier des charges
précédemment établi, d’identifier les entités (actives
ou passives) entrant en jeu dans le système
et de déterminer celles qui constitueront son
environnement. Les interactions entre le système et






Analyse Cette phase est particulièrement importante
puisqu’elle permet de vérifier l’adéquation du
problème avec la théorie des AMAS et de fournir
une première version de l’architecture logicielle.




Conception Cette phase est dédiée à la conception détaillée
de l’application et notamment des agents et de
leurs interactions. Elle permet également d’établir









Tableau 3.6 — Vue d’ensemble du processus d’ADELFE
Lors de l’étude des besoins préliminaires, l’objectif du système a été établi. Le but du
système d’emploi du temps est de montrer l’organisation au sein d’une université pour
concevoir un emploi du temps. Plusieurs mot-clés ont donc été définis : secrétaire, cours,
créneau, enseignant, étudiant, salle. De plus, des limites du système telle que la gestion des
salles existent au sein du système.
L’étude des besoins finals vise principalement à définir la fonction du système, modéliser
les interactions entre le système et son environnement et à caractériser cet environnement.
Dans notre application, les entités actives définies sont : la secrétaire, les enseignants et
les étudiants qui modifient eux-mêmes leurs contraintes et interagissent avec le système.
Parallèlement, les entités passives qui peuvent être considérées comme des ressources dans
le système, sont l’emploi du temps, les cours et les salles.
Certes, ADELFE permet de développer des systèmes dont le fonctionnement adaptatif
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repose sur l’auto-organisation par coopération, mais tous les problèmes n’ont pas forcément
besoin de l’utiliser pour être résolus. De plus, même si son utilisation semble utile, l’analyse
ne sait pas forcément où placer des agents coopératifs, ou bien quelles sont les entités
du domaine qui devront/pourront être décomposées en agents. La vérification se fait à
deux niveaux : au niveau global et au niveau local. L’utilisateur doit alors répondre à
quelques questions comme : le système conçu est-il ouvert ? Un algorithme est-il déjà
connu pour résoudre ce problème ? Le comportement d’une entité peut-il évoluer ? L’étape
suivante correspond à l’identification des agents impliqués dans le système à construire.
Dans notre système, la secrétaire, les étudiants et les enseignants sont autonomes. Ils ont
tous un but individuel, interagissent ensemble et n’ont qu’une connaissance partielle de
l’environnement. Ces trois entités sont donc des agents. Enfin, leurs relations et leurs
interactions sont étudiées. Les agents et entités présents dans le SMA adaptatif et leurs
communications sont représentés par la figure 3.4.
FIGURE 3.4 — Structure de l’AMAS
La phase de conception commence par une étude des langages d’interaction. Dans
notre exemple, les agents communiquent par messages pour le choix des cours et via
l’environnement quand un créneau est ajouté à l’emploi du temps. Ensuite, on définit
le comportement des agents en définissant leurs caractéristiques, leurs aptitudes, leurs
connaissances, etc. La figure 3.5 montre la structure de l’agent Étudiant. La structure de
chacun des agents est résumée dans le tableau 3.7.
Enseignant Étudiant Secrétaire
Compétences
– Choisir un cours
– Consulter un emploi
du temps
– Enseigner
– Choisir un cours





– Proposer un cours
– Annuler un cours
– Chercher une salle
– Mettre à jour un emploi
du temps
68 Auto-organisation de fragments pour la conception de processus de développement
3.1. Composition manuelle de méthodes : OperA et ADELFE
3
Connaissan-
ces – Sur lui même :
emploi du temps ;
ses préférences
– Sur les autres :
la Secrétaire ; les
Enseignants
– Dans l’environnement :
cours à pourvoir ;
emploi du temps
– Sur lui même : ses
préférences ; cours à
suivre
– Sur les autres : la
Secrétaire
– Dans l’environnement :
cours proposé ; emploi
du temps
– Sur les autres : les
Enseignants ; les
Étudiants
– Dans l’environnement :
tous les cours ; emploi





veulent le même cours ;
le plus qualifié ou celui
qui a le moins de cours
l’enseignera
Quand il ne reste
qu’une place pour deux
candidatures à un cours,
les étudiants discutent





Envoyer et recevoir des
messages
Envoyer et recevoir des
messages
Envoyer et recevoir des
messages et laisser des
traces sur l’emploi du
temps
Aptitudes
– est Disponible (cours,
mon edt)
– sélectionner des cours
en fonction de mes
préférences (liste de
cours, mes préférences)
– trier les cours que je
peux enseigner (liste de
cours, mon edt)
– demander un cours
(cours)
– mettre à jour mon
calendrier personnel
– enseigner (cours)
– sélectionner des cours
en fonction de mes
préférences (liste de
cours, mes préférences)
– mettre à jour mon
calendrier personnel ()
– assister à un cours
(cours)
– s’inscrire (cours)
– gérer une inscription
(étudiant)
– ajouter un créneau
(horaire, salle,
enseignant)
– trouver une salle
(horaire, nombre
étudiants)
– trouver un enseignant






Tableau 3.7: Structure des agents
3.1.3.4 Composition manuelle
L’application a été conçue en suivant les deux méthodes. D’une part, de l’approche top-
down sont déduits les différents rôles (étudiant, enseignant et secrétaire) et les différents
objets manipulés (emploi du temps, salles, cours). Chacun des rôles est défini par des
objectifs tels que apprendre ou enseigner pour l’étudiant ou l’enseignant, des droits tels que
la consultation de l’emploi du temps, et des normes qui régentent le rôle. De plus, la structure
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FIGURE 3.5 — Structure de l’agent Étudiant
de communication est définie à partir des dépendances entre les rôles et des liens existants
entre les rôles et les objets en fonction de leurs droits. Enfin, la structure d’interaction est
présentée décrivant le script des scènes, les résultats escomptés et les normes régissant
l’interaction. D’autre part, l’approche bottom-up définit trois entités passives : l’emploi du
temps, les salles et les cours ; et identifie trois agents coopératifs : l’étudiant, l’enseignant et
la secrétaire. À chaque agent sont associées des compétences comme consulter un emploi
du temps, des croyances telles que les préférences pour un étudiant, une attitude sociale, un
langage d’interaction et des aptitudes.
On peut donc en déduire des correspondances entre les deux méthodes : les rôles et les
agents coopératifs, les droits et les compétences, etc. Les liens présentés dans le tableau 3.1
sont donc vérifiés.
3.1.4 Automatisation par transformation de méta-modèle
Quel qu’il soit, un processus de développement logiciel englobe plusieurs activités qui
produisent individuellement un ou plusieurs artefacts tels que des diagrammes ou du
code source. Ces artefacts sont souvent indépendants les uns des autres. Un problème ici,
est d’être capable d’assurer une cohérence entre les éléments des différents artefacts. Le
modèle fournit alors l’abstraction nécessaire qui permet aux ingénieurs de raisonner sur ces
éléments tout en ignorant certains détails non pertinents.
Des liens étant établis entre les différents méta-modèles, l’objectif à présent est
d’automatiser le passage d’OperA à ADELFE. L’Ingénierie Dirigée par les Modèles (IDM)
[Favre and Estublier, 2006] offre un cadre méthodologique et technologique qui permet
d’unifier différentes façons de faire dans un processus. Il est ainsi possible d’utiliser la
technologie la mieux adaptée à chacune des étapes du développement, tout en ayant un
processus global de développement qui soit unifié. L’IDM permet cette unification grâce à
l’utilisation de transformations automatiques entre les modèles. Ainsi, les transformations
permettent de choisir l’espace technique et le formalisme le plus adapté à chaque activité.
Elle génère un ensemble de modèles cibles à partir d’un ensemble de modèles sources
conformément à une définition de transformation [Jézéquel et al., 2006].
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La transformation entre OperA et ADELFE facilite le travail des concepteurs, leur
donnant ainsi la possibilité de se concentrer sur des aspects plus spécifiques. Cette
transformation a pour résultat une génération de code à partir d’OperA. Ce code peut alors
être inclus comme comportement nominal des agents d’ADELFE. Cette approche fournit
donc des mécanismes pour écrire du code à partir du modèle initialement établi avec OperA.
3.1.5 Synthèse
La composition manuelle présentée ici, propose la composition d’OperA et ADELFE.
La contribution principale de cette composition est l’étude et la description de la démarche
réalisée pour ajouter l’adaptation issue d’ADELFE à la méthode OperA. Cette approche est
illustrée par un exemple : la gestion simplifiée d’un emploi du temps dans une université.
Celui-ci illustre parfaitement les problèmes qui sont dans un environnement réel dynamique
et complexe.
La principale problématique rencontrée au cours de cette démarche est la terminologie
spécifique à chacune des méthodes. Cela nous a contraint à établir un glossaire précis pour
chacun des termes présents dans le méta-modèle des méthodes. C’est un travail long et
coûteux qui requiert la présence d’un expert de la méthode. Le passage d’une méthode à
une autre a ensuite été automatisé par une transformation.
Cette composition montre les bienfaits de la réutilisation de portions de méthodes. De
plus, elle met en avant le problème de terminologie entre les différentes méthodes. Une
solution est proposée ici, cependant de nombreux outils de transformations de modèles
existent et chacun d’eux définit ses propres primitives de manipulation de modèles
et les transformations sont rarement réutilisables dans d’autres environnements : les
transformations ne sont pas portables et les outils ne sont pas interopérables [Bondé,
2006]. En généralisant à un nombre considérable de méthodes et en supposant qu’une
transformation existe pour chacune d’elles, l’interopérabilité des fragments serait donc
soumis à l’interopérabilité des transformations. Ces problèmes sont discutés dans la section
3.3.
3.2 Adaptation manuelle de méthodes : ADELFE 2.0
Bien que l’approche par AMAS ait montré son adéquation à un certain nombre de
problèmes, il n’en reste pas moins qu’il n’est pas toujours évident de concevoir un tel
système. C’est dans l’objectif de faciliter l’adoption de cette approche que la méthode
ADELFE a été définie en 2004. Depuis, la méthode n’a pas cessé d’évoluer. En effet, en 2008,
un outil de conception dirigée par les modèles est venu enrichir ADELFE [Rougemaille,
2008]. Ensuite, un outil d’assistance capable d’adapter le processus de conception en
fonction des spécificités du système à mettre en œuvre a été proposé [Bonjean et al.,
2010]. Plus récemment, utilisé dans la phase d’implémentation d’ADELFE, MAY (Make
Agent Yourself) [Noel, 2012] a été conçu pour la conception de systèmes multi-agents
adaptatifs. Cet outil permet de concevoir des architectures qui supportent le développement
et l’exécution de systèmes multi-agents adaptatifs.
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La méthode ADELFE 2.0 est une évolution d’ADELFE. Sa construction est
principalement basée sur l’expérience acquise lors des développements de différents
systèmes. Par ailleurs, pour favoriser la flexibilité et la modularité de la méthode, les
modifications ont été effectuées selon les "bonnes" pratiques. Les "bonnes" pratiques
correspondent aux techniques et savoirs-faire sur lesquels se fondent les processus qui ont
prouvé leur efficacité.
Cette section s’organise de la manière suivante. La première partie décrit et analyse
l’évaluation par questionnaire menée dans le but de déterminer la pertinence de chacune des
activités d’ADELFE. La partie suivante introduit les "bonnes" pratiques de la modélisation
actuelle dont nous nous sommes inspirés pour faire évoluer ADELFE. Enfin, la dernière
partie présente les modifications appliquées à la méthode avant d’analyser ce travail
appliqué à la composition automatique.
3.2.1 Évaluation par questionnaire
Une enquête par questionnaire est un outil d’observation qui permet de faire une
évaluation. Des informations sont ainsi collectées auprès d’un échantillon de la population
visée.
Dans le cadre de l’évaluation d’ADELFE, un questionnaire a été établi dans le but
d’évaluer la pertinence des activités de la méthode. Chacune des personnes interrogées a
répondu aux questions suivantes :
. quand avez-vous utilisé ADELFE pour la dernière fois ?
. quel genre de système avez vous conçu (simulation, optimisation, etc.) ?
. dans quel domaine votre système s’illustre t-il ?
. pour chacune des activités non utilisées, indiquez la raison : inutile ? utilisé
partiellement ? trop long ? fait a posteriori ? mal compris ? autre ?
Le résultat des réponses concernant l’inutilisation de chacune des activités est représenté
par la figure 3.6.
L’enquête a été effectuée sur une population de huit personnes. Cependant chacune
d’elles est experte de le théorie sur laquelle est basée la méthode et a conçu en moyenne
deux applications en utilisant ADELFE. L’échantillon est donc quantitativement pauvre
mais qualitativement pertinent.
Ces premiers retours d’expériences sur la méthode ADELFE nous ont permis de
pointer certaines incohérences dans le processus de la méthode mais aussi les phases
les plus importantes de la méthode. En effet, l’analyse du questionnaire a révélé que la
méthode était partiellement adéquate. La figure 3.6 montre le nombre de réponses indiquant
la non utilisation de chacune des activités/étapes du processus. Les activités/étapes
surlignées sont celles jugées indispensables par la population testée. Elles correspondent
aux activités/étapes les plus importantes d’ADELFE comme définir les entités ou définir les
agents. Par ailleurs, les résultats montrent qu’à l’exception de l’activité A25 : Implémentation
du comportement des agents, toutes les activités de la phase d’implémentation ne sont
pas utilisées. Ce résultat s’explique par le fait que la méthode ADELFE au moment de
l’enquête ne décrivait pas l’utilisation de MAY correspondant aux pratiques courantes de ses
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FIGURE 3.6 — Nombre de réponses indiquant la non utilisation de chacune des
activités/étapes du processus
utilisateurs. De plus, l’enquête a montré des faiblesses dans la démarche de modélisation.
En effet, vingt-sept activités/étapes sur quarante et une ont été dites non utilisées au cours
de la conception d’une application. Ainsi, afin d’améliorer la démarche de la méthode nous
nous sommes intéressés aux pratiques de la modélisation (cf. § 3.2.2).
3.2.2 Pratiques de la modélisation
UML (Unified Modeling Language) est un langage de modélisation graphique et textuel
standardisé destiné à comprendre et décrire des besoins, spécifier et documenter des
systèmes, esquisser des architectures logicielles, concevoir des solutions et communiquer
des points de vue. La première version, UML 1.1, a vu le jour en 1997, date à partir de
laquelle UML devient un standard. Très rapidement, UML a évolué, ainsi respectivement
les versions UML 1.5 et UML 2.0 sont proposées au grand public en 2003 et 2005. En
l’espace de quelques années seulement, la modélisation avec le langage UML est devenue
incontournable pour la plupart des projets informatiques.
UML 2 propose treize types de diagrammes, chacun d’eux étant dédié à la représentation
des concepts particuliers d’un système logiciel [Charroux et al., 2008]. Ils se répartissent en
deux grands groupes :
Diagrammes structurels ou diagrammes statiques :
. diagramme de classes (Class diagram) - Il a pour objet de décrire la structure de
l’application en analyse alors qu’en conception, il représente la structure du code.
. diagramme d’objets (Object diagram) - Il montre les instances des éléments structurels
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et leurs liens à l’exécution.
. diagramme de composants (Component diagram) - Il montre les unités logicielles à
partir desquelles sont construits le système et leurs dépendances.
. diagramme de déploiement (Deployment diagram) - Il montre le déploiement physique
des artefacts sur les ressources matérielles.
. diagramme de paquetages (Package diagram) - Il montre l’organisation logique du
modèle et les relations entre paquetages.
. diagramme de structure composite (Composite structure diagram) - Il montre
l’organisation interne d’un élément statique complexe.
Diagrammes comportementaux ou diagrammes dynamiques :
. diagramme de cas d’utilisation (Use case diagram) - Il est utilisé dans l’activité de
spécification des besoins. Il montre les interactions fonctionnelles entre les acteurs et
le système.
. diagramme d’activités (Activity diagram)- Il montre l’enchaînement des activités qui
concourent au processus.
. diagramme d’états-transitions (State machine diagram) - Il représente la façon dont
évoluent les éléments présents dans le système.
. diagrammes d’interaction (Interaction diagram) -
. diagramme de séquence (Sequence diagram) - Il montre les messages échangés entre
éléments au sein d’une interaction.
. diagramme de communication (Communication diagram) - Il représente des échanges
de messages particulier entre éléments, dans le cadre d’un fonctionnement
particulier du système.
. diagramme global d’interaction (Interaction overview diagram) - Il fusionne les
diagrammes d’activité et de séquence pour combiner des fragments d’interaction
avec des décisions et des flots.
. diagramme de temps (Timing diagram) -Il fusionne les diagrammes d’états et de
séquence pour montrer l’évolution de l’état d’un élément au cours du temps et les
messages qui modifient cet état.
Associé à un processus de développement, un modèle représente l’ensemble des vues
sur une expression de besoins ou sur une solution technique. Pris à un niveau de détail
pertinent, il décrit ou conçoit la cible de l’étape en cours. Le modèle sert donc des objectifs
différents suivant l’activité de développement. Le processus initialement proposé est celui
du RUP (Rational Unified Process), un cadre très complet de processus de développement.
Ainsi, en se basant sur la méthode initialement définie et notre expérience, nous allons donc
essayer de trouver le meilleur rapport "qualité/prix" possible afin de ne pas surcharger
l’utilisateur de concepts et d’activités de modélisation qui ne sont pas indispensables au
développement de SMA adaptatifs. Le processus proposé est donc fondé sur l’utilisation
d’un sous-ensemble nécessaire et suffisant du langage UML 2. UML 2 apporte de nouveaux
outils adaptés à la modélisation d’architecture. Les notions de "structure interne" de classe,
de port et de part sont des notions nouvellement introduites offrant des mécanismes
utiles pour les architectures. A travers ces mécanismes, UML met en avant la notion de
"composant", et permet de représenter leur assemblage.
Inspirée de la démarche [Roques, 2006], la démarche adoptée dans ADELFE 2.0 reprend
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certaines étapes initialement dans le processus, les réorganise et en ajoute d’autres. Dans
ADELFE, pour mener à bien les premières de ses activités, le langage UML est utilisé
pour définir les cas d’utilisation. De même, la caractérisation de l’environnement et des
échanges qu’il réalise avec le système utilise les diagrammes de séquence. Le prototypage
d’une interface et une analyse du domaine y étaient également répertoriés. Comparée aux
pratiques actuelles, l’analyse du domaine permettant de créer une représentation visuelle
des objets du monde réel dans un domaine donné n’arrive que tardivement dans le
processus.
Basée sur la démarche de [Roques, 2006], le processus d’ADELFE 2.0 a donc été
réorganisé. Comme pour la démarche illustrée sur la figure 3.7, la démarche proposée
dans ADELFE commence par une définition des besoins. Ensuite, c’est la modélisation du
processus métier qui est spécifiée afin de montrer l’enchaînement des actions et décisions du
domaine. Puis, successivement, les cas d’utilisation, les diagrammes de séquence système
et un prototype d’interface sont définis. Subséquemment, les diagrammes de séquences
détaillés sont établis. Enfin un diagramme de composants est défini avant de commencer
l’implémentation du système. Toutes ces activités sont incluses dans le processus d’ADELFE
2.0. Son processus complet, obtenu après une adaptation de la méthode, est présenté ci-
après.
FIGURE 3.7 — Démarche de modélisation d’un site e-commerce [Roques, 2006]
3.2.3 ADELFE 2.0
La méthode ADELFE 2.0 couvre les phases de l’étude des besoins jusqu’à
l’implémentation. Elle est composée de cinq phases incluant un ensemble d’activités (A)
divisées en étapes (s) (cf. figure 3.8). Les principales modifications appliquées sont une
réorganisation, des explicitations, des ajouts et des suppressions d’activités et/ou d’étapes.
Une méthode définit qui fait quelles activités pour quels produits, incluant quand,
pourquoi et à quel moment telle ou telle activité doit être réalisée. Les activités (comment),
les produits (quoi) et les rôles (qui) sont connus comme les éléments d’un processus. La
méthode ADELFE 2.0 est présentée selon ces trois points de vue.
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FIGURE 3.8 — ADELFE 2.0
3.2.3.1 Activités
Au cours de ces dernières années de travail et d’expériences en utilisant ADELFE, la
méthode a progressivement été modifiée pour mieux répondre aux besoins des utilisateurs.
Les phases qui la composent reste inchangées, seules certaines activités ou étapes ont été
modifiées. La figure 3.8 présente le nouveau flow d’activités (A) et d’étapes (s). Les activités
ou étapes précédées par une flèche correspondent aux activités ou étapes avancées ou
reculées dans le processus. Celles encerclées par des pointillées sont des ajouts. Les activités
ou étapes en gras et italique sont des activités spécifiques aux AMAS.
La phase définissant les besoins préliminaires représente une description des exigences
du cahier des charges entre les clients, les utilisateurs et les concepteurs. La description,
les limites et les contraintes du système sont alors établies. À ceci a été ajouté une activité
(A3 : Modéliser le domaine) composée de deux étapes (s1 : Définir les concepts métier et s2 :
Établir le processus métier). Cette activité permet de comprendre la structure statique et
dynamique du système. Elle s’assure que les clients, utilisateurs et développeurs ont la
même compréhension du système. L’étape s1 : Définir les concepts métier se faisait initialement
dans la phase d’analyse, or il s’avère que ce diagramme permet de définir les entités du
système à développer. L’étape s2 : Établir le processus métier est ajoutée au processus car elle
fournit une meilleure acceptabilité du produit correspondant à sa sollicitation initiale. Le
but de cette phase est donc d’obtenir une description précise et consensuelle du problème,
ainsi que le processus métier de l’application.
Lors de la phase définissant les besoins finals, les besoins déterminés au cours de la phase
76 Auto-organisation de fragments pour la conception de processus de développement
3.2. Adaptation manuelle de méthodes : ADELFE 2.0
3
précédente sont transformés en cas d’utilisation, et leur priorité est définie. L’analyste métier
donne une description détaillée de l’environnement du système. L’analyste spécialisé dans
le domaine des SMA ajoute suffisamment de détails à la description de l’environnement du
système pour en déduire si une approche SMA est requise. Enfin, cette phase se termine par
l’élaboration d’un prototype de l’interface graphique. La principale évolution de cette phase
est l’ajout d’une activité A8 : Qualifier le SMA déterminant l’adéquation d’un SMA pour le
problème donné. Cette activité se compose de trois étapes, deux (s1 : Qualifier l’environnement
du système et s2 : identifier les échecs à la coopération acteur-système) qui étaient initialement
effectuées en amont dans le processus et une ajoutée (s3 : Vérifier l’adéquation au SMA) qui a
pour objectif de valider l’utilisation d’un SMA.
La phase d’analyse vise à identifier la structure du système et justifier l’adéquation aux
AMAS. Cette phase a été restructurée de manière à ce qu’une analyse des caractéristiques
du domaine soit réalisée en identifiant les entités actives et passives et en étudiant leurs
interactions. Cette analyse permet alors la vérification de l’adéquation des AMAS au niveau
global. Ensuite, l’identification des agents mène à la vérification de l’adéquation des AMAS
au niveau local. Donc cette phase définit la structure du système en terme de composants et
valide l’utilisation d’un AMAS.
La phase de conception détaille l’architecture du système. Une activité A14 : Définir
la vue module du système et une étape s5 : Définir la criticité et la confiance de comportement
de l’agent sont ajoutées. L’activité A14 : Définir la vue module du système prépare la phase
d’implémentation en représentant le système en module. Elle permet de comprendre les
dépendances entre les éléments. Par ailleurs, l’étape s5 : Définir la criticité et la confiance
de comportement de l’agent correspond à définir la variation de mesures qui régissent le
comportement d’un agent. Pour résumer, au cours de cette phase, une vue module est
définie, les actes de communication sont étudiés et les différents comportements sont
déterminés.
Enfin, la phase d’implémentation correspond au passage de la conception du SMA,
en termes de types d’agents et d’interactions, à son implémentation. Ce travail est réalisé
à l’aide d’une micro-architecture qui représente le système à l’exécution (comportement
et interactions). Les activités de cette phase ont été explicitées mais n’ont pas changé
fondamentalement. Néanmoins, la manière et l’approche utilisées ont changé. Actuellement,
les AMAS sont développés en utilisant des architectures logicielles à composants qui
favorise la réutilisation.
3.2.3.2 Produits
Les activités composant le processus ayant été modifiées, les produits logiciels qui en
sont extraits ont alors été également ajustés. Chaque activité livre un produit qui peut être
représenté par un méta-modèle. Ainsi pour chacune des activités du processus d’ADELFE
2.0, le tableau 3.8 présente chacun de ces produits.
Activité Produit Définition




Description textuelle des besoins fonctionnels et
non fonctionnels
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Description textuelle des besoins consensuels
A3 : Modéliser le
domaine
Modèle métier Composé d’un diagramme modélisant la
structure du système et d’un diagramme
montrant le comportement du système
A4 : Établir un
ensemble de mots-
clés
Glossaire Définitions de l’ensemble des mots-clés
A5 : Extraire












Description textuelle décrivant les acteurs qui
interagissent avec le système et les contraintes
possibles





Composé d’un diagramme de cas d’utilisation
qui représente les acteurs et les fonctionnalités
qui leur sont confiées, d’une description des
acteurs et des diagrammes représentant les
interactions entre les acteurs et le système
A8 : Qualifier le SMA Qualification du
SMA
Composé de la description de l’environnement
selon la définition de Russel et Norvig, la
description des "mauvaises" interactions entre
les acteurs et le système et la justification de
l’utilisation d’un SMA




Composé de la description des interfaces
graphiques et d’un prototype (textuel,
graphique, code)





Composé d’une description textuelle des entités
décrites comme actives ou passives et de










Réponses aux questions relatives à l’adéquation
du problème au niveau global




Composé de la définition de l’objectif, l’étude de
l’autonomie et les capacités de négociation pour
chaque entité active ; de la liste des échecs à la
coopération entre les entités ou entre l’entité et
de son environnement ; et de la définition des









Réponses aux questions relatives à l’adéquation
du problème au niveau local




Description de l’organisation et des
dépendances des éléments clés du logiciel.
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Composé de la description des interactions
d’entités et agents et de diagrammes les
représentant





Description du comportement des entités illustré
par un diagramme à état






Composé de la description comportement
nominal de l’agent illustrée par un diagramme
à état et de la définition de ses compétences,
ses aptitudes, son langage d’interaction, sa
représentation du monde, sa criticité, ses
caractéristiques et ses règles structurelles






Éléments du comportement de l’agent qui
permettent d’anticiper ou de détecter et de
réparer les situations non coopératives




Composé du prototypage rapide du
comportement des agents et éventuellement du






Composé de la description de l’architecture du





Code AMAS Implémentation du comportement des agents
(nominal et coopératif)
Tableau 3.8: Description des produits pour chaque activité
d’ADELFE 2.0
Un méta-modèle est défini selon la représentation d’un point de vue particulier. Sa
granularité varie en fonction de son utilisation. En effet, un méta-modèle dit descriptif
sera généralement moins détaillé qu’un méta-modèle utilisé dans une transformation de
modèle. Par conséquent, l’ajustement des produits logiciels de chacune des activités nous a
conduit à réviser également le méta-modèle de la méthode. En effet, un produit peut être
représenté par un ensemble de concepts du méta-modèle. Le méta-modèle d’ADELFE 2.0
est conçu d’un point de vue descriptif en prenant en compte tous les produits. Il s’agit d’une
représentation simple qui met en évidence l’ensemble des concepts manipulés au cours des
différentes activités. Néanmoins, la prise en compte de tous les produits impose une certaine
rigueur et a tendance à enrichir le méta-modèle.
3.2.3.3 Rôles
La meilleure garantie de succès est de s’assurer que chaque intervenant remplit au mieux
le ou les rôles qui lui sont attribués. Ainsi dans un souci de précision, nous avons défini de
nouveaux rôles dans le processus d’ADELFE 2.0. En effet, une distinction des rôles a été
faite dès lors qu’une compétence relative aux AMAS est nécessaire. Par exemple, le rôle de
l’analyste est maintenant réparti en deux rôles : l’analyste MAS et l’analyste AMAS. De la
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Utilisateur final A1-S1 ; Recueillir les besoins fonctionnel et non fonctionnel






Valider le travail au cours de la méthode
Analyste logiciel A2-S1 ;
A5
Analyser le problème et capturer les besoins
consensuels, les mots-clés et les contraintes du système
en traduisant les demandes utilisateurs pour les
concepteurs/développeurs
Analyste métier A3 ; A6 ;
A7-S1 ;
A7-S2
Comprendre les enjeux et analyser les besoins des clients
en définissant les concepts et leur relation, en décrivant
l’activité du système et en identifiant les cas d’utilisation
Analyste SMA A8 ; A10 ;
A12-S1
Justifier l’utilisation d’un SMA et identifier les entités et
les agents
Ergonome A9-S1 Analyser et synthétiser les faits observés afin d’adapter
le système aux besoins des utilisateurs et faciliter son
intervention sur un appareil en proposant un prototype
de l’interface utilisateur




Définir l’adéquation aux amas et lister les échecs de
coopération entre le système et l’utilisateur
Concepteur
d’architecture
A14 Définir la vue module qui prépare l’environnement de
développement
Concepteur SMA A15 ; A16 Étudier les actes de communication et définir les
comportements des entités
Concepteur AMAS A17 ;
A18 ; A19
Déterminer le comportement nominal et coopératif des
agents et faire un prototype validant leur comportement
Développeur de
framework AMAS
A20 Extraire l’architecture du système et implémente tout ce
qui n’est pas du comportement agent
Développeur AMAS A21 Implémenter le comportement nominal et coopératif des
agents
Tableau 3.9 — Description des rôles du processus d’ADELFE 2.0
même manière, une distinction a été faite entre les concepteurs et les développeurs.
3.2.4 Synthèse
La nouvelle version d’ADELFE est proposée en tenant compte des évolutions apportées
au cours de ces dernières années et de l’expérience acquise lors des développements de
différents systèmes.
L’évolution de la méthode ADELFE souligne les besoins d’adaptation d’une méthode.
Elle permet de tirer profit des activités existantes, évitant ainsi la duplication d’effort
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dans l’élaboration de nouvelles activités. Cependant, la conception d’une méthode dans
un contexte donné peut être inadaptée dans un autre. L’adoption d’une méthode dans un
contexte différent nécessite donc la prise en compte de ces différences et/ou exigences. Dans
le cadre de la composition automatique, le problème d’adaptation doit ainsi être pris en
compte. Celui-ci est discuté dans la section suivante.
3.3 Préparation à la composition automatique
La technique de construction de méthodes par assemblage est fondée sur l’idée
que les méthodes existantes peuvent être décomposées en fragments réutilisables
indépendamment. La construction d’une nouvelle méthode consiste donc à sélectionner des
fragments en fonction de la situation courante et à les assembler. Les problématiques sont
alors les suivantes : définition d’un fragment, leur stockage et, le guidage dans la sélection
et l’assemblage des fragments.
En outre, des problèmes s’ajoutent avec la problématique d’automatisation de la
sélection et de l’assemblage des fragments. En effet, l’automatisation est une tâche complexe
principalement du fait du grand nombre de fragments existants, de l’adaptation d’un
fragment à une nouvelle situation. Qui plus est, pour la composition de fragments issus
de différentes méthodes qui utilisent des approches de modélisation différentes, un des
principaux problèmes à traiter est de savoir si ces fragments peuvent être composés. Cette
question se pose du fait des différentes sémantiques à la base des approches employées
dans les fragments à composer. Enfin, l’utilisateur peut intervenir dans la composition à
tout moment. Il influence le comportement du système de manière directe ou indirecte.
L’utilisateur a la possibilité d’adapter ses besoins ou ses préférences au cours de la
composition par des ajustements ponctuels. Le système doit alors être capable de s’adapter
en revisitant la composition au cours du fonctionnement.
Chacune de ces problématiques est présentée par la suite. La première est la conception
de méthode adaptée. Ensuite, la nécessité d’avoir une structure pour décrire et utiliser les
fragments et une base pour les stocker est discutée. Enfin, les problèmes liés à la sélection et
la composition automatique de fragments sont présentés avant d’être complétés avec le rôle
de l’utilisateur.
3.3.1 Méthode adaptée
Alors que la demande pour concevoir des systèmes complexes continue d’augmenter,
les méthodes actuelles dans le domaine des SMA restent limitées et parfois inadaptées. Par
exemple, PASSIM [Cossentino et al., 2008] est une méthode de modélisation de simulations
multi-agent qui intègre une phase de simulation pour le prototypage du SMA en cours de
développement et pour la validation fonctionnelle et non-fonctionnelle. Elle a été proposée
pour favoriser le prototypage de SMA complexe pour la simulation afin de prendre en
charge le développement d’un système logiciel de qualité supérieure. Elle est issue de
l’intégration de fragments provenant de deux méthodes : PASSI d’où sont extraites les
phases d’analyse, de conception et d’implémentation, et DSC (Distilled State Charts (DSC)-
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based simulation method) qui fournit la phase de simulation.
La nécessité de bien définir la démarche qui définira un processus de développement
plus efficace et plus rentable est alors cruciale. Actuellement, il n’existe pas de méthode
pouvant être désignée comme étant la "meilleure". Les ajustements pour des contraintes ou
des exigences particulières sont des modifications ou des adaptations effectuées localement.
La représentation des fragments est donc une activité importante dans la création de
"bonnes" méthodes situationnelles c’est-à-dire des méthodes adaptées à des situations
données. En outre, les fragments doivent être représentés de manière uniforme comprenant
les informations nécessaires à leur extraction et leur composition.
3.3.2 Standardisation des fragments
Concernant l’assemblage de fragments, deux principaux problèmes sont identifiés : le
stockage de fragments et la structure des fragments. La plupart des approches composant
des fragments utilisent la notion de base de fragments pour le stockage. En outre,
pratiquement chaque approche propose son type de fragments qu’elle définit selon son
propre format. Afin de créer une nouvelle méthode à partir de fragments, le concepteur
doit avoir accès à une base de fragments de méthodes, provenant de différentes méthodes
existantes. Liée à la création de base de fragments, la problématique concernant la structure
du fragment doit être abordée au préalable.
3.3.2.1 Base de fragments
Un point important relatif à l’assemblage de fragments est le stockage et l’accès aux
fragments contenus dans une base de fragments. Afin de rendre les fragments accessibles
à un large public, une bibliothèque électronique via Internet a été proposée pour les
présenter [Brinkkemper, 2000; Sassi et al., 2000]. Son objectif est d’apporter une aide dans
la construction de méthodes situationnelles. Chacun des fragments est alors représenté
de manière uniforme comprenant les informations nécessaires à leur extraction et à leur
composition.
La plupart des approches utilisent la notion de base, chacune d’elles possédant la sienne
[OPF, 2009; Seidita et al., 2006; Casare, 2012]. Les fragments contenus dans ces différentes
bases suivent le format défini par son concepteur, néanmoins la structure et l’accès à ces
bases ne sont pas spécifiés.
3.3.2.2 Structure d’un fragment
De manière générale, la définition d’un fragment est basée sur le méta-modèle. Les
fragments issus de méthodes existantes sont stockés dans une base de fragments prévue
à cet effet. Le concepteur de fragments définit leur format. La granularité des fragments est
donc définie par leur concepteur.
Conformément au vocabulaire du RUP (Rational Unified Process, le RUP est un
processus qui donne les préceptes généraux d’une méthode), on parle de phases pour
représenter le processus d’une méthode, d’activités pour la décomposition des phases
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et d’étapes pour découper une activité. Le choix de la granularité d’un fragment est
alors complexe. En effet, la décomposition d’une méthode en étape est une tâche précise
et fastidieuse qui implique une connaissance parfaite de la méthode. Ce choix de
fragmentation est très détaillé et fournit un très grand nombre de fragments. Par exemple,
dans ADELFE, la phase d’analyse est composée de quatre activités. Parmi elles, la première
correspond à l’activité d’analyse du domaine. Cette activité est composée de deux étapes :
l’identification des entités actives et passives et l’étude des interactions entre les entités. Ces deux
étapes sont reliées et interdépendantes. La fragmentation en étapes pour cette activité est
alors inutile et inappropriée. Par ailleurs, une décomposition en phase donnerait lieu à
des fragments énormes et complets. Ce haut niveau de granularité promeut les problèmes
de redondance entre les fragments [Arni-Bloch and Ralyté, 2010]. En effet la duplication
d’activités ou d’étapes peut apparaître avec une forte granularité. Il se peut qu’une activité
ou une étape soit présente dans deux fragments différents. Le risque que cela se produise
augmente avec le niveau de granularité choisi pour la fragmentation d’une méthode. En
outre, dans ce cas, les possibilités d’assemblage sont réduites au minimum réduisant en
même temps les possibilités d’adaptation à une situation donnée.
3.3.2.3 Structure des fragments utilisés
Le choix de granularité des fragments lors de leur définition est alors un choix important
et influe sur la composition automatique des fragments. Un premier travail est en cours
de réalisation en collaboration avec un groupe de la FIPA 1 intitulé «Design Process
Documentation and Fragmentation». Il a pour objectif de fragmenter diverses méthodes
et d’en donner une description précise en suivant un même modèle, permettant ainsi
la comparaison de méthodes et l’élaboration d’une base de fragments. Deux résultats
principaux ont été obtenus après ce travail : (i) un moyen de comparer précisément ces
différentes méthodes et (ii) un dépôt potentiel des fragments qui serviront à la communauté
pour composer de nouveaux processus. Dans le cadre de ce travail, un critère de granularité
a alors été défini : chaque groupe d’activités/étapes composant le fragment, doit contribuer
de manière significative à la production ou au raffinement de l’un des principaux objets
produits de la méthode (par exemple la production d’un diagramme ou d’un ensemble de
diagramme du même type). Le paragraphe suivant détaille la structure de fragment sur
laquelle repose mon travail.
La description d’un fragment est composé de huit sections [Seidita et al., 2011]. La table
3.10 décrit la structure générale d’un fragment.
La description d’un fragment commence par une spécification du fragment en termes
de but, de granularité, des activités/étapes spécifiques prises en charge par le fragment,
d’origine et de composition structurelle. Une description détaillée du méta-modèle géré par
le fragment est ensuite donnée. Cette section contient une définition pour chaque constituant
du méta-modèle (MMMC - MAS MetaModel Construct). Les constituants sont des entités du
méta-modèle classés selon ce qu’ils représentent : un élément, une relation, une opération
ou un attribut. De plus, chacun des ces constituants est qualifié de requis et/ou fournis
en fonction de l’action de modélisation effectué sur lui pendant le fragment. La troisième
1. http://www.fipa.org/subgroups/DPDF-WG.html
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1. Description du fragment
a. But du fragment
b. Granularité du fragment
i. Fragments qui le composent
c. Origine du fragment
i. Cycle de vie du processus
d. Vue d’ensemble du fragment
2. Méta-modèle du système
a. Définition des éléments du méta-modèle
b. Définition des relations du méta-modèle
c. Définition des attributs du méta-modèle
d. Définition des opérations du méta-modèle
i. Les requis/fournis en termes de constituants de méta-modèle




a. Description du workflow
b. Description de la répartition des éléments de travail
c. Répartition des éléments de travail requis/fournis en termes de
constituants de méta-modèle
d. Produits requis/fournis du fragment
5. Délivrables
a. Nom du document
i. Notation du délivrable
ii. Contenu du délivrable en termes de constituants de méta-modèle
6. Directives
a. Directives mise en œuvre
b. Directives réutilisées
i. Composition
ii. Relation de dépendance avec les autres fragments
7. Glossaire
8. Références
Tableau 3.10 — Structure d’un fragment
section liste les rôles impliqués dans le fragment. Les rôles sont simplement décrits en
termes de responsable d’activités. La section suivante détaille le travail à réaliser et couvre
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l’ensemble des règles pour séquencer les activités de conception et les produits échangés
pour fournir le produit correspondant au fragment. Il se compose du : (i) déroulement du
fragment (ii) détail de la répartition du travail à réaliser dans le fragment ; (iii) détail des
constituants requis et fournis pour chacune des activités/étapes composant le fragment ;
(iv) produits logiciels requis et fournis par le fragment. Une section est ensuite consacrée
aux délivrables produits par le fragment. Pour chacun, une description et un détail des
constituants de méta-modèles qui le composent sont décrits. La section six correspond à un
ensemble d’indications sur la réalisation, la composition et les dépendances du fragment.
Enfin les deux dernières sections correspondent respectivement au glossaire et à une liste de
références utiles pour l’utilisation du fragment.
La structure générale d’un fragment est représentée sur la figure 3.9. Dans le cadre
de la composition automatique de fragments, nous nous intéressons en particulier aux
constituants du méta-modèle requis et fournis sur lesquels se fondent la composition de
deux fragments et ses caractéristiques.
FIGURE 3.9 — Structure d’un fragment [Cossentino et al., 2006]
3.3.3 Sélection et assemblage de fragments
Enfin, le principal problème de la composition automatique réside dans la complexité
liée à la sélection des fragments répondant aux besoins du projet en cours et l’assemblage
de ces derniers afin d’obtenir une méthode adaptée à la situation de ce projet.
3.3.3.1 Quantité de fragments
Actuellement, une dizaine de méthodes orientées agents sont fragmentées, chacune
d’elles est composée d’environ vingt fragments. Ces fragments constituent les éléments
fondamentaux d’une méthode et ont été extraits en considérant l’hypothèse précédemment
établie. Ils sont alors basés sur un niveau de granularité similaire. Par ailleurs, concevoir
manuellement un processus de méthodes suppose une connaissance totale de l’ensemble
des fragments et une étude de toutes les possibilités de combinaison possible pour un
fragment. Par exemple, ADELFE est composé de vingt cinq fragments. Les possibilités de
compositions pour chacun des fragments sont donc de l’ordre de 252. Ce nombre peut
évidement être minimisé par la connaissance et le savoir-faire d’un ingénieur méthode
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néanmoins le travail n’en reste pas moins long et fastidieux. C’est une des raisons pour
laquelle, l’automatisation de la composition des fragments est requise.
3.3.3.2 Évaluation de facteurs externes
Pour pouvoir choisir des fragments de méthodes répondant aux exigences du projet en
cours, des règles et des critères relatifs aux fragments doivent être définis. La première étape
dans la construction d’une méthode situationnelle concerne la caractérisation du projet
en cours. Celle-ci est basée sur la définition des facteurs de contingence qui peuvent être
identifiés à l’aide d’interviews, de questionnaires ou d’autres techniques d’acquisition de la
connaissance. Ces facteurs sont ensuite utilisés pour sélectionner les fragments appropriés.
Cependant, dans les approches connues [Kornyshova et al., 2009; Arni-Bloch and Ralyté,
2010; Casare, 2012], les auteurs restent assez flous dans leurs explications concernant
l’évaluation de l’ensemble de facteurs et leur impact sur le choix d’un fragment plutôt qu’un
autre.
3.3.3.3 Critères d’assemblage
Lors de la définition d’un fragment, les éléments requis (pré-conditions) et fournis (post-
conditions) par celui-ci sont explicités. Ces liens de dépendance induits par les éléments
produits et consommés par les fragments permettent de vérifier que l’ensemble est complet
et cohérent : tout élément de fragment doit agir sur un fragment et inversement, il n’y a
pas d’élément de fragment qui ne soit pas manipulé par un autre fragment. L’assemblage
de deux fragments de méthode consiste donc à identifier un ou plusieurs liens entre les
deux fragments. Afin d’assurer la cohérence et la complétude entre les fragments, des règles
d’assemblage sont établies. Par exemple, PRoDe [Seidita et al., 2010] se base sur les éléments
de méta-modèle "requis" et "fournis" par les fragments alors que l’atelier Medee [Casare,
2012] compose les fragments en fonction des produits "requis" et "fournis".
Dans le cadre de la composition de fragments que nous proposons, les conditions
d’entrées et de sorties d’un fragment sont représentées par les constituants du méta-
modèle correspondants. Ceci est justifié par la nature des modèles de produits qui sont
des structures d’éléments représentées par un méta-modèle. Par exemple, le fragment F1
requiert le constituant Ca et produit les constituants Cb et Cd et le fragment F2 requiert
les constituants Cb et Cd et produit le constituant C f . Les fragments F1 et F2 peuvent être
assemblés.
3.3.3.4 Mapping des fragments
L’automatisation du processus de sélection de fragments comporte de nombreux verrous
conceptuels et technologiques. L’un d’entre eux est de pouvoir comparer tous ces fragments
sur une base commune. Cela suppose de traduire les différents formats de description de
composants vers un format unique. Ce problème pourrait être résolu grâce à l’IDM [Thiry,
2010] en utilisant la méta-modélisation et les techniques de transformation de modèles
pour effectuer ces traductions. Cette technologie est constituée de deux étapes. La première
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réalise un mapping des différentes descriptions des fragments et la seconde correspond
à la transformation vers une nouvelle syntaxe. L’utilisation de modèles conceptuels
indépendants des contraintes d’exécution permettrait de "mapper" les différents fragments.
De plus, cette technique demande une interopérabilité des transformations. De plus, lors
de la composition, le mapping des pouvoirs d’expression peut se faire selon plusieurs
critères. Ainsi l’utilisation des ontologies serait également adéquate. En effet, une ontologie
est une spécification explicite d’une conceptualisation, son utilisation dans la composition
de fragments permettrait de résoudre les problèmes de terminologie. Cependant, cette
technique impose une évolution constante des termes.
Les règles de passage d’un langage à un autre sont donc complexes à déterminer et
demandent une grande connaissance des méthodes. Le domaine des systèmes multi-agents
étant récent, de nos jours aucune ontologie n’est encore suffisamment détaillée pour être
utilisée.
3.3.4 Rôle de l’utilisateur
Dans le cadre des approches de composition dynamique de méthodes, les mécanismes
de composition sont mis en œuvre à l’exécution. Les aspects précis des besoins des
utilisateurs et du contexte sont alors pris en compte à plusieurs niveaux : (i) la définition
de l’application peut être personnalisée par chaque utilisateur ; (ii) au moment de la
composition, l’utilisateur peut être sollicité sur les choix à faire ; (iii) l’adaptation de la
méthode peut être déclenchée non seulement par des décisions automatiques mais aussi
par l’utilisateur lui-même.
Parmi ces trois possibilités d’implication d’un utilisateur dans la composition
dynamique, l’implication dans la définition initiale du besoin est la plus répandue. Elle
nécessite une modélisation explicite des besoins des utilisateurs. Cependant, ce type
d’implication n’est pas adaptable, il ne prend pas en compte l’imprécision et l’évolution
des besoins.
Dans le cas où l’utilisateur est impliqué dans les décisions du système tout au long
de la composition, la composition est dite semi-automatique. Ainsi l’utilisateur contrôle
la conception de la méthode produite, en laissant le système résoudre automatiquement
certains aspects plus précis. Le système sollicitant fréquemment l’utilisateur, les
interventions de l’utilisateur sont alors conséquentes.
Enfin, l’utilisateur peut intervenir tout au long de la composition et ainsi influencer la
composition en adaptant ses besoins et ses préférences. Le système doit alors être capable
de s’adapter.
Un équilibre doit alors être trouvé entre l’autonomie du système et le contrôle par
l’utilisateur. Dans notre approche, un nouveau processus est initialement auto-composé
en fonction de la situation. La visualisation d’un processus complet permet à l’utilisateur
d’avoir une vue d’ensemble sur le processus qu’il a à réaliser. Par la suite, l’exécution du
processus peut requérir de l’adaptation. Ce point est discuté dans la partie suivante.
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3.3.5 Instabilité de la situation en cours d’exécution
Actuellement, les environnements technologiques sont instables et évoluent rapidement.
De plus, l’utilisateur est souvent dans l’incapacité de définir ses besoins de manière
exhaustive dès le début. Ainsi, pendant le processus de développement, une capacité
d’adaptation aux changements et aux modifications de la situation qui surviennent est
nécessaire.
Dans le cadre de la composition de fragments, un nouveau processus est initialement
auto-composé en fonction de la situation. La visualisation d’un processus complet permet à
l’utilisateur d’avoir une vue d’ensemble sur le processus qu’il a à réaliser. À chaque étape,
l’équipe de développement est conseillée sur le choix du prochain fragment à suivre en
fonction des caractéristiques courantes. Si les caractéristiques évoluent en cours d’exécution
par un ajout ou une suppression de fragments dans la base ou par une modification de
l’objectif ou des connaissances de l’utilisateur, ce conseil peut alors évoluer aussi. L’équipe
de développement est alors pilote à part entière de son processus de méthodes et obtient
très vite un processus adapté.
3.4 Conclusion
Dans ce chapitre, nous nous sommes tout d’abord intéressés à la conception d’une
méthode basée sur la réutilisation de deux méthodes existantes. Celle-ci a mis en exergue
les problématiques de terminologie entre les méthodes mais également de coût du travail
réalisé et la nécessité d’experts au moment de la composition des parties de méthodes.
D’autre part, une adaptation manuelle de méthode a été réalisée. Elle est principalement
basée sur l’expérience acquise lors des développements de différents systèmes. De plus,
pour favoriser la flexibilité et la modularité de cette méthode, les modifications ont été
effectuées selon les "bonnes" pratiques. Le manque d’adaptation des méthodes par rapport
à une situation particulière a été constaté. Enfin, nous avons discuté les problèmes liés à la
composition automatique de fragments.
De manière générale, la composition de fragments de méthode mène aux verrous
suivants : (i) comment sélectionner les fragments ; (ii) comment les composer pour obtenir
un processus de méthodes ; (iii) comment évaluer le résultat de la composition. Ces verrous
soulèvent d’autres interrogations. La sélection des fragments est une étape essentielle qui
se base sur la situation courante. En effet, la sélection se fait en fonction des fragments
présents dans la base et est influencée par l’objectif de l’utilisateur et ses connaissances.
Qui plus est la composition se fait selon un critère d’assemblage défini initialement. Dans
le cas de la composition de fragments les constituants requis et fournis du méta-modèle
sont les conditions d’entrée et de sortie d’un fragment. Par ailleurs, l’instabilité de la
situation en cours d’exécution nécessite de l’adaptation. La composition doit alors se faire
dynamiquement et s’adapter aux éventuelles modifications en cours de conception ou
d’exécution du processus.
La complexité du problème en partie due au nombre potentiellement variable de
fragments et à l’adaptation d’une situation particulière, nous a mené vers une solution
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proposant l’agentification des fragments afin de concevoir un processus adaptatif.
Le chapitre suivant présente le système SCoRe conçu pour répondre aux problèmes de
composition automatique des fragments et d’adaptation. Il expose notamment l’approche
par AMAS qui, par l’exploitation de l’émergence par auto-organisation, semble constituer
une solution originale et pertinente. Dans cette approche, les problèmes liés à la terminologie
sont résolus par une unification des constituants des méta-modèles.
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L’étude du problème à résoudre et les éléments de réponses énoncés au chapitre
précédent nous conduisent à envisager l’utilisation de SMA capables d’adapter
dynamiquement leur fonctionnalité au problème à résoudre.
Les travaux de recherche de l’équipe SMAC concernent les Systèmes Multi-Agents
Adaptatifs (ou AMAS, pour Adaptive Multi-Agent Systems) dont les facultés d’adaptation
reposent sur leur capacité à s’auto-organiser. Cette auto-organisation est dirigée par une
attitude coopérative 1 des agents. Au niveau global, la fonctionnalité réalisée par le système
multi-agent émerge donc des interactions réalisées au niveau local.
Ce chapitre constitue la réponse apportée au problème de la composition automatique
de fragments à l’aide des AMAS. Le travail réalisé ici détaille les moyens mis en œuvre pour
fournir un processus adapté en prenant en compte la situation courante.
La section 4.1 débute ce chapitre en exposant la théorie des AMAS ainsi que les principes
qui permettent de réaliser des systèmes à fonctionnalités émergentes. Les sections suivantes
sont consacrées à ce que le système SCoRe (Self-Combining method fRagment) fournit. La
section 4.2 donne les besoins fonctionnels et non fonctionnels de SCoRe et son architecture.
Le comportement de chaque type d’agents est ensuite détaillé dans la section 4.3. Enfin, la
dernière section détaille les règles de coopération relatives aux agents.
4.1 La théorie des AMAS
Dans cette section, nous présentons une approche pour la conception des systèmes
adaptatifs complexes, basée sur les systèmes multi-agents adaptatifs (AMAS) et
l’émergence. Pour cela, nous introduisons les notions d’émergence et d’auto-organisation.
Ensuite, nous décrivons le théorème de l’adéquation fonctionnelle. Enfin, nous étudions la
coopération avant de présenter le modèle d’agent d’un AMAS.
4.1.1 Émergence et auto-organisation
Le concept d’émergence est issu de l’observation de phénomènes naturels. Le
terme émergence désigne l’apparition soudaine et imprévisible de phénomènes ou de
comportement au sein d’un système complexe [Georgé, 2004]. L’émergence possède les
propriétés suivantes [Serugendo et al., 2005] :
. le phénomène est ostensible, c’est-à-dire qu’il s’impose à l’observateur au macro-
niveau ;
. le phénomène est radicalement nouveau, c’est-à-dire qu’il ne peut être expliqué par la
connaissance du micro-niveau ;
. le phénomène est cohérent et corrélé, c’est-à-dire qu’il a une identité propre mais liée
aux parties du micro-niveau ;
. le phénomène crée une dynamique particulière, c’est-à-dire qu’il n’est pas prédéfini,
s’auto-crée et s’auto-maintient.
Ainsi les solutions "inconnues" souvent très compliquées voire impossibles, naissent
de l’auto-organisation de système. [Heylighen, 2001] définit l’auto-organisation comme
1. Le terme "coopération" n’a pas, ici, le sens classique de "collaboration" et sera défini dans la section 4.1
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"l’émergence spontanée d’une cohérence globale à partir d’interactions locales". C’est
alors un moyen technique d’obtenir des phénomènes émergents. Il n’est pas étonnant
de rapprocher ces deux notions (émergence et auto-organisation) : elles sont souvent
confondues car elles possèdent des caractéristiques communes comme la non-linéarité, ou
"l’au-delà de l’équilibre" [Heylighen, 2001]. Un SMA est dit auto-organisateur lorsqu’il
modifie lui-même son organisation dans le but de s’adapter à son environnement. De
cette auto-organisation naît une flexibilité qui rend le système apte aux changements
de l’environnement. Néanmoins, cette auto-organisation n’est possible que sous certaines
conditions [Serugendo et al., 2011] : le système ne doit pas être contrôlé par une entité
extérieure au système (autonomie) et les composants du système doivent interagir car ce
sont justement ces échanges qui définissent l’organisation.
4.1.2 Théorème de l’adéquation fonctionnelle
La théorie des AMAS repose sur le théorème de l’adéquation fonctionnelle démontré
par P. Glize [Camps, 1998; Glize, 2001; Georgé et al., 2003] et propose d’utiliser le principe de
l’auto-organisation par coopération pour des systèmes ayant des environnements fortement
dynamiques ou dont la fonction est impossible à spécifier exhaustivement. Un système est
dit "fonctionnellement adéquat" s’il effectue bien ce pour quoi il a été conçu. Ce jugement
est effectué par un observateur extérieur au système connaissant la finalité de celui-ci.
Théorème 1. Théorème de l’adéquation fonctionnelle : Pour tout système fonctionnellement
adéquat, il existe au moins un système à milieu intérieur coopératif qui réalise une fonction
équivalente dans le même environnement.
Le théorème 1 montre que tout système réalisant une fonction possède un équivalent
fonctionnel dans lequel les agents qui le composent sont en interaction coopérative. Ce
théorème a un fort impact sur la conception d’un système. En effet, désormais, le concepteur
d’un système doit se focaliser sur le comportement des agents qui le constituent et les
doter des moyens nécessaires pour qu’ils entretiennent des relations coopératives avec leur
environnement.
4.1.3 La coopération
[Ferber, 1999] définit la coopération comme une situation d’interaction particulière, en
pénurie de ressources ou en manque de compétences pour les utiliser. Dans le cadre des
AMAS, la coopération est un modèle comportemental pour un élément qui évite de se
mettre en situation d’incompréhension, d’ambiguïté, d’incompétence, d’improductivité, de
conflit, de concurrence ou d’inutilité. Ce modèle s’applique aux agents des AMAS, mais
peut également qualifier le comportement du système logiciel tout entier [Gleizes, 2012].
Les agents d’un AMAS suivent un cycle de vie composé de la séquence : (i) perception
de l’environnement (y compris les aspects communication) ; (ii) décision qui lui permet
d’identifier la situation dans laquelle il se trouve et des actions à réaliser ; (iii) mise en
œuvre des actions décidées. En outre, leur comportement est dit "coopératif". Le sens de
cette coopération dépasse le cadre du simple partage de ressources ou de la collaboration.
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Cette coopération regroupe l’ensemble des comportements permettant à l’agent de prévenir
et de résoudre les situations non coopératives apparaissant pendant le fonctionnement du
système. De plus, un agent essaiera d’aider l’agent le plus critique de son voisinage. Dans
certaines conditions, il communiquera spontanément des informations aux agents dont il
pense que l’information leur sera utile. Un tel comportement coopératif peut être divisé
en trois étapes distinctes : (i) l’ajustement qui consiste en la modification des paramètres
guidant le comportement de l’agent ; (ii) la réorganisation qui se traduit par la modification
de la place d’un agent dans l’organisation du système afin de rendre la fonction globale
résultante adéquate ; (iii) l’évolution qui consiste en l’intégration ou la destruction d’agents.
Un agent a une attitude coopérative lorsque son activité tend en priorité à résoudre
et à anticiper toutes les situations conflictuelles qu’il pourrait rencontrer dans son
environnement. L’environnement d’un agent est l’union de ses voisinages au cours de sa vie.
Il représente l’ensemble des connaissances qu’il a sur d’autres agents et sur l’environnement
SMA. Le voisinage de l’agent représente une partie de l’environnement de l’agent à un
moment donné alors que l’environnement SMA est composé de l’ensemble des éléments
logiciels qui entourent le SMA et qui ne sont pas des agents.
Une attitude coopérative implique les propriétés suivantes :
. Sincérité : Si un agent sait qu’une proposition p est vraie, il ne peut pas communiquer
une information différente à d’autres agents.
. Bienveillance : Un agent peut abandonner momentanément son but individuel pour
aider un autre agent (changement temporaire de but).
. Réciprocité : Un agent sait que lui-même et les autres agents ont une attitude
coopérative.
Les conflits potentiellement rencontrés sont des situations particulières nommées
Situations Non Coopératives (SNC) et peuvent concerner chacune des étapes du cycle
de vie de l’agent. Par conséquent, la coopération régit la prise de décision de l’agent
mais également ses facultés de perception et d’action. Il existe 7 types de SNC. Celles-ci
peuvent donc être qualifiées selon la phase du cycle de vie de l’agent au cours duquel elles
apparaissent.
. Perception
 Incompréhension : Cette SNC est liée à l’interprétation de perceptions. L’agent
n’est pas capable d’en extraire une information compréhensible. Pour la résoudre,
l’agent peut par exemple envoyer un message à l’expéditeur pour lui demander de
modifier son message ou demander à un autre agent qui peut le comprendre de lui
traduire/transcrire le message.
 Ambiguïté : Cette SNC correspond à l’échec de la mise à jour des représentations
locales d’un agent dû à différentes interprétations possibles. Par exemple, le manque
d’information peut être une cause d’ambiguïté. Pour résoudre cette SNC un agent
peut demander à l’expéditeur un complément d’informations ou demander à un
autre agent de l’aide.
. Décision
 Incompétence : Relative aux actions possibles lors de l’étape décision du cycle de
vie d’un agent, cette SNC est déclenchée lorsqu’un agent n’a pas la compétence
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nécessaire pour traiter l’information reçue. Par exemple, un agent peut être
incapable de répondre à la requête d’un autre. Pour résoudre cette SNC, l’agent
peut informer son interlocuteur de son incompétence ou transférer la requête à un
agent compétent.
 Improductivité : Cette SNC est détectée lorsqu’un agent a interprété une information
perçue mais qu’il ne l’utilise pas. L’information produite est soit déjà connue de
celui-ci, soit inintéressante, soit incomplète (partielle improductivité). Dans les
deux premières situations énoncées précédemment, la SNC peut être réparée en
informant l’expéditeur et en mettant à jour le profil de cet agent. Dans le dernier
cas, l’agent doit simplement demander un complément d’informations.
. Action
 Conflit : Il existe deux types de conflits : les conflits sur les actions possibles et
ceux dans l’environnement de l’agent. Dans le premier cas, parmi la liste d’actions
réalisables à un moment donné, certaines d’entre elles sont contradictoires et ne
peuvent pas être réalisées simultanément par l’agent. Dans le deuxième cas, le
conflit peut être dû soit à une action effectuée par l’agent ou un autre agent, soit
à un changement dans l’environnement non lié à l’activité de l’agent. Résoudre le
premier cas de cette SNC consiste à choisir l’action en fonction de la confiance que
possède l’agent au sujet de la prochaine action à réaliser. Dans le second cas, l’agent
essaye de trouver un ensemble d’actions pour résorber les situations contradictoires.
 Concurrence : Liée au choix des actions, cette SNC concerne les interactions entre
l’agent et son environnement. Elle est détectée lorsqu’un agent est en mesure
d’effectuer une action, mais considère que d’autres agents veulent effectuer la même
action. Pour résoudre cette SNC, l’agent interagit avec les autres agents pour décider
lequel d’entre eux réalisera l’action.
 Inutilité : Cette situation est détectée lorsqu’un agent considère qu’il n’a plus
aucune activité coopérative. Ceci peut être dû à un manque d’information ou à des
informations inutilisées. Pour résoudre cette situation, un agent doit choisir une
action qui lui permettra d’acquérir de nouvelles informations ou disparaître.
L’adéquation fonctionnelle attendue est atteinte par l’AMAS suite aux agissements de
l’agent lorsqu’il détecte la présence d’au moins une de ces SNC. L’auto-organisation est
donc guidée par les comportements de prévention et de résolution des SNCs.
4.1.4 Le modèle d’agent
Un agent coopératif dans la théorie des AMAS a quatre caractéristiques. Premièrement,
un agent est autonome : il a la capacité de décider de ne pas répondre à une requête ou de
commencer une nouvelle activité. Deuxièmement, un agent a une vue partielle de la fonction
globale du système. Troisièmement, un agent peut détecter des situations non coopératives
et agit en conséquence pour revenir dans un état coopératif. Enfin, un agent coopératif n’est
pas altruiste mais bienveillant c’est-à-dire qu’il cherche à atteindre son propre but tout en
étant coopératif.
Un agent coopératif est constitué de différents modules représentant ses capacités de
perception, d’action et de raisonnement [Bernon et al., 2003] (cf. figure 4.1). Chaque module
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FIGURE 4.1 — Architecture d’un agent coopératif
représente une ressource spécifique de l’agent pendant son cycle de vie. Les modules
Perception et Action représentent respectivement les moyens que l’agent possède pour
percevoir et agir sur son environnement. Le module de Compétences contient le savoir-
faire de l’agent sur un domaine particulier lui permettant d’exécuter sa fonction partielle.
Les Aptitudes correspondent aux capacités de raisonnement que possède l’agent à partir de
ses représentations et compétences. Enfin, le module de Coopération permet de détecter et
de traiter les éventuelles SNC.
Bien que la majorité de ces modules soient propres à chaque agent, il est possible
d’extraire des fondements communs aux agents. Ceux-ci sont, d’une part, le référentiel de
représentations adoptées et, d’autre part, les aptitudes de communications mises en œuvre.
4.1.4.1 La criticité et la confiance de comportement
La criticité et la confiance d’un agent sont deux notions intrinsèques aux agents
coopératifs. En effet, afin de permettre aux agents de pouvoir échanger des informations
pertinentes, il est nécessaire de leur imposer un référentiel commun. Une des notions
communes est appelée la criticité d’un agent. Elle représente pour l’agent, la distance qui
le sépare de son état coopératif. Cette mesure intègre l’ensemble ou une partie de la liste
non exhaustive des éléments quantitatifs ou qualitatifs suivants : distance au but, urgence
de la tâche, importance de l’agent, durée de la difficulté, temps de recherche, temps restant,
tâches restantes, voisinage, informations à disposition de l’agent, préjudice en cas de non
satisfaction, préférences, etc.
La criticité permet à un agent de déterminer la difficulté relative des agents de son
voisinage. Elle est généralement modélisée par un entier naturel compris entre 0 et n, où
0 représente l’état de satisfaction maximal. Les méthodes d’évaluation et de calcul de cette
criticité sont propres à chaque type d’agent.
Par ailleurs, le comportement d’un agent est lié à une mesure de confiance. La confiance
de comportement d’un agent est une mesure interne qui fournit des informations sur la
fiabilité du choix de comportement de cet agent.
Les méthodes d’évaluation et de calcul de la criticité et de la confiance de comportement
restent propres à chaque type d’agent.
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4.1.4.2 La communication
Les agents doivent être en mesure de communiquer pour échanger leurs représentations
et ainsi obtenir une image plus juste de l’état réel du système. Cette communication est
réalisée au moyen d’envois de messages, ce qui impose aux agents d’être en mesure de les
concevoir et de les comprendre en général. Deux catégories de messages sont utilisés par
les agents : (i) une requête qui contient une demande et déclenche une action de la part de
l’agent la recevant ; (ii) une réponse qui contient la notification d’un événement considéré
comme pertinent par l’agent émetteur.
Dans la suite de ce chapitre, nous présentons le système de composition automatique de
fragments SCoRe.
4.2 Composantes de SCoRe
Avant de détailler le comportement des agents de SCoRe, cette section présente les
composantes de SCoRe : une vue générale du comportement et de la structure de SCoRe
et les notions essentielles à la compréhension.
L’objectif de SCoRe est de proposer un processus adapté à une situation particulière.
Pour cela, le système sélectionne et compose automatiquement des fragments pour obtenir
un processus adapté. SCoRe agit sans s’appuyer sur des modèles de processus prédéfinis.
Il s’adapte en fonction des connaissances et des objectifs de l’utilisateur. De plus, en cours
de construction du processus, SCoRe s’adapte en fonction des observations de l’évolution
du processus. Les différentes étapes de construction sont illustrées par la figure 4.2. Il
commence par une définition des objectifs et des connaissances de l’utilisateur. Ensuite, la
sélection et l’assemblage des fragments se font automatiquement. Un processus est alors
proposé à l’utilisateur, puis exécuté par celui-ci. Des modifications peuvent survenir lors
de la construction du processus ou lors de son exécution, entraînant une réorganisation du
système. Elles seront détaillées plus loin dans le chapitre.
FIGURE 4.2 — Processus de construction de processus de l’approche SCoRe
Cette section commence par donner une vue générale de SCoRe. Les objectifs et les
connaissances de l’utilisateur sont ensuite décrits. Subséquemment, la notion de situation
courante sera définie. Enfin la structure générale de SCoRe sera détaillée.
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4.2.1 Vue générale de SCoRe
Un fragment a la particularité d’avoir des constituants requis et fournis. Un constituant
est défini comme un terme générique pour représenter une des entités d’un méta-modèle :
élément, relation, attribut et opération (cf. § 5.2.1.1). Par exemple, comme le montre la figure 4.3,
les constituants MMMC_a et MMMC_b sont requis par le fragment f alors que le constituant
MMMC_c est fourni par celui-ci. En se basant sur les constituants requis et fournis par
chacun des fragments, notre objectif est de les composer de manière automatique à l’aide
des AMAS. Pour cela, nous avons développé SCoRe, en suivant la méthode ADELFE.
FIGURE 4.3 — Exemple de fragment avec ses constituants requis et fournis
La conception de ce système nous a amené à définir quatre types d’agents :
. les constituants du méta-modèle (MMMC pour MAS MetaModel Construct) ;
. les fragments dans la base de SCoRe (WF pour Waiting Fragment) ;
. les contextes (C pour Context) ;
. les fragments dans le processus en construction (RF pour Running Fragment).
FIGURE 4.4 — Vue générale de SCoRe
Une représentation de SCoRe est fournie figure 4.4. qui montre que le système peut
être divisé en deux parties. L’une (située à gauche sur la figure 4.4) représente la base de
fragments dans SCoRe où à chaque fragment est associé un ensemble de contextes. Les
contextes sont associés à un seul fragment et le conseillent sur sa pertinence. Ils peuvent être
vus comme la mémoire du fragment. L’autre (située à droite sur la figure 4.4) représente le
processus en cours de construction. Il est composé des représentants de fragments de la base
98 Auto-organisation de fragments pour la conception de processus de développement
4.2. Composantes de SCoRe
4
et de constituants de méta-modèle. Un fragment dans le processus en cours de construction
représente un fragment de la base de fragments qui a été jugé pertinent à une situation
particulière. Un constituant de méta-modèle est requis ou fourni par un fragment dans le
processus en cours de construction.
Dans l’état initial de SCoRe, seuls des constituants du méta-modèle dits initiaux et
terminaux composent le processus. Ces constituants sont déterminés en fonction de la
situation courante et plus particulièrement déduits des besoins du système donnés par
l’utilisateur. La situation courante est détaillée dans la partie suivante.
4.2.2 Situation courante
La phase préliminaire consistant à caractériser la situation du projet de manière globale
aide à la composition de méthode adaptée à cette situation. Néanmoins, dans le cadre
de la composition automatique de fragments, ces caractéristiques ne sont pas les seules à
prendre en compte pour sélectionner un fragment. Dans SCoRe, une situation courante est
donc définie par un ensemble d’éléments externes à l’activité d’une entité. Elle influence
la sélection des fragments et définit un cadre de conception dans lequel un fragment peut
participer.
La situation courante est constituée des objectifs et connaissances de l’utilisateur qui sont
définis dans la partie suivante, des fragments disponibles dans la base de fragments et des
éléments composant le processus en cours de construction (les fragments et constituants de
méta-modèles). La figure 4.5 illustre une situation courante dans laquelle les objectifs et les
connaissances de l’utilisateur ne sont pas détaillés mais peuvent par exemple correspondre
à ceux présentés sur la figure 4.6. La base de fragments illustrant cette situation comprend
six fragments (les WF dans la base de SCoRe). Enfin, à cet instant précis, le processus en
cours de construction se compose de trois constituants de méta-modèle et deux fragments.
FIGURE 4.5 — Représentation de la situation courante
En d’autres termes, la situation courante est composée de l’état courant du processus
en cours de construction et de toutes les informations extérieures au système. Aucun de
ces éléments n’est fixe. En effet, d’une part, les objectifs de l’utilisateur peuvent évoluer en
cours de conception et de nouveaux fragments peuvent être ajoutés ou supprimés dans la
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base. D’autre part, les éléments composant le processus en cours de construction évoluent
au cours de la composition. Lors de sa construction, le processus voit s’intégrer et/ou se
retirer des fragments et des constituants de méta-modèle. Une situation courante évolue tout
au long de la construction du processus. De plus, cette situation peut évoluer au moment
de l’exécution de celui-ci. En effet, lors de l’exécution du processus de développement,
l’utilisateur est conseillé sur le fragment suivant et une modification des caractéristiques
ou de la base peut entraîner une modification de ce conseil.
La partie suivante présente les objectifs et les connaissances de l’utilisateur qui sont un
des éléments de la situation courante.
4.2.3 Les objectifs et les connaissances de l’utilisateur
Construire un processus sur mesure vise à comprendre et reformuler les besoins d’un
utilisateur. Une première phase de spécification des besoins est alors nécessaire pour
la conception de processus. En effet, tous les utilisateurs n’ont pas les mêmes objectifs,
connaissances et compétences. Par conséquent, le processus proposé doit être adapté à leurs
besoins.
L’assemblage de fragments se base sur une situation courante et spécifique pour chaque
processus composé. Cette situation regroupe à la fois le contexte de l’application et celui
des utilisateurs. Il faut donc prendre en compte certaines caractéristiques pour représenter
l’influence de la situation dans la sélection des fragments. Le contexte de l’utilisateur est
défini à l’aide d’un outil représentant un formulaire de spécifications. Ainsi, pour que
SCoRe s’exécute et propose un processus adapté, un formulaire de spécification a été
développé. Ce formulaire permet de saisir les objectifs et les connaissances et préférences
de l’utilisateur. Les objectifs sont définis par le type de système, le champ d’application,
le produit fourni au système et ce que l’utilisateur souhaite en termes de produits.
Les connaissances de l’utilisateur sont divisées en trois catégories : les technologies, les
méthodes et les paradigmes. Les choix proposés par le formulaire de spécifications sont
issus des informations recueillies au sein des fragments contenus dans la base.
Dans le système SCoRe, la sélection des fragments se fait par des requêtes basées sur les
buts supportés par les fragments. Les utilisateurs formulent leurs objectifs et connaissances
sous la forme d’un questionnaire correspondant aux exigences de la situation spécifique de
leur projet. Ces informations sont ensuite données aux contextes pour leur permettre de
faire une correspondance entre leurs objectifs et connaissances et les buts du fragment qu’il
conseille.
Un exemple de formulaire rempli par un utilisateur de SCoRe est représenté par la
figure 4.6. La partie gauche de la figure 4.6 représente les connaissances et préférences de
l’utilisateur alors que la partie droite détaille l’objectif de l’utilisateur. Dans cet exemple,
l’utilisateur est un utilisateur unique. Il connaît les technologies t1, t10 et t11, les méthodes
M0, M5 et M6, et les paradigmes p3 et p4. Parmi ces connaissances, il privilégie la technologie
t1, la méthode M5 et le paradigme p3. De plus, il définit le système qu’il souhaite concevoir.
Ce système est dans le domaine biologique et correspond à une simulation de cellules.
L’utilisateur détermine l’élément c31 comme initial et les éléments c120 et c121 comme
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FIGURE 4.6 — Exemple d’objectifs et connaissances
terminaux.
SCoRe interagit avec l’utilisateur pour obtenir ses objectifs et ses connaissances pour les
intégrer lors de la construction du processus de développement. Les différents éléments de
SCoRe, leurs interrelations et leurs interactions sont présentés dans la partie suivante.
4.2.4 Architecture du système
SCoRe construit un processus de manière automatique. Pour cela, les exigences de
l’équipe de développement concernant le produit souhaité et leurs compétences ont déjà
été recueillies avec le formulaire de spécification. En outre, la construction du processus
est basée sur les fragments disponibles et les MMMCs présents dans le processus en cours
de développement. Le système apprend des contextes c’est-à-dire qu’il doit mettre à jour
une représentation de la situation courante afin de réagir spontanément et de choisir les
fragments adéquats.
Le système composé de quatre types d’agents coopératifs est un système multi-agent
auto-adaptatif qui agit pour aider l’agent dont la criticité (cf. § 4.1.4.1) est la plus élevée.
Les méthodes d’évaluation et de calcul de la criticité restent propres à chaque type d’agent
et leur calcul est par conséquent abordé au cours des descriptions détaillées ci-après. Les
quatre agents sont :
. l’agent MMMC (MAS MetaModel Construct), requis ou fourni par un fragment, qui
a pour objectif de sélectionner un fragment qui sera ajouté au processus en cours de
construction.
. l’agent WF (Waiting Fragment), qui a pour but de répondre aux MMMCs s’il se juge
pertinent pour la situation.
. l’agent RF (Running Fragment), qui a pour but de trouver sa place dans le processus
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en cours de construction.
. l’agent C (Contexte), qui est lié à un fragment contenu dans la base (agent WF). Son
objectif est d’apprendre à conseiller le fragment sur sa pertinence à être ajouté dans le
processus en cours de construction, en fonction de la situation courante.
La figure 4.7 montre la structure générale de SCoRe. Les différentes interactions entre les
agents présents dans le système pour auto-composer les fragments y sont représentées sous
la forme de traits pleins. Y sont également présents l’ensemble de contextes (C) relié à un
fragment de la base (WF), les constituants de méta-modèle (MMMC) communiquant avec
les autres constituants, les fragments de la base (WF) et les fragments dans le processus en
construction (RF).
FIGURE 4.7 — Architecture de SCoRe
L’interaction entre les agents débute avec les MMMC qui cherchent un fragment avec
lequel se lier (un qui le requiert ou le fournit en fonction de son état). Pour cela, ils
communiquent avec les fragments WF qui vont à leur tour solliciter leurs contextes. Les
fragments WF répondent à la requête des constituants lorsqu’ils sont pertinents pour la
situation courante. Les constituants discutent ensuite entre eux afin d’aider le plus critique.
Un fragment (RF) et ses constituants manquants sont ensuite ajoutés dans le processus en
construction. Le fragment s’identifie et crée un lien seulement avec les constituants requis et
fournis. Les interactions continuent jusqu’à l’obtention d’un processus de développement.
Cette section introduit SCoRe d’un point de vue général, son architecture et des notions
essentielles à la compréhension. La section suivante détaille le comportement des agents et
leurs interactions.
4.3 Comportement général de SCoRe
Le comportement d’un agent est issu d’un cycle de vie composé de la séquence : (i)
perception de l’environnement (y compris les aspects communication) ; (ii) décision qui lui
permet d’identifier la situation dans laquelle il se trouve et les actions à réaliser ; (iii) mise en
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oeuvre des actions décidées. Le cycle de vie démarre à la création de l’agent et ne se termine
qu’à la mort de l’agent.
Un agent intervenant dans un AMAS est composé de différents modules qui produisent
son comportement : ses compétences et caractéristiques, ses aptitudes, ses langages
d’interaction, sa représentation et ses criticité et confiance en l’action qu’il effectue. Les
agents aident en priorité l’agent le plus critique localement, équilibrant ainsi le degré de
satisfaction de l’ensemble des agents. De plus, un agent a une attitude coopérative lorsque
son activité tend en priorité à résoudre et à anticiper toutes les SNC qu’il pourrait rencontrer
avec son environnement.
Ces notions guident le comportement des agents de SCoRe. Cette section détaille le
comportement de chaque agent inclus dans SCoRe.
4.3.1 Agent MAS MetaModel Construct (MMMC)
L’agent MMMC représente un constituant de méta-modèle dans SCoRe. Il est le lien
entre les fragments inclus dans le processus en cours de construction. Son objectif est de
choisir avec quels fragments il sera lié dans le processus en cours de construction.
Afin d’atteindre son objectif, un agent MMMC interagit avec les autres agents selon
les liens décrits par la figure 4.8. En effet, il sollicite tous les agents WF représentant
les fragments de la base lorsqu’ils recherchent un fragment à qui se lier. En outre, il
communique avec certains agents contenus dans le processus en cours de construction. Il
interagit uniquement avec les fragments qui le produisent ou le consomment et avec les
agents MMMC qui n’ont pas encore atteint leur objectif.
FIGURE 4.8 — Liens d’un agent MMMC
Le comportement d’un agent MMMC est représenté par un automate à deux états (cf.
figure 4.9) : non satisfait et satisfait. L’état non-satisfait correspond à un agent MMMC lié à au
moins un fragment qui le produit ou qui le consomme dans le processus en construction
(respectivement un producteur ou un consommateur). Dans cet état, il recherche un
fragment à intégrer dans le processus pour s’y lier. L’état satisfait est atteint quand un
agent MMME est lié à au moins deux agents fragments du processus en construction : un
producteur et un consommateur. Un agent MMME peut être lié à plusieurs consommateurs
mais seulement à un producteur. Lorsqu’ils sont liés à plusieurs producteurs, l’agent est
dans une situation de non coopération. Celle-ci est détaillée par la suite ( cf. § 4.4.3). Par
ailleurs, un agent MMMC initial ou terminal qui est donné par l’utilisateur doit seulement
être lié respectivement à un consommateur ou à un producteur.
Auto-organisation de fragments pour la conception de processus de développement 103
4SCoRe : Self-Combining method fRagment
FIGURE 4.9 — États du comportement d’un agent MMMC
L’algorithme 4.1 présente le comportement point par point d’un agent MMMC :
Algorithme 4.1: Comportement d’un agent MMMC
while non satisfait do
rechercher un producteur ou un consommateur ;
if fragment(s) pertinent(s) then
sélectionner la meilleure réponse ;
mettre à jour la confiance et la criticité ;
proposer un fragment ;
aider le plus critique ;
if je suis le plus critique then
sélectionner le fragment;
mettre à jour mon état ;
else
if fragment sélectionné est un de mes producteurs ou consommateurs then





. rechercher un producteur ou un consommateur : premièrement, l’agent recherche un
fragment auquel se lier (un producteur ou un consommateur en fonction des liens
qu’il a déjà). Pour cela, il sollicite tous les agents représentant les fragments de la base.
. sélectionner la meilleure réponse : les fragments de la base pertinents pour la requête
de l’agent MMMC, lui ont répondu en donnant leur confiance sur leur ajout dans le
processus en cours de construction. Cette confiance fournit des informations sur la
fiabilité de la proposition. Le fragment le plus pertinent est alors choisi par l’agent
MMMC pour être le fragment potentiellement ajouté dans le processus en cours de
construction. En cas d’égalité sur la confiance, le fragment satisfaisant le plus de
MMMC est choisi.
. mettre à jour la confiance et la criticité : l’agent MMMC met à jour sa confiance
avec le maximum des confiances données par les fragments pertinents. Soit C fF =
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{C f1...C fn} l’ensemble des confiances données par les fragments pertinents et C fc la
confiance de l’agent MMMC c, alors :
C fc = Max(C fF)
L’agent MMMC met ensuite à jour sa criticité qui correspond au ratio entre le nombre
de réponses reçues par l’agent et le nombre de cycles de vie exécutés. Pour le MMMC
c, soit Ac le nombre de réponses obtenues, Lc le nombre de cycles de vie exécutés et
Crc sa criticité, alors :
Crc = Ac/Lc
. proposer un fragment : l’agent MMMC envoie aux agents MMMC non-satisfaits une
proposition de fragment accompagnée de sa criticité.
. aider le plus critique : suite à une discussion entre les agents MMMC non-satisfaits,
l’agent MMMC le plus critique est sélectionné. En cas d’égalité entre MMMC, celui
qui a un plus grand nombre de cycles dans le processus en cours de construction est
sélectionné.
. sélectionner le fragment : suite à la discussion avec les agents MMMC, l’agent le plus
critique envoie un message à l’agent fragment qu’il proposait pour être le prochain à
intégrer le processus.
. mettre à jour mon état : au cours du cycle de vie d’un agent MMMC, des agents
fragments et/ou des agents MMMC s’ajoutent au processus en cours de construction.
L’état doit alors être mis à jour en fonction des fragments présents dans le processus
en cours de construction.
4.3.2 Agent Waiting Fragment (WF)
L’agent Waiting Fragment (WF) est la représentation dans SCoRe d’un fragment contenu
dans la base de fragments. Il est associé à un ensemble de contextes qui le conseillent sur son
adéquation par rapport à la situation courante. Son objectif est d’apprendre son adéquation
par rapport à la situation courante.
FIGURE 4.10 — Liens d’un agent RF
Afin d’atteindre son objectif, un agent WF interagit avec les autres agents selon les
liens décrits par la figure 4.10. Il communique avec les agents MMMC qui recherchent un
fragment auquel se lier et avec ses contextes pour être conseillé sur sa pertinence dans une
situation courante donnée. Qui plus est, un agent WF a la capacité de créer un agent RF qui
est une représentation de lui-même dans le processus en cours de construction.
Le comportement d’un agent WF est représenté par un automate à quatre états (cf. figure
4.11) : prêt, sollicité, déclaré et sélectionné. Un agent WF est par défaut dans un état prêt. Il passe
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dans l’état sollicité lorsqu’il reçoit la requête d’un agent MMMC cherchant un fragment.
Celui-ci sollicite alors ses contextes pour être conseillé sur sa pertinence par rapport au
MMMC demandeur et à la situation courante. L’agent passe dans un état déclaré dès lors qu’il
a reçu les réponses de ses contextes. Après l’analyse de ses réponses, il envoie sa confiance à
l’agent MMMC demandeur. Si le fragment est sélectionné par un agent MMMC, alors celui-
ci passe dans l’état sélectionné, dans le cas contraire il revient dans son état initial. Lorsqu’il
passe dans l’état sélectionné, il crée un agent RF qui sera son représentant dans le processus
en construction et passe dans l’état prêt.
FIGURE 4.11 — États du comportement d’un agent RF
L’algorithme 4.2 présente le comportement point par point d’un agent WF :
Algorithme 4.2: Comportement d’un agent WF
while prêt do
if sollicité then
demander conseil aux contextes;
mettre à jour la confiance ;
répondre à la requête ;
if fragment sélectionné then
créer un agent Running Fragment ;




. demander conseil aux contextes : lors de la réception d’une requête provenant d’un
agent MMMC, l’agent WF demande conseil auprès de ses contextes pour établir sa
pertinence par rapport à la situation courante.
. mettre à jour la confiance : la confiance d’un agent WF est calculé en additionnant les
criticités reçues de ses contextes. Dans le cas où aucune réponse n’est faite, sa confiance
devient nulle pour signifier une inadéquation du fragment. Soit C fC = {C f1...C fn}
l’ensemble des confiances des contextes et C f f la confiance de l’agent WF f , alors :





. répondre à la requête : l’agent WF envoie sa confiance à l’agent MMMC demandeur.
. créer un agent Running Fragment : lorsque le fragment est sélectionné pour être ajouté
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au processus, alors celui-ci crée un agent Running Fragment qui est son représentant
dans le processus en cours de construction.
. informer les contextes de la sélection : l’agent WF envoie un message aux contextes pour
les informer de la sélection du fragment.
4.3.3 Agent Runing Fragment (RF)
Un agent Runing Fragment (RF) est la représentation d’un fragment dans le processus
en cours de construction. Son objectif est d’être incorporé dans le processus en construction.
Afin d’atteindre son objectif, un agent RF interagit avec les autres agents selon les liens
décrits par la figure 4.12. En effet, il communique avec les agents MMMC déjà présents dans
le processus en cours de construction pour se lier avec et crée les MMMC manquants.
FIGURE 4.12 — Liens d’un agent RF
Le comportement d’un agent RF peut être représenté par un automate à deux états (cf.
figure 4.13) : non-incorporé et incorporé. L’état non incorporé correspond à un fragment pour
lequel ses constituants de méta-modèle requis ne sont produits par personne ou aucun de
ses constituants de méta-modèle fournis ne sont utilisés par un autre fragment. L’agent
fragment passe dans un état dit incorporé lorsque tous ses constituants requis sont produits
par un autre fragment (en d’autres termes les agents MMMC correspondants sont tous dans
un état satisfait) et au moins un de ses constituants fournis est requis par un autre agent
(en d’autres termes, un agent MMMC correspondant à un constituant fourni est dans l’état
satisfait). Un processus est alors construit lorsque tous les agents RF sont incorporés.
FIGURE 4.13 — États du comportement d’un agent RF
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L’algorithme 4.3 présente le comportement point par point d’un agent RF :
Algorithme 4.3: Comportement d’un agent RF
se lier aux agents MMMC ;
if constituants manquants then
créer les agents MMMC manquants ;
end
while non-incorporé do
mettre à jour mon état;
end
. se lier aux agents MMMC : lors de son introduction dans le processus, l’agent RF se
lient aux agents MMMC correspondant à ses constituants (requis ou fournis).
. créer les agents MMMC manquants : après avoir établi des relations avec les constituants
présents dans le processus en construction, l’agent RF vérifie que tous ses constituants
requis ou fournis sont présents. Si ce n’est pas le cas, alors l’agent RF crée les agents
MMMC représentant les constituants manquants.
. mettre à jour mon état : l’agent RF vérifie l’état de ses constituants fournis et requis, et
change d’état lorsque tous ses constituants requis sont satisfaits et lorsqu’au moins un
de ses constituants fournis est satisfait.
4.3.4 Agent Context (C)
L’agent Context (C) est le conseiller d’un agent WF. Il a pour objectif d’évaluer la
pertinence du fragment qu’il conseille en fonction de la situation courante. De plus, tout
au long de la construction de processus, un agent C apprend sur la pertinence du fragment
auquel il est lié en fonction de la situation courante.
Afin d’atteindre son objectif, un agent Context interagit uniquement avec l’agent WF
qu’il conseille, ce lien est décrit par la figure 4.14.
FIGURE 4.14 — Liens d’un agent C
Le comportement d’un agent C est représenté par un automate à trois états (cf. figure
4.15) : non-pertinent, pertinent et sélectionné. L’état non-pertinent correspond à l’impossibilité
pour un fragment de se proposer pour être ajouté dans le processus en cours de construction
par le constituant qui le demande. Lorsque le fragment peut être candidat auprès d’un
agent MMMC, alors le contexte passe dans un état pertinent et calcule alors l’adéquation
du fragment par rapport à la situation courante et sa confiance. L’agent C passe dans l’état
sélectionné lorsque le fragment auquel il est relié est sélectionné pour être ajouté dans le
processus suite à son conseil.
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FIGURE 4.15 — États du comportement d’un agent C
L’algorithme 4.4 présente le comportement point par point d’un agent Context :
Algorithme 4.4: Comportement d’un agent Context
while demande conseil do
vérifier la pertinence ;
if pertinent then
calculer l’adéquation du fragment par rapport à la situation courante;
conseiller le fragment ;
if fragment sélectionné then




. vérifier la pertinence : cette action revient à vérifier que le constituant dans le processus
est un constituant requis ou fourni par le fragment que le contexte conseille et que
c’est bien celui pour lequel je suis le conseiller.
. calculer l’adéquation du fragment par rapport à la situation courante : cette opération
revient à calculer la criticité de l’agent contexte. Pour cela, de nombreux calculs sont
effectués en fonction des caractéristiques du fragment f et de celles données par
l’utilisateur. Soit f le fragment de la base lié au contexte x. Pf = {p1...pm} représente
l’ensemble des caractéristiques du fragment f et E f la proportion des constituants
de méta-modèle requis ou fournis par le fragment f qui sont déjà inclus dans le
processus en construction. Pu = {p1...pn} est l’ensemble des caractéristiques de
l’utilisateur (objectifs et connaissances) et U f la proportion de correspondance entre




La criticité de l’agent contexte est notée Crx et sa confiance Cox, alors :
Crx = (U f + E f ) ∗ Cox
. conseiller le fragment : envoyer la valeur de la criticité de l’agent contexte à l’agent
fragment qu’il conseille.
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. mettre à jour la confiance : le conseil donné par le contexte étant bon, il augmente sa
confiance.
Cette section détaille les comportements de chaque agent dans SCoRe. Cependant, il
manque la description des comportements lorsqu’ils se retrouvent face à une SNC. Ceci
est présenté dans la section suivante.
4.4 Situations non coopératives
Comme indiqué dans la théorie des AMAS, lors de la conception d’un système multi-
agent adaptatif, le comportement de chaque agent est spécifié de manière à ce qu’il essaye
d’atteindre son objectif tout en gardant une attitude coopérative avec les autres agents.
Avant chaque action, l’agent vérifie s’il est dans une situation non coopérative (SNC) et,
si tel est le cas, il tente de revenir à un état coopératif.
Chaque agent doit faire face à différentes situations non coopératives (cf. § 4.1.3). Dans le
cadre de la composition automatique de fragments, seules trois situations non coopératives
sont rencontrées : l’improductivité, l’inutilité et la concurrence. L’improductivité est liée à la
décision alors que l’inutilité et la concurrence sont liées à l’action.
4.4.1 Improductivité
Cette SNC est détectée lorsqu’un fragment dans le processus en construction n’a pas
tous ses constituants de méta-modèle requis produit par un autre fragment ou fournis
réutilisé par un autre fragment. Un exemple correspondant à cette situation est illustrée
par la figure 4.16. Dans cette situation le fragment stimule le constituant requis non safisfait.
La stimulation consiste à lui envoyer un message qui a pour objectif de lui faire augmenter
sa criticité.
FIGURE 4.16 — SNC : un fragment improductif
4.4.2 Inutilité
Cette situation est détectée lorsqu’un des constituants requis ou tous les constituants
fournis d’un fragment du processus de construction n’a aucune proposition pour ajouter
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un fragment. Cette situation signifie qu’il n’existe pas de fragment susceptible de produire
ou de consommer les constituants requis ou fournis par le fragment. Cette situation est
décrite par la figure 4.17. Le processus de gauche montre le cas où les constituants fournis ne
peuvent être pas consommés et, à l’inverse, celui de droite montre le cas où les constituants
fournis ne peuvent être produits par aucun autre fragment. Dans ce cas, l’action requise
pour réparer cette situation est la mort de l’agent fragment dans le processus et de tous les
constituants qui ne sont liés qu’à lui.
FIGURE 4.17 — SNC : un fragment inutile
4.4.3 Concurrence
La SNC de concurrence se produit lorsque deux fragments peuvent produire le même
constituant de méta-modèle dans le processus en cours de construction. La figure 4.18
illustre cette situation. Cette situation de non coopération est détectée par le constituant de
méta-modèle. Cet agent informe les fragments qui discutent alors entre eux. Ils échangent
leur criticité pour déterminer lequel d’entre eux est le plus approprié pour produire ce
constituant. Celui qui a la criticité la plus grande se retire. Le fragment retiré du processus
en cours de construction peut éventuellement être amené à revenir dans le processus plus
tard dans la construction.
FIGURE 4.18 — SNC : deux fragments concurrents
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4.5 Adaptation de SCoRe
Dans SCoRe, la sélection et l’assemblage des fragments se fait automatiquement. Un
processus est alors proposé à l’utilisateur. Lors de son exécution, l’utilisateur est conseillé sur
le fragment suivant. Une modification pouvant survenir lors de la construction du processus
ou lors de son exécution, le conseil peut être lui aussi modifié. Les modifications entraînant
un besoin d’adaptation sont appliquées à différents niveaux.
La première modification pouvant survenir est une modification du contexte utilisateur.
La base de fragments peut également être enrichie avec de nouveaux fragments ou encore
diminuée par la suppression de certains d’entre eux. Enfin, l’utilisateur a la possibilité de
choisir le prochain fragment conseillé et ainsi de modifier le processus initialement conseillé.
Toutes ces modifications requierent une réorganisation du système.
4.5.1 Adaptation au contexte utilisateur
Comme nous l’avons vu dans la partie 4.2.3, l’utilisateur commence par définir ses
objectifs et ses connaissances à l’aide de l’outil donnant le formulaire de spécification.
Les objectifs et les connaissances de l’utilisateur (ou de l’équipe de développement)
peuvent évoluer en cours de conception. En effet, les utilisateurs ne savent pas toujours
précisément ce qu’ils veulent au commencement, leurs objectifs et leurs connaissances
peuvent donc être soumis à des modifications en cours d’exécution. D’une part, un groupe
de travail pluridisciplinaire peut être amené à évoluer et par conséquent à faire évoluer
les connaissances de l’utilisateur. D’autre part, les objectifs peuvent être raffinés en cours
d’avancement, ce qui influerait directement sur les constituants initiaux et/ou terminaux
du processus en cours de construction.
L’utilisateur a donc la possibilité de mettre à jour ses objectifs et ses connaissances
tout au long de son interaction avec SCoRe. Les actions exécutées par l’utilisateur
et ainsi mémorisées se doivent ensuite d’être analysées et utilisées par SCoRe. Une
réorganisation du système est alors nécessaire. Dans le cas où les connaissances de
l’utilisateur évolueraient, SCoRe pourrait alors apporter des modifications dans la sélection
de ses fragments afin de s’adapter à la nouvelle situation courante. De nouveaux fragments
pourraient être ajoutés dans le processus, déclenchant ainsi une SNC de concurrence chez
les fragments.
Dans l’autre cas, celui où les objectifs sont modifiés, de la même manière, SCoRe s’adapte
à la nouvelle situation courante en intégrant de nouveaux fragments dans le processus si
besoin. La modification des objectifs entraîne l’ajout et/ou la suppression de constituants
initiaux et/ou terminaux. Cela peut entraîner des SNC d’improductivité, d’inutilité et/ou
de concurrence.
Par exemple, la figure 4.19 montre un changement d’objectif terminal, le constituant
terminal MMMC f a été remplacé par le constituant MMMCz. Cette modification a engendré
de nombreux changements au niveau du processus, à savoir, l’ajout de deux fragments
RF11 et RF9 , du constituant manquant MMMCj et les liens avec les autres MMMC dans
le processus pour inclure le nouveau constituant terminal dans le processus. Parallèlement,
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FIGURE 4.19 — Exemple d’adaptation à un changement d’objectif
des fragments RF4 et RF3 se sont retrouvés successivement dans une SNC d’inutilité. Ils se
sont donc retirés du processus, entraînant avec eux le retrait des constituants MMMC f et
MMMCd et leur liens avec les autres MMMC.
4.5.2 Adaptation selon la base de fragments
Une base de fragments a un contenu dynamique. En effet, de nombreux ajouts ou
suppressions peuvent être effectués. Actuellement, toutes les méthodes existantes ne sont
pas fragmentées, de nouveaux fragments donc sont susceptibles d’être insérés dans la base.
De plus, de nouveaux fragments peuvent être ajoutés pour palier une situation particulière.
Par ailleurs, des suppressions de fragments sont à prévoir. Lors de la mise à jour de la
base, certains fragments peuvent être retirés pour des raisons diverses comme l’inutilité
ou une description partielle. Une adaptation du système par rapport à ces modifications
est alors nécessaire. Celle-ci implique le plus souvent une réorganisation du système. En
effet, lors de l’ajout d’un fragment dans le processus dans ce cas précis, celui-ci déclenche
une SNC de concurrence. Dans le cas inverse, lors de la suppression d’un fragment, les
constituants repassent dans un état non satisfait, et recherche alors un fragment pour être
satisfait à nouveau.
Lors de l’ajout ou du retrait, SCoRe doit vérifier s’il est affecté par cette modification.
Dans le cas d’un ajout, celui-ci doit vérifier si le fragment ajouté n’est pas plus adapté au
processus en cours de construction.
Si c’est le cas comme sur la partie gauche de la figure 4.20 qui représente l’ajout
du fragment RF3BIS, le constituant MMMCd détecte alors une SNC de concurrence et
informe les fragments. Le fragment RF3BIS s’intègre alors au processus, ce qui provoque la
suppression du fragment RF3, de son constituant MMMCg relié avec aucun autre fragment
et de ses liaisons avec les constituants qui restent dans le processus.
De la même manière, dans le cas d’un retrait d’un fragment, SCoRe vérifie si le fragment
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FIGURE 4.20 — Exemple d’adaptation à une base de fragments
concerné est représenté dans le processus en cours de construction. Si c’est le cas, comme sur
la partie droite de la figure 4.20, alors le système se réorganise pour proposer un nouveau
processus. Dans cet exemple, MMMCc et MMMCb sont repassés dans un état non satisfait.
Tous deux ont alors sollicité la base de fragments pour trouver un fragment auquel se lier.
Dans le cadre de l’exemple, le fragment RF2 a été remplacé par l’ajout de deux fragments
RF5 et RF6, des liens avec leur constituants respectifs déjà présents dans le processus en
construction et du constituant manquant MMMCh.
4.5.3 Adaptation au choix de l’utilisateur
Lors de l’exécution du processus proposé par SCoRe, l’utilisateur est conseillé sur le
prochain fragment à suivre. Cependant, l’utilisateur a la possibilité de choisir lui-même le
prochain fragment parmi une liste d’alternatives. Lors de cet ajout, SCore doit intégrer le
nouveau fragment dans le processus. Cet ajout implique une réorganisation du système
pour s’adapter à la nouvelle situation courante.
La liste de fragments alternatifs correspond à l’ensemble de fragments qui ont en
commun avec le fragment courant les constituants requis ou une partie de ces constituants.
La figure 4.21 représente un exemple de processus en cours d’exécution. Le fragment
courant est le fragment RF3. D’après la figure, l’utilisateur a la possibilité de remplacer ce
fragment soit par le fragment RF3BIS qui requiert le constituant MMMCe, soit le fragment
RF3TER qui requiert le constituant MMMCc. Si l’utilisateur choisit le cas du choix de
RF3TER, une SNC de concurrence sera détectée par le constituant MMMCd. Dans le cas
où l’utilisateur choisirait le fragment RF3BIS, celui-ci tentera de s’intégrer au processus,
provoquant l’ajout de nouveau fragment à son tour.
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FIGURE 4.21 — Exemple d’adaptation en cours d’exécution
4.6 Conclusion
Ce chapitre décrit le système multi-agent adaptatif SCoRe. Son objectif est d’auto-
organiser des fragments pour la conception de processus de développement adapté
à une situation. Son processus de construction (cf. figure 4.2) commence par une
définition des objectifs et des connaissances de l’utilisateur. Ces informations influencent
ensuite la sélection des fragments. La sélection et l’assemblage des fragments se font
automatiquement. Un processus est alors proposé à l’utilisateur. Lors de son exécution,
l’utilisateur est conseillé sur le fragment suivant. Une modification pouvant survenir lors de
la construction du processus ou lors de son exécution, le conseil peut être lui aussi modifié.
En effet, les objectifs et les connaissances de l’utilisateur (ou l’équipe de développement)
peuvent évoluer en cours de conception, de nouveaux fragments peuvent être ajoutés ou
supprimés de la base de fragments ou l’utilisateur peut choisir d’ajouter un fragment. Ces
modifications entraînent une réorganisation du système.
Dans cette approche, les fragments sont composés à partir des constituants du méta-
modèle. Les problèmes de redondance sont minimisés par l’utilisation de fragments
de faible granularité. De plus, les problèmes de terminologie sont anticipés par une
standardisation des constituants des méta-modèles.
Par ailleurs, ce chapitre a détaillé l’architecture de SCoRe. Dans cette architecture,
la flexibilité et l’indépendance des différents mécanismes intervenant dans la gestion de
la composition sont garanties par l’utilisation d’une approche multi-agent adaptative.
L’architecture décrite dans ce chapitre comprend quatre types d’agents, où chacun joue un
rôle dans la sélection et la composition automatique de fragments. Le comportement de
ces agents est guidé par la notion de coopération et l’auto-organisation du collectif mène à
l’émergence d’une solution. Cette architecture présente deux caractéristiques fondamentales
pour la composition de fragments : l’automatisation et l’adaptation.
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SCoRe est un des premiers systèmes à automatiser et à adapter en cours de
fonctionnement le processus de composition de fragments. Ce chapitre en a présenté une
vision globale, en précisant ses principes, son comportement général et son architecture.
Le chapitre suivant s’intéresse à l’application et à l’évaluation du système mais aussi au
processus produit par le système.
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Lors des précédents chapitres, nous avons défini le modèle d’agent Self-Combining
method fRagments (SCoRe) pour l’auto-organisation de fragments pour la conception de
processus de développement. Afin de valider cette contribution, plusieurs évaluations ont
été réalisées.
L’évaluation est une étape incontournable dans le domaine du génie logiciel. Une
évaluation est définie comme étant une comparaison entre une dimension et un critère
ou ses indicateurs. Le principal enjeu d’une évaluation est de comparer les méthodes
ou de préparer des changements intentionnels permettant d’améliorer et/ou d’adapter la
méthode. Comme nous l’avons vu dans le chapitre 2, certaines des techniques théoriques et
conceptuelles sont adaptées à l’analyse scientifique des méthodes, alors que les techniques
d’évaluation plus subjectives peuvent être très fructueuses pour trouver des méthodes
appropriées à une situation donnée.
Dans le cadre de mes travaux de thèse, plusieurs évaluations ont été réalisées
indépendamment. La première consiste à évaluer le système multi-agent auto-organisateur
SCoRe à partir de critères mesurant ses performances, son homéostasie et sa
robustesse. Cette évaluation met en avant les conséquences du comportement de SCoRe,
et spécialement sa capacité d’auto-adaptation. La seconde évaluation correspond à
l’élaboration de métriques permettant d’évaluer et de comparer des processus de méthodes,
mais aussi les fragments qui les composent. Le principe de ces métriques est basé sur l’idée
que l’aspect statique d’une méthode est influencé par l’importance accordée à l’expérience
de l’utilisateur, le travail à réaliser et les artefacts produits. Ces éléments correspondent aux
activités, produits et parties impliquées des approches de modélisation. Les métriques sont
donc basées sur le méta-modèle et appliquées sur chaque fragment. Elles ont pour objectif
d’aider la sélection des fragments au cours de la conception d’un processus de méthodes
mais également d’évaluer le processus proposé par SCoRe. Enfin, la dernière évaluation
réalisée au cours de mes travaux réside dans l’évaluation du processus proposé par SCoRe.
Son principal objectif est d’estimer la performance et l’utilité du processus de méthodes
pour un projet et un utilisateur donnés. Cette évaluation automatique est basée sur les
informations mises à disposition. Elle sera ensuite réutilisée pour aider à l’amélioration du
comportement de SCoRe.
La section 5.1 présente l’évaluation de SCoRe. Ensuite, des métriques pour l’évaluation
de processus à partir de l’évaluation des fragments sont définies dans la section 5.2. Enfin,
la section 5.3 présente l’évaluation du processus proposé par SCoRe.
5.1 Évaluation de SCoRe
La complexité croissante des logiciels favorise la conception de systèmes multi-agents
capables d’auto-organisation en cours d’exécution d’un processus de développement. Les
systèmes classiques supportent difficilement ces caractéristiques mais, contrairement au
AMAS, des preuves formelles concernant leur performance peuvent exister. C’est la raison
pour laquelle, cette section se focalise sur l’évaluation empirique.
Les rares études et évaluations des systèmes autonomes se basent sur un nombre
réduit de critères tels que le temps et la charge de communication. [Kaddoum et al.,
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2009] proposent d’autres critères comme l’homéostasie, le degré de décentralisation ou
la complexité. D’autres comme [Marzo Serugendo, 2009] définit des propriétés sur les
systèmes auto-organisateurs.
L’objectif de cette section est de définir et analyser des critères d’évaluation pour SCoRe.
En se basant sur les critères établis par [Kaddoum et al., 2009], cette section présente les
critères sélectionnés pour évaluer le système en cours de fonctionnement. La première partie
présente les mesures appliquées à SCoRe. Les résultats obtenus sont détaillés et analysés
dans la deuxième partie.
5.1.1 Mesures d’évaluation du système en cours de fonctionnement
L’évaluation du système en cours de fonctionnement concerne l’adéquation
fonctionnelle du système. En effet, elle concerne les résultats obtenus à la fin de son
exécution mais également son comportement au cours de celui-ci. Elle se compose de
mesures de performances ainsi que des mesures de robustesse et d’homéostasie. D’une
part, des informations sur les performances du système sont données. D’autre part, une
étude sur la façon dont le système gère la dynamique et souligne les caractéristiques
d’autonomie du système est menée. Par ailleurs, afin d’évaluer SCoRe, un observateur
global au système a été ajouté pour décider de l’atteinte de son but car ce système s’adapte
automatiquement à son environnement et tend à fonctionner indéfiniment car aucun agent
n’a une vue globale du système.
Mesures de performances Les critères d’évaluation mesurant la performance concernent
les résultats des différentes exécutions de SCoRe pour un scénario donné. Quatre points sont
pris en compte :
. le temps : mesure le temps d’exécution du comportement d’un agent. Ce critère permet
de savoir si le système est adapté ou non à un contexte donné. Calculer le nombre
d’étapes nécessaires à un agent pour réaliser son but est la façon la plus appropriée et
la plus facile pour mesurer le temps.
Dans le cadre de SCoRe, ce critère est mesuré par le nombre de cycle moyen par agent
pour atteindre son but. Cette mesure est calculée dans le cadre du comportement
nominal du système mais également lors d’auto-adaptation aux modifications de
l’environnement.
. la charge de communication : examine la charge des communications échangées
pour parvenir à une solution. L’étude de ce critère donne des informations sur
l’infrastructure d’un système qui peut être déployée. Une façon de mesurer ce
paramètre est de compter le nombre de messages échangés entre agents pendant
l’exécution du comportement d’un agent.
Dans le cadre de SCoRe, les messages échangés peuvent être classés en deux groupes :
ceux pour les phases de résolution nominales et ceux pour les phases d’auto-
adaptation. Pour chacun des groupes, le nombre moyen par cycle de messages émis et
reçus par agent est mesuré.
. l’ indéterminisme : mesure le pourcentage d’agents non satisfaits dans le système. D’une
exécution à une autre, la succession d’états dans lequel le système se trouve peut
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différer pour un même scénario. La stabilité du système peut alors être renseignée
en mesurant la distance entre ces différentes solutions. Une façon de mesurer ce
paramètre est de calculer par cycle le pourcentage d’agents ayant atteint leur but.
Dans le cadre de SCoRe, cette mesure est appliquée pour les agents composant le
processus en construction. À chaque intégration de fragment dans le processus, le
pourcentage d’agents satisfaits est calculé.
Mesure d’homéostasie et de robustesse Les systèmes autonomes possèdent des capacités
de robustesse et d’homéostasie. La robustesse concerne l’aptitude du système à maintenir
son comportement lors de perturbations alors que l’homéostasie correspond à sa capacité
à retrouver un comportement "normal". Pour cela, le temps d’adaptation est mesuré. Ce
critère correspond au temps nécessaire pour le système pour retrouver un état stable après
l’apparition d’une perturbation (nombre de cycles d’un agent ou nombre d’étapes au niveau
système). Ce critère est différent de la mesure de temps définie précédemment qui mesure le
temps mis par le système pour s’auto-adapter tout au long de son exécution alors que dans
ce cas, seul le temps nécessaire pour la prise en compte d’un type de changement dynamique
est pris en compte. Une manière appropriée de mesurer ce genre de critères est le calcul
du nombre d’étapes dont les agents ont besoin pour revenir à un état de fonctionnement
normal.
Dans le cadre de SCoRe, le nombre de cycles nécessaires par agent pour revenir à un
comportement nominal est mesuré.
La caractérisation et l’évaluation d’un système fournissent donc un ensemble de valeurs
qualitatives et quantitatives permettant d’évaluer le système pour souligner ses limites et ses
avantages. Ces mesures ont été appliquées à SCoRe avec une base de fragments constitués
pour tester les propriétés du système. La partie suivante décrit la conception de la base de
fragments.
5.1.2 Base de fragments
La définition de fragments selon FIPA est un travail en cours d’élaboration, ainsi les
fragments définis selon ce format ne sont pas encore contenus dans une base de fragments
utilisable. Par conséquent, pour tester le fonctionnement de SCoRe, nous avons défini une
base de fragments constitués pour les tests, en s’inspirant de la structure et du contenu
obtenus pour ceux de ADELFE. Ces fragments sont générés aléatoirement à partir des
valeurs connues sur la fragmentation, telles que :
. nombres de méthodes M : en se basant sur les travaux récents de la FIPA, quinze
processus de méthode sont décrits dans un format particulier visant à préparer à la
fragmentation. Nous avons ainsi choisi de composer la base de quinze méthodes ;
. ensemble de constituants de méta-modèle C : chacune des méthodes est représentée
par un ensemble de constituants spécifiques. Dans cette étude, nous nous sommes
abstraits des problèmes de terminologie, par conséquent, un ensemble unique de
constituants est déterminé. En se basant sur un petit échantillon de méthodes (cf.
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annexe B et résumé dans la table 5.1.2), cet ensemble de constituants est composé de
deux cent quatorze constituants qui correspondent à la moyenne des constituants par
méthode ;
. ensemble de paradigmes P : chaque méthode conçoit un système d’une certaine
façon, elle utilise donc un certain nombre de paradigmes pour y parvenir. De
manière générale, les méthodes utilisent des paradigmes tels que le paradigme objet,
le paradigme agent, le paradigme composant, le paradigme logique, le paradigme
fonctionnel, le paradigme concurrent, le paradigme impératif, le paradigme
événementiel, le paradigme concurrent/distribué, le paradigme orienté aspect ou le
paradigme synchrone qui sont les plus connus. Le nombre de paradigmes disponibles
dans la base de fragments est de dix, ce qui correspond à la quantité des paradigmes
les plus connus ;
. ensemble de technologies T : lors du processus de développement d’un système, une
méthode utilise des outils et des techniques. Le nombre de technologies dans la base
de fragments s’élève à quarante. Cette valeur est une estimation établie pour la base
suite à l’observation de quelques méthodes.
Pour chacun de ces ensembles, une quantité minimum et une quantité maximum
d’éléments de cet ensemble sont définies pour chaque méthode. Les valeurs quantitatives
sont données empiriquement ou suite à une observation du domaine. Le tableau 5.1.2
détaille les valeurs attribuées à chacune de ces caractéristiques. Le minimum et le
maximum de la caractéristique Méthodes correspondent au nombre de fragments minimum
et maximum obtenus sur l’échantillon de méthodes étudiées (ADELFE, PASSI, Tropos,
INGENIAS). De la même manière, les minimums et maximums pour les constituants de
méta-modèles requis par fragments sont définis d’après les valeurs de l’échantillon. La
conception de fragments étant aléatoire, le maximum de constituants requis et fournis par
fragment correspond au double de la médiane obtenue par l’échantillon.
Caractéristiques Ensemble Minimum Maximum








Paradigmes 10 1 3
Technologies 40 5 16
Tableau 5.1 — Valeurs numériques pour la génération de la base de fragments
Les quinze méthodes sont générées aléatoirement selon l’hypothèse qu’une méthode est
définie par :
. un nom Mi ;
. un ensemble de fragments compris entre neuf et vingt-cinq ;
. un ensemble de constituants de méta-modèle CMi ⊆ C ;
. un ensemble de paradigmes PMi ⊆ P, contenant entre un et trois paradigmes ;
. un ensemble de technologies TMi ⊆ T, contenant entre cinq et seize technologies.
Chaque fragment de la méthode est généré aléatoirement à partir des caractéristiques
définies pour la méthode. Un fragment est défini par un nom Mi_ fi, un ensemble de
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MMMC requis, un ensemble de MMMC fournis et des paradigmes et/ou des technologies
appartenant à la méthode. Ces fragments sont utilisés pour l’évaluation de SCoRe détaillée
ci-après.
5.1.3 Évaluation de SCoRe en fonctionnement
L’évaluation de SCoRe fournit des valeurs quantitatives et qualitatives qui permettent
de mesurer la qualité de son fonctionnement. Le système est testé à partir de la base de
fragments. Lors de chaque test, le nombre de cycles et le nombre de messages reçus par
agent sont mesurés. Les tests sont axés sur les résultats obtenus suite à une modification.
La figure 5.1 montre l’évolution du système à chaque pas du système, et plus
particulièrement, le taux d’agents qui n’ont pas encore atteint leur objectif dans le
processus en construction. Cette courbe représente la moyenne des observations faites sur
chaque test. La partie bleue (à gauche de la flèche) montre l’évolution de SCoRe avant une
modification alors que la partie rouge (à droite de la flèche) montre son comportement
de SCoRe après. Sur la première partie de la courbe, celle-ci décroît car, au cours de la
construction du processus, le nombre d’agents RF (agent représentant un fragment dans
le processus) et MMMC (agent représentant un constituant de méta-modèle) augmente,
impliquant généralement une augmentation du nombre d’agents ayant atteint leur objectif.
Cependant, une fluctuation est observée. Celle-ci indique une augmentation de la criticité
du système pour parvenir à atteindre son objectif global. La seconde partie de la courbe
augmente puis oscille jusqu’à l’obtention d’un processus stable. Cette légère augmentation
est la conséquence de la modification qui fait augmenter le niveau de criticité du système.
FIGURE 5.1 — Taux d’agents insatisfaits dans le processus en construction
Par ailleurs, la courbe représentée sur la figure 5.1 atteint sa valeur la plus basse
autour des cinq pour cent d’agents non satisfaits. Ce résultat est une conséquence de la
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base de fragments utilisée pour les tests. En effet, le générateur aléatoire de fragments ne
garantissant pas que tous les constituants d’un méta-modèle soient réutilisés par un autre
fragment ; le système se stabilise dès que tous les fragments dans le processus sont dans
l’état incorporé et que les constituants initiaux et terminaux sont dans l’état satisfait.
Lors de l’exécution de SCoRe, des valeurs sont recueillies avant et après une
modification. La première valeur mesurée correspond au nombre d’agents dans le système.
Dans SCoRe, seul le nombre d’agents RF (Running Fragment) et MMMC (MetaModel
Construct) varient sauf s’il y a une modification de la base de fragments. Pour les autres, il y
a autant d’agents WF (Waiting Fragment) que de fragments constituant la base et d’agents C
(Context) que de constituants requis et fournis pour chaque fragment. Comme le montre la
figure 5.2, les deux courbes représentant le nombre d’agents avant et après une modification
sont superposées. Ceci est dû au fait que les variations du nombre d’agents RF et MMMC
lors de modifications sont très petites. Par ailleurs, on constate que le taux d’agents MMMC
et d’agents RF est négligeable par rapport au taux d’agents WF et d’agents C.
FIGURE 5.2 — Taux d’agents avant et après une modification
La seconde mesure, représentée sur la figure 5.3, représente le taux de messages reçus
par l’ensemble des agents selon leur type. Deux valeurs sont alors calculées, la première
(cf. graphique de gauche sur la figure 5.3) représente le taux de messages par type d’agents
avant et après une modification. Les agents MMMC et WF sont les agents recevant le plus
de messages. En effet, lorsqu’un MMMC recherche un fragment, celui-ci envoie sa demande
à tous les WF, générant ainsi beaucoup de messages. Ce choix d’implémentation n’est pas
un inconvénient car le comportement des MMME est alors totalement indépendant de la
présence ou non de fragments (WF) dans la base. Par ailleurs, lorsqu’une modification
apparaît, le nombre de messages reçus par les MMMC augmente alors que celui des WF
diminue. Ceci est la conséquence d’échanges multiples avec les RF qui voient eux aussi
leur taux légèrement augmenter. En outre, le second diagramme, à droite sur la figure 5.3,
représente le taux moyen de messages par cycle pour chaque agent avant et après une
modification. Ce graphique montre que la réception de messages n’est pas perturbée par la
modification.
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FIGURE 5.3 — Taux de messages avant et après une perturbation
Les messages échangés après une modification par les agents MMMC et RF par pas
de simulation ont doublé. La proportion de messages correspondant au comportement
nominal et coopératif reste la même après une modification (cf. figure 5.4).
FIGURE 5.4 — Messages nominaux et coopératifs des agents MMMC et RF avant et après
une perturbation
La troisième mesure effectuée correspond au nombre de cycles effectués avant et après
une modification. De la même manière que pour les messages, la figure 5.5 montre le taux
de cycles par type d’agent et le taux moyen de cycles. Ces valeurs montrent que l’ensemble
des contextes effectuent le plus de cycles lors de la construction d’un processus. Cependant,
individuellement, leur taux est faible. À l’inverse, les agents RF ont un taux de cycles
par agents plus important par rapport au taux de cycles de l’ensemble. L’arrivée d’une
modification provoque une augmentation du nombre de cycle des agents RF et MMMC et
une légère diminution pour les agents C et WF. En effet, lors de l’arrivée d’une modification,
les agents présents dans le processus sont directement influencés et doivent se réorganiser
en conséquence.
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FIGURE 5.5 — Taux de cycles avant et après une perturbation
Les résultats obtenus soulignent les capacités d’adaptation dont fait preuve SCoRe lorsqu’il
se retrouve confronté à des modifications en cours de fonctionnement. Ses capacités de
composition de processus sont également mises en avant.
5.2 Évaluation du processus à partir de l’évaluation des fragments
De façon complémentaire à l’évaluation des performances de SCoRe en cours
d’exécution, il est nécessaire d’évaluer la qualité du processus généré. Généralement,
l’évaluation de méthodes mesure soit les caractéristiques structurelles de la méthode soit
ses performances. C’est en particulier les caractéristiques du processus qui nous intéresse
pour cette évaluation. Celle-ci est principalement influencée par l’expérience du concepteur,
le travail à faire et les produits à réaliser. Tous ces éléments sont cruciaux et reliés entre
eux. Cependant l’étude de toutes ces variables en même temps est trop complexe. C’est
pourquoi, dans le cadre de la composition de fragments, nous nous sommes intéressés
à l’évaluation d’un processus de développement à partir de l’évaluation des fragments
qui le composent. Cette section présente quatre métriques basées sur les constituants de
méta-modèles : le fragment input (mesure les dépendances d’un fragment par rapport aux
autres), le fragment output (mesure la complexité du produit réalisé pendant le fragment),
le fragment creative effort (mesure l’effort de conception d’un fragment) et le fragment
freedom degree (mesure le degré de liberté offert au concepteur au cours du fragment).
Cette section introduit dans une première partie quelques notions sur la définition des
constituants de méta-modèle dans un fragment. Ensuite, les métriques sont définies en
précisant les modalités de calcul et donnant les formules qui permettent d’obtenir les valeurs
quantitatives. Enfin, les dernières parties montrent et discutent les métriques et les résultats
obtenus suite à leur application.
Auto-organisation de fragments pour la conception de processus de développement 125
5Évaluations : système et processus
5.2.1 Quelques notions sur les fragments
Des notions relatives aux fragments sont indispensables pour présenter les métriques :
les constituants nécessaires à leur création et leur rôle dans le fragment.
Dans cette section nous présentons d’abord le concept de constituant méta-modèle et
son rôle dans le processus. Enfin, les diagrammes nécessaires à l’application des métriques
sont décrits.
5.2.1.1 Constituants du méta-modèle
Les techniques de modélisation résident dans la création d’un ensemble de concepts
utilisés pour décrire les propriétés d’un méta-modèle. De la même manière qu’un modèle
est une abstraction d’éléments du monde réel. Le langage pour décrire un méta-modèle est
le MOF (Meta Object Facility, cf. 1.1.4). Son infrastructure de modélisation est composée de
quatre couches chacune caractérisée par une instance de relation avec la couche supérieure.
Le méta-modèle considéré pour ce travail est celui défini par [Cossentino and Seidita.,
2011]. Il représente une structure multi-niveau de la même manière que le MOF mais est
composé de constituants. Le terme de constituant est défini comme un terme générique
définissant une des entités suivantes : élément, relation, attribut et opération. Par conséquent,
nous avons défini un ensemble de termes :
. un constituant du méta-modèle (MMMC - MAS Metamodel Construct) est une entité
du méta-modèle ;
. un élément du méta-modèle (MMME - MAS Metamodel Element) est une entité du
méta-modèle (niveau M2) qui est instanciable en une entité du modèle du système
(niveau M1). Par exemple, une classe est un MMME, elle peut être instanciée en un
élément du modèle correspondant ;
. une relation du méta-modèle (MMMR - MAS Metamodel Relationship) est un
constituant utilisé pour représenter une relation entre deux (ou plus) instances de
MMMEs. Par exemple, la relation d’agrégation entre deux instances d’une classe
MMME est une instance de l’association MMMR ;
. une opération du méta-modèle (MMMO - MAS Metamodel Operation) est une
caractéristique comportementale d’un classificateur qui spécifie le nom, le type, les
paramètres et les contraintes pour invoquer un comportement associé ;
. un attribut du méta-modèle (MMMA - MAS Metamodel Attribut) est un type
particulier d’éléments utilisés pour ajouter des propriétés aux MMMEs. Un MMMA
est une caractéristique structurelle. Il relie une instance de la classe à une valeur ou
une collection de valeurs du type de l’attribut. Le type des attributs est un MMME.
Tous les méta-modèles ne comportent pas d’attributs. En effet, selon la définition du
MMMA, un attribut est une relation entre la classe et un autre élément du méta-
modèle. La représentation d’un MMMC est un choix du concepteur. Il a donc la
possibilité de représenter un MMMA comme un attribut ou en explicitant une relation
avec l’élément en possession.
Les constituants sont utilisés pour décrire le méta-modèle d’un système. Par conséquent,
chaque fois qu’un concepteur développe un système, il dispose d’un ensemble d’éléments,
126 Auto-organisation de fragments pour la conception de processus de développement
5.2. Évaluation du processus à partir de l’évaluation des fragments
5
relations, attributs et opérations pour créer le modèle de son système. Au cours de la
conception du système, les produits du processus sont conçus. Chacun d’eux est représenté
par un diagramme contenant une portion du méta-modèle sur lequel sont indiquées les
actions de modélisation effectuées sur les MMMC qui le composent. Ces actions sont
détaillées ci-après.
5.2.1.2 Actions de modélisation
Lors de la conception d’un produit du système, quatre types d’actions peuvent être
effectués sur les MMMC du méta-modèle qui le représentent. Le concepteur peut :
. définir (D - Define) : cette action de modélisation consiste à instancier un élément dans
le produit, c’est-à-dire créer un nouvel élément dans le modèle ;
. relier (R - Relates) : cette action de modélisation consiste à instancier une relation dans
le produit, c’est-à-dire créer une nouvelle relation entre deux éléments du modèle en
respectant ce qui est autorisé par le méta-modèle ;
. ajouter un attribut ou une opération (respectivement RFA - Refine Attribute et RFO
- Refine Operation) : cette action de modélisation consiste à raffiner un élément
précédemment défini dans le produit, c’est-à-dire instancier un nouvel attribut ou
opération. Dans les deux cas, cette action comprend la citation d’un élément.
. citer un élément, une relation, un attribut ou une opération (respectivement Q - Quote,
QR - Quote Relationship, QA - Quote Attribute et QO - Quote Operation) : cette
action de modélisation consiste à utiliser un constituant précédemment défini dans le
produit, c’est-à-dire reporter des constituant de produits déjà définis dans le nouveau
produit.
Ces actions de modélisation servent donc à spécifier le type d’actions réalisées sur
chacun des MMMC lors de la conception d’un produit. Ces informations sont représentées
sur un diagramme particulier présenté par la suite.
5.2.1.3 Fragments et Diagrammes
Chaque portion de processus est consacrée à fournir des produits. Par exemple, l’activité
est dédiée à produire un artefact très fin, un produit unique comme un diagramme
éventuellement complété par un texte descriptif alors qu’une phase délivre un artefact
conséquent tel que des documents correspondant à l’analyse des besoins. La manière de
décrire un fragment est encore un travail en cours, basé sur la documentation standard pour
les processus et approuvé par IEEE FIPA [IEEE Foundation for Intelligent Physical Agents,
2011].
Initialement utilisés dans la documentation du processus pour décrire les artefacts des
phases ou des activités, le méta-modèle et le schéma du contenu décrivent le produit d’un
fragment. Dans la définition des métriques appliquées aux fragments, deux diagrammes
sont importants. Le premier diagramme correspond au méta-modèle du fragment qui
montre tous les MMMC gérés par le concepteur pour ce fragment. Cela inclut les MMMC
qui sont requis par le fragment mais qui n’apparaissent pas dans le produit de celui-ci. La
figure 5.6 montre le méta-modèle d’un fragment de PASSI.
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FIGURE 5.6 — Exemple de méta-modèle d’un produit [Bonjean et al., 2012]
Le second diagramme correspond au schéma du contenu. C’est un diagramme
spécifique qui montre tous les MMMC utilisés lors de la mise en œuvre d’un fragment
et tous les MMMC reportés dans le produit du fragment. Ce diagramme représente les
relations entre chaque produit conçu au cours du processus de conception et de tous les
MMMC instanciés. La figure 5.7 montre un exemple de schéma du contenu d’un produit de
fragment et décrit les MMMC et leurs relations. Tous sont annotés avec une étiquette qui
indique le type d’action de modélisation qui leur est appliqué.
FIGURE 5.7 — Exemple de schéma du contenu d’un produit [Bonjean et al., 2012]
Les métriques appliquées aux fragments se basent sur ces diagrammes pour être
quantifiées. Le détail des mesures est présenté dans la partie suivante.
5.2.2 Métriques relatives au fragment
Un ensemble de métriques fondées sur le méta-modèle de chaque fragment de processus
est défini. Les métriques proposées sont les suivantes : Fragment Input (mesure de la
dépendance d’un fragment par rapport aux autres), Fragment Output (mesure de la
complexité du produit du fragment), Fragment Creative Effort (mesure de la complexité de
l’effort de conception dépensé sur le fragment) et Fragment Freedom Degree (mesure du degré
de liberté offert au concepteur lors de l’application du fragment).
5.2.2.1 Fragment Input
La métrique Fragment Input (FI) est une métrique architecturale. Elle représente les
données en entrée requises par le fragment. Cette métrique peut être vue comme une
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sorte de contraintes représentant une condition de garde sur le fragment. Elle mesure
la dépendance d’un fragment par rapport aux autres dans la méthode. Les entrées d’un
fragment correspondent au nombre de MMMCs nécessaires au fragment. Un résultat élevé
pour cette métrique signifierait qu’un fragment ayant de forte dépendance avec les autres
fragments. Par ailleurs, un résultat faible favorise la liaison de fragments car la probabilité
d’obtenir les MMMCs souhaités est plus grande. Par exemple, il est commun d’avoir des
fragments avec un faible FI en début de processus alors que ce nombre est souvent plus
élevé à l’intérieur du processus.
Soit F l’ensemble des fragments du processus et I f l’ensemble de MMMC requis par le
fragment f .
∀ f ∈ F, FI( f ) = |I f |
En général, l’analyse de la valeur de Fragment Input met en évidence les fragments les
plus spécifiques à la méthode évaluée.
5.2.2.2 Fragment Output
La métrique Fragment Output (FO) mesure la complexité du produit des constituants
en sortie. En d’autres termes, la complexité du produit représente la complexité à lire
et à comprendre un produit. Cette complexité est affectée par deux valeurs : le nombre
de différents types de MMMCs qui peuvent être représentés dans un produit et le
nombre d’instances de ces MMMCs effectivement représentés dans un produit. Le cadre
de l’évaluation se limitant au méta-modèle, seule la première valeur est prise en compte.
Le FO est donc constitué des MMMCs représentant le produit du fragment quel que soit
l’action de modélisation qui est accomplie.
Soit F l’ensemble des fragments du processus et O f l’ensemble de MMMC fournis par le
fragment f . Les MMMCs peuvent être définis, reliés, raffinés ou cités.
∀ f ∈ F, FO( f ) = |O f |
La mesure du Fragment Output met en exergue les fragments les plus complexes du
processus. En effet, plus il y a de MMMCs représentant le produit d’un fragment, plus il
sera complexe de comprendre le fragment.
5.2.2.3 Fragment Creative Effort
La métrique Fragment Creative Effort (FCE) est une partie de la mesure de complexité.
Elle représente l’effort que le concepteur devra fournir lors de la réalisation du fragment. La
complexité de l’effort de conception dépend généralement du problème, des compétences
des concepteurs et du processus de conception utilisé. La complexité du problème est
informelle et hétérogène, et est traitée implicitement en l’incluant dans la solution conçue.
Parce que les ingénieurs sont pluridisciplinaires, le processus est divisé en plusieurs
phases. Cependant, la conception de processus n’est pas un exercice classique, et en tant
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qu’ingénieur dans n’importe quelle discipline, dès lors qu’un concepteur s’est familiarisé
avec les compétences, il sera capable de développer son propre système. Les aptitudes et la
connaissance d’un ingénieur influencent donc l’effort de conception du système produit.
Mesurer cette influence est une tâche complexe, c’est la raison pour laquelle, le profil
utilisateur n’est pas pris en compte dans cette mesure. Enfin, la méthode d’analyse et plus
spécifiquement le méta-modèle fournit une partie de la complexité de l’effort de conception
d’un fragment. Ainsi, le FCE mesure l’effort fourni par le concepteur en définissant les
constituants du méta-modèle liés à un fragment. L’effort est associé à l’introduction de
nouveaux constituants (relation, attribut, opération ou élément) dans le méta-modèle.
Le FCE est mesuré pour chaque fragment. Il correspond au nombre de MMMC qui sont
définis, reliés ou raffinés dans un fragment. Soit F l’ensemble des fragments du processus et
D f l’ensemble des MMMCs définis, reliés et raffinés dans le fragment f .
∀ f ∈ F, FCE( f ) = |D f |
La métrique FCE met en avant le fragment le plus complexe d’une méthode en termes
de conception. Cette mesure est fortement reliée à la mesure du FO, mais alors que le FCE
se focalise sur la partie créée durant le fragment, le FO mesure la complexité du produit
qui en résulte dans sa globalité. En d’autres termes, aucune des contributions du FCE ne
vient de constituants définis dans d’autres fragments. Ces constituants sont pris en compte
uniquement dans le FO. Il existe donc une relation d’ordre entre FO et FCE, la formule
suivante exprime cette relation :
∀ f ∈ F, FO( f ) ≥ FCE( f )
5.2.2.4 Fragment Freedom Degree
La métrique Fragment Freedom Degree (FFD) représente le degré de liberté donné au
concepteur pour réaliser les activités d’un fragment. Il est calculé par le rapport entre l’effort
de création et les données requises en entrée. Cette mesure définit si l’introduction d’un
nouveau constituant est fortement influencé ou non par les fragments précédents. Dans une
méthode, un haut niveau de liberté est idéalement requis pour les premiers fragments de la
méthode. En effet, ces fragments font appel généralement à l’esprit des concepteurs et à leur
créativité. Ensuite, le FFD des fragments suivants diminue progressivement jusqu’à obtenir
un degré de liberté quasi nul pour les derniers fragments. Cela s’explique par le fait que le
concepteur est généralement fortement conditionné à la fin car il a été guidé de manière à
converger vers un système bien défini.
Le FFD est mesuré pour chaque fragment. Il correspond au rapport des métriques FCE
et FI. Soit F l’ensemble des fragments du processus et f un fragment de ce processus.
∀ f ∈ F, FFD( f ) = FCE( f )/FI( f )
Cette métrique montre la structure du processus. La structure du processus idéal
présente une valeur élevée du FFD en début du processus et une diminution progressive
de celui-ci jusqu’à obtenir un faible ratio.
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Ces métriques sont ensuite appliquées sur des méthodes existantes. Les résultats de leur
utilisation sont donnés dans la partie suivante.
5.2.3 Résultats Expérimentaux
L’évaluation basée sur des métriques d’un système fournit un ensemble de valeurs
quantitatives permettant non seulement d’évaluer le système mais aussi de le comparer
avec d’autres pour souligner ses limites et ses avantages. Afin de montrer leur pertinence,
ces métriques sont appliquées sur plusieurs méthodes orientées agents.
Deux applications des métriques sur des méthodes sont décrites. La première partie
présente les résultats de l’application des métriques sur ADELFE et ADELFE 2.0 (cf. section
3.2). La seconde application des métriques a été réalisée sur quatre méthodes orientées
agent. Les résultats obtenus sont décrits dans une seconde partie. Enfin, la troisième partie
analyse la pertinence intrinsèque de ces mesures.
5.2.3.1 ADELFE vs ADELFE 2.0
Cette section présente les résultats des métriques appliquées à ADELFE et ADELFE 2.0.
Les résultats obtenus sont représentés sur les figures 5.8 et 5.9. Chaque courbe donne le
résultat d’une métrique. Leurs abscisses et leurs ordonnées sont normalisées dans le but de
les comparer. L’axe des ordonnées représente le taux de constituants et l’axe des abscisses
est normalisé par phase car le nombre de fragments pour chacune des méthodes diffère. La
méthode ADELFE se compose de dix-sept fragments alors que ADELFE 2.0 en comprend
vingt-cinq.
ADELFE Les résultats obtenus pour la première version d’ADELFE sont représentés sur la
figure 5.8. Cette méthode est composée de dix-sept fragments. La moyenne des constituants
par fragment requis est de onze. Les valeurs de la métrique FI varient entre un et trente sept.
La valeur minimale correspond au premier fragment d’ADELFE qui requiert la description
du problème. La valeur maximale est atteinte pendant la définition des Situations Non
Coopératives (F13) qui est un fragment spécifique à ADELFE.
Les valeurs du FO, quant à elles, varient entre un et trente et un. La valeur moyenne est
de neuf constituants fournis. Les fragments F1 (Requirement Description) à F5 (UI Prototyping)
concernent l’extraction des besoins qui correspond à la première phase. Conformément au
attente de la première phase, sur cette période la courbe augmente légèrement au fur et
à mesure que la complexité augmente. Toutefois, le dernier fragment de cette phase ne
requérant pas l’attention qui semblerait nécessaire, la courbe chute.
Ensuite, pendant la phase d’analyse, les valeurs de la courbe du FO sont inférieures
à la moyenne. À l’inverse, la phase de conception atteint le niveau de complexité le plus
élevé de la courbe. Dans ADELFE, cinq fragments (F3 : Environment Definition, F4 : Use
Case Definition, F12 : Agent Definition, F13 : Non Cooperative Situation Definition and F15 :
Architecture Definition) sont les principaux fragments de la méthodes, ce sont aussi ceux qui
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F1 : Requirement Description - F2 : Finalize Requirement - F3 : Environment Definition - F4 : UseCase Definition - F5 : UI Prototyping - F6 : Domain Analysis - F7 :
Verify AMAS Adequacy - F8 : Agent Identification - F9 : Entity Interaction Study - F10 : Architecture Definition - F11 : Interaction Language Definition - F12 : Agent
Definition - F13 : Non Cooperative Situation Definition - F14 : Fast Prototyping - F15 : Architecture Extraction - F16 : Architecture Implementation - F17 : Behavior
Implementation
FIGURE 5.8 — Résultats des métriques appliquées sur ADELFE
ont les valeurs les plus élevées.
Enfin, les valeurs du FCE sont comprises entre un et vingt et un. La moyenne pour cette
courbe se situe autour de cinq. Trois pics se distinguent sur cette courbe : F3 : environment
definition, F12 : Agent Definition et F15 : architecture extraction. Ces fragments correspondent
à la définition des constituants de méta-modèle les plus importants de la méthode. Durant
ces fragments un effort plus important doit être fourni par les concepteurs.
ADELFE 2.0 Les résultats obtenus pour ADELFE 2.0 sont présentés sur la figure 5.9. Cette
méthode est composée de vingt-cinq fragments, l’ensemble comportant cent quatre vingt
quatorze constituants.
Dans ADELFE 2.0, la moyenne de constituants requis est de dix sept. L’ensemble de
ces valeurs varie entre un et trente sept. L’allure de la courbe FI est globalement croissante
néanmoins, trois points se distinguent par leur faible valeur. Le premier correspond au
fragment F8 (prototype UI). Ce fragment demandant peu d’information montre qu’il ne
requiert pas l’attention qui semblerait nécessaire dans la méthode. Le second correspond
au fragment F11 (Étudier les entités actives). Cette valeur reflète peut être une mauvaise
identification des requis lors de la fragmentation. Enfin, le fragment F17 (Définir le
comportement des entités) est le dernier fragment ayant une faible valeur. Cette activité est
simple conceptuellement et nécessite donc moins de requis.
La moyenne de constituants produits par fragment dans ADELFE 2.0 est de onze alors
que sa médiane est de sept. Les valeurs obtenues pour chacun des fragments varient entre
un et trente sept. Parmi ces valeurs, trois d’entre elles se démarquent par leur niveau élevé.
Ces valeurs correspondent aux fragments F18 (Définir le comportement nominal des agents),
F19 (Définir le comportement coopératif des agents) et F21 (Micro-architecture extraction). Les
deux premiers fragments correspondent à la spécificité de cette méthode ce qui explique la
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F1 : Définir les besoins - F2 : Définir les concepts métier - F3 : Établir le processus métier - F4 : Définir un glossaire et les contraintes - F5 : Caractériser l’environnement
système - F6 : Déterminer les cas d’utilisation - F7 : Qualifier le SMA - F8 : Élaborer les prototypes d’UI - F9 : Analyser les caractéristiques du domaine - F10 : Vérifier
l’adéquation aux AMAS au niveau global - F11 : Étudier les entités actives - F12 : Identifier les agents coopératifs - F13 : Vérifier l’adéquation aux AMAS au niveau
local - F14 : Définir la vue module du système - F15 : Définir les interactions des agents - F16 : Définir les interactions des entités - F17 : Définir le comportement des
entités - F18 : Définir le comportement nominal des agents - F19 : Définir le comportement coopératif des agents - F20 : Prototypage rapide - F21 : Micro-architecture
extraction - F22 : Implémentation du framework - F23 : Implémentation des entités - F24 : Implémentation du comportement nominal - F25 : Implémentation du
comportement coopératif
FIGURE 5.9 — Résultats des métriques appliquées sur ADELFE 2.0
complexité grandissante. Par ailleurs, le fragment F21 impose un changement de paradigme
et de langage ce qui accentue sa complexité.
Enfin, pour ADELFE 2.0, la moyenne de l’effort créatif par fragment est de huit. Les
valeurs varient entre deux et trente trois constituants par fragment. Comme pour les valeurs
du FO, les trois mêmes fragments se distinguent. Durant ces fragments un effort plus
important doit être fourni. Néanmoins, en comparaison avec la complexité de ces fragments,
l’effort créatif est moins important lors de la définition des comportements.
Comparaison La figure 5.10 est composé de quatre cadrants, chacun d’eux représentant
le résultat d’une métrique : en haut à gauche, les courbes représentent le nombre de
constituants de méta-modèle requis par fragment (FI) ; en haut à droite, les courbes montrent
pour chaque fragment le nombre de constituants représentant le produit fourni (FO) ; en
bas à gauche, les courbes représentent l’effort créatif (le FCE) ; en bas à droite, les courbes
montrent les valeurs obtenues lors du calcul de degré de liberté (FFD).
De manière générale, les valeurs par fragment pour ADELFE 2.0 sont supérieures à celles
obtenues lors de l’évaluation d’ADELFE. Cette augmentation est une conséquence de la
mise à jour des méta-modèles. Pour chacune des phases, le méta-modèle a été redéfini et
détaillé.
La valeur minimale obtenue pour le calcul du FI de chacune des méthodes correspond
au premier fragment qui nécessite la description du problème. À l’inverse, la valeur
maximale est atteinte dans un cas pour la définition du comportement coopératif et dans
l’autre à l’implémentation du framework. Cette différence s’explique par la redéfinition de
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WD1 : Étude des besoins préliminaires - WD2 : Étude des besoins terminaux - WD3 : Analyse - WD4 : Conception - WD5 : Implémentation
FIGURE 5.10 — Résultats des métriques appliquées sur ADELFE et ADELFE 2.0
la dernière phase de la méthode. Actuellement, cette activité impose un changement de
langage et de paradigme ce qui requiert approximativement le quart des informations
établies précédemment. De plus, d’après les courbes du FI, les fragments aux valeurs élevées
sont liés à des spécificités des méthodes, leur réutilisation semble être difficile.
Concernant les valeurs des FO et FCE par fragment, globalement, les valeurs de ADELFE
2.0 par phase sont supérieures. Ceci est une conséquence directe de la redéfinition des méta-
modèles et de l’ajout de fragments. Par exemple, la phase d’étude des besoins préliminaires
(WD1) est découpée en deux fragments dans ADELFE et en quatre dans ADELFE 2.0.
Globalement, pour les deux courbes, les mêmes pics sont apparents. Chacun d’eux montre
une spécificité de la méthode.
Par ailleurs, les courbes du FFD ont la même allure. Ce résultat confirme la position des
fragments et valide l’exactitude des mesures proposées.
Parallèlement, ces métriques ont été appliquées sur des méthodes orientées agent. Les
résultats sont présentés dans la partie suivante.
5.2.3.2 Métriques appliquées à quatre méthodes orientées agent
Une seconde application de ces métriques a été réalisée pour évaluer et comparer quatre
méthodes orientées agent : ADELFE, PASSI, Tropos et INGENIAS. Les résultats obtenus sont
donnés par la figure 5.11.
La fragmentation et la définition des méta-modèles étant liées au savoir-faire du
concepteur, le nombre de fragments ainsi que le nombre de constituants pour chacun des
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FIGURE 5.11 — Résultats des métriques appliquées sur quatre méthodes orientées agents
fragments sont très variables d’une méthode à l’autre. Pour des tailles de méta-modèle
comparable, plus la granularité des fragments est faible, plus les valeurs du FO et FCE sont
basses, et inversement. Par exemple, ADELFE et Tropos ont un nombre de MMMC très
proche, cependant, l’une se compose de vingt cinq fragments et l’autre de neuf (cf. tableau
5.2). Les valeurs de la courbe d’ADELFE sont donc inférieures à celle de Tropos. À l’inverse,
PASSI et INGENIAS ont un nombre de fragments comparables, cependant, leur nombre de
constituants diffère. PASSI compte cent vingt deux constituants dans son méta-modèle alors
que INGENIAS en compte trois cent cinquante cinq. Les valeurs de la courbe de PASSI sont
donc inférieures à celle de INGENIAS.
ADELFE PASSI Tropos INGENIAS
Nombre de Fragments 25 15 9 16
Nombre de MMMC total 194 122 184 355
Minimum FI 1 1 1 1
Maximum FI 37 20 51 206
Minimum FO 3 6 6 0
Maximum FO 37 25 55 121
Minimum FCE 2 2 4 0
Maximum FCE 33 16 41 114
Tableau 5.2 — Valeurs quantitatives des métriques
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Les valeurs de la courbe FI donne une idée de la dépendance de chaque fragment par
rapport aux autres. Les valeurs les plus élevées correspondent aux fragments terminaux,
c’est-à-dire ceux qui sont situés à la fin du processus. Cela montre leur spécificité dans le
processus et indique qu’ils seront sans doute difficilement réutilisables. Une valeur élevée
du FI est souvent accompagnée par une haute valeur de FO et FCE car plus de constituants
sont conçus, plus de constituants sont requis et plus l’effort consacré à ce fragment est
important. Cependant cette règle n’est pas toujours respectée. En effet, les valeurs les plus
faibles correspondent aux fragments qui ne sont pas contraints par le résultat des fragments
précédents mais ce sont des fragments qui font appels à l’observation et au raisonnement
de l’équipe de développement.
Concernant la métrique FO, les valeurs élevées correspondent aux fragments livrant
des modèles conséquent du système. Généralement, ces fragments correspondent aux
fragments les plus significatifs de la méthode. Par exemple, le FO de la courbe représentant
PASSI atteint son maximum lors du fragment responsable de la définition de la structure des
agents (Single Agent Structure Definition). À l’inverse, une valeur plus basse peut désigner un
fragment qui a pour objectif de synthétiser ce qui a été fait précédemment ou un manque
de constituants dans le meta-modèle pour prendre en compte ce fragment avec autant de
qualité que les autres. Par exemple, dans ADELFE, le fragment correspondant à la définition
de prototype (F20 - cf. figure 5.9) a une faible valeur qui montre un manque dans le méta-
modèle.
La courbe de FCE atteint son maximum lors de la définition des constituants les plus
importants de la méthode. Pour chacune des méthodes présentées ici, son pic est atteint lors
de la définition des comportements des agents.
Enfin, la courbe idéale de FFD est analytiquement une hyperbole. Un pic dans cette
courbe peut révéler un fragment mal positionné dans le processus. Cependant, une légère
hausse de la courbe survient lorsque le fragment demande une prise de décision de l’équipe
de développement. Par exemple, la courbe d’INGENIAS montre une légère hausse lors de
la définition des tâches et des buts des agents (Create the Tasks and Goals Model).
Ces métriques d’une part montre les dépendances de la méthode et mettent en exergue
les spécificités de chacune des méthodes. De plus, la courbe du FFD qualifie la structure du
processus de la méthode.
5.2.4 Synthèse
Tout au long de cette section, nous avons présenté un ensemble de mesures permettant
l’évaluation et la comparaison de processus de développement à partir de l’évaluation des
fragments qui le composent.
La métrique FI mesure la condition de garde sur le fragment représentant sa dépendance
par rapport aux autres fragments. Les métriques FO et FCE sont étroitement liées. L’une
mesure de la complexité du produit alors que l’autre mesure la complexité de l’effort de
conception. Enfin, la métrique FFD mesure le degré de liberté offert au concepteur lors de
l’application du fragment.
Afin d’illustrer ces métriques, des résultats quantitatifs sur l’évaluation de méthodes
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orientées agents ont été présentés. Ces applications montrent comment extraire les
caractéristiques des méthodes à partir des méta-modèles de chaque fragment.
Une des premières difficultés rencontrées en comparant les méthodes est le manque
de normalisation dû à un nombre de fragments différents en fonction de la méthode.
Par exemple, pour les méthodes orientées agents présentées, ce nombre varie entre neuf
pour Tropos et vingt cinq pour ADELFE. De plus, les fragments ne sont pas créés avec
la même granularité pour chacune des phases. Ce sont les raisons pour lesquelles nous
avons normalisé les courbes pour présenter des courbes comparables (cf. figure 5.10 et 5.11).
Cet alignement peut également être réalisé sur l’axe des abscisses pour obtenir un taux de
constituants.
Par ailleurs, plus les méta-modèles des méthodes sont détaillés, plus les valeurs des
métriques seront élevées (à l’exception de FFD qui est un ratio). La granularité du méta-
modèle est souvent liée à son utilisation. Par exemple, si le méta-modèle de la méthode sert
de base pour la réalisation d’une transformation, alors celui-ci sera très détaillé. Il est alors
important de normaliser le degré d’abstraction d’un méta-modèle.
En outre, aucune des métriques ne prend en compte la présence d’outils visant à aider
le concepteur au cours de la méthode. Par exemple, lors de la génération de code, un effort
est fourni alors que cette activité est généralement automatisée. La valeur de l’effort créatif
dans ces cas là devrait être minimisée.
Dans le cadre de SCoRe, ces métriques sont insuffisantes pour évaluer le processus de
développement proposé. Ces métriques ne sont basées que sur les constituants de méta-
modèles. Entre autre, l’adéquation du processus au contexte utilisateur n’est alors pas prise
en compte. La section suivante détaille un ensemble de critères visant à combler cette lacune
et donc à évaluer le processus de développement proposé par SCoRe.
5.3 Critères d’évaluation d’un processus de développement
Puisque les métriques définies sur les méta-modèles ne prennent pas en compte
le contexte lié à l’utilisateur, il est nécessaire de fournir des critères d’évaluation
complémentaires. Pourtant, il est difficile d’évaluer et de comparer les différents aspects de
chaque méthode. Un outil d’évaluation de ces méthodes est alors nécessaire pour pouvoir
faire un choix qui favorise le plus possible la réalisation du système souhaité.
En outre, pour montrer l’adaptabilité de SCoRe à une situation, il est nécessaire d’évaluer
la méthode proposée par le système et de vérifier que la méthode est en accord avec les
caractéristiques précisées par l’utilisateur avant son utilisation.
Cette section présente un ensemble de critères sur lesquels se fondent l’évaluation de
la méthode proposée par SCoRe. L’objectif de ces critères est de fournir une évaluation
d’un autre type, basée sur des indicateurs et des calculs précis. Dans un premier temps,
cette section présente les modalités de l’évaluation d’un processus. Ensuite les critères
retenus pour l’évaluation sont décrits. Enfin, la dernière partie détaille comment intégrer
l’évaluation et SCoRe.
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5.3.1 Modalités de l’évaluation d’un processus de développement
L’évaluation est une étape incontournable dans le domaine de l’ingénierie logicielle. De
nombreuses techniques d’évaluations de méthodes ont été proposées (cf. 2.3).
Cette évaluation s’applique sur un processus de méthodes après sa construction pour
connaître son adaptation au contexte utilisateur et en estimer son efficacité, son efficience,
son ergonomie. L’évaluation est basée principalement sur le contenu du processus, c’est-à
dire les informations connues et clairement définies. De plus, l’évaluation est objective et
calculée automatiquement. Les critères choisis sont des critères généraux qui ne s’arrêtent
pas aux spécificités de SMA ou de méthodes agiles par exemple,. Cette évaluation doit être
capable de supporter tous les types de méthodes. Par ailleurs, cette évaluation doit être
accessible par un large public.
Après une étude des différentes évaluations appliquées sur les méthodes de
développement [Roux, 2012], dix critères répondent à nos besoins. Ils sont présentés dans la
partie suivante.
5.3.2 Critères retenus
Suite à une analyse des critères d’évaluation de méthodes utilisées dans la littérature,
une liste de critères a été établie et jugée pertinente pour notre objectif. Ces critères peuvent
être classés en trois catégories :
. qualités intrinsèques de la méthode composée : ces critères permettent de souligner la
complexité du processus en évaluant la documentation, l’automatisation, la guidance
et la modularité de celui-ci ;
. prise en compte de l’utilisateur : ces critères, étudiés avant et après l’exécution du
système, permettent de souligner l’adéquation de la méthode par rapport aux objectifs
et connaissances de l’utilisateur ;
. qualités prévisionnelles de la méthode : personne ne peut prédire ce qui arrivera en
cours d’exécution d’un processus néanmoins, ces critères sont considérés comme
informatifs.
Cette partie présente pour chaque critère : son but, le procédé pour être calculé et sa
formule. De plus, la majorité des critères sont normalisés, c’est-à-dire, compris entre 0 et 10,
afin d’être comparables.
Documentation L’objectif de ce critère est d’évaluer la qualité de la documentation fournie
par les fragments de la méthode composée. Ici, c’est principalement la pertinence de
la documentation qui est étudiée (via l’étude de la présence ou non d’un vocabulaire
technique adéquat) ainsi que sa complétude (en vérifiant si toutes les sections sont remplies,
conformément au standard FIPA).
Pour le calculer, il faut déterminer le taux de documentation qui correspond au nombre
de fois où un mot clé est contenu dans une des sections suivantes : Description du fragment,
Participants, Workflow, Délivrables, Directives et Glossaire (cf. 3.10). L’ensemble des mots clés
pour un fragment est défini comme étant les concepts définis dans la partie glossaire du
fragment. Il faut ensuite vérifier que chacune des sous-sections du format de la FIPA soit
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renseignée. Lorsque celle-ci ne l’est pas, "nope" est écrit dans la section.
Ce calcul sera ensuite normalisé afin d’obtenir une note sur dix qui définit le taux
d’utilisation des mots clés dans la documentation d’un fragment. Un fragment est évalué
à zéro s’il n’emploie aucun de ses mots clés dans sa documentation, et à dix s’il les emploie
tous au moins une fois. Cette note sera multipliée par (1 - (note nop)) pour obtenir la note
finale sur dix, pour ce critère. La note nop est une valeur comprise entre 0 et 1 qui correspond
au taux de sous-sections non renseignées (c’est-à-dire contenant juste "nope" dans leur
description) par rapport au nombre de sous-sections définies comme primordiales. La note
du critère d’évaluation pour la méthode est la moyenne des notes obtenues par tous les
fragments composant la méthode.









– Yf = ensemble des mots clés définis dans le glossaire d’un fragment f donné
– nboc(y) = nombre d’occurrences d’un mot appartenant à Yf dans les sections de la
documentation du fragment considéré, autres que le glossaire
– G = nombre de mots clés définis dans le glossaire
– M = nombre maximum, sur l’ensemble des fragments traités jusqu’à présent, de la
moyenne du nombre d’occurrence d’un mot du glossaire dans les autres sections de la
documentation du segment considéré
– n f = nombre de sections contenant le mot "nope" pour un fragment donné
– F = ensemble des fragments de la méthode
– N = nombre de sections total dans la documentation d’un fragment
Automatisation L’objectif de ce critère est de déterminer le taux d’automatisation de la
méthode composée. Il s’agit ici de définir s’il existe des mécanismes de transformation pour
passer d’un modèle à un autre, ou d’un modèle au code.
Pour le calculer, il faut déterminer quels fragments possèdent des mécanismes de
transformation quelconque.
Le critère se calcule de la manière suivant :
| M |
| F | ∗ 10
avec :
– M = ensemble des fragments possédant un mécanisme de transformation
– F = ensemble des fragments de la méthode
Guidance L’objectif de ce critère est de déterminer si l’utilisateur est bien guidé tout au
long de la méthode. Ce critère mesure non pas la guidance en terme de documentation et
d’explications, mais la guidance en terme d’orientation de ses actions.
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Pour le calculer, la distance moyenne entre la courbe de Freedom Degree (cf. 5.2.2.4)
obtenue pour la méthode composée et la courbe moyenne à toutes les courbes de Freedom
Degree de toutes les méthodes précédentes est mesurée. Plus une méthode est guidée, plus
la valeur obtenue pour ce critère est proche de dix.
Le critère se calcule de la manière suivant :
(M−





– cmoy = fonction de la courbe de Fragment Freedom Degree moyenne
– cmeth = fonction de la courbe de Fragment Freedom Degree de la méthode
– d(x, y) = distance entre les deux points x et y, respectivement l’abscisse et l’ordonnée
de la valeur du Fragment Freedom Degree obtenu pour le fragment f
– M = valeur maximale obtenue lors des précédents calculs de la distance
– F = ensemble des fragments de la méthode
Modularité L’objectif de ce critère est d’évaluer la capacité de modulation des fragments
dans une méthode, c’est-à-dire déterminer si les fragments de la méthode sont fortement
liés les uns aux autres.
Pour le calculer, la moyenne des taux de dépendance de chacun des fragments par
rapport aux fragments dont ils dépendent est déterminée.
Le critère se calcule de la manière suivant :
(1− ∑ f∈F
ni( f )+no( f )
N
| F | ) ∗ 10
avec :
– ni( f ) = nombre de MMMC que reçoit f en input
– no( f ) = nombre de MMMC fournis en output par f
– N = nombre total de MMMC dans la méthode
– F = ensemble des fragments composant la méthode
Satisfaction L’objectif de ce critère est de déterminer si les besoins de la méthode
correspondent aux informations fournies par l’utilisateur et si les éléments produits par la
méthode correspondent à ses exigences.
Pour le calculer, les exigences respectées par la méthode et celles similaires ( des
exigences qui ne sont pas exactement celles demandées, mais qui permettent d’arriver à
un résultat global en accord avec ce qui est attendu, par exemple, un utilisateur demande à
aboutir à un système codé en C, et la méthode fournit un système équivalent à celui attendu,
mais codé en JAVA) sont comptabilisées.
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– er = nombre d’exigences remplies
– cr = nombre d’exigences n’étant pas strictement celles correspondant aux exigences de
l’utilisateur mais appartenant à la même catégorie
– eu = nombre d’exigences émises par l’utilisateur
Adéquation utilisateur/méthode L’objectif de ce critère est de déterminer si les
compétences de l’utilisateur correspondent aux compétences requises par la méthode
Pour le calculer, il faut compter le nombre de compétences exigées par la méthode
et maîtrisées par l’utilisateur pour chacun des fragments et en faire la moyenne. Une
compétence exigée ne correspond pas toujours précisément à une des compétences de
l’utilisateur mais peut appartenir à une même catégorie qu’une autre de ses compétences
maîtrisées.





– cor = nombre de compétences requises
– car = nombre de compétences requises appartenant à la même catégorie que les
compétences utilisateur
– cou = nombre de compétences nécessaires et en adéquation avec celles de l’utilisateur
Coût de production L’objectif de ce critères est d’évaluer le coût de développement par la
méthode, c’est-à-dire l’effort qui sera nécessaire à l’utilisateur pour développer son produit
en utilisant la méthode proposée.
Pour le calculer, le résultat du Creative Effort de chaque fragment de la méthode est
sommé. Lorsqu’un coût de production est faible, alors sa note est proche de dix.
Le critère se calcule de la manière suivant :
10 ∗
M− ∑ f∈F c( f )|F|
M−m
avec :
– F = ensemble de fragments composant la méthode
– c( f ) = Creative Effort pour le fragment f
– M = valeur maximale de la moyenne de Creative Effort obtenue par une méthode sur
l’ensemble de ses fragments
– m = valeur minimale de la moyenne de Creative Effort obtenue par une méthode sur
l’ensemble de ses fragments
Utilisabilité L’objectif de ce critère est d’évaluer le degré de satisfaction, d’efficacité,
d’efficience de la méthode ressenti par ses précédents utilisateurs. Ce critère se démarque
des autres critères par son approche moins formelle, puisque basée sur une appréciation
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subjective et humaine. Il n’a donc que pour vocation de donner une indication humaine au
nouvel utilisateur de la méthode.
Ce critère correspond à la moyenne des notes établies lors des précédentes évaluations.
Ce critère ne sera donc pas évalué lors d’une première utilisation de méthode.







– E = ensemble des évaluations réalisées par les utilisateurs précédents
– n(e) = moyenne des notes attribuées par l’utilisateur lors d’une évaluation e,
Nombre de fragments L’objectif de ce critère est de renseigner le nombre de fragments
de la méthode. Le nombre de fragments n’est pas soumis à une normalisation, il est juste
présent à titre indicatif pour l’utilisateur.
Le critère se calcule de la manière suivant :
| f |, f ∈ F
avec :
– F = ensemble des fragments composant la méthode
Fiabilité L’objectif de ce critère est d’évaluer le niveau de fiabilité de la méthode, la
confiance que peut avoir l’utilisateur dans le résultat qu’il va obtenir, par rapport à ce qu’il
a demandé.
Il est le composé de critères définis précédemment : le critère de satisfaction et le critère
de guidance.




– m = méthode à évaluer
– S(m) = note de satisfaction obtenue par la méthode
– G(m) = note de guidance obtenue par la méthode
Le tableau 5.3 synthétise les critères définis dans cette section. Chacun des critères a la
particularité d’être évalué de manière formelle. Une note globale sera donc calculée pour
chaque méthode évaluée. La partie suivante introduit l’utilisation de ces critères dans le
cadre de SCoRe.
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Tableau 5.3 — Critères d’évaluation d’un processus
5.3.3 Intégration dans SCoRe
Cette évaluation a pour objectif de déterminer si le processus de développement proposé
par SCoRe est adapté au problème de l’utilisateur, et en estimer son efficacité, son efficience
et son ergonomie. Pour ce faire, un outil à été développé. Cet outil s’intègre à SCoRe de la
manière suivant (cf. figure 5.12). En cours de construction, l’évaluateur communique avec
SCoRe pour lui donner son évaluation et ainsi guider la sélection des fragments. Ensuite,
dès que l’utilisateur a exécuté le processus proposé, l’évaluateur lui montre ses résultats et
lui demande d’évaluer le processus à son tour.
La finalité de cette évaluation est de contribuer à l’amélioration du comportement de
SCoRe. En effet, à terme, nous souhaitons intégrer cette évaluation à SCoRe et inclure ces
Auto-organisation de fragments pour la conception de processus de développement 143
5Évaluations : système et processus
critères dans la situation courante afin de faire évoluer le comportement des agents contextes
et leur apprentissage.
FIGURE 5.12 — Échanges entre SCoRe, l’évaluateur et l’utilisateur
5.4 Conclusion
Dans ce chapitre, trois évaluations ont été présentées : l’évaluation du système SCoRe
pour évaluer son adaptation, l’évaluation d’un processus à partir de l’évaluation des
fragments qui le composent mais aussi à partir de critères spécifiques.
Les performances de SCoRe sont étudiées à travers la simulation de modifications
lors de la composition de processus. SCoRe répond particulièrement bien au problème de
composition en prenant en compte les modifications apportées en cours d’exécution par le
développeur.
Ensuite, quatre métriques objectives et dynamiques ont été définies. Elles permettent
d’analyser et de comparer le processus de méthodes et leur fragments. Fondées sur le
méta-modèle, pour chaque fragment, un nombre particulier de constituants est mesuré
en fonction de l’action de modélisation accomplie sur eux. Chaque mesure montre une
spécificité du fragment ou du processus de la méthode. Afin d’illustrer ces métriques,
des résultats d’évaluation de méthodes orientées agents ont été présentés. Ces métriques
montrent leur utilité pour l’évaluation de processus et notamment ceux créés par SCoRe.
Enfin, un ensemble de critères permettant d’évaluer un processus de développement
a été présenté. Ces critères se calcule automatiquement à partir d’informations sur le
processus. Nous avons ainsi défini des calculs précis et formels pour garantir l’objectivité
des résultats obtenus pour améliorer le comportement de SCoRe.
SCoRe remplit les objectifs fixés au début de cette thèse, à savoir la composition
automatique et l’adaptation de processus en cours d’exécution.
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La plupart des approches d’ingénierie des méthodes situationnelles proposent de
construire une nouvelle méthode adaptée à une situation en réutilisant des fragments. Cette
stratégie est coûteuse car, généralement, elle nécessite une expertise méthodologique pour
définir la méthode adaptée. Pour répondre aux problèmes posés par la composition de
fragments visant à définir une méthode adaptée, une approche de composition automatique
en fonction des besoins semble intéressante. Cependant, la composition automatique met en
évidence de nombreux verrous :
. la sélection : bien que les facteurs contextuels et de contingence dérivés de
l’environnement du projet servent à sélectionner les fragments, il faut définir
l’importance des critères et un algorithme de sélection pertinent ;
. la composition : l’assemblage de fragments est lié au choix des critères sur lesquels se
fondent la composition et à leur interopérabilité. De plus, la redondance des éléments
composés doit être prise en compte ;
. l’adaptation : suite à des modifications imprévisibles, le processus de développement
proposé doit toujours être en accord avec les besoins énoncés. Le système doit ainsi
pouvoir prendre en compte l’évolution de la situation courante.
Ma contribution concerne la conception du processus de développement composé de
fragments en nous attachant à la sélection de fragments, à leur composition automatique et
à l’évaluation du résultat obtenu. Le système SCoRe (Self-Combining method fRagments) a
été défini dans ce but. Ce dernier est destiné à composer automatiquement des fragments
pour concevoir un processus de méthodes. La sélection de fragments s’effectue en fonction
de ceux contenus dans la base de référence et des exigences de l’équipe de développement
(objectifs du projet et connaissances de l’équipe de développement). La composition des
fragments est basée sur les constituants de méta-modèle requis et fournis par un fragment
et sur une attitude coopérative. L’objectif de SCoRe est, d’une part, d’assister au maximum
l’équipe de développement dans la réalisation de son projet, et, d’autre part, de s’adapter
aux potentielles évolutions pendant l’exécution du processus composé. En effet, à chaque
étape, l’équipe est conseillée dans le choix du prochain fragment qui lui sera présenté,
en accord avec le travail réalisé et les objectifs de l’équipe. Le système SCoRe est basé
sur un système multi-agent auto-adaptatif (AMAS) et vise à maximiser l’adéquation entre
les exigences de l’équipe utilisant la méthode et le processus proposé. A chaque étape
d’exécution du processus, une réorganisation du système peut être déclenchée, due aux
changements de situation.
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Par ailleurs, nous avons validé SCoRe en le mettant en oeuvre pour concevoir
plusieurs processus de méthodes en nous basant sur une base de fragments réalisés pour
l’expérimentation. Les fragments considérés illustrent les principales problématiques de
conception d’un processus de méthodes, en particulier l’évolution de l’environnement et
l’imprécision des besoins de l’équipe de développement. Les expériences menées montrent
l’adaptabilité de SCoRe dans différentes situations. Qui plus est, des mesures ont été
réalisées pour évaluer ses performances fonctionnelles et son adaptation.
Enfin, deux jeux de métriques ont été proposés pour évaluer un processus de méthodes :
le premier est basé sur les fragments qui le composent et le second est fondé sur les critères
objectifs et calculables automatiquement à partir des informations connues.
Perspectives
Mes travaux constituent ainsi une avancée vers l’automatisation de composition de
processus de méthodes. Cependant, de nombreuses questions de recherche sont encore en
suspens, ouvrant ainsi la voie à de nouvelles perspectives. Ce travail peut être poursuivi
dans plusieurs directions.
Tout d’abord, comme le souligne la conclusion du chapitre 5, une évolution du
comportement des agents Context me semble prioritaire. Une capacité d’apprentissage
en sus des caractères génériques et adaptatifs pouvant apparaître dans SCoRe est à
inclure au comportement des contextes. Pour ce faire, différentes méthodes d’apprentissage
peuvent être utilisées, telles que les apprentissages supervisés (application à partir de la
généralisation des connaissances disponibles), non supervisés (identification à partir des
connaissances et application de l’utilisateur) et par renforcement (apprentissage par essais).
Actuellement dans l’équipe, des travaux sont en cours sur l’apprentissage des agents et
l’adaptation à une situation. Par exemple, [Guivarch et al., 2012] proposent un apprentissage
des contextes basé sur l’observation du comportement de l’utilisateur pour la gestion de
l’ambiant. Ce type d’apprentissage pourrait s’intégrer au comportement des agents Context
de SCoRe.
Cette évolution rendra plus facile l’application de SCoRe à des problèmes réels grâce
à la possibilité d’apprendre à l’aide de l’observation de plusieurs exécutions successives.
Les données des contextes ne serviraient donc pas seulement les capacités d’adaptation de
SCoRe, mais également sa réutilisabilité ainsi que son optimisation.
La perspective suivante, correspond à l’ajout de fonctionnalités à SCoRe, visant à
résoudre tous les problèmes liés à la composition : les problèmes de terminologie et les
problèmes de redondance. D’une part, l’ajout de la prise en compte des problèmes de
standard et d’interopérabilité des fragments est une évolution de SCoRe à réaliser. Ce
problème a été étudié au cours de ces travaux mais jugé trop important pour le mettre en
œuvre. Une solution envisageable serait l’utilisation de transformation ou d’ontologie. En
effet, récemment, [García-Magariño, 2013] propose une approche basée sur l’ingénierie des
modèles pour pallier ce problème. Parallèlement, [Iacovelli and Souveyet, 2011] proposent
une ontologie de méta-modèles de fragments. Elle sert de socle commun et consiste en une
base sémantique commune pour la composition de fragments. Pour l’utilisation de SCoRe
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avec des fragments réels, les problèmes d’interopérabilité avec les fragments doivent être
obligatoirement résolus.
D’autre part, l’ajout de la détection de la redondance d’activités dans les fragments
est une évolution à considérer pour SCoRe. En effet, il peut arriver que les activités de
deux fragments se chevauchent partiellement. Il est alors nécessaire d’avoir un ensemble de
techniques spécifiques permettant de réaliser une intégration, tout en préservant l’intégrité
des fragments. Selon moi, ce problème est souvent lié à la structure du fragment. Une
solution à envisager serait de définir une structure de fragments modulaires, c’est-à-dire
qui se compose de fragments de plus petite granularité.
La perspective suivante représente la suite logique du travail effectué durant cette
thèse, à savoir son utilisation avec une base de fragments réalisée par un utilisateur à
partir de méthodes existantes. L’utilisation d’une base conséquente de fragments validerait
la pertinence de l’approche présentée dans cette thèse, que ce soit au niveau des
hypothèses ayant guidé le développement de SCoRe aussi bien qu’au niveau des résultats
obtenus soulignant l’intérêt de l’utilisation pratique de tels systèmes multi-agents pour la
composition automatique de fragments. De plus, l’association de SCoRe et de cette base de
fragments aiderait les développeurs à concevoir leur système.
Enfin, pour faciliter l’utilisation de SCoRe, il faudrait fournir un support outillé
pour aider l’utilisateur au cours de l’exécution du processus de méthodes proposé
par SCoRe. Ce support outillé devra s’adapter aux différentes variations et fournir
une orchestration d’outils élémentaires et indépendants associés à des fragments. Une
solution envisageable serait une plateforme d’exécution dynamique de composants logiciels
indépendants implémentant des services interactifs fondés sur les concepts de plugin Eclipse
et de composant logiciel OSGi (Open Services Gateway initiative). Dans cette solution, un
adaptateur de SCoRe installerait dynamiquement avant son exécution le composant logiciel
implémentant le fragment au niveau de la couche OSGi d’environnement Eclipse.
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B Résultats quantitatifs desmétriques appliquées sur les
fragments
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15
FI 1 2 2 8 9 12 14 7 12 20 6 9 18 17 22
FO 5 3 3 14 5 10 10 3 10 9 7 10 3 16 7
FCE 5 2 2 11 3 8 8 2 9 4 6 6 2 16 4
FFD 5,00 1,00 1,00 1,38 0,33 0,67 0,57 0,29 0,75 0,20 1,00 0,67 0,11 0,94 0,18
F16 F17 F18 F19 F20 F21 F22 F23 F24 F25
FI 23 11 21 21 19 36 37 33 34 34
FO 8 3 37 37 3 35 7 7 7 7
FCE 5 2 26 26 2 33 3 3 3 3
FFD 0,22 0,18 1,24 1,24 0,11 0,92 0,08 0,09 0,09 0,09
F1 : Définir les besoins - F2 : Définir les concepts métier - F3 : Établir le processus métier - F4 : Définir un glossaire et les contraintes - F5 : Caractériser
l’environnement système - F6 : Déterminer les cas d’utilisation - F7 : Qualifier le SMA - F8 : Élaborer les prototypes d’UI - F9 : Analyser les caractéristiques du domaine
- F10 : Vérifier l’adéquation aux AMAS au niveau global - F11 : Étudier les entités actives - F12 : Identifier les agents coopératifs - F13 : Vérifier l’adéquation aux
AMAS au niveau local - F14 : Définir la vue module du système - F15 : Définir les interactions des agents - F16 : Définir les interactions des entités - F17 : Définir
le comportement des entités - F18 : Définir le comportement nominal des agents - F19 : Définir le comportement coopératif des agents - F20 : Prototypage rapide -
F21 : Micro-architecture extraction - F22 : Implémentation du framework - F23 : Implémentation des entités - F24 : Implémentation du comportement nominal - F25 :
Implémentation du comportement coopératif
Tableau B.1 — Résultats quantitatifs pour ADELFE 2.0
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15
FI 1 15 13 10 3 20 13 6 12 12 15 12 6 6 6
FO 8 9 13 12 9 19 14 8 12 17 25 8 6 6 8
FCE 8 3 9 10 9 15 9 7 9 10 16 2 5 3 7
FFD 8,0 0,2 0,7 1,0 3,0 0,7 0,7 1,2 0,8 0,8 1,1 0,2 0,8 0,5 1,2
F1 : Domain Requirement Description - F2 : Agent Identification - F3 : Roles Identification - F4 : Tasks Specification - F5 : Domain Ontology Description - F6 :
Communication Ontological Description - F7 : Roles Description - F8 : Protocol Description - F9 : Multi Agent Structure Definition - F10 : Multi Agent Behavior
Description - F11 : Single Agent Structure Definition - F12 : Single Agent Behavior Description - F13 : Code Reuse - F14 : Code Production - F15 : Deployment
Configuration
Tableau B.2 — Résultats quantitatifs pour PASSI
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BRésultats quantitatifs des métriques appliquées sur les fragments
F1 F2 F3 F4 F5 F6 F7 F8 F9
FI 2 2 20 12 1 41 20 12 51
FO 20 41 32 41 42 6 34 41 55
FCE 20 29 12 29 41 6 14 29 4
FFD 10,00 14,50 0,60 2,42 41,00 0,15 0,70 2,42 0,08
F1 : Actor Modeling - F2 : Goal Modeling - F3 : Actor Modeling - F4 : Goal Modeling - F5 : Capability Modeling - F6 : Identify Agents - F7 : Apply
Delegation Styles - F8 : Goal Modeling - F9 : Capability Modeling
Tableau B.3 — Résultats quantitatifs pour Tropos
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15 F16
FI 1 4 18 17 11 12 12 28 9 23 110 206 116 15 190 190
FO 11 12 31 1 7 35 20 121 21 33 116 71 22 27 0 0
FCE 11 12 23 1 2 23 11 114 19 27 29 43 18 22 0 0
FFD 11,0 3,0 1,3 0,06 0,2 1,9 0,9 4,1 2,1 1,2 0,3 0,2 0,2 1,5 0,0 0,0
F1 : Create the Use Case Model - F2 : Obtain the Environment Model - F3 : Create the Organization Model - F4 : Construction of a prototype - F5 : Refine
the Use Case Model - F6 : Refine the Organization Model - F7 : Create the Agent Model - F8 : Create the Tasks and Goals Model - F9 : Refine the Environment Model -
F10 : Show task execution using the Interaction Model - F11 : Refine existing models to cover use cases - F12 : Refine organizational models with social relationships -
F13 : Generate a Component Model - F14 : Generate a Deployment Model - F15 : Specify Code Templates to apply - F16 : Validate code
Tableau B.4 — Résultats quantitatifs pour INGENIAS
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