In the optimization of decision diagrams, variable reordering approaches are often used to minimize the number of nodes. However, such approaches are less effective for analysis of multi-state systems given by monotone structure functions. Thus, in this paper, we propose algorithms to minimize the number of edges in an edge-valued multi-valued decision diagram (EVMDD) for fast analysis of multi-state systems. The proposed algorithms minimize the number of edges by grouping multi-valued variables into larger-valued variables. By grouping multi-valued variables, we can reduce the number of nodes as well. To show the effectiveness of the proposed algorithms, we compare the proposed algorithms with conventional optimization algorithms based on a variable reordering approach. Experimental results show that the proposed algorithms reduce the number of edges by up to 15% and the number of nodes by up to 47%, compared to the conventional ones. This results in a speed-up of the analysis of multistate systems by about three times. key words: minimization algorithm of the number of edges, EVMDDs, grouping variables for optimization of decision diagrams, multi-state systems, system analysis using decision diagrams
weaknesses is indispensable. Among them, assessing the probability of each state of a multi-state system is essential to the design of a dependable fault tolerant system [21] , [23] . Thus, in this paper, we focus on computing the probabilities of system states. Since this is very time-consuming, many analysis methods have been proposed to shorten analysis time. Among them, methods based on binary decision diagrams (BDDs) [1] , [2] , [4] , [23] and multi-valued decision diagrams (MDDs) [9] , [15] , [20] , [21] have attracted much attention, since they hold promise as fast analysis methods.
In analysis methods based on decision diagrams (DDs), optimization of DDs is very important to reduce memory size and runtime for analysis. Most existing optimization algorithms for DDs use variable reordering approaches [5] [6] [7] , [11] , [12] , [18] . However, for analysis of multi-state systems in which states of some components occur depending on states of other components [10] , the order of some variables can be fixed. This is because conditional probabilities P(B|A) are computed to analyze such systems, and P(B|A) cannot be computed unless the value of A is decided prior to B. In addition, as we will show in Sect. 5, optimization over monotone structure functions is surprisingly unaffected by permuting variables. Thus, another approach that does not change the order of variables is more robust and effective for analysis of a wide range of systems.
In this paper, we use a variable grouping approach for optimization of DDs [13] . In many uses of DDs, minimization of the number of nodes is the objective of optimization. However, minimization of the number of nodes by grouping variables is trivial, and it is not always effective for fast analysis of multi-state systems. Thus, we propose algorithms to minimize the number of edges in an edgevalued multi-valued decision diagram (EVMDD) [14] , [15] by grouping multi-valued variables into larger-valued variables. By grouping variables, we can reduce not only the number of edges, but also the number of nodes effectively, resulting in faster analysis of multi-state systems.
This paper is organized as follows: Section 2 defines multi-state systems, EVMDDs, and variable grouping. Section 3 introduces the analysis method of multi-state systems using MDDs and EVMDDs, and in Sect. 4 , we propose algorithms to minimize the number of edges in an EVMDD. Experimental results are shown in Sect. 5.
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Preliminaries
This section defines multi-state systems, structure functions, EVMDDs to represent structure functions, and variable grouping.
Multi-State Systems and Structure Functions
Definition 1: A multi-state system is a model of a system that represents, as a state, a capability, such as performance, capacity, or reliability. There are usually more than two states, and so a multiple-valued analysis is required. When components in a system are modeled as well, it is called a multi-state system with multi-state components. In this paper, it is simply called a multi-state system.
Definition 2:
A state of a multi-state system depends only on states of components in the system. A system with n components can be considered as a multi-valued function
where each x i represents a component with r i states, R i = {0, 1, . . . , r i − 1} is a set of the states, and M = {0, 1, . . . , m − 1} is a set of the m system states. This multi-valued function is called a structure function of the multi-state system.
Definition 3:
A structure function f (x 1 , x 2 , . . . , x n ) is monotone increasing iff, for all α, β ∈ R i , where α ≤ β,
In many applications, states of a system and its components are totally ordered, and a deterioration of a component in the system causes a deterioration of the whole system. Thus, structure functions are usually monotone increasing when a value is assigned to each state in ascending order (i.e. the worst state is 0 and the best state is m − 1 or r i − 1). Figure 1 (a) shows a multi-state system for an electrical power distribution system. In this figure, the thermal power plant x 1 , the hydro power plant x 2 , and the wind power plant x 3 have three states which correspond to supply levels: 0 (breakdown), 1 (partially supply), and 2 (fully supply). And, the system has six states which correspond to the percentage of area of a town that is blacked out: 0 (complete blackout), 1 (90% blackout), 2 (60% blackout), 3
Example 1:
(a) Multi-state system.
(b) Structure function.
Fig. 1
Multi-state system for an electrical power distribution system and its structure function.
(30% blackout), 4 (10% blackout), and 5 (0% blackout). In this way, by assigning a value to each state in ascending order, we obtain the 6-valued monotone increasing structure function f shown in Fig. 1 (b) . Note that Fig. 1 (b) shows a part of the 3 3 = 27 entry table since it is too large to be included in its entirety.
Edge-Valued Multi-Valued Decision Diagrams
Definition 4: A multi-valued decision diagram (MDD) is a rooted directed acyclic graph representing a multivalued function f . The MDD is obtained by repeatedly applying the Shannon expansion to the multi-valued function [8] . It consists of non-terminal nodes representing subfunctions obtained from f by assigning values to certain variables. It also has terminal nodes representing function values. Each non-terminal node has multiple outgoing edges that correspond to the values of a multi-valued variable. The MDD is ordered; i.e., the order of variables along any path from the root node to a terminal node is the same. In addition, the MDD is reduced; i.e., the following two reduction rules are applied to it:
1. Share equivalent sub-graphs. 2. Delete non-terminal nodes whose outgoing edges all point to the same node v, and redirect edges, that point to the deleted node, to v.
When an MDD represents a function for which multivalued variables have different domains, it is a heterogeneous MDD [13] . In the following, the term 'MDD' refers to a heterogeneous MDD.
Definition 5:
An edge-valued MDD (EVMDD) [14] is an extension of the MDD, and represents a multi-valued function. It consists of one terminal node representing 0 and non-terminal nodes with edges having integer weights; 0-edges always have zero weights. In an EVMDD, the function value is represented as a sum of weights for edges traversed from the root node to the terminal node.
EVMDDs are known as a compact representation for monotone increasing functions [14] . and an EVMDD for the structure function of Example 1. For readability, some terminal nodes in the MDD are not combined.
Variable Grouping
Definition 6: Let X = (x 1 , x 2 , . . . , x n ) be an ordered set of n multi-valued variables. Let
. . .
Note that the order of the original multi-valued variables is preserved in a grouping. By considering each super variable X i as a largervalued variable, the original multi-valued function f (
Example 3: When the multi-valued variables x 1 , x 2 , x 3 in Example 1 are grouped into two super variables, we have
Note that since x 1 and x 2 are 3-valued variables, the super variable X 1 consisting of x 1 and x 2 is a 9-valued variable. The EVMDD representing the obtained function g(X 1 , X 2 ) is shown in Fig. 4 .
Analysis Methods Using MDDs and EVMDDs
Definition 7: The probability that a structure function f has the value σ is denoted by P s ( f = σ), where σ ∈ {0, 1, . . . , m−1}. The probability that a component x i has the value γ is denoted by P c (x i = γ), where γ ∈ {0, 1, . . . , r i − 1}.
An analysis of multi-state systems is to solve the following problem: Problem 1: Given a structure function f of a multi-state system and the probability of each state of each component P c (x i = γ), compute the probability of each state of the multi-state system P s ( f = σ). For simplicity, we assume that the probabilities of all component states are independent of each other.
Analysis Method Using MDDs
Problem 1 can be solved using node traversing probabilities in an MDD that are introduced to compute the average path length on an MDD [12] .
Definition 8:
In an MDD, a sequence of edges and nodes leading from the root node to a terminal node is a path. The node traversing probability, denoted by NT P(v i ), is the probability that an assignment of values to variables selects a path that includes the node v i .
Since terminal nodes of an MDD for a structure function represent system states, node traversing probabilities of terminal nodes correspond to the probabilities of system states. The node traversing probabilities can be computed by visiting each node only once in the breadth first order from the root node. Thus, the time complexity of this analysis method is O(N M ), where N M is the number of nodes in an MDD [9] , [20] , [21] .
Example 4:
Let us compute node traversing probabilities for the MDD in Fig. 2 . Assume that all states of each component occur with the same probability, 1/3.
First, we have NT P(v 1 ) = 1 for the root node v 1 since the root node occurs in all paths. Then, we compute NT P(v 2 ) = NT P(v 1 ) × 1/3, NT P(v 3 ) = NT P(v 1 ) × 1/3, and NT P(v 4 ) = NT P(v 1 )×1/3 in a breadth first order. Similarly, by computing NTPs in a top-down manner, and by summing all NTPs received from parent nodes at re-convergence nodes, we have the node traversing probabilities of terminal nodes: NT P(0) = 1/27, NT P(1) = 2/27 + 1/27 = 1/9, NT P(2) = 2/27 + 1/9 = 5/27, NT P(3) = 1/9, NT P(4) = 2/9+1/9+1/27 = 10/27, and NT P(5) = 2/27+1/9 = 5/27. 
Analysis Method Using EVMDDs
To solve Problem 1 for large systems more efficiently, a method using EVMDDs has been proposed [15] . The method represents given structure functions using EVMDDs, and computes probabilities for a structure function by merging probabilities for sub-functions represented by nodes in a bottom-up manner.
Example 5: Let us compute the probability of each state of the multi-state system using the EVMDD in Fig. 5 . Note that this corresponds to the system whose MDD is shown in Fig. 2 . Assume that all states of each component occur with the same probability, 1/3.
First, we have P s ( f T = 0) = 1 at the terminal node T . Then, we compute probabilities for a sub-function f v 1 at node v 1 . Since this node has two edges pointing to T whose values are 1, and the two edges represent f v 1 = 1, we have
At v 2 , the probabilities at the terminal node and v 1 are multiplied by 1/3, and they are merged in each function values of f v 2 . Thus, P s ( f v 2 = 0) = 4/9 and P s ( f v 2 = 1) = 5/9. Similarly, by performing the same computation at each node in a bottom-up manner, we have the following at the root node:
, P s ( f = 4) = 10/27, and P s ( f = 5) = 5/27. Note that these probabilities are identical to the node traversing probabilities at the terminal nodes in Example 4.
The time complexity of this analysis method is O(N E ),
where N E is the number of nodes in an EVMDD. Since in many applications, structure functions are monotone increasing, the functions are compactly represented by EVMDDs, and Problem 1 can be solved efficiently. 6 EVMDD for a function g(X 1 ), X 1 = (x 1 , x 2 , . . . , x n ).
Time Complexities of the Analysis Methods
The time complexities of the analysis methods using MDDs and EVMDDs are O(N M ) and O(N E ), as shown in the previous subsections. However, these are rough estimates. More precisely, the time complexities of the both methods can be expressed by the following form:
where α γ (i) is the overhead for merging probabilities at each node, β γ ( j) is the overhead for multiplying probabilities at each edge, N γ is the number of nodes in an MDD or an EVMDD, R γ (i) is the number of edges of each node, and γ in this equation is stated to be either M or E for MDDs or EVMDDs. Let α γ and β γ be the maximum overheads, and R γ be the maximum number of edges. Then, (1) can be approximated as follows:
Thus, the computation time of the analysis methods can be shortened by reducing the number of nodes N γ using algorithms based on variable reordering approaches [5] [6] [7] , [11] , [18] . We can minimize the number of nodes N γ straightforwardly by grouping all n multi-valued variables of a given structure function into a super variable as shown in Fig. 6 . In this case, although the number of nodes N γ is only one, the number of edges R γ in the node is r n , where r is the domain size of each multi-valued variable. Since the time complexity is O(r n ) in this example, minimization of the number of nodes by grouping variables does not always shorten computation time of the analysis methods.
In the optimization based on variable reordering, computation time can be shortened by minimization of the number of nodes N γ since the number of edges R γ in each node is constant. However, in the optimization based on variable grouping, minimization of N γ can increase R γ excessively. Since the N γ R γ in (2) denotes the total number of edges in a decision diagram, minimization of the number of edges N γ R γ is effective in the optimization based on variable grouping.
Minimization of the Number of Edges
Example 6: The EVMDD shown in Fig. 3 has 15 edges. if (min edges > n edges) { 8:
min edges = n edges ; 9:
register the grouping k ; 10:
lower On the other hand, the EVMDD shown in Fig. 4 has 12 edges, and it is the EVMDD with the minimum number of edges. If all the variables x 1 , x 2 , and x 3 are grouped into a single super variable as in Fig. 6 , then an EVMDD obtained by this grouping has 3 3 = 27 edges.
As shown in Example 6, different groupings of variables produce EVMDDs with a different number of edges. Thus, there is an optimum grouping of variables that produces an EVMDD with the minimum number of edges. This section formulates a minimization problem of the number of edges in an EVMDD, and then presents minimization algorithms.
Problem 2:
Given an EVMDD representing a structure function f (x 1 , x 2 , . . . , x n ), find a grouping of variables (x 1 , x 2 , . . . , x n ) that produces an EVMDD with the minimum number of edges.
Algorithm 1 shows pseudo-code to solve Problem 2. This algorithm is based on dynamic programing, and searches for the minimum number of edges for each sub-EVMDD sequentially from the bottom. In the following, for simplicity, we assume that the variable order for a given EVMDD is x 1 , x 2 , . . . , x n from the top to the bottom. Algorithm 1 is efficient because limit[i] prevents unnecessary iterations of the second for loop. This is shown by the following theorem.
Theorem 1: Let nodes(EVMDD, i, k)
be the number of nodes in an EVMDD with respect to a super variable that consists of k variables from x i to x i+k−1 , and let edges(EVMDD, i) be the number of edges associated with nodes in the given EVMDD representing variables from x i to x n . If, for some value of k, the following relation holds: for(all position p) { 7:
nodes(EVMDD, i, k) ×
Move x i to position p ; 8:
new cost = min edge grouping(EVMDD, n) ; 9:
if (new cost < cost) { 10: cost = n edges ; 11:
best p = p ; 12:
register the grouping ; 13:
Move x i to best p ; 16:
} while (cost is reduced) ; 18: } (Proof) See Appendix.
This theorem states that, once the number of edges in an EVMDD obtained by grouping variables becomes larger than that in the original EVMDD, the number of edges cannot be reduced by grouping more variables. Thus, we can prune such redundant branching.
In the 5th line, nodes(EVMDD, i, k) denotes the number of root nodes for sub-EVMDDs from x i to x i+k−1 . When k variables x i , x i+1 , . . . , x i+k−1 are grouped into a super variable, each root node for the sub-EVMDDs corresponds to each node in an EVMDD with respect to the super variable, which has k−1 j=0 r i+ j edges. That is, the 5th line computes the number of edges in the EVMDD with respect to the super variable from x i to x i+k−1 .
In the 6th line, the table lower edges[i + k] stores the minimum number of edges computed for the lower-EVMDD from x i+k to x n . By summing this number and the number of edges computed in the 5th line, we have the number of edges in sub-EVMDDs from x i to x n .
The time complexity of Algorithm 1 is O(n 2 ). However, the coefficient of n 2 is very small due to Theorem 1. Since the proposed algorithm does not change the order of the original variables, it can be also applied to the analysis of multi-state systems in which states of some components occur depending on states of other components [10] . However, for the analysis of multi-state systems in which components are independent of each other, we can use both variable grouping and variable reordering approaches to reduce the number of edges furthermore. Algorithm 2 shows pseudo-code to minimize the number of edges using both Algorithm 1 and the sifting algorithm [5] , [11] , [18] .
The sifting algorithm iteratively performs the following basic steps:
1. Change the current variable order.
Compute a cost.
Although the number of nodes is usually used as the cost, we use Algorithm 1 to compute the cost. To minimize the number of edges heuristically, Algorithm 2 computes the opti- MDD  EVMDD  MDD  EVMDD  MDD  Ratio1  EVMDD  Ratio2  MDD  EVMDD  5  3  363  27  27  27  27  27  100%  27  100%  27  27  5  10  363  78  51  72  51  75  104%  48  94%  69  48  10  3  88,572  42  42  36  36  42  117%  42  117%  36  36  10  10  88,572  201  168  201  159  195  97%  162  102%  195  153  10  100  88, m: Number of states for systems. Ratio1: MDD with grouping / MDD with ordering × 100 (%).
Ratio2: EVMDD with grouping / EVMDD with ordering × 100 (%). The order of variables for MDDs and EVMDDs in "w/o optimization" is x 1 , x 2 , . . . , x n (from top to bottom). 
Experimental Results
To show the effectiveness of the proposed optimization algorithms for fast system analysis, we compare the proposed algorithms with the sifting algorithms for MDDs and EVMDDs [5] , [11] , [18] . In this experiment, we use monotone increasing structure functions randomly generated in [15] as benchmarks. This is because, unfortunately, benchmark structure functions of multi-state systems large enough to show the effectiveness of the proposed algorithms are unavailable. The randomly generated m-state systems with n 3-state components are analyzed using the optimized MDDs or EVMDDs, as shown in Sect. 3. The algorithms and the analysis methods are implemented on our own MDD package, and run on the following computer environment: CPU: Intel Core2 Quad Q6600 2.4GHz, memory: 4GB, OS: CentOS 5.7, and C-compiler: gcc -O3 (version 4.1.2). Tables 1-4 show their experimental results. In these tables, the columns "w/o optimization," "Ordering," "Grouping," and "Ordering & Grouping" show the results obtained without any optimization, by the sifting algorithms, by Algorithm 1, and by Algorithm 2, respectively. And, for comparison, Tables 1 and 2 show the number of edges ((3 n+1 − 1)/2 − 1) and the number of nodes ((3 n+1 − 1)/2) in a complete ternary tree (CTT) that does not delete redundant nodes nor share equivalent sub-graphs. The tables show that MDDs and EVMDDs are several orders of magnitude Ratio2: EVMDD with grouping / EVMDD with ordering × 100 (%). The computation time is an average time obtained by running the same computation 1,000,000 times, and dividing its total time by 1,000,000.
smaller than CTTs.
From these tables, we can see that the sifting algorithms are less effective on the randomly generated monotone increasing systems since they reduce neither the number of edges nor the number of nodes very much. The difference between computation times of "w/o optimization" and "Ordering" in Table 4 is just within the margin of measurement error. On the other hand, Algorithm 1 based on variable grouping shortens the computation time for analyzing the multi-state systems significantly, especially for large systems. This is because Algorithm 1 reduces both the number of edges and the number of nodes.
Surprisingly, the computation time of analysis is reduced more than the number of edges and nodes are reduced, when m is large. Especially in analysis using EVMDDs, the computation time is significantly reduced. This is because a reduction in the number of nodes and edges reduces the overheads α γ (i) and β γ ( j) in (1) . In the analysis method using EVMDDs, probabilities of function values at each node are merged at its parent node, as shown in Fig. 5 . Thus, the overhead α γ (i) increases as the number of function values at child nodes increases. Our optimization algorithm usually groups nodes near the root node into one node, as shown in Fig. 4 . Since nodes near the root node tend to have many function values (i.e., large α γ (i)), this grouping yields a significant reduction in the computation time of analysis using EVMDDs.
Algorithm 2 using both variable reordering and variable grouping reduces the number of edges even more, but does not improve the speed of analysis very much. Although Algorithm 2 requires more time to optimize MDDs or EVMDDs than Algorithm 1, its improvement is small. On the other hand, Algorithm 1 is the fastest at optimizing MDDs or EVMDDs among the three algorithms, and its effect to shorten analysis time is large.
From these results, we can say that the proposed optimization algorithms are very effective for fast system analysis, since minimization of the number of edges by variable grouping reduces the number of nodes, as well as overhead for merging probabilities. Particularly, the proposed algorithms are more effective for the analysis method using EVMDDs since the overhead is significantly reduced.
Conclusion and Comments
This paper proposes minimization algorithms of the number of edges in an EVMDD for fast analysis of multi-state systems. The proposed algorithms minimize the number of edges by grouping multi-valued variables into larger-valued variables. By grouping multi-valued variables, we can also reduce the number of nodes and the overhead for merging probabilities. Experimental results show that the proposed algorithms reduce the number of edges by up to 15% and reduces the number of nodes by up to 47%, resulting in much faster analysis of multi-state systems. Since the algorithm based only on the variable grouping does not change the order of the original variables, it can also be applied to the analysis of multi-state systems in which states of some components occur depending on states of other components. Therefore, it is robust and effective for analysis of a wide range of systems. In addition, it can optimize EVMDDs quickly.
