Introduction
The Minimal Model Program (MMP for short) is one of the most important branches of birational geometry. In the classical approach, there is an unpleasant but inevitable step, enlargement of the category of smooth varieties by varieties with terminal singularities. From a modern point of view [BO2] , MMP can be considered as a minimization of the derived category of coherent sheaves on an algebraic variety in a given birational class. In a contrast with the classical approach, the modern point of view allows one to stay in the world of "smooth" triangulated categories while searching for a minimal model. This is achieved through the notion of a minimal categorical resolution of singularities.
Let Y be a singular algebraic variety. If π : Y → Y is a resolution of singularities then the derived categories of coherent sheaves on Y and Y are related by the derived pushforward and derived pullback functors:
, and
Here D b stands for the bounded derived category of coherent sheaves, and D perf stands for the category of perfect complexes. The functors π * and π * are mutually adjoint (π * is left adjoint to π * ). Moreover, if the singularities of Y are rational, then the composition π * • π * is isomorphic to the identity functor. Note also, that if π is a crepant resolution (i.e. the relative canonical class is trivial) then π * is isomorphic to the right adjoint functor π ! of π * . We suggest to take this structure for a definition of a categorical resolution of singularities. A categorical resolution of D b (Y ) should be a "smooth" triangulated category D and a pair of functors
such that π * is left adjoint to π * and the natural morphism of functors id D perf → π * π * is an isomorphism. A categorical resolution is crepant, if π * is simultaneously a right adjoint of π * . Unfortunately, the last condition in the definition of a categorical resolution (which should be thought of as a way to express "surjectivity" of the functor π * ) restricts us to consider only rational singularities. To include all singularities in consideration one should weaken somehow this condition. Certainly, the above definition relies on a notion of smoothness for triangulated categories, for which as yet there is no generally adopted definition as well. In fact, there are several approaches. One of them, considering saturatedness and Ext-boundedness as a definition of smoothness, is very convenient and adequate, but only in projective (or at least proper) case. Other approaches [TV, KS] suggest to consider only those triangulated categories which are equivalent to the derived categories of A ∞ or DGalgebras and define smoothness of a category in terms of homological properties of the corresponding algebra. However, we use another definition. We consider as smooth only those triangulated categories which are equivalent to admissible subcategories of bounded derived categories of smooth varieties. On one hand, these categories should be smooth in any definition of smoothness, and on the other hand, they are sufficient for our purposes.
A categorical resolution of singularities is called minimal [BO2] if it can be embedded as a full subcategory into any other categorical resolution of the same singularity. This definition certainly is very ineffective. Moreover, up to now there is no method to prove minimality of a resolution. However, there is some evidence that at least crepant resolutions of singularities should be minimal.
First examples of categorical resolutions of singularities we investigated in the context of the McKey correspondence. If V = Spec R is a smooth affine variety and Γ a finite group acting on V generically free, then the quotient V /Γ = Spec R Γ is singular and the derived category of modules over the wreath product algebra R#Γ provides a categorical resolution of D b (V /Γ), see [BKR, BeKa] .
First examples of categorical crepant resolutions of non-quotient singularities were discovered by Van den Bergh [V1, V2] under the name of noncommutative crepant resolutions. The resolutions were realized as derived categories of a sheaf of noncommutative (hence the name) algebras with good homological properties on the resolved variety. Such resolutions were constructed for threefold terminal singularities which admit commutative crepant resolutions and for cones over del Pezzo surfaces.
Another work in this area was done by Kaledin [Ka] . He constructed noncommutative crepant resolutions of symplectic singularities admitting commutative crepant resolutions in all dimensions.
The main goal of the present paper is to construct a categorical resolution of singularities in the following situation. Let π : Y → Y be a resolution of rational singularities. Assume that the exceptional locus of π is an irreducible divisor Z ⊂ Y such that Z = π( Z) is smooth and Z is smooth over Z. We show that in this situation categorical resolutions of
A Lefschetz decomposition of the derived category D b (X) of an algebraic variety X with respect to a line bundle L on X is a chain of triangulated subcategories 0
Lefschetz decompositions were introduced in [K2] in a context of Homological Projective Duality. However, this notion is very important and useful in more general situation. Relation to categorical resolutions is a confirmation of this. Now we can formulate one of the main results of the paper. Let L = N * Z/ Y be the conormal bundle, and let
be a Lefschetz decomposition such that all categories B k ⊂ D b ( Z) are stable under tensoring by pullbacks of vector bundles on Z and B 0 contains the pullback of 
Certainly, the most interesting are minimal categorical resolutions. We introduce a notion of minimality for Lefschetz decompositions and conjecture that the categorical resolution corresponding to a minimal Lefschetz decomposition is minimal.
Another question addressed in the paper is which of categorical resolutions constructed in Theorem 1 are noncommutative in the sense of Van den Bergh? The answer is the following. Recall that a vector bundle E on Y is called tilting over Y if the pushforward π * End E is a pure sheaf (i.e. R >0 π * End E = 0).
Theorem 2. Assume that there exists a vector bundle E on Y such that the category B 0 is generated by i * E and E is tilting over Y . Then the sheaf of algebras A = π * End E has finite homological dimension and the category
We also give many examples of categorical and noncommutative resolutions of singularities obtained by Theorems 1 and 2. Among them are all examples of Van den Bergh as well as many others such as Veronese cones, cones over Grassmannians and Pfaffian varieties.
The paper is organized as follows. In section 2 we recall the necessary background. In section 3 we discuss a definition of categorical resolutions of singularities. In section 4 we prove Theorem 1 and formulate conjectures relating minimality of a Lefschetz decomposition to minimality of the corresponding categorical resolution. In section 5 we prove Theorem 2. In section 6 we discuss examples of categorical resolution of singularities given by threefold small contractions and cones. Finally, in section 7 we construct a noncommutative resolution of singularities of Pfaffian varieties. 2. Preliminaries 2.1. Notation. All algebraic varieties are assumed to be of finite type over an algebraically closed field k. For an algebraic variety X, we denote by D b (X) the bounded derived category of coherent sheaves on X, and by D − (X) the unbounded from below derived category of coherent sheaves. For F, G ∈ D − (X), we denote by RHom(F, G) the local RHom-complex and by F ⊗ G the derived tensor product. Similarly, for a map f : X → Y , we denote by f * the derived pushforward functor and by f * the derived pullback.
Semiorthogonal decompositions.
If A is a full subcategory of T then the right orthogonal to A in T (resp. the left orthogonal to A in T ) is the full subcategory A ⊥ (resp. ⊥ A) consisting of all objects T ∈ T such that Hom T (A, T ) = 0 (resp. Hom T (T, A) = 0) for all A ∈ A.
Definition 2.1 ( [BK, BO1, BO2] ). A semiorthogonal decomposition of a triangulated category T is a sequence of full triangulated subcategories A 1 , . . . , A n in T such that Hom T (A i , A j ) = 0 for i > j and for every object T ∈ T there exists a chain of morphisms 0 = T n → T n−1 → · · · → T 1 → T 0 = T such that the cone of the morphism T k → T k−1 is contained in A k for each k = 1, 2, . . . , n. In other words, there exists a diagram
where all triangles are distinguished (dashed arrows have degree 1) and A k ∈ A k .
Thus, every object T ∈ T admits a decreasing "filtration" with factors in A 1 , . . . , A n respectively. Semiorthogonality implies that this filtration is unique and functorial. We denote by α k : T → A k the functor T → A k . We call α k the k-th projection functor of the semiorthogonal decomposition.
For any sequence of subcategories A 1 , . . . , A n in T we denote by A 1 , . . . , A n the minimal triangulated subcategory of T containing A 1 , . . . , A n .
If
Definition 2.2 ( [BK, B] 
is a semiorthogonal decomposition.
Let T = A, B be a semiorthogonal decomposition. Denote by α : A → T and β : B → T the embedding functors. Then for any object T ∈ T we have a distinguished triangle
In particular, αα * T and ββ ! T are the components of T with respect to the semiorthogonal decomposition. So, in this case the projection functors of the semiorthogonal decompositions are the adjoint functors α ! and β * respectively. Let f : X → S be a morphism of algebraic varieties. Trianguated subcategory A ⊂ D b (X) is called S-linear [K1] if it is stable with respect to tensoring by pull-backs of vector bundles on S A ⊗ f * F ⊂ A for any vector bundle F on S. 
for all k > l.
2.3. T-structures and cohomological amplitude of a functor. Recall that a t-structure on a triangulated category is a pair of full subcategories (T ≤0 , T ≥0 ) such that
• for any object T ∈ T there exists a distinguished triangle
with T ≤0 ∈ T ≤0 and T ≥1 ∈ T ≥1 .
As usually, we denote
Associating to an object T ∈ T the components T ≤0 and T ≥1 of T in subcategories T ≤0 and T ≥1 respectively, one obtaines functors τ ≤0 : T → T ≤0 , τ ≥1 : T → T ≥1 called the truncation functors. Similarly, we have functors
Let T = D(C) be the (bounded or unbounded) derived category of an abelian category C. Denote by D ≤0 (C) the full subcategory of D(C) formed by all objects with trivial cohomology in positive degrees, and by D ≥0 (C) the full subcategory of D(C) formed by all objects with trivial cohomology in negative degrees. Then (D ≤0 (C), D ≥0 (C)) is a t-structure, called the standard t-structure. The truncation functors of the standard t-structure are given by the canonical truncations of complexes, and the cohomology functors by the usual cohomology of complexes.
Let Φ : S → T be a triangulated functor between triangulated categories equipped with t-structures (S ≤0 , S ≥0 ) and (T ≤0 , T ≥0 ). The functor Φ is called left-exact if Φ(S ≥0 ) ⊂ T ≥0 and right-exact if Φ(S ≤0 ) ⊂ T ≤0 . More generally, we will say that Φ has finite cohomological amplitude if there exist integers a, b such that
Proposition 2.6. Let X be a smooth quasiprojective variety and T a triangulated category with a bounded t-structure (T ≤0 , T ≥0 ). Then every triangulated functor Φ : D b (X) → T has finite cohomological amplitude.
Proof: Let X → P N be a locally closed embedding. Let O X (k) denote the restriction of the line bundle O(k) from P N to X. Since the t-structure on T is bounded for every k there exist integers
and for every k < 0 there exists a resolution
Then we have a distinguished triangle
Since F ∈ D ≥p (X) and
and X is smooth we deduce that the map
2.4. Negative completion. Let T be a triangulated category with a t-structure (T ≤0 , T ≥0 ). We say that a direct system T 1 → T 2 → T 3 → . . . of objects in T stabilizes in finite degrees if for any k ∈ Z there exists n 0 ∈ Z such that for all n ≥ n 0 the map τ ≥k (T n ) → τ ≥k (T n+1 ) is an isomorphism. Let X be an algebraic variety. Note that any direct system of objects in D b (X) which stabilizes in finite degrees with respect to the standard t-structure has a direct limit in D − (X), the unbounded from below derived category. Moreover, every object in D − (X) can be represented as a direct limit of a stabilizing in finite degrees direct system.
We will also need the following result.
Lemma 2.7. Assume that X is a smooth algebraic variety and
Note that the cohomological amplitude of the projection functors α k is always finite if X is quasiprojective by proposition 2.6. Proof: Note that a cone of a direct sum of morphisms is a direct sum of cones of these morphisms. Therefore A − k can be obtained by iterated addition of cones to the closure of A k in D − (X) under countable direct sums. This immediately implies the desired semiorthogonality:
is quasiisomorphic to a finite complex of locally free sheaves of finite rank (X is smooth), and for a locally free sheaf of finite rank A the functor Hom(A, −) commutes with direct sums. It remains to check that the subcategories A − k generate D − (X). For this we note that A − k is closed under countable direct limits (which exist in D − (X)) since a direct limit can be represented as a cone of a morphism of direct sums via the telescope construction, and that every object in D − (X) can be represented as a direct limit of objects in D b (X). So, take any T ∈ D − (X) and put T = lim → T i , where
It is a direct system in A k . Since the projection functors α k have finite cohomological amplitude it follows that each of these direct systems stabilizes in finite degrees. Put A k = lim 2.5. Lefschetz decompositions. Let X be an algebraic variety and O X (1) a line bundle on X.
A Lefschet decomposition is called rectangular if all its components coincide
Actually, these notions are equivalent. Given a Lefschetz decomposition one can canonically construct a dual Lefschetz decomposition with the same category B 0 (as it is shown in the following lemma) and vice versa.
Lemma 2.9. Assume that
and
Then the chain of subcategories 0
Proof: We are going to check by induction that
(both sides are semiorthogonal decompositions). The base of the induction, k = 0, is evident by definition of B 0 . Assume that the above decomposition is true for k − 1. Note that
is a semiorthogonal decomposition). On the other hand, the collection B k−1 (1), . . . , B 1 (k − 1), B 0 (k) is semiorthogonal by the induction hypothesis, so it suffices to check the following equality
To check the "⊃" inclusion we first note that by the induction hypothesis
and on the other hand it is clear that
which by the induction assumption equals B k−1 . On the other hand it is evident that
Combining we deduce the "⊃" inclusion.
2.6. Perfect complexes and Ext-amplitude. Recall that an object F ∈ D(Y ) in the derived category of coherent sheaves on an algebraic variety Y is said to be a perfect complex if it is locally (in the Zariski topology) quasiisomorphic to a bounded complex of locally free sheaves of finite rank. A similar definition can be given for the category D(Y, A), the bounded derived category of coherent A-modules on Y , where A is a coherent sheaf of O Y -algebras on Y . An object F ∈ D(Y, A) is said to be a perfect complex if it is locally quasiisomorphic to a bounded complex of locally projective A-modules of finite rank.
The We will also need a characterization of perfect complexes in the unbounded from below derived category D − (Y, A). For this we need the following Definition 2.11 (cf. [K1] ). An object F ∈ T in a triangulated category T with a t-structure (T ≤0 , T ≥0 ) has finite Ext-amplitude if there exists an integer a such that for all n ∈ Z and all T ∈ T ≤n we have
It is clear that every perfect complex has finite Ext-amplitude with respect to the standard t-structure. Now we shall prove the converse.
Lemma 2.12. Let Y be a quasiprojective algebraic variety, let A be a sheaf of coherent O Y -algebras, and let
with the standard t-structure. An object F ∈ T has finite Ext-amplitude if and only if there exists a ∈ Z such that for all n ∈ Z and all T ∈ T ≤n we have
Proof: Note that
Conversely, assume that RHom A (F, T ) ∈ D ≤n+a (k) for all n ∈ Z and T ∈ T ≤n and let us show that
Proposition 2.13. Let Y be a quasiprojective algebraic variety, and let A a coherent sheaf of O Yalgebras. Then every bounded object of a finite
Proof: Let F ∈ D − (Y, A) be a bounded object of finite Ext-amplitude. Let a be an integer such that RHom A (F, T ) ∈ D ≤n+a (Y ) for all n ∈ Z and all T ∈ D ≤n (Y, A).
Let P • = {· · · → P p−1 → P p } be a bounded above complex of locally free A-modules of finite rank quasiisomorphic to F . Take k such that τ ≤k (F ) = 0 and k ≤ −a. Let P ′ = {P k → P k+1 → · · · → P p−1 → P p } be the complex P • truncated at degree k. Let K = H k (P ′ ). Then we have a distinguished triangle
Applying to it the functor RHom A (−, T ) we obtain a distinguished triangle
In particular, Ext >0 (K, T ) = 0 for any sheaf of A-modules T , hence K is locally projective.
Categorical resolutions of singularities
To define a resolution of singularities on a categorical level one should first define a class of triangulated categories to be considered as analogs of derived categories of smooth varieties. Presently, there are several approaches see [BO2, TV, KS] . Unfortunately, [BO2] seams to be too restrictive, while [TV] and [KS] are not sufficiently worked out. So, for the purpose of this paper we use the following definition Definition 3.1. A triangulated category D is regular if it is equivalent to an admissible subcategory of the bounded derived category of a smooth algebraic variety.
Certainly, this definition should be considered as temporary. One more ingredient we need is a notion of a perfect object in the resolved triangulated category. Here we use the property of perfect complexes stated in lemma 2.10. We say that an object F ∈ D is a perfect complex if for any G ∈ D there exists only finite number of n ∈ Z such that Hom(F, G[n]) = 0. 
and the natural morphism of functors id D perf → π * π * is an isomorphism. . This is why we ask for the functor π * to be defined only on the subcategory D perf .
Another example of a categorical resolution is given by noncommutative resolutions of singularities introduced by Van den Bergh [V1, V2] . If Y is a singular projective algebraic variety and A is a sheaf of noncommutative algebras on Y giving a noncommutative resolution of singularities of Y then the category
Certainly, given a geometrical resolution of singularities π : Y → Y , the corresponding categorical resolution (D b ( Y ), π * , π * ) is crepant if and only if π is crepant. Similarly, the categorical resolution corresponding to a noncommutative crepant resolution in the sense of Van den Bergh is also crepant.
Lefschetz decompositions and categorical resolutions
The goal of this section is to give an example of a categorical resolution of the derived category of coherent sheaves on a singular algebraic variety satisfying some special conditions. Let Y be an algebraic variety with rational singularities. Let π : Y → Y be a resolution of singularities such that the exceptional locus of π is an irreducible divisor Z ⊂ Y . Let Z = π( Z) ⊂ Y . Thus we have a commutative diagram
where p : Z → Z is the restriction of π to Z, and i : Z → Y and j : Z → Y are the embeddings. From now on we assume that Z is smooth and the projection p : Z → Z is smooth as well. Moreover, we assume given a Z-linear dual Lefschetz decomposition of
with respect to the line bundle
is semiorthogonal.
Proof: Consider any objects 
Applying RHom(−, G) functor we obtain a distinguished triangle
Therefore it is left orthogonal to G by (5). We deduce that Hom(i * F, i * G) = Hom(F, G). In particular, i * is fully faithful on B k (−k), 1 ≤ k ≤ m − 1, and the required collection is semiorthogonal.
We define the subcategory D ⊂ D b ( Y ) as the left orthogonal to the subcategory generated by the semiorthogonal collection of lemma 4.1, so that we have a semiorthogonal decomposition
Lemma 4.2. The category D consists of all objects
Proof: We have Hom(G, i * H) = Hom(i * G, H), hence the first claim. The second claim is also clear since (5) is rectangular and
is the embedding. Therefore, the adjoint functors are given by F → β * π * F and F → β ! π ! F respectively and we have to construct an isomorphism of functors β ! π ! ∼ = β * π * .
Take any F ∈ D perf (Y ). First of all, note that π * F ∈ D by lemma 4.2, hence ββ * π * F = π * F . On the other hand consider
Thus we should check that it coincides with ββ * π * F ∼ = π * F . For this we consider the short exact sequence 0
. . .
We can rewrite these triangles in the following diagram
{ { w w w w w w w w (5) is Z-linear and rectangular. Therefore, the above diagram gives a semiorthognal decomposition of π * F ⊗ O Y ((m − 1) Z) with respect to (6) and π * F is the component of
So, ββ ! π ! F = π * F and we are done.
Recall [BO2] that a categorical resolution of singularities is called minimal if it can be embedded as an admissible subcategory into any other categorical resolution of the same singularity. It is conjectured by Bondal and Orlov in loc. cit. that every singularity admits a minimal categorical resolution. We expect that the minimality of the categorical resolution of D b (Y ) corresponding to a given Lefschetz decomposition of D b (X) can be expressed in terms of the Lefschetz decomposition as follows.
Let us say that a dual Lefschetz decomposition
is strict, if the whole decomposition can be reconstructed from the subcategory B 0 as in lemma 2.9, that is if
Any strict Lefschetz decomposition is determined uniquely by the subcategory B 0 . The inclusion relation on the set of all subcategories of D b (X) gives a partial ordering on the set of all strict Lefschetz decompositions. A Lefschetz decomposition is called minimal, if it is strict and minimal with respect to this partial ordering. Note that a rectangular Lefschetz decomposition is always minimal. 
Noncommutative resolutions
Assume that the category B 0 of the Lefschetz decomposition (5) is generated over D b (Z) by a vector bundle on Y . In other words, assume that there is a vector bundle E on Y such that
Assume additionally, that E is tilting over Y , that is the derived pushforward π * End E is a pure sheaf on Y . Note that 
The proof takes the rest of the section. Consider the functor
Lemma 5.2. The functor Φ :
Proof: The adjointness is straightforward
Similarly, we have
which shows that the composition is the identity functor.
. By lemma 2.7 and proposition 2.6 we have the following semiorthogonal decompositions
We have an equivalence of categories
Proof: First, let us check that Φ vanishes on i
by lemma 2.5 since i * E ∈ B 0 and (5) 
First of all, we will show that the sheaf i * i * E is contained in the RHS of (9). For this we note that
Thus we see that the object ΨΦ(i * i * E) lies in the subcategory i
Now, consider the adjunction morphism ΨΦ(i * i * E) → i * i * E and its cone. Since this map evidently comes from a map in D − ( Z) it follows that there exists F ∈ D − ( Z) such that we have the following distinguished triangle
Applying the functor Φ and taking into account lemma 5.2 we deduce that Φ(i * F ) = 0. But since
we deduce that p * RHom(i * E, F ) = 0 which by lemma 2.5 means that F lies in the left orthogonal to the subcategory (10) is contained in the RHS of (9). On the other hand, the first term of (10) is contained in the RHS of (9) by definition. Therefore the second term, i * i * E, is also contained in the RHS of (9). Now let us check that the RHS of (9) coincides with the LHS. Since the RHS is evidently left admissible, it suffices to check that the right orthogonal to the RHS is zero. Assume that G ∈ D − ( Y ) lies in the right orthogonal to the RHS. Since i * i * E is contained in the RHS we deduce by lemma 2.5 that
Since i : Z → Y is a closed embedding, i ! G = 0 implies that G is supported on the complement of Z in Y . Finally we note that π is identity on this complement, hence
Thus we see that the functor Ψ : D − (Y, A) → D − is an equivalence. Our further goal is to check that this equivalence restricts to an equivalence of D b (Y, A) and D. As an intermediate step we check the following
It is clear that Φ(F ) is bounded. So, by proposition 2.13 it suffices to check that Φ(F ) has finite Ext-amplitude. Indeed, take any
On the other hand, the functor ΨΦ : (9), hence it has finite cohomological amplitude by proposition 2.6. In particular, ΨΦ(F ) is bounded, hence has finite Ext-amplitude a = a(ΨΦ(F )) because Y is smooth. We conclude by
hence Φ(F ) has finite Ext-amplitude.
Lemma 5.5. Let X be a quasiprojective variety. If G is a complex on X unbounded from below, that is
Proof: Let j : X → X ′ be an open embedding of X into a projective variety X ′ and let i : X ′ → P N be a closed embedding of X ′ into a projective space. Then i * j * G is a strictly unbounded below complex of quasicoherent sheaves on P N . Let us check that there exists a line bundle O(t) on P N such that
If for all 0 ≤ p ≤ N the hypercphomology H q (P N , i * j * G ⊗ O(−p)) vanishes for q ≪ 0 then the spectral sequence implies that i * j * G is bounded. It remains to note that 
Since Φ is an equivalence we deduce that RHom(Φ(F ′ ), G) is unbounded. But as we already proved Φ takes D to A) . Thus we got a contradiction: RHom between a perfect complex and a bounded object is always bounded. We have checked that Ψ takes
and Y is smooth we conclude that A has finite homological dimension.
6. Examples 6.1. Three-dimensional small contractions. Let Y ′ → Y be a threefold flopping contraction with Z ′ ⊂ Y ′ , the flopping curve. In other words we assume that Y ′ is a smooth threefold, Z ′ ⊂ Y ′ is a smooth rational curve with the normal bundle 
Here Z = Spec k, Z ′ = P 1 and Z is a Hirzebruch surface of type F 0 , F 2 or F 4 . Moreover, the projection p ′ : Z → Z ′ is a P 1 -fibration over Z ′ = P 1 , and the conormal bundle N * Z/ Y has degree 1 on the fibers of Z over Z ′ . It follows (see [O1] ) that we have the following semiorthogonal decomposition
which is easily seen to be a dual Lefschetz decomposition of D b ( Z) with respect to the conormal bundle
gives a categorical resolution of D b (Y ). Moreover, this resolution is crepant since the above Lefschetz decomposition is rectangular and discr Z = 1. Following [V2] we now take any line bundle L on Y ′ which is very ample over Y , choose a vector bundle F on Y ′ with a surjection F * → R 1 π 0 * (L * ), consider the universal extension
On the other hand, by construction of E it is tilting over Y . Therefore we obtain an equivalence
with A = π * End E.
6.2. Cones. Let Y be an affine cone over a smooth algebraic variety X with respect to a line bundle L. As we have seen this resolution is a noncommutative resolution of singularities if the corresponding Lefschetz decomposition is generated by an appropriate vector bundle E on Y which is tilting over Y . Now we will give a useful criterion of tiltingness. Let q : Y → X be the natural projection (recall that Y is isomorphic to the total space of the line bundle L −1 on X).
Proposition 6.1. Let F be a vector bundle on X. The vector bundle E = q * F on Y is tilting over Y if and only if we have
Proof:
On the other hand,
and the proposition follows. ( 
Then the subcategory
is a categorical crepant resolution of D b (Y ) by theorem 4.3.
Moreover, let q : Y → Z be the projection of the blowed-up cone onto the base and take
where {E s } is a strong exceptional collection on Z. Then B 0 = i * E and E is tilting over Y by proposition 6.1. Therefore by theorem 5.1 we obtain an equivalence
with A = π * End E. These examples have the following natural generalizations in higher dimensions. 
,
We conclude that by theorem 4.3 the category
is a categorical resolution of singularities. It is crepant if and only if
we deduce that (8) holds. It is also easy to see that the vector bundle E on Y is tilting over Y by proposition 6.1, hence by theorem 5.1
is a noncommutative resolution with A = π * End E. It is crepant if and only if d divides n + 1. 
is a categorical crepant resolution of singularities.
and it is easy to see that E is tilting over Y by proposition 6.1, hence by theorem 5.1
is a noncommutative resolution with A = π * End E. 
is a noncommutative crepant resolution with A = π * End E. Let U denote the tautological rank 2 bundle on Z = Gr(2, m). Let k = ⌊ m−1 2 ⌋. Then we can consider the following Lefschetz decomposition
We conclude that the category
is a categorical resolution of singularities. It is crepant iff m is odd.
and it is easy to see that E is tilting over Y by proposition 6.1, hence
is a noncommutative resolution with A = π * End E. It is crepant iff m is odd.
The Pfaffian varieties
Let W be a vector space, n = dim W . We consider the space Λ 2 W * as the space of skew-forms on W . Let Y ⊂ P(Λ 2 W * ) be the set of skew-forms of rank 2⌊n/2 − 1⌋. If n is even then Y is a hypersurface, the equation of Y ⊂ P(Λ 2 W * ) is Pf(ω) = 0, where ω ∈ Λ 2 W * and Pf is the Pfaffian polynomial. If n is odd then Y has codimension 3 in P(Λ 2 W * ) and is given by the set of equations {Pf(ω ii ) = 0} n i=1 , where ω ii is the skew-symmetric matrix obtained from ω by removing i-the row and i-th column. We call Y the Pfaffian variety.
If n ≤ 3 the Pfaffian variety is empty. If n = 4 or n = 5 the Pfaffian variety is a Grassmannian, Y = Gr(2, W * ). In particular, it is smooth. If n ≥ 6 then the Pfaffian variety is singular. Its singular locus Z is the set of skew-forms of rank 2⌊n/2 − 2⌋. So, for n = 6 or n = 7 the singular locus Z of Y is Gr(2, W * ) and if n ≥ 8 then Z is also singular.
Consider the Pfaffian variety Y in the cases n = 6 and n = 7, so that Z = Gr(2, W * ). The blowup of Y at Z can be described as follows. The dimension of the kernel of generic skew-form in Y is n−2⌊n/2−1⌋ = n − 4. Consider the following subset in the product Gr(n − 4, W ) × P(Λ 2 W * ) Y = {(K, ω) ∈ Gr(n − 4, W ) × P(Λ 2 W * ) | K ⊂ Ker ω}.
Let K ⊂ W ⊗ O Y denote the pullback to Y of the tautological rank n − 4 vector bundle on Gr(n − 4, W ). Let K ⊥ = Ker(W * ⊗ O Y → K * ) be the orthogonal to K vector bundle, r(K ⊥ ) = 4. Then it is easy to see that Y ∼ = P Gr(n−4,W ) (Λ 2 K ⊥ ).
In particular, Y is irreducible and smooth. Proof: Denote temporarily the blowup of Y in Z byŶ and the exceptional divisor byẐ. Since Z = Gr(2, W * ) the sheaf of ideals J Z is generated by the space of quadrics in P(Λ 2 W * ) passing through Z, which coincides with Λ n−4 W * ∼ = Λ 4 W ⊂ S 2 (Λ 2 W ), therefore we have a map from the blowupŶ = Proj Y (⊕J n Z ) to P(Λ n−4 W ). It is clear that under this map any point on Y \ Z, which is a skew-form ω ∈ Λ 2 W * of rank 4, goes to a bivector in Λ n−4 W corresponding to the skew-form ω ∧ ω ∈ Λ 4 W * under the isomorphism Λ 4 W * ∼ = Λ n−4 W . But for ω of rank 4 this bivector is the decomposable bivector corresponding to the (n−4)-dimensional subspace Ker ω ⊂ W . Thus the restriction of the mapŶ → P(Λ n−4 W ) toŶ \Ẑ = Y \ Z factors through Gr(n − 4, W ) ⊂ P(Λ n−4 W ) hence the whole map factors asŶ → Gr(n − 4, W ) ⊂ P(Λ n−4 W ). The projections of the fibers of this map to Y can be identified with the spaces of all skew-forms containing given (n − 4)-dimensional subspace K ⊂ W in their kernels, thus we obtain a mapŶ → P Gr(n−4,W ) (Λ 2 K ⊥ ) = Y .
Conversely, consider the map Y → Y . It is easy to see that the divisor of the pullback of any quadric in P(Λ 2 W * ) passing through Z is the union of the relative Grassmannian Z = Gr Gr(n−4,W ) (K ⊥ ) and of the preimage of a hyperplane section of Gr(n − 4, W ), hence the pullback of the ideal J Z , generated by this quadrics is the ideal of the relative Grassmannian Z. It follows that the map Y = P Gr(n−4,W ) (Λ 2 K ⊥ ) → Y factors as Y →Ŷ → Y . The constructed mapsŶ → Y and Y →Ŷ are mutually inverse, so the first claim of the lemma is proved. Moreover, one can see that the other claims follow from the same arguments.
Morphism p : Z → Z is smooth and its fibers are Grassmannians Gr(n − 4, n − 2) ∼ = Gr(2, n − 2). We can take the Lefschetz decomposition of D b (Gr(2, n − 2)) described in 6.7 and consider its relative version. Proof: The restriction of the above collection to every fiber of Z over Z gives a Lefschetz decomposition by [K3] . We conclude by [S] .
We conclude that by theorem 4.3 the category Proof: We use the same argument as in the proof of proposition 6.1 replacing the projection to the exceptional divisor (which don't exists in our case) by the projection q : Y = P Gr(n−4,W ) (Λ 2 K ⊥ ) → Gr(n − 4, W ). We have to check that R >0 π * (End E) = 0. Since Y is projective, it is equivalent to the equality H >0 (Y, π * (End E) ⊗ O Y (t)) = 0 for t ≫ 0. By the projection formula we can rewrite this as H >0 ( Y , End E ⊗ π * O Y (t)). But Y = P Gr(n−4,W ) (Λ 2 K ⊥ ). Note that E = O Y ⊕ K * is a pullback from Gr(n − 4, W ). Therefore, q * (End E ⊗ π * O Y (t)) ∼ = End (O Gr(n−4,W ) ⊕ K * ) ⊗ S t (Λ 2 (W/K)), so it suffices to check that H >0 (Gr(n − 4, W ), End (O Gr(n−4,W ) ⊕ K * ) ⊗ S t (Λ 2 (W/K))) = 0 for t ≫ 0.
But the Borel-Bott-Weil theorem [D] easily implies vanishing of the above cohomology for all t ≥ 0.
Thus, by theorem 5.1
is a noncommutative resolution with A = π * End E. It is crepant iff n = 7.
