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Abstract
Topological descriptors, such as persistence diagrams and Euler characteristic curves, have been
shown to be useful for summarizing and differentiating shapes, both empirically and theoretically. The
theoretical justification for their use is based on the fact that shapes can be fully reconstructed using
just the descriptors. In this work, we provide the first algorithm using directional persistence diagrams
to reconstruct simplicial complexes in arbitrary finite dimension.
1 Introduction
Topological Data Analysis (TDA) studies the “shape” of data and is gaining traction in a variety of appli-
cations [3, 12, 15, 16, 22, 23, 26, 27]. In particular, TDA extracts information from data by using homological
features of shapes such as connected components, loops, k-dimensional voids, etc. These homological fea-
tures can be summarized using popular descriptors such as persistence diagrams, which offer insight into the
geometry and topology of the original data relative to some specific filtration function. In [25], Turner et al.
defined a transform that maps a simplicial complex to a family of directional persistence diagrams indexed
by directions in Sd. They showed that this transform (a map from the set of simplicial complexes to families
of persistence diagrams) is injective, meaning that the family of diagrams fully represents the shape. Thus,
such an (infinite) set of persistence diagrams makes a good candidate for a feature in shape analysis. Practi-
cally, however, an infinite set of diagrams does not make a good feature. Various applications [5,7,13,14,25]
have used a sample of these diagrams to describe the shape, ignoring the fact that this sample may not be
representative of the shape. Meanwhile, others have continued to develop the theory behind the existence of
representative set of diagrams [2, 8, 10, 11, 21], particularly from the perspective of reconstructing the shape
from the set of diagrams. If a shape can be unambiguously reconstructed from a set of diagrams, then the
set of diagrams is representative of the shape. In this paper, we give the first deterministic algorithm to
reconstruct a simplicial complex in Rd from persistence diagrams.1
1.1 Existing Reconstruction Methods Using Persistence Diagrams
The inverse problem of recovering the underlying data from a set of persistence diagramss was first explored in
2014 when Turner et al. showed that the Persistent Homology Transform (PHT) and Euler Curve Transform
(ECT) are injective from the space of simplicial complexes in R2 and R3 into the space of persistence
diagrams and Euler characteristic curves (ECCs), respectively. The PHT and ECT are transforms that
map each direction vector s ∈ Sd−1 to the persistence diagram or ECC generated by the height filtration in
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1Note: we actually require the augmented persistence diagrams, which include all computed points, including the ones on
the diagonal; see Definition 24.
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direction s of a simplicial complex embedded in Rd. In this section, we highlight other research in PHT- and
ECT-based reconstruction and place our work in this context.
Turner et al.’s result was the first to show that an (uncountably infinite) set of diagrams or ECCs could be
used to represent simplicial complexes in Rd. Since the PHT and ECT requiring an infinite set of diagrams
or curves, several research groups independently observed that there exists finite representations for various
types of simplicial and cubical complexes [1, 5, 8, 11, 18]. In addition, variants of the PHT and ECT have
been introduced and applied to a wide range of applications [7,13,14,17]. Motivated by these results, Belton
et al. introduced an algorithm for reconstructing embedded plane graphs of n vertices only using O(n2)
(augmented) persistence diagrams [1]. However, an algorithm for reconstructing simplicial complexes in Rd
using a finite number of persistence diagrams or ECCs does not yet exist—such an algorithm for (augmented)
persistence diagrams is the main contribution of this paper.
1.2 Our Contribution
In the current paper, we investigate the question: How can we reconstruct embedded simplicial complexes of
arbitrary dimension using a finite number of carefully chosen directional (augmented) persistence diagrams?
We answer this question by giving an algorithm for identifying directions from which to generate (augmented)
persistence diagrams and prove that these diagrams can be used for reconstruction This is the first algorithm
for reconstructing an unknown simplicial complex in Rd where the simplicial complex is not limited to a
graph. The heart of this algorithm is a predicate (Algorithm 3 of Section 3.3) that tests whether or not a
set of k + 1 vertices forms a k-simplex in the unknown simplicial complex.
In the case where the complex is a graph, or if we are only interested in reconstructing the one-skeleton
of the complex, we introduce a concept called an edge interval that, for a given vertex v, helps us to binary
search through remaining vertices to determine which ones are adjacent to v. This construction allows us to
improve upon the best known solution for plane graphs [2].
By combining these reconstruction results in order of increasing dimension, Algorithm 6 of Section 4.3
gives us our main result – an algorithm for that reconstructs an unknown simplicial complex from carefully
chosen persistence diagrams.
Finally, we discuss the trade-offs for an alternative approach for reconstructing graphs embedded in Rd
(as well as the specific case d = 2) that uses fewer diagrams than in the previously best known algorithm [2].
2 Background Definitions
In this section, we give an overview of necessary background information, following the notation established
in [1,2]. For a more complete discussion on foundational computational topology, we refer the reader to [6,9].
2.1 Lower-star Filtrations and Persistence
We define simplicial complexes, (augmented) persistence diagrams, and filtrations.
Definition 1 (Simplices and Simplicial Complexes). Let k, d ∈ N. A (geometric) k-simplex σ is the convex
hull of a set of k+1 affinely independent points in Rd. We call k the dimension of σ, and denote it by dim(σ).
For a simplex τ ∈ K, we say that τ is a face of σ and σ is a coface of τ if ∅ 6= verts(τ) ⊆ verts(σ); we
denote this by τ  σ. If τ  σ but τ 6= σ, then τ is a proper face of σ, denoted by τ ≺ σ.
A simplicial complex K is a finite, nonempty set of simplices such that the following two conditions hold
for all σ ∈ K: (1) if τ  σ, then τ ∈ K; and (2) if σ′ ∈ K, then σ′ ∩ σ is either empty or an element of K.
In what follows, we denote the set of k-simplices in a simplicial complex K by Kk and let ni be the
number of simplices in Ki. The degree of a vertex v ∈ K0 is the number of one-simplices that are cofaces
of v, and we denote this as as deg(v). A k-simplex σ = [v0, v1, . . . , vk] ∈ Kk is uniquely identified by k + 1
vertices; we denote this set of vertices by verts(σ) = {v0, v1, . . . , vk}.
Next, we introduce a general position assumption. In Assumption 1 and throughout the paper, we use
the notation {e1, e2, . . . , ed} to mean the standard unit basis vectors in Rd for some d ≥ 2.
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Assumption 1 (General Position). Let V ⊂ Rd be a finite set. We call elements of V vertices, and we say
that V is in general poistion if the following holds for all v, w ∈ V such that v 6= w:
(i) Any set of d+ 1 vertices are affinely independent.
(ii) No three points are collinear in the subspace p(Rd) = R2, where p : Rd → R2 is the orthogonal projection
onto the plane spanned by e1 and e2.
Assumption 1(i) guarantees that, for any v0, v1, . . . , vk ∈ K0, the span of {v1 − v0, v2 − v0, . . . , vk − v0}
defines a k-dimensional affine subspace of Rd, which we denote aff(V ). Given a simplex σ, we may use the
notation aff(σ) to mean aff(verts(σ)).
Given a direction s ∈ Sd−1, we next define the lower-star filtration with respect to direction s. The
height function hs : K → R in direction s is defined by hs(σ) = max{v · s | v ∈ verts(σ)}. In other
words, the value of hs(σ) is the height of the highest vertex in σ. Let t ∈ R and consider the lower-level
set St := {σ ∈ K | hs(σ) ≤ t}. Note that Sr ⊆ St whenever r ≤ t and Sr = St if there are no vertices at
a height in the interval (r, t]. Thus, as t ranges from −∞ to ∞, we obtain the finite sequence of complexes
that we call the lower-star filtration:
∅ = F0 ⊂ F1 ⊂ . . . ⊂ Fη = K.
Since f(K0) defines all of the function values over K, we know that η < n0.
For any subcomplex Ft of the filtration, we can compute the i
th homology group of Ft, denoted Hi(Ft).
We call the the generators of Hi(Ft) the i
th dimensional features. The rank of Hi(Ft) counts the number
of i-dimensional features (connected components, loops, voids, etc.). For more detail on homology, see
Appendix A.
We are now ready to present our main tool of simplicial reconstruction.
Definition 2 (Augmented Persistence Diagrams). Given a simplicial complex K in Rd, a direction s ∈ Sd−1,
the augmented directional persistence diagram (APD) D is a multiset of points in the extended plane R2 such
that D = Dpts ∪∆, where ∆ is the diagonal included with infinite multiplicity and each point of (b, d) ∈ Dpts
represents a homology generator of the homology group H∗(Ft) that is born at height b and dies going into
height d. If b = d for such a point, then multiple simplices were added at the same height. Furthermore, the
finite coordinates of Dpts are in one-to-one correspondence with the simplices in K.
Notationally, we use Di(Fs(K)), or Di(s) when the complex K is clear from context, to denote the set of
birth-death pairs in Dpts from the height filtration Fs(K) for the ith homology group.
In Appendix A, we give the technical definition of the augmented persistence diagram and prove that
the augmented persistence diagram is well-defined. For the remainder of the paper, we use “diagrams” as
shorthand for “directional augmented persistence diagrams.” From a directional APD, we can count the
number of simplices at each height.
Lemma 3 (Simplex Count). Let i ∈ N, c ∈ R, and s ∈ Sd−1. Then, the number of i-dimensional simplices
of K that have height c is:∣∣∣∣ {(b, d) ∈ Di−1(s) s.t. d = c} ∪ {(b, d) ∈ Di(s) s.t. b = c} ∣∣∣∣. (1)
Proof. Let σ be an i-simplex whose highest vertex in direction s occurs at height c, meaning that σ is
included into the filtration at height c. By Lemma 22 in Appendix A, the inclusion of σ into the filtration
will do exactly one of the following, but not both: (1) introduce an i-dimensional feature (e.g., including
a one-simplex that completes a cycle); (2) kill an (i − 1)-dimensional feature (e.g., including a one-simplex
that joins two previously disconnected components).
Event (1) corresponds to a birth at height c in Di(s) but no death at height c in Di−1(s). Event (2)
corresponds to a death at height c in Di−1(s) but no birth at height c in Di(s). Thus, Equation 1 accounts
for all i-simplices of K at height c.
Finally, we define a structure that is used througout the remainder of the paper to talk about lower-star
filtrations in a clear way. This structure helps give a way of visualizing the problem and also gives geometric
intuition for several of the proofs that follow.
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Definition 4 (Filtration Hyperplane). Let s ∈ Sd−1 be a unit vector, and let c ∈ R. The filtration hyperplane
at height c is the (d − 1)-dimensional hyperplane, denoted H(s, c), that passes through the point cs ∈ Rd
and is perpendicular to s. We define the closed half-spaces above and below this hyperplane by H↑(s, c)
and H↓(s, c), respectively. Given a finite set of vertices V ⊂ Rd, let hs : V → R be the height function in
direction s. The filtration hyperplanes of V are the set of hyperplanes
H(s, V ) := {H(s, hs(v))}v∈V .
All hyperplanes in H(s, V ) are parallel to each other and perpendicular to the direction s. Since the
births in the zero-dimensional diagram are in one-to-one correspondence with the vertices of the simplicial
complex K by Lemma 22, there is a filtration hyperplane at every height at which a vertex lies in direction s.
This allows us to visualize the algorithms throughout the paper in a more geometeric way.
2.2 Framework for the Oracle
In order to use persistence diagrams for reconstruction, we need to define a framework for how these diagrams
are obtained. The following definition describes an oracle that returns diagrams for a given direction and
dimension and is used either explicitly or implicitly in every algorithm of what follows.
Definition 5 (Oracle). For a simplicial complex K ⊂ Rd and a direction s ∈ Sd−1, the operation Oracle(s)
returns diagram D(s). Moreover, if a dimension i ∈ Z is specified, the oracle Oraclei(s) returns Di(s)
restricted to the i-dimensional points.2 We define Θ(Π) to be the time complexity of this oracle query.
Our primary reconstruction algorithm (Algorithm 6) discovers simplices by identifying wedges in which
properties, extracted from APDs, differ. Unfortunately, one cannot form the wedges around the d-simplices
in Rd. As such, for the remainder of this work we assume that the highest dimensional simplex of unknown
complex is κ < d. We address the case when κ = d in Lemma 31 with details in Appendix E.2.
3 Predicates and Constructions
In this section, we develop the constructions and a predicate needed for reconstructing simplicial complexes.
The main contribution of this section is a predicate, computed in Algorithm 3 of Section 3.2, that determines
whether or not a set of k + 1 zero-simplices is a k-simplex of the underlying simplicial complex. However,
we first describe a method of finding a direction with properties necessary for steps in both vertex and edge
reconstruction.
3.1 Tilted Direction
Given two linearly independent directions, Algorithm 7 allows us to find a third direction with special
properties, listed in the following lemma.
Lemma 6 (Tilted Third Direction). Given a simplicial complex K ∈ Rd and two linearly independent
directions s1, s2 ∈ Sd−1, it is possible to find a third direction s in O(n0 log n0 + d) time such that
1. All vertices of K have a unique height with respect to direction s.
2. If all vertices of K have a unique height with respect to direction s2, then they appear in the same order
as with respect to direction s.
Property 2. is explicitly used in our vertex reconstruction algorithm. Although, for the sake of clarity, we
state both our vertex and edge reconstruction methods as though directions e2 and ed have property 1., we
note that this reliance on additional assumptions outside of Assumption 1 can be avoided by instead using
the direction returned from Algorithm 7.
The Algorithm 7 and the proof of Lemma 6 can be found in Appendix B.1.
2 While, we can return different dimensions as separate diagrams, all persistence points computed from a given direction are
computed for one diagram. In particular, we sometimes request the zeroth and first dimensions of a diagram and refer to them
as separate diagrams. However, when calculating diagram complexity, we count one diagram not two.
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3.2 k-indegree
The key piece of machinery we develop for determining whether a simplex exists is the k-indegree of a
simplex, which is the count of k-dimensional cofaces of a simplex σ below σ in a particular direction. In
order to compute k-indegrees we develop a method for choosing directions that “isolate” a face of a simplex.
We note that two lemmas cited in Lemma 7 (Lemma 26 and Lemma 27) are found in Appendix B.2, and the
proof of Lemma 7 is found in Appendix B.3. The method for isolating simplices in Lemma 7 is described in
Algorithm 1.
Lemma 7 (Face Isolation). Let K ⊂ Rd be a simplicial complex. Let V ⊂ K0 be k vertices with k ≤ d,
and let W ⊆ V . Let s ∈ Sd−1 be orthogonal to aff(V ) and for v ∈ V and u ∈ K0 \ V , s · v 6= s · u. Then,
Algorithm 1 finds a direction s′ ∈ Sd−1 such that there exists a constant c ∈ R with the following properties.
(i) For all w ∈W , s′ · w = c.
(ii) If v ∈ V \W , then s′ · v > c.
(iii) No vertex in K0 \W has height c in direction s′.
(iv) If v ∈ K0 \ V and w ∈W , then s · v < s · w ⇐⇒ s′ · v < c.
Furthermore, the runtime of Algorithm 1 is O(n0(d
5 + log n0)).
Algorithm 1 FaceIsoDirection(V,W, s)
Input: V , a set of k vertices; W , a set of vertices with W ⊆ V ; and s ∈ Sd−1 orthogonal to aff(V )
Output: direction s′ satisfying Lemma 7 Properties (i)–(iv)
1: if V = W then
2: return s
3: V ′ ← the set of points guarenteed by Lemma 26 associated to V and s
4: P ← V ∪ V ′
5: W ′ ← {}
6: W↑,W↓ ← vertices in K0 \ V above (below) aff(V ) in direction s
7: for v ∈ V \W do
8: `← line through v perpendicular to aff(P )
9: P ← P \ {v}
10: L← {` ∩ aff(P ∪ {x}) | x ∈W ′ ∪W↑ ∪W↓}
11: L↓ ← {x ∈ L | x is below v on `}
12: x′ ← argminx∈L↓ ‖v − x‖2
13: v′ ← (v + x′)/2
14: P ← P ∪ {v′}
15: W ′ ←W ′ ∪ {v}
16: sP ← normal of aff(P ) with w · sP < v · sP for all w ∈W and v ∈W ′.
17: ← value guarenteed by Lemma 27 using parameters s, sP , and (K0 \ V ) ∪ {w} for any w ∈W
18: return s′ ← s+sP||s+sP ||
Next, we develop a predicate that counts the number of k-simplices that are cofaces to and below a
particular (k − 1)-simplex. We first define this quantity.
Definition 8 (k-Indegree for Simplex). Let K ⊂ Rd be a simplicial complex and σ ∈ K be a j-simplex such
that 0 ≤ j < k ≤ d. Let s ∈ Sd−1 be a direction perpendicular to aff(σ). Then, the k-indegree of σ in
direction s is the number of k-dimensional cofaces of σ that have the same height as σ in direction s.
Since s is perpendicular to aff(σ), all zero-simplices of σ are at the same height in direction s. However,
as shown in Figure 1, not all k-simplices at this height contribute to the k-indegree of σ. The following
algorithm shows how k-indegree can be computed.
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Figure 1: The three-indegree for a two-simplex (triangle) in R3. The simplex σ = [v0, v1, v2] is shown in
dark gray. The direction s ∈ S2 is normal to aff(σ) such that all other vertices shown are below σ. The
three-indegree (Definition 8) of σ is one. Using the three-indegree of all faces of σ, the three-indegree of σ
can be defined using an inclusion-exclusion argument (3 − 1 − 1 = 1) given in (5). Note that the APD in
direction s sees three tetrahedron at the same height as σ, which is why we need the recursive definition.
Algorithm 2 ComputeIndegree(σ, s, k, T = {})
Input: σ ∈ K; s ∈ Sd−1 such that ∃c ∈ R where v · s = c for all v ∈ σ and for any u ∈ K0 \ verts(σ),
s · v 6= s · u; k ∈ N such that k > dim(σ); and table T for memoization
Output: the k-indegree for σ
1: Dk−1(s),Dk(s)← (k − 1)st and kth APDs from Oraclek−1(s) and Oraclek(s)
2: c← height of σ in direction s
3: numDeaths← number of deaths in Dk−1(s) at height c
4: numBirths← number of births in Dk(s) at height c
5: doubleCounts← 0
6: for τ ≺ σ in non-descending order by dimension do
7: if T [τ ] was not computed yet then
8: s′ ← FaceIsoDirection(verts(σ), verts(τ), s) . Algorithm 1
9: T [τ ]← ComputeIndegree(τ, s′, k, T )
10: doubleCounts← doubleCounts + T [τ ]
11: return numDeaths + numBirths− doubleCounts
Lemma 9 (Unique Face Isolation). Let k ≤ d ∈ N. Let K ⊂ Rd be a simplicial complex. Let τ be a j simplex
with τ ≺ σ ∈ K. Let s ∈ Sd−1 be orthogonal to aff(σ) such that for all v ∈ σ and u ∈ K0\verts(σ), s·v 6= s·u.
Let σ′ ∈ K be a k-simplex at the same height as σ in direction s and with j < k. Then, σ′ contributes to
the k-indegree of τ in direction FaceIsoDirection(verts(σ), verts(τ), s) if and only if τ = σ ∩ σ′.
Proof. Let s′ be the direction returned by FaceIsoDirection(verts(σ), verts(τ), s). Let f : K → R (f ′ : K →
R, respectively) be the filter function for direction s (s′, respectively).
(⇒) Suppose that σ′ contributes to the k-indegree of τ in direction s′. Then, by the definition of k-
indegree, τ ≺ σ′. Since τ ≺ σ by assumption, we have τ  σ ∩ σ′. We must now show that σ ∩ σ′  τ .
By contradiction, suppose that σ ∩ σ′  τ . Then, there exists a vertex v ∈ σ ∩ σ′ such that v /∈ τ .
However, v ∈ σ ∩ σ′, v ∈ σ \ verts(τ). Therefore, s′ · v > c by Part (ii) of Lemma 7, a contradiction to the
claim that σ′ contributes to the k-indegree of τ in direction s′. Therefore, σ ∩ σ′  τ as required.
(⇐) Suppose that τ = σ∩σ′. Let s′ be the direction returned by FaceIsoDirection(verts(σ), verts(τ), s),
and let f ′ : K → R be the filter function for direction s′. Since σ′ is a k-simplex and since τ ≺ σ′, we can
write τ = [v0, v1, . . . , vj ] and σ
′ = [v0, v1, . . . , vk] where j < k and vi ∈ K0. Then,
f ′(σ′) =
k
max
i=0
f ′(vi) = max
(
j
max
i=0
f ′(vi),
k
max
i=j+1
f ′(vi)
)
= max
(
f ′(τ),
k
max
i=j+1
f ′(vi)
)
. (2)
Since σ′ is at the same height as σ in direction s and τ ≺ σ, then σ′ is also at the same height as τ in
direction s, meaning that f(vi) ≤ f(τ) for all 0 ≤ i ≤ k. Since vi is not in τ for i > j, it must also be the
case that f(vi) < f(τ) for i > j. By Part (iv) of Lemma 7, any vertex below τ in direction s is also below τ
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in direction s′. Thus, f ′(vi) < f ′(τ) for all j < i ≤ k and(
k
max
i=j+1
f ′(vi)
)
< f ′(τ).
Then, by Equation 2, f ′(σ′) = f ′(τ). This taken together with τ ≺ σ′ shows that σ′ contributes to the
k-indegree of τ .
Note that Figure 1 is an example of a case where only one three-simplex contributes to the three-indegree
of the two-simplex in question.
Since Lemma 9 shows that a single diagram is not sufficient to compute the k-indegree, we use an
inclusion-exclusion style argument to compute the k-indegree in Algorithm 2. Note that the first time this
algorithm is called, we have not yet computed any entries of T . We prove the correctness of this algorithm
in the following theorem.
Theorem 10 (Computing k-indegree). Let K ⊂ Rd be a simplicial complex. Let σ ∈ K. Let s ∈ Sd−1 be
a direction such that ∃c ∈ R where v · s = c for all v ∈ σ and for any u ∈ K0 \ verts(σ), s · v 6= s · u.
For k > dim(σ), ComputeIndegree(σ, s, k) returns the k-indegree of σ in direction s.
Proof. We prove the claim inductively on j = dim(K). For the base case (j = 0), let k > j and consider
the 0-simplex [v]. We note that this base case is a generalization of [2, Lemma 11]. Let f : K → R be the
filter function for direction s. We note that, unlike in [2, Lemma 11], we are only making an argument for
the k-indegree at a single vertex and not all vertices. As such, we can relax the requirement that no two
vertices in K0 have the same height in direction direction s and just require that no require that no vertices
in K0 \ {v} have the same height in direction s as v. Thus, we have that k-indegree of σ is equal to the
number of k-simplices that have height f(v), which, by Corollary 3, is:
|f−1(f(v))| = |{(a, b) ∈ Dk−1(s) s.t. b = f(v)}|+ |{(a, b) ∈ Dk(s) s.t. a = f(v)}| . (3)
In Algorithm 2, notice that if σ is a single vertex, we do not enter the loop that starts on Line 6. Thus, the
return value is exactly the number given in (3).
For the inductive assumption, let j ≥ 0. We assume that Algorithm 2 returns the k′-indegree of τ in
direction s, for all τ ∈ Kj and all k′ > j.
For the inductive step, let σ ∈ Kj+1. Let k > j + 1. Now, we compute the k-indegree of σ in direction
s. Let f : K → R be the lower-star filtration for direction s. Using Corollary 3, we know that the number of
k-simplices with height f(σ) in direction s is:
δ := |{(a, b) ∈ Dk−1(s) s.t. b = f(σ)}|+ |{(a, b) ∈ Dk(s) s.t. a = f(σ)}| . (4)
Let Fσ denote this set of simplices, let σ
′ ∈ Fσ, and let τ ≺ σ. By Lemma 9, the k-simplex σ′ contributes
to the k-indegree of τ if and only if τ = σ ∩ σ′. Then, we can isolate each face of τ ≺ σ and compute the
k-indegree using (4) of τ and subtract it from the k-indegree of σ. This will ensure that a coface of some
face τ ≺ σ will not add to the k-indegree of σ. Formally, this seen in the equation for the k-indegree of σ
δ −
∑
τ≺σ
δτ , (5)
where δτ is the k-indegree of τ in direction s
′ returned from FaceIsoDirection(verts(σ), verts(τ), s).
In Algorithm 2, numDeaths+numBirths is equal to δ, and the values δτ are computed in Line 9 of
Algorithm 2. Thus, the return value matches (5).
The next lemma provides the runtime of Algorithm 2; the proof is in Appendix B.4.
Theorem 11 (Algorithm 2 Complexity Bounds). Let K ⊂ Rd be a simplicial complex. Let σ ∈ K and
let v ∈ verts(σ). Let s ∈ Sd−1 be a direction perpendicular to σ such that for all u ∈ K0, u · s = v · s if and
only if u ∈ verts(σ). Then, we have the following time complexities for Algorithm 2.
(i) If σ ∈ K0, then ComputeIndegree(σ, s, 1) uses one diagram and runs in Θ(n20 + Π) time.
(ii) Otherwise, if σ ∈ Ki for i > 0, then ComputeIndegree(σ, s, k) uses 2i+1 − 1 diagrams and runs
in O(2i+1(n0(nk−1 + d5 + log n0) + 2i + Π)) time.
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Figure 2: 3D Wedge
Figure 3: A wedge (shaded in pink) centered at a the one-simplex [v1, v2] that isolates vertices v1, v2,
and v8. To test if [v1, v2, v8] forms a two-simplex, we notice that the two-indegrees for [v1, v2] in the two
directions defining the wedge do not differ, indicating that v1, v2, and v3 do not define a two-simplex in K
by Theorem 13.
3.3 Simplex Predicate
Using the k-indegree, we are able to isolate potential k-simplices between two hyperplanes centered at a
simplex. This is a higher dimensional generalization of the “bow tie” technique used for identifying edges
in [1]. The generalization of a bow tie is a double-cone shaped region that we call a wedge; see Figure 3.
Definition 12 (Wedge). Let P ⊂ Rd such that |P | <∞ and aff(P ) 6= Rd. Let s1, s2 ∈ Sd−1 be orthogonal to
aff(P ). Let h1, h2 be the height of P with respect to s1 and s2, respectively. The wedge between s1 and s2 at P
is the closure of the symmetric difference between H↓(s1, h1) and H↓(s2, h2), denoted H↓(s1, h1)4H↓(s2, h2).
In Algorithm 3, we use the difference in the indegree between the two filtration hyperplanes defining a
wedge to test for the presence of a (k + 1)-simplex.
Algorithm 3 IsSimplex(σ, v)
Input: σ ∈ Kk−1 and v ∈ K0 \ verts(σ)
Output: True if σ ∪ {v} ∈ Kk, False otherwise
1: k ← dimension of σ + 1
2: (V, st)← FullSetDir(verts(σ) ∪ {v}) . Algorithm 8
3: s← FaceIsoDirection(V, verts(σ) ∪ {v}, st) . Algorithm 1
4: s1 ← FaceIsoDirection(verts(σ) ∪ {v}, verts(σ), s)
5: s2 ← −FaceIsoDirection(verts(σ) ∪ {v}, verts(σ),−s)
6: return |ComputeIndegree(σ, s1, k)− ComputeIndegree(σ, s2, k)| = 1 . Algorithm 2
Theorem 13 (Correctness of Simplex Predicate). Let K ⊂ Rd be a simplicial complex, k ∈ N, σ ∈ Kk−1,
and v ∈ K0 \ verts(σ). Then, Algorithm 3 returns True iff verts(σ) ∪ {v} defines a k-simplex in K in
time O(2k(n0(nk−1 + d5 + log n0) + 2k−1 + Π)) with 2k+1 − 2 diagrams.
Proof. Let Σ = verts(σ)∪{v}. We are testing if Σ defines a k-simplex inK. First, we compute FullSetDir(verts(σ)∪
{v}) to find an initial direction st in Θ(dn0 + d2) time.
However, st may be orthogonal to the affine space spanned by additional zero-simplices not just in Σ.
Thus, we call FaceIsoDirection with parameters V , verts(Σ), and st to find a direction s such that, that
for all v, v′ ∈ K0 \ verts(Σ) and all w,w′ ∈ verts(Σ), s · v 6= s · w, s · w = s · w′, and s · v 6= s · v′. Using
Algorithm 1, let s1 = FaceIsoDirection(Σ, verts(σ), s), as in Figure 3. By Parts (i) and (ii) of Lemma 7,
there exists c1 ∈ R such that all vertices of σ are at height c1 and v is above c1 (in direction s1). Next, let
8
s2 = −FaceIsoDirection(Σ, verts(σ),−s). Note that we are negating s as well as the direction returned
by FaceIsoDirection (Algorithm 1). Again by Parts (i) and (ii), there exists c2 ∈ R such that all vertices
of σ are at height c2 and v is above c2, in −s2. Thus, v /∈ H↓(s1, σ) and v ∈ H↓(s2, σ), which means
that v ∈W := H↓(s1, σ)4H↓(s2, σ).
Next, we show that v is the only vertex from K0 \ verts(τ) in W. Assume, for contradiction, that there
exists a vertex v′ ∈ K0 \Σ such that v′ ∈W. Then, c1 < s1 · v′ and by Part (iii) and Part (iv) of Lemma 7,
s ·w < s · v′ for all w ∈ verts(τ). Furthermore, c2 < −s2 · v′, which, by Part (iii) and Part (iv) of Lemma 7,
implies that −s ·w < −s · v′. This simplifies to s ·w > s · v′ for all w ∈ verts(τ), a contradiction. Therefore,
v is the only vertex in W, as required.
We now show that the k-indegree can be used to determine if Σ defines a simplex inK. Recall that every k-
dimensional coface of σ must contain all of the vertices of σ, plus exactly one more. Since v /∈ H↓(s1, σ)
and v ∈ H↓(s2, σ), every simplex that contributes to the k-indegree of σ in direction s2 also contributes to
the k-indegree of σ in direction s1. In addition, the only potential simplex contributing to the k-indegree
of σ in direction s2 that does not contribute to the k-indegree in direction s1 is the one defined by verts(σ)
and v. Thus, Algorithm 3 returns True iff Σ defines a k-simplex.
We compute a direction normal to aff(τ ∪ {v}) in Θ(dn0 + d2). Then, we call Algorithm 1 three times,
each costing O(n0(d
5 + log n0)) time and computing no new diagrams by Lemma 7. Finally, we compute the
k-indegree from two directions, each call taking time O(2i+1(n0(nk−1 + d5 + log n0) + 2i + Π)) and 2i+1 − 1
diagrams by Theorem 11. Moreover, we see that i = k−1 and we simplify our complexity to O(2k(n0(nk−1+
d5 + log n0) + 2
k−1 + Π)) time and 2(2k − 1) = 2k+1 − 2 diagrams.
4 Reconstruction Algorithm for Simplicial Complexes in Rn
In the following sections, we describe a method for reconstructing simplicial complexes in Rd. Our method
first finds the locations of zero-simplices, (Section 4.1), one-simplices (Section 4.2), and all higher-dimensional
simplices (Section 4.3).
4.1 Vertex Reconstruction
Given a single zero-simplex v ∈ Rd, we could use any d linearly independent vectors to identify the location
of v. However, for n0 points in Rd, this approach would yield up to nd0 possible vertex locations, requiring
an additional diagram and an exhaustive search of the possible locations to decide which are true vertices
in K. [2] takes this approach, costing Θ(dnd+10 + dΠ) time and using d + 1 diagrams. Here, we offer a
tradeoff: a greater number of diagrams for a lower time complexity. We choose pairs of directions in which
vertices appear in the same order, and use these to deduce vertex locations coordinate-by-coordinate. This
allows us to solve for the heights of intersections of pairs of hyperplanes rather than checking nd0 intersection
points. Thus, our approach recovers vertex locations in sub-exponential time. However, we use total of Θ(d)
diagrams in order to find the needed directions (specifically, we use either 2d−1 or 2d+1 diagrams, depending
if we take additional general position assumptions beyond Assumption 1). For clarity of presentation, we
describe the algorithm as though all vertices have unique heights with respect to direction ed. However,
this is not a necessary assumption, and we show how this assumption can easily be avoided. The details,
algorithms, and proofs are included in Appendix C and we state our main theorem here.
Theorem 14 (Reconstructing Zero-Simplices). Let K ⊂ Rd be a simplicial complex. Then, Algorithm 10
reconstructs the vertex locations of all v ∈ K0 using Θ(d) diagrams in Θ(dn0 log n0 + dΠ) time.
4.2 Edge Reconstruction
Once we have identified the location of vertices we can reconstruct the edges. The edge reconstruction
algorithm that we present in this section has runtime O(n1 log n0(n
2
0 + Π)) and uses Θ(n1 log n0) diagrams,
an improvement over the previously best-known runtime of Θ(n40+n
2
0Π) using n
2
0−n0 diagrams [2, Theorem
16]. To accomplish this improvement, we use a sweepline algorithm where events occur at vertices; thus,
we may use the word “above (below)” a vertex as shorthand for “above (below) the vertex with respect to
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the direction of sweep.” For clarity, we assume that all vertices have unique height with respect to the e2
direction and sweep in the e2 direction.
However, this is not a necessary assumption as we could instead sweep using the direction returned by
Tilt(D0(e1),D0(e2)) (Algorithm 7). We describe overcoming this assumption as well as provide proofs in
Appendix D.
Algorithm 4 FindEdges(K0)
Input: K0, a list of all vertices in K
Output: K1, a list of all edges in K
1: K1 ← {}
2: for v in K0, in increasing height in direction e2, and ties broken by height in direction e1 do
3: Vv ← vertices in K0 \ {v}, sorted radially cw around v
4: θ ← minimum angle between any two vectors viv and vjv for vi 6= vj ∈ Vv
5: Ev ← v′ for (v, v′) ∈ K1 sorted radially cw around v
6: Add edges from FindUpEdges(v,Ev, Vv, θ) to K1 . Algorithm 5
7: return K1
The edge reconstruction algorithm, given in Algorithm 4, takes as input the locations of all vertices and
returns the locations of all edges in K. It processes each vertex v in order of increasing height and calls
Algorithm 5, which finds all edges adjacent to and above v usinf a binary search for all edges simultaneously.
When each vertex is processed, the loop maintains the invariant that all edges adjacent to and below that
vertex are already known.
To keep track of regions containing edges incident to a vertex we introduce a data structure called an edge
interval object. An edge interval object represents the region in the (e1, e2)-plane swept out between two
angles α1 and α2 with respect to the e1 direction and centered at a specified vertex v, and holds information
about vertices and edges in this region. We make use of edge intervals only above the vertex about which
they are centered, so the maximal edge interval is the upper half-plane and pi ≤ α2 ≤ α1 ≤ 0. An edge
interval object stores a list of vertices sorted radially clockwise about v, denoted verts = (v1, v2, . . . , vm) if
there are m vertices in the region. By construction, v1 must be closest to α2 and vm closest to α1. The edge
interval object also stores the count of edges of K1 within the region that are adjacent to v; observe that
these edges must have vertices from verts as their endpoints. The edge interval object is further described
in Table 1. Note that α1 and α2 are used only in proofs and for clarity, not by any algorithms.
Table 1: Attributes of the edge interval object.
eI Edge Interval
v Vertex around which interval is centered
(α1, α2) Start and stop angles of the interval measured with respect to the e1 direction
verts List of vertices in interval radially ordered clockwise in (e1, e2)-plane
count Number of edges incident to v within the interval
Algorithm 11 splits edge objects into two halves while maintaining correct counts of edges in the interval.
We give a lemma showing precisely the properties of these two halves. The algorithm and a proof of the
lemma can be found in Appendix D.1.
Lemma 15 (Interval Splitting). Let K ⊂ Rd be a simplicial complex, v ∈ K0 a vertex, and eI an edge
interval. Then, Algorithm 11 uses two diagrams and Θ(n20+Π) time to split eI into two new edge intervals eI`
and eIr with the properties:
(i) The vertex sets eIr.verts and eI`.verts partition eI.verts into the two sets of vertices, above and
below eI.v in direction s defined on Line 2.
(ii) The new edge interval objects each contain at most half of the vertices of the original edge object.
(iii) The new edge objects contain the correct edge counts; that is, eI`.count = |{v′ ∈ eI`.verts s.t. (v, v′) ∈
K1}| and eIr.count = |{v′ ∈ eIr.verts s.t. (v, v′) ∈ K1}|.
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Algorithm 5 FindUpEdges(v,Ev, Vv, θ)
Input: v ∈ K0; Ev, a list of edges adjacent to and below v sorted cw around p(v); Vv, a list of vertices
ordered cw around p(v); and θ, the minimum angle between distinct vertices of Vv with respect to v
Output: all edges (v, v′) ∈ K1 that are above v
1: eIStack← a stack of edge interval objects, initially containing a single edge interval centered at v with
count = ComputeIndegree(−e2, v, 1) and verts the sorted array of vertices in Vv that are above v
2: while eIStack is not empty do
3: eI← eIStack.pop()
4: if eI.count = 0 then
5: Continue to top of while loop
6: if |eI.verts| = 1 then
7: Append the vertex in eI.verts to Ev
8: Continue to top of while loop
9: (eI`, eIr)← SplitInterval(eI, Ev, θ) . Algorithm 11
10: Push eIr onto eIStack
11: Push eI` onto eIStack
12: return all edges (v, v′) ∈ Ev with v′ · e2 > v · e2
Assuming that all edges below a vertex v are known, Algorithm 5 finds all edges adjacent to and above v
using a binary search through edge interval objects. It works by maintaining a stack of edge interval objects
so that the edge interval on top is the next to be processed. If an edge interval has a count of 0, it contains
no edges, and it can be ignored (Line 5). If it has count = 0 and exactly one vertex, that vertex must form
an edge with v and that edge is added to K1 (Line 8). Otherwise, the edge interval is split in half using
Algorithm 11, and the left interval is put on top of the right in the stack. Processing left intervals before
right intervals means that we always know the edges cw radially preceding the intervals we try to split, a
necessary condition for calling Algorithm 11. Figure 4 shows how Algorithm 11 is called multiple times
during an execution of Algorithm 5 to split edge intervals until they contain a single edge.
Lemma 16 (Finding Edges Above a Vertex). Let v ∈ K0 and Ev be a list of edges (v, v′) ∈ K1 below v,
sorted cw around p(v). Then, Algorithm 5 finds the set of edges above v using Θ(deg(v) log n0) augmented
persistence diagrams in Θ((deg(v) log n0)(n
2
0 + Π)) time.
Finally, we present the main theorem for our edge reconstruction method.
Theorem 17 (Edge Reconstruction). Let K ⊂ Rd be a simplicial complex. Given the locations of K0,
Algorithm 4 reconstructs K1 using Θ(n1 log n0) augmented persistence diagrams in O(n1 log n0(n
2
0+Π)) time.
4.3 Putting It All Together: Simplicial Complex Reconstruction
Combining the results from the previous subsections, we arrive at an algorithm to fully reconstruct an
embedded simplicial complex. We include the proof of Theorem 18 in Appendix E.1. Note, that we explicitly
reconstruct the edges using the technique in Section 4.2 due to the output sensitive time complexity.
Theorem 18 (Simplicial Complex Reconstruction). Let K be a simplicial complex in Rd with dimension
κ < d, n be the number of simplices, and n0 be the number of vertices. If K meets Assumption 1 (General
Position), then Algorithm 6 reconstructs K in O(2κnn0(nn0 + n0d
5 + n0 log n0 + 2
κ + Π) + dΠ) time using
O(nn02
κ + d) APDs.
Recall from Section 2.2 that if κ = d, i.e., if K ∈ Rd contains codimension zero simplices, it becomes
necessary to use a modified oracle that returns APDs for a parabolic lift of K. The following lemma shows
the effect of such a modification. Details of this modification can be found in Appendix E.2.
Lemma 19 (Codimension Zero Simplicial Reconstruction). Let K be a simplicial complex in Rd. Let n0 be
the number of vertices and n be the number of simplices. If K meets Assumption 1 (General Position), then
Algorithm 12 reconstructs K in O(2dnn0(nn0 + n0d
5 + n0 log n0 + 2
d + Π)) time using O(nn02
d) APDs.
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(a) At vertex v. (b) Split edge interval. (c) Split again.
Figure 4: Demonstration of part of the execution of Algorithm 5 for finding all edges agove a vertex. (a)
We first create an edge interval representing the space above vertex v with Ev = {v6}, eI.count = 2,
and eI.verts = (v1, v2, v3, v4). In other words, we know that [v6, v] ∈ K1 and that two of the four vertices
above v are adjacent to v. (b) Within Algorithm 11, we choose the direction s such that exactly half of the
vertices in eI are below v. We create an edge interval eIr corresponding to the vertex set above v in s and
outside the shaded region, and (in Algorithm 5) push that onto a stack to be processed later. We focus on
the interval eI` that contains the vertices below v and not in the shaded box, eI.verts = (v1, v2). Since two
edges contribute to v’s indegree in direction s and one of them is the edge [v6, v], we have eI.count = 2−1 = 1
(c). Next, we find a new direction s that splits eI`.verts into two sets of size one. We push the one above
` onto our stack, and notice that the edge interval containing only v1 also has eI.count = 2 − 1 = 1, so v1
must form an edge with v.
Algorithm 6 ReconstructComplex()
Input: none (but makes calls to global Oracle)
Output: simplicial complex K
1: K0 ← FindVertices() . Algorithm 10
2: K1 ← FindEdges(K0) . Algorithm 4
3: for i ∈ {2, 3, . . . , κ} do
4: for σ ∈ Ki−1 do
5: for v ∈ K0 \ verts(σ) do
6: if IsSimplex(σ, v) then
7: Add σ ∪ {v} to Ki
8: return K0 ∪K1 ∪ · · · ∪Kκ
Futhermore, we derive additional corollaries, improving the diagram complexity for reconstructing em-
bedded graphs over approaches found in [2]. We note that O(d) diagrams can be used to reconstruct the
vertices by Theorem 14, so we make improvements on the complexity for edge reconstruction.
Corollary 20 (Graph Embedded in Rd Edge Reconstruction). Let G = (V,E) be an embedded graph in Rd.
The number of diagrams used to reconstruct E is O(d+ n1 log n0).
Perhaps even more surprising is that we are able to reconstruct graphs embedded in the plane with a
number of diagrams that is less than exponential in the ambient dimension.
Corollary 21 (Graph Embedded in R2 Edge Reconstruction). Let G = (V,E) be an embedded graph in R2.
The number of diagrams used to reconstruct E is O(d+ n0 log n0).
5 Discussion
We provide a deterministic algorithm for computing the complete reconstruction of a simplicial complex
embedded in arbitrary finite dimension using O(nn02
κ + d) APDs and O(2κnn0(nn0 + n0d
5 + n0 log n0 +
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2κ + Π) + dΠ) time where n is the total number of simplices, n0 is the number of vertices and κ is the
dimension of the highest dimensional simplex. This algorithm also improves on the results of [1, 2] for the
case of plane and embedded graphs.
In ongoing work, we hope to improve running time and reduce the required number of persistence dia-
grams. We also hope to overcome the challenges of reconstructing codimension zero simplices that required
us to include a parabolic lifting map in our oracle. The work presented here is closely related to reconstruc-
tion of simplicial complexes using the Euler characteristic transform (ECT). This transform is generated
from Euler chacteristic curves (ECCs) generated by vectors in Sd−1 [8, 10, 11, 25]. In [8], a bound on the
number of ECCs needed for reconstruction of simplicial complexes is given, assuming a lower bound on the
curvature of the underlying simplicial complex. In [10], we identify challenges in reconstructing plane graphs
with degree two vertices using a finite number of ECCs when using methods similar to the methods presented
in our current paper. We are investigating if the methods of this paper can be extended to using ECT n
general simplicial complex reconstruction.
Since our algorithm only requires knowledge of the height and dimension of each simplex in a given
direction, and since this information is contained in any augmented topological descriptor, we believe that
our results could also be extended to general augmented topological descriptors. Future work includes a
careful evaluation of this conjecture.
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A Augmented Persistence Diagrams
In this appendix, we provide a brief overview of persistent homology necessary to introduce the directional
persistence diagrams; for a more general overview of homology and persistent homology, we refer the reader
to [9,20]. Let K be a simplicial complex. One topological invariant of K is its homology. For each dimension
k ∈ Z, the homology group by Hk = Hk(K) is an abelian group that captures equivalence classes of i-
dimensional cycles. We call the generators of Hk the k-dimensional ‘features’ of K. The rank of the k
th
homology group is called the kth Betti number, and is denoted βk. Colloquially, we say that β0 counts the
homological feature of connected components, β1 counts loops, β2 counts voids, etc.
Next, we introduce a filtered topological space. Let f : K → R be a monotonic function, where monotonic
means that f(τ) ≤ f(σ) whenever τ ≺ σ. Let n be the number of simplices in K. Then f−1(−∞, t] with t ∈ R
realizes at most n+ 1 distinct complexes: the empty set and f−1(−∞, f(σ)] for each σ ∈ K. Letting η be
the number of distinct non-empty simplicial complexes realized, the sequence of simplicial complexes along
with their inclusion maps is called a filtration:
∅ = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ Fη = K.
One discrete complete invariant of the homology of a filtration F is the persistence diagram, which records
changes in homology groups H∗ over the sequence of complexes in F . The appearances and disappearances of
homological features as t ranges from −∞ to∞ are stored in the persistence diagram as points (bi, di) in the
extended plane R2 (where R = R∪{−∞,∞}). Specificly, a point (bi, di) corresponds to a homology generator
where bi represents a birth event and equals the value of t at which a homology generator first appears in
the filtration, and di represents a death event and equals the value of t at which that same generator merges
with another (elder) generator. In other words, the generator exists for the half-open interval [bi, di). For
technical reasons, the diagonal {(x, x) s.t. x ∈ R} is also included in the persistence diagram with infinite
multiplicity. Thus, we think of a persistence diagram as the pair: D = Dpts unionsq∆, where Dpts is the multiset
of off-diagonal points and ∆ is the diagonal with infinite multiplicity.
For our reconstruction algorithms, we introduce augmented persistence diagrams (APDs), which record
information about every simplex. In a persistence diagram, multple simplices can share the same function
value, which means that a birth and a death could occur simultaneously, and thus would not be recorded
in Dpts. To define APDs explicitlty, we first totally order the n simplices of K:
σ1, σ2, . . . , σn
such that if either f(σi) < f(σj) or σi ≺ σj , then i < j. We call such a total ordering an index filter
compatible with f ; note that multiple index filters may be compatible with f . Then, for each i ∈ {0, 1, . . . , n},
we iteratively construct K by adding σi in order; we define F
′
j := {σi | i ≤ j}. Then, the index filtration is
the corresponding nested sequence of subspaces of K:
∅ = F ′0 ⊂ F ′1 ⊂ F ′2 ⊂ . . . ⊂ F ′n = K.
Next, we make an observation relating birth-death pairs in diagrams to the simplices inK; see [9, pp. 120–121]
for a proof of this lemma.
Lemma 22 (Adding a Simplex). Let k ∈ Z≥0. Let L,K be simplicial complexes such that K \ L is a
single k-simplex. Then, exactly one of the following is true:
1. βk(K) = βk(L) + 1,
2. βk−1(K) = βk−1(L)− 1.
Since the inclusion of a simplex corresponds to a change in the Betti number, which corresponds to a
birth or death event (i.e., a coordinate of a point in the persistence diagram), we obtain a bijection between
simplices of K and the finite off-diagonal birth-death events in a diagram:
Lemma 23 (Index Diagram Bijection). Let f : K → R be a monotonic function on a simplicial complex K.
Let {σi}0≤i≤n be an index filter compatible with f , with filtration F ′. Let D′ be the corresponding persistence
diagram, and let I be the set of finite coordinates of points in D′pts. Then, the map g : I → K defined
by i 7→ σi is a bijection.
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Proof. First, we show that g is injective. Let i, j ∈ I. Then if g(i) = g(j), we have σi = σj . Since the
ordered list of simplices in an index filtration does not repeat simplices, it must be that i = j.
To see that g is surjective, let σ ∈ K. Then, σ = σi for some i ∈ {1, 2, . . . , n}. Let k be the dimension
of σi. By Lemma 22 and by the definition of an index filtration, exactly one Betti number changes when we
add σi to F
′
i−1 in order to obtain F
′
i : either βk(F
′
i ) = βk(F
′
i−1) + 1 (which corresponds to a birth event at
index i) or βk−1(F ′i ) = βk−1(F
′
i−1)− 1 (which corresponds to a death event at index i). Since each simplex
has a unique index, i ∈ I and g(i) = σi.
We define the augmented persistence diagrams by replotting the points in the diagram using f as follows:
Definition 24 (Augmented Peristence Diagram). Given a filter f : K → R and a compatible index filtra-
tion F ′, let D′ be the corresponding persistence diagram. Then, the augmented persistence diagram is defined
as D := Dpts ∪∆, where ∆ is the diagonal with infinite multiplicity and
Dpts := {(f(σi), f(σj))}(i,j)∈D′pts . (6)
While the persistence diagram was defined as the disjoint union of two multisets (D = Dpts unionsq∆), in the
augmented persistence diagram, the set Dpts may include diagonal points. This allows us to record birth and
death events for the same homological generator that occur simulatenously. We show next that the APD is
well-defined. That is, that the definition is independent of the choice of the ordering of the simplices.
Lemma 25 (Augmented Peristence Diagram is Well-Defined). Let K be a simplicial complex, and let f : K →
R be a monotonic function. Then, the augmented persistence diagram corresponding to f is well-defined.
Proof. To show that the augmented persistence diagram is well defined, we must show that the augmented
persistence diagram corresponding to f is unique, regardless of our choice of compatible index filtration.
Let σ1, σ2, . . . , σn and τ1, τ2, . . . , τn be two index filtrations compatible with f , and denote their corresponding
diagrams A′ and B′, respectively. These diagrams then define two augmented persistence diagrams, A and
B, respectively. We proceed by showing both directions of inclusion.
Suppose that (b, d) ∈ A. By (6), we can find i 6= j with i < j such that b = f(σi) and d = f(σj).
Since {σi} and {τi} are total orderings of the same set, we know there exist some i′ 6= j′ such that τi′ = σi
and τj′ = σj . By Lemma 23, τi′ and τj′ uniquely corespond to finite coordinates of points in B′pts.
Since i′ < ∞, it must have some pair in B′ . First, assume that i′ corresponds to a birth event, i.e.,
(f(τi′), f(k
′)) ∈ B′. Note that it is not possible to have d > k′. Otherwise, σi and σj would not be paired in
A. Then, two exhaustive cases arise:
1. k′ = d = f(σj). In this case, (b, d) ∈ B.
2. d < k′. In this case, there must exist some index t′ such that f(τt′) = b and (f(τt′ , f(τj′) ∈ B. (Note
that this includes the case where k′ =∞).
The case that τi′ corresponds to a death event is a similar analysis.
Switching roles of A and B, the same argument shows that B ⊆ A, and so A = B, as desired.
Note that points in a persistence diagram with bi = di are often computed (see, e.g., [9, Ch. VII]), so the
use of APDs rather than persistence diagrams does not require any additional computation.
B Proofs for Predicates and Constructions
In this appendix, we provide the proofs that were ommitted from Section 3.
B.1 Tilted Direction
A major component of our vertex reconstruction algorithm is tilting an initial direction so that the order of
vertices with respect to both the initial and tilted direction is the same (see Line 2 of Algorithm 9). This
technique for finding a direction with certain properties is also used in both the vertex and edge reconstruction
to avoid extra assumptions on the uniqueness of vertex heights with respect to standard basis directions.
We present the algorithm and proof of correctness for finding this tilted direction below.
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Algorithm 7 Tilt(D0(s1),D0(s2))
Input: D0(s1) and D0(s2), two diagrams generated from linearly independent directions
Output: direction in Sd−1 such that s satisfies Lemma 6
1: H1 ← births in D0(s1) sorted in ascending order with repeated values appearing only once
2: H2 ← births in D0(s2) sorted in ascending order with repeated values appearing only once
3: w ← smallest distance between elements of H1
4: h← half of largest distance between elements of H2
5: return (−hs1 + ws2)/|| − hs1 + ws2||
Lemma 6 (Tilted Third Direction). Given a simplicial complex K ∈ Rd and two linearly independent
directions s1, s2 ∈ Sd−1, it is possible to find a third direction s in O(n0 log n0 + d) time such that
1. All vertices of K have a unique height with respect to direction s.
2. If all vertices of K have a unique height with respect to direction s2, then they appear in the same order
as with respect to direction s.
Proof. We prove this constructively using Algorithm 7. In Line 4, we define h as half the minimum distance
between any two hyperplanes in H(s2,K0). Similarly, in Line 3, we define w as the maximum distance
between hyperplanes in H(s1,K0). Then s is the normalized vector pointed toward (−h,w) in the (s1,s2)-
plane. We now consider the map P : Rd → span{s1, s2}, the orthogonal projection into the (s1,s2)-plane.
Define A = P (H(s1,K0)) ∩ P (H(s2,K0)) to be a grid of intersection points; note that |A| ≤ n20 since every
vertex of K lies on some point of A (by [2, Lemma 3]). By construction, P (H(s,K0)) is a set of lines parallel
to the vector (w, h) in the (s1, s2)-plane, meaning no line in P (H(s,K0)) intersects two grid points in A; a
more detailed proof of this claim can be found in [2, Lemma 4]. Thus, no two vertices have the same height
in direction s, as otherwise, a line of P (H(s,K0)) would intersect two points in A, which is geometerically
impossible by construction, proving Part 1.
To prove Part 2, suppose that all vertices in K0 have a unique height with respect to direction s2. Then,
combining [2, Lemma 4] and [2, Lemma 5] as in the proof of [2, Theorem 6] shows that P (H(s,K0)) intersect
each of P (H(s2,K0)) in the same order. Furthermore, since P is an orthogonal projection, the order of
vertices with respect to directions s2 and s is maintained in Rd as well.
It takes Θ(n0) time to find H(s1,K0) and H(s2,K0), and O(n0 log n0) time to sort them. Finding w
and h from these sorted lists as in Line 3 and Line 4 takes O(n0) time, and computing s on Line 5 takes
O(d) time. Thus, the total runtime for finding s is O(n0 log n0 + d).
B.2 Proofs of Lemma 26 and Lemma 27
In order to perform the Face Isolation operation described in Lemma 7 and Algorithm 1, we need to add
additional points the affine space defined by the input set. We describe this plane filling operation with
Lemma 26.
Lemma 26 (Plane Filling). Let V ⊂ Rd be k affinely independent points with k ≤ d, let s ∈ Sd−1 be
orthogonal to aff(V ). We can produce d − k points V ′ in Rd such that s is orthogonal to aff(V ∪ V ′) and
dim(aff(V ∪ V ′)) = d− 1 in O(d3) time.
Proof. Label the k vertices of V {v0, v1, . . . , vk−1} and define d × k matrix A such that vi − v0 are the ith
columns for 0 < i ≤ k − 1 and s is the kth column. Creating A takes Θ(kd) time. Let QN be the basis
vectors of the null space of A. We can compute these vectors via a QR-decomposition using Gram-Schmidt
in O(d3) time [24]. As the vertices in V are affinely independent and s is orthogonal to aff(V ), the dimension
of the column space of A is k and so there are d − k vectors in QN . Label the vectors {qk, qk+1, . . . , qd}
and let V ′ = {(qk + v0), (qk+1 + v0), . . . , (qd + v0)}. Constructing V ′ takes time O(d2). Computing the
QR-decomposition dominates the algorithm, hence the running time is O(d3)
By our construction, dim(aff(V ∪ V ′)) = d− 1. To show that s is orthogonal to aff(V ∪ V ′), it suffices to
show that s·v0 = s·v′i for all v′i ∈ V ′. Indeed, since qi is orthogonal to s, we have s·v′i = s·(qi+v0) = s·v0.
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To prove that the ordering of vertices in Algorithm 1 remains consistent, we introduce Lemma 27 to
assist in the proof of the properties in Lemma 7.
Lemma 27 (-Perturbation). Let s1, s2 ∈ Sd−1 be two directions and V ⊂ Rd. Let n = |V |. If w ∈ V such
that for all v ∈ V \ {w} we have s1 · w 6= s1 · v, then we can compute an  > 0 such that
1. v · s1 < w · s1 ⇐⇒ v · (s1 + s2) < w · (s1 + s2) and
2. for all v1, v2 ∈ V : if v1 · s1 < v2 · s1, then v1 · (s1 + s2) < v2 · (s1 + s2)
in O(n log n) time.
Proof. We prove Lemma 27 first by showing how to compute such an , and then showing it satisfies the
desired properties. Let S be the set of line segments
S :=
{(
(0, v · s1), (1, v · (s1 + s2)
)}
v∈V
.
Each line segment in S represents a linear interpolation between points (0, v · s1) and (1, v · (s1 + s2))
corresponding the height of each v ∈ V in directions s1 and s1 + s2, respectively. Moreover, we can interpret
each point along the line segment between (0, v · s1) and (1, v · (s1 + s2)) as v · (s1 + s2) for some  ∈ [0, 1].
Let V ′ denote the vertices of V with unique heights in direction s1. Then, we want to identify an  > 0 such
that the ordering of the dot products of the vertices of V ′ with (s1 + s2) is consistent with the ordering of
the vertices of V ′ with the dot product of s1. It suffices to find the left most intersection p in (0, 1] of the
segments in S, denoted p(1), and then choose epsilon to be smaller than p(1). We can identify p(1) in (0, 1]
using standard segment intersection algorithms in O(n log n) time [4, §2.2].
Let  = p(1)/2. Let v ∈ V \ {w}. To show Part 1(⇒), assume that v · s1 < w · s1 then, by our choice
of , v · (s1 + s2) < w · (s1 + s2), as required.
Let v ∈ V \ {w}. To show Part 1 (⇐), assume that v · (s1 + s2) < w · (s1 + s2). We recall that  was
chosen such that no two lines in S had crossed before  in the x-direction, and since v · s1 6= w · s1, we can
replace  with zero and maintain the inequality v · s1 < w · s1.
The proof of Part 2, follows from the proof of Part 1 (⇒). Let v1, v2 ∈ V . Assume that v1 · s1 < v2 · s1
then, by our choice of , v1 · (s1 + s2) < v2 · (s1 + s2), as required. Note that the converse statement does
not necessarily hold because v1 · s1 could equal v2 · s1.
B.3 Proof of Lemma 7
We recall Lemma 7, which proves the correctness of Algorithm 1:
Lemma 7 (Face Isolation). Let K ⊂ Rd be a simplicial complex. Let V ⊂ K0 be k vertices with k ≤ d,
and let W ⊆ V . Let s ∈ Sd−1 be orthogonal to aff(V ) and for v ∈ V and u ∈ K0 \ V , s · v 6= s · u. Then,
Algorithm 1 finds a direction s′ ∈ Sd−1 such that there exists a constant c ∈ R with the following properties.
(i) For all w ∈W , s′ · w = c.
(ii) If v ∈ V \W , then s′ · v > c.
(iii) No vertex in K0 \W has height c in direction s′.
(iv) If v ∈ K0 \ V and w ∈W , then s · v < s · w ⇐⇒ s′ · v < c.
Furthermore, the runtime of Algorithm 1 is O(n0(d
5 + log n0)).
Proof. Algorithm 1, has an “early exit” in which we return s when V = W . Observe that when s = s′,
Part (i) and Parts (iii)–(iv) are trivially true and Part (ii) is vacuously true. Next, we consider the more
interesting path of the algorithm.
(Part (i)). It suffices to show that all vertices in W have the same height in direction s′. At termination
of algorithm, we return vector s′ = s + sP . Recall that for any v1, v2 ∈ V , s · v1 = s · v2. Furthermore,
we note that sP is the normal to hyperplane P . Therefore, for any points p1, p2 ∈ P , sP · p1 = sP · p2.
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Moreover, W ⊂ P , so for all w1, w2 ∈W , we have that hs′(w1) = s′ ·w1 = (s+ sP ) ·w1 = s ·w1 + sP ·w1 =
s · w2 + sP · w2 = hs′(w2).
(Part (ii)). Recall that aff(W ) is orthogonal to s by definition and s′ by Part (i). Thus, all vertices in W
have the same height in direction s and s′. As such, it suffices to show that for all vertices in v ∈W ′ = V \W
and any w ∈ W , w · s′ < v · s′. To prove this claim, we introduce the following loop invariant: if P i is P
entering iteration i, then let the vector sP i be the normal to aff(P
i). There are two choices for sP i and
we choose the one that has the property that sP i · w < sP i · v for any w ∈ W and all v ∈ W ′. It is
true on initiation since W ′ is empty. Assume the invariant holds entering iteration i. We remove v from
P i and replace it with v′ creating the new affine space P i+1. Furthermore, by construction, one of the
two vectors sP i+1 normal to aff(P
i+1) has the property that v′ · sP i+1 < v · sP i+1 , so we choose sP i+1 to
satisfy the property. Next, assume, for contradiction, that a point w′ ∈ W ′ lies below aff(P i+1). Then,
aff((P i \ {v})∪ {w′}) would have an a intersection point with ` in L↓ nearer v than the argmin x chosen on
Line 12, a contradiction. Upon exiting the loop, we have that w · sP < v · sP by our inductive assumption.
Then, the  guarenteed by Lemma 27 is positive when computed for s, sP and, (K0 \ V ) ∪ {w} for any
w ∈W (since all vertices in W have the same height in directions s and sP ) Then, since  > 0, w · s = v · s,
and w · sP < v · sP , we have that w · (s + sP ) < v · (s + sP ). Since s′ = s + sP , the claim holds. The
algorithm terminates since the number of vertices is finite.
(Part (iii)). Let v ∈ K0 \W and w ∈W and recall that  is the value guarenteed by Lemma 27 associated
to s, sP , and (K0 \V )∪{w}. Then, by Lemma 27, since v · s 6= s ·w, we have v · s < w · s ⇐⇒ v · s′ < w · s′.
Moreover, since v · s 6= w · s, we have that no vertices in K0 \ V lie at height c in direction s′. Finally, any
v ∈ V \W does not have height c in direction s′ by Part (ii).
(Part (iv)). Let v ∈ K0\V and w ∈W . Let  be the value described in Lemma 27 associated to s, sP , and
(K0\V )∪{w} for any w ∈W . Then, by Lemma 27, since v·s 6= w·s, v·s < w·s ⇐⇒ v·(s+sP ) < w·(s+sP ).
Furthermore, s′ = s+sP and since w ·s′ = c for all w ∈W by Part (i), the condition holds for all v ∈ K0 \V
and any w ∈W .
Finally, we prove the runtime. In Algorithm 1, Lines 1–2 return s if V = W . As |V | < d, checking if the
two sets are equal takes O(d2) time. Lines 3–4 initialize P , and by Lemma 26 take O(d3). Line 6 initializes
W↓ and W↑ by computing dot products with a subset of K0 and takes O(n0d).
For each vertex in V \W we perform the loop on Lines 7–15. The loop is the crux of the algorithm. At
the beginning of each iteration, P defines a d − 1 dimensional hyperplane. In the iteration, we remove a
point v from P and find a new point that defines a hyperplane with specific properties (shown in other parts
of the proof). As the time for updating hyperplane is dominated by Line 10, we will focus the analysis on
that line. Label the points of P on Line 9 as {p1, p2, . . . , pd−1}. Recall that any point q on the hyperplane
defined by P ∪ {x}, satisfies the equation∣∣∣∣∣∣∣∣∣∣∣∣∣
p1
(1) p1
(2) . . . p1
(d) 1
p2
(1) p2
(2) . . . p2
(d) 1
...
...
...
...
...
pd−1(1) pd−1(2) . . . pd−1(d) 1
x(1) x(2) . . . x(d) 1
q(1) q(2) . . . q(d) 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
Moreover, notice that the ith coordinate of ` can be written parametrically as `(i)(t) = v(i) + ts(i). Thus, we
can compute the intersection by solving for t in the polynomial obtained by expanding by minors∣∣∣∣∣∣∣∣∣∣∣∣∣
p1
(1) p1
(2) . . . p1
(d) 1
p2
(1) p2
(2) . . . p2
(d) 1
...
...
...
...
...
pd−1(1) pd−1(2) . . . pd−1(d) 1
x(1) x(2) . . . x(d) 1
`(1)(t) `(2)(t) . . . `(d)(t) 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
d∑
i=1
`(i)(t)|Md+1,i|+ |Md+1,d+1| = 0.
There are d+ 1 minors each of size d. Using LU-decomposition, we can compute each determinant in O(d3)
time [24]. The resulting polynomial, that is linear in t, can be solved in O(d) time. Thus, each intersection
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takes O(d4) time. We compute the intersection at most once per vertex of K0, therefore, Line 10 takes
O(n0d
4) time. Finally, we get our running time by observing that we compute L once for each entry of
V \W and |V \W | ≤ d. Therefore Lines 7–15, takes O(n0d5) time.
In the last steps of the algorithm, Line 16 computes the normal to aff(P ) by computing determinants
of d + 1 of size d (similar to above) in O(d4) time. Line 17 computes the scaling of the sP in O(n0 log n0)
by Lemma 27. As Lines 7–15 and Line 17 dominate the computation, Algorithm 1 takes O(n0(d
5 + log n0))
time.
B.4 Proof of Theorem 11
We recall Theorem 11, which shows the runtime and diagram complexity of Algorithm 2:
Theorem 11 (Algorithm 2 Complexity Bounds). Let K ⊂ Rd be a simplicial complex. Let σ ∈ K and
let v ∈ verts(σ). Let s ∈ Sd−1 be a direction perpendicular to σ such that for all u ∈ K0, u · s = v · s if and
only if u ∈ verts(σ). Then, we have the following time complexities for Algorithm 2.
(i) If σ ∈ K0, then ComputeIndegree(σ, s, 1) uses one diagram and runs in Θ(n20 + Π) time.
(ii) Otherwise, if σ ∈ Ki for i > 0, then ComputeIndegree(σ, s, k) uses 2i+1 − 1 diagrams and runs
in O(2i+1(n0(nk−1 + d5 + log n0) + 2i + Π)) time.
Proof. If i = 0 and k = 1, then we prove Part (i). The loop is never entered and we compute one diagram
in time Θ(Π) and count O(n20) points in the diagram.
To prove Part (ii), we focus our attention on the for loop that begins on Line 6 of Algorithm 2. In this
loop, we iterate through the proper faces of σ. The i-simplex σ has 2i+1−2 faces so the loop iterates 2i+1−2
times. However, when processing a new simplex τ ≺ σ for the first time, we need to create the table entry
T [τ ]. To compute the entry, we get a new direction that will isolate τ on Line 8 of Algorithm 2 and then
recursively call Algorithm 2 on Line 9. Since faces of σ are processed in non-descending order, by the time
we process τ , all of the faces of τ (which are also faces of σ and have dimension less than dim(τ)) have table
entries. As a result, the recursive calls never go more than one level deep. Since recursive calls are only made
when iterating through the faces of σ, there are O(2i+1) calls made on Line 9 of Algorithm 2. Each call gets
the kth and (k − 1)st diagrams on Line 1 and counts the births and deaths on Lines 3–4 of Algorithm 2,
taking O(nk−1n0 + Π) time. Then, since τ ≺ σ, we iterate through the O(2i) faces of τ , never entering the
conditional on Line 7 of Algorithm 2, to sum up the entries from T in time O(2i). Moreover, to make each
recursive call, we also call FaceIsoDirection(verts(σ), verts(τ), s) on Line 8 of Algorithm 2, which runs in
O(n0(d
5 + log n0)) by Lemma 7. Summing these values, we find the total runtime of Algorithm 2 for an
i-simplex is O(2i+1(n0(nk−1 + d5 + log n0) + 2i + Π)).
2i+1 − 1 new APDs are generated, one for each recursive call and one for the initial k-indegree.
.
B.5 Computation of Orthogonal Direction and Associated Full Set
In Algorithm 3 (Line 3) of Section 3.3, we need to choose an initial direction s that is orthogonal to the
k-plane aff(σ ∪ {v}) but not orthogonal to any other subspace spanned by zero-simplices of K0. In this
appendix, we give the details of how to compute this initial direction s.
Lemma 28 (Orthogonal Vector and Full Set). Let K ⊂ Rd be a simplicial complex with zero-simplices K0.
Given a set of zero-simplices W = {w0, w1, . . . , wk} ⊆ K0 for k < d, we can find V ⊆ K0 and a direction
s ∈ Sd−1 such that the following conditions are met;
1. W ⊆ V
2. For all q ∈ K0 \ V and v ∈ V , we have s · q 6= s · v,
3. s is orthogonal to aff(V ),
4. and |V | ≤ d.
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This s and V can be found in Θ(dn0 + d
2) time.
Proof. We find s and V constructively through Algorithm 8. First, initialize si ∈ Sd−1 orthogonal to aff(W )
in Line 1 (observe that this can be done using a single iteration of Grahm Schmidt orthogonalization). This
means that every w ∈ W has height si · w = c for a single constant c ∈ R. W ′ is initialized as an empty
set Line 2. In Lines 3–5, for every q ∈ K0 \W , we set W ′ = W ′ ∪ {q} whenever si · q = c. Note that in
line Line 5, c is expressed equivalently as s · w0. Iterating through all such q ∈ K0 \W , we can then define
V = W ∪W ′ (Line 6). Observe that the first two parts are met immediately by construction. To see that
the third part is met for s returned on Line 6, we observe that, since s · vi = c for all vi, vj ∈ V, i 6= j, it
must be that s · (vi − vj) = (s · vi) − (s · vj) = 0, i.e., s is orthogonal to aff(V ) as required. Part four is a
consequence of Assumption 1(i).
The runtime of this procedure can be calculated as follows. Finding s takes one iteration of the Gram
Schmidt algorithm, and thus takes Θ(d2) time [24]. Checking if si · q = c takes Θ(d) time, and is repeated
for each of the vertices in K0 \W . Thus, the total runtime is Θ(dn0 + d2), as desired.
The complete Algorithm 8 is given below.
Algorithm 8 FullSetDir(W )
Input: W = {w1, w2, . . . , wk}, a set of zero-simplices
Output: V , a set of zero-simplices satisfying conditions 1., 2., and 4. of Lemma 28, and s, a direction
satisfying condition 3. of Lemma 28
1: si ← direction orthogonal to aff(W )
2: W ′ ← an empty list
3: for q ∈ K0 \W do
4: if s · q = s · w0 then
5: W ′ ←W ′ ∪ {q}
6: return V = W ′ ∪W, s orthogonal to aff(V )
C Vertex Reconstruction
The vertex reconstruction algorithm, summarized in Algorithm 10, works by performing a series of slight
“tilts” of a single direction, ensuring that all vertices appear in the same order in each tilt. This tilting
strategy is used throughout our reconstruction methods, and Algorithm 7 in Appendix B.1 describes a
method for finding such a direction.
Our vertex reconstruction method requires an initial direction such that every vertex has a unique height
with respect to that direction. It is always possible to find such a direction (again, using Algorithm 7 and
Lemma 6). However, for a straightforward explaination, we make the initial assumption that the standard
basis vector ed has this property and will later show how to overcome reliance on this assumption.
First, for each 1 ≤ i ≤ d, we call Algorithm 9 to find the ith coordinates of all vertices, denoted V (i),
using only two APDs specifically chosen for those coordinates.
Lemma 29 (Two-Diagram Vertex Coordinate Localization). Let K ⊂ Rd be a simplicial complex for d ≥ 2
and B = {b1, b2, . . . , bd} be a basis for Rd such that vertices have unique heights in direction bd. Let V i be a
list of the ith coordinates of all vertices. If V (d) is known, then Algorithm 9 returns V (i) for i ∈ {1, 2, . . . , d−1}
using two additional directional augmented persistence diagrams in time Θ(n0 log n0 + d+ Π).
Proof. The main idea behind the correctness of Algorithm 9 is that the direction s ∈ Sd−1 chosen on Line 2
maintains the vertex ordering as in direction ed Then, we can solve a single equation on Line 8 for the i
th
coordinate of each vertex by intersecting corresponding hyperplanes from H(ei,K0) and H(s,K0).
By Lemma 6, the vertices in direction s have the same order as in direction ed. Now, we show how we can
use this ordering to compute v(i), the ith coordinate of a vertex v. Assume that the hyperplanes in H(ed,K0)
and H(s,K0) are ordered by their heights in ed and s respectively as in Line 4 and Line 5. Suppose, without
loss of generality, that v is the jth vertex with respect to the ed direction. Then, v lies on the j
th hyperplane
21
Algorithm 9 FindCoordinates(i, V (d),D0(ed))
Input: i ∈ N such that 0 ≤ i < d, V (d), the heights of vertices in direction ed, and diagram D0(ed)
Output: V (i)
1: D0(ei)← Oracle0(ei)
2: s← Tilt(D0(ei),D0(ed)) . Algorithm 7
3: D0(s)← Oracle0(s)
4: Hd ← births in D0(ed) sorted in ascending order
5: Hs ← births in D0(s) sorted in ascending order
6: (−h,w)← the ith and dth coordinates of s
7: for j ∈ {1, 2, . . . , n0} do
8: V (i)[j]← 1h (wHd[j]−Hs[j])
9: return V (i)
of H(ed,K0) and the jth hyperplane of H(s,K0), meaning that v must lie in their intersection. To compute
v(i), we consider the equations of the two hyperplanes. Recall that the jth hyperplane in H(s,K0) is the set
of all points x = (x(1), x(2), . . . , x(d)) ∈ Rd at some height. Call this height cj,s. Then, the jth hyperplane in
H(s,K0) is described by the equation
−hx(i) + wx(d) = cj,s. (7)
Let the height of the jth hyperplane in H(ed,K0) be cj,bd . Then, the equation for that height is
cj,ed = x · ed = x(d)B . (8)
Combining Equations 7–8 and solving for x(i), we get
x(i) =
1
h
(wcj,ed − cj,s).
Because v is in the intersection of these hyperplanes, its ith coordinate is 1h (wcj,ed − cj,s). Since j was
arbitrary, the same process works for all zero-simplices in K0. Thus, the for loop on Line 7 computes the i
th
coordinate of all zero-simplices and V (i) is returned on Line 9, as required.
It takes Θ(n0 log n0) time to sort the vertices on Line 4 and Line 5 and Θ(Π) time to compute the two
diagrams on Line 1 and Line 3. The call to Algorithm 7 takes O(n0 log n0 + d) time. All other operations
in Algorithm 9 take linear or constant time. Thus, the total runtime is Θ(n0 log n0 + d + Π) and only two
APDs are generated on Line 1 and Line 3, as required.
Beginning with no knowledge of the underlying simplicial complex, Algorithm 10 reconstructs all vertices
of K by calling Algorithm 9 for each of the d dimensions, revealing the location of all vertices coordinate by
coordinate.
Algorithm 10 FindVertices()
Input: none (but makes calls to global Oracle)
Output: V = K0
1: D0(ed)← Oracle0(ed)
2: V ← list of n0 d-dimensional points, with all coordinates set to null
3: V (d) ← birth times in D0(ed)
4: for each i in dimensions 1 to d− 1 do
5: V (i) ← FindCoordinates(i, V (d),D0(ed)) . Algorithm 9
6: return V
We recall theorem 14 and prove its correctness here:
Theorem 14 (Reconstructing Zero-Simplices). Let K ⊂ Rd be a simplicial complex. Then, Algorithm 10
reconstructs the vertex locations of all v ∈ K0 using Θ(d) diagrams in Θ(dn0 log n0 + dΠ) time.
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Proof. To prove the correctness of Algorithm 10, we define a loop invariant. We show that at the start of
iteration i of the main loop of the algorithm (Lines 4–5), we know the coordinates v(1), v(2), . . . , v(i−1) and
v(d) for all v ∈ K0.
In the base case (iteration i = 1), we know only the dth coordinate of each vertex, and the invariant is
satisfied. Then, for 1 < k ≤ d − 1, assume that we know all coordinates for all v ∈ K0 up to coordinate
k − 1 in iteration k − 1. Then, we show that the invariant holds true for k as well. By Lemma 29, the call
to Algorithm 9 on Line 5 returns V (k). Furthermore, by the inductive assumption, we know all coordinates
for each vertex up to coordinate k− 1. Thus, after the kth iteration, we know all coordinates for each vertex
up to the kth coordinate, as required. The loop terminates after (d− 1) iterations. Since the loop invariant
holds in the base case and in the inductive step, and the loop terminates, we know all vertex coordinates.
Recall that our description of the vertex reconstruction algorithm relied on the assumption that every
vertex had a unique height with respect to direction ed. If this were not the case, then we could instead use
the direction bd = Tilt(D0(e1),D0(e2)), which is guarenteed by Lemma 6 to have the property that every
vertex has a unique height with respect to bd. Using Grahm-Schmidt orthogonalization on this initial bd, we
can create an orthogonal basis {b1, b2, . . . bd} and run Algorithm 10 using bi rather than ei throughout, and
argument for correctness above remains the same. This will give us vertex locations in this new basis, and
a change of basis gives us all vertex locations in the standard basis.
We first analyze runtime and number of diagrams used in the case that all vertices have the same
height with respect to directon ed, that is, no adaptations are necessary. We generate one diagram in Line 1.
By Lemma 29, each call to Algorithm 9 generates two diagrams. Algorithm 9 is called d−1 times, generating
a total of 1+2(d−1) = 2d−1 diagrams. Thus, the total number of diagrams generated is Θ(d). Algorithm 9
takes time Θ(n0 log n0 + d + Π) by Lemma 29 and is called d − 1 times. Therefore, the total runtime of
Algorithm 10 is Θ(dn0 log n0 + dΠ).
Next, we show that the adaptation described in the case that vertices do not have unique heights in the
e2 direction does not impact asymptotic runtime or diagrams used. If such an adjustment were necessary,
we would use two additional digrams to compute the initial direction bd, increasing the diagram count to
2d+ 1, which is still Θ(d). Note that since bd lies in the (e1, e2) plane, the orthogonal basis {b1, b2, . . . , bd} is
equivalently written {e3, e4, . . . ed−2, bd−1, bd} so a change of basis operation only takes time Θ(22n0). Thus,
the asymptotic runtime of the vertex reconstruction algorithm remains the same.
D Subroutines and Proofs for Edge Reconstruction
In the following appendix, we provide details of algorithms, lemmas, and theorems that were ommitted from
Section 4.2.
D.1 Details of Algorithm 11 (SplitInterval)
Algorithm 11 splits a given edge interval object eI into two edge intervals, each covering half as many vertices
of K (here, recall that eI.verts are the set of “consecutive” vertices such that eI.count of them are adjacent
to eI.v). We split the set eI.verts in half by by choosing a direction s in the (e1, e2)-plane such that half
of the vertices in eI.verts are above v and half are below in direction s; specifically, in Line 2, we choose
s = e
1
2 i(2α−pi−θ) =
(
cos (α− 1
2
pi − 1
2
θ), sin (α− 1
2
pi − 1
2
θ), 0, 0, . . . , 0
)
, (9)
where α ∈ [0, pi] is the angle between e1 and the vector from eI.v to the middle vertex in eI.verts when
projected into the (e1, e2)-plane. (In the case that eI.verts has an even number of vertices, we have two
candidates for the middle vertex. Choose the one with the lower index). Finally, the two new edge interval
objects are created by splitting the set of vertices in eI.verts in half. See Figure 4 for a demonstration of
two calls to the algorithm.
We next prove the correctness and runtime of Algorithm 11 in the following lemma, originally stated in
Section 4.2.
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Algorithm 11 SplitInterval(eI, E, θ)
Input: eI, an edge interval; E, an array of vertices adjacent to eI.v but not in eI.verts sorted cw
about p(eI.v); θ, the smallest angle between any lines defined by eI.verts; and K0 \ {eI.v}
Output: eI` and eIr, edge intervals satisfying the properties in Lemma 15
1: Set α to be the angle between e1 and the vector from pv2 to the projected middle vertex in eI.verts
2: s← e 12 i(2α−pi−θ)
3: |E`| ← number of vertices in E that are below eI.v in direction s
4: |Er| ← number of vertices in E that are above eI.v in direction s
5: Create edge interval eI` centered at v with count = ComputeIndegree(v, s, 1)−|E`| and verts the first
half of the vertices in eI.verts.
6: Create edge interval eIr centered at v with count = ComputeIndegree(v,−s, 1) − |Er| and verts the
second half of the vertices in eI.verts.
7: return (eI`, eIr)
Lemma 15 (Interval Splitting). Let K ⊂ Rd be a simplicial complex, v ∈ K0 a vertex, and eI an edge
interval. Then, Algorithm 11 uses two diagrams and Θ(n20+Π) time to split eI into two new edge intervals eI`
and eIr with the properties:
(i) The vertex sets eIr.verts and eI`.verts partition eI.verts into the two sets of vertices, above and
below eI.v in direction s defined on Line 2.
(ii) The new edge interval objects each contain at most half of the vertices of the original edge object.
(iii) The new edge objects contain the correct edge counts; that is, eI`.count = |{v′ ∈ eI`.verts s.t. (v, v′) ∈
K1}| and eIr.count = |{v′ ∈ eIr.verts s.t. (v, v′) ∈ K1}|.
Proof. We first show Parts (i) and (ii) Let i = b 12 |eI.verts|c, and recall that eI.verts = {v1, v2, . . . , vk}
orders the vertices in decreasing angle with e1. Then, as described above, s = e
1
2 i(2α−pi−θ), where α ∈ [0, pi]
is the angle the vector from eI.v to the vi makes with e1. Let s
′ = e
1
2 i(2α−pi); by construction, eI.v and w
are at the same height in direction s′ and the first half of eI.verts excluding vi (namely, v1, v2, . . . , vi−1)
is below eI.v in direction s′, and the second half of eI.verts (namely, vi+1, vi+2, . . . , vk) are above eI.v in
direction s. Since θ is the smallest angle between any two lines defined by eI.v and vertices in K0 \ {eI.v},
we know that “tilting” s′ by 12θ (in particular, direction s) results in a direction such that no other vertex is
at the same height as eI.v. Moreover, a vertex vj ∈ K0 \ {eI.v, vi} is below (above) s if and only if it was
below (above) s′. Thus, v1, v2, . . . , vi are below eI.v in direction s and vi+1, vi+2, . . . , vk are above eI.v in
direction s. Thus, Parts (i) and (ii) hold.
We now prove Part (iii) for eI` and note that the proof of eIr follows the same argument. By Theorem 10,
the value returned from ComputeIndegree(v, s, 1) counts all edges incident to v and below v ·s in direction s.
This is exactly equal to the total number of edges in eI` and edges (v, v
′) ∈ Ev for which v′ · s < v · s.
Thus, eI`.count is the k-indegree of v from direction s minus the number of elements in E` as in Line 3 and
Part (iii) is satisfied.
For the runtime, we look at the time and diagram complexity of each line. The computation of s in
Lines 1 and 2 requires: finding the middle vertex of eI.verts; projecting eI.v and the middle vertex; then
computing the coordinantes using sin and cos as specified in (9). Each of these operations is constant
time, since eI.verts is a sorted array and we are working in the (e1, e2)-plane. Since E is sorted and
since s has only two non-zero coordinates, we can find |E`| and |Er| in Θ(log |E|) time (Lines 3 and 4). By
Theorem 11(i), the two calls to ComputeIndegree(v, ·, 1) in Lines 5 and 6 each use one diagram and run
in Θ(n20 + Π) time. These two lines also split eI.verts into two sets, which can be done in Θ(d|eI.verts|)
time by walking through eI.verts and storing each one explicitly, or can be done in Θ(log |eI.verts|) if we
store pointers to the beginning / end of the sub-array corresponding to the verts variable of the new edge
interval objects. Again, computing the heights is only a constant time operation (as opposed to Θ(d)), since
we are working in the (e1, e2)-plane. Since |E| + |eI.verts| = n0, one of the two summands must be at
least 12n0, which means that log |E|+ log |eI.verts| = Θ(log n0). Thus, the overall runtime of Algorithm 11
is Θ(1 + log |E| + n20 + Π + log |eI.verts|) = Θ(log n0 + n20 + Π) = Θ(n20 + Π), and the algorithm uses two
diagrams.
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D.2 Proof of Lemma 16
We recall Lemma 16, which shows the correctness and runtime of Algorithm 5 for finding all edges above a
vertex:
Lemma 16 (Finding Edges Above a Vertex). Let v ∈ K0 and Ev be a list of edges (v, v′) ∈ K1 below v,
sorted cw around p(v). Then, Algorithm 5 finds the set of edges above v using Θ(deg(v) log n0) augmented
persistence diagrams in Θ((deg(v) log n0)(n
2
0 + Π)) time.
Proof. Throughout Algorithm 5 we maintain a stack eIStack of edge interval objects, which hold vertices
and counts of edges. We think of the vertices as potential edges – vertices that may or may not participate
in an edge with v. Let Ep be the concatenation of all vertex lists of edge intervals in eIStack in order.
Let Vv be a list of the vertices K0 \ v sorted radially cw around p(v), beginning with the vertex with
smallest angle below the horizontal in the bottom-left quadrant. By Assumption 1(ii), this ordering is well
defined. We denote the index of a vertex v′ in Ep or Vv as Ep.index(v′) or Vv.index(v′), respectively. Having
defined Ep and Vv, we now give a loop invariant to prove the correctness of Algorithm 5. At the beginning
of each iteration of the loop on Line 2,
1. All v′ ∈ K0 adjacent to v with Vv.index(v′) < Vv.index(Ep[0]) are in Ev (all edges to the left of the
stack are known).
2. If v1, v2 ∈ Ep and Ep.index(v1) < Ep.index(v2), then Vv.index(v1) < Vv.index(v2) (the edge interval
stack is cw-ordered).
3. If (v, v′) ∈ K1, then v′ is exclusively in Ev or Ep.
Initially, the stack contains only one edge interval object containing all vertices above v (Line 1) and Ev
contains all adjacent vertices below v (as input). Both are ordered cw. Thus, invariant Parts (1)–(3) are
satisfied. In the case that there are no vertices above v, eIStack is empty and the invariant is still trivially
satisfied.
Assume the invariant holds entering the ith iteration of the loop on Line 2. We now show that it holds
entering the (i+ 1)st iteration.
To begin the ith iteration, we pop an edge interval off of eIStack into the variable eI on Line 3. We
consider three cases: the case where eI contains no edges (Line 4), the case where eI contains exactly one
edge and exactly one vertex (Line 6), and the case where eI contains at least one edge and more than two
vertices (Lines 9–11).
In the first case, eI contains no edges. We have removed eI from eIStack and we do not add anything
back on to eIStack, so Ep loses the vertices from eI.verts but Ev does not change. Because Parts (1)–(3)
held at the beginning of the loop and we add nothing to Ev and we only remove an edge interval from
eIStack, they still hold.
In the second case, eI contains exactly one edge and exactly one vertex, meaning that (eI.verts[0], v) ∈
K1. We add eI.verts[0] to Ev in Line 7, but because eI is no longer on the stack the edge (eI.verts[0], v)
is not in Ep, and thus Part (3) is maintained. We do not add any edge intervals back onto eI, so Part (2)
is maintained as well. Finally, because Part (2) was true at the start of the iteration, eI.verts was the
left-most vertex in Ep. By Part (1), all edges to the left of the stack were known; adding (eI.verts[0], v) to
Ev means that all edges left of the stack are still known, and thus Part (1) is also maintained.
In the third case, eI contains at least two vertices and at least one edge. We first split eI into two new
edge intervals eI` (left) and eIr (right) on Line 9 using Algorithm 11, and then push the right and then left
back onto the stack on Lines 10–11. By Lemma 15, vertices in eI` and eIr are in sorted order, with vertices
in eI` coming before eIr; thus, Ep is unchanged and Part (2) holds. Additionally, the vertices and potential
edges in the stack are unchanged, as is Ev, and so Parts (1) and (3) hold as well.
Next, we show that when the loop ends, we return the correct answer. The loop terminates when eIStack
is empty, which implies that Ep is also empty. Then, Part (3) of the loop invariant implies that all vertices
adjacent to v are in Ev. We then return only those vertices from Ev that are above v on on Line 12, as
required.
Finally, we analyze the time complexity of the algorithm and the number of diagrams it requires. The
stack eIStack never is larger than 2 deg(v) since it can only ever store one edge interval eI with eI.count = 0
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for every edge interval with positive edge count. Over the course of the algorithm, we decompose the initial
edge interval with edge count O(n0) into deg(v) edge intervals with exactly one vertex and one edge each.
By Part (ii) of Lemma 15, each of these edge-identifying intervals makes Θ(log n0) calls to Algorithm 11. For
any edge interval with an edge count of zero, we do nothing. Thus, the total number of calls to Algorithm 11
is Θ(deg(v) log n0), and the algorithm terminates. All operations in the loop take constant time except the
calls to Algorithm 11, which runs in Θ(n20 + Π) time, so the total complexity is Θ((deg(v) log n0)(n
2
0 + Π)).
Furthermore, each call to Algorithm 11 requires two persistence diagrams, so the total number of persistence
diagrams generated is Θ(deg(v) log n0).
D.3 Proof of Theorem 17
We recall Theorem 17, which proves the correctness of Algorithm 4. This is our main algorithm for edge
reconstruction and, given the input of all vertex locations, it returns the set of all edges by sweeping through
the vertices in the e2 direction (breaking ties with respect to increasing e1 dimension) and finding all edges
adjacent to the vertex being processed. Note that in the case that two vertices share the same height with
respect to the e2 direction, we are able to test for an edge between them using D0(e2).
Theorem 17 (Edge Reconstruction). Let K ⊂ Rd be a simplicial complex. Given the locations of K0,
Algorithm 4 reconstructs K1 using Θ(n1 log n0) augmented persistence diagrams in O(n1 log n0(n
2
0+Π)) time.
Proof. We first prove the theorem using the assumption that all vertices have a unique height with respect
to the e2 direction. In order to process vertices in order in the e2 direction, we first sort them in Line 2.
For 0 ≤ j < n0, let vj be the jth vertex in this ordering. At each iteration, we find a minimum angle
between lines through vj and v ∈ K \ {vj}, and by Assumption 1(ii), no three vertices are colinear in the
(e1, e2)-plane.
We now prove that the Algorithm 4 finds all edges in K. Our loop invariant is that, when we process
vertex vj , we know all edges with maximum vertex height equal or less than the height of vj . When we
process the first vertex, v0, the invariant is true, because there are no vertices below v0.
Now, we assume that the invariant is true for iteration j, and show that it must be true for iteration
j + 1. By assumption, all edges (v, vj) with v at or below vj are known, and so by Lemma 16, Algorithm 5
finds all edges (v′, vj) where v′ is strictly above vj , and we add them to the edge set K1. Note that, by
assumption, all edges (v, vi) for 0 ≤ i ≤ j are also already known. But then all edges (vi, vj+1) with vi below
vj+1 must be known, and the variant is maintained.
The algorithm terminates because K0 is finite and Algorithm 5 terminates during each iteration by
Lemma 16. Because the invariant holds at each iteration, all edges below (or at the same height as) all
vertices have been found. Since all edges must be below or at the same height as some vertex, all edges are
found.
If we were instead to sweep using the direction returned by Tilt(D0(e1),D0(e2)), all arguments above
for the loop invariant and termination of the algorithm remain the same.
Next, we analyze the running time of Algorithm 4, again, first for the case that we sweep in the e2
direction. In Line 2, we sort the vertices in Θ(n0 log n0) time. In Line 3, for each v ∈ K0, we radially order
the vertices of K0 \ {v} around v, and in Line 4, we get the minimum angle between vectors between v
and all other vertices in K0. We can find these for all vertices in Θ(n
2
0) time before entering the loop in a
preprocessing step as in [2], Lines 2, 4, and 5, with a proof in Theorem 14 that uses Lemmas 1 and 2 of [19]. In
Lines 2–6, we call Algorithm 5 once for each vertex. The call for each v ∈ K0 takes O((deg(v) log n0)(n20+Π))
time and summing over all vertices takes O(n0 maxv∈K0(deg(v) log n0)(n
2
0+Π)). However, since no potential
edge is checked at two different vertices, we can amortize the cost to O(n1 log n0(n
2
0 + Π)) time.
If we instead sweep in the direction returned by Tilt(D0(e1),D0(e2)), there is no affect on the asymptotic
runtime, since the steps of the algorithm are identical.
Finally, we analyze the number of diagrams used by Algorithm 4. Suppose we sweep in the e2 direction.
Similar to the time analysis, each v ∈ K0 in Lines 2–6 of Algorithm 5 uses O(Θ(deg(v) log n0)) diagrams,
and summing over all vertices and noting that n1 ≥ n0 generates O(Θ(n1 log n0)) diagrams. If we were to
sweep in the direction returned by Tilt(D0(e1),D0(e2)), there is one additional diagram generated, which
does not effect the asymptotic analysis.
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E Simplicial Reconstruction
In the following appendix, we provide details that were omitted from Section 4.3 as well as give a straightfor-
ward extension of our main results in the case that the underlying simplicial complex contains codimension
zero simplices.
E.1 Proof of Theorem 18
We recall Theorem 18, which proves the correctness of Algorithm 6. This is the overall algorithm for our
main result, and it makes calls to previous algorithms to reconstruct all simplices of K in order of dimension.
First, the vertices are reconstructed. Then, with the input of vertex locations, we reconstruct all edges.
Finally, we continue by dimension and use k − 1 simplices to reconstruct all k-simplices, until all of K has
been reconstructed.
Theorem 18 (Simplicial Complex Reconstruction). Let K be a simplicial complex in Rd with dimension
κ < d, n be the number of simplices, and n0 be the number of vertices. If K meets Assumption 1 (General
Position), then Algorithm 6 reconstructs K in O(2κnn0(nn0 + n0d
5 + n0 log n0 + 2
κ + Π) + dΠ) time using
O(nn02
κ + d) APDs.
Proof. Algorithm 6 begins by finding all vertices by making a call to Algorithm 10, whose correctness is
shown in Theorem 14. Algorithm 6 then iterates through each (k−1)-simplex σ and checks whether σ forms
a k-simplex with each v (for 1 < k < d). By Theorem 13, Algorithm 3 (IsSimplex(σ, v)) determines if the
simplex defined by σ and v is present in K. Since we pass every potential k-simplex to IsSimplex(σ, v), the
algorithm finds all k-simplices.
Next, we analyze the runtime. We begin by analyzing the nested loops that identify higher dimensional
simplices. The first loop on Lines 3–7 performs at most κ iterations. The second loop on Lines 4–7 performs
at most ni−1 iterations. The third loop on Lines 5–7 performs at most n0 iterations. Inside the inner loop,
Line 6 calls IsSimplex(σ, v), which for dimension k, takes O(2k(n0(nk−1 + d5 + log n0) + 2k−1 + Π)) time
by Theorem 13. Thus, after rewriting, the time is proportional to
κ∑
k=2
nk−1n02k(n0nk−1︸ ︷︷ ︸
(10)
+n0d
5︸︷︷︸
(11)
+n0 log n0︸ ︷︷ ︸
(12)
+ 2k−1︸︷︷︸
(13)
+ Π︸︷︷︸
(14)
)
We can bound the running time of the loops by expanding the polynomial and bounding each monomial:
κ∑
k=2
nk−1n02k(n0nk−1) = n20
κ∑
k=2
n2k−12
k ≤ n202κ
κ∑
k=2
n2k−1 ≤ n202κn2 (10)
κ∑
k=2
nk−1n02k(n0d5) = n20d
5
κ∑
k=2
nk−12k ≤ n20d52κ
κ∑
k=2
nk−1 ≤ n20d52κn (11)
κ∑
k=2
nk−1n02k(n0 log n0) = n20 log n0
κ∑
k=2
nk−12k ≤ n20 log n02κ
κ∑
k=2
nk−1 ≤ n20 log n02κn (12)
κ∑
k=2
nk−1n02k(2k−1) = n0
κ∑
k=2
nk−122k−1 ≤ n022κ
κ∑
k=2
nk−1 ≤ n02κ2κn (13)
κ∑
k=2
nk−1n02k(Π) = n0Π
κ∑
k=2
nk−12k ≤ n0Π2κ
κ∑
k=2
nk−1 ≤ n0Π2κn. (14)
Rewriting and simplifying, we get
κ∑
k=2
nk−1n02k(n0nk−1 + n0d5 + n0 log n0 + 2k−1 + Π) ≤ 2κnn0(nn0 + n0d5 + n0 log n0 + 2κ + Π)
Next, we consider Line 1, in which we find the vertices in Θ(dn0 log n0 +dΠ) time. Monomials dn0 log n0
and d2n0 are dominated the bound in (11); dΠ, however, is not dominated. In Line 2, we find the edges
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in O(n1 log n0(n
2
0 + Π)). Expanding, we get n1d log
2 n0 is dominated by the bound in (11), n
2
0n1 log n0 is
dominated by the bound in (12), and Πn1 log n0 is dominated by the bound in (14). And therefore, the
algorithm takes O(2κnn0(nn0 + n0d
5 + n0 log n0 + 2
κ + Π) + dΠ) time.
Next, we count the number of diagrams. Again, we begin by analyzing the nested loops that identify
higher dimensional simplices. Recall that by Theorem 13, for dimension k, IsSimplex(σ, v) uses 2k+1 − 2
diagrams. Similar to the analysis above,
κ∑
k=2
nk−1n0(2k+1 − 2) = n0
κ∑
k=2
nk−1(2k+1 − 2) ≤ n0
κ∑
k=2
nk−12k+1 ≤ 2n02κ
κ∑
k=2
nk−1 ≤ 2nn02κ (15)
We find the vertices and edges using Θ(d) and O(Θ(n1 log n0)) diagrams, respectively. The number of
diagrams from finding edges is dominated by (15). Thus, the algorithm uses O(nn02
κ + d) diagrams.
E.2 Codimension Zero Simplicial Reconstruction
Recall that our main result is stated for K ∈ Rd where κ, the dimension of K, is strictly less than the
dimension of the embedding space, d. Here, we provide a straightforward adaptation to our results that
integrates a parabolic lift that allows us to reconstruct simplicial complexes with κ = d.
To reconstruct K, we follow the same reconstruction for dimensions zero through κ− 1, which is permis-
sible since κ− 1 < d. Then, we test for κ simplices using the lifted oracle, which we will define next.
First, we define the lifting map L that takes a simplicial complex in Rd to a simplicial complex in Rd+1
by mapping vertex v = (v(1), v(2), . . . , v(d)) ∈ K to (v(1), v(2), . . . , v(d), v · v); all higher-dimensional simplices
follow. Then, we define the lifted oracle Oracle↑(s, i) that takes direction s ∈ Rd+1 and dimension i ∈ Z
and returns the dimension-i APD of L (K). We define IsLiftedSimplex similar to IsSimplex, however,
we replace all calls to Oracle with Oracle↑. It follows from Theorem 13 that
Corollary 30 (Lifted Simplex Predicate). Let K ⊂ Rd be a simplicial complex σ ∈ Kd−1, and v ∈
K0 \ verts(σ). Then, IsLiftedSimplex(σ, v) returns True iff verts(σ) ∪ {v} defines a d-simplex in K in
time O(2d(n0(nd−1 + d5 + log n0) + 2d−1 + Π)) with O(2d+1) diagrams.
The following algorithm is nearly identical to Algorithm 6, but contains the described modification.
Specifically, to identify d-simplices, it makes calls to IsLiftedSimplex rather than IsSimplex.
Algorithm 12 CodimZeroReconstruct()
Input: none (but makes calls to global Oracle and Oracle↑)
Output: the reconstructed simplicial complex
1: K0 ← FindVertices()
2: K1 ← FindEdges(K0)
3: for i ∈ {2, 3, . . . , d− 1} do
4: for σ ∈ Ki−1 do
5: for v ∈ K0 \ verts(σ) do
6: if IsSimplex(σ, v) then
7: Add σ ∪ {v} to Ki
8: for σ ∈ Kd−1 do
9: for v ∈ K0 \ verts(σ) do
10: if IsLiftedSimplex(σ, v) then
11: Add σ ∪ {v} to Kd
12: return K0 ∪K1 ∪ · · · ∪Kd
The modification results in the following lemma.
Lemma 31 (Codimension Zero Simplicial Reconstruction). Let K be a simplicial complex in Rd. Let n0 be
the number of vertices and n be the number of simplices. If K meets Assumption 1 (General Position), then
Algorithm 12 reconstructs K in O(2dnn0(nn0 + n0d
5 + n0 log n0 + 2
d + Π)) time using O(nn02
d) APDs.
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Proof. This proof closely follows the proof of Theorem 18, since Algorithm 12 is a slight modification of
Algorithm 6. Indeed, we can account for the extra work in Lines 9–11, by rewriting each summation in
Equations 10–14 with an upper bound of d, which results in a running time of O(2dnn0(nn0 + n0d
5 +
n0 log n0+2
d+Π)). Similarly, we can account for the extra diagrams by rewriting (15) with an upper bound
of d, which results in O(nn02
d) APDs.
Note that Algorithm 12 could be used in the case that κ < d. The result would be that in iterations
after κ, the set of lower dimensional simplices would be empty and so the algorithm would not evaluate the
inner loops or check for simplices.
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