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Résumé
Cette thèse concerne principalement la résolution des problèmes d’inversion dyna-
mique dans le cadre des systèmes dynamiques non linéaires. Ainsi, un ensemble de tech-
niques basées sur l’utilisation des trains de mesures passées et sauvegardées sur une fe-
nêtre glissante, a été développé. En premier lieu, les mesures sont utilisées pour générer
une famille de signatures graphiques, qui constituent un outil de classification permettant
de discriminer les diverses valeurs des variables à estimer pour un système non linéaire
donné. Cette première technique a été appliquée à la résolution de deux problèmes : le
problème d’électolocation d’un robot doté du sens électrique et le problème d’estimation
d’état dans les systèmes à dynamiques non linéaires. Outre ces deux applications, des
techniques d’inversion à horizon glissant spécifiques au problème de diagnostic des dé-
fauts d’éoliennes dans le cadre d’un benchmark international ont été développées. Ces
techniques sont basées sur la minimisation de critères quadratiques basés sur des modèles
de connaissance.
Mots Clefs : Horizon glissant, problèmes inverses, observateurs non linéaires, életrolo-
cation, poissons électriques, estimation d’état, diagnostic des défauts, éoliennes.
Abstract
This thesis mainly concerns the resolution of dynamic inverse problems involving
nonlinear dynamical systems. A set of techniques based on the use of trains of past
measurements saved on a sliding window was developed. First, the measurements are
used to generate a family of graphical signatures, which is a classification tool, in order
to discriminate between different values of variables to be estimated for a given non-
linear system. This technique was applied to solve two problems : the electrolocation
problem of a robot with electrical sense and the problem of state estimation in nonlinear
dynamical systems. Besides these two applications, receding horizon inversion techniques
dedicated to the fault diagnosis problem of a wind turbine proposed as an international
benchmark were developed. These techniques are based on the minimization of quadratic
criteria based on knowledge-based models.
Keywords : Moving Horizon, inverse problems, non linear observers, electrolocation,
electric fish, state estimation, fault diagnosis, wind turbines.
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Introduction
Différents types de problèmes inverses se présentent dans le cas des systèmes à
dynamiques non linéaires. Ces problèmes impliquent différents paradigmes tels que :
l’asservissement, la détection des défauts, le diagnostic, la surveillance, etc.
L’objectif de cette thèse est de proposer des techniques basées sur l’utilisation
des trains de mesures passées et sauvegardées sur un horizon temporel glissant, afin de
prendre certaines décisions qui dépendent d’un problème donné. Dans ce manuscrit,
trois types de problèmes sont abordés :
- Le premier est un problème d’estimation d’états et des paramètres d’un système
donné à dynamique non linéaire. Dans ce cas, le passé est examiné dans l’objectif
de déterminer les variables non mesurées ; plus précisément déterminer les variables
au début d’un horizon temporel considéré. Cela rejoint le principe d’estimation à
Horizon glissant (MHO : Moving Horizon Observers).
- Le deuxième problème consiste à déterminer la configuration décrivant l’envi-
ronnement d’un robot anguilliforme navigant en se basant sur le sens électrique.
Cela est fait en utilisant les mesures passées constituées des mesures des courants
électriques perçus par l’épiderme du robot. Il s’agit du principe de navigation par
sens électrique utilisé par quelques espèces des poissons électriques se déplaçant
dans les forêts équatoriales.
- Le troisième problème est le diagnostic des défauts d’une éolienne. Il s’agit du
problème de diagnostic d’une éolienne proposé dans le cadre d’un benchmark in-
ternational. Les modèles des différentes parties du système ainsi que les mesures
disponibles sont utilisés. Pour ce faire, des techniques d’inversion à horizon glissant
spécifiques ont été développées.
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0.1 Organisation du manuscrit
La thèse est organisée de la façon suivante :
• Le chapitre 1 présente une étude de l’état de l’art sur les techniques d’observation
des systèmes dynamiques linéaires et non linéaires. Parmi ces derniers, l’accent
est mis sur les observateurs à horizon glissant qui seront étudiés dans la suite de
ce manuscrit.
• Le chapitre 2 définit les signatures graphiques qui constitue un outil de classification
permettant de discriminer certaines variables à estimer pour un système non
linéaire donné. Cet outil a été utilisé dans la résolution de deux problèmes :
le problème d’électolocation d’un robot doté du sens électrique (chapitre 4) et
le problème d’estimation d’état dans les systèmes à dynamiques non linéaires
(chapitre 5). L’idée de base des signatures graphiques peut être résumée comme
suit :
– Le point de départ de la méthode des "signatures graphiques" est le fait que
l’œil humain par l’activité fondamentale du cerveau est capable d’accomplir des
tâches de classification assez complexes. Pourtant, cette capacité doit s’exercer
sur certaines images.
L’objectif de cette méthode est de proposer des graphiques 2D, appelés
signatures, obtenues à partir des mesures d’un système donné. Plus précisément,
il s’agit de la définition d’une application d’un espace de grande dimension dans
le plan bi-dimensionnel R2. L’espace de départ est celui des vecteurs des mesures
passées sur une fenêtre temporelle donnée. En appliquant cette application aux
mesures passées sur un horizon glissant une courbe 2D, appelée "signature", est
obtenue.
Cette courbe peut être un outil efficace dans la résolution des différents
problèmes inverses des systèmes dynamiques. Initialement, cette technique a
été appliquée avec succès dans le cadre de diagnostic de défauts, pour plus de
détails voir [Youssef, 2005].
• Le chapitre 3 présente la première application de la signature graphique comme outil
permettant de résoudre le problème inverse d’électrolocation. Celle-ci consiste
à déterminer la position d’un robot sous forme d’anguille électrique à partir
de la connaissance des mesures de courants électriques perçus par ses capteurs
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épidermiques. Ce travail s’inscrit dans le cadre du projet national ANR-RAAMO
(Robot Anguille Autonome en Milieux Opaques) dont le but est de construire
un robot anguille autonome capable de l’électrolocation. Il s’agit du principe
utilisé par certaines espèces de poissons des forêts équatoriales, dits électriques,
pour se déplacer dans les eaux troubles sans aucun repère visuel. Les champs
électriques émis par ce poisson sont perturbés par la forme et le contenu de son
environnement. Reçus de nouveau par les capteurs épidermiques du poisson, ces
champs permettent au poisson de découvrir son environnement. Dans ce travail,
une famille de signatures graphiques est construite afin de déterminer la position
d’un robot prototype dans un environnement 2D. Le schéma développé a été
validé par application sur des données réelles obtenues à partir d’un banc de test
développé par les partenaires du projet RAAMO. Ce chapitre s’est concrétisé par
la rédaction d’un article pour la conférence IEEE-ROBIO 2010 (voir [Alamir,
Omar & et al., 2010]).
• Le chapitre 4 présente des exemples d’illustration montrant l’utilisation de la
signature graphique intervenant dans la reconstruction des états et des paramètres
d’un système non linéaire donné. En effet, la deuxième application traitée dans ce
manuscrit et basée sur la technique des signatures graphiques, consiste à construire
soit un observateur d’état complet non linéaire soit un observateur d’état réduit.
L’objectif étant de reconstruire l’état (et/ou les paramètres) d’un système donné
à dynamiques non linéaires.
Il s’agit du principe de l’estimation à horizon glissant. Dans ce cas, la façon
d’utiliser certaines mesures pour estimer les états/paramètres d’un système
non linéaire donné passe par la technique MHO (Moving Horizon Observers).
Étant donné que ce problème est en général non convexe et présente différentes
contraintes en termes de complexité et de charges de calcul, la contribution
principale de cette thèse est d’utiliser les signatures graphiques comme outil
permettant de déterminer au moins partiellement les états d’un système non
linéaire donné.
Si l’utilisation de la technique de signatures graphiques permet de reconstruire
complètement l’état, alors il s’agit de la construction d’un nouvel observateur
d’état qui est complet (ceci sera développé plus en détails dans la suite de ce
manuscrit). Sinon, la signature servira comme outil réduisant la complexité
invoquée lors de l’utilisation des MHO. Quatre exemples d’illustration sont donnés
dans ce chapitre pour clarifier l’approche proposée et valider son efficacité.
Le travail développé dans ce chapitre a fait l’objet de deux publications :
un article pour la conférence IEEE ECC-CDC 2011 (voir [Omar & Alamir, 2011])
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et un chapitre de livre Hermès publié dans le Journal Européen des Systèmes
Automatisés (JESA) (voir [Omar & Alamir, 2012]).
• Le chapitre 5 présente une étude de l’état de l’art sur les techniques de diagnostic
de défauts des systèmes industriels. Ces techniques se divisent essentiellement en
deux catégories : les méthodes internes et les méthodes externes. La première
catégorie repose sur l’existence d’un modèle mathématique du procédé alors que
la deuxième catégorie est plus intéressante lorsqu’aucun modèle n’est disponible
pour décrire le comportement du système. Dans ce cas, le diagnostic repose sur
les observations passées et présentes du système.
• Le chapitre 6 donne une brève présentation des turbines éoliennes et de l’énergie
éolienne.
• Le chapitre 7 présente la troisième application de cette thèse qui consiste en
la détection des défauts d’un benchmark d’éoliennes. En effet, la technique de
signatures graphiques a été précédemment utilisée pour le diagnostic des défauts
(voir [Youssef & Alamir, 2003; Youssef & Alamir, 2005; Omar & Alamir, 2011]).
D’où, le choix de diagnostic de défauts d’un benchmark d’éolienne considéré dans
ce chapitre.
Au départ, l’idée était d’utiliser la technique des signatures graphiques précédente.
Cependant, en examinant les modèles disponibles pour les différentes parties du
système, et sachant que la signature graphique n’est pas un but en soi même,
une autre technique d’inversion à horizon glissant a été développée. Cette mé-
thode utilise les trains des mesures passées sur une fenêtre temporelle donnée afin :
- soit de construire des résidus analytiques discriminants.
- soit, dans certains cas, d’estimer les paramètres nécessaires pour la détection.
Notons que si les signatures graphiques ont été utilisées, les résidus calculés
auraient dû être les mesures considérés pour la construction de ces signatures
graphiques. Il est ainsi bien montré dans ce chapitre que ces résidus sont auto-
suffisants.
Une publication traitant les résultats de ce chapitre est en cours de rédac-
tion.
• Ce manuscrit se termine par une conclusion générale résumant les points abordés dans
cette thèse et donnant des idées pour des futures investigations.
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Chapitre 1
État de l’art sur les observateurs
non linéaires
Ce chapitre a pour objectif de donner une brève revue bibliographique sur les ob-
servateurs non linéaires des systèmes dynamiques. A ce titre, après une introduction et
un rappel sur quelques définitions et notions de base, les différents types d’observateurs
sont présentés.
1.1 Introduction
Dans la pratique, les variables d’état d’un système donné sont rarement disponibles
pour la mesure directe. Dans la plupart des cas, il existe un vrai besoin pour estimer
avec fiabilité les variables non mesurées. Le problème d’estimation des états et des
paramètres d’un système dynamique est fondamentalement un problème inverse. Plus
précisément, étant donné un ensemble de mesures disponibles, on souhaite estimer
l’état interne et les paramètres inconnus du système. En ce qui concerne les modèles
des systèmes non linéaires, le problème d’estimation est encore un problème ouvert et
difficile à résoudre. Malgré cette difficulté, la résolution de ce problème est cruciale dans
l’ingénierie de contrôle, essentiellement puisqu’il implique de nombreux paradigmes
différents tels que la synthèse des lois de commande, le diagnostic et la surveillance
des processus, etc. Les algorithmes réalisant cette tâche sont appelés observateurs d’état.
Un observateur d’état consiste en un système dynamique auxiliaire (O) dont les
entrées sont les entrées et les sorties mesurées d’un système donné (S), et les sorties
sont supposées donner une estimation de son état, comme le montre la figure 1.1.
Afin d’entamer une procédure de conception d’observateur pour un système dy-
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Fig. 1.1 – Estimation d’état via un observateur.
namique, il est important et nécessaire de vérifier une propriété appelée l’observabilité
du système. L’objectif est de s’assurer que l’état d’un système peut être estimé à
partir des informations sur l’entrée et la sortie. Initialement formalisée par [Hermann
& Krener, 1977], cette propriété peut être définie d’une manière générale à partir de la
notion d’indistinguabilité d’une paire d’états : en effet, un système est dit observable si
toute paire d’états de ce système peut être distinguée grâce aux sorties correspondantes,
pour au moins une entrée.
Pour les systèmes linéaires, l’observabilité dépend exclusivement de la description
mathématique du système. Plus précisément, quand un système linéaire est observable,
il est observable indépendamment de l’entrée et l’observabilité se trouve complètement
caractérisée par les matrices A et C. De plus, l’observabilité dans le cas linéaire se
montre aussi suffisante pour garantir l’existence d’un observateur à convergence globale,
exponentielle et arbitrairement rapide.
Pour les systèmes non linéaires, ceci n’est plus vrai. En effet, le problème est
compliqué par le fait que l’observabilité dépend en plus de l’entrée appliquée. D’une
manière générale, les systèmes non linéaires possèdent des entrées singulières ; ce qui
les rendent non observables. Pourtant, si le système n’admet que des entrées, dites
"universelles" ou "non singulières" [Sussmann, 1979], permettant de distinguer toute
paire d’états, alors l’observabilité du système est uniforme [Gauthier & Bornard, 1981].
Compte tenu de l’abondance et la diversité des observateurs disponibles pour di-
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verses classes de systèmes, considérons, d’une manière générale, les systèmes non
linéaires modélisés par la représentation d’état explicite définie comme suit :
x˙(t) = f(x(t), u(t)) (1.1.1)
y = h(x(t))
où
X x représente l’état interne du système avec x ∈ X ⊂ Rn.
X u représente la commande avec u ∈ U ⊂ Rm.
X y représente le vecteur de sorties mesurées y ∈ Y ⊂ Rp.
De plus, il faut rappeler que les entrées, en tant que fonctions du temps sont en général
supposées choisies dans un ensemble d’entrées dites admissibles de fonctions mesurables
et bornées.
Problème d’observation
Étant donné un système décrit par les équations (1.1.1), le but d’un observateur
est précisément de fournir une estimation de la valeur courante de l’état x(t) en fonction
des grandeurs supposées connues, qui sont, ses entrées u (obtenues d’un algorithme de
commande) et ses sorties y (mesurées par des capteurs).
Définition 1.1.1. On appelle "observateur" ou "estimateur" d’état du système (1.1.1),
le système dynamique dont les entrées sont constituées des vecteurs des entrées et des
sorties du système à observer et dont le vecteur de sortie est l’état estimé. Un tel système
est, en général, représenté de la façon suivante :
z˙(t) = fˆ(z(t), u(t), y(t)) (1.1.2)
xˆ(t) = hˆ(z(t), u(t), y(t))
En plus ce système assure la propriété de convergence de l’état estimé vers l’état réel,
plus précisément :
‖xˆ(t)− x(t)‖ → 0 quand t→∞
D’habitude, la forme de l’observateur se résume à une copie de la dynamique du système,
à laquelle se rajoute un terme de correction qui dépend de l’écart entre la sortie mesurée
et la sortie estimée et d’un gain qui peut posséder sa propre dynamique :
˙ˆx(t) = f(xˆ(t), u(t)) + k(zˆ(t), y(t)− h(xˆ(t), zˆ(t)) (1.1.3)
z(t) = Z(z(t), u(t), y(t)) avec k(z(t), 0) = 0
En toute généralité, et compte tenu des représentations précédentes, un observateur
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correspond à un système dynamique d’ordre supérieur à celui du système observé (en
raison de l’équation de gain).
Pour les systèmes linéaires, une solution bien connue est l’observateur de Luen-
berger. Il s’agit d’un observateur qui est tout simplement une copie de la dynamique du
système à laquelle se rajoute un terme de correction. Ce dernier est constitué par un
gain constant multiplié par l’erreur d’estimation de la sortie.
Dans le cas des systèmes non linéaires, il n’existe pas de solution générale au
problème de synthèse d’observateur pour un système sous une forme générale (1.1.1).
En effet, la synthèse d’observateurs est plus difficile et beaucoup moins systématique.
C’est pour cette raison que la conception d’observateurs pour les systèmes non linéaires,
a suscité une quantité considérable de travaux dans la littérature, et de même, il reste
un problème où les travaux de recherche sont très intensifs.
Pour cette raison, il existe un éventail de solutions pour des systèmes sous des
formes particulières, principalement qui vérifient éventuellement des conditions particu-
lières de structure. Les formes des systèmes les plus étudiées sont les suivantes :
∗ Les systèmes affines en l’état
x˙(t) = A(u(t))x(t) +B(u(t)) (1.1.4)
y(t) = C(u(t))x(t)
∗ Les systèmes affines en la commande
x˙(t) = f(x(t)) +
m∑
i=1
g(x(t))ui(t) (1.1.5)
y(t) = h(x(t))
∗ Les systèmes bilinéaires
x˙(t) = Ax(t) +
m∑
i=1
ui(t)Dix(t) +Bu(t) (1.1.6)
y(t) = Cx(t)
∗ Les systèmes affines modulo injection entrées/sorties
x˙(t) = A(u(t))x(t) +B(u(t), y(t)) (1.1.7)
y(t) = C(x(t))
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∗ Les systèmes autonomes
x˙(t) = f(x(t)) (1.1.8)
y = h(x(t))
∗ Les systèmes linéaires perturbés
x˙(t) = Ax(t) + f(x(t), u(t)) (1.1.9)
y(t) = Cx(t)
L’objectif de ce chapitre est de donner une représentation non exhaustive des
techniques de synthèse d’observateurs pour les systèmes non linéaires. La suite est
organisée comme suit :
• Dans la première partie, quelques rappels sur les notions de base d’observabilité
des systèmes linéaires et non linéaires sont introduits.
• Dans la deuxième partie, deux observateurs conçus dans le cas des systèmes
linéaires sont présentés : l’observateur de Luenberger et le filtre de Kalman. En
effet, certaines approches de synthèse d’observateurs non linéaires sont basées sur
ces deux observateurs linéaires.
• Dans la dernière partie, les principales techniques de synthèse d’observateurs non
linéaires sont présentées.
1.2 Notions de base d’observabilité
Dans cette partie les notions de base d’observabilité des systèmes linéaires et non
linéaires sont rappelées. L’objectif est de montrer que, dans le cas linéaire, l’observabilité
dépend exclusivement de la description mathématique du système et elle se montre aussi
suffisante pour garantir l’existence d’un observateur à vitesse de convergence exponen-
tielle et arbitrairement rapide [Lunberger, 1971]. Au contraire, dans le cas des systèmes
non linéaires, l’observabilité dépend de l’entrée appliquée. C’est ainsi qu’une classification
des différents types d’entrée est donnée dans le cas des systèmes non linéaires.
1.2.1 Observabilité des systèmes linéaires
Dans cette sous-section, des résultats classiques d’observabilité, présentés dans
[Kailath, 1980] et [Wonham, 1985] sont rappelés.
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La classe des systèmes considérés est de la forme suivante :
x˙ = Ax+Bu ; x ∈ Rn, u ∈ Rm (1.2.1)
y = Cx ; y ∈ Rp
L’observabilité, dans ce cas, est caractérisée par la condition du rang et formulée comme
suit :
Théorème 1.2.1. Le système (1.2.1) est observable si et seulement si :
rang(O) = rang

C
CA
...
CAn−1
 = n (1.2.2)
⊙
avec O est la matrice d’observabilité du système.
En effet, cela signifie que le sous espace non observable défini par :
N = Ker
( n⋂
i=1
CAi−1
)
est réduit à {0}. (N est le plus grand sous espace vectoriel A-invariant contenu dans
Ker{C})
1.2.2 Observabilité des systèmes non linéaires
Dans le cas des systèmes non linéaires, le problème d’observation est compliqué par le
fait que l’observabilité dépend de l’entrée appliquée. Considérons le système non linéaire
modélisé sous la forme suivante :
x˙ = f(x, u) ; x ∈ Rn, u ∈ Rm (1.2.3)
y = h(x) ; y ∈ Rp
Soit Xu(t, x0) la solution du système à l’instant t, obtenue en appliquant l’entrée u sur
l’intervalle [0, t] à partir de l’état initial x0 défini à l’instant 0. En s’appuyant sur le
travail de [Hermann & Krener, 1977], l’observabilité est définie à partir de la notion
d’indiscernabilité ou indistinguabilité. Des références intéressantes et des détails supplé-
mentaires sur l’aspect d’observabilité non linéaire se trouvent dans [Bornard et al., 1993].
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Définition 1.2.1. [Indiscernabilité] [Bornard et al., 1993]
Un couple d’états initiaux (x0, x˜0) est dit indiscernable, si pour toute fonction d’entrée
u, les trajectoires de sorties se confondent, ce qui est équivalent à :
∀t ≥ 0 h(Xu(t, x0)) ≡ h(Xu(t, x˜0)) (1.2.4)⊙
Définition 1.2.2. [Observabilité] [Bornard et al., 1993]
Le système (1.2.3) est dit observable s’il n’admet aucune paire indistinguable.
⊙
A l’inverse des systèmes linéaires, l’observabilité des systèmes non linéaires n’est
pas garantie avec des conditions géométriques globales. C’est ainsi que la notion
d’observabilité locale faible a été introduite dans [Hermann & Krener, 1977]. Cette
notion est assurée en faisant localiser l’indiscernabilité, ce qui garantit la distinguabilité
de tout point par rapport à son voisinage. Cette caractérisation formelle de l’obser-
vabilité s’obtient à partir d’une condition de rang, analogue au cas des systèmes linéaires.
Soit U ⊂ Rn et x0 ∈ U . En notant IU(x0) l’ensemble des points indiscernables
de x0 tant que les trajectoires initialisés en ces points restent dans U , on a la définition
suivante :
Définition 1.2.3. [Observabilité locale faible] [Hermann & Krener, 1977]
Un système de la forme (1.2.3) est localement faiblement observable en x0, s’il existe un
voisinage U de x0 tel que IU(x0)
⋂
U = {x0}.
Les systèmes linéaires stationnaires de la forme (1.2.1) ont la propriété d’observabilité
caractérisée par la condition du rang (1.2.2). Considérons l’espace vectoriel O donné
par les fonctions Cx,CAx, . . . , CAn−1x et l’espace dO des différentielles (constantes)
de chacune de ces fonctions. Ainsi, l’évaluation en chaque point x de dO est justement
donnée par les colonnes de la matrice (1.2.2). Par conséquent, la propriété d’observabilité
pour les systèmes non linéaires peut être traduite en termes de condition de rang, ce qui
mène à définir l’espace d’observabilité : ⊙
Définition 1.2.4. [Espace d’observabilité] [Bornard et al., 1993]
L’espace d’observabilité d’un système de la forme (1.2.3) est défini comme le plus petit
sous espace vectoriel, noté par O(h) de fonctions à valeurs dans l’espace de sortie, conte-
nant les composantes h = (h1, . . . , hp), et invariant par rapport aux champs de vecteurs
du type fu(x) = f(x, u), u ∈ Rn sous l’action de la dérivée de Lie.
⊙
Soit dO(h)(x0) l’espace des différentielles de O(h), évaluées en x0. Le système satisfait
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la condition de rang pour l’observabilité en x0 si :
dim dO(h)(x0) = n (1.2.5)
Le système satisfait la condition de rang pour l’observabilité, s’il la satisfait pour tout x0.
Cette condition, qui caractérise dans le cas linéaire l’observabilité globale, ne caractérise
dans le cas non linéaire que l’observabilité locale faible et donc ne suffit pas pour la
synthèse d’un observateur.
Théorème 1.2.2. Si le système 1.2.3 satisfait la condition d’observabilité au sens du
rang en x0 alors il est localement faiblement observable en x0.
⊙
Remarque 1.2.1. L’observabilité n’implique pas que toute entrée admissible permette
de discerner tous les points de l’espace d’état. Ainsi les deux définitions 1.2.1 et 1.2.2
n’excluent pas le fait qu’un système observable puisse avoir des entrées aboutissant à des
états indiscernables.
 
Par conséquent, il faut rappeler, que pour les systèmes non linéaires, l’observabilité
s’avère insuffisante pour la synthèse d’un observateur. En effet, cette synthèse doit
prendre en compte le problème des entrées. C’est ainsi que l’étude des propriétés des
entrées pour un système donné est très importante. Un cas particulier de ces entrées, est
celui pour lequel il n’existe pas de paire indiscernable.
Définition 1.2.5. [Entrées universelles] [Bornard et al., 1993]
Une entrée admissible u est universelle sur [0, t] si pour tout couple d’états initiaux
distincts x0 6= x˜, il existe τ ∈ [0, t] tel que h(Xu(τ, x0)) 6= h(Xu(τ, x˜0)). Une entrée non
universelle est dite singulière. De plus une entrée universelle sur R+ est dite universelle.
⊙
Définition 1.2.6. [Système uniformément observable] [Bornard et al., 1993]
Un système dont toutes les entrées admissibles sont universelles est dit uniformément
observable, ou observable pour toute entrée.
⊙
La classe des systèmes affines en l’état admet une caractérisation particulière des pro-
priétés des entrées. Il s’agit des entrées régulièrement persistantes. Pour plus de détails
sur la synthèse d’observateurs pour cette classe de systèmes, le lecteur peut regarder les
références [Bornard et al., 1993], [Besançon, 1996; Besançon, 2007].
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1.3 Observateurs pour les systèmes linéaires
Initialement les systèmes abordés ont été les systèmes linéaires, pour lesquels les
observateurs de Kalman et Luenberger ont donné de bons résultats. Le filtre de Kalman
est utilisé dans le cas des systèmes stochastiques, et l’observateur de Luenberger dans le
cas déterministe. Ces deux observateurs vont être rappelés brièvement dans la suite.
1.3.1 Observateur de Luenberger
Considérons la classe des systèmes linéaires sous la forme suivante :
x˙(t) = Ax(t) +Bu(t) (1.3.1)
y(t) = Cx(t)
L’observateur a pour équation dynamique :
˙ˆx = Axˆ+Bu+K(y − Cxˆ) (1.3.2)
Étant donné une parie (A,C) qui est observable, la matrice de gain K est choisie (par
exemple en utilisant la méthode du placement de pôles) de telle sorte que les valeurs
propres de (A−KC) sont à parties réelles négatives. Par conséquent, l’erreur d’estimation
définie par e = x− xˆ et satisfaisant l’équation différentielle suivante :
e˙ = (A−KC)e (1.3.3)
converge à 0 quand t → ∞ avec un taux exponentiel souhaitable. Cet observateur est
connu par le nom de son auteur i.e. observateur de Luenberger [Lunberger, 1971].
1.3.2 Observateur de Kalman
La classe de systèmes considérés dans ce cas a la forme suivante :
x˙(t) = A(t)x(t) +B(t)u(t) + η(t), η(t) v N (0, Q(t)) (1.3.4)
y(t) = C(t)x(t) + ς(t), ς(t) v N (0, R(t))
où
X A(t) et C(t) sont supposées bornées.
X η et ς sont des bruits Gaussiens de moyenne nulle et de matrices de covariance Q
et R respectivement.
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Pour ces systèmes dynamiques linéaires perturbés par des bruits gaussiens, le problème
d’estimation d’état a été résolu par [Kalman & Bucy, 1960]. En effet , l’observateur pour
un système de la forme (1.3.4) est donné par le théorème suivant :
Théorème 1.3.1. [Bornard et al., 1993]
Soit le système (1.3.4) complètement uniformément observable et soit le système défini
comme suit :
˙ˆx(t) = A(t)xˆ(t)− S−1CT (t)Q(C(t)xˆ(t)− y(t)) (1.3.5)
S˙(t) = −θS(t)− A(t)TS(t)− S(t)A(t) + CT (t)QC(t)− S(t)RS(t)
S(0) = S0 où S0 est définie positive
Si l’une des conditions suivantes est satisfaite :
1. La paire (A(t), R(t)) est complètement uniformément commandable
2. θ > 0
alors le système (1.3.5) est un observateur pour le système (1.3.4), dont la norme de
l’erreur d’estimation bornée par une exponentielle décroissante. De plus, une vitesse de
convergence arbitraire peut être obtenue par le choix de la valeur du paramètre θ.
⊙
En effet, le filtre de Kalman fournit une solution explicite basée sur l’optimisation, il est
aussi optimal en terme de minimisation d’une erreur de poursuite de la sortie au sens
des moindres carrés. Cette interprétation de l’observateur de Kalman est donnée par le
théorème suivant :
Théorème 1.3.2. [Couenne, 1988]
L’état estimé fourni par l’observateur (1.3.5) avec R = 0, est la solution du problème de
minimisation suivant :
xˆ(t) : min
xˆ
J(xˆ) =
{
‖Φ(0, t)xˆ− xˆ0‖2S0 +
∫ t
0
‖C(τ)Φ(τ, t)xˆ− y(τ)‖2Qdτ
}
(1.3.6)
où Φ(., .) la matrice de transition de la partie autonome du système (1.3.4). ⊙
Le lecteur intéressé pourra regarder [Boutayeb & Darouach, 2000], où il peut trouver des
résultats intéressants sur la convergence de filtre de Kalman.
1.4 Observateurs pour les systèmes non linéaires
Comme il a été mentionné précédemment, l’observation d’état dans le cas des sys-
tèmes non linéaires est délicate. En effet, il n’existe pas de méthode universelle ou sys-
tématique pour la synthèse d’observateurs pour un système sous la forme (1.1.1). Les
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approches envisageables sont soit une extension des techniques linéaires, soit des tech-
niques non linéaires spécifiques. Dans cette partie, une vue d’ensemble non exhaustive
des approches appliquées dans le cas non linéaire est donnée.
1.4.1 Filtre de Kalman Étendu
Il est possible d’étendre quelques techniques d’observation utilisées dans les cas li-
néaires à des systèmes non linéaires. C’est le cas de l’observateur appelé Filtre de Kalman
Étendu (ou "Extended Kalman Filter" en anglais, EKF) [Jazwinski, 1970]. C’est l’une
des techniques d’estimation les plus populaires et largement étudiées dans l’estimation
d’état des systèmes dynamiques non linéaires. Ce filtre consiste en une extension de filtre
de Kalman linéaire. Son principe est d’utiliser les équations du filtre de Kalman stan-
dard au modèle non linéaire, linéarisé localement autour d’une trajectoire de référence.
Considérons la classe des systèmes dont la forme est :
x˙(t) = f(x(t), t) + η(t), η(t) v N (0, Q(t)) (1.4.1)
y(t) = h(x(t), t) + ς(t), ς(t) v N (0, R(t))
où
X η et ς sont des bruits Gaussiens de moyenne nulle et de matrice de covariance Q
et R respectivement.
Pour le système précédent, le filtre correspondant est donné par :
˙ˆx(t) = f(xˆ(t), t) + S(t)H(xˆ(t), t)TR−1(t)(y(t)− h(xˆ(t), t)) (1.4.2)
S˙(t) = F (xˆ(t), t)S(t) + S(t)F (xˆ(t), t)T +Q(t)− S(t)H(xˆ(t), t)TR−1(t)H(xˆ(t), t)S(t)
où F et H, qui sont évaluées en xˆ, sont définies comme suit :
F (x(t), t) = ∂f(x(t), t)
∂x(t) , H(x(t), t) =
∂h(x(t), t)
∂x(t)
Ce filtre a été appliqué avec succès sur différents types de procédés réels. En effet, il
présente différents avantages tel que la grande ressemblance avec le filtre de kalman
linéaire permettant ainsi l’assimilation de cet observateur par des spécialistes, plus
familiarisés avec les techniques de l’automatique linéaire. Un deuxième avantage
concerne la possibilité de traiter d’une manière relativement objective le cas des bruits
dont on est capable de caractériser leurs propriétés statistiques.
Cependant, différents inconvénients se présentent lors de l’utilisation de ce type
d’observateurs. En effet, les preuves de stabilité et de convergence établies dans le
cas des systèmes linéaires, ne peuvent pas être étendues de manière générale au cas
des systèmes non linéaires. Dans un environnement déterministe, une preuve de la
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convergence du filtre de Kalman étendu a été établie dans [Boutayeb et al., 1997] et
[Boutayeb & Aubry, 1999] pour la classe des systèmes non linéaires à temps discret.
Cependant, cette convergence n’est que locale. L’analyse de la convergence de cet
estimateur reste, à l’heure actuelle, un problème ouvert. De nombreuses travaux ont
été menés sur ce sujet, ce qui a donné naissance à de nombreuses publications comme
[Boutayeb et al., 1997], [Chen, 1993], [Brown & Hwang, 1997], [Brookner, 1998], [Grewal
& Andrews, 1993]. Un autre inconvénient c’est l’incapacité de garantir aucune robustesse
contre les erreurs de modélisation. Un dernier inconvénient est la nécessité de beaucoup
de calculs en ligne pour la mise en oeuvre de cet observateur. Afin de remédier à ce
point, différentes variantes de ce filtre ont été conçues dans la litérature, comme le FKE
à gain constant [Safonov & Athans, 1978].
1.4.2 Observateurs basés sur les fonctions de Lyapunov
Pour construire des observateurs dans le cas non linéaire, des arguments du type
Lyapunov peuvent être utilisés : en effet, cela est effectué en les appliquant à l’équation
de l’évolution de l’erreur. Initialement introduite dans [Thau, 1973], et généralisée ensuite
dans [Kou et al., 1975], cette approche conduit à des résultats donnant des conditions
suffisantes pour l’existence des observateurs, mais malheureusement, elle ne fournit pas
les outils pour la construction d’un tel observateur.
La classe des systèmes considérés a la forme suivante :
x˙ = Ax+ f(x, u) (1.4.3)
y = Cx
où
X f(.) : Rn → Rn est continue.
X A ∈ Rn×n et C ∈ Rp×n
En supposant que la paire (A,C) est complètement observable, il est alors possible
d’avoir un gain K ∈ Rp×n tel que A−KC soit Hurwitz, c’est-à-dire les valeurs propres
de cette matrice se trouvent dans la partie gauche du plan complexe.
L’observateur est défini comme suit :
˙ˆx = (A−KC)xˆ+ f(xˆ, u) +Ky (1.4.4)
Soit e = x− xˆ l’erreur d’estimation. Dans le cas présent, cette erreur satisfait l’équation
différentielle suivante :
e˙ = (A−KC)e+ f(x, u)− f(xˆ, u) = (A−KC)e+ f(x, u)− f(x− e, u) (1.4.5)
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Ayant la matrice (A−KC) stable (ses valeurs propres sont strictement négatives), alors
il existe pour toute matrice définie positive Q ∈ Rn×n, une matrice définie positive
P ∈ Rn×n et unique telle que :
(A−KC)TP + P (A−KC) = −Q
Notons que dans ce cas, la fonction f est supposée être localement Lipschtiz autour de
l’origine, ce qui est équivalent, à l’existence d’une constante positive L telle que :
‖f(x1)− f(x2)‖ ≤ L‖x1 − x2‖
pour tout x1, x2 dans une voisinage W de l’origine. Considérons la fonction de Lyapunov
définie positive suivante :
V (e) = eTPe
Si la condition suivante :
λmin(Q)
2λmax(P )
> L (1.4.6)
est vérifiée, alors l’estimation de l’erreur e converge asymptotiquement à l’origine
[Thau, 1973].
Ce type d’observateurs a été largement étudié dans la littérature par de nombreux cher-
cheurs. Une méthode constructive a été proposée dans [Raghavan & Hedrick, 1994], où
une solution explicite et systématique du choix du gain de l’observateur est établie. Cette
solution est illustrée dans le théorème suivant :
Théorème 1.4.1. [Raghavan & Hedrick, 1994]
Considérons le système (1.4.3) et l’observateur (1.4.4). S’il existe  > 0 tel que l’équation
de Riccatti :
AP + PAT + P (L2I − 1

CTC)P + I + I = 0 (1.4.7)
admette une solution P symétrique définie positive, alors le gain de l’observateur
K = 12PC
T (1.4.8)
stabilise asymptotiquement la dynamique de l’erreur d’estimation (1.4.5).
Pourtant, cet algorithme n’est pas efficace pour toutes les paires (A,C) observables.
Comme applications, cet algorithme a été utilisé dans [Garg & Hedrick, 1995] pour la
détection des défaillances.
D’autres algorithmes pour trouver la matrice de gain K ont été présentés dans la
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littérature. Dans [Rajamani, 1998], un algorithme basé sur les valeurs propres et les
vecteurs propres de la matrice A − KC a été développé. Selon cet algorithme, ces
valeurs propres doivent être suffisamment négatives et les vecteurs propres doivent être
suffisamment bien conditionnés, dans le but de garantir la stabilité asymptotique de
l’observateur. Le principe est de réduire au minimum le rapport [λmin(A−KC)/M2(T )]
avec M2(T ) le conditionnement de la matrice des vecteurs propres de (A − KC). Le
problème de cet algorithme est qu’il ne peut trouver que des minima locaux. D’autres
manières pour le choix de la matrice gain ont été proposées. Pour plus de détails sur ces
techniques, le lecteur intéressé peut regarder [Rajamani & Cho, 1998], [Tsinias, 1989],
[Tsinias, 1990].
L’approche de synthèse d’observateur non linéaire, basée sur les fonctions de Lya-
punov, est simple lorsqu’il est possible de trouver une matrice de gain K assurant la
stabilité de la dynamique de l’erreur. Pourtant, plusieurs inconvénients se présentent
lors de l’utilisation d’une telle approche. En effet, une structure particulière du système
s’avère nécessaire. De plus, le choix de la matrice de gain K, de façon à satisfaire la
condition (1.4.6) est un processus qui devient impossible pour des systèmes d’ordre
élevé. Comme autre inconvénient, il n’est pas possible de traiter d’une façon explicite le
bruit ou les incertitudes du modèle avec cette approche. La robustesse dans ce cas est
un résultat direct de l’existence d’une fonction de Lyapunov.
1.4.3 Observateurs pour systèmes sous forme canonique
Comme il a été déjà mentionné, il n’existe pas d’approche systématique pour la
synthèse des observateurs de systèmes non linéaires. Les méthodes existantes sont soient
inspirées des travaux sur les systèmes linéaires, soit des techniques dédiées à des classes
données de systèmes. Parmi les méthodes inspirées des techniques linéaires, des obser-
vateurs ont été proposés pour les systèmes sous une forme canonique. Cette dernière
est fondée sur une structure linéaire modulo injection d’Entrées/Sorties et d’un cer-
tain nombre de leurs dérivées [Bestle & Zeitz, 1983; Keller, 1987; Krener & Isidori, 1983].
Souvent, la forme d’un système donné est non appropriée à une synthèse facile
d’observateur. C’est ainsi que beaucoup d’approches de synthèse utilisent "une transfor-
mation à travers un changement de coordonnées" aboutissant à une forme particulière
respectant les conditions de synthèse. Une relation d’équivalence entre systèmes est
définie :
Définition 1.4.1. Relation d’équivalence [Besançon, 1996; Besançon, 2007]
Soit x0 ∈ Rn. Un système décrit comme suit :
x˙ = f(x, u) = fu(x)
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y = h(x)
est dit équivalent en x0 au système suivant :
x˙∗ = F (x∗, u) = Fu(x∗)
y = H(x∗)
s’il existe un difféomorphisme x∗ = Φ(x) sur un voisinage de x0 tel que :
∀u ∈ Rm, ∂Φ
∂x
fu(x)
∣∣∣
x=Φ−1(x∗)
= Fu(x∗) et h ◦ Φ−1 = H
⊙
Ainsi, il s’avère plus facile d’observer un système sous représentation équivalente. De
plus, en synthétisant un observateur pour un système donné, il est possible de déduire
l’observateur pour tout système équivalent, ce qui est illustré dans la proposition qui
suit :
Proposition 1.4.2. [Besançon, 1996; Besançon, 2007]
Étant donné deux systèmes respectivement définis par :
x˙ = X(x, u) (1.4.9)
y = h(x)
et
x˙∗ = X∗(x∗, u) (1.4.10)
y = h(x∗)
et équivalents par la transformation x∗ = Φ(x), si :
˙ˆx∗ = X∗(xˆ∗, u)− k(y −H(xˆ∗), z) (1.4.11)
z˙ = Z(z, u, y)
est un observateur pour (1.4.10), alors :
˙ˆx = X(xˆ∗, u)−
(∂Φ
∂x
k(y −H(xˆ), z) (1.4.12)
z˙ = Z(z, u, y)
est un observateur pour (1.4.9), si Φ et Φ−1 préservent les métriques de Rn. ⊙
Par ailleurs, en considérant les injections de sortie, et même les transformations de
sortie, il est possible d’étendre une telle équivalence des systèmes afin d’accroître
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les classes des systèmes auxquelles peuvent s’appliquer des observateurs connus. Le
problème essentiel est de trouver une telle forme de systèmes équivalents. c’est ainsi que
beaucoup de travaux dans la littérature ont exploré des caractérisations de tels systèmes
[Besançon, 1996; Krener & Respondek, 1985; Li & Tao, 1986; Plestan, 1995; Xia &
Gao, 1989].
C’est en 1983, que le problème de la caractérisation des classes des systèmes pour
lesquelles il est possible de construire un observateur, est apparu pour la première fois.
Il s’agit d’un problème sous forme de conditions de linéarisation par difféomorphisme
et injection de sortie pour l’observation, comme problème dual à celui de linéarisation
par difféomorphisme et retour d’état de la commande. Dans cette même année, deux
solutions ont été bien produites :
• La première, proposée dans [Krener & Isidori, 1983], consiste en une linéarisation
exacte de l’estimation de la dynamique de l’erreur (en étudiant la structure interne
du système par utilisation des techniques algébriques.
• La deuxième, présentée dans [Bestle & Zeitz, 1983], consiste en une linéarisation
approximative de l’estimation de la dynamique de l’erreur où les non-linéarités du
système dépendent uniquement de l’entrée et de la sortie du système original.
Plus précisément, soit le système non linéaire suivant :
x˙ = f(x) (1.4.13)
y = h(x)
Le système précédent est considéré comme équivalent modulo une injection de sortie à
un système linéaire autonome s’il existe un changement de coordonnées :
x = T (x∗) (1.4.14)
telle que le système résultant dans les nouvelles coordonnées soit sous la forme :
x˙∗ = Acx∗ + φ(y) (1.4.15)
y = Ccx∗
Cette transformation est avantageuse si la paire (Cc, Ac) est observable alors que la
fonction φ de y est arbitraire.
Étant donné une paire (Cc, Ac) sous une forme canonique, le système (1.4.15) a
la forme canonique d’observabilité suivante :
x˙∗ =

1 . . . . . . 0
1 ...
. . .
. . . ...
0 . . . 1 0
x
∗ +

a1(y)
...
...
an(y)
 (1.4.16)
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y =
[
0 . . . 0 1
]
x∗
Ayant déterminé φ(y) et une transformation x = T (x∗), donc, il est possible de construire
un observateur pour le système (1.4.15) avec une facilité comparable au cas de système
linéaire autonome. L’observateur proposé a la forme suivante :
˙ˆx = Acxˆ∗ + φ(y) +K(y − yˆ) (1.4.17)
yˆ = Ccxˆ∗
L’erreur a pour dynamique e˙ = (A−KC)e. Par conséquent, en réécrivant (1.4.17) dans
les coordonnées d’origine, un observateur en temps fini est défini pour le système (1.4.13).
D’autre part, l’observabilité des systèmes non linéaires et la synthèse des observa-
teurs ont été étudiées dans [Krener & Isidori, 1983] où des conditions nécessaires et
suffisantes, basées sur l’approche algébrique de Lie sont présentées. Dans ce travail, il
est montré quand un système non linéaire autonome (1.1.8) peut être converti en un
système linéaire par un changement de coordonnées modulo une injection de sortie.
Cette classe de système est traitée dans le théorème suivant :
Théorème 1.4.3. [Krener & Isidori, 1983] Le système non linéaire (1.4.13) est loca-
lement équivalent (autour de x0) à un système linéaire (1.4.16), par un changement de
coordonnées, si et seulement si, les conditions suivantes sont satisfaites dans un voisinage
V de x0
1. dim[span{dh(x), . . . , dLn−1f h(x)}] = n, ∀x ∈ V .
2. Le champ de vecteur défini υ(x) défini sur V par
LυL
j
fh(x) =
{
0, j = 0, . . . , n− 2
1, j = n− 1 (1.4.18)
satisfait :
[υ, adifυ](x) = 0 ; i = 1, . . . , 2n− 1 ∀x ∈ V (1.4.19)
où adifυ est donnée par :
adifυ(x) = [f, adi−1f υ](x) ∀i ≥ 1
ad0fυ(x) = υ(x)
La définition précédente est une définition par récurrence utilisée pour éviter une notation
de la forme [f, [f, . . . , [f, υ]]].
D’après le théorème précédent, la linéarisation de l’observateur est possible si et seule-
ment si la première condition est satisfaite, et s’il existe un vecteur υ(x) dans le voisinage
V de x0 tel que (1.4.18) et
∂T
∂x∗
=
[
υ(x) −adfυ(x) . . . (−1)n−1adn−1f υ(x)
]
(1.4.20)
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Par conséquent, la transformation existe si et seulement si :
[υ, adifυ](x) = 0 ; i < 2n− 1
Une fois la transformation est trouvée, la synthèse d’observateur est pareille au cas
linéaire. Cependant, la condition (1.4.20) est restrictive, ce qui entraîne une réduction
de la classe des systèmes non linéaires dont la forme peut être ramenée à une forme
canonique par cette technique. Une étude du cas multi-sortie a été présentée dans [Krener
& Respondek, 1985; Xia & Gao, 1989].
La construction de la transformation x = T (x∗) pour le cas mono-sortie a été faite dans
[Walcott et al., 1987], en se basant sur les travaux de [Bestle & Zeitz, 1983]. Les détails
de la technique proposée sont les suivants :
En considérant l’équation de la sortie
y = h(x) = x∗n (1.4.21)
Soit la dérivée partielle de (1.4.21) par rapport à x∗ :
∂h(x)
∂x
∂T
∂x∗
=
[
0 0 . . . 0 1
]
(1.4.22)
Cette dérivée s’écrit sous la forme
L0f (dh)(x)
L1f (dh)(x)
. . .
Ln−1f (dh)(x)

︸ ︷︷ ︸
O(x)
∂T
∂x∗1
=

0
0
...
1
 (1.4.23)
où O(x) est la matrice d’observabilité (non singulière) du système (1.4.13). Ainsi, ∂T
∂x∗1
s’obtient à partir de O−1(x). Dérivons x = T (x∗) par rapport au temps :
x˙ = ∂T
∂x∗
f ∗(x∗) (1.4.24)
Les colonnes de ∂T/∂x∗ s’expriment ainsi en fonction du vecteur ∂T/∂x∗1 de la façon
suivante :
∂T
∂x∗
=
[(
ad0f, ∂T
∂x∗1
) (
ad1f, ∂T
∂x∗1
)
. . .
(
adn−1f, ∂T
∂x∗1
)]
(1.4.25)
Alors, la matrice T (x∗) s’obtient par intégration de la matrice Jacobienne (1.4.25).
La généralisation de [Bestle & Zeitz, 1983] au cas mutli-sortie a été faite dans
[Birk & Zeitz, 1988; Zeitz, 1987]. Dans [Phelps, 1991], il est montré que pour des
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systèmes autonomes (1.1.8) d’ordre supérieur à 2, le calcul de la transformation menant
à une forme canonique observable se complique de plus en plus. Cette difficulté provient
de la lourdeur de calculs nécessaires. Dans [Keller, 1987], les résultats sont étendus
par une transformation d’état généralisé, à la linéarisation modulo injection de sortie,
de l’entrée et ses dérivées. Le problème de cette technique est le besoin de résolution
d’un certain nombre d’équations différentielles aux dérivées partielles, dont le nombre
augmente rapidement avec l’ordre. Ainsi cette technique est plus dédiée aux systèmes
de dimension faible. Ensuite, le problème de la réduction de l’ordre de dérivation des
entrées a été étudié dans [Delaleau & Respondek, 1992; Proychev & Mishokov, 1993]
dans le cas mono-sortie. Dans [Plestan & Glumineau, 1997], les travaux précédents sont
généralisés pour le cas mutli-sortie.
Une autre technique de synthèse d’observateur pour un système autonome (1.1.8)
a été présentée dans [Kazantzis & Kravaris, 1998]. Cette technique se base sur une
transformation de coordonnées appropriée sans l’exigence de la linéarité de la sortie.
Une amélioration de cette technique est donnée dans [Krener & Xiao, 2001] où une
généralisation au cas mutli-sorties est donnée de plus.
D’autres travaux ont été menés dans la littérature afin d’élargir la classe des sys-
tèmes pouvant être traités par transformation dans la forme canonique observable.
Le lecteur intéressé peut regarder des références comme [Nicosia et al., 1986; Nicosia
et al., 1989; Nam, 1997; Hammouri & Kinnaert, 1996].
En conclusion ce type d’observateur s’avère avantageux dans la mesure où il est
possible de trouver la transformation. Pourtant, il présente différents inconvénients tels
que :
• La difficulté de trouver toujours une transformation mettant le système sous forme
canonique.
• La difficulté, en général, de trouver des systèmes équivalents sous telle forme ca-
nonique.
• Les conditions très restrictives, sur lesquelles, est basée l’approche, sont rarement
satisfaites dans la pratique.
• La robustesse n’est pas assurée à cause des dérivations successives de f et h.
1.4.4 Observateurs “à grand gain”
Il a été mentionné précédemment, qu’en général, l’observabilité des systèmes non
linéaires dépend de l’entrée. Pourtant, il y a des systèmes observables indépendamment
de l’entrée. Cette classe de systèmes est dite uniformément observable. Il a été montré
dans [Gauthier & Bornard, 1981] que les systèmes mono-sortie affines en la commande
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qui sont uniformément observables peuvent être transformés localement par un chan-
gement adapté de coordonnées dans une forme canonique constituée de deux parties :
la première est observable linéaire alors que la deuxième qui est commandée, est non
linéaire et possède une structure triangulaire.
Pour les systèmes précédents, un observateur appelé “à grand gain” a été pro-
posé dans les travaux menés par [Gauthier et al., 1992b], [Deza et al., 1992] et
[Tornambè, 1992]. Cela est basé sur des hypothèses du type Lipschitz sur les non
linéarités. Plus précisément, la classe des systèmes considérés est de la forme :
x˙ = f(x) + g(x)u (1.4.26)
y = h(x)
Pour ces systèmes, supposons qu’ une application Φ est définie comme suit
Φ =

h(x)
Lfh(x)
...
Ln−1f h(x)
 (1.4.27)
Φ est un difféomorphisme qui transforme le système (1.4.26) sous la forme suivante :
x˙ =

x˙1
x˙2
...
x˙n−1
x˙n

=

x2
x3
...
xn
ϕ(x)

+

g1(x1)
g2(x1, x2)
...
gn−1(x1, . . . , xn−1)
gn(x1, . . . , xn)

u (1.4.28)
= F (x) +G(x)u
y = x1 = Cx
A savoir
] chaque gi(x¯i) est globalement Lipschitz ( avec x¯i = (x1, . . . , xi)T ).
] Au moyen d’une fonction C∞ globalement Lipschitz sur Rn, il est possible d’étendre
ϕ de Ω ( sous-ensemble sur lequel le système (1.4.26) est observable), pour tout
Rn.
Le système (1.4.28) est supposé être uniformément observable. Le système dynamique
défini par l’équation suivante :
˙ˆx = f(xˆ) + g(xˆ)u− S−1∞ CT (Cxˆ− y) (1.4.29)
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constitue un observateur pour le système (1.4.28) avec S∞ est la solution de
0 = −θS∞ − ATS∞ − S∞A+ CTC
A et C sont définies par :
A =

0 1 0 0 . . . 0
0 0 1 0 . . . 0
... . . . ...
... . . . ...
0 . . . 0 1
0 . . . 0

, C =
[
1 0 . . . 0
]
De plus θ est à définir suffisamment grand de telle façon à pouvoir bien adapter la vitesse
de convergence, plus précisément :
‖xˆ(t)− x(t)‖ ≤ K(θ) exp(−θt/3)‖xˆ0 − x0‖ (1.4.30)
Pour l’observateur en cours, le gain est défini en considérant la partie linéaire du système
alors que l’influence de la non linéarité est atténuée par le choix d’une valeur suffisamment
grande de θ. C’est ainsi que cet observateur est appelé “à grand gain”.
Le système (1.4.26) peut être représenté par une autre façon en appliquant le changement
non-linéaire de coordonnées Φ. La nouvelle forme est la suivante :
x˙ = Ax+ g(x, u) (1.4.31)
y = Cx
Les matrices A et C ont la même forme (1.4.30) ainsi la fonction g(x, u) possède la même
structure précédemment définie. L’observateur proposé dans ce cas est représenté comme
suit :
˙ˆx = Axˆ+ g(xˆ, u)− S−1∞ CT (Cxˆ− y) (1.4.32)
où S∞ est la même définie dans (1.4.29).
La structure du gain constant S−1∞ CT est définie dans [Busawon et al., 1998] par
la décomposition suivante :
S−1∞ C
T = ∆−1θ K
où
K = col
(
C1n, C
2
n, . . . , C
n
n
)
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Cpn =
n!
(n− p)!p! , ∆θ = diag
[1
θ
,
1
θ2
, . . . ,
1
θn
]
La forme précédente n’est pas unique. En fait, l’essentiel est de choisir le vecteur K de
façon à garantir la stabilité de la matrice (A−KC) [Bornard & Hammouri, 1991]. Ainsi,
l’observateur (1.4.32) peut être reformulé simplement comme :
˙ˆx = Axˆ+ g(xˆ, u)−∆−1θ K(Cxˆ− y) (1.4.33)
Dans un autre travail mené par [Busawon & de Leon-Morales, 2000], le gain constant est
remplacé par un gain pondéré, qui est fonction de l’état estimé et de l’entrée ; l’observa-
teur incorpore une partie de la non linéarité en termes d’une matrice Jacobienne. Cette
méthode engendre plus de robustesse vis à vis du bruit de mesure que l’observateur
(1.4.29). Par contre la conception de l’observateur suppose une connaissance parfaite du
modèle du système, du fait que les non linéarités sont introduites d’une façon explicite
dans l’observateur ; ce qui entraîne une forte sensibilité de cet observateur aux erreurs
du modèle.
D’autre part, le cas des systèmes généraux (1.1.1) a été étudié dans [Gauthier &
Kupka, 1994]. Les systèmes sont transformés en :
x˙ = ψ(x, u)
y = ψ0(x, u)
 = F (x, u) (1.4.34)
ψ(x, u) est définie par la structure triangulaire définie comme suit :
ψ(x, u) =

ψ1(x1, x2, u)
ψ2(x1, x2, x3, u)
...
ψn(x, u)
 (1.4.35)
L’observateur à grand gain, dans ce cas, est donné par :
˙ˆx = ψ(xˆ, u)−∆−1θ K(ψ0(xˆ, u)− y) (1.4.36)
Une autre structure pour cet observateur a été définie dans [Busawon & Saif, 1999] et
une généralisation au cas mutli-sorties a été présentée dans [Hou et al., 2000]. Au niveau
d’applications, ce type d’observateur a été utilisé pour la détection des défaillances dans
[Hammouri et al., 1999], [Persis & Isidori, 2001].
Un autre type d’observateur exponentiel a été proposé dans [Ciccarella et al., 1993].
L’avantage de cette approche par rapport à l’approche proposée dans [Gauthier
et al., 1992b] est que l’observateur dans les nouvelles coordonnées (obtenues par
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transformations non linéaires), n’a pas besoin d’une structure triangulaire, pourtant,
l’observateur a un degré relatif n. Ainsi, dans le cas où le système a un degré relatif
inférieur à n, l’observateur exige des dérivées de l’entrée u, ce qui entraîne une
augmentation de l’observateur avec une partie pour l’estimation des dérivées. Une ex-
tension de cet observateur au cas multi-sortie est présentée dans [Dalla-Mora et al., 2000]
Finalement, pour conclure, cet observateur présente plusieurs avantages dont la
réponse exponentielle assez rapide obtenue par augmentation de la valeur de θ.
Cependant, plusieurs inconvénients se présentent pour cette classe d’observateurs dont
la difficulté d’obtenir une structure triangulaire et la sensibilité au bruit pour un gain
choisi très grand.
1.4.5 Observateurs adaptatifs
Des lois physiques sont souvent très utilisées pour modéliser des systèmes faisant
intervenir des phénomènes bien connus. La majeure partie de ces modèles décrivant les
phénomènes physiques ou mécaniques sont souvent paramétrés par diverses valeurs :
des valeurs de masse, de résistance électrique, etc. Il s’agit donc de systèmes dits
paramétriques. Dans la pratique, il est souvent nécessaire d’estimer en même temps
l’état et les paramètres inconnus du modèle. C’est ainsi que les observateurs adaptatifs
sont nés. Leur principe est de combiner la connaissance a priori sur le système avec
les mesures en ligne de l’entrée et de la sortie afin d’estimer en même temps l’état
et/ou les paramètres. Le concept de l’observateur adaptatif date depuis les années
1970 et depuis ce temps, plusieurs études ont été faites. Les travaux présentés dans
[Kreisselmeier, 1977; Kreisselmeier, 1979; Lüders & Narendra, 1973; Lüders & Naren-
dra, 1974a; Lüders & Narendra, 1974b] ont proposé les premiers observateurs stables
pour des systèmes linéaires temps-variant.
Le travail présenté dans [Bastin & Gevers, 1988] a proposé un observateur adap-
tatif non linéaire pour des systèmes mono-entrée/mono-sortie en se basant sur les
concepts développés dans [Lüders & Narendra, 1974a]. Il s’agit des systèmes qui peuvent
être transformés dans une forme canonique observable. Plus précisément, les systèmes
considérés ont la forme suivante :
x˙ = f(x, u, p) (1.4.37)
y = x1
où
] x ∈ Rn est le vecteur d’état.
] u ∈ R est l’entrée de commande mesurée.
] y ∈ R est la sortie mesurée
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] p ∈ Rq est le vecteur de paramètres inconnus, bornés et temps-variant.
En utilisant une transformation non linéaire de (x, p) à (ξ, θ) paramétrée par (n − 1)
paramètres (c2, . . . , cn), le système non linéaire (1.4.37) est transformé dans une forme
canonique observable, plus précisément :ξ
θ
 = T (x, p, c2, . . . , cn) ; T (.) ∈ Rn+m (1.4.38)
L’objectif est d’obtenir les équations du système dans les nouvelles coordonnées sous la
forme :
ξ˙ = Rξ + Ω[ω(t)]θ(t) + g(t) (1.4.39)
y = ξ1
où
] ξ ∈ Rn est le vecteur d’état (de même dimension que x).
] θ ∈ Rm est le vecteur de paramètres inconnus, temps-variant (estimés en ligne).
] ω ∈ Rs est un vecteur de fonctions connues de u(t).
] Ω[ω(t)] est une matrice de dimension (n×m). Tous les éléments de cette matrice
sont de la forme Ωij[ω(t)] = αTijω(t) (αij ∈ Rs sont des constantes connues, g(t) est
un vecteur de fonctions connues dans le temps).
] R est une matrice constante connue de dimension n× n de la forme suivante :
R =

0 kT
0
... F (c1, . . . , cn)
0
 (1.4.40)
où
• kT = [k2, . . . , kn] avec (k2, . . . , kn) des constantes connues.
• F (c2, . . . , cn) est une matrice constante de dimension (n − 1) × (n − 1). Ses
valeurs propres peuvent être choisies d’une façon libre par un choix propre des
paramètres constants (c2, . . . , cn) (Typiquement F = diag(−c2, . . . ,−cn) avec
ci > 0).
La forme canonique précédente, canonique et observable, est linéaire en fonction
des quantités inconnues ξ et θ par contre Ω[ω(t)] est une fonction connue de u(t) et y(t)
qui peut être non linéaire. Par conséquent, l’observateur suivant peut être utilisé :
˙ˆ
ξ(t) = Rξˆ(t) + Ω[ω(t)]θˆ(t) + g(t) +
 c1y˜(t)
V (t) ˙ˆθ(t)
 (1.4.41)
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yˆ(t) = ξˆ1 ; y˜(t) = y(t)− yˆ(t)
où
] c1 est une constante positive.
]
˙ˆ
θ(t) est la loi d’adaptation qui donne les estimés des paramètres. Elle est définie
par :
˙ˆ
θ(t) = Γφ(t)y˜(t) (1.4.42)
] y˜(t) est l’erreur d’estimation de la sortie.
] Γ est une matrice définie positive. elle est normalement choisie telle que Γ =
diag(γi, . . . , γm) avec γi > 0
] φ(t) est le vecteur souvent appelé "régresseur". Il contient l’information mesurée
sur les entrées et les sorties du système.
Par ailleurs, le vecteur φ(t) est généré par l’introduction d’un filtre auxiliare en utilisant
les mesures actuelles. Le filtre a pour équations :
V˙ (t) = FV (t) + Ω¯[ω(t)] (1.4.43)
φ(t) = V T (t)k + ΩT1 [ω(t)]
V (0) = 0
avec
Ω =
Ω1
Ω¯

Ω1 définit la première ligne de Ω[ω(t)] et Ω¯ les lignes restantes.
Sous l’hypothèse de la persistance des excitations, l’observateur (1.4.41) garantit
la convergence asymptotique des estimations des variables d’état et du vecteur de
paramètres θ.
En plus, d’autres relations pour la forme canonique observable ont été présentées
dans la littérature. Dans [Marino & Tomei, 1992] un observateur adaptatif assurant
la convergence exponentielle des estimations pour les états même sans la persistance
des excitations, a été proposé. En se basant sur les résultats de [Kreisselmeier, 1977],
l’observateur adaptatif proposé dans [Marino & Tomei, 1995] permet d’assurer un taux
aléatoire de convergence exponentielle des erreurs d’estimation des états et des para-
mètres dans le cas où la persistance d’excitation est satisfaite. Pourtant, l’application
de tous ces résultats est limitée aux systèmes non linéaires dont il est possible de
linéariser la dynamique par un changement de coordonnées avec injection de sortie. Une
telle condition s’avère restrictive car l’existence d’une telle transformation linéarisante
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est insuffisante pour la synthèse. En réalité, cette approche se base sur une hypothèse
entraînant la possibilité de faire tout le développement précédent.
D’autres approches ont été proposées dans [Besançon, 2000; Cho & Rajamani, 1997] où
la synthèse de l’observateur adaptatif ne nécessite pas que le système soit linéarisable.
L’approche consiste à supposer l’existence d’une fonction de Lyapunov respectant des
conditions particulières. Le problème dans ce cas est l’absence de manière systématique
de conception de l’observateur. Une autre méthode pour la synthèse d’un observateur
adaptatif pour des systèmes non linéarisables a été présentée dans [Zhang & Xu, 2001].
Cette méthode est basée sur l’utilisation combinée d’un observateur adaptatif linéaire
avec les observateurs à grand gain.
Comme exemple d’applications, la forme canonique observable adaptative a été utili-
sée dans [Frank et al., 1999; Besançon & Zhang, 2002] pour la détection des défaillances.
En conclusion, un rappel sur quelques avantages et quelques inconvénients de cet
observateur est donné : Par rapport à d’autres observateurs qui considèrent les valeurs
nominales des paramètres, cet observateur a l’avantage d’être robuste vis à vis des
variations paramétriques grâce à l’estimation des valeurs de ces paramètres. Comme
inconvénients, il y a la difficulté de vérifier les hypothèses et de trouver le changement
de coordonnées linéarisant.
1.4.6 Linéarisation Étendue
Une autre technique de synthèse d’observateurs non linéaires, basée sur les outils
linéaires, a été développée par [Baumann, 1988; Baumann & Rugh, 1986a; Baumann
& Rugh, 1986b; Baumann & Rugh, 1987]. Le principe de cette méthodologie est de
calculer le gain de l’observateur pour placer les valeurs propres de l’équation linéarisée
de l’erreur à des valeurs spécifiques, qui sont localement invariantes par rapport au point
de fonctionnement. La classe des systèmes considérée dans ce cas est de la forme :
x˙ = f(x, u) (1.4.44)
y = h(x)
où les fonctions f et h sont analytiques et :
f(., .) : Rn ×R→ R, f(0, 0) = 0
h(.) : Rn → Rp, h(0) = 0
Soit les hypothèses suivantes :
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X Un ensemble de points d’équilibre, dénotés par u =  et x = x = x() est supposé
existant pour le système précédent.
X
[
∂f/∂x(0, 0)
]
est supposé inversible à un voisinage de l’origine
La méthodologie présentée ici permet la synthèse d’un observateur qui place les valeurs
propres de l’équation différentielle de l’erreur linéarisée autour des points d’équilibre.
L’observateur proposé obéit à :
˙ˆx = f(xˆ, u) + g(y)− g(xˆ) (1.4.45)
yˆ = h(xˆ)
où g(.) : Rp → Rn est analytique avec g(0) = 0. Soit l’erreur d’estimation notée par
e = x− xˆ et dont la dynamique :
e˙ = f(x, u)− f(x− e, u)− g(y) + g(xˆ) (1.4.46)
Notons que si u =  alors x = x et yˆ = y = h(x) est un point d’équilibre de (1.4.44)
et (1.4.46). En linéarisant l’équation (1.4.46) autour de ce point, la relation suivante
s’obtient :
e˙ = [D1f(x, )−Dg(y)Dh(x)]e (1.4.47)
où
Dh(x) = ∂h(x)
∂x
, Dg(y) = ∂g(y)
∂y
, D1f(x, u) =
∂f(x, u)
∂x
De plus, soit les hypothèses suivantes :
• Le système est complètement observable autour de 0 (c-à-dire la paire
[D1f(0, 0), Dh(0)] est une paire observable).
• La condition suivante est remplie :
Dy|=0 = ∂y
∂
|=0 = Dh(0)Dx(0) 6= 0
L’objectif dans ce cas est de trouver une fonction analytique g(.) pour synthétiser
l’observateur, tel que l’équation (1.4.47) admette des valeurs propres invariantes par
rapport à . La procédure suivie est la suivante :
- Il est remarquable que les valeurs propres de (1.4.47) sont les mêmes que celles de
[D1f(x, )T −Dh(x)TDg(y)T ].
- Or la paire [D1f(0, 0), Dh(0)] est supposée être complètement observable, par consé-
quent, la paire [D1f(0, 0)T , Dh(0)T ] est complètement contrôlable.
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- Soit :
• A = D1f(x, )T , B = Dh(x)T et K(s) = k0 + k1s + . . . + sn le polynôme
caractéristique désiré de (1.4.47)
- Une formule de placement de pôles est utilisée afin de trouver une fonction C (C(.) :
R→ Rp×n) tel que [D1f(x, )T −Dh(x)TC(y)] ait des valeurs propres spécifiques
invariantes par rapport à . Ceci est possible s’il existe une fonction analytique g
tel que l’équation aux dérivées partielles suivante soit satisfaite :
Dg(y)T = C() = l1 ·K(A)
où l1 est la dernière ligne de l’inverse de la matrice de contrôlabilité[
B AB . . . An−1
]
et K(A) = k0I + k1A + . . . + An ; par conséquent, les
valeurs propres de l’équation de l’érreur linéarisée (1.4.47) sont indépendantes de
.
- Soit gˆ() = g(y), alors :
Dgˆ() = ∂g
∂y
∂y
∂
= CT ()Dy (1.4.48)
où CT () = [c1(), . . . , cp()] (ci() sont (n× 1) vecteurs.
- Dy peut être calculé connaissant la partie droite de (1.4.48). De plus, gˆ() peut être
obtenu en intégrant (1.4.48) par rapport . En supposant que Dy1 6= 0 (Dy1 est
le premier élément de Dy), sans perte de généralité, alors il existe une fonction
inverse y−11 (.) tel que y−11 (y1) = .
- Par conséquent la fonction g s’obtient comme suit :
g(y) = gˆ(y−11 (y1)) +
p∑
j=2
cj(y−11 (y1))[yj − yj(y−11 (y1)] (1.4.49)
Ainsi, en se basant sur l’équation précédente, la relation suivante est vraie :
Dg(y)|y=y = CT () (1.4.50)
Généraliser la procédure décrite pour le cas multiples entrées n’est pas complètement
directe. Dans ce cas, la conception de l’observateur se complique car  devient un vecteur
de dimension m (m entrées), ainsi, il est nécessaire de faire intervenir les m équations
aux dérivées partielles (1.4.48) pour déterminer la fonction g.
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Pour conclure, cette technique d’observateur s’avère intéressante si la fonction g
peut être trouvée. Pourtant, elle possède quelques inconvénients :
• La complexité de la synthèse d’observateur dans le cas de multiples entrées.
• La difficulté de trouver la fonction g, même dans le cas d’une entrée scalaire. En
effet, il faut chercher tous les points d’équilibre, qui n’existent pas parfois. De plus
l’intégration de n équations différentielles par rapport à  engendre généralement
un calcul lourd et difficile.
• Même lors de présence de points d’équilibre, il n’est pas évident que les transitoires
pendant lesquelles les estimations sont effectuées passent dans un voisinage de ces
points. C’est ainsi que l’observateur est synthétisé pour travailler localement autour
d’un point d’équilibre du système.
1.4.7 Observateurs par modes glissants
En réalité, toutes les techniques décrites avant cette partie supposent une connais-
sance parfaite du processus. Afin d’améliorer la robustesse vis à vis des erreurs de
modélisation et les incertitudes, la théorie des modes glissants (ou "la théorie des
systèmes à structure variable") peut être utilisée tels que décrite dans [Iktis, 1976; Slo-
tine, 1984; Utkin, 1977].
Dans [Walcott et al., 1987; Walcott & Zak, 1987], les premiers travaux abordant
la théorie des systèmes à structure variable pour la synthèse des observateurs pour des
systèmes dynamiques incertains, ont été présentés. Les systèmes considérés dans ce cas
ont la forme suivante :
x˙ = Ax+ f(x, t) (1.4.51)
y = Cx
où
] A est une matrice connue constante de dimension (n× n).
] C est une matrice connue constante de dimension (p× n).
] La fonction f(.) supposée continue en x est utilisée pour décrire les incertitudes
non linéaires du système.
Afin de synthétiser l’observateur, les hypothèses suivantes doivent être satisfaites :
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1. (A,C) est une paire observable, par conséquent, il existe une matrice K de di-
mension (n × p) telle que les valeurs propres de la matrice (A − KC) sont aussi
négatives que désiré.
2. Il existe une fonction h(x, t) qui satisfait :
f(x, t) = P−1CTh(x, t) (1.4.52)
où P est une matrice constante symétrique définie positive de dimension (n× n),
solution de l’équation de Lyapunov :
(A−KC)TP + P (A−KC) = −Q (1.4.53)
Q est une matrice constante définie positive de dimension (n× n).
3. Il existe une fonction ρ(t) telle que :
‖h(x, t)‖ ≤ ρ(t) (1.4.54)
En considérant les hypothèses précédentes, la structure de l’observateur proposé est :
˙ˆx = (A−KC)xˆ+ κ(xˆ, y, t) +Ky (1.4.55)
avec
κ(xˆ, y, t) =

P−1CTC(x−xˆ)
‖C(x−xˆ)‖ ρ(t) C(x− xˆ) 6= 0
0 C(x− xˆ) = 0
Il faut noter que le terme précédent κ(xˆ, y, t) peut engendrer un phénomène d’oscillations
haute fréquence. Il est possible d’éviter ce phénomène par certaines solutions par contre
comme conséquence, l’erreur d’estimation obtenue ne tend pas vers 0.
Un autre observateur a été conçu dans [Dawson et al., 1992] pour le système (1.4.51) :
˙ˆx = (A−KC)xˆ+Ky + P
−1CTC(x− xˆ)ρ2
‖C(x− xˆ)ρ(t) + . exp−βt (1.4.56)
où
]  et β sont constantes scalaires positives.
Cet observateur est continu. De plus, il est montré que l’erreur e = (x−xˆ) est globalement
exponentiellement stable. Pourtant, le problème des deux approches précédentes est qu’ils
doivent respecter la condition (1.4.52) qui est très restrictive et souvent non satisfaite.
Une autre technique de synthèse d’observateurs a été proposée par [Slotine, 1984; Slotine
et al., 1986a; Slotine et al., 1986b], il s’agit des observateurs par modes glissants. Dans
[Slotine et al., 1986b], l’observateur possède une structure semblable à l’observateur de
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Luenberger, mais, une partie corrective en boucle fermée sous la forme d’une transforma-
tion avec gains constants, a été ajoutée. La classe des systèmes considérés est en forme
compagnon, soit :
x
(n)
1 = f(x, t) (1.4.57)
y = x1
L’observateur à modes glissants proposé pour le système précédent a la forme :
˙ˆx1 = xˆ2 + k1(x1 − xˆ1) + k¯1sgn(x1 − xˆ1)
˙ˆx2 = xˆ3 + k2(x1 − xˆ1) + k¯2sgn(x1 − xˆ1)
... (1.4.58)
˙ˆxn = f(xˆ, t) + kn(x1 − xˆ1) + k¯nsgn(x1 − xˆ1)
Soit l’erreur définie par ei = xi − xˆi, i = 1, 2, . . . , n, l’erreur a donc l’équation dyna-
mique suivante :
e˙1 = e2 − k1e1 − k¯1sgn(e1)
e˙2 = e3 − k2e1 − k¯2sgn(e1)
... (1.4.59)
e˙n = 4f − kn(e1)− k¯nsgn(e1)
avec
• 4f = f(x, t)− f(xˆ, t).
• Les valeurs constantes ki sont choisies de façon à pouvoir placer les pôles à des
places désirées (comme dans le cas de l’observateur de Luenberger où k¯i = 0, i =
1, . . . , n).
• La fonction signe est définie comme suit :
sgn(t) =

−1 si t < 0
0 si t = 0
1 si t > 0
La fonction ainsi définie s’appelle fonction de glissement ; elle est fonction de e1 et dénotée
par s = e1 alors que la condition de glissement est représentée par :
1
2
d
dt
s2 ≤ η|s|
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ou par :
d
dt
s = −ηsgn(s)
où η est une constante positive.
Pour mener e1 à sa surface de glissement, le signe de e˙1 doit être contraire à
celui de e1. Cela est satisfait si k¯1 est donnée par :
k¯1 ≥ η + F (1.4.60)
où
• F est une constante positive acquise sous l’hypothèse que 4f ait une dynamique
clairement bornée (|4f | ≤ F ).
Par conséquent, l’inégalité précédente peut engendrer une orientation des trajectoires
variantes vers la direction de la surface s(t) = 0 où l’erreur de l’estimation e1 = 0.
Appliquons la technique de dynamique équivalente [Slotine & Li, 1991]. En com-
binant d’une manière convexe la dynamique sur les deux côtes de la surface s(t),
l’équation dynamique suivante s’obtient :
e˙1 = γ(e2 + k1e1 + k¯1) + (1− γ)(e2 + k1e1 − k¯1)
e˙2 = γ(k2e1 + k¯2) + (1− γ)(k2e1 − k¯2)
... (1.4.61)
e˙n = γ(knen + k¯n) + (1− γ)(knen − k¯n)
Les conditions de glissement et l’inégalité (1.4.60) entraînent une dynamique nulle de la
surface de glissement (s˙ = e˙1 = 0), ce qui implique :
γ(e2 + k1e1 + k¯1) + (1− γ)(e2 + k1e1 − k¯1) = 0
Pour s = e1 = 0 :
γ = k¯1 − e2
2k¯1
(1.4.62)
Remplaçons (1.4.62) dans le système (1.4.61), d’où un observateur glissant d’ordre réduit
ayant la forme suivante :
e˙2 = −(k¯2/k¯1)e2
e˙3 = −(k¯3/k¯1)e2
... (1.4.63)
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e˙n = −(k¯n/k¯1)en
Les (n− 1) pôles sur la surface de glissement sont donnés par :
det(λIn−1 −

−k¯2/k¯1 1 0 . . . 0
−k¯3/k¯1 0 1 . . . 0
... . . .
... . . . 1
−k¯n/k¯1 0 0 . . . 0

) = 0 (1.4.64)
où In−1 est la matrice d’identité d’ordre (n− 1). Ainsi en choisissant d’une façon appro-
priée les rapports (ki/k1), il est possible de placer arbitrairement les pôles du comporte-
ment dynamique sur la surface de glissement. Pour les ki :
• k1 est calculé en se basant sur l’équation (1.4.60).
• Les autres ki, i = 2, . . . , n sont définis afin de garantir à la dynamique associée
à la région de glissement, l’amortissement d’une façon critique. Plus précisément,
cette dynamique doit posséder tous les pôles réels et égaux à une constante positive
ζ.
Pour les systèmes multi-sortie et n’ayant pas la forme compagnon, plus précisément, les
systèmes de la forme suivante :
x˙ = f(x, t) (1.4.65)
y = Cx
l’observateur à modes glissants est défini par :
˙ˆx = f(xˆ, t) +K(y − Cxˆ) + K¯υs (1.4.66)
où
] K et K¯ sont des matrices de gain de dimension (n× p).
] υs est le vecteur de dimension (p× 1), tel que,
υs =
[
sgn(y1 − xˆ1) sgn(y2 − xˆ2) . . . sgn(yp − xˆp)
]
Deux techniques différentes ont été développées dans [Misawa & Hedrick, 1989] pour
la détermination des matrices de gain K et K¯. Ces techniques nécessitent certaines
conditions particulières qui compliquent les procédures pour déterminer les gains de
commutation. De plus, la question de la performance des observateurs n’est pas étudiée.
D’autres travaux traitant les observateurs par modes glissants se présentent dans
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la littérature pour différents cas de systèmes et dans différents contextes d’applications.
Le lecteur intéressé pourra regarder, à titre d’exemple, des références comme [Ahmed-Ali
& Lamnabhi-Lagarrigue, 1999; Edwards et al., 2000].
En conclusion, C’est un observateur de forme simple avec un résultat robuste.
Par contre, son inconvénient est de satisfaire différentes hypothèses qui sont restrictives
mais nécessaires pour la conception de l’observateur.
1.4.8 Observateurs à horizon glissant
Les observateurs à horizon glissant (ou MHO : "Moving Horizon Observers" en an-
glais) font partie de la classe des estimateurs basés sur l’optimisation. Cette technique
d’estimation a connu un intérêt accru ces dernières années et a été explicitement étudiée
dans [Michalska & Mayne, 1995; Zimmer, 1994; Jang et al., 1986]. Son principe se résume
par :
• Un vecteur de mesures est considéré sur un horizon temporel d’une certaine lon-
gueur N .
• Cet horizon de mesures ou fenêtre de mesure est avancé dans le temps. Ce qui
implique que l’estimateur utilise le dernières N mesures pour estimer l’état
Par ailleurs, l’utilisation d’un certain nombre fini de mesures est simplement motivée par
l’utilisation d’une mémoire finie et par le maintien d’une charge de calcul de l’optimisa-
tion en ligne raisonnable.
Définitions et Notations
D’une façon générale, la classe de systèmes considérés est de la forme [Alamir, 2007] :
x(t) = X(t, t0, x0) (1.4.67)
y(t) = h(t, x(t)) (1.4.68)
où
] X : R+ × R+ × Rn → Rn est une fonction qui donne l’état x(t) du système à
un instant t connaissant l’état x(t0) = x0 à un instant t0. Cette fonction X(·, ·, ·)
peut être obtenue en utilisant un modèle approprié du système (équations différen-
tielles ordinaires (ODE’s), équations algébriques différentielles (DAE’s) ou même
un simulateur hybride sophistiqué).
] y(t) ∈ Rny représente la sortie mesurée à l’instant t. En utilisant la même notation
de l’état, la trajectoire de sortie est notée :
Y (·, t0, x0) = h(X(·, t0, x0)) (1.4.69)
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De plus, il faut noter que le terme t inclut les variables mesurés tels que l’entrée de
contrôle et les paramètres à temps variants avec une évolution temporelle bien connue.
Si de plus les perturbations non mesurées ω ∈ Rnω , et les bruits mesurés υ ∈ Rny sont à
considérer, le système (1.4.67-1.4.68) est remplacé par :
x(t) = X(t, t0, x0, ωtt0) (1.4.70)
y(t) = h(t, x(t)) + υ(t) (1.4.71)
où
] ωtt0 représente les perturbations {ω(τ)}τ∈[t0,t] ( il peut encore représenter les incer-
titudes sur le modèle).
] υtt0 représente les bruits de mesure (la même notation que pour ωtt0).
De plus, il est supposé qu’une certaine connaissance est disponible sur les domaines
admissibles des états, des perturbations et des bruits de mesure. Plus précisément :
x(t) ∈ X(t) ⊂ Rn ; ω(t) ∈W(t) ⊂ Rnω ; υ ∈ V(t) ⊂ Rny (1.4.72)
X(·), W(·) et V(·) sont des ensembles bien connus.
Les hypothèses précédentes permettent d’introduire les définitions suivantes
[Alamir, 2007] :
Définition 1.4.2. (Configurations compatibles avec les mesures).
Soit l’intervalle [t − T, T ] et soit les mesures correspondants ytt−T . Une paire (ξ,w) ∈
X(t−T )×[Rnω ][t−T,T ] est dite "ytt−T compatible" si les conditions suivantes sont satisfaites
pour tout σ ∈ [t− T, t].
1. ω(σ) ∈W(σ),
2. X(σ, t− T, ξ, ) ∈ X(σ),
3. ytt−T (σ)− Y (σ, t− T, ξ, ) ∈ V(σ).
Quand ces conditions sont satisfaites, la notation suivante est utilisée :
(ξ,w) ∈ C(t, ytt−T ) (1.4.73)
pour représenter l’ensemble des paires "ytt−T compatibles".
⊙
En gros, une paire (ξ,w) "ytt−T compatible" est une paire constituée d’un état initial à
l’instant t−T et de perturbations w définis sur [t−T, t], tel que la trajectoire résultante
de (1.4.70) satisfasse les conditions (1.4.72) sur [t− T, t].
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Définitions techniques
Afin d’introduire l’observateur à horizon glissant, les définitions suivantes s’avèrent né-
cessaires [Alamir, 2007] :
X Une fonction α : R+ → R+ est dite de classe K si elle est définie positive, continue,
strictement monotone (croissante) et propre (limx→∞ α(x) =∞).
X Étant donné un ensemble fermé S d’un espace Euclidien E, la fonction projection
PS suivante est définie :
PS : E→ S : PS(e) = min
σ∈S
d(e− σ) (1.4.74)
où d est une distance qui dépend du contexte.
X Pour toute matrice A, σ
¯
(A) représente la plus petite valeur singulière de A.
X Étant donné une fonction g(·) continue par morceaux, définie sur un intervalle I
et un entier i, soit les notations suivantes :
‖g(·)‖Li =
∫
I
‖g(τ)‖idτ ; ‖g(·)‖∞ = sup
τ∈I
‖g(τ)‖
X Étant donné une fonction multi-variable f(x1, x2, . . .), la dérivée partielle de f par
rapport à xi est simplement notée fxi(x1, x2, . . .).
Problème d’observation avec contraintes
En se basant sur les définitions précédentes, le problème d’observation peut être énoncé
comme suit [Alamir, 2007] :
Définition 1.4.3. (Problème d’observation à horizon fini)
Le problème d’observation à horizon fini revient à choisir un certain horizon d’observa-
tion T > 0 et d’utiliser, à tout instant t, les informations disponibles, à savoir :
1. les équations du système (1.4.70)-(1.4.71)
2. les mesures passées ytt−T
3. les contraintes (1.4.72)
4. certaines connaissances exogènes nécessaires
dans le but de produire une estimation xˆ(t) de l’état actuel x(t).
Il faut noter que la nécessité d’avoir des connaissances additionnelles provient du fait
que les trois premières informations disponibles (1)-(3) n’aident pas à choisir entre les
différents états candidats, appartenant au sous-ensemble suivant :
Ωt =
{
X(t, t− T, ξ,w) | (ξ,w) ∈ C(t, ytt−T )
}
(1.4.75)
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En effet, les différents états dans Ω(t) appartiennent aux trajectoires qui respectent les
contraintes et le niveau de bruit et sont ainsi des candidats également légitimes dans
l’explication des mesures. Par conséquent, il y a une indétermination sauf si au moins
une des conditions suivantes est satisfaite :
X Ω(t) = {x(t)}.
X des critères additionnels sont considérés.
Le premier cas apparaît particulièrement lorsqu’il n’y a pas de perturbations ni des bruits
de mesures (W = {0} et V = {0}), à condition que, le système soit observable au sens
trivial suivant :
Définition 1.4.4. (Observabilité uniforme des systèmes nominaux)[Alamir,
2007]
Le système (1.4.67)-(1.4.68) est uniformément observable s’il existe un certain T > 0 et
une fonction α de classe K tel que l’inégalité suivante est satisfaite :∫ t
t−T
‖Y (σ, t− T, x(1))− Y (σ, t− T, x(2)‖2dσ ≥ α(‖x(1) − x(2)‖) (1.4.76)
pour tout t ≥ 0 et tout (x(1), x(2)) ∈ X(t− T )×X(t− T ). ⊙
En effet, sous l’hypothèse d’absence de bruit et de perturbations, et pour des systèmes
uniformément observables [Alamir, 2007] :
• Si (X(t, t − T, ξ)) appartient à Ωt pour un ξ donné (voir (1.4.75)), donc, en se
basant sur la condition 3 de la définition 1.4.2 :
ytt−T (σ) = Y (σ, t− T, x(t− T )) = Y (σ, t− T, ξ) ∀σ ∈ [t− T, T ]
ce qui implique (en considérant l’inégalité (1.4.76)) : α(‖x(t−T )−ξ‖) = 0, ainsi, en
tenant compte de la définition de α : ξ = x(t− T ). Par conséquent, les hypothèses
ci-dessus impliquent que le seul élément dans Ωt est X(t, t− T, x(t− T )) = x(t).
Il est important de noter que la définition 1.4.4 comporte les contraintes de l’état or
l’inégalité (1.4.76) doit être satisfaite sur l’ensemble X(t − T ) × X(t − T ) des paires
admissibles.
D’autre part, dans le cas général de présence de bruit et de perturbations, Ωt
peut ne pas être un singleton, ainsi, un critère supplémentaire s’avère nécessaire
pour choisir la meilleure candidate entre les paires (ξ,w) ∈ C(t, ytt−T ) qui sera notée,
(ξˆ(t), wˆ(t)). Ainsi la meilleure estimation xˆ(t) est obtenue conformément à :
xˆ(t) = X(t, t− T, ξˆ(t), wˆ(t)) (1.4.77)
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Typiquement, le critère à définir peut se formuler par la recherche d’une paire
(ξ,w) qui minimise la fonction suivante :
J(t, ξ,w) := Γ(t, ξ − ξ∗(t)) +
∫ t
t−T
L(w(σ), εy(σ)) (1.4.78)
où
- εy(t) est définie par :
εy(t) = ytt−T (σ)− Y (σ, t− T, ξ,w) (1.4.79)
- ξ∗(t) est valeur induite par l’estimation passée.
D’une façon plus précise, (ξˆ(t), wˆ(t)) est obtenu par la résolution du problème d’optimi-
sation suivant :
P (t) : min
(ξ,w)∈Ωt
J(t, ξ,w) (1.4.80)
Il faut noter que la définition précédente de J implique un terme additionnel via les
poids relatifs à la perturbation w et à l’erreur de prédiction εy. Le compromis résultant
rappelle celui introduit dans le filtre de Kalman lors de l’utilisation des pénalités égales
aux inverses des matrices de covariance correspondantes, à savoir :
L(ω, εy) = ωTQ−1ω + εTyR−1εy
Par ailleurs, le terme de pondération Γ(·, ·) (équation (1.4.8) ), permet de pénaliser la
distance entre ξ et une valeur particulière ξ∗(t) qui peut condenser la connaissance passée
à la bonne valeur de l’état à l’instant t− T . La valeur de ξ∗(t) est généralement induite
par l’estimation passée.
Paramétrisation temporelle des incertitudes
La synthèse d’un observateur non linéaire nécessite la paramétrisation temporelle
des incertitudes lors de l’utilisation de (1.4.77)-(1.4.80)[Alamir, 2007]. Comme w définit
l’incertitude sur l’intervalle [t−T, t], la variable de décision (ξ,w) impliquée dans le pro-
blème d’optimisation P (t) est de dimension infinie. L’implémentation de l’observateur
nécessite une dimension finie de w. C’est ainsi que dans différentes références acadé-
miques, une version du système en temps discret est utilisée et une structure constante
par morceaux est implicitement utilisée où les inconnus :
pω := {w(kτ)}k0+N−1k=k0 ∈W(k0)× . . .×W(k0 +N − 1) ⊂ Rnω ·N ,
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où W(k) ≡ W(kτ) et T = Nτ représente l’horizon d’observation. Ainsi, la variable de
décision est (ξ, pω) de dimension finie (n+N · nω).
La procédure précédente entraîne différents inconvénients parmi lesquels [Alamir, 2007] :
• La structure constante par morceaux entraîne une grande dimension de la variable
de dimension (n+N · nω) et généralement un problème d’optimisation mal condi-
tionné (Le contenu spectral élevé de w conduit à plusieurs interprétations des
mesures passées).
• Dans le cas de signaux incertains à variation continue, cette structure implique une
petite période d’échantillonnage ce qui mène à un problème de grande dimension
pour un même horizon d’observation.
Afin de surmonter les inconvénients résultants, il existe une autre solution considérant
l’évolution suivante du vecteur d’incertitudes :
w(t) =W(t, pω) ; pω ∈ P
Ainsi la dimension du paramètre pω n’est plus directement dépendante de celle du vecteur
ω ou de la longueur de l’horizon d’observation. Dans ce cas, le problème d’optimisation
se réécrit de la façon suivante :
J(t, ξ, pω) = J(t, ξ,W(·, pω)) (1.4.81)
La meilleure estimation de l’état est obtenue par :
xˆ(t) = X(t, t− T, ξˆ(t), pˆω(t))
Comparaison avec les observateurs analytiques
Initialement, les équations du filtre de Kalman sont dérivées en se basant sur des
considérations de conception optimale. Une caractéristique intéressante des équations de
l’observateur est que dans le cas sans bruit ni incertitudes, l’erreur d’estimation, définie
par e = x − xˆ, montre un comportement dynamique globalement asymptotiquement
stable. La généralisation de la formule d’optimisation soulignée par le filtre de Kalman
aux systèmes non linéaires mène, d’une façon générale à des problèmes d’optimisation
non convexes et difficiles à résoudre. Pour surmonter ce problème, différents travaux ont
été menés dans la littérature tels que [Slotine et al., 1987; Gauthier et al., 1992b].
Contrairement aux observateurs analytiques qui étudient explicitement l’erreur
d’estimation afin de concevoir le terme de correction, les observateurs basés sur l’opti-
misation utilisent la définition de l’observabilité pour dériver l’algorithme d’estimation
d’état. L’idée est la suivante : en considérant un système nominal, l’estimation de l’état
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d’un système observable est équivalente à la minimisation de J(t, ξ) (l’intégrale de
l’erreur de prédiction de sortie sun un certain horizon temporel, voir définition 1.4.4).
Par conséquent, si un algorithme garantit la convergence asymptotique de J(t, ξ(t)) vers
0, la convergence de l’erreur d’estimation découle directement, étant donné que ξ(t)
converge vers x(t− T ) et xˆ(t) converge vers x(t).
Malheureusement, il existe différentes difficultés dont :
• Il n’existe pas de tels algorithmes qui garantissent les propriétés de convergence
pour les problèmes généraux d’optimisation non convexe. Le terme "Convergence
globale" utilisée dans la littérature fait référence à la convergence globale vers un
minimum local.
• Un autre problème réside dans l’implémentation temps réel. En effet, cela est dû
au temps nécessaire au solveur pour trouver la solution optimale de P (t) et qui
peut dépasser le temps de calcul disponible devant être compatible avec le temps
de mise à jour nécessaire.
Malgré l’avantage des observateurs basées sur l’optimisation dans la manipulation de
contraintes et l’indépendance vis à vis du modèle du système, il s’avère nécessaire de
résoudre les difficultés évoquées lors de leur utilisation. [Alamir, 2007] a proposé des
techniques permettant de surmonter des difficultés. Typiquement, deux considérations
ont été exploitées lors de l’implémentation des observateurs à horizon glissant :
1. La dérivation d’un schéma heuristique permettant d’éviter les singularités : Le but
est d’éviter les minimums locaux qui peuvent engendrer une mauvaise estimation
des états. En effet, c’est un problème inévitable dans les problèmes d’optimisation
non convexes avec contraintes .
2. Élaboration de deux approches traitant le problème de temps de calcul nécessaire
pour résoudre le problème d’optimisation :
- La première consiste en une formulation différentielle de l’observateur à horizon
glissant. Les systèmes considérés ont la forme :
x˙(t) = f(t, x(t)) (1.4.82)
y(t) = h(t, x(t)) (1.4.83)
(1.4.84)
La fonction coût J(t, ξ(t)) dans ce cas est définie par :
J(t, ξ) =
∫ t
t−T
‖Y (τ, t− T, ξ)− y(τ)‖2dτ (1.4.85)
- La deuxième est basée sur l’optimisation distribuée dans le temps. Le but est
d’étudier profondément le comportement en boucle fermée. Les idées dévelop-
pées dans ce cas sont fortement liées à celles adressées lors de l’implémentation
temps réel du contrôle prédictif [Diehl et al., 2002; Alamir, 2006].
40
Chapitre 1. État de l’art sur les observateurs non linéaires
Pour plus de détails sur les implémentations précédentes, le lecteur peut regarder
[Alamir, 2007].
Dans la suite de ce manuscrit, le problème d’estimation par observateurs à horizon gli-
sannt est adressé. Un schéma servant à réduire la complexité du problème d’otpimisation
invoqué lors de l’utilisation des MHO est proposé et illustré à travers des exemples d’ap-
plication.
1.5 Conclusions
Dans ce chapitre, une étude de l’état de l’art a été effectuée sur les observateurs li-
néaires et essentiellement les observateurs non linéaires. En gros, ces derniers peuvent être
classés en deux catégories : une basée sur les outils linéaires et la deuxième dépendante
d’une forme particulière du système étudié. Pour chacun des observateurs présentés, les
avantages et les inconvénients ont été bien illustrés.
Dans les chapitre suivants, l’accent est mis sur les observateurs à Horizon glissant. Une
méthode utilisée pour réduire la charge de calcul évoquée lors de l’utilisation de ce
type d’observateurs est proposée. Cette méthode repose sur une technique récemment
développée "technique de signatures graphiques". La présentation de cette technique fait
l’objet du chapitre suivant.
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Chapitre 2
Signatures Graphiques et Problème
inverse
L’objectif de ce chapitre est de présenter le principe des signatures graphiques 2D et
d’introduire la définition du problème inverse à résoudre sur le base de cette méthode.
La signature graphique est une technique récemment développée [Youssef, 2005; Youssef
& Alamir, 2003] et a été appliquée dans plusieurs contextes [Youssef & Alamir, 2005;
Youssef et al., 2005].
2.1 Introduction
Le point de départ de la méthode des "signatures graphiques" est le fait que l’œil
humain par l’activité fondamentale du cerveau est capable d’accomplir des tâches de
classification assez complexes. Pourtant, cette capacité doit s’exercer sur certaines
images.
L’objectif de cette méthode est de proposer des graphiques 2D, appelés signa-
tures, obtenues à partir des mesures d’un système donné. Plus précisément, il s’agit
de la définition d’une application d’un espace de grande dimension dans le plan
bi-dimensionnel R2. L’espace de départ est celui des vecteurs des mesures passées sur
une fenêtre temporelle donnée. En appliquant cette application aux mesures passées sur
un horizon glissant, une courbe 2D appelée "signature" est obtenue.
Cette courbe peut être un outil efficace dans la résolution des différents problèmes
inverses des systèmes dynamiques. Par exemple, elle peut être utilisée comme un outil
efficace dans le contexte de détection des défauts [Youssef, 2005] : Si pour chaque
scénario de défaillance, la signature correspondante diffère de la signature nominale
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d’une façon décelable à la perception humaine, il est ainsi possible de détecter les
défauts. Concernant la localisation des défauts, elle peut se faire lors de l’existence d’une
(des) signature(s) qui varie(nt) d’une façon propre à chaque scénario de défaillance.
Dans ce cas, le rôle de l’opérateur humain est essentiel. C’est grâce à sa capacité de
classification que des résidus géométriques peuvent être obtenus à partir des signatures.
Ensuite, ces résidus sont transformés en des résidus analytiques utilisés dans le cadre
du diagnostic en ligne.
Comme autre application, la signature graphique peut être un outil important
dans la reconstruction des quantités non mesurées d’un système dynamique donné (les
états et/ou les paramètres inconnus). En effet ces signatures permettent dans ce cas
de définir des fonctions d’inversion. Ces dernières peuvent soit résoudre complètement
le problème d’estimation ou bien réduire la charge de calcul en ligne et la complexité
lors de l’utilisation d’autres techniques d’estimation. Dans le chapitre 3, la technique de
signature graphique est utilisée pour la détermination de la position d’un robot anguille
dans un aquarium 2D à partir de la simple connaissance des mesures électriques reçues
par l’épiderme de ce robot (problème d’électrolocation). Dans le chapitre ??, cette
technique est appliquée pour résoudre le problème de reconstruction des états et/ou des
paramètres pour quelques exemples de systèmes dynamiques : dans ce cas, la signature
résout soit complètement le problème ou bien sert dans la réduction de charge de calcul
invoqué lors de l’utilisation de l’observateur à horizon glissant.
Ce chapitre est organisé de la façon suivante : La section 2.2 montre d’une façon
détaillée le principe de base de cette méthode. Dans la section 2.3, les définitions et les
notations nécessaires pour la formulation de cette méthode sont données. La définition
des signatures graphiques ainsi que la technique de génération d’une signature sont
présentées dans la section 2.4. Ensuite, un exemple illustratif, dans lequel la signature
est utilisée comme outil pour la détection des variations paramétriques, est donné
dans la section 2.5. La section 2.6 introduit d’une façon générale le problème inverse à
résoudre en utilisant la signature graphique. Ce chapitre se termine par une conclusion.
2.2 Idée de base
Considérons le système non linéaire dynamique décrit par les équations suivantes
[Youssef, 2005] :
f(x˙, x, p) = 0 ; y = h(x, p) (2.2.1)
où
X x ∈ Rn représente l’état du système.
44
Chapitre 2. Signatures Graphiques et Problème inverse
X y ∈ R représente la sortie mesurée qui est considérée dans ce cas comme scalaire.
X p ∈ P1 × P2 × . . .× Pm représente le vecteur de paramètres. Pi sont les ensembles
des valeurs possibles de paramètres pi, i ∈ {1, . . . ,m}.
Principe de base
Considérons un ensemble de mesures du système acquises avec une période d’échantillon-
nage τ > 0, dans une fenêtre temporelle de longueur N (voir figure 2.1). La connaissance
des N mesures passées du système permet de déterminer la partie observable de l’état,
soit x(t−Nτ). Par ailleurs comme les mesures futures ne dépendent que de cette partie
de l’état, la sortie à l’instant t est obtenue uniquement par cette dernière. Notons le
Fig. 2.1 – La connaissance de N mesures passées (vecteur Y(t)) permet la détermination
de l’état observable x(t) et donc la sortie à l’instant suivant t + (N + 1)τ est obtenue
uniquement par Y(t)
vecteur de mesures passées par :
Y(t) = (y(t−Nτ), . . . , y(t− τ))T (2.2.2)
De plus soit la sortie suivante notée par :
y+(t) = y(t) (2.2.3)
Cette sortie dépend de Y(t) et du vecteur de paramètres p.
Par conséquent, La discussion précédente implique l’existence d’une application de la
forme :
F : RN ×Rm → R (2.2.4)
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telle que
y+(t) = y(t) = F (Y(t), p) (2.2.5)
La relation précédente est non linéaire, multi-variable et dépend du vecteur des para-
mètres.
Remarque 2.2.1. Dans le cas d’un système commandé, la relation (2.2.5) sera de la
forme :
y+(t) = y(t) = F (Y(t), u, p) = Fu(Y(t), p) (2.2.6)
pour un scénario de u donné. De plus, cette relation est considérée dans le cas d’un
système avec une commande par retour d’état et observateur.
Afin de donner une caractérisation graphique de la fonction inconnue F (voir équation
(2.2.6)), une signature graphique est utilisée. L’intuition de base de la signature graphique
ainsi que sa définition sont données dans les sous-sections suivantes.
Intuition de base de la signature graphique 2D
Supposons l’existence d’une application P appelée dans la suite Stylo ("Pencil" en an-
glais), qui est définie de la façon suivante :
P : RN ×R→ R2
(Y(t), F (Y(t), p))→ P (Y(t), F (Y(t), p)) ∈ R2 (2.2.7)
L’application P associe à chaque couple (Y(t), F (Y(t), p)) un point dans le plan
bi-dimensionnel R2.
Soit un vecteur de mesures contenant NO instants de mesure. Notons par Yp ∈ RN
l’ensemble des valeurs prises par Y . Ces valeurs sont obtenues en glissant la fenêtre de
longueur N sur le vecteur de mesures de NO éléments. En prenant le Stylo P en main
et en l’appliquant sur les différentes valeurs de Y , une courbe bi-dimensionnelle sera
obtenue (voir figure 2.2) : P (Y(t), F (Y(t), p))

Y(t)∈Yp
(2.2.8)
Cette courbe est constituée d’un nombre de points égal au nombre de valeurs prises par
Y introduites ci-dessus. Par ailleurs, cette courbe est considérée comme la signature
d’ordre N de la fonction non linéaire F (Y(t), p). En changeant N , différentes signatures
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Fig. 2.2 – Signature graphique de la fonction F . A chaque couple (Y(t), y+(t)), il est
associé un point dans un plan 2D (plan de la signature). La signature 2D obtenue contient
un nombre de points égal au nombre de valeurs prises par Y(t) en glissant la fenêtre de
longueur N sur le train de mesures considéré.
s’obtiennent : Notons que l’ensemble des valeurs prises par Y(t), Yp, précédemment
défini dépend de l’état initial, de l’état considéré, ainsi que de la commande (dans le cas
d’un système commandé).
Avant de présenter la formulation mathématique détaillée de l’application "Stylo",
continuons avec la présentation de l’intuition de base de l’approche proposée. Ainsi, il
s’avère intéressant de présenter l’utilisation de la signature graphique comme outil de
diagnostic pour la détection des variations paramétriques dans les systèmes dynamiques.
Les signatures graphiques 2D comme outil de diagnostic
Supposons l’existence des valeurs de N pour lesquelles l’"allure" de la signature varie
d’une façon détectable, lorsqu’un paramètre du système varie et ceci indépendamment
des valeurs des autres paramètres. Dans ce cas, la signature graphique devient un outil
de diagnostic, en particulier dans le cadre du diagnostic par opérateur. Par ailleurs,
grâce au caractère graphique de la signature, il est possible d’utiliser les capacités de
diagnostic naturelles et très considérables de la vision humaine dans le cadre d’un
système d’aide au diagnostic à interface homme/machine. De plus, si la signature se
déforme d’une façon corrélée à la variation du paramètre en question, la valeur de cette
variation peut alors être estimée.
Afin de bien illustrer cette idée, considérons un système avec deux paramètres p1,
p2. En premier, supposons que la signature générée à partir des mesures du système
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s’allonge de la façon montrée sur la figure 2.3 pour des variations du premier paramètre
p1, soit le défaut f1. Sur cette figure 2.3, le fonctionnement normal du système, c.à.dire
pour des valeurs nominales (p01, p02) de (p1, p2), est représenté par la signature en trait
continu, alors que la signature en pointillé correspond au fonctionnement défectueux du
système (défaut f1).
D’autre part, supposons aussi que la signature subit une rotation grâce à des va-
riations du second paramètre (soit le défaut f2) comme le montre la figure 2.4. Ainsi,
cette signature permet la détection et la localisation de toutes variations mêmes
simultanées (défauts f1 et f2 en même temps), comme il est présenté sur la figure
2.5. De plus, il est possible de déterminer les valeurs des deux paramètres p1 et p2
respectivement à l’aide de l’allongement δ et l’angle de rotation θ de la signature. Par
conséquent, δ et θ peuvent être considérés comme des résidus "géométriques".
Finalement il faut bien noter que même lorsque la signature tourne avec les va-
riations des deux paramètres p1 et p2, il est possible de détecter et localiser les défauts
multiples. En effet, l’allongement de la signature permet de détecter, localiser et estimer
les variations de p1. De plus, les variations de p2 peuvent être détectées grâce à l’angle
de rotation de la signature. Dans ce qui suit, quelques définitions et notations sont
Fig. 2.3 – Exemple d’un système à deux paramètres p1, p2 : la signature s’allonge avec
la variation de p1.
données. Ensuite, la technique de génération de la signature graphique est présentée.
Finalement, un exemple illustratif "oscillateur de Van-der-Pol" modifié est donné pour
bien illustrer la génération de la signature graphique et son utilisation dans la détection
des variations paramétriques de ce système.
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Fig. 2.4 – Exemple d’un système à deux paramètres p1, p2 : la signature tourne avec la
variation de p2.
Fig. 2.5 – Exemple d’un système à deux paramètres p1, p2. La signature permet de
détecter et localiser les variations simultanées de p1 et p2.
2.3 Définitions et Notations
Dans cette section , quelques définitions et notations nécessaires pour la définition
de la signature graphique sont données [Youssef, 2005].
Définition 2.3.1. Fonction de normalisation Nε
Considérons une sortie y mesurée avec une certaine période d’échantillonnage. Construi-
sons un vecteur Y composé de N mesures passées y(t−Nτ), . . . , y(t− τ). Une fonction
de normalisation est ensuite appliquée au vecteur Y afin d’obtenir un vecteur dont les
composantes appartiennent à l’intervalle [−1, 1]. La fonction de normalisation est définie
par :
Nε : RN → RN ; Nε(Y) = Y¯ = Y‖Y‖∞ + ε ∈ [−1, 1]
N (2.3.1)
avec
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X ε est un petit coefficient de régularisation.
X ‖Y‖∞ est donné par :
‖Y‖∞ = max
i∈{1,...,N}
|Yi|
Définition 2.3.2. Application Stylo ou "Pencil", Pε
Une application Stylo (ou "Pencil") est représentée par une fonction Pε : RN ×R→ R2,
qui associe à chaque élément (Y , y) de RN × R (un ensemble de N + 1 mesures), un
point dans le plan 2D. Les étapes à effectuer sont les suivantes :
1. Considérons les N sommets d’un polygone régulier de dimension N , notés par (Qi)
(voir figure 2.6), à savoir :
Qi : image(e2j(i−1)
pi
N ) ; j2 = −1
2. En utilisant la fonction de normalisation Nε, le vecteur normalisé Y¯ = Nε(Y) est
calculé.
3. Considérons la ième composante du vecteur Y¯, Y¯i. Cette dernière est utilisée ensuite
pour la définition d’un point noté Ψi(Y¯) sur le ième segment QiQi+1 du polygone
régulier défini précédemment et présenté sur la figure 2.6, soit :
Ψi(Y¯) = 12[(1 + Y¯i)Qi+1|N − (Y¯i − 1)Qi] (2.3.2)
avec
(i+ 1|N) = (i+ 1)Modulo N
A savoir :
• si Y¯i = 0 alors Ψi(Y¯) se situe au milieu du segment QiQi+1,
• si Y¯i = −1 alors Ψi(Y¯) coïncide avec Qi,
et ainsi de suite.
4. En se basant sur les définitions précédentes, N points Ψi(Y¯) sont définis tel que
chaque point appartient à un segment du polygone. Ensuite, deux points Φ0(Y¯) et
Φ1(Y¯) à l’intérieur du polygone sont définis, suivant les relations suivantes :
Φ0(Y¯) = 1
N
N∑
j=1
Ψj(Y¯) (2.3.3)
Φ1(Y¯) = 1
N
N∑
j=1
Y¯jΨj(Y¯) (2.3.4)
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Fig. 2.6 – Définition des points Qi et Ψi(Y¯) dans le cas N = 6 et Y¯ =
(0, 0.5,−0.5, 0.25,−0.25, 0)T . Qi représentent les N sommets du polygone régulier. Ψi(Y¯)
est un point sur le segment QiQi+1 placé selon la valeur de Y¯i
Notons que Φ0(Y¯) et Φ1(Y¯) représentent respectivement le centre de gravité des
Ψi(Y¯) et le centre de gravité de Ψi(Y¯) pondéré avec Y¯i utilisé comme poids.
5. Finalement, l’utilisation de Φ0(Y¯) et Φ1(Y¯) permet de définir l’application "Stylo"
Pε comme suit :
Pε : RN ×R→ R2
(Y , y)→ Φ0(Y¯) + λε(Y¯ , y)[Φ1(Y¯)− Φ0(Y¯)] (2.3.5)
où
λε(Y¯ , y) = y‖Y¯‖∞ + ε
− 1
N
N∑
i=1
Y¯i (2.3.6)
- Pε(Y , y) est un point sur la ligne −−−→Φ0Φ1 avec une position relative définie par y.
Un exemple de définition de Pε(Y , y) est donné sur la figure 2.7 tel que :
N = 6 ; Y = [5, 2, 0,−1, 3,−2] ; y = −5, y = 0, y = 5
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En résumé, les définitions précédentes montrent bien qu’un point Pε(Y , y) est généré
à partir de N + 1 mesures. Dans la section suivante, il est bien montré comment les
définitions précédentes peuvent être utilisées pour générer une signature dynamique bi-
dimensionnelle.
Fig. 2.7 – Définition des points Pε(Y , y) dans le cas N = 6 et Y = (5, 2, 0,−1, 3,−2)T .
Pε(Y , y) se trouve sur la ligne définie par le centre de gravité des points Ψi(Y¯) et le
centre de gravité de Ψi(Y¯) pondéré avec Y¯i, selon la valeur de y (la sortie suivante au
vecteur de mesures passées)
2.4 Génération d’une signature dynamique
Soit le vecteur de mesures défini de la façon suivante (voir figure 2.8) :
Y(t, N) = (y(t−Nτ), . . . , y(t− τ))T ∈ RN (2.4.1)
avec τ la période d’échantillonnage d’acquisition des mesures.
En utilisant une fenêtre glissante de largeur N à partir de (M + N) mesures
passées {
y(t− iτ)
}M−1+N
i=0
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Fig. 2.8 – Exemple de définition de Y(t, N), N = 5 avec Y(t, N) à l’instant t est composé
de N mesures passées.
et l’application "Stylo" Pε définie précédemment, les points Pi suivants peuvent être dans
le plan di-dimensionnel 2D :
P1(t, N) = Pε(Y(t, N), y(t))
P2(t, N) = Pε(Y(t− τ,N), y(t− τ))
...
PM(t, N) = Pε(Y(t− (M − 1)τ,N), y(t− (M − 1)τ)) (2.4.2)
Les points précédents constituent M points dans le plan R2 qui constituent la signature
dynamique bi-dimensionnelle Sε(t, N) à l’instant t (voir figure 2.9).
D’une façon analytique, Sε(t, N) peut s’écrire sous la forme suivante :
Sε(t, N) =
(
Sεx(t, N), Sεy(t, N)
)
(2.4.3)
où
Sεx(t, N) =

P1x(t, N)
...
PMx(t, N)
 ; Sεy(t, N) =

P1y(t, N)
...
PMy(t, N)
 (2.4.4)
Les Pix(t, N) et les Piy(t, N) figurant dans l’équation (2.4.4) représentent respectivement
les abscisses et les coordonnées de Pi(t, N). Notons que différentes signatures peuvent
être obtenues en modifiant la valeur N .
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Fig. 2.9 – Exemple de définition de Sε(t, N) tel que M = 5 : Sε(t, N) est constitué de
M points Pi qui sont définis par application du "Stylo" sur les (M +N) passées.
2.5 Exemple illustratif : Oscillateur de Van-der-Pol
L’objectif de cette section est de bien illustrer l’utilisation de la signature graphique dans
la détection des variations paramétriques d’un système donné, ainsi, le diagnostic de ce
système. Le système considéré est l’oscillateur de Van-der-Pol auquel trois paramètres
p1, p2, p3 ont été ajoutés [Youssef, 2005]. Il est représenté dans l’espace d’état sous la
forme suivante :
x˙1 = p1x2
x˙2 = −9x1 + p2(1− (x1 + p3)2)x2
y = x1 (2.5.1)
où
] Les trois paramètres varient dans les intervalles suivants :
p1 ∈
[
1 2
]
; p2 ∈
[
1.5 3
]
; p3 ∈
[
0 0.1
]
] Les valeurs nominales de ces paramètres sont données par :
p01 = 1.5 ; p02 = 2.25 ; p03 = 0
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Problème à résoudre
Déterminer les signatures qui permettent la détection et l’estimation des variations des
trois paramètres p1, p2 et p3 dans les intervalles précédents.
Dans la suite, il est bien montré que deux signatures S1 et S2 peuvent résoudre
ce problème. Ces deux signatures sont générées sur une fenêtre de 500 mesures de la
sortie y de l’oscillateur acquises avec une période d’échantillonnage τ = 0.01s.
- Les variations du premier et du troisième paramètre sont détectées en utilisant une
signature S1 d’ordre N = 100.
- Les variations du deuxième paramètre sont détectées en utilisant une signature S2
d’ordre N = 50.
Dans ce qui suit, la détection et la localisation des variations des paramètres de l’oscil-
lateur sont étudiées en montrant la sensibilité des deux signatures S1 et S2 vis à vis de
ces variations.
Détection des variations du paramètre p1
La figure 2.10 montre la sortie de l’oscillateur dans le cas des variations du premier
paramètre p1. Pour ce cas, les allures de la signature S1 sont présentées sur la figure 2.11
Fig. 2.10 – Sortie de l’oscillateur dans de cas des variations de p1, (p2, p3) = (2.25, 0).
55
Chapitre 2. Signatures Graphiques et Problème inverse
Fig. 2.11 – Sensibilité de la signature S1 aux variations de p1 avec (p2, p3) = (2.25, 0)
La figure 2.11 montre comment les variations de p1 sont détectables par la signature S1.
En effet, plus la valeur de p1 augmente, plus la distance entre les deux extrémités de la
signature augmente.
Concernant la localisation des variations de p1, il est nécessaire d’étudier la sensi-
bilité de la signature S1 par rapport aux variations des autres paramètres. La figure
2.12 montre la sensibilité de la signature S1 par rapport aux variations de p2. Par
conséquence, pour une valeur nominale de p3, il est possible de détecter les variations
de p1 et non pas les localiser (les petites variations de p1 autour de la valeur nominale
sont indistinguables des variations de p2). De même les petites variations de p2 ne sont
pas décelables par S1. C’est ainsi qu’il faut une autre signature qui sert à la détection
des variations de p2 et de même à distinguer celles de p1.
Détection des variations du paramètre p2
La figure 2.13 montre la sortie de l’oscillateur dans le cas des variations du deuxième
paramètre p2. Pour ce cas, les allures de la signature S2 sont présentées sur la figure
2.14. Il est bien clair que les variations de p2 sont détectables par S2. En effet, plus la
valeur de p2 augmente, plus les deux pointes basses de la signature S2 se décalent vers
la droite.
D’autre part, les deux figures 2.15 et 2.16 montrent l’influence des variations de p1 et
p3 respectivement sur la signature S2. D’après ces deux figures 2.15 et 2.16, il est bien
clair que les variations de p1 et p3 n’influent pas la pointe droite de la signature S2. Par
conséquent, S2 permet la détection et la localisation des variations de p2 pour tous les
domaines admissibles de p1 et p3.
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Fig. 2.12 – Sensibilité de la signature S1 aux variations de p2 avec p3 = 0
Fig. 2.13 – Sortie de l’oscillateur dans de cas des variations de p2, (p1, p3) = (1.5, 0).
En conclusion, pour une valeur constante de p3, la détection et l’isolation des va-
riations de p1 et p2 en utilisant les signatures S1 et S2 s’effectuent de la façon suivante :
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Fig. 2.14 – Sensibilité de la signature S2 aux variations de p2 avec (p1, p3) = (1.5, 0)
Fig. 2.15 – Sensibilité de la signature S2 aux variations de p1
Détection :
- Le changement de la position de la pointe droite de S2 indépendamment de S1 implique
la variation de p2.
- L’allongement (ou raccourcissement) de S1 avec une pointe fixe de S2 implique la
variation de p1.
Localisation : Pour des grandes variations de p1, il est possible de localiser des défauts
simultanés affectant p1 et p2, en effet :
- L’allongement (ou raccourcissement) de S1 avec une pointe fixe de S2 implique la
variation de p1 seule.
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Fig. 2.16 – Sensibilité de la signature S2 aux variations de p3
- Le changement de la position de la pointe droite de S2 avec une petite variation de S1
par rapport au cas nominale implique la variation de p2 seule.
- Le changement de la position de la pointe droite de S2 avec une grande variation de
S1 par rapport au cas nominale implique la variation simultanée de p1 et p2.
Il faut noter que la variation faible de p1, lors des variations simultanées ne permet pas la
localisation. En effet, dans ce cas, la variation de p2 est indistinguable de celle simultanée
de p1 et p2 or dans les deux cas la pointe de la signature S2 bouge et S1 subit une petite
variation.
Détection des variations du paramètre p3
La figure 2.17 montre la sortie du système dans le cas des variations du paramètre
p3. De plus, les allures de la signatures S1, lors des variations de p3, pour différentes
valeurs du premier paramètre et pour une valeur fixe de p3, sont illustrées sur la figure
2.18. Selon cette figure, l’augmentation de la valeur du troisième paramètre entraîne
l’augmentation de la distance entre les deux branches à l’extrémité droite de la signature
S1. Cette distance est insensible aux variations de (p1, p2) (voir figures 2.12 et 2.18).
Ainsi, il est possible de détecter et localiser les variations de p3, en utilisant S1, et cela
indépendamment de p2 et p3.
Afin de résoudre complètement le problème de détection et de localisation des
variations paramétriques, il faut étudier l’influence de la variation de p3 sur la détection
et la localisation de variations de p1, en effet :
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Fig. 2.17 – Sortie de l’oscillateur dans de cas des variations de p3, (p1, p2) = (1.5, 2.25).
Fig. 2.18 – Sensibilité de la signature S2 aux variations de p3 avec p2 = 2.25
- La longueur de la signature S1 est influencée par le paramètre p1. Pour des variations de
p3, l’extrémité droite de la signature S1 est formée de deux branches. En calculant
la longueur de S1 entre le milieu de ces deux branches et l’extrémité gauche de la
signature S1, cette longueur est alors indépendante de p3. Ainsi, la variation de p3
n’influe pas la détection et la localisation de variations de p1.
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Résidus de détection
D’après les paragraphes précédents, l’utilisation des deux signatures S1 et S2 permet de
détecter et localiser les variations mêmes simultanées des trois paramètres de l’oscillateur.
Pour ce faire, plusieurs résidus géométriques extraits de ces signatures sont utilisés (voir
figure 2.19). La définition de ces résidus géométriques est donnée par :
Fig. 2.19 – La signature S1 donnent deux résidus r1 et r3. Le résidu r2 est extrait de la
signature S2
• r1 : la longueur de la signature S1. Dans le cas d’une variation de p3, la signature a
la côte droite formée de deux branches. Dans ce dernier cas, la longueur est calculée
par rapport au milieu de ces deux branches (figure 2.19).
• r2 : La position de la pointe droite de la signature S2 (figure 2.19). Ce résidu est
obtenu par l’abscisse du point de dérivée seconde maximale de la signature S2.
• r3 : La distance entre les deux branches droites de la signature S1 (figure 2.19).
Ces résidus géométriques sont ensuite exprimés de façon analytique [Youssef, 2005] en
fonction des coordonnées des points de la signature afin d’être utilisés dans une procédure
de diagnostic en ligne.
Résidus de détection sous forme analytique
D’une façon analytique, les résidus r1, r2 et r3 peuvent s’écrire sous la forme :
• Résidu r1 :
r1 =
xmax + xm
2 − xmin
Avec
xmin = min[S1x ], xmax = max[S1x ]
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et
xm = inf[S1x ] tel que |S1y − y∗| < 0.01
où y∗ est l’ordonnée du point d’abscisse xmax de la signature S1.
• Résidu r2 :
r2 = S2x∗ , tel que
S2y∗ = max(S2y+ − 2S2y + S2y− )
où S2y+ et S2y− sont les ordonnées du point suivant et précédent du point
d’ordonnée S2y respectivement.
• Résidu r3 :
r2 = xmax − xm
où xmax et xm sont les mêmes définis pour le résidu r1.
2.6 Définition du problème inverse à résoudre
Dans la suite de ce manuscrit la technique des signatures graphiques est utilisée dans
deux contextes :
• Le premier consiste en la résolution du problème inverse d’électrolocation. Dans
ce cas, l’objectif est de déterminer la position dans un aquarium 2D d’un robot
anguille muni du sens électrique à partir de la simple connaissance des mesures des
courants électriques perçus par l’épiderme du robot.
• Le deuxième consiste en l’estimation des états et des paramètres des systèmes
dynamiques non linéaires en utilisant les mesures disponibles du système. Plusieurs
exemples d’application sont donnés dans le chapitre 4 pour la validation.
D’une façon générale, le problème inverse qu’on cherche à résoudre en utilisant la signa-
ture graphique peut être formulé en général comme il est défini ci-après. Notons que pour
chaque application présentée dans les chapitres suivants, les notations et les définitions
sont réadaptées en fonction de la problématique, du système et des variables considérées.
Le modèle du système non linéaire dynamique considéré dans ce cas est représenté d’une
manière générale par le simulateur suivant :
x(k + i) = X(i, x(k), p) (2.6.1)
y(k) = h(x(k), p) (2.6.2)
où
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] x ∈ Rn est le vecteur d’état.
] τ est la période d’échantillonnage.
] p ∈ Rp est le vecteur de paramètres du système.
] y ∈ Rny est le vecteur de mesures. Il est supposé que les mesures sont périodique-
ment acquises et mémorisées sur une fenêtre temporelle de longueur T = NOτ .
Le problème inverse consiste en la détermination des variables inconnues du système
(paramètres, états) en utilisant les mesures acquises du système. Plus précisément, l’ob-
jectif est de déterminer à tout instant k l’estimation des variables inconnues en utilisant
les mesures passées qui ont été acquises pendant [k−NO, k]. Ces mesures définissent un
seul vecteur appelé Ym(k) tel que :
Ym(k) =

y(k − 1)
...
y(k −NO)
 (2.6.3)
Étant donné la diversité des applications sur lesquelles la technique des signature gra-
phiques est appliquée, la formulation du problème inverse et le schéma de résolution
proposé ne sont pas présentés dans ce chapitre. Cependant, l’accent est mis sur la pré-
sentation de l’outil (les signatures graphiques). Le schéma de base adopté lors d’une
résolution basée sur les signatures graphiques est présenté d’une façon appropriée au
moment de la présentation des applications (chapitres 3 et 4).
2.7 Conclusions
Dans ce chapitre, un outil pour la résolution des problèmes dynamiques inverses
dans les systèmes non linéaires a été rappelé. Son principe de base est de proposer des
signatures graphiques bi-dimensionnelles générées à partir des mesures d’un système
donné. La définition de cette signature est basée sur l’utilisation d’une application d’un
espace de grande dimension, contenant les mesures passées, dans le plan R2. La grande
capacité de classification humaine permet d’extraire des caractéristiques graphiques à
partir de ces signatures. Elles sont traduites ensuite en termes de fonctions analytiques
afin de permettre la résolution du problème inverse considéré (estimation des inconnus
d’un système, détection des variations paramétriques, diagnostic,etc.). La technique
de signature graphique a été développée récemment et appliquée dans différents
contextes (voir [Youssef, 2005; Youssef & Alamir, 2003; Youssef & Alamir, 2005; Youssef
et al., 2005])
Dans ce qui suit, l’extension de cette méthode au problème de l’estimation de
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l’état est bien montrée grâce à des exemples d’application illustratifs et d’autres corres-
pondants à des procédés réels. Le chapitre suivant présente l’utilisation de la technique
des signatures graphiques pour la résolution du problème inverse d’électrolocation.
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Problème inverse d’Électrolocation
Ce chapitre présente des résultats préliminaires concernant la solution des problèmes
inverses qui se posent lors de la navigation basée sur le sens électrique. Ce sens est utilisé
par les poissons électriques pour se déplacer dans les eaux sombres en utilisant les me-
sures du courant électrique, perçus par les capteurs épidermiques qui sont affectés par la
présence des obstacles. Ces derniers modifient les courants induits résultants en pertur-
bant instantanément le champ électrique auto-produit par le poisson. Afin de surmonter
la charge de calcul associée à une inversion explicite des équations mathématiques, l’ap-
proche proposée dans ce chapitre, repose sur une méthodologie de classification, récem-
ment développée, et basée sur les signatures graphiques 2D. Une validation préliminaire
de la solution proposée est obtenue en utilisant un banc expérimental dédié.
3.1 Introduction
La capacité des poissons électriques à chasser et naviguer sans repères visuels a été
reconnue depuis longtemps [Heiligenberg, 1973; der Emde et al., 1998]. Les efforts des
chercheurs pour comprendre le mécanisme d’électrolocation sous-jacent, ont permis
d’établir que cela est fait en percevant les effets des signaux électriques auto-produits
au moyen des électrorécepteurs épidermiques. Le signal reçu par ces récepteurs dépend
de la configuration de l’environnement (présence des objets, leurs propriétés électriques,
leur taille, leur forme, etc). La figure 3.1 montre bien l’effet des caractéristiques des
corps immergés dans l’environnement du poisson électrique sur le signal reçu par ses
capteurs épidermiques.
Plus récemment, l’idée d’utiliser ce principe d’électrolocation à bords des robots sous-
marins a émergé [Maciver & Nelson, 2001], puisqu’elle présente plusieurs avantages. En
effet, au-delà de la possibilité d’explorer, sans repères visuels, les eaux sombres, le carac-
tère instantané du sens électrique (en comparaison aux solutions basées sur le signal de
65
Chapitre 3. Problème inverse d’Électrolocation
Fig. 3.1 – Influence de caractéristiques des objets sur le champ électrique reçu par les
capteurs épidermiques du poisson électrique. a) cas sans objets. b) cas avec présence
d’objets conducteurs. c) cas avec présence d’objets non conducteurs
sonar) évoque la possibilité de reproduire un comportement de type réflexe dans de tels
robots. En outre, la possibilité d’utiliser différents profils de tension électrique ouvre la
porte à une sorte d’investigation active basée sur la redondance, qui peut être précieuse
lors de la présence d’ambiguïtés, comme pour la perception de l’environnement du robot.
Le projet national français ANR-RAAMO ("Robot Anguille Autonome en Milieux
Opaques") a pour objectif d’effectuer des recherches conduisant à un robot ressemblant
à une anguille capable de l’électrolocation. En particulier, plusieurs réseaux électro-
sensoriels ont été développés, ainsi qu’un banc expérimental simplifié, afin de faire des
applications de validation. Ces derniers concernent, à la fois, la méthode de modélisation
des équations d’électrolocation (les équations directes) mais aussi les algorithmes qui
visent à reconstruire l’information sur l’environnement en se basant sur les mesures
disponibles (problèmes inverses). Plus précisément, le problème direct est décrit par
l’équation de Laplace
∆U = 0
où U est le potentiel qui définit le champ électrique à travers E = −∇U (la nature irro-
tationelle du champ en régime quasi-stationnaire). La solution de l’équation de Laplace
nécessite que des conditions aux limites soient définies selon les propriétés des objets qui
sont immergés dans l’environnement près de la sonde de détection [Williams et al., 1990].
Ces conditions aux limites impliquent, soit U ou sa pente normale aux nœuds qui appar-
tiennent aux frontières du domaine (comprenant les frontières des objets). La solution
directe des équations d’électrolocation nécessite une charge de calcul numérique (La mé-
thode des éléments aux frontières par exemple (BEM : "Boundary elements method"),
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ce qui donne un système d’équations qui prend la forme suivante :
[
A(config)
]U¯
I¯
 = B(config) (3.1.1)
Mesures = C
U¯
I¯
 (3.1.2)
où config désigne l’ensemble des paramètres qui décrivent complètement la configuration
de l’environnement, alors que (U¯ , I¯) sont les vecteurs de tension et du courant à chaque
nœud de la maille de discrétisation. Notons que le vecteur B rassemble les potentiels et
les courants qui sont connus ou imposés sur certaines frontières particulières (capteurs,
corps de caractéristiques données).
C’est une réalité, sauf pour des cas très simples [Baffet et al., 2009], que la réso-
lution de problème inverse
config = F(Mesures)
qui constitue un problème non linéaire, hybride et de dimension élevée, est extrêmement
difficile et le faire en temps réel est irréaliste. C’est la raison pour laquelle l’utilisation
des algorithmes d’inversion sans modèles, doit être sérieusement étudiée. C’est l’objectif
du chapitre présent dans lequel on a traité quelques résultats préliminaires, expéri-
mentalement évalués, concernant l’utilisation d’une telle approche sans modèle pour
résoudre un problème spécifique d’électrolocation.
Ce chapitre est organisé de la façon suivant : d’abord, la section 3.2 explicite le
point de vue physique adopté pour définir les équations du problème d’électrolocation.
Ensuite la section 3.3 présente le banc expérimental et le problème d’électrolocation
spécifique à traiter. La section 3.4 décrit le cadre général qui sous-tend la solution
proposée alors que la section 3.5 montre les résultats de validation expérimentale.
3.2 Point de vue physique adopté
Dans un milieu conducteur, les courants à basses fréquence sont régis par la loi d’ohm :
j = γE (3.2.1)
où
X j est la densité de courant. Le bilan des charges électriques se traduit par :
div(j) = 0 (3.2.2)
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X γ est la conductivité électrique.
X E est le champ électrique. Les deux équations (3.2.1) et (3.2.3) impliquent :
div(E) = 0 (3.2.3)
Dérivant du potentiel électrique U , E est défini à travers :
E = −∇U (3.2.4)
La relation précédente reflète la nature irrotationnelle du champ en régime quasi-
stationnaire.
En se basant sur les équations (3.2.3) et (3.2.4), les équations d’électrolocation sont
modélisées à travers l’équation de Laplace qui est de la forme suivante :
∆U = 0 (3.2.5)
Le problème direct d’électrolocation est défini comme suit :
Les différentiels de potentiel étant imposés, la géométrie étant définie, la
physique étant connue, les courants transcutanés sont à chercher.
La résolution de l’équation de Laplace nécessite des conditions aux limites (C.L.) bien dé-
finies (conditions aux limites de Dirichlet, de Neumann). Ainsi, le problème sera formulé
comme étant :
∆U = 0 avec C.L. (3.2.6)
Par ailleurs, en maillant la surface considérée et en appliquant une méthode de résolu-
tion telle que la méthode des éléments finis de frontière ou "Boundary element Method"
(BEM) en anglais, le problème sera défini par un système d’équations de la forme sui-
vante :
AX = B (3.2.7)
où
X A et B sont des matrices qui dépendent de la géométrie, plus précisément de la
configuration de l’environnement du poisson.
X X = [U, I]T tel que U , I la tension et le courant pour tout point de la grille des
capteurs épidermiques.
La solution de l’équation de Laplace nécessite les conditions aux frontières à être définies
en accord avec les propriétés des objets se trouvant dans l’environnement proche des
capteurs électro-sensible.
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Problème inverse d’électrolocation à résoudre
Le but de ce travail est de déterminer la physique de la scène en connaissant les
tensions (imposées) et les courants (mesurés).
En se basant sur la modélisation mathématique du paragraphe précédent (3.2.7),
les courants ont la forme explicite suivant :
I = K(U) (3.2.8)
où K est une fonction numérique qui dépendent de la géométrie.
Par conséquent, le problème d’optimisation suivant est posé : Trouver la géométrie de la
scène p tel que :
pˆ = min
p
‖Iˆ(p)− I‖ = min
p
‖(Kˆ(p)−K)U‖ (3.2.9)
En résumé, Le problème inverse d’électrolocation défini consiste à trouver la configuration
de l’environnement à partir des mesures. C’est un problème hybride non linéaire de
grande dimension et résoudre ce problème en temps réel est une tâche presque irréalisable.
C’est ainsi que l’objectif de ce travail est de proposer un schéma d’inversion indépendant
du modèle mathématique, or, l’inversion à base de modèle est incompatible avec les
besoins de temps réel. La solution est basée sur une technique de classification qui permet
de détecter la position du robot dans l’aquarium en se basant sur les mesures électriques.
3.3 Banc expérimental d’électrolocation
Afin de démarrer une investigation sur un problème plus simple que celui correspon-
dant à un robot de natation entièrement instrumenté, les partenaires du projet national
RAAMO ont développé le banc expérimental représenté sur la Figure 3.2 où un schéma
d’une sonde de deux électrodes (inox 316) peut être considéré. Cette sonde est immergée
dans un aquarium de coordonnées (x, y), à mi-hauteur et de position angulaire θ, qui
sont strictement contrôlées en utilisant respectivement un robot cartésien et un stade
de rotation précis. Tandis que dans la prochaine investigation expérimentale, seules les
deux électrodes de la sonde ont été utilisées, il est à noter que plusieurs versions de la
sonde sont également disponibles ; contenant jusqu’à 16 électrodes, distribuées sur des
groupes de 4 électrodes. Par conséquent, le problème d’électrolocation peut être énoncé
comme suit :
définir un protocole d’actionnement, un schéma d’apprentissage et le solveur
du problème inverse correspondant, qui permettent à la sonde de déterminer
ses coordonnées (x, y) à partir des mesures uniquement reliées à l’électrolo-
cation.
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Fig. 3.2 – Photo du banc expérimental disponible à SUBATECH. La plateforme de
contrôle de position/ orientation de la sonde électro-récepteur peut être reconnue. Cela
permet d’effectuer un contrôle du mouvement de la sonde dans l’aquarium afin de col-
lecter les mesures résultantes.
Il est évident que de nombreux protocoles d’actionnement peuvent être imaginés et celui
qui est proposé ici est simplement un choix particulier parmi de nombreux autres choix
possibles.
Quelque soit le protocole d’actionnement utilisé, ce protocole doit aboutir à un
profil de signaux mesurés qui permet de discriminer la position (x, y), en manipulant les
mesures résultantes et cela, quelque soit la valeur initiale de la position angulaire de la
sonde. Autrement dit, il faut être au moins capable, en observant les mesures, de décider
si la sonde est près d’un mur, au centre de l’aquarium ou près d’un coin. D’une certaine
façon, le problème inverse peut être considéré comme un problème basé sur les mesures.
Cependant, il est montré ci-après que l’approche proposée effectue beaucoup plus que
cette classification, en produisant un positionnement assez précis dans l’aquarium.
Avant de décrire le protocole spécifique d’actionnement, l’outil de classification
utilisé est tout d’abord rappelé dans un contexte assez général.
3.4 Contexte général
Dans [Youssef & Alamir, 2003], un schéma général pour le diagnostic, la classification
et l’estimation d’état a été proposé. Ce schéma est basé sur la technique des signatures
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graphiques précédemment présentée dans le chapitre 2. De plus, des travaux de validation
sur des études concrètes d’ingénierie ont été rapportés dans [Youssef & Alamir, 2005]
et [Youssef et al., 2005]. Cette section rappelle la technique des signatures graphiques
car elle est au cœur de la méthodologie proposée dans le chapitre présent. De plus, les
définitions introduites dans le chapitre 2 sont rappelées dans la suite d’une façon adaptée
au problème traité dans ce chapitre.
3.4.1 Définitions et Notations
Considérons un système dynamique régi par les équations suivantes :
x+ = f(x, p) ; y = h(x, p) (3.4.1)
où
X x ∈ Rn est le vecteur d’état du système.
X p ∈ Rnp est le vecteur de paramètres constants.
y représente le vecteur de mesures, qui est supposé être ici scalaire pour simplifier la
présentation. La notation x+ représente la valeur de l’état à l’instant d’échantillonnage
suivant, obtenue à partir de la valeur actuelle du couple (x, p). La définition récursive
suivante est utilisée pour désigner la trajectoire de l’état pour une paire donnée de l’état
initial x et d’un vecteur de paramètres p :
X(0)(x, p) = x ; X(i+1)(x, p) = f
(
X(i)(x, p), p
)
(3.4.2)
De la même façon, les mesures récursives correspondantes sont notées par
y(i)(x, p) = h(X(i)(x, p), p).
Typiquement à chaque instant k, l’estimation du vecteur de paramètres p est ba-
sée sur l’utilisation des mesures passées qui ont été acquises pendant l’intervalle
[k −N, k]. Ces mesures sont rassemblées dans un seul vecteur Y(k), défini comme suit :
Y(k) :=

y(N−1)(x(k −N), p)
...
y(0)(x(k −N), p)
 ∈ RN (3.4.3)
3.4.2 Génération de la signature
L’intuition de base des séries de travaux [Youssef & Alamir, 2003; Youssef & Alamir,
2005; Youssef et al., 2005], rappelée dans le chapitre précédent 2, est définie comme suit :
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étant donné que les mesures successives contenues dans Y déterminent uniquement la
partie observable de l’état x (en se basant sur la connaissance de p), elles déterminent
aussi uniquement la sortie suivante y+ (en se basant sur la connaissance de p). Cette
intuition peut se résumer par l’existence d’une fonction inconnue F satisfaisant :
y+ = F(Y , p) (3.4.4)
Notons que, conformément à (3.4.3), Y peut être considérée comme une variable pile,
qui est mise à jour à chaque instant d’échantillonnage selon l’équation :
Y+ = Q(Y , y+) (3.4.5)
où Q(Y , y+) est obtenu à partir de Y en supprimant la donnée la plus ancienne y(0) et
en ajoutant la nouvelle mesure y+ au sommet de la pile.
En définissant l’état étendu z = (YT , y)T ∈ RN+1, les deux équations (3.4.4) et
(3.4.5) sont ainsi rassemblées afin d’obtenir le système dynamique implicite suivant
(avec l’état z complètement mesuré) :
z+ = G(z, p) ; z ∈ RN+1 (3.4.6)
Par conséquent, chaque caractérisation basée sur les mesures (signature) de la fonction
inconnue G impliquée dans (3.4.6) est également une caractérisation potentielle du
vecteur de paramètres p.
Dans [Youssef & Alamir, 2003], des signatures de la fonction implicite G ont été
proposées en définissant une fonction de la forme :
Pε : RN+1 → R2
z → Pε(z) (3.4.7)
qui associe à chaque profile de mesures z un point dans un plan 2D. Cette fonction est
la fonction "Pencil" précédemment définie dans le chapitre 2.
Supposons maintenant qu’une expérience est effectuée avec le système régi par
(3.4.1), sur un intervalle temporel qui contient N + M instants d’échantillonnage. Ces
données contiennent N valeurs successives de l’état z régi par (3.4.6), plus précisément :
z(N + i) :=
 Y(N + i)
y(N + i+ 1)
 i ∈ {0, . . . ,M − 1} (3.4.8)
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Appliquer successivement la fonction Pε sur les z(N+ i) conduit à des tracés définis par :
Sε(p) :=
{
Pε
(
z(N + i)
)}M−1
i=0
⊂ R2 (3.4.9)
qui constituent clairement une signature graphique du vecteur de paramètres p puisque
p intervient dans la définition de l’équation du système (3.4.6) qui régit l’évolution de z.
3.4.3 Propriété d’une signature
Considérons une fonction r qui associe à chaque signature graphique
S :=
{
(ξi, ηi)
}M
i=1
⊂ R2
un scalaire unique 1. Dans la suite, une telle fonction est appelée propriété d’une
signature. L’utilisation de deux paires c1 := (Sε1 , r1) et c2 := (Sε2 , r2) composée chacune
d’une signature particulière et une propriété associée, permet de représenter chaque
expérience par un point dans le plan 2D (r1(Sε1), r2(Sε2)). C’est la raison pour laquelle
une paire c = (Sε, r) est nommée une coordonnée. Notons que ce plan 2D est différent
de celui auquel appartient l’image de Pε. Plus précisément, un point dans le premier
plan 2D constitue un point appartenant à une signature graphique, alors qu’un point
dans le plan (c1, c2) représente une expérience entière à travers deux propriétés de deux
signatures représentant cette expérience
De la même façon, en supposant deux coordonnées (c1, c2), un ensemble d’expériences E
conduit à un nuage Cc2c1 (E) dans le plan 2D correspondant (c1, c2) = (r1(Sε1), r2(Sε2)).
3.4.4 Classification basée sur les signatures
Considérons nc sous ensembles {Pi}nci=1 ⊂ P de l’ensemble admissible de paramètres p.
Supposons qu’un ensemble d’expériences E(Pi) est construit pour chaque sous-ensemble
Pi (soit en changeant p ∈ Pi ou en changeant l’état initial du système pour le même p
ou les deux). Ces expériences donnent ce qu’on appelle données d’apprentissage pour
lesquelles le problème de classification est défini comme suit :
1il peut être défini comme maxi(ξi), maxi(ηi) − mini(ηi), mean({ξi}Ni=1), std({ηi}Ni=1),
maxi({ ξi(ε+|ηi|)}), . . ., etc.
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Trouver m coordonnées {ci := (Sqi , ri)}mi=1 de sorte que la propriété suivante soit satis-
faite : Pour tous les indices du sous-ensemble i, j ∈ {1, . . . , nc}, il existe une paire de
coordonnées (c1, c2) de telle sorte que les nuages :
Cc2c1
(
E(Pi)
)
et Cc2c1
(
E(Pj)
)
soient séparés pour tout j 6= i (voir figure 3.3).
Fig. 3.3 – Schéma d’un ensemble de nuages représentant un problème de classification ré-
solu en se basant sur les sous-ensembles P1,. . .Pnc de l’ensemble de valeurs de paramètres.
Cas où seulement deux coordonnées permettent une solution complète du problème de
classification. Lorsqu’une nouvelle expérience E est disponible et qui n’appartient pas à
l’ensemble classifié, une identification est effectuée sur la base des classes classifiées.
3.4.5 Résolution du problème de classification
En se basant sur la condition de séparation présentée ci-dessus, un logiciel d’optimisa-
tion appelé "DiagSign" a été récemment développé2 pour résoudre le problème de clas-
sification. Cela se fait par une recherche aléatoire ( sur l’ensemble des paramètres de la
2Voir http ://www.mazenalamir.fr/DiagSign/ pour la description de ce logiciel. Voir aussi
http ://www.mazenalamir.fr/files/APP_diagsign.jpg pour la licence de protection du logiciel.
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signature (ε,N) et sur un ensemble prédéfini de propriétés graphiques) qui vise à assurer
un niveau de séparation dmin > 0. Dès qu’une paire (c1, c2), qui isole un sous-ensemble
de configurations {Pi}nci=1 à classifier, est trouvée, ces configurations sont supprimées de
la liste et la recherche continue en se concentrant sur celles qui restent jusqu’à ce que la
liste soit vide (le problème de classification est résolu).
3.4.6 Estimation de p
L’estimation des paramètres est rendue plus facile quand il y a une solution du problème
de classification qui répond aux exigences suivantes :
Il existe deux coordonnées c1 et c2 qui résolvent complètement le problème de classifica-
tion. Plus précisément, le problème de classification admet au moins une solution avec
m = 2.
Selon cette hypothèse, la situation illustrée sur la figure 3.3 est obtenue. Plus précisément,
les nuages Cc2c1 (E(Pi)) donnent une représentation 2D de l’ensemble des expériences E(Pi)
pour i = 1, . . . , nc sous forme de nc ensembles séparés. Lorsque les mesures d’une nouvelle
expérience E sont acquises, le point correspondant r := (r1, r2) = Cc2c1 (E) est calculé,
et l’estimation de la valeur de paramètre correspondant est obtenue selon la relation
suivante :
pˆ =
nc∑
i=1
φi(r) · p(i) (3.4.10)
où p(i) est une valeur représentative des valeurs de paramètres qui ont été utilisées dans
la génération des expériences contenues dans E(Pi) alors que les φi(·) sont des fonctions
de pondération appropriées telle que ∑nci=1 φi(r) = 1.
3.5 Application à l’Électrolocation
Dans cette section, l’application de la méthodologie proposée pour résoudre le problème
d’électrolocation décrit dans la section 3.3 est montrée. Notons que pour des arguments
de symétrie, seul, un domaine triangulaire est considéré comme indiqué sur la figure
3.4.(a), dans le cas contraire, les ambiguïtés sont inévitables.
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(a) (b)
Fig. 3.4 – (a) A cause de la symétrie, seulement le triangle ABC est considéré. (b)
L’ensemble de différentes positions où les mesures sont acquises pour la conception et/ou
la validation
3.5.1 Mesures disponibles
La figure 3.4.(b) présente un ensemble de points {(xi, yi)}21i=1 où les mesures sont
acquises pour la conception et/où la validation conformément au protocole suivant :
Pour chaque i ∈ {1, . . . , 21}, le capteur est positionné à (xi, yi) et une rotation
de 360 deg à vitesse angulaire constante est effectuée en partant d’une certaine valeur
initiale θj (position angulaire de la sonde) et les mesures correspondantes sont acquises
pour former l’expérience qui sera notée par la suite Eji .
En outre, afin d’être insensible à la valeur initiale de la position angulaire, nexp = 10
différentes valeurs des positions angulaires initiales θj uniformément distribuées sur
[0, 360] sont utilisées, conduisant à 10 différentes expériences {Eji }nexp=10j=1 pour chaque
position (xi, yi).
Dans ce qui suit, il est montré comment le schéma général de la section 3.4
peut être utilisé pour calculer une estimation de la position (x, y) en effectuant en ligne
une simple expérience de rotation 360 deg ; il est montré notamment que cela peut se
faire en deux étapes successives, la première conduisant à un estimation xˆ de x et la
deuxième menant à une estimation yˆ de y étant donné xˆ.
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3.5.2 Estimation de la coordonnée horizontale x
Afin d’estimer la coordonnée x, le schéma proposé dans les sections précédentes est utilisé
avec les instantiations suivantes
– nc = 4 sous ensembles d’apprentissage sont utilisés de telle sorte que
– P1 = {(x, y)|x = x6}, P2 = {(x, y)|x = x5}, P3 = {(x, y)|x = x3} et P4 =
{(x, y)|x = x1}
– Les expériences E(Pi) sont définies comme suit :
E(P1) =
{
{Eji }10j=1
}
i∈{6,15,20,21}
(3.5.1)
E(P2) =
{
{Eji }10j=1
}
i∈{5,14,19}
(3.5.2)
E(P3) =
{
{Eji }10j=1
}
i∈{3,8,12}
(3.5.3)
E(P4) =
{
{Eji }10j=1
}
i∈{1}
(3.5.4)
ce qui montre clairement que seules 11 positions parmi les 21 positions sont utilisées
dans la phase d’apprentissage (50% des données disponibles). Les points restants
sont utilisés pour la validation de la capacité d’extrapolation de l’algorithme résul-
tant.
En utilisant les choix précédents, le problème de classification résultant a été soumis à
DiagSign et le problème de classification a été résolu comme le montre la figure 3.5.
En effet, les résultats coïncident avec le schéma général décrit sur la figure 3.3 étant
donné que les nuages représentant les différents sous-ensembles de valeurs de x sont
clairement séparés.
Désignons par r(i) = (r(i)1 , r
(i)
2 ) les coordonnées des centres des enveloppes convexes des
nuages Cc2c1 (E(Pi)), il est ainsi possible de définir une spline lisse r(ξ) avec une abscisse
curviligne ξ reliant les centres {r(i)}nc=4i=1 . Lorsque des données d’une nouvelle expérience
E∗ sont disponibles (voir Figure 3.5.d), le point correspondant est calculé, sa projection
sur la ligne médiane qui détermine l’abscisse curviligne correspondant ξ∗, est obtenue.
La spline est ensuite utilisée pour calculer l’estimation de x par l’équation suivante :
xˆ(E∗) =
[ ξ(i+1) − ξ∗
ξ(i+1) − ξ(i)
]
· xi +
[ ξ∗ − ξ(i)
ξ(i+1) − ξ(i)
]
· xi+1 (3.5.5)
où (i) et (i+ 1) sont les indices des nuages qui entourent le nouveau point représentant
l’expérience, Cc2c1 (E∗), le long de la ligne moyenne curviligne.
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Fig. 3.5 – Solution basée sur les signatures du problème de classification dépendant
la coordonnée horizontale x. Les nuages Cc2c1 (E(Pi)) sont clairement séparés pour i ∈
{1, . . . , 4} : (a) Vue globale de la position des nuages. (b) zoom excluant le premier
nuage. (c) zoom excluant les deux premiers nuages. (d) Principe de l’estimation xˆ(E∗)
correspondant à une nouvelle expérience E∗ conformément à l’équation (3.5.5)
3.5.3 Estimation de la coordonnée verticale y
L’estimation de y s’effectue à l’aide des étapes suivantes :
– Tout d’abord, les trois sous problèmes de classification sont résolus en utilisant
la même méthodologie expliquée ci-dessus dans le cas de la coordonnée x. Ces
trois problèmes correspondent chacun à une donnée x et pour lesquels différents
niveaux p = y sont utilisés pour définir les sous ensembles à discriminer. La
définition de nc et des sous-ensembles Pi pour chacun des trois sous-problèmes
est représentée sur la figure 3.6. Il est nécessaire de souligner que, seules, les
expériences utilisées dans la classification de x sont utilisées ici, de sorte que
seulement 50% des données disponibles sont utilisées dans la phase d’apprentissage.
Notons que les sous-problèmes de classification de y sont définis pour x = x6,
x = x5 et x = x3. Donc, une fois ces sous-problèmes sont résolus, et en utilisant la
même formule d’interpolation (3.5.5), les estimateurs conditionnels suivants sont
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disponibles :
yˆ(E∗|x = x6) ; yˆ(E∗|x = x5) ; yˆ(E∗|x = x3)
où E∗ est la nouvelle expérience.
Ces estimateurs produisent l’estimation de y à condition que x appartienne à
l’ensemble {x6, x5, x3}. Notons également que l’on dispose de l’estimateur trivial
yˆ(E∗|x = x1) = 0.
– Lorsque les données correspondantes à la nouvelle expérience E∗ sont disponibles,
l’estimation xˆ(E∗) est calculée en premier, puis les limites
(xmin(E∗), xmax(E∗)) ∈ {x1, x3, x5, x6}2
sont calculées de telle sorte que :
xmin(E∗) ≤ xˆ(E∗) ≤ xmax(E∗) (3.5.6)
– Finalement la valeur estimée yˆ(E∗) est donnée par :
yˆ(E∗) :=[
xmax(E∗)− xˆ(E∗)
xmax(E∗)− xmin(E∗)
]
· yˆ(E∗|xmin(E∗)) +[
xˆ(E∗)− xmin(E∗)
xmax(E∗)− xmin(E∗)
]
· yˆ(E∗|xmax(E∗)) (3.5.7)
3.5.4 Résultats de validation
Les lois d’estimation (3.5.5) et (3.5.7) sont utilisées ici sur l’ensemble complet de points
expérimentaux, afin de valider leur puissance d’extrapolation sur ces expériences qui
n’étaient pas incluses dans la phase d’apprentissage. Les résultats sont présentés sur
la figure 3.7 où l’erreur d’estimation pour chacune des positions (x, y) est représentée
graphiquement par une ellipse. Notons que les points appartenant à l’ensemble :
{2, 7, 4, 9, 13, 16, 10, 17, 11, 18}
n’ont pas été utilisés dans la phase d’apprentissage. Cela montre une bonne capacité
d’interpolation de la stratégie proposée. Notons également que la précision augmente
lorsque la sonde s’approche du mur, conformément avec les observations invoquées par
[Baffet et al., 2009].
3.6 Conclusions générales
Dans ce chapitre, une validation préliminaire d’une méthodologie d’électrolocation sans
modèle a été proposée et validée expérimentalement. Cette méthodologie se base sur
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l’utilisation de la technique des signatures graphiques présentée dans le chapitre 2. Une
investigation future portera sur la navigation en présence d’objets arbitraires où le pro-
blème de classification sera défini par la présence ou non d’objets dans telle ou telle
direction. Ces directions sont définies dans le système de référence du robot. Dans ce
sens, l’ambition de positionnement absolu sera abandonnée vers un contexte plus réa-
liste d’électrolocation. De plus, l’utilisation des sondes à électrodes multiples (jusqu’à 16
déjà disponibles sur une seule sonde) permettra d’éviter la nécessite d’un protocole assez
complexe d’électrolocation.
Dans le chapitre suivant, d’autres exemples illustratifs où la technique des signatures
graphiques est utilisée, sont présentés. Pour ces exemples, cette technique est utilisée
comme outil permettant de réduire au moins partiellement la complexité du problème
d’optimisation invoquée lors de l’utilisation des estimateurs à horizon glissant.
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(a)
(b)
(c)
Fig. 3.6 – Vue sur DiagSign des nuages obtenus pour la classification basée la coordonnée
verticale y. Les 3 subplot montrent les 3 sous problèmes de classification de y utilisés
pour effectuer l’estimation conditionnelle de y lorsque (a) x = x6, (b) x = x5 or (c)
x = x3. La définition de sous-ensemble correspondant à y et utilisé pour la définition de
chacun des sous-problèmes est donnée sur chaque sous-figure correspondante.
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Fig. 3.7 – Vue de l’erreur d’estimation lorsque les lois d’estimation (3.5.5) et (3.5.7)
sont appliquées à l’ensemble complet des données expérimentales. Rappelons que la
phase d’apprentissage utilise seulement 11 des 21 points où la sonde a été position-
née et les données mesurées sont acquises. On notera en particulier que les points
{2, 7, 4, 9, 13, 16, 10, 17, 11, 18} ne sont pas utilisés dans la phase d’apprentissage.
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Chapitre 4
Estimation d’états/paramètres dans
les systèmes non linéaires
Dans ce chapitre, des exemples de validation sont donnés pour montrer l’efficacité de
l’utilisation des signatures graphiques 2D pour la résolution des problèmes inverses dans
les systèmes non linéaires. Deux exemples sont développés pour montrer la possibilité
de la construction d’un observateur d’état complet basé sur les signatures. De plus,
deux autres exemples illustratifs concrets sont présentés pour montrer l’efficacité de la
signature comme outil permettant de réduire la complexité du problème d’optimisation
invoqué lors de l’utilisation des techniques d’estimation à horizon glissant (MHE). Il
s’agit donc de la construction d’un observateur d’état réduit.
4.1 Introduction
Le problème d’estimation des états et des paramètres d’un système dynamique est
fondamentalement un problème inverse. Plus précisément, étant donné un ensemble de
mesures disponibles, il est souhaité d’estimer l’état interne et les paramètres inconnus
du système. En ce qui concerne les modèles non linéaires, le problème d’estimation est
encore un problème ouvert et difficile à résoudre. Malgré cette difficulté, la résolution
de ce problème est cruciale dans l’ingénierie de contrôle puisqu’il implique de nombreux
paradigmes tels que l’asservissement de sortie, la détection des défauts, le diagnostic et
la surveillance, etc. Les algorithmes qui réalisent cette tâche sont appelés observateurs.
Pour les systèmes non linéaires, différents types d’observateurs ont été développés, parmi
lesquels il est possible de citer les observateurs à grand gain [Gauthier et al., 1992a],
les observateurs à mode glissant [Slotine et al., 1987], les estimateurs à horizon glissant
(Moving Horizon Estimators MHE) [Michalska & Mayne, 1995], et bien sûr le filtre
de Kalman étendu (Extended Kalman Filter (EKF)) largement utilisé. D’excellentes
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références sur les techniques d’observation non linéaires peuvent être trouvées dans
[Simon, 2006] et [Besancon, 2007].
Parmi toutes les alternatives possibles d’observateurs, la technique MHE a connu
un intérêt croissant ces dernières années en raison de sa capacité à gérer des contraintes
et à exploiter pleinement des modèles généraux non linéaires et précis des processus
dynamiques étudiés. Cet observateur nécessite une solution en ligne d’un problème
d’optimisation non convexe dans lequel la fonction coût est l’intégrale de l’erreur de
prédiction alors que la variable de décision n’est autre que l’ensemble de quantités
inconnues à estimer (les vecteurs d’état et de paramètres inconnus). La solution en
ligne du problème d’optimisation conduit à des calculs lourds qui peuvent réduire
l’applicabilité d’une telle approche, au moins pour une famille de problèmes qui ont
besoin d’un taux de mise à jour élevé.
Afin de surmonter cet inconvénient, ce chapitre propose une étude qui porte sur
un nouvel outil qui aide à aborder, au moins partiellement, le problème de la charge de
calcul. La méthode proposée est basée sur l’utilisation des fonctions d’inversion explicite.
Cela est rendu possible quand une partie du vecteur d’inconnus peut être explicitement
exprimée comme dépendante de la partie restante. Il est suggéré qu’une telle fonction
d’inversion puisse être réalisée à l’aide de l’outil de classification basé sur des signatures
graphiques 2D présentées dans le chapitre 2, et qui sont récemment développées
dans une série de papiers [Youssef & Alamir, 2003; Youssef & Alamir, 2005; Omar &
Alamir, 2011]. En procédant de cette manière, il est possible de réduire fortement la
dimension de la variable de décision à mettre à jour par une optimisation en ligne, et de
renforcer l’application en ligne de la technique MHE. Dans la suite de ce chapitre, deux
cas sont présentés :
- Dans le premier cas, il est montré que la signature graphique peut permettre de
résoudre complètement le problème d’estimation ; il s’agit donc d’un observateur
d’état complet basé sur les signatures. Pour ce faire, des exemples de validation
sont donnés.
- Dans le deuxième cas, la signature graphique sert comme outil qui permet de
réduire la dimension du problème d’estimation invoqué lors de l’utilisation de MHE,
comme il est introduit dans ce qui précède. Cela est bien montré à travers des
exemples de validation.
Ce chapitre est organisé de la façon suivante : dans la section 4.2, l’idée principale est
clairement introduite. Le rôle essentiel assuré par les fonctions d’inversion est bien souli-
gné dans la section 4.3. La section 4.4 rappelle le principe de classification par signatures
graphiques et précise les conditions nécessaires pour qu’elles puissent être utilisées dans
la dérivation des fonctions d’inversion. Des notions additionnelles associées aux signa-
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tures graphiques sont données dans la section 4.5. Dans la section 4.6, des exemples sont
donnés pour montrer la possibilité d’utilisation de la signature graphique pour l’obten-
tion d’un observateur complet. Ensuite, la réduction du problème d’estimation d’état par
MHE, en utilisant la technique de signature graphique est validée dans les deux sections
4.7 et 4.8 par deux exemples illustratifs détaillés dans le but de concrétiser l’ensemble
de concepts invoqués tout au long de ce chapitre. La section 4.9 présente une conclusion
dans laquelle des idées pour des futures investigations sont données.
4.2 Schéma général proposé
Considérons le système non linéaire modélisé comme suit :
x(k + i) = X(i, x(k), p,u) (4.2.1)
Où
] x ∈ Rn est le vecteur d’état
] u est l’entrée de commande appliquée durant l’intervalle [kτ, (k + i)τ ].
] τ est la période d’échantillonnage.
] p ∈ Rnp le vecteur de paramètres inconnus.
Il est supposé qu’un vecteur de mesures y(k) := h(x(k), p) ∈ Rny est disponible grâce
à des capteurs dédiés. Il est également supposé que les mesures sont périodiquement
acquises et mémorisées sur une fenêtre temporelle de longueur T = NO · τ pour former
à tout instant k le vecteur de données mesurées défini par :
Ym(k) :=

y(k − 1)
...
y(k −NO)
 ∈ RNO·ny (4.2.2)
Le problème d’estimation simultanée des états et des paramètres peut être énoncé
comme suit :
Étant donné le vecteur de données mesurées Ym(k), la valeur de la commande et
une estimation passée, Trouver une estimation xˆ(k) de l’état actuel, et une estimation
actualisée pˆ du vecteur de paramètres.
La solution de ce problème est donnée par la formulation du problème d’optimi-
sation suivant :
(xˆ(k −NO), pˆ) := argmin
(ξ,p)
NO−1∑
i=0
‖y(k −NO + i)− Y (i, ξ, p,u)‖2 (4.2.3)
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Cette optimisation doit être effectuée sur l’ensemble des états initiaux admissibles xˆ(k−
NO) et sur l’ensemble des valeurs de paramètres admissibles.
Y (i, ξ, p,u) désigne la trajectoire de sortie obtenue à partir des conditions initiales et en
utilisant le vecteur (ξ, p).
Une fois le problème d’optimisation ci-dessus est résolu, l’estimation de l’état actuel est
donnée par :
xˆ(k) = X(NO, xˆ(k −NO), pˆ,u) (4.2.4)
Le problème d’optimisation résultant (4.2.3) est en général non convexe. Il doit être résolu
à chaque période d’échantillonnage, ce qui pourrait représenter une tâche difficile dans
certains cas. Malgré cet éventuel problème, les logiciels pour les MHE sont aujourd’hui,
fréquemment proposés [Diehl et al., 2009; Zavala & Biegler, 2009; Alamir, Bellemain,
Boillereaux & et al., 2010], avec des résultats réussis et encourageants. Néanmoins, la
mise en place des MHE peut être facilitée si le problème fondamental d’optimisation est
simplifié par quelques investigations hors-ligne. Un tel schéma est proposé dans la suite
de ce chapitre. Afin de bien introduire l’idée principale de l’approche proposée, la section
suivante présente le concept de fonctions d’inversion explicite.
4.3 Fonctions d’inversion explicite
Considérons le problème d’optimisation défini par (4.2.3). Afin de simplifier la
notation, la variable z := (ξ, p) ∈ Rn+np est utilisée pour faire référence à la variable
de décision. En utilisant cette notation, la notation directe X(i, z,u) et Y (i, z,u) peut
être utilisée pour désigner les trajectoires de l’état et de la sortie, obtenues en partant
des conditions initiales et en utilisant les valeurs du vecteur de paramètres, où tous les
deux sont contenus dans z.
Par conséquent, le problème d’optimisation (4.2.3) peut être réécrit comme suit :
zˆ := argmin
z
J
(
z |Ym(k),u
)
(4.3.1)
avec la définition appropriée de J .
Supposons maintenant que l’hypothèse suivante soit vérifiée :
Hypothèse 4.3.1. Il existe une partition z = Z(z(1), z(2)) avec (z(1), z(2)) ∈ Rn1 × Rn2,
de telle sorte que pour n’importe quelle paire donnée (z(2),u), il existe une fonction
explicitement inversible :
T(z(2),u) : Rn1 −→ Rn1 (4.3.2)
86
Chapitre 4. Estimation d’états/paramètres dans les systèmes non linéaires
T(z(2),u)(z(1)) = S
({
Y (i,Z(z(1), z(2)),u)
}NO−1
i=0
)
Où
- Y est une séquence de mesures de longueur NO correspondant à l’état initial
construit avec z(1), étant donné (z(2),u).
- S est une fonction qui associe à chaque séquence de mesures Y une valeur dans
Rn1. ⊙
Plus précisément, étant donné (z(2),u), pour chaque z(1), l’image de T(z(2),u) est construite
conformément aux étapes suivantes :
1. Évaluer z = Z(z(1), z(2))
2. Calculer la trajectoire de sortie
{
Y (i, z,u)
}NO−1
i=0
3. Appliquer la fonction pour obtenir T(z(2),u)(z(1)).
L’idée principale dans l’hypothèse 4.3.1 réside dans l’inversibilité de la fonction T(z(2),u)
pour toute paire (z(2),u), ce qui conduit bien au résultat suivant :
Proposition 4.3.2. Si l’hypothèse 4.3.1 est vérifiée, alors la solution du problème d’op-
timisation (4.3.1) de dimension (n+np), peut être obtenu en résolvant le problème d’op-
timisation de dimension (n+ np − n1) suivant, défini par :
zˆ(2) := argmin
z(2)
Jr
(
z(2) |Ym(k),u
)
(4.3.3)
Où
Jr
(
z(2) |Ym(k),u
)
:= J
(
Z
(
T−1(z(2),u)(S(Ym(k))), z
(2)
)
|Ym(k),u
)
(4.3.4)
où T−1(z(2),u) est la fonction inverse, qui est supposée être explicitement disponible par
l’Hypothèse 4.3.1. A noter que le terme
T−1(z(2),u)(S(Ym(k)))
n’est autre que la valeur prévue de z(1), étant donné (z(2),u) et S(Ym(k)).
Il est évident que trouver une fonction d’inversion explicite, comme celle invoquée dans
l’Hypothèse 4.3.1, est en général une tâche extrêmement difficile. La contribution princi-
pale de ce chapitre consiste à attirer l’attention sur une technique d’inversion approxima-
tive dont l’efficacité a été démontrée sur différents exemples présentés dans la suite. L’ou-
til de classification basé sur les signatures graphiques 2D, qui est présenté dans le chapitre
2 et qui a été récemment développé et appliqué avec succès sur plusieurs exemples (voir
[Youssef & Alamir, 2003; Youssef & Alamir, 2005; Omar & Alamir, 2011; Alamir, Omar
& et al., 2010]), est au cœur de la fonction d’inversion partielle, précédemment mention-
née, puisqu’il est utilisé pour définir la fonction S invoquée dans l’Hypothèse 4.3.1. La
section suivante reproduit une présentation de cet outil par question de clarté.
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4.4 Les signatures graphiques 2D : outil de base dans
la définition des fonctions d’inversion
Le point de départ de cette méthode est le fait que l’ œil humain par l’activité fon-
damentale du cerveau est capable d’accomplir des tâches de classification de grande
complexité. Cependant cette capacité de classification a besoin d’être appliquée sur cer-
taines images. Le but de cette méthode est de proposer des graphiques 2D, appelés
signatures, générés à partir des mesures du système à diagnostiquer. Plus précisément
une application d’un espace de grande dimension, dans le plan bi-dimensionnel R2 est
définie. L’espace de départ contient le vecteur des mesures passées sur une fenêtre tem-
porelle donnée. Cette application appliquée aux mesures passées sur un horizon glissant
donne une courbe bi-dimensionnelle appelée signature.
4.4.1 Définitions
Étant donné (z(2),u) ; Z(1) ⊂ Rn1 dénotera l’ensemble des valeurs admissibles de z(1)
(par exemple un hypercube de Rn1). Notons que la fonction
z(1)  
{
Y (i,Z(z(1), z(2)),u)
}NO−1
i=0
(4.4.1)
associe, à chaque valeur de z(1) ∈ Z(1), une séquence de mesures de longueur NO.
Maintenant utilisons la fonction "Pencil" présentée dans le chapitre 2 et notée dans la
suite Pε. Pour tout entier N , cette fonction Pε : RN+1 → R2 associe à chaque séquence
de mesures Y de longueur N + 1, un point particulier Pε(Y) dans R2 (voir Figure 4.1).
En faisant passer sur les mesures une fenêtre temporelle de longueur N+1,M := NO−N
séquences de N + 1 mesures peuvent être obtenues, ce qui permet de produire (par
l’intermédiaire de la fonction Pε mentionnée ci-dessus) une signature graphique 2D
incluant M points. Plus clairement, l’application de la fonction Pε sur les M séquences
de sortie, données par :Y(i)(z(1)) :=

Y (N + i, . . . )
...
Y (i, . . . )
 ∈ RN+1

M−1
i=0
(4.4.2)
donne une signature graphique notée dans la suite de la façon suivante :
S(z(1)) :=

χi(z(1))
ηi(z(1))
 := Pε(Y(i)(z(1))) ∈ R2

M−1
i=0
(4.4.3)
Plus clairement :
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- Y (i+N, . . . ) ≡ Y (i+N,Z(z(1), z(2)),u) est une abréviation de la sortie à l’instant
i+N obtenue à partir de l’état initial construit avec z(1), étant donné (z(2),u).
-
Y(i)(z(1))

M−1
i=0
est l’ensemble de séquences de sortie obtenu en glissant la fenêtre
de longueur N + 1 sur la séquence définie dans (4.4.1). Cette notation fonction de
z(1) est utilisée pour expliciter le fait que cet ensemble est défini à partir de l’état
initial construit avec z(1), étant donné (z(2),u).
- De même, la signature dans ce cas est notée fonction de z(1), soit S(z(1)) pour
illustrer le fait que cette signature correspond à la séquence de mesures définie à
partir de l’état initial construit avec z(1), étant donné (z(2),u). C’est ainsi que dans
cette partie la figure 2.9 présentée dans le chapitre 2 est reproduite par la figure
4.1 avec la différence que cette signature est définie en considérant l’état initial
construit avec z(1), étant donné (z(2),u).
Pour résumer, chacun des vecteurs de données mesurées contenus dans la fenêtre
d’observation de longueur NO, peut être représenté par une signature graphique 2D
contenant M points. En général, l’entier N = NO − M ≥ 1 est un paramètre libre
qui peut être choisi pour obtenir différentes signatures. Par conséquent, il est possible
d’écrire S(N)(z(1)) pour exprimer explicitement ce fait. Notons que changer N revient à
changer la longueur de la fenêtre glissante.
De plus, rappelons d’une façon appropriée, les concepts associés à une signature
(introduits dans le chapitre 3), étant donné qu’ils sont nécessaires dans la suite :
Propriété d’une signature Une fonction r qui associe à chaque signature
S(N) :=

χi
ηi


M−1
i=0
⊂ R2
un salaire 1 r(S(N)) appelé propriété de la signature.
Coordonnées des données mesurées Une paire c = (S(N), r) composée d’une
signature S(N) et d’une propriété associée, est appelée coordonnée de données mesurées.
1Il peut être maxi(χi), maxi(ηi)−mini(ηi), mean({χi}Ni=1), std({ηi}M−1i=0 ), maxi({ χi(ε+|ηi|)}), etc.
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Fig. 4.1 – La signature SN obtenue pour les séquences de mesures successives Y(i)(z(1)),
i ∈ {0, . . . ,M − 1}.
4.4.2 Définition de la fonction d’inversion T(z(2),u)(·)
Pour une paire donnée (z(2),u), une définition typique de T(z(2),u)(z(1)) invoquée dans
l’Hypothèse 4.3.1 est donnée par :
T(z(2),u)(z(1)) :=

r1(SN1(z(1)))
...
rn1(SNn1 (z(1)))
 (4.4.4)
où ci := (S(Ni), ri), i = 1, . . . , n1, sont n1 coordonnées bien choisies, rendant la fonction
(4.8.6) inversible sur tout l’ensemble admissible Z(1). Le choix de ces coordonnées se fait
par une inspection visuelle basée sur l’investigation des différentes valeurs candidates
des paramètres de la signature, N et r. La signature 2D rend la classification visuelle
plus facile avant la dérivation des formules mathématiques qui seront utilisées en ligne.
Les exemples proposés dans les section suivantes rendent plus facile la compré-
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hension du schéma proposé, puisque les situations concrètes, les signatures, les
propriétés et les coordonnées peuvent être examinées. Par ailleurs, dans la section qui
suit des définitions associées aux signatures graphiques sont données car elles sont
utilisées dans la résolution du problème d’estimation d’un des exemples donnés dans la
suite de ce chapitre.
4.5 Enveloppe d’une signature graphique
Soit la signature (un ensemble discret de R2) présentée sur la figure 4.2 Supposons
Fig. 4.2 – Exemple d’une signature pour laquelle toute enveloppe convexe ne convien-
drait pas.
qu’il existe une enveloppe de cette signature, qui peut être décrite en utilisant un en-
semble compact de données. En se basant sur la figure 4.2, il est clair que n’importe
quelle enveloppe convexe serait inappropriée, du fait qu’elle manquerait la particularité
courbe de la signature. L’objectif de cette section est de proposer une représentation
compacte et un algorithme associé pour dériver une meilleure enveloppe pour une telle
signature. Cette enveloppe pourra être utilisée comme un outil pour la construction des
algorithmes d’identification non structurés basés sur les signatures.
Dans ce cas la signature est notée par S = {p(i)}Npi=1 où pi est un point appartenant à la
signature et ayant pour coordonnées cartésiennes dans le plan 2D (ξi, ηi). Dans la suite
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la notation suivante est utilisée :
p(i)x ≡ ξi et p(i)y ≡ ηi
Soit x(S) x¯(S) les valeurs minimale et maximale des coordonnées horizontales de la
signature, plus précisément :
x(S) := min
i∈{1,...,Np}
p(i)x
x¯(S) := max
i∈{1,...,Np}
p(i)x
Par conséquent, tous les points de la signature ont les coordonnées horizontales dans
l’intervalle [x(S), x¯(S)]. Ainsi il est possible de diviser l’intervalle en des sous-intervalles
"également peuplés" de la façon suivante :
[x(S), x¯(S)] = [x1(S), x2(S)] ∪ [x2(S), x3(S)] ∪ . . . ∪ [xq(S), xq+1(S)]
où chaque sous intervalle contient Np
q
points de la signature S. Cela peut être obtenu en
utilisant uniquement la séquence des abscisses xi(S) définis par :
x1(S) := x(S) (4.5.1)
xi+1(S) := max{x ∈ [xi(S), x¯(S)] tq card(S ∩ [x, x]) = i− 1
Np
} (4.5.2)
où (4.5.2) est définie pour i = 1, . . . , q. notons que, naturellement cela mène à xq(S) =
x¯(S).
Une fois ces intervalles sont calculés, il est possible de définir les quantités suivantes pour
tout i ∈ {1, . . . , q} :
y
i
(S) = min
{
p(j)y | p(j)x ∈ [xi(S), xi+1(S)] et j ∈ {1, . . . , Np}
}
(4.5.3)
y¯i(S) = max
{
p(j)y | p(j)x ∈ [xi(S), xi+1(S)] et j ∈ {1, . . . , Np}
}
(4.5.4)
Définition 4.5.1. [Courbes bornées d’une signature]
Soit une signature S, un entier q, les deux fonctions constantes par morceaux définies
sur [x, x¯] par :
Y
(S)
min = yi(S) où i est tel que x ∈ [xi(S), xi+1(S)[ (4.5.5)
Y (S)max = y¯i(S) où i est tel que x ∈ [xi(S), xi+1(S)[ (4.5.6)
sont les courbes bornées d’une signature.
Sur la base des définitions des quantités précédentes, une proposition simple est donnée
dans la suite :
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Proposition 4.5.1. [Enveloppe triviale d’une signature]
Étant donné une signature S et un entier q, le domaine fermé dans R2 délimité par les
courbes suivantes :
x = x(S) (4.5.7)
x = x¯(S) (4.5.8)
y = Y (S)min(x) (4.5.9)
y = Y (S)max(x) (4.5.10)
est une enveloppe pour la signature S.
Définition 4.5.2.
L’enveloppe triviale invoquée dans la proposition 4.5.1 est notée E0(S). Elle est simple-
ment un sous-ensemble de R2.
La figure 4.3 montre un exemple d’une enveloppe bornée calculée conformément aux
définitions précédentes avec q = 30. Notons que l’enveloppe résultante est non convexe
et clairement plus petite qu’une enveloppe convexe. Cependant, il est également clair
qu’il est possible de faire mieux.
Fig. 4.3 – Enveloppe triviale bornée correspondant à la proposition avec q = 30. Notons
que l’enveloppe résultante est plus petite que l’enveloppe convexe bien qu’elle soit sur-
estimée à l’égard de l’allure particulière de la signature. La surface totale de l’enveloppe
est ≈ 19.9.
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En effet, dans le calcul précédent, il est possible d’observer que x et y ne jouent pas des
rôles symétriques. En effet, c’est l’ensemble des valeurs de x qui est partitionné et non
pas celui de y. Par conséquent, une idée intéressante est d’avoir la possibilité d’inverser
les rôles de x et y.
Le résultat obtenu qui est donné sur la figure 4.4 est clairement meilleur. Plus préci-
sément, la surface totale de l’enveloppe est égale à 6.75 au lieu de 19.9 de la première
solution ; ce qui suppose l’ajout d’un degré de liberté supplémentaire dans la définition
de l’enveloppe. Cela est l’objectif de ce qui suit :
Fig. 4.4 – Enveloppe bornée obtenue en commutant les rôles remplis par x et y. Notons
que la qualité de l’enveloppe bornée est considérablement améliorée du fait que sa surface
Aθ(S) est réduite de 19.9 à 6.75 environ.
Il est nécessaire de souligner que la commutation des rôles de x et de y lors du calcul de
l’enveloppe est équivalente aux étapes suivantes :
• Effectuer d’abord une rotation de la signature d’une valeur θ = pi2 .
• Continuer à utiliser l’algorithme précédent.
Par conséquent, afin d’obtenir une procédure plus générale dans le but de faire face à
toute situation potentielle, il est possible de choisir la meilleure rotation θ à appliquer
avant que l’enveloppe soit calculée. La meilleure θ peut être calculée en se basant sur la
surface résultante de l’enveloppe bornée. Cela est montré d’une manière plus rigoureuse
dans ce qui suit :
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Définition 4.5.3. Rotation d’une signature
Pour tout θ ∈ [0, pi], la matrice de rotation est définie par :
Rθ :=
(
cos θ − sin θ
sin θ cos θ
)
(4.5.11)
Par ailleurs, étant donné une signature S = {p(i)}Npi=1, la signature Rθ(S) := {ω(i)}Npi=1
est définie par :
∀i ∈ {1, . . . , Np}, ω(i) = Rθp(i)
L’enveloppe résultante par l’application de la procédure de calcul d’enveloppe précé-
dente sur la signature Rθ(S) est notée par Eθ(S). Plus précisément :
Eθ(S) = E0(Rθ(S)) (4.5.12)
Les deux figures 4.5 et 4.6 montre les enveloppes bornées obtenues pour 4 différentes
valeurs de l’angle de rotation θ ∈ {0, pi3 , pi2 , 2pi3 }. La surface résultante est aussi montrée
dans le but de renforcer l’avantage de la rotation qui réduit considérablement la surface
de l’enveloppe. La figure 4.7 donne une vision plus explicite de cette caractéristique car
elle montre comment la surface de l’enveloppe Eθ(S) varie quand θ couvre l’intervalle
[0, pi]. Cela suppose qu’il est intéressant de calculer un angle de rotation optimale θopt(S)
associée à une signature S telle que l’enveloppe Eθ(S) admette une surface minimale.
Ce fait est formellement défini par :
θopt(S) = arg min
θ∈[0,pi]
[
Aθ(S)
]
(4.5.13)
où Aθ(S) est la surface de l’enveloppe bornée de la signature, soit :
Aθ(S) :=
q∑
i=1
[xi+1(Rθ(S))− xi(Rθ(S))][y¯i(Rθ(S))− yi(Rθ(S))] (4.5.14)
Rappelons que d’une manière rigoureuse Aθ(S) dépend du choix de l’entier q utilisé
pour la partition de l’ensemble de données suivant (4.5.1)-(4.5.4). Cette dépendance est
omise sous l’hypothèse que q est fixée une fois pour toute.
Pour terminer, il est nécessaire de souligner que, sur la base des définitions précédentes,
l’enveloppe Eθ(S) d’une signature est définie par θ et les 3(q + 1) nombres :{
xi(S), yi(S), y¯i(S)
}q+1
i=1
qui sont donnés dans (4.5.1)-(4.5.4). Dans ce qui suit, quand S et θ sont connus par le
contexte, l’enveloppe Eθ(S) est simplement notée par E et les vecteurs correspondants
de x et de y sont notés respectivement par xE ∈ Rq+1, yE ∈ Rq+1 et y¯E ∈ Rq+1.
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Fig. 4.5 – Enveloppes bornées Eθ(S) obtenues pour 4 valeurs de θ ∈ {0, pi3 , pi2 , 2pi3 } avec
la surface correspondante Aθ(S).
Fig. 4.6 – Enveloppes bornées déjà montrées sur la figure 4.5 sauf que les échelles ne
sont pas unifiées pour les quatre subplots.
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Fig. 4.7 – Variation de la surface de l’enveloppe Eθ(S) quand θ varie dans [0, pi].
4.5.1 Distance à une enveloppe
Soit S une signature donnée et soit E ⊂ R2 son enveloppe associée. Étant donné un
point p ∈ R2, l’objectif de cette sous-section est de définir une distance d(p, E) entre p
et l’enveloppe E. Pour ce faire, quelques définitions et notations sont nécessaires pour
définir cette distance.
Définition 4.5.4. [φ-ligne de p]
Soit l’enveloppe E. Soit p ∈ R2 un point dans le plan 2D. La ligne passant par p et
possédant la pente tanφ est appelée "φ-ligne" de p. Plus précisément, il s’agit de la ligne
satisfaisant l’équation suivante :(
x
y
)
= p+ r
(
cosφ
sinφ
)
; r ∈ R (4.5.15)
Cette ligne sera notée ci-après par Lφ(p)
Comme r ∈ R, il faut noter qu’il suffit que φ couvre l’intervalle [0, pi] afin de couvrir
le plan 2D par les "φ-lignes de p".
Définition 4.5.5. [−φ-distance]
Soit l’enveloppe E et soit p ∈ R2 un point donné dans plan 2D. La distance dite "φ-
distance" de p à E est définie par :
dφ(p, E) :=
minz∈E∩Lφ(p) ‖p− z‖
µ(Lφ(p) ∩ E) (4.5.16)
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(a)
(b)
Fig. 4.8 – Exemples des distances dites "φ-distance" d’un point p à une enveloppe E.
Notons que selon la définition dans (4.5.16), la "φ-distance" est plus grande dans le cas
(b) que dans le cas (a), à cause de la différence dans le dénominateur de (4.5.16). De
plus, notons que l’enveloppe convexe de E est la même dans les deux cas.
où µ(Lφ(p)∩E) est la mesure (somme des longueurs) des portions de Lφ(p) qui se trouve
dans E.
La figure 4.8 donne deux exemples de φ-distance d’un point p à une enveloppe E. Notons
que, selon la définition donnée par (4.5.16), la "φ-distance" est plus grande dans le cas
(b) que dans le cas (a), à cause de la différence dans le dénominateur de (4.5.16). De
plus, notons que l’enveloppe convexe de E est la même dans les deux cas. Ce fait ex-
plique partiellement le raisonnement derrière la définition 4.5.5. Il est aussi nécessaire de
souligner que, du point de vue calcul, étant donné E ∈ Rm×3 et p (m le nombre de points
de la signature), il est possible de définir un seuil rmax tel que la définition donnée par
(4.5.15) appliquée avec |r| > rmax, donne nécessairement un point qui est à l’extérieur
de E. Par exemple, un tel rmax peut être donné par :
rmax > max
i∈{1,...,m}
max{‖
px
py
−
xEi
yE
i
 ‖, ‖
px
py
−
xEi
y¯Ei
 ‖}
 (4.5.17)
Maintenant La "φ-distance" est utilisée pour définir la distance d(p, E) :
Définition 4.5.6. Distance d’un point à une enveloppe
Étant donné une enveloppe E et un point p ∈ R2, la distance d(p, E) est définie par :
d(p, E) = min
φ∈[0,pi]
dφ(p, E) (4.5.18)
ce qui est le minimum possible de "φ-distance", dans le sens de la définition 4.5.5.
La figure 4.9 montre un exemple des situations où deux points p(1) et p(2) ont la même
distance euclidienne à l’enveloppe E et ont des distances énormément différentes dans le
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sens de la définition 4.5.6. En particulier, lorsque e converge vers 0, le point p(1) devient
infiniment loin de E alors que p(2) conserve la même distance δ/L.
Fig. 4.9 – Exemple de situations où deux points p(1) et p(2) ont la même distance eu-
clidienne à l’enveloppe E et ont des distances énormément différentes dans le sens de la
définition 4.5.6.
4.6 Inversion totale par signature graphique
Dans cette section, deux exemples illustratifs sont donnés pour présenter la construc-
tion de signatures graphiques et comment la facilité d’inspection visuelle qu’elle assure
permet d’estimer complètement les états d’un système non linéaire donné grâce à la
définition des fonctions d’inversion appropriées.
4.6.1 Exemple 1
Afin de bien illustrer l’efficacité de l’utilisation de la signature graphique comme outil
d’inversion totale dans les systèmes non linéaires, considérons le système à deux états
modélisé par :
x˙1 = p1x2 (4.6.1)
x˙2 = −9x1 + p2(1− 5|x1|2)x2 (4.6.2)
où x = (x1, x2)t est le vecteur d’état du système. La sortie du système est définie comme
suit :
y = 0.2 sin(x1) + x2 (4.6.3)
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Ce système n’est autre qu’une variante de l’oscillateur de Van-der-Pol auquel est ajouté
un terme de freinage.
Pour estimer les états et les paramètres inconnus du système, le problème d’esti-
mation passe par un problème de classification d’un ensemble de données comme il a été
introduit précédemment dans ce chapitre. La suite de cette partie montre la procédure
suivie pour estimer les deux états x1 et x2.
Classification par signature graphique et Inversion
Considérons les définitions suivantes :
 z(1) ≡ z := (x1, x2)T , n1 ≡ n.
 Z(1) ≡ Z := [−1, 1]× [−3, 3], NO = 3, τ = 0.005
Il est bien clair dans ce cas qu’il n’y a pas de fonction d’optimisation (voir section 4.3) à
définir car z(2) n’existe pas. Ainsi, le problème consiste à définir la fonction d’inversion
invoquée dans la proposition 4.3.1. Pour ce faire, les démarches suivies sont les suivantes :
Définissons le sous ensemble discret de Z(1), noté par Z(1)d . Ce dernier peut être obtenu en
utilisant des grilles uniformes sur les intervalles admissibles de x1 et x2, plus précisément :
Z(1)d :=
{
x11 , . . . , x1ng
}
×
{
x21 , . . . , x2ng
}
Il s’agit clairement d’un ensemble discret contenant ng × ng éléments. A ces ng × ng
éléments de Z(1)d , correspondent ng × ng signatures représentées par :{
SN(z(1))
}
z(1)∈Z(1)
d
(4.6.4)
Ces signatures s’obtiennent en suivant les étapes suivantes :
- Pour un état initial z(1) considéré, le modèle du système est simulé et un train de
mesures est obtenu.
- La fenêtre glissante de longueur N (N < NO) est passée sur le train de mesures et
l’application "Pencil" est appliquée.
- Ainsi une signature graphique est obtenue.
- Ces étapes sont appliquées sur tout l’ensemble de valeurs admissibles discrètes de
z(1) pour obtenir les ng × ng signatures.
Considérons une fenêtre de longueur N = 2 et soit ng = 7. Par conséquent 7 × 7 = 49
signatures s’obtiennent où chaque signature, représentative d’un état initial z(1) donné,
est réduite à un seul point. La figure 4.10 montre ces 49 signatures vues différemment
sur les subplot a) et b). Plus clairement, la figure 4.10.a) montre les signatures où celles
partageant la même valeur de x1 sont tracées en utilisant la même couleur. A titre
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d’exemple, les 7 signatures (7 points) tracées en noir sur la figure 4.10.a) sont obtenues
pour l’ensemble suivant :
E11 :=
{
(x11 = −1, x2j)T
}7
j=1
Sur cette même figure, les 7 signatures tracées en violet correspond à l’ensemble suivant :
E14 :=
{
(x14 = 0, x2j)T
}7
j=1
Fig. 4.10 – Vue des 49 signatures S(z(1)) (ng = 7) pour z(1) ∈ Z(1)d obtenues en utilisant
N = 2. A noter que chaque signature est réduite à un point dans ce cas (M = NO−N =
1). subplot a) regroupe toutes les signatures partageant la même valeur de x1 en utilisant
la même couleur alors que le subplot b) les regroupe en se basant sur la valeur de x2.
De la même façon, la figure 4.10.b) présente les signatures regroupées en se basant sur
les valeurs de x2. Par exemple, toutes les signatures tracées en violet sont celles qui
correspondent à l’ensemble
E24 :=
{
(x1j , x24 = 0)T
}7
j=1
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De même les 7 signatures colorées en noir réfèrent à l’ensemble :
E21 :=
{
(x1j , x21 = −3)T
}7
j=1
La figure 4.11 montre l’effet du changement de (ng) sur la signature. En effet, sur les
deux subplot relatifs respectivement à la classification basée sur x1 et x2, la couleur
mauve représente les signatures obtenues pour ng = 7 alors que la couleur bleu
représente celles obtenues pour ng = 13. Notons que les mêmes définitions précédentes
sont considérées.
De plus, dans ce cas, les différents points signatures correspondant à la même valeur
de x1 sur le subplot a) (resp. même valeur de x2 sur le subplot b)) sont reliés par une
même spline. Il est bien remarquable qu’en augmentant le nombre de points de la grille,
les classes intermédiaires ajoutées respectent l’ordre et donc le plan de la signature
garde la même monotonie obtenue pour ng plus petit. A noter que les variables ξ et η
(coordonnées cartésiennes de la signature) sont des valeurs normalisées (entre 0 et 1).
De plus, considérons des splines plus fines regroupant chacune les signatures défi-
nissant soit un ensemble E1j soit un ensemble E2j (voir figures 4.12.a) et 4.12.b)). Il
est bien clair qu’un système de coordonnées curvilignes peut être défini, comme il est
montré sur la figure 4.12.c).
Estimation des états du système
En utilisant le réseau curviligne défini précédemment sur la figure 4.12.c), il est possible
d’estimer les états x1 et x2. La procédure d’estimation est la suivante :
A chaque instant d’échantillonnage k, un train de mesures est disponible. En considérant
la fenêtre de mesures passées de longueur NO et en appliquant la procédure précédente
de définition d’une signature, une signature graphique est obtenue. Cette signature,
dans le cas présent considéré est un point sur la plan 2D, ayant pour coordonnées
cartésiennes (ξ∗, η∗).
Estimation de x1
L’inspection visuelle de la figure 4.12 montre clairement que les deux états x1 et
x2 peuvent être obtenus par interpolation de l’information, plus précisément :
Pour estimer x1, la distance du point (ξ∗, η∗) par rapport à toutes les E1j , j = 1, . . . , ng,
est calculée. Cette distance sera notée par la suite ∆∗1,j, . . . j = 1, . . . , ng. Ainsi, l’estima-
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Fig. 4.11 – Vue sur la grille fine des signatures S(z(1)) pour z(1) ∈ Z(1)d . subplot a)
regroupe toutes les signatures classifiées selon la valeur de x1 alors que le subplot b) les
regroupe en se basant sur la valeur de x2. subplot c) montre le système de coordonnées
curvilignes qui peut être utilisé pour obtenir une formule d’estimation de x1 et de x2.
tion de x1 sera donnée par :
xˆ1 =
ng∑
j=1
exp−µ∆∗1,j
ng∑
j=1
exp−µ∆∗1,j
x1j (4.6.5)
avec
∆∗1,j = minj ‖(ξ1j(s), η1j(s))− (ξ
∗, η∗)‖ (4.6.6)
où
] µ est une constante positive.
] s est l’abscisse curviligne définie grâce au réseau représenté sur la figure 4.12.c)
tel que s ∈ [0, 1]. s est le représentant d’un point de la spline cruviligne reliant
la grille fine d’un ensemble donné (tel que Eij). Par exemple, soit l’ensemble E1j
correspondant à x11 = −1. Le point signature correspondant à la configuration
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Fig. 4.12 – Vue sur la grille fine des signatures S(z(1)) pour z(1) ∈ Z(1)d . subplot a)
regroupe toutes les signatures partageant la même valeur de x1 en utilisant la même
couleur alors que le subplot b) les regroupe en se basant sur la valeur de x2. subplot
c) montre le système de coordonnées curvilignes qui peut être utilisé pour obtenir une
formule d’estimation de x1 et de x2
(x11 , x2j = −3) a pour s = 0, celui correspondant à la configuration (x11 , x2j = 3)
a pour s = 1 et ainsi de suite.
] (ξ1j(s), η1j(s)) sont les coordonnées sur le réseau curviligne de la figure 4.12.c) des
points appartenant à la classe E1j .
De la même façon, la valeur de l’état x2 est calculée en interpolant l’information
basée sur le calcul des distances par rapport aux splines définies pour les ensembles de
signatures représentées par E2j sur la figure 4.12.b).
Ainsi la fonction d’inversion (4.8.6) cherchée peut être définie comme étant :
T (z(1)) :=
r1(S(2))
r2(S(2))
 (4.6.7)
avec
r1(S(2)) := xˆ1 ; r2(S(2)) := xˆ2
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Résultats d’estimation
A un instant donné, le résultat d’estimation basée sur les signatures de x = (x1, x2)
est noté par la suite xˆs(k). La valeur d’état prédite, qui est reliée à l’estimation passée
xˆ(k − 1) basée sur le modèle du système est notée, xˆm(k|k − 1). Ces deux valeurs sont
utilisées pour obtenir une estimation filtrée définie par :
xˆ(k) = 11 + q [xˆm(k|k − 1) + q · xˆs(k)] (4.6.8)
Il faut noter que l’augmentation du nombre de points de la grille discrète de l’ensemble
Zd entraîne l’amélioration de la précision de l’estimation xˆs(k). En effet, la définition
de l’ensemble de signatures se fait hors ligne, alors, l’augmentation de ng ne coûte pas
en temps d’estimation par contre elle permet d’améliorer la précision de cette estimation.
Considérons l’exemple d’une trajectoire de sortie obtenue en simulant le système
à partir de l’état initial x = (−0.7, 1.5) sur un intervalle temporel donné. En glissant la
fenêtre de longueur N sur l’intervalle considéré, l’ensemble de signatures représentées en
vert sur la figure 4.13.b) sont obtenues. La figure 4.14 montre les résultats d’estimation
Fig. 4.13 – Vue de l’ensemble de signatures graphiques obtenues pour une expérience
définie par un vecteur de mesures. En glissant la fenêtre N sur ces mesures et en appli-
quant la fonction signature, les points en vert sur le subplot b) formant un papillon sont
obtenus
des états x1 et x2 en appliquant l’observateur (4.6.8) pour q = 0.1. Il est bien clair
que pour des valeurs de x1 proches de 0, l’estimation de x2 est non précise. En effet en
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remarquant le plan de la signature (figure 4.12), il est bien clair que la zone autour de
la classe mauve sur le subplot a) correspondant à x1 = 0 présente une ambiguïté lors
de la détermination de la valeur de x2 comme il est clair sur les subplot b) et c) de
cette même figure. La figure 4.15 montre les résultats d’estimation des états x1 et x2
Fig. 4.14 – Estimation des états x1 et x2 en utilisant l’observateur (4.6.8) avec q = 0.1.
en appliquant l’observateur (4.6.8) pour q = 0.1 et en présence du bruit de mesure sur
y, ce qui induit l’erreur relative de mesure, représentée sur la figure 4.16. Comme il est
clair sur la figure 4.15, l’estimation de x2 est trop sensible au bruit. Ainsi, augmentons
le filtrage en prenant q = 0.01, l’estimation de x2 obtenue est présentée sur la figure
4.17.b). Compte tenu de la petite valeur de q (q = 0.01) considéré, une comparaison
de résultat précédent d’estimation de x2 avec celui d’une estimation obtenue par un
observateur boucle ouverte s’avère nécessaire. Ainsi, la figure 4.18 montre l’intérêt de
l’utilisation de l’estimation par la technique de signatures graphiques. En effet, en terme
de convergence, celle-ci est plus rapide que celle obtenue via un observateur boucle
ouverte.
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Fig. 4.15 – Comportement des états estimés xˆ1 et xˆ2 obtenus à l’aide de l’observateur
(4.6.8) et dans la présence de bruit sur la sortie y conduisant à l’erreur relative présentée
sur la figure 4.16 avec q = 0.1.
Fig. 4.16 – L’erreur relative du aux bruits (en %) sur la mesure y
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Fig. 4.17 – Comportement de l’état estimé xˆ2 obtenu à l’aide de l’observateur (4.6.8) et
dans la présence de bruit sur la sortie y conduisant à l’erreur relative présentée sur la
figure 4.16 avec q = 0.01.
Fig. 4.18 – Comparaison avec l’estimation boucle ouverte de x2 (q = 0).
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Différentes signatures pour différentes variantes du système
Afin de montrer la sensibilité de la signature à la structure du système non linéaire, la
figure 4.19 montre trois ensembles de signatures colorés différemment suivant le système
considéré. Sur cette figure, les deux subplot correspondent resp. à la classification
basée sur x1 et sur x2, selon les mêmes définitions précédentes. Le but est de montrer
l’efficacité de la signature graphique à maintenir une simplicité d’inspection visuelle
facilitant la résolution du problème inverse d’estimation d’état. Notons que dans cette
figure, l’ensemble de signatures constituant E1j (de même pour E2j) est relié par une
même spline. Sur cette figure :
1. La couleur noir correspond au système précédent décrit par les équations (4.6.1)-
(4.6.3)
2. La couleur rouge correspond au système dont les états sont régis par les mêmes
équations (4.6.1)-(4.6.2) alors que la sortie est définie par :
y = x2 (4.6.9)
3. La couleur verte correspond au système dont le premier état x1 est régi par la
même équation (4.6.2) alors que le deuxième état et la sortie sont définis par :
x˙2 = −9x1 + p2(1− 7.5|x1|2)
√
|x2| (4.6.10)
y = x1 (4.6.11)
4.6.2 Exemple 2
Le système considéré est de la forme :
x˙1 = x2 − x1|x2|1/3
x˙2 = x3 + x2x3
x˙3 = c (4.6.12)
avec  = 0.07 et c = 5. La sortie du système est défini par y = x1. Considérons les
définitions suivantes
 z(1) ≡ z := (x1, x2, x3)T , n1 ≡ n.
 Z(1) ≡ Z := [−3, 3]× [−3, 3]× [−3, 3], NO = 101, τ = 0.001
En se basant sur les hypothèses et définitions introduites dans ce chapitre, l’objectif
est de construire la fonction d’inversion invoquée dans la proposition 4.3.1, notée par
T (z(1)). Pour ce faire, les démarches sont les suivantes :
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Fig. 4.19 – Vue des signatures obtenues pour différentes structures du système non
linéaire à deux états. Sur les deux subplot, les points signatures définissant les ensembles
E1j et E2j sont reliées par une même spline. La couleur noir correspond au système 1,
la couleur rouge correspond au deuxième système et le vert correspond au troisième
système.
• Définissons le sous ensemble discret de Z(1), noté Z(1)d . Ce dernier peut être obtenu en
utilisant des grilles uniformes sur les intervalles admissibles de x1, x2 et x3, plus
précisément :
Z(1)d :=
{
x11 , . . . , x1ng
}
×
{
x21 , . . . , x2ng
}
×
{
x31 , . . . , x3ng
}
Il s’agit clairement d’un ensemble discret contenant n3g éléments.
• A ces éléments de Z(1)d , correspondent n3g signatures représentées par :{
SN(z(1))
}
z(1)∈Z(1)
d
(4.6.13)
Ces signatures sont obtenues en se basant sur la procédure proposée dans la section
4.3.
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La figure 4.20 montre les n3g signatures, obtenues pour ng = 7 et N = 67, vues
différemment sur les subplot a), b) et c). Plus clairement, la figure 4.20.a) montre
les signatures où celles partageant la même valeur de x1 sont tracées en utilisant
la même couleur. De même , les deux subplots b) et c) sur cette même figure sont
colorées en se basant respectivement sur les valeurs de x2 et de x3. Par exemple,
Fig. 4.20 – Exemple 2 : Vue des signatures S(z(1)) pour z(1) ∈ Z(1)d . subplot a) regroupe
toutes les signatures classifiées selon la valeur de x1 alors que les subplot b) et c) les
regroupent en se basant respectivement sur les valeurs de x2 et de x3.
l’ensemble de signatures coloré en noir (figure 4.20) correspond x2 = −3, soit :
E21 :=
{
(x1i , x21 = −3, x3j)T
}7
i,j=1
Faisons un zoom sur cet ensemble : La figure 4.21.a) montre les signatures de
l’ensemble précédent colorées suivant la valeur de x1. De même, la figure 4.21.b)
montre les signatures de cet ensemble colorées suivant la valeur de x3. Par exemple,
sur le subplot a) de cette figure les signatures partageant la même couleur mauve
fait partie de l’ensemble E21 qui correspond à x1 = 0. De même pour la figure
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Fig. 4.21 – Vue des signatures S(z(1)) pour z(1) ∈ Z(1)d de la classe E21 . subplot a)
regroupe toutes les signatures classifiées selon la valeur de x1 alors que les subplot b) et
c) les regroupent en se basant respectivement sur les valeurs de x3.
4.21.b) où les couleurs sont basées sur les valeurs de x3. De plus, une signature
donnée correspondant à un état initial z(1), contientM = NO−N = 34 points. Par
exemple, la signature entourée par une ellipse sur le subplot 4.21.b) est obtenue
pour l’état initial définie par :
z(1) ≡

x17 = 3
x21 = −3
x31 = −3

Cette signature est notée S(67)(z(1)i ).
• L’étape suivante est d’utiliser la signature obtenue afin de définir la fonction d’inversion
nécessaire pour estimer les variables.
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Procédure d’estimation
A tout instant k, un train de mesures est disponible. Définissons la signature obtenue
pour ce train. Cette signature est composée de 34 points notés par S67∗ :=
{
(ξ∗i , η∗i )
}34
i=1
.
Afin d’estimer les 3 états constituant z(1) il faut extraire à partir de la signatures des
caractéristiques graphiques qui permettent de définir la fonction d’inversion appropriée.
Pour ce faire, les démarches proposées sont les suivantes :
• Estimation de x2 : des enveloppes bornées sont construites pour les ensembles des
signatures correspondant aux valeurs de x2 sur le subplot b) de la figure 4.20. Plus
précisément, pour chaque ensemble E2i , i ∈ {1, . . . , ng}, une enveloppe bornée est
définie, comme le montre la figure 4.22, en suivant la procédure expliquée dans la
section 4.5. Il est bien clair grâce au subplot b) de la figure 4.20 que la valeur de la
Fig. 4.22 – Enveloppes bornées définies pour l’ensemble des signatures colorées suivant
la valeur de x2.
coordonnée cartésienne horizontale ξ d’une signature permet de décider, en premier
lieu, le signe de la valeur de x2. Plus précisément, sur ce subplot, les ensembles E2i
correspondant à des valeurs négatives de x2 ont tous les ξ négatifs et ceux repré-
sentant des valeurs positives de x2 ont les ξ positifs. Par exemple, sur le subplot
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b), l’ensemble E21 (en noir) correspondant à la valeur x2 = −3 a tous les ξ négatifs.
En effet, à tout instant k, considérons le point médian de S67∗ comme étant
son représentatif. Les distances de ce point par rapport aux enveloppes précé-
dentes sont calculées. La définition de ces distances sont données dans la section
4.5. Ces distances seront notées {d∗i }Nei=1 où Ne est le nombre des enveloppes
considérées. Plus précisément, soit le cas où ξ du point médian de la signature
en question est négatif, ainsi les enveloppes considérées sont celles des ensembles
colorés en noir (x21 = −3), bleu (x22 = −2), rouge (x23 = −1) et magenta
(x24 = 0)(voir figures 4.20.b) et 4.22), alors Ne = 4 dans ce cas.
Une fois les distances précédentes sont calculées, la valeur de x2 peut être
déterminée en interpolant l’information grâce à la formule suivante :
xˆ2s =
d∗k ∗ x2j + d∗j ∗ x2k
dk + dj
(4.6.14)
où
- d∗k et d∗j (j 6= k) sont les distances les plus petites.
- x2k et x2j sont les valeurs de x2 correspondant aux enveloppes qui donnent res-
pectivement les distances les plus petites d∗k et d∗j .
- L’indice s dans xˆ2s fait référence à l’estimation obtenue à travers les signatures.
• Estimation de x1 : Sur la base de la procédure suivie pour estimer x2, l’estimation
de x1 est effectuée. En effet, comme avant, la valeur de ξ du point médian de la
signature S67∗ permet de choisir les ensembles de signatures à utiliser parmi les E2i ,
i ∈ {1, . . . , ng}. Prenons le même cas qu’avant où ξ du point médian est négatif
ainsi les mêmes ensembles noir (x21 = −3), bleu (x22 = −2), rouge (x23 = −1)
et magenta (x24 = 0) de la figure 4.20.b) sont à utiliser. Plus précisément, les en-
sembles classifiés selon x2 sont choisis. Ensuite, le subplot a) de cette même figure
4.20 est considéré :
En effet, les Ne = 4 ensembles des signatures de x2 sont considérés. Pour ces en-
sembles, des lignes médianes sont définies fonction de x1 comme le montre la figure
4.23. Ces lignes sont des splines qui regroupent les médianes des signatures possé-
dant la même valeur de x1. Ensuite, l’idée est de définir des distances euclidiennes
du point médian de la signature en question par rapport aux lignes médianes précé-
dentes. De la même façon appliquée pour l’estimation de x2, x1 sera déterminée par
interpolation de l’information en considérant les lignes médianes les plus proches.
La formule d’estimation est donnée par :
xˆ1s =
d∗k ∗ x1j + d∗j ∗ x1k
dk + dj
(4.6.15)
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Fig. 4.23 – Lignes médianes regroupant les médianes des signatures partageant les mêmes
valeurs de x1.
où
- d∗k et d∗j (j 6= k) sont les distances les plus petites.
- x1k et x1j sont les valeurs de x1 correspondant aux lignes médianes qui donnent
respectivement les distances les plus petites d∗k et d∗j .
- L’indice s dans xˆ1s fait référence à l’estimation obtenue à travers les signatures.
• Estimation de x3 : L’estimation de x3 s’effectue en utilisant les deux valeurs
précédentes xˆ1 et xˆ2. En effet, la pente d’une signature donnée varie, pour x2 et x1
donnés, de façon monotone fonction des valeurs de x3 comme le montre la figure
4.24 où un exemple de cette caractéristique est donné pour x2 = 3. Ainsi la pente de
la signature S67∗ est calculée en premier. Les valeurs xˆ1s et xˆ2s et la pente sont uti-
lisées pour déterminer la valeur de x3, notée x3s par interpolation de l’information.
• En conclusion, les propriétés définissant la fonction d’inversion dans le cas de cet
exemple ne sont autres que les valeurs estimées des 3 états comme c’est le cas pour
l’exemple précédent 1.
Afin de valider la procédure expliquée précédemment, soit un scénario du système démar-
rant à l’état initial x0 = (2,−2.7, 0.7)T . En faisant passer la fenêtre glissante de longueur
N sur le train de mesures résultantes, les signatures correspondantes sont calculées et la
procédure d’estimation précédente est appliquée. Les résultats d’estimation sont montrés
sur la figure 4.25 où le formule de filtrage (4.6.8) est appliquée avec q = 0.1.
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Fig. 4.24 – Caractéristique donnant la valeur de x3 connaissant les valeurs de x2 et x3 :
La pente d’une signature définie en fonction de x3 pour les différentes valeurs de x1 et
pour un x2 donné dans ce cas x2 = x27 = 3.
Fig. 4.25 – Exemple 2 : Estimation des trois états x1, x2 et x3.
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4.7 Inversion partielle : exemple illustratif 1
Dans cette section, un exemple concret est proposé dans lequel les différentes étapes
décrites ci-dessus sont détaillées, à savoir, le choix de la signature, les propriétés appro-
priées ainsi que les coordonnées nécessaires permettant de dériver une fonction inversible
permettant de réduire la charge de calcul lors de l’utilisation de la technique MHE.
4.7.1 Le problème d’estimation dans une culture de “E-Coli
cultures”
Considérons le modèle dynamique de la souche recombinante Escherichia Coli strain
([Lee & Ramirez., 1992], [Nardi et al., 2006], [Cha et al., 2000]). Ce modèle est un
modèle de bilan de masse décrivant la culture pure recombinante par lots microbiens
de la souche E. Coli de biomasse X croissante sur la limitation du substrat de glycérol
S tout en fournissant un produit final intracellulaire, la protéine β-galactosidase, P . Le
modèle dynamique correspondant est donné par :
X˙ = µ(S)X − kd exp(−kp
P
)X (4.7.1)
S˙ = −ysµ(S)X − kmX (4.7.2)
P˙ = ypµ(S)
I
I + kl
X − kd exp(−kp
P
)P (4.7.3)
où µ est le taux de croissance modélisé par la relation dite "relation de Monod" :
µ(S) = µmS
ks + S
dans lequel :
X µm est le taux de croissance maximal spécifique pour la croissance cellulaire en
(h−1).
X ks représente la constante de saturation.
X kp et kd sont des constantes impliquées dans la cinétique de mort de type "Arrhe-
nius" qui dépend de P .
X km est un taux d’entretien qui décrit l’énergie nécessaire pour l’entretien et la
réparation courants.
X ys, yl sont des coefficients de rendement identifiés.
X I représente l’inducteur d’arabinose qui est supposé être constant (pas de dégra-
dation).
Deux sorties mesurées sont disponibles : la biomasse x1 = X et la lumière produite par
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Exemple : Paramètres identifiés pour le modèle du système dynamique (4.7.1)-(4.7.3)
paramètre Valeurs unités
µm 0.49 h−1
ks 0.06 g/l
kp 0.047 g/l
kd 0.005 g/l
km 0.21 h−1
kl 0.03 g/l
ys 0.75 g cell/ g glycerol
yp 0.32 g protein/ β − galactosidase
yl 17.6 U/β − galactosidase
la bioluminescence, définie par l’expression suivante :
L = yl.µ(S)
I
I + kl
XP (4.7.4)
Le problème d’estimation est d’utiliser les deux sorties mesurées précédentes afin d’esti-
mer les états non mesurés S et P . L’ensemble des paramètres du modèle est donné dans
le tableau 4.7.1.
4.7.2 Définition de la fonction inversible
Considérons les définitions suivantes :
 x := (X,S, P )T , z(1) := (S, P )T , z(2) = X (X,S, P > 0)
 NO = 8, τ = 0.1
ce qui signifie que n1 = 2, n2 = 1.
Dans le cas de cet exemple, l’ensemble admissible Z(1) est défini comme suit :
• Une caractéristique particulière de ce système est le comportement monotone de ses
états (Figure 4.26). A savoir, la biomasse X augmente de façon monotone (de
même pour la protéine P ) tandis que le substrat S décroît de façon monotone.
• Sur la base de cette caractéristique de monotonie et comme X est connu (sortie me-
surée), il s’est avéré nécessaire de définir l’ensemble admissible comme fonction de
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X, soit Z(1)(X) différemment par rapport à ce qui est introduit dans ce chapitre.
Plus précisément, pour une valeur donnée de X, Z(1) est donné par :
Z(1)(X) := [S0(X)−∆S, S0(X) + ∆S]× [P0(X)−∆P , P0(X) + ∆P ] (4.7.5)
où S0(X) et P0(X) (voir Figure 4.26.b)) sont des fonctions préalablement données
et qui sont définies à l’aide du scénario décrit dans la Figure 4.26.a). Plus
précisément, ce scénario est défini ici par l’état initial x0 := (0.05, 2, 0.01)T . Par
conséquent, l’ensemble admissible n’est autre que le tube d’épaisseur ∆S et ∆P
pour S et P respectivement (voir Figure 4.27).
D’une façon plus claire, la définition précédente est obtenue en suivant les étapes
suivantes :
- Un scénario est défini par l’état initial x0 := (0.05, 2, 0.01)T . X(t) est ainsi connu.
- Ensuite S et P sont exprimées fonction de X comme le montre la figure 4.26.b).
Ainsi S0(X) P0(X) sont définis.
- Des hypercubes rectangulaires sont définis comme le montre les deux subplot de
la figure 4.28. En effet, une grille de valeurs discrètes est définie sur l’ensemble
admissible de X qui est dans ce cas [0, 1.5] (voir figures 4.26 et 4.28). Sur
le subplot 4.28.a), pour toute valeur de X0 de cette grille, un hypercube
rectangulaire est défini autour du point (X0, S0(X0)) tel que la longueur de
cet hypercube est définie par le côté [X0 − ∆X , X0 + ∆X ] et la hauteur est
définie par le côté [S0(X0) − ∆S, S0(X0) + ∆S]. De même pour les hypercubes
rectangulaires correspondant à P (X) sur la figure 4.28.b).
- Comme il est clair, l’ensemble admissible de X est couvert par cette définition.
De même pour S et P , l’ensemble admissible est défini par une bande assez large
grâce aux valeurs ∆S = 0.4 et ∆P = 0.04. L’idée de prendre un hypercube suffi-
samment large permet d’oublier le fait que l’ensemble admissible Z(1) est défini
pour un scénario particulier. Par conséquent, l’ensemble admissible considéré est
valable pour un intervalle assez large d’états initiaux.
• Sur la base des considérations précédentes, les démarches à suivre pour cet exemple
sont les mêmes invoquées au début de ce chapitre avec la seule différence qu’elles
sont définies pour un X donné. Ainsi pour chaque X l’ensemble admissible de S
et P est défini par des bandes comme le montre la figure 4.27 et la procédure de
résolution du problème d’estimation d’état est ainsi construite.
• Pour un X donné, trois valeurs sont utilisées pour représenter chacun des intervalles
[S0(X)−∆S, S0(X) + ∆S] et [P0(X)−∆P , P0(X) + ∆P ], à savoir :
Z(1)d (X) := {S1(X), S2(X), S3(X)} × {P1(X), P2(X), P3(X)} (4.7.6)
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Notons que Z(1)(X) est notée dans ce cas Z(1)d (X) pour désigner qu’il s’agit d’un
ensemble de valeurs discrètes.
• En utilisant les éléments de cet ensemble discret et la sortie correspondante L obtenue
par simulation, 9 signatures peuvent être obtenues (X étant donné et un entier N
est choisi), à savoir : {
SN(z(1) | X)
}
z(1)∈Z(1)
d
(4.7.7)
La figure 4.29 montre les 9 signatures (pour X = 0.5 et N = 6) vues différem-
ment sur les deux subplots (a) and (b). Plus précisément, la figure 4.29.(a) présente les
9 signatures où celles partageant la même valeur de S sont tracées en utilisant la même
couleur. Par exemple, les trois signatures tracées en cyan sur la figure 4.29.(a) sont
obtenues pour l’ensemble de valeurs :
ES1 :=
{
(S1 = S0(X)−∆S, Pj)T
}3
j=1
De la même façon, la figure 4.29(b) regroupe les signatures en fonction des valeurs de
P . Par exemple toutes les signatures tracées en rouges sont celles qui correspondent à
l’ensemble des éléments dans Z(1)d donné par :
EP3 :=
{
(Sj, P3 = P0(X) + ∆P )T
}3
j=1
De la même manière, les signatures graphiques correspondant à chaque valeur de X dans
le domaine admissible considéré sont construites. L’étape suivante consiste à définir la
fonction d’inversion qui doit être bĳective, pour toute valeur de X. En effet, les signa-
tures obtenues hors ligne pour chacun des X considérés ont la même structure graphique
monotone. Soit le cas des signatures présentées sur la figure 4.29 :
Le subplot (c) montre le système de coordonnées curvilignes qui est obtenu en rempla-
çant chaque signature par son centre de gravité. L’inspection visuelle de la signature
représentée sur la figure 4.29 montre clairement que z(1) = (S, P ) peut être obtenu en
utilisant les propriétés suivantes (r1 and r2) respectivement :
r1(S) :=
1
N
∑M
i=1 χi ; r2(S) :=
1
N
∑M
i=1 ηi ; où S =:
{
(χi, ηi)
}N
i=1
Cela montre clairement que la fonction inversible (4.8.6) cherchée peut être obtenue
simplement par :
T(z(2),u)(z(1)) :=
r1(S(6) | X)
r2(S(6) | X)
 (4.7.8)
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Fig. 4.26 – a) L’évolution typique des états X, S and P (ici pour l’état intial x0 =
[0.05, 2, 0.01]). Ce scénario est également utilisé pour définir les fonctions S0(X) et P0(X)
qui sont utilisées pour définir l’ensemble admissible Z(1) donné (4.7.5). b) Vue des deux
fonctions S0(X) and P0(X).
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Fig. 4.27 – Exemple de la projection de l’ensemble admissible Z(1)d (X) pour trois valeurs
différentes de X ∈ {0.11, 0.3, 0.55}
Fig. 4.28 – Hypercubes des valeurs admissibles des variables X, S, et P .
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Fig. 4.29 – Allures des 9 signatures S(6)(z(1) | X = 0.5) pour z(1) ∈ Z(1)d obtenues en
utilisant N = 6. Notons que chaque signature contientM = NO−N = 2 points. Subplot
(a) représente toutes les signatures ayant la même valeur de S par la même couleur alors
que le subplot (b) utilise la même couleur pour tracer les signatures qui ont la même
valeur de P . Subplot (c) montre le système de coordonnées curvilignes qui peut être
utilisé pour obtenir d’un seul coup une formule d’estimation de S et de P connaissant
X
4.7.3 Résultats d’estimation
Dans la section précédente, la fonction inversible T(X)(S, P ) a été définie pour le choix
de z(1) = (S, P ) et de z(2) = X.
Cela signifie qu’un problème d’optimisation avec une seule variable X (4.3.3) est obtenu
finalement.
A un instant k donné, le résultat d’estimation basée sur les signatures, de x = (S, P ) est
notée par la suite xˆs(k) (s pour l’estimation basée sur les signatures). La valeur d’état
prédite, qui est reliée à l’estimation passée xˆ(k − 1) basée sur le modèle du système est
notée, xˆm(k|k−1). Ces deux valeurs sont combinées pour obtenir une sortie d’observateur
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filtrée définie par :
xˆ(k) = 11 + q
[
xˆm(k|k − 1) + q · xˆs(k)
]
(4.7.9)
Notons que, en augmentant le nombre de points de l’ensemble discret Z(1)d (X), une
estimation xˆs(k) plus précise peut être obtenue.
La figure 4.30 montre la performance de l’estimateur résultant en présence de
bruits de mesure en utilisant q = 0.3 et en présence du bruit de mesure à la fois sur
X et L, ce qui induit des erreurs relatives de mesures, représentées sur les figures 4.31
et 4.32 respectivement. Notons que la correction ne commence qu’après N périodes
Fig. 4.30 – Comportement des états estimés Sˆ(k) et Pˆ (k) obtenus à laide de l’observateur
(4.7.9) avec q = 0.3 et dans la présence de bruit de mesure sur les mesures X et L
conduisant à l’erreur relative donnée dans les figures 4.31 et 4.32
d’échantillonnage, le temps pour remplir la mémoire tampon qui est nécessaire pour
produire l’estimation basée sur les signatures. On peut également remarquer comment le
bruit affecte fortement la qualité de l’estimation du substrat S. Cela peut se comprendre
en notant l’équation suivante, qui relie les erreurs sur y aux erreurs sur S :
∆y = [ 1
ks + S
− S(ks + S)2 ] ·∆S (4.7.10)
ce qui montre bien que, pour une faible valeur de ks (= 0.06 in our example), le gain
est assez faible (≈ 0.025 pour S = 1.5), ce qui conduit à une grande sensibilité de S à
l’erreur de mesure ∆y (dans notre exemple, lorsque S ≈ 1.5, les erreurs sur y peuvent
être multipliées par 1/0.025 = 40, quand elle est utilisée pour estimer S).
124
Chapitre 4. Estimation d’états/paramètres dans les systèmes non linéaires
Fig. 4.31 – L’erreur relative due aux bruits (en %) sur la mesure X
durant le scénario de validation
Fig. 4.32 – L’erreur relative due aux bruits (en %) sur la mesure L
durant le scénario de validation
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4.8 Inversion partielle : exemple illustratif 2
Dans cette section, un autre exemple concret est proposé dans lequel les différentes
étapes décrites ci-dessus sont de même détaillées, à savoir, le choix de la signature, les
propriétés appropriées ainsi que les coordonnées nécessaires permettant de dériver une
fonction inversible.
4.8.1 Le problème d’estimation dans le cas d’une réaction ré-
versible gazeuse
Considérons le modèle dynamique représentant la réaction réversible [Rambabu Kan-
depu, 2008], en phase gazeuse, suivante :
2A β¯−→ B (4.8.1)
avec
X υ =
(
−2, 1
)
est une matrice stoechiométrique.
X r¯ = κ¯C2A est le taux de réaction.
Les vecteurs d’état et de mesure sont respectivement donnés par x := (CA, CB)T et
y = x1 + x2.
] CA et CB sont respectivement les concentrations des espèces A et B.
En supposant un gaz parfait et un réacteur isotherme parfaitement mélangé, les équations
régissant le système sont définis comme suit :
x˙ = f(x) = υT r¯ =
−2β¯x21
β¯x21
 (4.8.2)
y = x1 + x2 (4.8.3)
ce qui conduit, en temps discret, à un système similaire à (4.2.1) avec deux états x1, x2
et le paramètre β¯, qui est supposé ici être inconnu.
Dans le cas présent, le problème d’estimation consiste à déterminer les deux états et
le paramètre inconnu. Dans la suite les définitions utilisées ainsi que la procédure de
résolution sont détaillées.
4.8.2 Définition de la fonction inversible
Le schéma proposé dans la section 4.2 est appliqué dans le cas de cet exemple, en
utilisant les définitions suivantes :
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 z(1) := (x1, x2)T , n1 = 2, z(2) = β¯.
 Z(1) := [0, 3]× [0, 3], NO = 11, τ = 0.01.
Afin de déterminer les variables inconnues, il faut construire une fonction coût comme
celle définie dans (4.3.4). Cette fonction est reproduite dans ce cas sous la forme :
Jr
(
β¯ |Ym(k)
)
:= J
(
Z
(
T−1(β¯)(S(Ym(k))), β¯
)
|Ym(k)
)
(4.8.4)
La minimisation de cette fonction coût permet de déterminer z(2) = β¯ et ainsi obtenir
z(1) := (x1, x2)T . Pour ce faire, et comme il est présenté dans les deux sections 4.3 et
4.4, les démarches suivies sont les suivantes :
• Pour chaque β¯, la fonction d’inversion est construite (Proposition 4.3.1) comme suit :
- Définissons le sous-ensemble discret de Z(1), noté par Z(1)d , qui peut être obtenu
en utilisant des grilles uniformes sur les intervalles admissibles de x1 et x2, plus
précisément :
Z(1)d :=
{
x11 , . . . , x15
}
×
{
x21 , . . . , x25
}
- Il s’agit clairement d’un ensemble discret contenant 25 éléments. A ces 25 élé-
ments de Z(1)d , correspondent 25 signatures représentées comme suit :{
SN(z(1) | β¯)
}
z(1)∈Z(1)
d
(4.8.5)
Ces signatures peuvent être définies une fois qu’une valeur donnée N < NO et
un β¯ sont bien définis. La figure 4.33 montre un exemple où les 25 signatures
vues différemment sur les subplot a) et b), sont obtenues pour β¯ = 0.15. Plus
précisément la figure 4.33.a) montre les 25 signatures où celles partageant la
même valeur de x1 sont tracées en utilisant la même couleur. Par exemple, les 5
signatures tracées en noir sur la figure 4.33.a) sont obtenues pour l’ensemble de
valeurs :
E11 :=
{
(x11 = 0, x2j)T
}5
j=1
De même, la figure 4.33.b) regroupe les signatures en se basant sur les valeurs
de x2. Par exemple, toutes les signatures tracées en rouge foncé sont celles cor-
respondant à l’ensemble des éléments dans Z(1)d donnés par :
E25 :=
{
(x1j , x25 = 3)T
}5
j=1
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Fig. 4.33 – Vue des 25 signatures S(z(1)) pour z(1) ∈ Z(1)d obtenues en utilisant N = 2
et β¯ = 0.15. A noter que chaque signature contient M = NO − N = 9 points. subplot
(a) regroupe toutes les signatures partageant la même valeur de x1 en utilisant la même
couleur alors que le subplot b) les regroupe en se basant sur la valeur de x2.
- L’étape suivante est de définir la fonction d’inversion en se basant sur les signa-
tures graphiques définies. Il s’agit de trouver la fonction qui associe à chaque
couple (x1, x2) une propriété graphique ne dépendant que de β¯, soit T(β¯)
x1
x2
.
De plus il faut vérifier que cette fonction soit bĳective pour chaque valeur de β¯.
Plus clairement, soit par exemple le cas de la signature définie pour β¯ = 0.15
sur la figure 4.33. L’inspection visuelle des signatures illustrées sur cette figure
montre clairement que, une fois la signature S(z(1)) est tracée, il est possible
d’identifier z(1) = (x1, x2)T à l’aide des deux étapes suivantes :
1. Déterminer d’abord x1 à base de la signature suivante :
r1(S | β¯) := min
i∈{1,...,M}
χi
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Cela peut être obtenu en interpolant l’information sur la figure 4.33.a), en
effet :
∀e ∈ E14 , r1(S) ∼= −3.5
∀e ∈ E13 , r1(S) ∼= −1.5
∀e ∈ E12 , r1(S) ∼= −0.5
∀e ∈ E11 , r1(S) ∼= 0
et ainsi de suite. Pour une nouvelle valeur de r1, il est possible d’associer
facilement la valeur correspondante de x1.
2. Le subplot Fig .4.33.b) montre clairement qu’il existe un fonction inversible
définie par :
x2 = X2(ηmin | x1, β¯)
qui donne x2 connaissant x1 et la propriété
ηmin = r2(S) := min
i∈{1,...,M}
ηi
C’est parce que, une fois x1 est donné [grâce à r1(S)], il est bien clair que
la queue de la signature se trouve approximativement sur une ligne verti-
cale avec une hauteur directement liée à la valeur de x2 d’une façon bĳective.
La discussion ci-dessus définit complètement la fonction inversible (4.8.6) en
utilisant la signature définie par N = 2 et les deux propriétés r1 et r2. Ainsi la
fonction d’inversion dans ce cas est sous la forme :
T(β¯)
x1
x2
 :=

r1(S2
x1
x2
)
r2(S2
x1
x2
)
 (4.8.6)
• Une fois la fonction inversible est obtenue pour chaque β, le problème de dimen-
sion scalaire (4.3.4) peut être défini comme une fonction de la variable de décision
scalaire β¯, exprimée par la fonction d’optimisation (4.8.4).
Considérons l’intervalle admissible de β¯ : [0.1, 0.35]. De plus considérons l’exemple d’un
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vecteur de mesures construit pour β¯ = 0.15. Après définition des fonctions d’inversion
précédemment décrites sur l’intervalle de β¯, la fonction coût Jr(β¯ |Ym(k)) obtenue est
présentée sur la figure 4.34 pour les différents instants k. Il est clair que la bonne solution
(le minimum) est obtenue pour la bonne valeur de β¯ = 0.15. Cela montre clairement que
la résolution du problème d’optimisation scalaire est plus facile que le problème original
de dimension 3.
Fig. 4.34 – La forme de la fonction coût Jr(β¯ |Ym(k)) à différents instants k.
4.8.3 Résultats d’estimation
Afin de démontrer la robustesse de l’estimation à base de signature graphique, une
mesure bruitée est considérée. En partant d’une erreur initiale d’estimation, la figure
4.35 montre les résultats d’estimation des deux états x1 et x2. Cette figure montre la
performance de l’estimateur résultant (4.7.9) en utilisant q = 0.2 et en présence du bruit
de mesure, ce qui induit l’erreur relative de mesure, représentée sur la figure 4.36.
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Fig. 4.35 – Comportement des états estimés xˆ1(k) et xˆ2(k) obtenus à laide de l’obser-
vateur (4.7.9) avec q = 0.2 et dans la présence de bruit de mesure sur les mesures y
conduisant à l’erreur relative donnée dans la figure 4.36
Fig. 4.36 – L’erreur relative due aux bruits (%) sur la mesure y durant le scénario de
validation.
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4.9 Conclusions générales et Perspectives
Dans ce chapitre, un nouveau schéma d’estimation à horizon glissant a été proposé.
Il vise soit à résoudre complètement le problème d’estimation d’états/paramètres d’un
système non linéaire soit réduire partiellement la charge de calcul invoquée lors de la
résolution du problème classique des MHE. L’approche générale est basée sur l’utilisation
d’une technique récemment développée, appelée signatures graphiques. L’idée de base est
de dériver hors ligne une expression explicite qui donne une partie du vecteur d’inconnus
en fonction de l’autre partie (dans le cas d’observateur réduit). Les concepts ont été
validés par plusieurs exemples illustratifs et concrets pour montrer l’efficacité du schéma
proposé.
Le cadre du travail proposé a conduit à une conception d’un observateur (complet ou
réduit selon le cas), qui est dédié à la reconstruction (d’une partie ou la totalité) des états
non mesurés. Les contraintes de saturation (les contraintes de positivité dans beaucoup
de cas) peuvent être traitées par la définition de l’ensemble d’apprentissage utilisé pour
dériver les nuages de signatures.
Il semble toutefois évident que la méthode proposée est spécialement dédiée aux sys-
tèmes potentiellement très non linéaires, seulement les dimensions modérées du vecteur
d’état peuvent être adressées. En cas de succès, la solution proposée correspond à une
complexité de calculs extrêmement réduite. Les travaux courants ont pour but d’auto-
matiser la détermination du paramètre N de la signature appropriée et le choix de la
propriété associée r pour chaque sous-problème.
De plus il faut noter que l’utilisation de l’outil des signatures graphiques permet de
discriminer d’une façon précise une partie de l’état. En effet pour d’autres techniques
d’observation tel que observateur de Luenberger, si la matrice d’observabilité est mal
conditionnée, cela va se rejaillir sur l’estimation de tout l’ensemble des variables. Pour-
tant, lors de l’utilisation des signatures graphiques, il est possible d’estimer une partie
de l’état. A titre d’exemple, pour l’exemple 1 de la section 4.6, il est bien clair comment
l’état x2 est plus sensible au bruit alors que l’estimation de x1 est très précise (voir figure
4.17). De même l’exemple donné dans la section 4.7, l’estimation de S est plus affectée
par le bruit que celle de P (voir figure 4.30). En effet, pour des cas des systèmes avec
un nombre élevé d’états, il s’avère possible que la signature puisse trouver une partie de
l’état ce qui pourra être intéressant dans des problèmes de supervision et de commande.
Ainsi, il est possible d’envisager la signature comme outil lors des systèmes à grand
nombre d’états.
Comme autre application dans ce manuscrit, le problème de diagnostic de défauts
d’un benchmark d’éoliennes est adressé. En effet, l’idée de base de la signature graphique
comme étant un outil de diagnostic initialement présenté dans [Youssef & Alamir, 2003;
Youssef & Alamir, 2005] a mené à considérer cet exemple comme une cible dans ce travail.
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Pourtant, étant donné que la technique des signatures graphiques n’est pas un but en
soi même, et compte tenu de la structure des différents sous systèmes de ce benchmark,
une autre technique d’inversion à horizon glissant est développée. Après une brève étude
de l’état de l’art sur les techniques de diagnostic donnée dans le chapitre 5, et une
description des éoliennes donnée dans le chapitre 6, cette application sera présentée dans
le chapitre 7.
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Chapitre 5
État de l’art sur le diagnostic
Ce chapitre a pour objectif de donner une brève revue bibliographique sur les dif-
férentes approches de diagnostic et de surveillance des systèmes industriels. A ce titre,
après une introduction et un rappel sur quelques définitions et notions de base, les dif-
férentes approches sont abordées.
5.1 Introduction
En raison d’une modernisation incessante des outils de production, les systèmes in-
dustriels deviennent de plus en plus complexes et sophistiqués. En parallèle, la fiabilité,
disponibilité et sûreté de fonctionnement sont devenues de véritables enjeux pour les
entreprises actuelles. Le but est d’assurer une compétitivité optimale de l’outil de pro-
duction dans un contexte international très concurrentiel. C’est ainsi que la détection et
l’identification des pannes dans les systèmes dynamiques, c’est-à-dire leur diagnostic, est
devenu un sujet important de recherche, dès le début de l’automatique moderne basée
sur le calcul numérique.
En surveillant le fonctionnement des équipements industriels, il est possible de prévenir
un dysfonctionnement avant qu’il n’arrive, et d’éviter le ralentissement ou l’arrêt de pro-
duction. En plus, la surveillance industrielle permet de réduire le coût de la maintenance
des différents équipements. Autre que les considérations purement économiques, il s’agit
souvent, dans beaucoup d’applications, d’assurer la sécurité des personnes et de préser-
ver leur environnement. C’est notamment le cas pour beaucoup d’applications liées aux
domaines de l’énergie, de l’eau, de l’air et des transports.
De nombreuses approches ont été développées en vue de la détection de défaillances et
du diagnostic. Cette diversité des approches est le résultat de contextes différents liés aux
applications visées et aux caractéristiques propres du cahier des charges qui en résulte.
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Les méthodes de surveillance et de diagnostic peuvent être classées en deux grandes
familles : les méthodes internes de diagnostic et les méthodes externes de diagnostic.
Ce chapitre est organisé de la façon suivante. Les notions et concepts fondamentaux uti-
lisés en diagnostic sont rappelés dans la section 5.2. La section 5.3 rappelle les méthodes
de diagnostic internes. Les approches externes sont rappelées dans la section 5.4. Ce
chapitre se termine par une conclusion.
5.2 Définitions et concepts fondamentaux
Un processus industriel, ou un système industriel est conçu pour accomplir une
tâche donnée. Par contre cette tâche n’est pas toujours remplie de la même façon car le
système peut passer dans différents modes de fonctionnement : normaux, anormaux ou
évolutifs. Les premiers modes correspondent à l’état nominal où la tâche est correcte-
ment remplie. Dans les deuxièmes modes, la tâche est partiellement ou totalement non
remplie. C’est dans ces modes qu’on trouve les modes défaillants, les modes interdits,
etc. Les derniers modes sont souvent les modes transitoires, représentant le passage
entre les deux premiers modes.
Le diagnostic d’un système permet ainsi d’identifier son mode de fonctionnement.
Cela est effectué par une comparaison entre les données réelles et la connaissance sur
les modes de fonctionnement du système. Après avoir détecté un mode défaillant, le
système de diagnostic doit identifier les causes possibles de cette défaillance, et fournir
les informations sur son instant d’apparition et son amplitude.
Selon les instances nationales et internationales (AFNOR, CEI) :
Le diagnostic est l’identification de la cause probable de la (ou des) défaillance(s) à
l’aide d’un raisonnement logique fondé sur un ensemble d’informations provenant d’une
inspection, d’un contrôle ou d’un test.
Cette définition résume les deux tâches essentielles en diagnostic :
– Observer les symptômes de la défaillance.
– Identifier la cause de la défaillance à l’aide d’un raisonnement logique qui considère
les observations et les connaissances sur le système.
Pour accomplir ces tâches, le diagnostic se réalise en quatre étapes principales : l’ac-
quisition de données, la détection, la localisation et l’estimation. Ces étapes ainsi que
d’autres notions utilisées en diagnostic vont être définies et expliquées dans la suite.
Défaut. Un défaut (défaillance) est tout écart entre la caractéristique observée sur le
procédé et la caractéristique de référence lorsque celui-ci est en dehors des spé-
136
Chapitre 5. État de l’art sur le diagnostic
cifications. C’est une modification indésirable du système se traduisant par une
déviation d’une variable observée ou d’un paramètre calculé par rapport à une va-
leur de référence fixée. Comme le montre la figure 5.1, les défauts peuvent provenir
des actionneurs, des contrôleurs, des capteurs ou du processus (pannes physiques).
Fig. 5.1 – Types des défauts considérés dans la littérature
Acquisition de données. Cette étape a pour objectif de fournir les informations sur
le comportement du procédé. Elle consiste à collecter toutes les données issues des
capteurs, ou bien des paramètres réels de ses composants.
Détection. La détection (Fault detection) est l’opération qui permet de décider si
le système est défaillant ou non. Les défauts sont détectés par classification des
situations observables comme étant normales ou non.
Localisation. La localisation (Fault isolation) permet d’attribuer le défaut à un
sous-système particulier : capteur, actionneur, organe de commande, processus. . .
Estimation. L’estimation (Fault evaluation) permet d’avoir des informations quanti-
tatives sur le défaut tel que l’instant d’apparition, l’amplitude.
Résidu. Un résidu ou un indicateur de défaut exprime l’incohérence entre les informa-
tions disponibles et les informations théoriques fournies par un modèle. C’est sur
la base de sa valeur que la décision de détection est prise ou pas. Un résidu nul
implique un fonctionnement normal. En pratique, le résidu est conçu afin d’être
nul en moyenne dans un cas de bon fonctionnement. Ses dispersions autour de
zéro sont des "restes", des résidus liés aux bruits. En revanche dans un cas avec
défaut, le résidu s’éloigne de sa valeur moyenne nulle et permet d’indiquer la
présence d’un défaut.
Symptôme. Un symptôme est l’événement ou l’ensemble de données à travers lequel
le système de détection identifie le passage du procédé dans un fonctionnement
anormal.
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Les approches développées pour le diagnostic et la surveillance des systèmes se classent
en deux grandes familles :
– Les méthodes internes de diagnostic. Ce sont les approches basées sur les
modèles mathématiques du système construits à partir des relations de la physique
ou par des techniques d’identification. Ces méthodes sont principalement dérivées
des techniques utilisées par les automaticiens. Le modèle servant directement de
référence pour la détection des défauts, la qualité du résultat dépend directement
de la qualité du modèle. Ce qui nécessite obligatoirement une modélisation précise
puis une validation expérimentale avant toute utilisation industrielle. C’est dans
cette famille de méthodes qu’on trouve les méthodes basées sur les observateurs,
l’estimation paramétrique, la redondance analytique et l’espace de parité.
– Les méthodes externes de diagnostic. Ces méthodes supposent qu’aucun mo-
dèle n’est disponible pour décrire la relation de cause (défaut) à effet (symptôme).
La seule connaissance repose sur l’expertise humaine confortée par un solide re-
tour d’expérience. Cette méthode utilise un module de reconnaissance. Ce module
utilise les observations passées et présentes issues du système, des entrées et des
sorties, afin de trouver les relations de cause à effet. C’est dans cette catégorie
qu’on trouve les méthodes basées sur le traitement du signal, l’analyse des signa-
tures, les machines à vecteurs de support, les méthodes ensemblistes ainsi que les
méthodes basées sur l’intelligence artificielle comme la reconnaissance des formes
et les réseaux de neurones.
Une brève revue bibliographique des méthodes internes et des méthodes externes de
diagnostic est donnée dans la suite de ce chapitre.
5.3 Les méthodes internes de diagnostic
Ce sont les approches basées sur les modèles mathématiques du système construits à
partir des relations de la physique ou par des techniques d’identification. Ces méthodes
sont dérivées principalement des techniques utilisées par les automaticiens. Le modèle
servant directement de référence pour la détection des défauts, la qualité du résultat
dépend directement de la qualité du modèle. Ce qui nécessite obligatoirement une modé-
lisation précise puis une validation expérimentale avant toute utilisation industrielle. Le
principe de base de ces méthodes c’est de générer un résidu à partir de la comparaison
entre la sortie du modèle et les mesures et de l’analyser afin de détecter les défauts du
systèmes [Chen & Patton, 1999]. Le diagnostic dans le cas de ces méthodes consiste en
deux étapes principales :
Génération des résidus. Cette première phase concerne la génération des résidus,
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grandeurs sensibles aux défauts. Les résidus expriment l’incohérence entre les in-
formations disponibles (les mesures) et les informations théoriques fournies par
un modèle. Ce sont des grandeurs obtenues explicitement à partir des mesures is-
sues des capteurs et des signaux de commande des actionneurs, soit directement
(approche de redondance analytique [Ray & Desai, 1986; Staroswiecki & Comtet-
Varga, 2001], approche d’espace de parité [Fagarasan & Iliescu, 22-25 May]), soit
indirectement par l’intermédiaire des grandeurs estimées (approche d’observateur
d’état [Ding & Guo, 1998; Garcia & Frank, 1996; Xiong & Mehrdad, 2000], ap-
proche d’estimation paramétrique [Isermann, 1993]). En fonctionnement normal,
un résidu doit être idéalement nul. En pratique, il est conçu afin d’être nul en
moyenne car il dépend implicitement des perturbations liées à l’environnement et
des erreurs de modélisation. En revanche dans un cas avec défaut, le résidu s’éloigne
de sa valeur moyenne nulle et permet d’indiquer la présence d’un défaut. Une ca-
ractéristique importante de la qualité du générateur des résidus est la capacité de
détecter des défauts de faibles amplitudes. Les approches déjà citées dans ce para-
graphe ont été bien développées dans le cas des systèmes linéaires. Pour les systèmes
non linéaires, le problème de diagnostic est abordé soit en appliquant les techniques
linéaires sur le système linéarisé autour d’un point de fonctionnement, soit en uti-
lisant directement des techniques non linéaires [Garcia & Frank, 1997; Hammouri
et al., 1999].
Prise de décision. Dans cette étape, les résidus sont analysés pour décider s’il y
a ou non présence du défaut et déterminer sur quelle composante du système il
est intervenu (localisation), la nature du défaut et sa cause (identification). Une
solution simple consiste à comparer le niveau du résidu à un seuil prédéfini (qui
prend en compte par exemple le niveau de bruit des capteurs et/ou une estimation
de l’intervalle de confiance du système utilisé,. . .) au-delà duquel la présence d’un
défaut est confirmée. Le choix du seuil de détection peut impliquer un retard dans
la détection dans le cas où il est choisi très grand pour éviter les fausses alarmes. De
nombreux autres tests peuvent être appliqués pour la décision. Le test statistique
approprié est choisi selon les propriétés des résidus [Basseville & Nikiforov, 1993].
Il faut noter qu’il existe dans la littérature des méthodes de diagnostic à base de modèles
qualitatifs ou semi-qualitatifs. En effet, la connaissance à disposition sur les systèmes
physiques est souvent partielle et imprécise et il n’est pas toujours possible d’élaborer un
modèle par simulation classique. Dans ce cadre, deux approches peuvent être évoquées,
les approches purement qualitatives et les approches semi-qualitatives. C’est dans cette
catégorie que le raisonnement qualitatif, les graphes causaux, les Bond graphes et les
bases des règles se trouvent. Pour plus de détails sur ces méthodes, le lecteur peut se
référer à [Montmain & Gentil, 2000; Travé-Massuyès et al., 1997]. Dans la suite, les
méthodes à bases des modèles quantitatifs sont rappelées.
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5.3.1 Redondance matérielle
C’est une méthode employée dans les installations critiques (l’aérospatial, le nu-
cléaire) où la sécurité des biens et des personnes est primordiale. Elle consiste à mesurer
une grandeur à l’aide de multiples capteurs. L’objectif est de déterminer les capteurs
présentant des anomalies et d’exhiber ceux qui fournissent des données cohérentes. Les
mesures des différents capteurs sont comparées entre elles et un vote logique permet d’iso-
ler le capteur défaillant. Afin de pourvoir isoler le défaut, la redondance matérielle doit
être d’ordre impair. De nombreuses applications industrielles appliquent cette approche
de diagnostic [Kratz, 1991; Potter & Suman, 1977].
Cette méthode est fiable et simple. Par contre, elle présente des inconvénients tels que
l’accroissement du coût d’installation et l’augmentation de la probabilité de pannes des
capteurs, ce qui implique un besoin de maintenance supplémentaire. De plus, les en-
combrements élevés liés à la multiplication des chaînes de mesures, ainsi que le champ
d’applications strictement limité aux défauts de capteurs, constituent des inconvénients
majeurs limitant l’utilisation d’une telle approche.
5.3.2 Redondance analytique et équations de parité
Afin de détecter et d’isoler les défauts d’un système, une certaine redondance d’in-
formation est nécessaire. Cette redondance est utilisée dans le but d’établir les tests de
consistance entre les variables couplées du système. Elle constitue une source de bon
et de mauvais fonctionnement. La redondance matérielle fût la première technique de
redondance utilisée pour la détection et la localisation des défauts capteurs, essentiel-
lement dans les applications nécessitant un niveau élevé de sécurité. Par ailleurs, cette
technique présente de nombreux inconvénients et contraintes majeurs.
La redondance analytique, elle, présente une alternative intéressante à la redondance
matérielle. Le problème de génération des relations de redondance analytique a fait l’objet
de très nombreux travaux, depuis les études fondatrices de [Potter & Suman, 1977]. La
redondance d’information dans ce cas est assurée par un modèle du système à la place
du matériel additionnel. Le principe de cette approche est rappelé dans la suite.
En effet, l’intérêt d’utiliser des techniques à base de modèle est qu’elles permettent de
remplacer un capteur physique par un capteur informationnel. Si des équations analy-
tiques provenant d’un modèle sont utilisées pour établir des relations liant les grandeurs
mesurées entre elles, alors le terme redondance analytique est employé.
Soient les variables mesurées d’un système, représentées par un ensemble Y. Une rela-
tion de redondance analytique RRA est une relation extraite de la combinaison des
équations du modèle. La RRA s’écrit sous la forme C(Y)=0.
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Cependant, cette égalité ne sera jamais vérifiée, le système n’étant jamais dans des
conditions de fonctionnement idéales. Dans ce sens, un résidu est construit à partir des
relations analytiques sous la forme :
r(t) = C(Y, t) (5.3.1)
La vérification d’une RRA permet de diagnostiquer les composants physiques qui consti-
tuent son support. En effectuant des combinaisons judicieuses des relations du modèle,
des RRA de supports différents (sensibles à des défauts particuliers) peuvent être définies.
Notons que le champ d’application de la redondance analytique ne se limite pas aux
défauts de capteurs, mais s’étend aux défauts des actionneurs ou à celles du processus
lui-même. Des applications intéressantes de cette méthode peuvent être trouvées dans
[Krysander & Nyberg, 2002; Evuskoff, 1998].
Equations de parité
La génération des équations de parité repose sur des relations comportementales sta-
tiques ou dynamiques existant entre grandeurs mesurables (signaux de commande et de
sorties) [Deckert et al., 1977; Gertler & Singer, 1990; Gertler, 1998]. Cette méthode a
pour origine la redondance matérielle utilisée pour le diagnostic des défauts capteurs. Le
terme "parité" a été emprunté au vocabulaire employé pour les systèmes logiques où la
génération des bits de parité permet la détection des erreurs. Dans un cadre général, l’ap-
proche consiste à réaliser une redondance analytique (en mode temporel ou fréquentiel)
entre les entrées et les sorties du système et cela indépendamment des états du système.
Le principe de cette approche consiste à reformuler les équations dynamiques du système
sous forme de relations algébriques. Ces relations, statiques ou dynamiques, relient les
mesures du systèmes sur une fenêtre temporelle. Le fait que les relations de parité ne
soient pas vérifiées, génére des résidus, indicateurs des défauts auxquels sont appliqués des
tests d’hypothèses. L’espace, nommé espace de parité, est l’espace des résidus possibles.
A noter que la génération des résidus dans ce cas suppose la connaissance d’un modèle
dynamique du processus, ce dernier pouvant comporter des incertitudes ainsi que des
bruits de mesures et d’état.
Les premières évocations et utilisations de l’approche par espace de parité sont réa-
lisées à partir des relations analytiques statiques : [Evans & Wilcox, 1970; Potter &
Suman, 1977; Ray & Desai, 1984]. Cette technique a notamment été utilisée pour le diag-
nostic de défaut de centrale de navigation inertielle où des relations de redondance sont
établies entre des signaux gyroscopiques et des accélérations. Ces relations analytiques
statiques constituent "la redondance directe". Ces notions ont ensuite été généralisées par
[Mironovski, 1980], puis par [Chow & Willsky, 1984] pour l’utilisation de la redondance
temporelle. Une redondance temporelle est obtenue à partir des relations différentielles
ou aux différences parmi les différentes sorties des capteurs et entrées des actionneurs.
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Avec des données d’entrées et de sorties du processus, la redondance temporelle est utile
pour la détection de défaut de capteurs et/ou d’actionneurs.
Une extension au cas non linéaire des méthodes de type espace de parité a fait l’objet
de plusieurs travaux, parmi lesquels on peut citer [Comtet-Varga et al., 2000].
5.3.3 Observateurs d’état
Les observateurs d’état sont des algorithmes, fondés sur un modèle du procédé, char-
gés de reconstruire l’état de celui-ci. La méthode par observateurs d’état consiste à
estimer les variables d’état d’un système en utilisant le modèle mathématique ainsi que
des mesures ou un sous-ensemble de mesures, ce qui permet de reconstruire les sorties
du système. Cette reconstruction permet d’étudier la consistance comportementale du
modèle vis à vis du système réel en comparant les sorties mesurées avec celles estimées.
Par définition, un observateur (ou estimateur ou reconstructeur d’état) est un système
ayant comme entrée les entrées et les sorties du système réel et dont la sortie converge
vers une estimation des variables d’état (ou d’une partie des variables d’état) du proces-
sus. Le signal d’écart (ou l’erreur d’estimation de sortie) entre les mesures et les sorties
estimées (en ligne) est utilisé comme un résidu. De manière générale, ce concept peut
être représenté par la figure 5.2 Dans la littérature, le terme "observateurs dans le cas
Fig. 5.2 – Génération des résidus par utilisation des observateurs d’état.
déterministe" réfère aux observateurs classiques de Luenberger [Lunberger, 1966; Lunber-
ger, 1971; Beard, 1971; Frank, 1990; Clark, 1979; Clark, 1975; Patton & Chen, 1997; Pat-
ton et al., 1989], et des filtres de Kalman [Basseville, 1988; Da & Lin, 1996; Mehra & Pes-
chon, 1971; Sohlberg, 1998; Tzafestas & Watanab, 1990; Willsky, 1976; Zolghadri, 1996]
dans le cas stochastique. Notons que l’utilisation de la méthode de diagnostic à base
d’observateur est conditionnée par l’existence de ce dernier. Plusieurs techniques d’ob-
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servation ont été appliquées au diagnostic des systèmes. Dans la suite, les observateurs
à entrées inconnues sont rappelés.
- Les observateurs à entrées inconnues. Souvent, il existe des cas où certaines
entrées du système ne sont pas mesurables mais qui agissent sur le système. Dans
ce cas, les observateurs utilisés portent le nom d’observateurs à entrées inconnues
(Unknown Input Observer : UIO) [Chang & Lsu, 1995; Hou & Muller, 1992; Ta-
kahashi & Peres, 1999]. Ces observateurs visent à annuler l’erreur d’estimation
d’une ou de plusieurs combinaisons linéaires des états du système étudié, et
ce, indépendamment de la présence d’entrées inconnues (perturbations) [Chen
et al., 1996]. La conception d’un observateur à entrées inconnues permettra de
s’affranchir de ces incertitudes sous réserve de l’observabilité du système. Il faut
noter que les observateurs à entrées inconnues utilisent les principes de base des
observateurs de Luenberger avec des conditions structurelles supplémentaires.
Des travaux concernant les observateurs à entrées inconnues sont initiés par
[Wang et al., 1975] et les premiers travaux publiés utilisant ce type d’observateur
pour la détection et la localisation des défauts sont dus à [Wiswanadham &
Srichander, 1987].
Le principe général s’inspire du modèle d’état représenté par le système
d’équations suivant :
x˙(t) = Ax(t) +Bu(t) + Ef(t)
y(t) = Cx(t) (5.3.2)
où x(t) ∈ Rn est le vecteur d’état du système, y(t) ∈ Rm le vecteur de sorties,
u(t) ∈ Rp le vecteur de commandes et f(t) ∈ Rq désigne le vecteur d’entrées
inconnues. A, B, C et E sont des matrices de dimensions appropriées.
La description générale d’un observateur à entrées inconnues d’ordre plein
est donnée par l’expression suivante :
z˙(t) = Fz(t) + TBu(t) +Ky(t)
xˆ(t) = z(t) +Hy(t) (5.3.3)
et le résidu est ainsi défini par l’équation suivante :
r(t) = Pz(t) + V y(t) (5.3.4)
où z(t) ∈ Rn est l’état de l’observateur, xˆ(t) est l’état estimé du système. F , T ,
H, K, P et V sont des matrices à déterminer pour accomplir le découplage de
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l’erreur d’estimation par rapport aux entrées inconnues. Le résidu r(t) doit vérifier
limt→∞ r(t) = 0 pour répondre à l’objectif de l’insensibilité par rapport aux entrées
inconnues.
Un observateur à entrées inconnues permet en plus de donner une estimation des
entrées inconnues dans certaines conditions.
Dans certains cas, et dans l’optique d’assurer une bonne isolation des défauts à l’aide
de résidus structurés, des batteries d’observateurs sont mises en place (voir figure 5.3).
Chaque observateur génère un résidu sensible à un défaut (voire à un ensemble de défauts)
particulier et insensible aux entrées inconnues. Une réponse différente sera donnée par
chacun des observateurs, ce qui permettra un meilleur découplage des résidus.
Fig. 5.3 – Architecture du banc d’observateurs.
Dans la littérature, il est possible de trouver aussi les observateurs adaptatifs [Quinghua,
2000; Wang et al., 1997] qui peuvent être utilisés pour la détection et la localisation des
défauts. Ces observateurs donnent une estimation des variables d’état et de quelques
paramètres du système.
Un autre type d’observateurs existe sous le nom d’observateurs à mémoire finie. Dans
ces observateurs, les résidus sont générés en utilisant le passé du système. Afin de donner
plus de poids aux mesures récentes susceptibles de contenir l’information sur le défaut,
ces observateurs utilisent des fenêtres glissantes de taille finie. En plus, la notion de
fenêtre de taille finie permet réduire l’effet de mémoire infinie du reconstructeur qui
entraîne l’accumulation de l’erreur d’estimation et provoque ainsi une divergence. Dans
ce cas d’observateur, l’état peut être estimé à partir d’un nombre fini de mesures sous la
condition d’observabilité du système comme l’a montré Ragot et al. ([Ragot et al., 1992])
par exemple. Le choix d’un horizon fini a pour avantage le nombre réduit de mesures
nécessaires au diagnostic favorisant ainsi le calcul et donc la détection en ligne. Dans la
littérature, différents travaux utilisant ce type d’observateurs se trouvent, parmi lesquels
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on peut citer [Medvedev & Toivonen, 1992; Kratz & Aubry, 2003; Hocine et al., 2004]
Afin de remédier aux limites inhérentes à une modélisation linéaire, des travaux portant
sur la génération des observateurs pour le diagnostic des systèmes non linéaires ont été
largement développés dans les dernières années. Une introduction à ces approches peut
être trouvée dans [Frank et al., 2000], [Garcia & Frank, 1997] et [Krishnaswami & Rizzoni,
1994]. En effet, la construction des observateurs pour les systèmes non linéaires est
difficile même en absence de défauts. D’une manière générale, les conditions nécessaires et
suffisantes pour la construction de ces observateurs ne sont pas connues [Quinghua, 2000].
Il y a eu de nombreux chercheurs qui ont étudié le problème de conception d’observateurs
non linéaires pour une classe restreinte de systèmes non linéaires possédant des structures
assez particuliers : dans [Yang & Saif, 1995], des observateurs basés sur des méthodes
géométriques différentielles pour des modèles affines en entrée se trouvent. La synthèse
d’observateurs grand gain pour des systèmes uniformément observables est étudiée dans
[Hammouri et al., 1999] et la synthèse d’observateurs à mode glissant est présentée dans
[Floquet et al., 2004].
5.3.4 Estimation paramétrique
Le diagnostic des défauts à base de modèle peut être réalisé par le moyen des tech-
niques d’identification et d’estimation paramétrique [Isermann, 1997; Isermann, 1984;
Isermann, 1993; Isermann & Freyermuth, 1990]. Cette catégorie de méthodes considère
que l’influence de défauts se reflète non pas uniquement sur les variables du système
physique mais aussi sur les paramètres. Elle suppose l’existence d’un modèle paramé-
trique décrivant le comportement du procédé et que les valeurs nominales des paramètres
soient connues. Le principe de cette méthode consiste en premier à identifier en continu
les paramètres caractérisant le fonctionnement du procédé, en utilisant les mesures d’en-
trée/sortie. Ensuite, la deuxième étape consiste à comparer les paramètres estimés θˆ avec
leurs valeurs théoriques (nominales) θ. L’écart (erreur d’estimation) est utilisé comme
résidu. Ce dernier doit être étudié par l’unité de décision afin de déterminer s’il est dû à
une défaillance ou à des aléas anormaux du fonctionnement.
Cette approche utilise souvent le modèle mathématique d’entrée-sortie du système sous
la forme suivante [Youssef, 2005] :
y(t) = f(θ, u(t), u(t− 1), . . . , u(t− k), y(t− 1), . . . , y(t− k)) (5.3.5)
où θ est le vecteur des paramètres. La fonction f(.,.) peut être de forme linéaire ou non
linéaire.
Dans cette approche, les paramètres sont estimés θˆ par un algorithme d’identification en
ligne, ensuite les résidus sont générés. Soit l’estimation du vecteur de paramètres θˆ(k) à
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l’instant k, le vecteur des résidus est défini de la façon suivante :
r(k) = θˆ(k)− θ0 (5.3.6)
où θ0 est le vecteur nominal des paramètres.
Les méthodes des moindres carrés fournissent un outil puissant de diagnostic, en sur-
veillant les estimations des paramètres en ligne [Isermann, 1989; Sproesser & Gis-
singer, 1992]. Le lecteur intéressé par l’approche d’estimation paramétrique pourra
consulter par exemple les travaux des références suivantes [Jiang et al., 2008; Baner-
jee et al., 2011; Iqbal et al., 2009].
5.4 Les méthodes externes de diagnostic
Ces méthodes supposent qu’aucun modèle n’est disponible pour décrire la relation de
cause (défaut) à effet (symptôme) dans un système donné. Elles utilisent un module de
reconnaissance. Ce module utilise les observations passées et présentes issues du système,
des entrées et des sorties, afin de trouver les relations de cause à effet. C’est dans cette
catégorie que les méthodes basées sur le traitement du signal, l’analyse des signatures
externes, les machines à vecteurs de support (SVM), les méthodes ensemblistes ainsi que
les méthodes basées sur l’intelligence artificielle comme la reconnaissance de forme et les
réseaux de neurones, se trouvent.
5.4.1 Méthodes basées sur le traitement du signal
Les méthodes de diagnostic précédemment présentées reposent fondamentalement sur
un modèle mathématique essentiellement construit autour des grandeurs mesurables du
système à surveiller. Cependant, cela est parfois très difficile parce que tout n’est pas
toujours mesurable, ou parce que les systèmes à surveiller sont très complexes, surtout
dans les domaines industriels. Donc un modèle mathématique du système à diagnosti-
quer n’est pas toujours disponible. Dans ce cas, le diagnostic se base sur l’analyse des
signaux issus des capteurs qui sont des données contenant des informations pertinentes
pour le diagnostic. Les méthodes de traitement du signal permettent d’analyser ces si-
gnaux et de leur associer des modèles de référence qui correspondent à différents modes
de fonctionnement (le mode de fonctionnement normal et les modes de fonctionnement
caractéristiques de présence de défaillances particulières bien connues). Parmi les mé-
thodes de traitement du signal, il est possible de citer le traitement statistique du signal
et l’analyse fréquentielle qui est basée sur la transformée de Fourier et la transformée en
ondelettes [Youssef, 2005; Petropol, 2001].
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- Le traitement statistique du signal. Cette approche consiste à calculer et analy-
ser les propriétés statistiques qui caractérisent certaines variables significatives du
processus tels que les moments statistiques (moyenne,variance,. . .), la somme cu-
mulée, . . . L’étude de l’évolution de ces propriétés permet de mettre en évidence un
défaut présent sur le signal en test. Une loi de densité de probabilité est générée par
analyse des signaux pendant le fonctionnement normal. Tout écart significatif par
rapport à cette loi implique la détection d’une défaillance. Dans [Basseville, 1988]
et [Chiang et al., 2001], une synthèse de l’application de ces techniques liées au
changement des caractères statistiques du signal se trouve. Une difficulté de cette
méthode est d’avoir un historique suffisamment grande qui permet d’estimer les
grandeurs statistiques et qui soit représentatif de tous les modes de fonctionne-
ment.
- Analyse fréquentielle. Le diagnostic et la surveillance des systèmes industriels né-
cessitent l’interprétation des signaux mesurés tant dans le domaine temporel que
fréquentiel. L’analyse fréquentielle consiste à extraire les composantes spectrales
des signaux vibratoires. En analysant le spectre de répartition de l’énergie du si-
gnal en fonction de la fréquence, il est possible de détecter voire localiser les défauts.
Dans cette approche, deux outils mathématiques sont souvent utilisés : la trans-
formée de Fourier [Antoni & Randall, 2002; Randall, 1987] et la transformée en
ondelettes [Guo et al., 2000; Tse et al., 2004; Zhang & Yan, 2001]. La transformée
de Fourier est une technique mathématique adaptée à l’analyse des signaux pério-
diques. Cette technique, appliquée directement au signal, n’est pa adaptée à une
localisation temporelle des défauts. La transformée en ondelettes est un outil plus
récent adapté à la localisation autant temporelle que fréquentielle de changements
dans le signal analysé. Son principe est de projeter le signal sur des espaces d’ana-
lyse possédant des propriétés particulières. Cela permet de mettre en évidence des
comportements du signal qui n’étaient pas facilement détectables. Pour plus de
détails sur ces deux techniques, le lecteur peut se référer à [Randall, 1987; Lan-
glet, 2004].
5.4.2 Diagnostic par signatures
Le diagnostic de défaillance fait appel le plus souvent à l’utilisation des signatures
élaborées à partir des signaux [Zwingelstein, 1995]. Cette technique de diagnostic s’ap-
parente au diagnostic des maladies dans le domaine médical. En règle général, c’est en
observant les symptômes externes sur un système, qu’un expert réalise son diagnostic
et peut déterminer la nature de la défaillance. Par opposition aux méthodes internes
de diagnostic, cette approche de diagnostic ne se préoccupe pas des relations physiques
qui lient les défauts à leurs symptômes. Elle fait ainsi partie des méthodes de diagnostic
externes [Dubuisson, 1990; Dubuisson, 2001a]. La première phase nécessaire dans ces
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techniques consiste en l’apprentissage qui permet de définir des signatures de référence
représentant le mode de fonctionnement normal et des signatures types représentant des
modes de défaillances particuliers bien connus sur le système. Ensuite, le diagnostic se
réalise en suivant une procédure constituée des quatres étapes suivantes :
- Acquisition des signatures. C’est une opération qui consiste à donner les infor-
mations utiles aux experts de diagnostic. Elle peut se réaliser avec les cinq sens
humains, à l’aide des capteurs spécialisés ou par traitement de données collectées
sur le système. C’est grâce à l’archivage de toutes les signatures qu’il sera possible
aux experts ou aux systèmes de traitement de l’information de déterminer l’état
de fonctionnement du système.
- Comparaison des signatures. Cette étape consiste à vérifier la cohérence des signa-
tures actuelles avec les signatures de référence représentant le mode de fonctionne-
ment normal.
- Décision. C’est l’étape qui permet d’indiquer si les signatures actuelles sont normales
ou anormales. C’est dans cette procédure de décision que des seuils de détection
sont définis. Ils permettent d’accepter avec un risque judicieux une non détection
ou une fausse alarme.
- Analyse. L’étape de diagnostic se déclenche quand la comparaison de la signature
courante ne correspond pas à un état normal de fonctionnement caractérisé par
une signature de référence. Pour identifier la nature du défaut, il faut faire appel
aux signatures types définies dans la première phase (acquisition des signatures).
Si la signature courante ne correspond à aucune signature type, le défaut est ainsi
classé dans la catégorie du fonctionnement anormal mais inconnu. L’ensemble de
la procédure est décrit par le schéma sur la figure 5.4.
Dans la littérature, il existe différentes catégories de signatures graphiques utilisées
dans le diagnostic des systèmes industriels. Ces signatures sont jugées judicieuses par
les experts pour la détection et la localisation des défauts. La complexité des signa-
tures dépend de la nature du système et des matériels à diagnostiquer et varie en fonc-
tion de l’anomalie cherchée. Dans la suite, quelques signatures utilisées dans l’industrie
[Zwingelstein, 1995; Dubuisson, 2001a] sont rappelées :
- Signatures vibratoires : Ces signatures sont appropriées pour la détection des ano-
malies qui affectent des ensembles mécaniques dont les éléments basiques sont
soumis à des efforts mécaniques dynamiques se traduisant par des vibrations mé-
caniques. L’analyse vibratoire détecte des mouvements répétitifs d’une surface ap-
partenant à un matériel mécanique dynamique (machines tournantes, machines
alternatives,. . .) où à un matériel statique (structure, tuyauteries,. . .). Trois ca-
tégories de mouvement vibratoire liées à une anomalie mécanique peuvent être
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Fig. 5.4 – Schéma général représentant les étapes de diagnostic
[Youssef, 2005; Dubuisson, 2001a].
distinguées. Comme première catégorie, on trouve les vibrations de nature pério-
dique, ce qui est le cas dans la majorité des défauts mécaniques rencontrés sur les
machine tournantes. La deuxième catégorie de vibrations est caractérisée par des
signaux transitoires de faible durée qui sont de nature répétitive ou aléatoire, ce
qui est le cas des défauts qui sont traduits par des chocs sur les structures. Enfin,
comme troisième catégorie, on trouve les vibrations ayant un caractère aléatoire au
cours du temps. Les signaux vibratoires sont interprétés le plus souvent au moyen
de l’analyse fréquentielle utilisant la transformée de Fourier. L’application de cette
approche consiste à considérer le signal vibratoire comme une somme de fonctions
sinusoïdales dont les valeurs des fréquences sont des multiples entiers de la fré-
quence fondamentale. Dans le cas où un élément mécanique est en état nominal,
les différentes fréquences contenues dans le signal sont directement liées à sa géo-
métrie et sa vitesse de rotation. La présence des défauts aboutit à l’apparition de
nouvelles fréquences qui sont interprétables par les experts. Suivant la nature des
problèmes recherchés et les technologies utilisées, la mesure de la vibration peut
s’exprimer par une mesure de déplacement, une mesure de vitesse ou une mesure
d’accélération. La grande variété des problèmes vibratoires rencontrés sur les ma-
tériels mécaniques a conduit au développement des signatures spécifiques à l’aide
de différentes techniques du traitement de signal telles que l’analyse d’enveloppe,
l’analyse de corrélation, l’analyse temps-fréquence, etc.
- Signatures électriques et radioélectriques : Le diagnostic de défauts des cir-
cuits électriques est un enjeu très important dans l’industrie. Deux catégories de
méthodes sont utilisées pour détecter et localiser de façon précoce les anomalies
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électriques. Il s’agit des méthodes actives ou à des méthodes passives.
Les méthodes actives : Le principe de base des méthodes actives est d’envoyer des
signaux tests ayant une forme connue et de comparer la réponse des circuits à ces
stimuli calibrés. Les défauts sont ainsi localisés et leur nature est identifiée par des
spécialistes qui utilisent ou non des moyens de traitement de l’information.
Les méthodes passives : Lors du fonctionnement des matériels électriques de puis-
sance, des champs électromagnétiques et des ondes radioéletcriques sont naturel-
lement émis par leurs éléments qui jouent alors le rôle d’antennes émettrices de
signaux. Le diagnostic par les méthodes passives consiste à utiliser des récepteurs
radioélectriques ou des scanners qui vont inspecter les fréquences des signaux émis
et obtenir les signatures des défauts connus. C’est ainsi que la présence d’un arc
électrique s’amorçant entre deux conducteurs peut être détectée. De la même ma-
nière, l’analyse en fonction du temps ou la fréquence des courants, des tensions ou
des puissances, permet de diagnostiquer des problèmes sur des moteurs électriques
[Dubuisson, 2001a].
- Signatures acoustiques : Ces signatures sont utilisées quand les symptômes se ré-
vèlent par un signal audible par l’oreille humaine où à l’aide de capteurs spéciali-
sés (microphones,. . .). Elles sont utilisées principalement pour la détection de dé-
faillances mécaniques et des fuites internes et externes qui peuvent apparaître dans
des matériaux sous pression tels que les tuyauteries, les canalisations, les réservoirs,
etc. Plusieurs facteurs influencent les caractéristiques des signatures acoustiques :
la nature du fluide, la pression du fluide et la présence du gaz dissous dans le fluide.
En général, le contenu fréquentiel du bruit est à large bande et se situe en dehors
du domaine audible (20Hz-20KHz). Dans la majorité des cas, on s’intéresse à des
signaux dont la gamme de fréquence est comprise entre plusieurs dizaines de Hz
et plusieurs milliers de Hz. Le diagnostic acoustique basé sur des capteurs micro-
phoniques consiste à analyser dans le domaine fréquentiel les signaux temporels
issus de ces capteurs, par application de la transformée de Fourier. Cette méthode
donne de bons résultats qualitatifs, par contre, son utilisation pour la quantifica-
tion du débit de fuites est rare ; cela est du aux bruits de fond qui existent dans
les installations industrielles.
5.4.3 Diagnostic par reconnaissance de formes
Cette technique de diagnostic fait partie des méthodes externes car elle ne repose
pas sur l’existence d’un modèle formel décrivant le comportement du système. Les in-
formations disponibles proviennent essentiellement d’une base de données composée des
observations et des expériences numériques et humaines sur le système. La reconnaissance
de formes (RdF) est la science qui se base sur la définition d’algorithmes permettant de
classer des objets ou des formes en les comparant à des formes types. Il s’agit de dé-
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terminer la forme type à laquelle une forme donnée ressemble le plus. Les méthodes de
RdF constituent des outils importants priviligiés pour la classification automatique des
signatures externes correspondant aux différents modes de fonctionnement (normaux,
anormaux) d’un système. Le formalisme général et les approches principales existantes
dans la reconnaissance de formes sont décrits brièvement dans la suite. Le lecteur inté-
ressé pourra consulter [Dubuisson, 1990; Dubuisson, 2001b], pour plus de détails sur la
RdF.
Définitions et formalisme général
En reconnaissance de forme, une forme (pattern) est définie par un ensemble de d
paramètres/caractères, appelés aussi individus, de nature numérique ou symbolique. Ces
caractères sont les composantes d’un vecteur forme x à d composantes. Une forme peut
donc être représentée par un point dans un espace de représentation de dimension d.
Dans le cas où les caractères peuvent prendre toute valeur réelle, cet espace est noté Rd.
Les prototypes sont des points représentatifs dans cet espace. Le problème de RdF
c’est d’associer un point quelconque de l’espace Rd à un des prototypes. Ce problème
devient trivial dans le cas où une nouvelle forme observée n’est pas marquée par au-
cune perturbation, et donc il se confondrait dans Rd avec un prototype. D’une manière
générale, une zone géométrique est associée à chaque forme-type dans l’espace de repré-
sentation à cause du bruit. Cette zone représente une classe en RdF. Le problème de
reconnaissance de formes est de trouver les frontières qui séparent les différentes classes
(Figure 5.5). Suivant sa position par rapport à l’ensemble des frontières, une nouvelle
forme x sera associée à une des classes (ω1, ω2, . . . , ωM). C’est l’opération de classification.
Fig. 5.5 – Principe du problème de reconnaissance des formes.
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Un problème de diagnostic peut se définir comme un problème de reconnaissance de
formes. Il suffit juste de définir les éléments suivants : le vecteur forme qui englobe les
paramètres observés sur le système et les modes de fonctionnement qui sont représentés
par des classes (la caractérisation de fonctionnement devient la caractérisation d’une
classe). Une fois ces éléments sont définis, et après avoir déterminé les frontières entre les
classes, un système de diagnostic peut être construit, tout en associant à chaque classe
une décision et une interprétation possible (mode de fonctionnement). Une nouvelle
observation n’appartenant pas à la classe associée au mode de fonctionnement normal
implique la détection d’une défaillance tandis que la localisation revient à décider à quelle
classe appartient cette nouvelle observation. Cependant, dans beaucoup de problèmes de
diagnostic industriel, tous les modes de fonctionnement ne sont pas connus a priori lors
de la construction d’un système de diagnostic. En conséquence, l’algorithme de détection
basé sur la RdF doit admettre la possibilité qu’il peut provenir une nouvelle forme qui
n’appartient à aucune des classes parmi les M classes connues. Il faut donc prévoir un
système de décision qui admette ce qui est appelé le rejet :
- Rejet d’ambiguïté : Ce rejet revient à un rejet d’indécision. Il peut arriver qu’une
nouvelle forme observée puisse être affectée à plusieurs classes voisines avec des
probabilités ou certitudes similaires. Elle est à peu près à la même distance de ces
classes et cette distance est petite. Affecter ce point à une des classes peut entraîner
un risque de mauvaise décision. Afin de ne pas commettre une erreur qui pourra
être dans certains cas très dangereuse, il vaut mieux donc dire qu’on ne sait pas
classer cette forme.
- Rejet de distance : Ce rejet correspond à l’apparition d’une nouvelle forme observée
dans une zone éloignée de celle occupée par l’ensemble des M classes. Dans ce
cas, il vaut mieux ne pas commettre une erreur en affectant cette forme à l’une
de ces classes : cette forme peut être le représentant d’un nouveau mode de fonc-
tionnement pour lequel aucune information dans l’ensemble d’apprentissage n’est
disponible a priori. Il est important donc que le système de diagnostic, basé sur
la RdF, soit évolutif et donc il sera capable de prendre en compte tout nouveau
phénomène et de structurer de nouvelles formes dans des classes appropriées.
Le problème du diagnostic par reconnaissance de formes est défini formellement comme
suit [Schurman, 1995; Dubuisson, 2001b] :
– Définir les paramètres constituant le vecteur forme x, représentatif de l’état du
système ; la dimension de x est la dimension de l’espace de représentation des
formes ;
– définir lesM classes connues pour lesquelles on dispose d’information : modèle pro-
babiliste de comportements, ensemble de vecteurs échantillons pour chaque classe,
etc ;
– construire une règle de décision d(x) qui associe, au vecteur observation x, soit la
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décision d’affecter à une classe, soit la décision de rejeter toutes les classes connues
(rejet de distance), soit une indécision ou rejet d’ambiguïté.
Dans la littérature, il existe différentes approches de classification en reconnaissance de
formes, parmi lesquelles il est possible de citer les approches probabilistes et les approches
floues (algorithmes fuzzy c-means FCM,. . .) qui exploitent des modélisations probabi-
listes ou floues des formes [Dubuisson, 1990; Dubuisson, 2001b; Devroye et al., 1996; Mas-
son et al., 1996], les classificateurs statistiques (le classificateur bayésien, les K plus
proches voisins) [Casimir, 1971; Mechraoui et al., 2008; Charniak, 1991] et les réseaux
de neurones [Venkatasubramanian et al., 1990] qui sont présentés dans le paragraphe
suivant.
Réseaux de neurones
Les réseaux de neurones artificiels (RNA) sont des outils statistiques de l’intelligence
artificielle capables d’effectuer des opérations de classification par apprentissage. L’unité
de base des réseaux de neurones est le neurone formel (ou cellule), modèle très simplifié
d’un neurone biologique. Le neurone formel est conçu comme un automate doté d’une
fonction de transfert qui transforme ses entrées en une sortie selon des règles précises.
Il s’agit donc d’un ensemble de neurones interconnectés entre eux, organisés dans des
couches successives dont chacune prend comme entrées les sorties de la précédente. Le
type de connexion varie d’une architecture à une autre. Les Perceptrons Multi-couches
(PMC) [Cybenko, 1989; k. hornik, 1991] et les Réseaux à Fonction de base Radiales
(RFR) [Broomhead & Lowe, 1988] sont les deux architectures les plus utilisées en sur-
veillance industrielle.
Les RNA visent à modéliser les capacités d’apprentissage du cerveau humain. Leur prin-
cipal avantage par rapport aux autres outils est leur capacité d’apprentissage et de gé-
néralisation de leurs connaissances à des entrées inconnues. Il est possible également
d’implémenter les RNA dans des circuits électroniques, ce qui donne la possibilité de
traitement en temps réel.
D’une manière générale, l’utilisation des RNA se fait en deux phases :
– La première phase est la synthèse du réseau. Elle consiste à choisir le type de
réseau, le type de neurones, le nombre de couches et les méthodes d’apprentissage.
Le but est de reproduire le comportement du système à modéliser.
Durant l’apprentissage, le réseau de neurones essaye d’apprendre la relation
"ensemble de données en entrée-modes de fonctionnement", ceci va lui permettre
d’associer les classes, représentant les modes de fonctionnement, aux formes
d’entrées caractérisées par les données du système.
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– Durant la deuxième phase, de nouveaux exemples, qui n’ont pas été présentés
pendant l’apprentissage, sont présentés au RNA pour juger de sa capacité à prédire
les comportements du système modélisé.
Plusieurs algorithmes d’apprentissage ont été développés depuis la première règle d’ap-
prentissage de Hebb en 1949 [Hebb, 1949]. Ils sont classés en deux catégories : supervisé
et non supervisé :
- Dans l’apprentissage supervisé, la valeur de sortie (classe désirée), que le réseau de
neurones doit associer au vecteur d’entrées, est connue. Cette valeur ou vecteur de
sortie est fournie par un superviseur (expert) humain. L’apprentissage consiste à
modifier les paramètres du réseau de neurones afin de minimiser l’erreur entre la
sortie désirée et la sortie réelle du réseau de neurones.
- Dans l’apprentissage non supervisé, aucune connaissance a priori n’est fournie sur
la sortie désirée, il s’agit dans ce cas de déterminer les paramètres du réseau de
neurones suivant un critère à définir.
5.4.4 Les machines à vecteurs de support
Les machines à vecteurs de support (ou "Support Vector Machines" en anglais
(SVM)), sont des nouvelles techniques discriminantes dans la théorie de l’apprentissage
statistique. Les machines à vecteurs de support ont été introduites en 1995 par Cortes
et Vapnik [Cortes & Vapnik, 1995; Vapnik, 1995], comme étant une méthode de classi-
fication binaire par apprentissage supervisé qui séparent les données provenant de deux
différentes classes. Pourtant, les SVM permettent d’aborder plusieurs problèmes comme
la régression, la fusion et la classification. Les SVM ont été largement utilisées pour ré-
soudre des problèmes de classification dans différents domaines comme la détection des
objets, la catégorisation de texte, l’extraction d’images, etc. Leur première utilisation
dans la détection des défauts date de 1999 ; l’objectif était d’améliorer la précision de
la détection. La référence [Widodo & Yang, 2007] donne une revue sur l’utilisation des
SVM dans les problèmes de détection des défauts. Comme applications concernées, il est
possible de citer la détection des défauts dans les machineries mécaniques (telles que les
systèmes de transmission de puissance et les moteur à induction, etc), dans les machines
électro-mécaniques, dans les systèmes de climatisation, etc.
Principe de base
L’idée principale des SVM consiste à projeter les données dans un espace de plus
grande dimension appelé, espace de caractéristiques, afin que les données non linéairement
séparables dans l’espace d’entrée deviennent linéairement séparables dans l’espace de
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caractéristiques. Ensuite, dans ce deuxième espace, un hyperplan optimal séparant les
classes est construit, tel que :
– Les vecteurs de données appartenant aux différentes classes se trouvent de différents
côtés de l’hyperlan.
– La plus petite distance (marge) entre les vecteurs et l’hyperplan soit maximale.
Construction de l’hyperplan optimal
Pour bien expliquer la construction de l’hyperplan optimal séparant des données
appartenant à deux classes différentes, les deux cas : le cas de données linéairement
séparables et le cas de données non-linéairement séparables, sont présentés dans la suite.
Considérons une base d’apprentissage Ap constituée d’un nombre de vecteurs d’appren-
tissage xi ∈ Rd caractérisés par un ensemble de d variables descriptives, soit :
xi = xi1,xi2, . . . ,xid
On s’intéresse à une fonction f , qui à chaque vecteur d’entrée x associe une valeur de
sortie y = f(x). Le but d’apprentissage est d’essayer de retrouver cette fonction f à
partir de la seule observation d’un certain nombre de couples entrées sorties (xi, yi). Les
SVM sont utilisées pour classifier une nouvelle observation x en se limitant à deux classes
y ∈ {−1, 1}.
La fonction f à construire est définie comme suit :
f : Rd −→ {−1, 1}, f(x) = y
Cas des données linéairement séparables :
Dans ce paragraphe, la méthode générale de construction de l’hyperplan optimal
(HO) qui sépare des données appartenant à deux classes différentes linéairement
séparables, est présentée. La figure 5.6 donne une représentation visuelle de l’HO dans
le cas de données linéairement séparables.
Dans le cas linéaire, un hyperplan H est obtenu par : h(x) = ωT .x+ b. Soit l’hyperplan
H satisfaisant les conditions suivantes :

ωT .xi + b ≥ 1 si yi = 1
ωT .xi + b ≤ −1 si yi = −1
(5.4.1)
ce qui est équivalent à :
yi(ωT .xi + b) ≥ 1 pour i = 1, . . . ,m (5.4.2)
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Fig. 5.6 – Représentation de l’hyperplan de classification de deux ensembles de données
par la méthode SVM. H est un hyperplan séparateur quelconque, HO est l’hyperplan
optimal, M est la marge séparant entre l’hyperplan HO et les vecteur de support
où m est le nombre de vecteurs dans le base d’apprentissage Ap.
La distance entre un point quelconque x et un hyperplan est donnée par l’équation
suivante :
d(x) = | ω.x+ b |‖ω‖ (5.4.3)
Comme il a été mentionné précédemment, un HO est un hyperplan qui maximise la marge
M. Cette dernière définit la distance entre un hyperplan et les points échantillonnés les
plus proches. Ces points sont appelés vecteurs supports. Ainsi, la marge a l’expression
mathématique suivante :
M = min
xi|yi=1
ω.x+ b
‖ω‖ − maxxi|yi=−1
ω.x+ b
‖ω‖
= 1‖ω‖ −
−1
‖ω‖
= 2‖ω‖
Trouver l’hyperplan optimal revient donc à maximiser 2‖ω‖ . Ce qui est équivalent à mi-
nimiser ‖ω‖22 sous la contrainte (5.4.2). Ceci est un problème de minimisation d’une
fonction objective quadratique avec contraintes linéaires dans les inconnues ω et b qui
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s’écrit comme suit : 
min(12‖ω‖2)
yi(ωT .xi + b) ≥ 1, ∀(xi, yi) ∈ Ap
(5.4.4)
Ce problème d’optimisation peut être résolu en utilisant la fonction de Lagrange, ce qui
aboutit à l’équation de l’hyperplan otpimale suivante :
h(x) =
m∑
i=1
α∗i yixT.xi + b (5.4.5)
où α∗ sont les multiplicateurs de Lagrange.
Cas des données non linéairement séparables :
Le cas linéairement séparable est peu intéressant, car les problèmes de classifica-
tion sont souvent non linéaires. Dans ce cas, la méthode classique de résolution est
de projeter les données dans un espace de dimension supérieur. L’idée étant qu’en
augmentant la dimensionnalité du système le cas linéaire vu précédemment se retrouve.
Dans ce cas, une transformation non linéaire Φ(·) est appliquée aux vecteurs d’entrée xi,
tel que xi ∈ Rd et Φ(xi) ∈ Re, (e > d). Ce changement va conduire à passer d’un produit
scalaire dans l’espace d’origine xTi .xj à un produit scalaire ΦT (xi).Φ(xj). L’hyperplan
optimal se réécrit dans ce cas comme suit :
h(x) =
m∑
i=1
α∗i yiK(x,xi) + b (5.4.6)
avec K(xi,xj) = ΦT (xi).Φ(xj), est la fonction noyau. Dans la littérature, il existe diffé-
rentes fonctions noyau. Les deux les plus utilisées sont le noyau gaussien (équation 5.4.7),
noté aussi RBF "Radial Basis Function" et le noyau polynomial (équation 5.4.8) :
Kγ(xi,xj) = e−γ‖xi−xj‖
2 (5.4.7)
Kγ,n,r(xi,xj) = (γxTi .xj + r)n. (5.4.8)
Dans le cas où les données sont bruitées, il est possible d’avoir des éléments mal classés.
Cortes et Vapnik ont introduit en 1995 le concept de marge souple [Cortes & Vapnik,
1995]. Dans ce cas, des variables de pénalité non négatives ζi, appelées variables d’écart,
sont introduites dans l’équation 5.4.2 et le problème d’optimisation (5.4.4) se réécrit sous
la forme suivante : 
min(12‖ω‖2 + C
d∑
i=1
ζ2i )
yi(ωT .xi + b) ≥ 1− ζi, ∀(xi, yi) ∈ Ap
(5.4.9)
C est un paramètre de régularisation.
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5.4.5 Les méthodes ensemblistes
D’une manière générale, les méthodes de diagnostic reposent sur des modèles analy-
tiques qui s’appuient sur des tests de cohérence vérifiant l’adéquation entre les mesures
du systèmes physique et la redondance d’information contenue dans le modèle de réfé-
rence. Cependant ce principe de diagnostic est remis en cause par le fait qu’un modèle
ne définit qu’un comportement approché du système physique. En plus des erreurs de
modélisation, les incertitudes et les bruits sont inévitables. Ce qui aboutit à un résidu
non nul, même dans le cas nominal.
Dans le but d’avoir des procédures de détection robustes aux différents effets indésirables,
des techniques de diagnostic robustes ont été mises en place dans la littérature [Patton,
1994]. Le but est d’améliorer la robustesse du système de détection des défauts pour
qu’il soit capable de distinguer entre les défauts et les différentes incertitudes pouvant
affecter un processus donné. Parmi ces techniques, on trouve les méthodes ensemblistes
[Jaulin, 2000] qui constituent une approche de détection des défauts.
Les approches ensemblistes concernent essentiellement l’étude de méthodes permettant
de manipuler directement des sous-ensembles de Rn. L’ensemble résultat d’une opération
est l’ensemble de toutes les valeurs possibles que peut prendre ce résultat. Les ensembles
sont le plus souvent caractérisés par leurs bornes : que ce soit des ellipsoïdes, des pavés
(produit cartésien de n intervalles), des parallélotopes, des zonotopes, des polytopes
ou des domaines plus complexes. Selon la complexité des représentations utilisées, un
ensemble quelconque de valeurs peut être décrit de façon exacte, ou encadré par un
sur-ensemble et un sous-ensemble de structure plus simple.
Les outils ensemblistes ont tout d’abord été développés pour l’arithmétique et l’informa-
tique dans le cadre de l’arithmétique des intervalles, tandis que la communauté automa-
tique a produit de nombreux résultats permettant de déduire des ensembles de valeurs
de paramètres possibles dans le contexte de l’estimation paramétrique. Ces techniques
ont fait l’objet d’améliorations continues ces dernières années, et certaines approches,
comme la propagation de contraintes sur les intervalles, permettent de traiter des pro-
blèmes de grandes dimensions. Les progrès combinés de l’algorithmique et de la vitesse
de calcul des ordinateurs ont permis d’envisager un certain nombre d’applications des
approches ensemblistes, et en particulier en automatique, dans différents domaines tels
que : l’analyse de stabilité, l’estimation, le diagnostic, la sûreté de fonctionnement, etc.
En diagnostic, l’approche ensembliste consiste alors à déterminer l’ensemble des para-
mètres compatibles avec les observations et leur intervalle d’erreur associé. Comme la
représentation exacte de l’ensemble des paramètres cohérents avec les mesures est diffi-
cile à calculer, les limites externes sont souvent utilisés à la place. Elles sont obtenues
à l’aide de l’algorithme provenant de techniques d’identification basée sur la théorie en-
sembliste [Fogel & Huang, 1982; Milanese & Belforte, 1982; Deller, 1989]. L’idée est de
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construire des enveloppes qui tiennent compte des plages de variations des incertitudes
et qui permettent de définir les frontières du domaine correspondant à un comportement
normal du système. Ainsi en testant la consistance entre les observations disponibles et
le domain défini, la détection des défauts est possible.
Dans la littérature, il existe différents travaux qui ont abordés le diagnostic des dé-
fauts par les algorithmes ensemblistes [Ploix et al., 2000; S.Ploix, 1998; Ingrimundarson
et al., 2005; Reppa et al., 2007]. Ces algorithmes sont classés suivant le type de domaine
représentant l’ensemble des valeurs possibles des paramètres ou des états représentés.
Par exemple dans [Watkins & Yurkovish, 1996; Lesceq et al., 2003], le domaine possible
de paramètres est approximé par une ellipsoïde. Des ensembles de type othotopique sont
présentés dans [Tzes & Le, 1999]. Les polytopes sont utilisés dans [Blesa et al., 2010], les
parallélotopes dans [Ingrimundarson et al., 2005] et les zonotopes dans [Ingrimundarson
et al., 2008].
5.5 Conclusions
Répondant à un besoin grandissant de commander des systèmes physiques en limitant
l’intervention humaine, l’automatique a pour objectif l’amélioration des performances
que ce soit en termes de productivité, de rentabilité ou de qualité des produits. C’est
dans ce contexte très concurrentiel que fut ressentie la nécessité de surveiller l’outil de
production en vue d’une compétitivité accrue. Initialement considéré comme un thème
secondaire de la vaste discipline qu’est l’automatique, le diagnostic des pannes dans les
systèmes physiques est devenu un sujet important tant au niveau du monde industriel que
de la recherche scientifique. En surveillant le fonctionnement des équipements industriels,
il est possible de prévenir un dysfonctionnement ce qui permet d’éviter le ralentissement
ou l’arrêt de production.
Dans la littérature de nombreuses méthodes de diagnostic ont été développées en vue
de la détection et la localisation des défauts dans les différents équipements du système
industriel. Dans ce chapitre, une revue bibliographique non exhaustive a été réalisée pour
rappeler les notions de base de ces différentes méthodes qui se classent essentiellement en
deux grandes familles. La première famille de méthodes, ou méthodes internes, reposent
sur l’existence d’un modèle mathématique du système, construit à partir des relations
de la physique ou par des techniques d’identification. Dans cette catégorie, un résidu est
généré en comparant les mesures disponibles ave les informations a priori fournies par le
modèle ; c’est par analyse de ce résidu que le diagnostic peut être effectué. La deuxième
famille de méthodes, ou méthodes externes sont plus intéressantes dans le cas où aucun
modèle n’est disponible pour décrire le comportement du système. Le diagnostic est
effectué dans ce cas en utilisant les observations passées et présentes du système.
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Dans le chapitre suivant, une brève partie bibliographique est donnée sur l’énergie
éolienne et les turbines éoliennes ; puis, dans le chapitre 3, l’exemple du benchmark de
la turbine éolienne abordée est présentée et la procédure de diagnostic proposée pour
détecter les différents défauts du benchmark, est détaillée.
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Chapitre 6
Les éoliennes
Ce Chapitre a pour objectif de donner une brève revue bibliographique sur les éo-
liennes : description, historique et développement
6.1 Historique et enjeux
Pour vivre, l’homme a toujours eu besoin d’énergie. Mais depuis le dix-huitième
siècle, il puise dans des ressources non renouvelables qui s’épuisent tous les jours un peu
plus. L’énergie la plus utilisée dans le monde est d’origine fossile, comme le charbon, le
pétrole ou le gaz. Cependant, ces réserves ne se trouvant pas en quantité suffisante sur la
terre pour les besoins énergétiques des générations futures, il faut découvrir de nouvelles
sources. De plus, ces énergies polluent et aggravent l’effet de serre déjà bien prévalent.
L’homme a remarqué que, sur le long terme, cette pollution pouvait constituer une réelle
menace pour la terre et pour son équilibre.
Ainsi, au fil des années et des sommets écologiques, les énergies dites « propres » ont
été mises en valeur. Il s’agit d’énergies fournies par le soleil, le vent, les chutes d’eau, et les
marées. Ces types d’énergies résolvent la problématique expliquée précédemment. C’est
ce qu’on appelle des énergies renouvelables. Ces dernières possèdent des atouts majeurs
pour développer leur participation à la production d’électricité et pour intervenir sur le
marché de l’énergie électrique. Le développement et l’exploitation des énergies renouve-
lables ont connu une forte croissance ces dernières années. D’ici 20-30 ans, tout système
énergétique durable sera basé sur l’utilisation rationnelle des sources traditionnelles et
sur un recours accru aux énergies renouvelables.
Considérée comme une énergie propre, l’énergie éolienne a un taux de croissance
très élevé ; elle connaît un essor important parmi les énergies renouvelables. Elle est
considérée comme une énergie mature et la plus économique après l’hydro-électricité.
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Son développement au niveau résidentiel et industriel est considérable, particulièrement
en Europe et aux États Unis.
L’utilisation des éoliennes n’est pas nouvelle. Celles-ci sont exploitées par l’homme
depuis la nuit des temps. La maîtrise du vent est attribuée aux chinois qui furent les
premiers à prendre la mer sur les radeaux de fortune. Cependant, il faut attendre jusqu’à
au moyen âge pour voir l’énergie éolienne utilisée afin de faciliter les travaux et donner
un coup de pouce à l’irrigation. Mais du moulin à vent du début du second millénaire
aux éoliennes sophistiquées du troisième, il y a une évolution intéressante à suivre.
Les bateaux à voile peuvent être considérés comme la première utilisation de l’énergie
éolienne. En 3500 avant notre ère, les Sumériens naviguaient déjà à l’aide de voiles. Au
septième siècle, les Perses ont utilisé la force du vent qui, en s’engouffrant dans des roues
à aube, pouvait actionner des pompes. Les Égyptiens ont eu recours à la même stratégie,
mais afin d’irriguer la terre en faisant monter l’eau grâce à un système de pompage
qui l’entraînait dans de petits réservoirs. Par la suite, les Perses ont perfectionné leurs
machines en fixant des voiles sur un axe vertical. Ce stratagème a permis de mieux
utiliser l’énergie du vent et de tendre à maximiser le rendement de cette nouvelle machine,
appelée aujourd’hui « moulin ». Les multiples invasions arabes et surtout les croisades
ont pu permettre au monde occidental de jouir de cette magnifique invention persique
et de cette avancée technologique.
Dès le début de seizième siècle, les artisans européens ont amélioré les ailes du moulin
et les ont nettement complexifiées. Les Néerlandais sont sûrement le peuple européen à
avoir le mieux et le plus utilisé le moulin, qui leur a permis d’assécher la terre afin de créer
les célèbres polders. En 1839, un Français du nom de P. Berton, a inventé un nouveau
système d’ailes de moulin afin d’éviter aux meuniers de devoir sans cesse monter dans
les ailes pour installer et enlever les toiles en fonction des vents. En 1841, le Belge Nollet
a pensé que le vent pourrait produire de l’électricité. En 1880, C. Brush, J. Blyth et V.
de Feltre ont fait de multiples expériences et ont créé les premiers aérogénérateurs . Sept
ans plus tard, C. de Goyon a inventé une éolienne ayant deux dynamos. En 1956, J. Juul
a fait construire une éolienne ayant une puissance de 200 KW. Celle-ci est devenue le
modèle de référence des futures éoliennes qui peuvent avoir une puissance de l’ordre de
plusieurs milliers de KW. Sur le territoire danois, l’éolienne s’est énormément développée.
Devenue toujours plus performante et silencieuse, l’éolienne s’impose aujourd’hui comme
une source d’énergie potentielle non polluante à ne plus négliger.
Parmi les avantages de cette source d’énergie, on peut citer :
– Le vent est disponible quelque soit la saison et dans beaucoup d’endroits.
– L’énergie éolienne est une énergie renouvelable peu coûteuse qui ne nécessite aucun
carburant pour fonctionner, ne crée pas de gaz à effet de serre, ne produit pas
de déchets toxiques ou radioactifs. En luttant contre le changement climatique,
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l’énergie éolienne participe à long terme au maintien de la bio-diversité des milieux
naturels.
– L’énergie éolienne est une énergie renouvelable dont le gisement n’est pas épuisable
à l’échelle de temps des civilisations humaines
– La production éolienne d’électricité suit notre consommation d’énergie : le vent
souﬄe plus souvent en hiver, cette saison étant celle où la demande d’électricité
est la plus forte.
– L’électricité éolienne garantit une sécurité d’approvisionnement face à la variabilité
des prix du baril de pétrole.
– Le terrain où les éoliennes sont installées reste toujours exploitable pour les activités
industrielle et agricole. L’installation peut être démantelée relativement facilement.
– Le développement des éoliennes offshore présente un potentiel non négligeable.
Cependant face à ces avantages, il y a des inconvénients non négligeables. En effet,
l’énergie éolienne est une énergie intermittente dépendante de la présence ou non de vent,
ce problème peut être en partie résolu grâce aux possibilités de stockage de l’énergie et à
la répartition des parcs éoliens sur le territoire permettant d’obtenir une valeur moyenne
de gisement éolien.
6.2 Fonctionnement et composants d’une éolienne
Une éolienne utilise l’énergie cinétique du vent pour entraîner l’arbre de son rotor :
celle-ci est alors convertie en énergie mécanique par le mouvement des pales de l’hélice.
Les pales de l’hélice tournent sous l’effet du vent et sous le contrôle du superviseur situé
dans la nacelle. Ensuite l’énergie mécanique est transformée en énergie électrique par une
génératrice électromagnétique accouplée à la turbine éolienne. Ce couplage mécanique
peut être soit direct si la turbine et la génératrice ont des vitesses du même ordre de
grandeur, soit réalisé par l’intermédiaire d’un multiplicateur dans le cas contraire. Enfin,
il existe plusieurs types d’utilisation de l’énergie électrique produite : soit elle est stockée
dans des accumulateurs, soit elle est distribuée par le biais d’un réseau électrique où elle
alimente des charges isolées (voir figure 6.1). En effet, une éolienne tourne lorsque la
vitesse du vent s’établit entre 15 et 90 km/h. Le rendement optimal d’une éolienne est
obtenue avec de vents de 50 km/h. Au dessus de 90 km/h, les éoliennes s’arrêtent de
tourner automatiquement pour des raisons de sécurité.
Un schéma de principe pour l’éolienne est donné sur la figure 6.2
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Fig. 6.1 – Principe de fonctionnement d’une éolienne : Différentes étapes de conversion
de l’énergie.
Fig. 6.2 – Schéma de principe d’un système éolien.
6.2.1 Composants
Une éolienne se compose des éléments suivants dont chacun joue un rôle spécifique dans
le fonctionnement de l’ensemble.
– Un mât permet de placer le rotor à une hauteur suffisante pour permettre son
mouvement (nécessaire pour les éoliennes à axe horizontal), ou son entraînement
par un vent plus fort et régulier qu’au niveau du sol. Le mât abrite généralement
une partie des composants électriques et électroniques (modulateur, commande,
multiplicateur, générateur, etc.).
– Une nacelle montée au sommet du mât, abritant les composants mécaniques,
pneumatiques, certains composants électriques et électroniques, nécessaires au
fonctionnement de la machine. La nacelle contient la machinerie qui dirige les
pales en fonction de la force du vent (frein, suivi du vent, mise au repos). En plus,
c’est à l’intérieur de cet équipement que se trouve le générateur d’électricité qui
permet de convertir l’énergie produite par le mouvement de l’hélice en électricité.
La nacelle contient les systèmes de supervision et de contrôle de l’éolienne : ainsi
cette dernière peut être arrêtée dès que le vent n’est pas suffisant ou au contraire
trop puissant ou dans tout autre cas qui pourrait poser problème.
– Un rotor, composé de l’hélice et du nez de l’éolienne, fixé à la nacelle. L’hélice est
généralement composé de trois pales qui sont placés au devant de la nacelle et reliés
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ainsi à elle. Le rotor est entraîné par l’énergie du vent, il est branché directement ou
indirectement (via un multiplicateur de vitesse à engrenages) au système mécanique
qui utilisera l’énergie recueillie (pompe, générateur électrique...)
Des éléments annexes, comme un poste de livraison pour injecter l’énergie électrique pro-
duite au réseau électrique, complètent l’installation. Une éolienne se modélise principale-
ment à partir de ses caractéristiques aérodynamiques, mécaniques et électrotechniques.
6.3 Différentes installations et Différents types d’éo-
lienne
Une éolienne occupe une faible surface au sol. Ceci est un énorme avantage pour son
installation qui perturbe peu les sites et permet de conserver des activités industrielles
ou agricoles à proximité. On retrouve l’ éolienne dite individuelle installée en site isolé.
L’éolienne n’est pas raccordée au réseau, elle n’est pas reliée à d’autres éoliennes. Sinon les
éoliennes sont regroupées sous forme de fermes éoliennes (voir figure 6.3). Les installations
peuvent être réalisées sur terre ou de plus en plus en mer avec les fermes éoliennes offshore
où la présence du vent est plus régulière. Avec ce dernier type d’installation, les nuisances
sonores sont réduites et l’esthétique est améliorée.
Fig. 6.3 – Subplot a) une ferme éolienne onshore. Subplot b) une ferme éolienne offshore
6.3.1 Types d’orientation
Il existe différentes façons de classer les turbines éoliennes mais celles-ci appartiennent
principalement à deux groupes selon l’orientation de leur axe de rotation, On distingue :
les éoliennes à axe vertical et les éoliennes à axe horizontal. Que l’éolienne soit à axe
vertical ou horizontal, il s’agit de générer un couple moteur pour entraîner la génératrice.
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Éolienne à axe horizontal
Les éoliennes à axe horizontal sont basées sur le principe des moulins à vent (voir
figure 6.4). Elles sont constituées d’une à trois pales profilées aérodynamiquement. Le
plus souvent le rotor de ces éoliennes est tripale, car trois pales constituent un bon
compromis entre le coefficient de puissance, le coût et la vitesse de rotation du capteur
éolien ainsi que l’aspect esthétique par rapport aux bipales. Les éoliennes à axe horizontal
sont les plus employées car leur rendement aérodynamique est supérieur à celui des
éoliennes à axe vertical, elles sont moins exposées aux contraintes mécaniques et ont un
coût moins important.
Fig. 6.4 – Moulin à vent et éolienne à axe horizontal
Il existe deux catégories d’éolienne à axe horizontal comme le montre la figure 6.5 :
– Amont : le vent souﬄe sur le devant des pales en direction de la nacelle.
– Aval : le vent souﬄe sur l’arrière des pales en partant de la nacelle.
Éolienne à axe vertical
Les pylônes des éoliennes à axe vertical sont courts, entre 0.1 et 0.5 fois la hauteur
du rotor. Cela permet de placer tout le dispositif de conversion de l’énergie (génératrice,
multiplicateur, etc.) au pied de l’éolienne, facilitant ainsi les opérations de maintenance.
De plus, il n’est pas nécessaire d’utiliser un dispositif d’orientation du rotor comme pour
les éoliennes à axe horizontal. Cependant, les vents sont faibles à proximité du sol, ce
qui induit un moins bon rendement car l’éolienne subit les turbulences du vent. De plus,
ces éoliennes doivent être entraînées au démarrage et le mât subit de fortes contraintes
mécaniques. Pour ces raisons, de nos jours, les constructeurs d’éoliennes privilégient les
éoliennes à axe horizontal.
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Fig. 6.5 – Schéma représentant d’une éolienne à axe horizontal : amont et aval
Les deux types de structures d’éoliennes à axe vertical les plus répandues sont :
– L’éolienne Savonius (voir figure 6.6) comporte principalement deux demi-cylindres
dont les axes sont décalés l’un par rapport à l’autre. Comme les machines à aube,
elle utilise essentiellement la traînée différentielle pour tourner. Les efforts exercés
par le vent sur chacune des faces du corps creux sont d’intensités différentes. Il en
résulte un couple entraînant la rotation de l’ensemble
Fig. 6.6 – a) Schéma de principe du rotor de Savonius. b) Schéma du rotor de Savonius
– Le rotor de Darrieus (voir figure 6.7) est basé sur le principe de la variation cy-
clique d’incidence. Un profil placé dans un écoulement d’air selon différents angles,
est soumis à des forces d’intensités et de directions variables. La résultante de ces
forces génère alors un couple moteur entraînant la rotation du dispositif.
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Fig. 6.7 – a) Schéma du rotor de Darrieus
6.4 Énergie éolienne dans le monde
L’énergie éolienne est développée par de très nombreux pays et connaît une croissance
très importante : +30% par an en moyenne depuis 10 ans (+22, 5% en 2010). En 2010,
plus de 35000 M W de nouvelles capacités éoliennes ont été installées dans le monde, et
les 200000 M W installés ont été presque atteints fin 2010. L’éolien représente 2.4% de
la consommation totale d’électricité dans le monde et a attiré un total d’investissements
de 47.3 milliards d’euros (65 milliards de dollars). Les experts du GWEC (Conseil mon-
dial de l’énergie éolienne) prévoient le maintien d’une croissance soutenue de l’éolien,
conduisant à un parc installé de près de 460000 M W en 2015. Les deux figures 6.8 et 6.9
montrent des statistiques réalisés par [Fried, 2011] sur le développement des éoliennes
dans le monde dans les dernières années.
Fig. 6.8 – Capacité éolienne installée dans le monde entre 1996 et 2011
[Fried, 2011].
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Fig. 6.9 – Capacité éolienne installée par région dans la période 2003-2011
[Fried, 2011].
6.5 Besoins de sécurité et de fiabilité
Le recours à l’utilisation de l’énergie éolienne a connu beaucoup de croissance. Depuis
lors, l’éolienne a nettement évolué et spécialement dans la deuxième partie du vingtième
siècle, étant donné qu’elle sert à présent à la production de l’énergie électrique. Cette
évolution est dûe au fait que le vent est une source assez abondante et pas cher. Tou-
tefois, les éoliennes sont coûteuses à installer, exploiter et entretenir et donc jusqu’à
présent, elles ne peuvent pas rivaliser avec les énergies traditionnelles. Pour justifier leur
coût d’installation et de maintenance si élevé, la tendance au cours des deux dernières
décennies a été de construire toujours des turbines plus grandes avec des rendements
élevés.
Aujourd’hui des turbines qui génèrent entre 5 et 6 MW ou plus sont en dévelop-
pement. Dans le but de répondre aux questions d’esthétique, d’utilisation de terre, du
bruit et d’émissions provenant des installations onshore, les installations des éoliennes
au large des côtes sont de plus en plus développées. Toutefois, ces dernières sont cibles
de développements moins accessibles
Même si la disponibilité peuvent être jusqu’à 98% pour les éoliennes onshore, le coût
pour cause de maintenance est encore très élevé. Pour les systèmes d’énergie éolienne
en mer (offshore) la disponibilité peut tomber en dessous de 60% en raison de l’indis-
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ponibilité de l’éolienne qui est principalement provoquée par les défaillances de certains
composants des éoliennes.
Par conséquent, beaucoup d’efforts sont nécessaires pour améliorer la fiabilité des
éoliennes et réduire le temps d’arrêt. Pour assurer ces objectifs, le diagnostic de pannes
conçu avec soin et le système de contrôle tolérant aux fautes jouent un rôle très critique.
Le temps de détection, d’isolation et d’accommodation des défauts à venir à partir de
différents capteurs et actionneurs ou de détérioration des systèmes/sous-systèmes est
cruciale pour le fonctionnement rentable des éoliennes et leur succès commercial ultérieur
dans le marché de l’énergie.
Les défauts potentiels possibles des éoliennes peuvent se produire dans leur boîte de
vitesses, leurs pales, leurs capteurs, les moteurs de lacet du rotor. Ces défauts provoquent
des temps d’arrêt importants. L’entretien d’une éolienne, où ces défauts sont apparus,
est en fait un grand défi pour les praticiens industriels, en particulier pour les grandes
éoliennes en mer. Le défi peut réellement être attribué à la difficulté et même au danger
d’accès aux turbines. Cela nécessite donc la disponibilité de la détection automatique,
l’isolation des défauts et la reconfiguration du système de contrôle en conséquence. Ce
qui est assuré par l’introduction d’un système perfectionné pour la détection et l’isolation
des défauts dans les éoliennes.
6.5.1 Historique sur le diagnostic des éoliennes
Dans l’état de l’art, les systèmes de détection et d’accommodation des défauts dans
les turbines industrielles sont simples et le plus souvent conservatrices. En conséquence
l’utilisation de la détection de défaut avancée, des méthodes d’isolation et d’accommo-
dation des défauts pourrait améliorer la fiabilité de la turbine, même si, pour certains
défauts, il pourrait en résulter dans la production avec une puissance limitée.
Certains travaux ont été effectués sur la détection, l’isolation des défauts éoliennes en
se basant sur le modèle. Dans [Wei et al., 2008], un système d’observateurs afin de
déceler les défauts de capteurs dans le système de pales a été présenté. Un système
basé sur les équations de parité a été présenté dans [Dobrila & Stefansen, 2007] pour la
détection des défauts dans les éoliennes. Également des schémas de détection des défauts
peuvent être trouvés dans [Poure et al., 2007; Rothenhagen & Fuchs, 2007; Rothenhagen
et al., 2007; Odgaard & Stoustrup, 2009].
Dans la littérature, on trouve encore des auteurs qui ont abordé la problème de
détection des défauts éoliennes en utilisant des techniques externes : les réseaux de
neurones ont été utilisés par exemple dans [Yang et al., 2008] pour le diagnostic des
défauts dans les multiplicateurs de vitesse ; les machines à vecteurs de support ont été
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utilisés dans [An et al., 2011] pour le diagnostic des défauts éoliennes et les ondelettes
ont été utilisées dans [Al-Ahmar et al., 2008], etc.
Un modèle de benchmark d’éolienne avec un certain nombre de défauts bien défi-
nis a été mis au point récemment, dans lequel les besoins en terme de détection et
d’isolation des défauts sont bien définis. Parmi d’autres, il traite des failles possibles
dans les capteurs de mesures de la vitesse du rotor et celle du générateur ainsi que dans
la mesure du couple de convertisseur. Dans la littérature plusieurs travaux ont investi
différents méthodes pour diagnostiquer les défauts définis dans ce benchmark, rappelons
[Odgaard, Stoustrup, Nielsen & Damgaard, 2009; Odgaard & Stoustrup, 2010; Odgaard
& Stoustrup, 2009; Laouti et al., 2011; Chen et al., 2011; Stoican et al., 2011; Svärd &
Nyberg, 2011; Blesa et al., 2011]. On se concentre dans le chapitre suivant à détailler
le schéma de détection proposé pour résoudre le problème de diagnostic dans ce
benchmark ; le but principal est de montrer l’efficacité du travail proposé par rapport
aux autres travaux abordant le même benchmark.
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Chapitre 7
Application : Diagnostic des défauts
d’un benchmark d’éolienne
Dans ce chapitre un schéma de diagnostic des défauts d’un benchmark d’éolienne
est proposé. Après une présentation des différentes composantes de l’éolienne considérée
dans ce benchmark, une description de la procédure de détection utilisée est donnée.
L’accent est mis sur :
– la simplification obtenue par le schéma de diagnostic proposé par rapport aux
travaux récemment faits sur le même benchmark (un tableau de comparaison est
donné à la fin).
– l’efficacité de la méthode en terme de détection de la majorité des défauts avec les
temps de détection souhaités.
7.1 Introduction
Dans le but de tester différents schémas de détection et d’isolation des défauts pos-
sibles dans les turbines éoliennes, un modèle d’un benchmark d’une turbine éolienne a
été présenté dans [Odgaard, Stoustrup & Kinnaert, 2009]. Les exigences, en terme de
temps de détection souhaité et de taux de fausses alarmes, ont été également données.
Le modèle du benchmark présenté correspond à une éolienne à axe horizontale tripale
avec une puissance nominale de 4.8 MW.
Ce chapitre est organisé de la façon suivante. Le fonctionnement général et le modèle
Simulink sont donnés dans la section 7.2. La section 7.3 montre les modèles mathéma-
tiques des différentes parties du benchmark. Les différents types de défauts possibles sont
présentés dans la section 7.4. Ensuite le schéma de détection proposé pour détecter les
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défauts possibles dans les trois sous-systèmes de l’éolienne est détaillé dans les sections
7.6, 7.7 et 7.8. Ce chapitre se termine par une analyse des résultats où un tableau de
comparaison est donné à la fin ainsi qu’une conclusion générale.
7.2 Fonctionnement général et Modèle simulink
Le benchmark d’éolienne est décrit par un schéma Simulink composé des modèles
des différents sous-systèmes de la turbine éolienne. Dans ce qui suit, le schéma bloc qui
montre les différentes parties de la turbine éolienne est présenté ainsi que les différentes
parties de l’éolienne sont définies afin de montrer la fonctionnalité générale du système.
7.2.1 Modèle simulink
L’objectif de cette partie est de montrer le schéma bloc dans lequel les différents
sous-systèmes de l’éolienne sont représentés par des blocs. La figure 7.1 donne une vue
d’ensemble du modèle du benchmark.
Fig. 7.1 – Une vue d’ensemble du modèle de simulation utilisé pour la détection des
défauts du benchmark.
Les différents blocs présentés sur la figure 7.1 sont définis comme suit :
- Bloc 1 : Le rotor ("Blade and Pitch system" dans [Odgaard, Stoustrup & Kinnaert,
2009]). C’est le sous-système des trois pales, qui avec le nez de l’éolienne ou le
moyeu, constitue le rotor de l’éolienne. La vitesse du vent (vw) est à l’origine de la
force motrice du système. Le rotor est quant à lui entraîné par l’énergie du vent.
En effet, les pales extraient l’énergie cinétique du vent et la transforment par le
phénomène de portance aérodynamique en mouvement de rotation. Ainsi, c’est par
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ce mouvement de rotation des pales autour de l’axe horizontale qui est le moyeu, que
l’énergie cinétique du vent est transformée en énergie mécanique de rotation. Un
arbre primaire (axe primaire) a la fonction de transmettre le mouvement du rotor
au bloc 2. Cet arbre tourne à la même vitesse que le rotor. Le terme "pitch" dans
la notation anglaise fait référence aux éoliennes à pas variable, plus précisément,
celles dont le rotor est muni des pales inclinables qui permettent leur ajustement
en fonction de la direction du vent, par l’intermédiaire d’un système de contrôle
par calage.
- Bloc 2 : La chaîne de transmission ou mutiplicateur de vitesse ("Drive Train
System" dans [Odgaard, Stoustrup & Kinnaert, 2009]). C’est la chaîne de trans-
mission, ou le multiplicateur de vitesses, qui est constituée en générale d’un as-
semblage d’engrenages. Il s’agit d’un système de transmission de puissance qui
reçoit le mouvement de rotation et entraîne le générateur (bloc 3). Il est nécessaire
d’accorder la vitesse de rotation du rotor aux exigences du convertisseur car la
faible vitesse de rotation de l’éolienne ne permettrait pas de générer du courant
électrique dans de bonnes conditions avec des générateurs de courant classiques.
Le multiplicateur accélère le mouvement du rotor pour pouvoir faire fonctionner le
générateur (bloc 3). Un arbre secondaire (axe secondaire), qui est beaucoup plus
rapide que l’arbre primaire, transmet le mouvement de rotation adapté au généra-
teur/convertisseur (bloc 3). En conclusion, le bloc 2 fait la connexion entre l’arbre
primaire de transmission et l’arbre secondaire de transmission qui entraîne le 3ème
bloc, le sous-système générateur/convertisseur.
- Bloc 3 : Le générateur/convertisseur ("Generator and Converter" dans [Odgaard,
Stoustrup & Kinnaert, 2009]). C’est le sous-système générateur/convertisseur. Le
générateur transforme l’énergie mécanique transmise par le multiplicateur en éner-
gie électrique et le convertisseur traite cette énergie résultante pour qu’elle puisse
être utilisée.
- Bloc 4 : Le contrôleur ("Controller" dans [Odgaard, Stoustrup & Kinnaert, 2009]).
Ce sous-système est le contrôleur qui a le rôle de superviser le fonctionnement de
l’éolienne et de la contrôler. Après une définition des différentes variables présentes
sur la figure 7.1, le fonctionnement du contrôleur est détaillé.
Les variables présentées sur la figure 7.1 sont définis comme suit :
– vw est la vitesse du vent [m/s].
– τr est le couple aérodynamique ou couple moteur [Nm]. ωr est la vitesse du rotor
[m/s].
– τg est le couple générateur [Nm]. ωg est la vitesse du générateur [m/s].
– τg,r est la référence du couple générateur [Nm].
– Pg est la puissance produite par le générateur [W].
– βr est la référence de l’angle de pale [rad/s]. β est l’angle d’une pale [rad/s] ("blade
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pitch angle" dans [Odgaard, Stoustrup & Kinnaert, 2009]).
– Pr est la puissance nominale ou la puissance de référence [W].
Notons que l’indicem affecté à certaines variables sur la figure 7.1 (soit xm), fait référence
au signal de sortie délivré par le capteur mesurant la variable x.
7.2.2 Fonctionnement du contrôleur
En principe, le contrôleur fonctionne dans quatre zones :
- Zone 1 : zone du démarrage de la turbine.
- Zone 2 : zone d’optimization de la puissance.
- Zone 3 : zone de production constante de la puissance.
- Zone 4 : zone de la valeur très élevée de la vitesse du vent (> 90 km/h).
On se concentre pour ce benchmark que sur les zones 2 et 3.
Zone 2
Pour une vitesse de vent entre 0 et 12 m/s, la turbine est contrôlée pour obtenir une
puissance optimale. Cette puissance est atteinte si l’angle des pales est égale à 0 degrés,
et si le rapport de vitesse de pointe (λ) est constant et égale à sa valeur optimale. Ce
rapport est défini par :
λ = ωrR
vw
(7.2.1)
R est le rayon des pales, vw est la vitesse du vent et ωr la vitesse du rotor.
La valeur optimale de λ, notée λopt, est obtenue en établissant le couple de référence
du convertisseur, τg,r. Une fois la puissance nominale Pr est atteinte, le contrôleur est
commuté vers la zone 3.
Zone 3
Dans cette zone, l’objectif du contrôle est de suivre Pr. Cela est obtenu par le contrôle
de l’angle de référence βr qui pivote les pales.
176
Chapitre 7. Application : Diagnostic des défauts d’un benchmark d’éolienne
7.3 Les modèles mathématiques des sous-systèmes
Dans cette section, les équations et les modèles mathématiques pour les différents
sous-systèmes, composants du benchmark de l’éolienne [Odgaard, Stoustrup & Kinnaert,
2009] considéré dans ce chapitre, sont présentés. Les modèles des différents blocs de la
figure 7.1 présentés dans la section 7.2, sont rappelés.
7.3.1 Le rotor ou sous-système de pales (bloc 1 sur la figure
7.1)
Dans ce qui suit, le modèle aérodynamique décrivant la transformation de l’énergie
du vent en mouvement de rotation est présenté. Puis, dans la deuxième partie de cette
section, le système de contrôle par calage, appelé "pitch system", déjà introduit dans
la section 7.2.1 est présenté.
Modèle aérodynamique
Le couple aérodynamique appliqué au rotor est défini par l’équation suivante :
τr(t) =
i=3∑
i=1
ρpiR3Cp(β(t), λ(t))v2w(t)
2λ (7.3.1)
Avec
Cp(β(t), λ(t)) =
Pa(t)
Pwind(t)
, Pwind(t) =
1
2ρAv
3
w(t)
Où
X Cp(β(t), λ(t)) est le coefficient de puissance qui dépend du rapport de vitesse de
pointe λ(t) (Equation (7.2.1)) et de ωr. Le coefficient Cp n’est pas exprimé par une
fonction mathématique, ses valeurs sont données dans un tableau.
X Pa est la puissance aérodynamique capturée par le rotor [W]. Elle dépend de ωr.
X Pwind est la puissance du vent disponible [W].
X A est la surface balayée par le rotor [m2].
X ρ est la densité d’air [kg/m3].
Système de contrôle par calage
Comme il a été mentionné dans la section 7.2.1, il s’agit d’une éolienne, dite "pitch",
qui a des pales inclinables. Cela est fait à travers d’un système de contrôle par calage.
Plus précisément, dans le bloc 1 de la figure 7.1, il y a un système "pitch" composé de trois
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actionneurs identiques, chacun d’entre eux contenant un contrôleur interne. L’actionneur
permet d’ajuster l’angle d’une pale en la pivotant.
Chacun des trois actionneurs est un système hydraulique qui est modélisé par une fonc-
tion de transfert du second ordre, décrite par l’équation suivante :
βi(s)
βri(s)
= ω
2
n
ω2n + 2ζnωns+ ω2n
, pour i ∈ {1, 2, 3} (7.3.2)
Où
X βi(s) et βri(s) représentent l’angle de pale i et son angle de référence respective-
ment.
X ωn est la fréquence naturelle du modèle de l’actionneur [rad/s]. Sa valeur nominale
est de 11.11 [rad/s].
X ζn est le coefficient d’amortissement du modèle de l’actionneur. Sa valeur nominale
est de 0.6.
Pour assurer la redondance, chacun des angles des pales est mesuré avec deux capteurs
identiques délivrant les deux signaux βi,m1 et βi,m2 avec i ∈ {1, 2, 3}.
7.3.2 La chaîne de transmission (bloc 2 sur la figure 7.1)
La chaîne de transmission est décrite par le modèle d’état qui suit :
ω˙r(t)
ω˙g(t)
θ˙∆(t)
 = Adt

ωr(t)
ωg(t)
θ∆(t)
+Bdt
τr(t)
τg(t)
 (7.3.3)
Avec
Adt =

−Bdt−Br
Jr
Bdt
NgJr
−Kdt
Jr
ηdtBdt
NgJg
ηdtBdt
N2g
−Bg
Jg
ηdtKdt
NgJg
1 −1
Ng
0
 , Bdt =
 1Jr 0
0 −1
Jg
 (7.3.4)
Les paramètres de ce modèle sont définis comme suit :
X Jr est le moment d’inertie de l’arbre primaire [kg ·m2].
X Kdt est la rigidité en torsion de la chaîne cinématique [Nm/rad].
X Bdt est le coefficient d’amortissement torsionnel de la chaîne de transmission
[Nm/(rad/s)].
X Bg est le frottement visqueux de l’arbre secondaire [Nm/(rad/s)].
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X Ng est le rapport de vitesse de la chaîne de transmission.
X Jg est le moment d’inertie de l’arbre secondaire [kg ·m2].
X ηdt est le paramètre qui représente l’efficacité de la chaîne cinématique de trans-
mission. Sa valeur nominale est égale à 0.97.
Le vecteur d’état contient la vitesse du rotor ωr, la vitesse du générateur ωg et l’angle
de torsion de la chaîne de transmission, θ∆. Les signaux d’entrée sont le couple aérody-
namique du rotor τr et le couple générateur τg. Ce système a deux sorties, ωr et ωg, qui
sont mesurées chacune par deux capteurs pour assurer la redondance. Les deux capteurs
mesurant ωr délivrent deux signaux instantanés (ωr,m1(t), ωr,m2(t)) et ceux mesurant ωg
délivrent les deux signaux instantanés (ωg,m1(t), ωg,m2(t)).
7.3.3 Le sous-système genérateur/convertisseur (bloc 3 sur la
figure 7.1)
La dynamique du sous-système générateur/convertisseur est modélisée par la fonction
de transfert du premier ordre suivant :
τg(s)
τg,r(s)
= 11 + τcs
(7.3.5)
Où
X τg est le couple générateur. Il est mesuré par un capteur délivrant un signal ins-
tantané τg,m(t) [N· m].
X τg,r est le couple de référence [N·m].
X τc = 0.02s est la constante de temps du système de premier ordre [s].
Une présentation des modèles mathématiques des différents sous-systèmes a été donnée
dans cette section. Dans la section suivante, les différents types de défauts possibles dans
ce benchmark sont introduits et un récapitulatif des défauts à détecter est donné dans
un tableau.
7.4 Les défauts possibles du benchmark
Il existe différents types de défauts qui peuvent apparaître dans les différents sous-
systèmes du benchmark. Dans ce paragraphe, les défauts présentés dans [Odgaard, Stous-
trup & Kinnaert, 2009], sont rappelés. Les défauts ont différents degrés de gravité :
certains sont très graves et devraient entraîner un arrêt rapide en toute sécurité de la
turbine et d’autres sont moins graves de sorte que le contrôleur puisse être accommodé
afin de les gérer.
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7.4.1 Défauts capteurs
Dans le sous-système présenté par le bloc 1 sur la figure 7.1, les défauts capteurs sont
des défauts agissant sur les capteurs mesurant les positions angulaires des pales du rotor.
Ils sont désignés par :
∆β1,m1 , ∆β1,m2 , ∆β2,m1 , ∆β2,m2 , ∆β3,m1 , ∆β3,m2
En plus, les capteurs mesurant la vitesse du rotor peuvent être défectueux, soit les défauts
notés par
∆ωr,m1 , ∆ωr,m2
De même, des défauts peuvent affecter les capteurs mesurant la vitesse du générateur ;
ils sont désignés par :
∆ωg,m1 , ∆ωg,m2
Les variables précédentes β, ωr, ωg sont mesurées en utilisant des encodeurs. Par consé-
quent, les défauts qui affectent les capteurs mesurant ces grandeurs, peuvent être d’ori-
gine électrique ou d’origine mécanique. Les défauts se traduisent soit par une valeur fixe
soit par un facteur de gain.
Tous les défauts capteurs sont à détecter avec un temps de détection TD < 0.1s (10Ts)
où Ts est la période d’échantillonnage du contrôleur (Ts = 0.01s).
7.4.2 Défauts actionneurs
Les trois sous-systèmes représentés par le bloc 1, le bloc 2 et le bloc 3 sur la figure
7.1, peuvent avoir des défauts actionneurs.
Pour le sous-système, convertisseur/générateur (bloc 3 sur la figure 7.1), le défaut
est défini par un offset noté ∆τg. L’origine de cette défaillance est un offset dans les
boucles internes de commande du convertisseur. Ce défaut doit être rapidement détecté,
TD < 0.05s (5Ts).
Pour le sous-système des pales ou rotor (bloc 1 sur la figure 7.1) qui est un sys-
tème hydraulique, il y a la possibilité de défauts actionneurs agissant sur les 3 pales ;
ces défauts sont représentés par :
∆β1, ∆β2, ∆β3
Pour la chaîne cinématique de transmission (bloc 2 sur la figure 7.1), les défauts considé-
rés provoquent des changements dans la dynamique. Ils sont traduits par une variation
dans les valeurs des paramètres ωn et ζn définis dans l’équation (7.3.2). Ces défauts sont
dus à différentes raisons :
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1. Soit en raison d’une chute abrupte de la pression principale. Selon les considérations
de ce benchmark, ce défaut affecte l’actionneur agissant sur la deuxième pale ; il
est noté ∆β2.
2. Soit en raison d’une haute teneur en air dans l’huile. Selon les considérations de ce
benchmark, ce défaut affecte l’actionneur agissant sur la troisième pale ; il est noté
∆β3.
7.4.3 Défaut système
Un défaut système peut apparaître dans la chaîne de transmission, représentée par le
bloc 2 sur la figure 7.1. Ce défaut est dû à la variation du frottement dans le temps, ce
qui peut avoir comme effet, de briser la chaîne. Ce défaut se traduit par la variation de
la valeur du paramètre ηdt figurant dans l’équation (7.3.4). Il s’exprime par deux signaux
parasites :
∆ωr, ∆ωg
7.4.4 Récapitulatif des défauts à détecter
Le Tableau 7.1 donne une vue d’ensemble des défauts à détecter et contient les champs
suivants :
– colonne 1 : la notation proposée pour faire référence aux défauts dans la suite
de ce chapitre. Cette notation est utilisée à la place de la notation proposée par
[Odgaard, Stoustrup & Kinnaert, 2009], donnée dans la colonne 2, pour des besoins
de lisibilité.
– colonne 2 : la notation des défauts donnée dans [Odgaard, Stoustrup & Kinnaert,
2009].
– colonne 3 : le type du défaut et son lieu d’apparition.
– colonne 4 : la grandeur représentant le défaut.
– colonne 5 : le temps de détection souhaité pour chacun des défauts.
Une présentation des types de défauts possibles dans les différents sous-systèmes ainsi
qu’un tableau récapitulatif des défauts à diagnostiquer, selon les spécifications du bench-
mark, ont été donnés. Dans la section suivante, le schéma de détection proposé est ex-
pliqué en détail, les résultats de validation sont ensuite données. Ce chapitre se termine
par un tableau de comparaison entre les résultats obtenus dans ce travail et d’autres ré-
sultats obtenus par différents travaux qui ont abordé le même benchmark, pour montrer
l’intérêt et l’avantage du schéma de détection proposé dans ce manuscrit.
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N o Référence Lieu d’apparitionet type du défaut Défaut TD désiré
1 1a) Défaut capteur(position angulaire des pales)
VF
(∆β3,m1)
2 1b) Défaut capteur(position angulaire des pales)
FG
(∆β2,m2)
3 2a) Défaut capteur(vitesse du rotor)
VF
∆ωr,m1
< 10Ts
4 2b) Défaut capteur(vitesse du rotor)
FG
∆ωr,m2
5 3a) Défaut capteur(vitesse du générateur)
VF
∆ωg,m1
6 3b) Défaut capteur(vitesse du générateur)
FG
∆ωg,m2
7 4a) Défaut actionneur(générateur)
Offset
∆τg
< 5Ts
8 5a) Défaut actionneur(système de pale : chute de pression)
Abrupt
(∆ωn2 ,∆ζ2)
∆β2
< 8Ts
9 5b) Défaut actionneur(système de pale : Niveau d’air dans l’huile)
Lent
(∆ωn3 ,∆ζ3)
∆β3
< 600Ts
10 6) Défaut système(chaîne d’entraînement : changement de friction)
Drive Train
∆ηdt
∆ωr,∆ωg
Libre
Tab. 7.1 – Les défauts à détecter
VF : défaut de type Valeur Fixe. FG : défaut de type Facteur Gain.
TD : le temps de détection souhaité. Ts = 0.01s
7.5 Détection et isolation des défauts du benchmark
Dans cette section, le schéma de diagnostic proposé pour détecter et isoler les défauts
du tableau 7.1, est donné en détail. Après avoir expliqué d’une façon générale le principe
de la procédure proposée et l’avoir positionné par rapport aux méthodes de diagnostic
détaillées dans le chapitre 5, le schéma de diagnostic de chacun des défauts est présenté
séparément.
7.5.1 Principe général
Comme première phase dans la procédure de diagnostic, la redondance physique, avec
l’hypothèse de la possibilité d’apparition d’un seul défaut à un instant donné retenue pour
ce benchmark, permet d’isoler le type de défaut. En effet, deux capteurs redondants, sans
défaut, doivent donner des signaux approximativement égaux. La différence est due aux
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incertitudes. A partir d’une valeur donnée de cette différence, ou seuil, les deux capteurs
donnent deux signaux différents, ce qui implique un défaut capteur dans l’un des deux.
Dans le cas contraire, il faut tester la possibilité d’avoir un autre type de défaut, soit
défaut système soit défaut actionneur.
Les étapes suivantes de la procédure de détection sont définies comme suit :
- la première étape traitée est la génération d’un résidu représentatif du défaut à détecter.
Dans notre cas il s’agit d’une méthode à base de modèle. Le résidu est construit en
testant la cohérence entre les mesures disponibles et les informations disponibles à
partir d’un modèle donné dans le cas nominal (sans défaut).
- la deuxième étape traitée consiste à définir un seuil donné qui sert à la décision. Le
seuil est choisi après différents essais, en tenant compte des points suivants :
X Le niveau de bruit affectant les signaux des capteurs.
X Le temps de détection souhaité.
X Le taux de fausses alarmes et le temps maximum de persistance d’une fausse
alarme.
D’une manière générale, le schéma de détection passe par la résolution d’un problème de
correspondance de modèle ("model-matching problem"). Ce problème est formulé comme
un problème de moindres carrées dont le but est la minimisation quadratique des critères
de vraisemblance basés sur le modèle et définis sur une fenêtre temporelle glissante de
longueur fixe à définir. Pour ce faire, une première fenêtre qui respecte le temps de
détection souhaité, est considérée. Ensuite, selon le cas, la longueur de cette fenêtre est
changée.
La vérification des éléments suivants est fait a posteriori :
X Le temps de détection imposé dans le benchmark.
X Le taux de fausses alarmes, la durée minimale séparant deux fausses alarmes et le
temps de persistance des fausses alarmes
Hypothèses
Dans le benchmark précédent, il est supposé que :
X Un seul défaut peut apparaître à n’importe quel moment.
Cette hypothèse a servi dans l’isolation du type de défauts grâce à la redondance.
183
Chapitre 7. Application : Diagnostic des défauts d’un benchmark d’éolienne
Données et mesures réelles du benchmark
Le benchmark prend en compte des données exogènes :
– Le bruit affectant les capteurs : Ce bruit est stochastique dont la moyenne et la
variance sont données dans le benchmark.
– Les lois de commandes hybrides en boucle fermée. Ces lois ne doivent pas être
modifiées par le système de diagnostic.
– La séquence de vitesse du vent vw(t) est pré-définie dans le benchmark. Elle consiste
en une mesure réelle de la vitesse obtenue d’un parc éolien. La figure 7.2 donne
une illustration de cette séquence dans le temps.
Fig. 7.2 – Illustration de la séquence de vitesse du vent utilisée lors du test dans le
benchmark.
Dans ce qui suit, pour chacun des sous-systèmes, le schéma de détection proposé est
présenté, pour tous les défauts y correspondants dans le tableau 7.1.
7.6 Détection des défauts du sous-système de pales
ou rotor
Dans cette section, la méthode de diagnostic adoptée pour détecter chacun des défauts
possibles dans le sous-système de pales ou rotor, représenté par le bloc 1 sur la figure 7.1,
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est détaillée. Il s’agit de quatres défauts à détecter (défaut 1, 2, 8 et 9 (tableau voir 7.1)),
dont deux sont des défauts capteurs, l’un sous la forme d’une valeur fixe et l’autre sous
la forme d’un facteur de gain, tandis que les deux autres sont des défauts actionneurs.
7.6.1 Les défauts à diagnostiquer (défauts 1, 2, 8 et 9 dans le
tableau 7.1)
Suivant le tableau 7.1, 4 types de défauts sont à détecter pour le sous-système
des pales ou rotor, représenté par le bloc 1 sur la figure 7.1. Les défauts sont les suivants :
1. Le défaut est un défaut capteur sous la forme d’une valeur fixe remplaçant le signal
délivré par un des capteurs mesurant les angles des 3 pales (défaut 1 dans le tableau
7.1).
2. Le défaut est un défaut capteur sous la forme d’un facteur de gain affectant le
signal délivré par un des capteurs mesurant les angles des 3 pales (défaut 2 dans
le tableau 7.1).
3. Le défaut est un défaut actionneur qui affecte l’actionneur hydraulique agissant sur
la deuxième pale. Il est dû à une chute abrupte de la pression principale (défaut 8
dans le tableau 7.1).
4. Le défaut est un défaut actionneur qui affecte l’actionneur hydraulique agissant sur
la troisième pale. Il est dû à une haute teneur en air dans l’huile (défaut 9 dans le
tableau 7.1).
7.6.2 Génération des résidus et choix du seuil de détection
Comme il est décrit précédemment, les résidus sont générés à partir de la comparaison
entre les mesures disponibles issues des capteurs et les informations obtenues à partir
des modèles correspondants. Dans le cas du système présent, le sous-système des pales
(bloc 1 sur la figure 7.1), l’angle d’une pale et sa valeur de référence sont liés par une
fonction de transfert de deuxième ordre, décrite par l’équation (7.3.2).
L’algorithme de génération de résidus proposé repose sur le schéma présenté sur la
figure 7.3. Cet algorithme est détaillé ci-après.
La fonction de transfert (7.3.2), décrivant le système, conduit à l’équation suivante :
ω2n(βi(t)− βri(t)) + 2ωnζnβ˙i(t) + β¨i(t) = 0 (7.6.1)
A cause du bruit affectant les mesures et le système, les données sont filtrées par un filtre
du second ordre avec une constante du temps τ pour réduire la sensibilité au bruit du
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Fig. 7.3 – Schéma de génération de résidu pour la détection des défauts dans le bloc 1
procédé et des mesures. En appliquant le filtrage sur les grandeurs composant l’équation
(7.6.1), la relation suivante est obtenue :
xr := ω2nF{βi − βri}(t) + 2ωnζnFd1{βi}(t) + Fd2{βi}(t) = 0 (7.6.2)
Les fonctions introduites dans l’équation (7.6.1) sont définies comme suit :
- F est le filtre du second ordre, défini comme suit :
F = 1(1 + τs)2 (7.6.3)
- Fd1 est la fonction dérivée première combinée avec le filtre du second ordre, définie
comme suit :
Fd1 =
s
(1 + τs)2 (7.6.4)
- Fd2 est la fonction dérivée seconde combinée avec le filtre du second ordre, définie
comme suit :
Fd2 =
s2
(1 + τs)2 (7.6.5)
L’équation (7.6.2) est une traduction du schéma présenté sur la figure 7.3. En effet, le
terme gauche de l’égalité présentée dans cette équation n’est autre que la variable xr,
définie sur la figure 7.3. Cette variable peut être représentée comme un produit scalaire
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entre deux vecteurs, l’un fonction du temps et l’autre fixe. A un instant temporel donné,
k, soit une reformulation de xr sous la forme suivante
xr(k) =
[
a1(k) a2(k) a3(k)
]

ω2n
2ωnζn
1

︸ ︷︷ ︸
Knom
(7.6.6)
où les composants du vecteur a sont définis comme suit :
a(k) =
[
a1(k) a2(k) a3(k)
]
=
[
F{βi − βri}(k) Fd1{βi}(k) Fd2{βi}(k)
]
(7.6.7)
Tous les composants du vecteur ai sont ainsi connus. Ils sont calculés à partir des mesures
donnés par les capteurs qui donnent les signaux instantanés βim(t) et βrim(t), pour i ∈
{1, 2, 3}.
- Discussion sur la valeur du produit scalaire, représenté par xr
Dans le cas idéal, sans défaut et sans bruit, la valeur de xr est nulle à tout
instant k. Mais en réalité, les mesures sont affectées de bruit, et donc xr est non
nul dans le cas nominal : ce bruit affecte les éléments du vecteur a (équation
7.6.7). De même, dans le cas défectueux, le défaut affecte les éléments du vecteur
a et dans ce cas le produit scalaire est non nul. Par contre, pour différencier la
valeur non nulle qui est due aux bruits de celle causée par la présence d’un défaut,
il faut fixer un seuil de décision, au dessus duquel la présence d’un défaut est
détectée.
L’écriture à différents instants successifs de l’équation (7.6.6), en considérant une fenêtre
de longueur finie N donnée conduit au système matriciel suivant :
x¯r(k) =

a1(k) a2(k) a3(k)
a1(k − 1) a2(k − 1) a3(k − 2)
... ... ...
a1(k −N + 1) a2(k −N + 1) a3(k −N + 1)

︸ ︷︷ ︸
Am

ω2n
2ωnζn
1

︸ ︷︷ ︸
Knom
(7.6.8)
Dans ce cas x¯r est un vecteur de longueur N sur l’interval temporel [k −N + 1, k].
Ce système n’est autre que le système de moindres carrées construit à partir de
l’équation du système présent. Dans le cas nominal sans bruit, le vecteur Knom est le
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vecteur noyau de la matrice Am. Ce vecteur est inchangé dans le cadre des défauts
considérés ici. La matrice Am est une matrice de valeur connue, obtenue à partir des
signaux mesurés par les capteurs. Dans le cas de présence d’un défaut, cette matrice
varie et le vecteur x¯r résultant a tous ses éléments de valeurs non nulles, supérieures à
un seuil de décision.
Comme il est mentionné précédemment, la redondance physique permet d’extraire le
type de défaut. Dans le cas où il s’agit d’un défaut capteur, les paramètres ζn et ωn
sont à leurs valeurs nominales et c’est la matrice Am qui contient l’erreur. Le défaut est
ainsi détecté par comparaison des éléments du vecteur x¯r (équation 7.6.8) avec le seuil
de détection. Dans le cas où le défaut est un défaut actionneur, il est exprimé par une
variation des valeurs de paramètres ζ et ω par rapport à leurs valeurs nominales ζn et
ωn. De même, dans ce cas, la matrice Am contient l’erreur et en plus, il est possible de
déterminer la valeur des paramètres ζ et ω par la résolution de ce système matriciel.
Définition de résidu
Comme il a été mentionné précédemment, le résidu doit être un bon représentant de
défauts. Dans le cas du système présent, le résidu est défini comme suit :
- A tout instant k, l’intervalle [k −N + 1, k] est considéré. Les éléments du vecteur
x¯r sont considérés. Le résidu est une fonction des éléments de x¯r. Il peut être
défini comme la moyenne, la variance, la somme, etc. Pour chaque défaut présenté
dans ce qui suit, le choix du résidu est présenté. Concernant la taille de la fenêtre
N , la procédure est la suivante :
] Une valeur de N respectant le temps de détection souhaité est fixée.
] Si la détection ne réussit pas, N est augmentée jusqu’à ce qu’il soit possible
d’avoir une détection.
Dans la suite de ce chapitre, et pour chaque cas de défaut présenté, le résidu est bien
défini et le choix de seuil de détection et de la longueur (finie) de la fenêtre glissante est
expliqué.
7.6.3 Détection d’un défaut capteur (défaut 1 dans tableau 7.1)
Dans cette partie, le schéma suivi pour détecter un défaut capteur de type valeur fixe
(VF), sur l’un des capteurs mesurant les angles des pales est détaillé.
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Signal de sortie de capteur de position angulaire d’une pale dans les cas
nominal et défectueux
Pour clarifier, la différence entre le comportement du signal d’un capteur donné, dans
les cas nominal et défectueux, est présentée en premier lieu. Soit le cas de la troisième
pale. Comme il est mentionné précédemment deux capteurs mesurent l’angle de cette
pale, notée β3. Les deux capteurs délivrent les deux signaux β3,m1 et β3,m2 . La figure 7.4
illustre le comportement de ces deux signaux, où β3,m1 est défectueux dans l’intervalle
1000s − 1200s dont le type de défaut est une constante fixe, et le signal β3,m2 est en
configuration nominale.
Fig. 7.4 – Les signaux données par les capteurs de position angulaire mesurant β3, β3,m1
et β3,m2 en configuration défectueuse (V F = 10) et nominale resp.
Dans le but de valider la schéma de détection appliquée pour détecter ce type de défaut,
le scénario de validation considéré est défini par :
] Une valeur fixe d’amplitude 10 remplaçant le signal β3,m1 délivré par le capteur 1
mesurant β3 entre 1000s and 1200s.
Pour ce scénario de validation, le comportement du signal β3,m1 est déjà présenté sur la
figure 7.4, avec V F = 10.
Comme il a été mentionné dans la sous-section 7.5.1, le type de défaut est identi-
fié par la comparaison entre les deux capteurs redondants mesurant une grandeur
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donnée. En effet, dans le cas présent, et sous l’hypothèse déjà citée dans la sous-section
7.5.1, sur la possibilité d’apparition d’un seul défaut à un instant donné : En comparant
les signaux temporels β3,m1 et β3,m2 , il est possible de remarquer que leurs valeurs
instantanées sont différentes à un instant donné où le défaut capteur existe, cela est
formulé par :
|β3,m1 − β3,m2| > seuil (7.6.9)
Ce seuil est imposé pour distinguer entre la différence de ces deux signaux due au bruit
de celle due aux défauts. Dans le cas où la différence ne dépasse pas ce seuil, aucun
défaut capteur n’est déclaré, ainsi il faut tester la possibilité d’avoir d’autres types de
défauts tel qu’un défaut actionneur, etc. Dans la partie suivante, le résidu utilisé pour la
détection est défini. De plus, le résultat de simulation qui valide la détection de ce type
de défaut est montré.
Détection du défaut : Résultat de validation
Dans le cas du présent défaut, le résidu est défini en considérant x¯r (voir équation
(7.6.8)). Les valeurs instantanées de βi sont remplacées par les valeurs instantanées du
signal β3,m1 . Le résidu est formulé comme suit :
rp(k) =
i=k∑
i=k−N+1
‖xr(i)‖2 (7.6.10)
Après avoir fait plusieurs essais, la fenêtre considérée a pour longueur N = 1. Un seuil
de détection Sp est choisi tel que :
Si rp(k) > Sp =⇒ Détection du défaut capteur (7.6.11)
Ce seuil a été choisi en se basant sur l’ensemble de données simulées obtenues dans le
cas nominal, disponibles dans ce benchmark.
Le résultat de détection obtenu est présenté sur la figure 7.5. Le début du défaut a été
détecté instantanément par contre la fin du défaut a été détectée après 3Ts. Cela est dû
au choix du seuil de détection et au filtrage des signaux avec le filtre du second ordre,
précédemment introduit dans (7.6.2), où la constante du temps choisie τ = 0.06. Sur la
figure 7.5 :
– subplot a) présente le signal de sortie β3,m1 qui est défectueux (en bleu) et le résidu
en rouge. Le seuil est tracé en violet.
– dans subplot b), l’intervalle d’application du défaut est montré ainsi que la décision
prise en se basant sur la comparaison du résidu avec le seuil de détection Sp choisi.
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– les deux subplot c) et d), montrent un zoom sur le début et la fin de l’intervalle
d’introduction du défaut et la décision correspondante. Comme il est clair, le début
est détecté à l’instant alors que la fin du défaut est détectée avec un retard de 3Ts.
En effet, la différence entre le temps de détection au début du défaut et celui à la
fin du défaut est due au temps de réponse du système linéaire considéré. De plus,
le seuil est considéré de façon à détecter le plus tôt possible le début de défaut.
Fig. 7.5 – Résultat de détection du défaut de type V F = 10 remplaçant le signal
β3,m1 délivré par le capteur 1 mesurant l’angle de la troisième pale, β3 dans l’intervalle
[1000s, 1200s]. Le subplot b) donne le signal binaire qui est de valeur 1 lors de la présence
du défaut. Les deux ellipses font référence au zoom effectué pour montrer la détection
au début et à la fin de l’intervalle de présence du défaut, présentée resp. sur les deux
subplot c) et d).
Il est à noter que, mêmes si le cas de plusieurs décisions (ce qui est équivalent à prendre un
N plus grand) rend les résultats plus robustes, il est constaté que les résidus réagissent
bien en considérant N = 1. Ainsi, les simulations ont été faites pour N = 1. Il est
aussi possible de faire les simulations pour N plus grand en respectant les contraintes
souhaitées.
De plus, il faut noter que le test précédent a été fait pour un intervalle temporel de
191
Chapitre 7. Application : Diagnostic des défauts d’un benchmark d’éolienne
4400s. La démonstration du résultat de détection a été faite en faisant un zoom sur la
zone de présence du défaut, pour des besoins de lisibilité et de clarté (subplot c) et d)
de la figure 7.5). Cette même considération va être appliquée pour tous les défauts à
présenter dans les sections suivantes.
Amplitude du défaut détectable
Le schéma de détection a été validé par son application sur un scénario de défaut,
d’une amplitude donnée. Différentes amplitudes de défauts sont possibles. La détection
est possible dans le cas où l’amplitude du défaut est supérieure à celle du bruit affectant
le signal.
7.6.4 Détection d’un défaut capteur (défaut 2 dans le tableau
7.1)
Dans cette partie, le schéma suivi pour détecter un défaut capteur de type facteur
gain (FG), sur l’un des capteurs mesurant les angles des pales, est détaillé.
Signal de sortie de capteur de position angulaire d’une pale dans les cas
nominal et défectueux
Comme pour le défaut précédemment traité, le comportement du signal de sortie d’un
capteur mesurant un angle d’une pale, dans les cas défectueux et nominal, est présenté
en premier lieu. Les deux capteurs, considérés dans ce cas, sont ceux qui mesurent l’angle
de la deuxième pale, β2. Les deux signaux délivrés sont β2,m1 et β2,m2 , dont le premier
est considéré nominal tandis que le deuxième est défectueux. Le défaut est un facteur de
gain constant agissant sur le signal dans l’intervalle temporel [2500s, 2700s]. Ces deux
signaux sont présentés sur la figure 7.6.
Dans le but de valider le schéma de détection appliqué pour détecter ce type de défaut,
le scénario de validation considéré est défini par :
] Un facteur de gain de valeur 5 survenant entre 2500s and 2700s sur le signal β2,m2 .
Pour ce scénario de validation, le comportement du signal β2,m2 est déjà présenté sur la
figure 7.6, avec FG = 5.
D’une manière générale, le signal β2,m2 est obtenu comme suit :
β2,m2(t) = Gain(β2(t) + εb(t)) (7.6.12)
où le terme εb représente le bruit.
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Fig. 7.6 – Les 2 capteurs β2,m1 et β2,m2 en configuration nominale et défectueuse (FG =
5) resp.
Dépendance des signaux de capteurs du signal d’entrée
La figure 7.7 illustre la dépendance des signaux des deux capteurs mesurant β2 avec
le signal d’entrée βr2 . Dans le cas où βr2 = 0 ou bien relativement faible, le signal de
sortie n’est autre que le bruit ; ce qui est expliqué par la relation (7.6.12) : En effet pour
un signal d’entrée nul à un instant donné, le signal de sortie donné par le capteur n’est
autre que le bruit amplifié par le gain. Il est possible de remarquer cela sur la figure
7.7 : dans l’intervalle du défaut [2500s, 2700s], la façon dont le bruit est amplifié est
claire pour un intervalle de temps où l’entrée est nulle. Dans le cadre de ce travail, une
détection de défaut de type facteur de gain n’est possible que si l’entrée est non nulle
et de valeur suffisante pour permettre d’avoir un signal de sortie d’amplitude dépassant
celle du bruit. Pourtant, en réalité, même dans le cas d’une entrée nulle, la variance du
signal (qui consiste dans ce cas en le bruit) est multipliée par le facteur de gain, ce qui
doit permettre la détection du défaut. En effet, il suffit dans ce cas de basculer sur une
étude basée sur le bruit, ce qui n’a pas été un objet de traitement dans ce travail.
Dans la suite, la définition du résidu utilisé pour la détection est présentée, de plus, le
résultat d’application de la méthode proposée pour la détection du défaut défini dans le
scénario de validation est montré.
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Fig. 7.7 – Les 2 signaux β2,m1 et β2,m2 en configuration nominale et défectueuse (FG = 5)
resp. Pour βr2 = 0 la seule mesure vient du bruit.
Détection du défaut : Résultat de validation
Les mêmes hypothèses et considérations respectées dans le cas du défaut capteur
traité dans la sous-section précédente s’appliquent dans le cas présent. L’isolation du
type de défaut est effectuée de la même manière : en considérant les deux signaux des
deux capteurs redondants, β2,m1 et β2,m2 , il est possible de détecter par vérification d’une
relation identique à la relation (7.6.9), s’il s’agit d’un défaut capteur ou non. Dans ce
cas la relation à vérifier est la suivante :
|β2,m1 − β2,m2| > seuil (7.6.13)
Le résidu est toujours donné par (7.6.10). Seulement βi est remplacé par les valeurs
instantanés du signal β2,m2 dans l’équation (7.6.8). N considéré est N = 3, et un seuil de
détection, noté Sp, comme dans (7.6.11), est choisi, en respectant les mêmes contraintes
abordées dans le cas du défaut précédent (défaut 1).
Pour le scénario de validation considéré, le résultat de détection obtenu est présenté sur
la figure 7.8. Le début du défaut a été détecté à l’instant par contre la fin du défaut
a été détecté après 2Ts. Cela est dû au choix du seuil et au filtrage des signaux avec
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le filtre de second ordre de constante de temps τ = 0.06 pour réduire l’effet du bruit
affectant les capteurs. De plus, comme il est expliqué dans le cas du défaut précédent, la
dissymétrie entre le temps de détection au début et celui à la fin du défaut dépend du
temps de réponse de système linéaire. Sur la figure 7.8, les détails suivants sont illustrés :
– subplot a) présente le signal d’entrée βr2 (en bleu) et le résidu(en rouge). Il est bien
remarquable le fait que pour une entrée nulle ou bien relativement faible la seule
mesure vient du bruit (qui est amplifié par le gain dans l’intervalle d’existence de
défaut [2500s, 2700s]). Comme il est introduit dans cette section, dans ce cas, il est
possible de détection le défaut par un traitement basé sur le bruit.
– subplot b) présente l’intervalle d’application du défaut ainsi que la décision prise
en se basant sur la comparaison du résidu avec le seuil de détection Sp choisi, sous
la forme d’un signal binaire.
– dans les deux subplot c) et d), un zoom est fait sur le début et la fin de l’intervalle
d’introduction du défaut et sur la décision correspondante. Il est possible de voir
que le début est détecté instantanément alors que la fin du défaut est détecté avec
un retard de 2Ts.
Dans les deux sous-sections précédentes 7.6.3 et 7.6.4, la procédure proposée pour la
détection des défauts capteurs de différents types (VF ou FG) est bien détaillée et les
résultats de validation sont bien montrés. Dans la suite, on se concentre sur un autre
type de défaut pouvant affecter le sous-système de pales, les défauts actionneurs, et deux
cas de défauts actionneurs possibles dans cette catégorie sont présentés.
7.6.5 Détection du premier défaut actionneur (défaut 8 dans le
tableau 7.1)
Le troisième défaut pouvant affecter le sous-système des pales est, par définition selon
le benchmark, un défaut actionneur agissant sur l’actionneur hydraulique qui entraîne
la deuxième pale. Ce défaut est dû à une chute abrupte de la pression principale. Il se
manifeste par une variation des valeurs de paramètres ωn et ζn définis dans le modèle
mathématique (7.3.2). Dans ce cas, les deux capteurs redondants mesurant β2 donnent
des signaux approximativement égaux : comme il est expliqué précédemment, la diffé-
rence entre les deux signaux est due aux bruits. Ainsi en se basant sur cette comparaison
traduite par la relation (7.6.13), il est possible de vérifier que la différence est au-dessous
d’un seuil donné ce qui implique l’absence d’un défaut capteur. Rappelons que l’hypo-
thèse d’un seul défaut possible à un instant donné (invoquée dans la section 7.5.1), est
toujours considérée.
Comme pour le cas du défaut 2 traité dans la section précédente, dans le cas où
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Fig. 7.8 – Résultat de détection du défaut de type FG = 5 affectant le signal β2,m2 délivré
par le capteur 1 mesurant l’angle de la troisième pale, β2 dans l’intervalle [2500s, 2700s].
Le subplot b) donne le signal binaire qui est de valeur 1 lors de la présence du défaut.
Les deux ellipses font référence au zoom effectué pour montrer la détection au début et
à la fin de l’intervalle de présence du défaut, présentée resp. sur les deux subplot c) et
d).
l’entrée est nulle, la seule mesure vient du bruit ; pourtant dans ce cas ce bruit n’est pas
amplifié car le gain est égale à 1. Ainsi, aucune détection n’est possible que pour une
valeur d’entrée non nulle et aboutissant à un signal de sortie d’amplitude plus grande
que celle du bruit. Contrairement au cas des défauts de type gain sur le signal de sortie
de capteur, le traitement basé sur le bruit ne peut pas être appliqué, lorsque l’entrée est
de valeur nulle.
Dans le but de valider la schéma de détection appliquée pour détecter ce type de défaut,
considérons le scénario de validation défini par :
] Les valeur des paramètres (ωn, ζn)(voir Equation 7.3.2) de l’actionneur de la
deuxième pale changent de façon abrupte. Ces paramètres passent de leurs va-
leurs nominales [11.11, 0.6] aux valeurs (ωn2 , η2) = [5.73, 0.45] durant l’intervalle
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2900s− 3000s.
Détection du défaut : Résultat de validation
Les mêmes considérations respectées dans les cas précédents en terme de définition
du seuil de détection, sont appliquées dans le cas présent. Le résidu est défini de la même
manière que le cas du défaut 2 de la sous-section précédente (le même x¯r est considéré).
Il est formulé comme suit :
rp(k) =
i=k∑
i=k−N+1
‖x¯r(i)− X¯r‖2 (7.6.14)
Avec X¯r la moyenne du vecteur xr(k) dans le cas nominal.
Après avoir fait différents essais, on a constaté que pour N = 1 le résidu réagit bien
comme il est le cas pour le défaut 1. Les mesures ont été filtrées avec un filtre de constante
de temps τ = 0.5. La figure 7.9 montre le résidu, le seuil de détection et la relation avec
le signal d’entrée. Comme il est décrit précédemment dans le cas du défaut 2 et comme
on voit sur cette figure, aucune détection n’est possible que pour un niveau d’entrée
permettant de distinguer le signal du bruit. La détection est achevée après 50 secondes
approximativement, ainsi, le temps de détection souhaité n’a pas été respecté.
Fig. 7.9 – Résidu de détection dans le cas du défaut actionneur causé par l’augmentation
de niveau d’air dans l’huile sur β2
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7.6.6 Détection du deuxième défaut actionneur (défaut 9 dans
le tableau 7.1)
Le dernier défaut, pouvant affecter le sous-système de pales, est un défaut actionneur
agissant sur l’actionneur hydraulique qui entraîne la troisième pale. Ce défaut est dû
à une haute teneur en air dans l’huile. Il se manifeste par une variation de la valeur
des paramètres ωn et ζn définis dans le modèle mathématique (7.3.2). Comme dans le
cas du défaut actionneur précédent, les deux capteurs redondants mesurant β3 donnent
des signaux approximativement égaux : plus précisément, la différence entre les deux
signaux est due aux bruits. Ainsi en se basant sur cette comparaison traduite par la
relation précédente (7.6.9), il est possible de vérifier que la différence est au-dessous d’un
seuil donné ce qui implique l’absence d’un défaut capteur. Les mêmes considérations
respectées dans le cas du défaut précédent sont appliquées dans le cas présent : la
détection n’est possible que pour une valeur de l’entrée non nulle et suffisante pour
donner un signal de sortie d’amplitude plus grande de celle du bruit.
Dans le but de valider le schéma de détection appliqué pour détecter ce type de défaut,
le scénario de validation considéré est défini par :
] les paramètres (ωn, ηn)(voir Equation 7.3.2) de l’actionneur de la troisième pale va-
rient lentement suivant une fonction linéaire en passant de leurs valeurs nominales
[11.11, 0.6] aux valeurs défectueuses (ωn3 , η3) = [3.42, 0.9] en 30 secondes, restent
constants pendant 40 secondes puis diminuent de nouveau durant 30 secondes pour
revenir aux valeurs nominales ; Ce défaut est présent tout au long de l’intervalle
[3500, 3600].
Détection du défaut : Résultat de validation
Le résidu est le même défini dans la sous-section 7.6.3 (le même x¯r). Il est formulé de
la même façon que dans la section précédente (défaut 8). En plus, les mêmes considéra-
tions précédentes sont respectées dans le cas présent : définition du seuil de détection, etc.
Après avoir fait différents essais, N choisi a pour valeur 500. Les mesures ont été
filtrées avec un filtre de constante de temps τ = 0.6. La figure 7.10 montre le résidu, le
seuil de détection et la relation avec le signal d’entrée. Comme il est décrit précédemment
dans le cas du défaut 2 et comme il est clair d’après cette figure, aucune détection n’est
possible que pour un niveau d’entrée permettant de distinguer le signal du bruit. La
relation entre le résidu obtenu et le signal d’entrée est montrée sur la figure 7.11. La
détection est achevée après 8.5 secondes environ (Figure 7.12) en faisant un zoom sur le
début de l’intervalle du défaut.
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Fig. 7.10 – Résidu de détection dans le cas du défaut actionneur de type hydraulique
sur β3.
Fig. 7.11 – Dépendance du résidu obtenu dans le cas du défaut 9 par rapport au signal
d’entrée βr2 .
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Fig. 7.12 – Résidu de détection dans le cas du défaut actionneur de type hydraulique
sur β3. Zoom sur la détection au début du défaut.
7.6.7 Notes sur la détection des défauts actionneurs
Les deux défauts 8 et 9 ont été détectés mais pas dans les délais temporels désirés. En
effet, la relation entre la détection et le signal d’entrée βr a été bien illustrée. Si le signal
est nul ou faible, aucune détection n’est possible. Le turbine doit être dans la region 3
pour avoir une détection (voir sous-section 7.2.2). Sur la figure 7.13, le plan de bode est
tracé pour l’état nominal et les deux états défectueux. Il est possible de remarquer que
les états nominal et défectueux présentent le même comportement en faibles fréquences.
Les défauts actionneurs ne sont pas détectables que si l’entrée contient des composantes
dans le domaine fréquentiel centrale où les deux états nominal et défectueux ont de
différentes réponses fréquentielles.
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Fig. 7.13 – Bode des actionneurs dans le système de pales dans les cas défectueux et
nominale
7.7 Détection des défauts de la chaîne de transmis-
sion
Dans cette section, la méthode de diagnostic adoptée pour détecter chacun des défauts
possibles dans le sous-système, chaîne de transmission, représenté par le bloc 2 sur la
figure 7.1, est donnée. Il s’agit de cinq défauts à détecter, dont quatre sont des défauts
capteurs, deux sous la forme d’une valeur fixe et deux autres sous la forme d’un facteur
de gain, tandis que le dernier est un défaut système.
7.7.1 Les défauts à diagnostiquer (défauts 3, 4, 5, 6 et 10 dans
le tableau 7.1)
Suivant le tableau 7.1, 5 types de défauts sont à détecter pour le sous-sytème : chaîne
de tranmission, représenté par le bloc 2 sur la figure 7.1. Les défauts sont les suivants :
1. Un défaut capteur sous la forme d’une valeur fixe remplaçant le signal délivré par
un des capteurs mesurant la vitesse du rotor ωr (défaut 3 dans le tableau 7.1).
2. Un défaut capteur sous la forme d’un facteur de gain affectant le signal délivré par
un des capteurs mesurant la vitesse du rotor ωr (défaut 4 dans le tableau 7.1).
3. Un défaut capteur sous la forme d’une valeur fixe remplaçant le signal délivré par
un des capteurs mesurant la vitesse du générateur ωg (défaut 5 dans le tableau
7.1).
201
Chapitre 7. Application : Diagnostic des défauts d’un benchmark d’éolienne
4. Un défaut capteur sous la forme d’un facteur de gain affectant le signal délivré par
un des capteurs mesurant la vitesse du générateur ωg (défaut 6 dans le tableau
7.1).
5. Le dernier défaut est un défaut actionneur représenté par une variation de la valeur
de coefficient du frottement ηdt, figurant dans le modèle du système (7.3.4), (défaut
10 dans le tableau 7.1). Il se manifeste par deux signaux parasites ∆ωr et ∆ωg.
7.7.2 Génération des résidus et choix du seuil de détection
La définition de résidu pour la détection des défauts capteurs de la chaîne cinématique
de transmission suit le même principe utilisé dans le cas du sous-système des pales. Le
type de défaut (capteur, actionneur ou système) est déterminé de la même manière en
se basant sur la redondance physique des capteurs.
Le schéma complet représentant le principe de génération de résidu dans le cas du système
présent est montré sur la figure 7.14. Dans ce qui suit, la procédure de génération est
détaillée.
Fig. 7.14 – Schéma général proposé pour la génération des résidus dans le cas des défauts
capteurs (Bloc 2)(7.1)
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La chaîne cinématique est modélisée par un système de la forme x˙ = Ax+Bu avec :
x =

ωr
ωg
θ∆
 ; u =
τr
τg

Où ωg et ωr sont mesurés chacun avec deux capteurs redondants. τg est une entrée
mesurée. La deuxième entrée (τr) est estimée en utilisant l’équation (7.3.1), où la mesure
de la vitesse de séquence de vent utilisée est présentée précédemment sur la figure 7.2.
Les valeurs instantanées de τr sont obtenues pour une valeur instantanée de la vitesse
du vent vw(t) et pour des valeur instantanées des signaux de mesures délivrés par les
capteurs mesurant les angles des trois pales, βi(t) pour i ∈ {1, 2, 3}. Soit une estimation
de τr dans le cas nominale présentée sur la figure 7.15
Fig. 7.15 – Estimation de l’entrée τr (Cas nominal)
Estimation du troisième élément du vecteur d’état, θ∆
Le troisième état θ∆ n’est pas disponible comme mesure. Pour l’estimer, l’observateur
suivant a été utilisé en se basant sur l’observabilité du système (7.3.4). En effet, la matrice
d’observabilité O(A,C) est de rang plein 3.
L’observateur appliqué repose sur les étapes suivantes :
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- Une séquence de mesures est définie de la forme suivante
Yk =

yk
yk+1
...
yk+NO−1
 = O(A,C)xk +MUk, (7.7.1)
où
Uk =

uk
uk+1
...
uk+NO−2
 , M =

0 . . . 0
CB
. . . ...
... . . . 0
CANO−2B . . . CB
 , (7.7.2)
- Si le système est observable, une estimation du vecteur d’état peut être obtenue
par la formule suivante :
xk = O+(A,C)(Yk −MUk). (7.7.3)
avec O+(A,C) est le pseudo-inverse de la matrice d’observabilité
La figure 7.16 présente l’estimation du troisième état θ∆ dans le cas nominal pour une
simulation du modèle complet de l’éolienne (schéma Simulink) sur l’intervalle temporel
[0, 4400s]. Les deux subplot a) et b) montrent les valeurs mesurées et estimées des deux
premiers états ωr et ωg. Le troisième état θ∆ a son estimation présentée sur le subplot
c). L’observateur précédent a été appliqué en considérant un horizon NO = 5.
Définition de résidu
Comme pour le sous-système des pales, le résidu nommé rd, est défini en procédant
comme suit :
Pour définir le résidu, la vérification de la cohérence entre les variables mesurées et le
modèle du système est cherchée. Dans ce cas, le troisième élément du vecteur d’état θ∆
est considéré. D’après le système (7.3.4), θ∆ vérifie l’équation suivante :
θ˙∆ = ωr − 1
Ng
ωg (7.7.4)
L’utilisation de cette variable est intéressante car elle est reliée explicitement aux deux
grandeurs mesurables ωr et ωg.
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Fig. 7.16 – Estimation des états du système (7.3.4) obtenue par application des formules
de l’observateur(Cas nominal)
Par traduction du schéma de génération de résidu représenté sur la figure 7.16, le résidu
rd est défini en se basant en fonction de la variable xr telle que :
rd(k) =
i=k∑
i=k−N+1
‖xr(i)‖2 (7.7.5)
Avec xr(i) défini comme suit :
xr(i) = Fd1{θˆ∆}(i)− F{ωrm −
1
Ng
ωgm}(i) (7.7.6)
Où
F est le filtre du second ordre défini par (7.6.3), de constante de temps τ . Fd1
est la fonction qui combine la dérivée première et le filtre du second ordre ; définie
précédemment dans (7.6.4). Le filtrage a pour rôle de réduire l’effet du bruit affectant
les mesures des capteurs. θˆ est l’estimation du troisième état obtenue avec l’observateur
décrit précédemment. ωrm et ωgm sont les signaux mesurés délivrés par les capteurs
mesurant les deux grandeurs ωr et ωg respectivement. De plus, il faut noter qu’il est bien
clair à partir de la relation (7.7.6), que si les erreurs sur ωr et ωg vérifient la contrainte
suivante :
∆ωr =
1
Ng
ωg
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alors les défauts ne sont pas détectables par cette approche.
Dans ce qui suit et pour chacun des défaut capteurs, le résidu, le seuil de détection
choisi ainsi que la longueur de l’horizon temporel utilisé sont bien précisés. Des résultats
illustratifs sur des scénarios de validation définis sont présentés pour montrer l’efficacité
de l’approche proposée.
7.7.3 Détection du premier défaut capteur (défaut 3 dans le
tableau 7.1)
Dans cette partie, les résultats de simulation obtenus sont montrés dans le cas d’ap-
plication de la procédure de détection au cas d’un défaut de type valeur fixe (VF) rem-
plaçant le signal délivré par le capteur 1 mesurant la vitesse du rotor ωr.
Pour la validation, le scénario de défaut suivant est défini :
- Une valeur fixe d’amplitude 3.5 survenant entre 2000s and 3400s et remplaçant le
signal (ωr,m1) délivré par le capteur 1 mesurant la vitesse du rotor ωr.
Signal de sortie du capteur mesurant la vitesse du rotor dans les deux cas
nominal et défectueux
La figure 7.17 montre les deux signaux, d’une part ωr,m1 qui est défectueux dans
l’intervalle [2000s, 3400s] et d’autre part ωr,m2 en état nominal. Le défaut est une valeur
fixe d’amplitude 3.5.
Détection du défaut : Résultat de validation
Le résidu de détection a été défini avec N = 2. Les signaux ont été filtrés avec le
filtre du second ordre de constante de temps τ = 0.01. La figure 7.18 montre le résultat
de détection. En faisant un zoom sur le début du défaut, il est clair que le temps de
détection obtenu est égale à 3Ts (voir figure 7.19). La fin du défaut est détecté au bout
de 6Ts (voir figure 7.20). Cette dissymétrie entre les deux temps de détection au début
et à la fin du défaut vient du fait que le système considéré est un système linéaire :
En effet, cette différence est due au temps de réponse de ce système, en plus du seuil
considéré qui tient à détecter le plus vite possible le début de défaut et bien sur le
filtrage adopté.
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Fig. 7.17 – Les 2 signaux ωr,m2 et ωr,m1 en configuration nominale et défectueuse (V F =
3.5)
Fig. 7.18 – Résidu de détection dans le cas du défaut V F = 3.5 sur ωr,m1
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Fig. 7.19 – Résidu de détection dans le cas du défaut V F = 3.5 sur ωr,m1 . Zoom sur la
détection au début du défaut
Fig. 7.20 – Résidu de détection dans le cas du défaut V F = 3.5 sur ωr,m1 . Zoom sur la
détection vers la fin du défaut
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7.7.4 Détection du deuxième défaut capteur (défaut 4 dans le
tableau 7.1)
Dans cette partie, les résultats de simulation obtenus sont montrés dans le cas d’ap-
plication de la procédure de détection au cas d’un défaut de type facteur de gain (FG)
affectant le capteur 2 mesurant la vitesse du rotor ωr. Pour la validation, le scénario de
défaut suivant est défini :
- un facteur de gain d’amplitude 5 multipliant le signal (ωr,m2) délivré par le capteur
2 qui mesure la vitesse du rotor ωr. Ce défaut intervient dans l’intervalle 2000s−
3400s.
Signal de sortie du capteur mesurant la vitesse du rotor dans les deux cas
nominal et défectueux
La figure 7.21 montre les deux signaux, d’une part ωr,m2 qui est défectueux dans l’in-
tervalle [2000s, 3400s] et d’autre part ωr,m1 en état nominal. Le défaut est un facteur de
gain d’amplitude 5.
Fig. 7.21 – Les 2 signaux ωr,m1 et ωr,m2 en configuration nominale et défectueuse (FG =
5)
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Détection du défaut : Résultat de validation
Comme pour le défaut 3, le résidu de détection a été défini avec N = 2. Les signaux
ont été filtrés avec le filtre du second ordre de constante de temps τ = 0.01. La figure
7.22 montre le résultat de détection. En faisant un zoom sur le début du défaut, on
voit bien que le temps de détection obtenu est égale à 3Ts (voir figure 7.23). La fin du
défaut est détecté au bout de 7Ts (voir figure 7.24). Cette dissymétrie entre le temps de
détection au début et celui à la fin du défaut suit la même explication donnée dans le
cas du défaut précédent.
Fig. 7.22 – Résidu de détection dans le cas du défaut FG = 5 sur ωr,m2
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Fig. 7.23 – Résidu de détection dans le cas du défaut FG = 5 sur ωr,m2 . Zoom sur la
détection au début du défaut
Fig. 7.24 – Résidu de détection dans le cas du défaut FG = 5 sur ωr,m2 . Zoom sur la
détection vers la fin du défaut
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7.7.5 Détection du troisième défaut capteur (défaut 5 dans le
tableau 7.1)
Dans cette partie, les résultats de simulation obtenus sont montrés dans le cas d’ap-
plication de la procédure de détection au cas d’un défaut de type valeur fixe (VF) rem-
plaçant le signal délivré par le capteur 1 mesurant la vitesse du générateur ωg.
Pour la validation, le scénario de défaut suivant est défini :
- une valeur fixe d’amplitude 50 survenant entre 2000s and 3400s remplaçant le
signal(ωg,m1) délivré par le capteur 1 qui mesure la vitesse du générateur.
Signal de sortie du capteur mesurant la vitesse du générateur dans les deux
cas (nominal et défectueux)
La figure 7.25 montre les deux signaux, d’une part ωg,m1 qui est défectueux dans
l’intervalle [2000s, 3400s] et d’autre part ωg,m2 en état nominal. Le défaut est une valeur
fixe d’amplitude 50.
Fig. 7.25 – Les 2 signaux ωg,m2 et ωg,m1 en configuration nominale et défectueuse (V F =
50)
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Détection du défaut : Résultat de validation
Comme pour les deux défauts précédents, le résidu de détection a été défini avec
N = 2. Les signaux ont été filtrés avec le filtre du second ordre de constante de temps
τ = 0.01. La figure 7.26 montre le résultat de détection. En faisant un zoom sur le début
du défaut, il est clair que le temps de détection obtenu est égale à 4Ts (voir figure 7.27).
La fin du défaut est détecté au bout de 6Ts (voir figure 7.28). La dissymétrie entre les
deux temps précédents suit la même explication donnée dans le cas des deux défauts
précédents.
Fig. 7.26 – Résidu de détection dans le cas du défaut V F = 50 sur ωg,m1
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Fig. 7.27 – Résidu de détection dans le cas du défaut V F = 50 sur ωg,m1 . Zoom sur la
détection au début du défaut
Fig. 7.28 – Résidu de détection dans le cas du défaut V F = 50 sur ωg,m1 . Zoom sur la
détection vers la fin du défaut
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7.7.6 Détection du dernier défaut capteur (défaut 6 dans le
tableau 7.1)
Le dernier défaut capteur, pouvant affecter la chaîne de transmission, est un défaut
de type facteur de gain (FG) sur le signal ωg,m2 . Dans cette partie, les résultats de
simulation obtenus sont présentés dans le cas l’application de la procédure de détection
à la détection de ce type de défaut. Pour la validation, Le scénario de défaut suivant est
défini :
- un facteur de gain d’amplitude 5 multipliant le signal (ωg,m2) délivré par le capteur
2 qui mesure la vitesse du générateur ωg. Ce défaut intervient dans l’intervalle
2000s− 3400s
Signal de sortie du capteur mesurant la vitesse du générateur dans les deux
cas (nominal et défectueux)
La figure 7.29 montre les deux signaux, d’une part ωg,m2 qui est défectueux dans
l’intervalle [2000s, 3400s] et d’autre part ωg,m2 en état nominal. Le défaut est un facteur
de gain d’amplitude 5.
Fig. 7.29 – Les 2 signaux ωg,m1 et ωg,m2 en configuration nominale et défectueuse (FG =
5)
215
Chapitre 7. Application : Diagnostic des défauts d’un benchmark d’éolienne
Détection du défaut : Résultat de validation
Comme pour le deux défauts précédents, le résidu de détection a été défini avec
N = 2. Les signaux ont été filtrés avec le filtre du second ordre de constante de temps
τ = 0.01. La figure 7.30 montre le résultat de détection. En faisant un zoom sur le
début du défaut, on voit bien que le temps de détection obtenu est égale à 3Ts (voir
figure 7.31). La fin du défaut est détecté au bout 8Ts (voir figure 7.32). Comme pour les
défauts précédents, une dissymétrie est obtenue entre le temps de détection au début du
défaut et celui à la fin du défaut.
Fig. 7.30 – Résidu de détection dans le cas du défaut FG = 5 sur ωg,m2
7.7.7 Détection du défaut système (défaut 10 dans le tableau
7.1)
Dans cette section, le schéma de détection proposé pour détecter le défaut système
dans la chaîne de transmission présentée par le bloc 2 sur la figure 7.3.3, est détaillé.
Ce défaut se manifeste par deux signaux parasites ∆ωr et ∆ωg. Il est causé par une
déviation de la valeur du paramètre ηdt (7.3.3). Pour diagnostiquer ce type de défaut, le
problème de détection est formulé par un problème d’estimation de la variable ηdt, en
se basant sur le modèle du système en question (équation (7.3.4)).
Le temps de détection de ce défaut est libre. Par contre il doit être détecté : En
effet, ce défaut est un défaut sévère dont le temps de développement est lent [Odgaard,
Stoustrup & Kinnaert, 2009]. Sa présence indique une faiblesse dans la chaîne de
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Fig. 7.31 – Résidu de détection dans le cas du défaut FG = 5 sur ωg,m2 . Zoom sur la
détection au début du défaut
Fig. 7.32 – Résidu de détection dans le cas du défaut FG = 5 sur ωg,m2 . Zoom sur la
détection vers la fin du défaut
transmission, ce qui peut entraîner son claquage total.
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Pour obtenir une estimation de ηdt, notée ηˆdt, le principe d’estimation proposé
repose sur les étapes principales suivantes :
- Une fenêtre glissante de longueur NO est définie. En considérant la longueur de la
fenêtre glissante, une première estimation n’est possible qu’après NOTs.
- A tout instant k l’estimation de ηdt est obtenue en procédant comme suit :
] Le modèle (7.3.3) est simulé sur un horizon de longueur NO, ou plus précisément
sur l’intervalle [k − NO + 1, k], à partir de l’état initial à l’instant k − NO + 1
défini par :
x0(k −NO + 1) =

ωr(k −NO + 1)
ωg(k −NO + 1)
θˆ∆(k −NO + 1)
 (7.7.7)
où θˆ∆(k−NO + 1) peut être obtenu soit à partir d’un observateur boucle ouvert
soit en considérant l’observateur présenté dans la sous-section 7.7.2.
Cette simulation est effectuée pour différentes valeurs de ηdt considéré dans un
intervalle de variation donné.
] L’estimation de ηdt se base sur les valeurs de la variable ωg obtenues à l’instant
k par la simulation du système sur la fenêtre de longueur NO, en considérant les
valeurs précédemment définies de ηdt. Une valeur de ωg obtenue pour une valeur
donnée de ηdt à l’instant k est notée par ωˆg(k/ηdt)
] D’une manière générale, l’estimation de ηdt est basée sur la formule suivante :
ηˆdt(k) = argmin
(ηdt)
∫
‖ωˆg(k/ηdt)− ωgm(k)‖2 (7.7.8)
où ωgm(k) est la valeur du signal mesuré ωgm à l’instant k. Il s’agit de chercher
la valeur de ηdt qui aboutit à la valeur la plus proche de ωgm .
Plus clairement, pour résoudre le problème, ηdt est calculée par interpolation de
l’information constituée d’une part des valeurs représentant la différence entre les
ωˆg(k/ηdt) et ωgm et d’autre part des valeurs de ηdt correspondantes. Ainsi, le but
final est de minimiser la valeur interpolée afin d’obtenir la meilleure estimation
de ηdt.
Notons que :
Le système (7.3.3) est un système stable et observable. Les deux états ωr et
ωg sont mesurés par contre le troisième état θ∆ n’est pas disponible comme
mesure. Ce dernier peut être obtenu en utilisant soit l’observateur invoqué dans la
sous-section 7.7.2 soit un observateur boucle ouverte. En effet, dans ce cas, cette
variable a été déterminée via un observateur boucle ouverte.
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Les étapes du principe général utilisées pour la détermination de la valeur de ηdt
ont été bien montrées dans ce qui précède. Dans le paragraphe suivant, la boucle
d’estimation en ligne, utilisée pour la surveillance en continu de la valeur de ηdt
est détaillée.
- Boucle d’estimation :
1. Soit la valeur précédente de ηˆdt, notée ηˆdt,p.
2. Un intervalle de variation de ηdt est définie sous la forme suivante :
[α−ηˆdt,p, α+ηˆdt,p] (on a fixé α− = 0.7 et α+ = 1.7).
3. Dans l’intervalle précédent, une grille des Ne valeurs possibles de ηdt est consi-
dérée. Ainsi, le problème d’estimation de ηdt, décrit par l’équation (7.7.8), est
résolu en considérant ces Ne valeurs.
Notons que : Le choix de Ne est fait de façon à obtenir une convergence
rapide vers la bonne valeur de ηdt.
4. En se basant sur l’explication détaillée de la procédure basée d’une manière
générale sur l’équation (7.7.8), ηˆdt est obtenue.
5. Pour obtenir une estimation plus lisse, la formule de filtrage suivante est
appliquée
ηˆdt(k) = γ.ηˆdt(k − 1) + (1− γ).ηˆdt,p(k)
avec γ = 0.2.
6. Ré-initialiser : ηˆdt,p = ηˆdt(k).
7. Mettre k = k + 1 et retourner à l’étape 2.
Scénario de validation
Pour valider la méthode proposée pour la détection du défaut système dans la chaîne de
transmission, le scénario suivant est défini :
- le paramètre ηdt passe de sa valeur nominale 0.97 à la valeur 0.25 à t1 = 2000s,
puis il retourne à la valeur nominale à partir de l’instant t2 = 3400s. L’intervalle
de présence du défaut est [2000s, 3400S].
Obtention des deux valeurs de ηdt
Pour bien comprendre la procédure décrite ci-dessus, la figure 7.33 présente la tra-
jectoire ωˆg(./ηdt) sur un intervalle donné de longueur NO pour différentes valeurs de
ηdt.
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Dans ce cas, l’intervalle considéré est [0s, 300s], où la valeur de ηdt nominale est utilisée
pour générer la mesure ωgm . Il s’agit de trouver cette valeur. Il est bien clair que les
deux valeurs (parmi la grille de cinq valeurs de ηdt considérée), ηˆdt1 = 0.6 et ηˆdt2 = 1,
aboutissent aux deux points les plus proches du point mesuré ωgm(k), où k = 300s.
Cela est obtenu par la simulation du modèle (7.3.3), à partir de la valeur initiale de ses
états à l’instant k −NO + 1, qui est l’instant 0. La figure 7.33 est tracée, en considérant
NO = 300s et Ne = 5.
Fig. 7.33 – La trajectoire de ωg obtenue pour différentes valeurs de ηdt en simulant le
modèle (7.3.3) sur un horizon temporel de longueur 300s. Vue des deux valeurs de ηdt
aboutissant aux deux valeurs les plus proches de ωgm(k).
Estimation de la valeur de ηdt au début de l’intervalle du scénario considéré
Dans la figure suivante 7.34, l’estimation de ηdt au début de l’intervalle du défaut (c-
à-dire près de l’instant 2000s) est bien illustrée et le temps de convergence de l’estimation
de ηdt vers la bonne valeur est montré. Le but est de détecter le passage de ηdt de la
valeur nominale 0.97 vers la valeur défectueuse 0.25.
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Fig. 7.34 – Estimation de la valeur de ηdt au début de l’intervalle du défaut. Vue gra-
phique montrant le temps de convergence de l’estimation vers la bonne valeur 0.25
Estimation de la valeur de ηdt à la fin de l’intervalle du scénario considéré
Sur la figure suivante 7.35, l’estimation de ηdt à la fin de l’intervalle du défaut (c-
à-dire près de l’instant 3400s) est présentée et le temps de convergence vers la bonne
valeur est bien illustrée. Le but est de détecter le passage de ηdt à la valeur défectueuse
0.25 vers la valeur nominale 0.97.
Analyse de résultat de détection
Comme il est montré sur les deux figures 7.34 et 7.35, la détection de la valeur
défectueuse 0.25 est achevée en 200 secondes environ et le retour à l’état nominal est
détecté au bout de 230 secondes approximativement.
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Fig. 7.35 – Estimation de la valeur de ηdt à la fin de l’intervalle du défaut. Vue graphique
montrant le temps de convergence de l’estimation vers la bonne valeur (valeur nominale),
0.97
7.8 Détection du défaut dans le sous-système géné-
rateur/convertisseur
Dans cette section, la méthode de diagnostic adoptée pour détecter les défauts
possibles dans le sous-système, générateur/convertisseur, représenté par le bloc 3 sur la
figure 7.1, est présentée. Il s’agit un seul défaut à détecter : un défaut actionneur qui se
manifeste par un offset sur la mesure du couple générateur.
Comme pour le sous-système de pales, le bloc 3 est décrit par la fonction de
transfert (7.3.5). Les mêmes considérations ont été appliquées en termes de définition
du résidu, du seuil et de longueur de fenêtre glissante N .
Le schéma de génération de résidu est défini sur la figure 7.36. Le résidu est défini
comme suit :
rg(k) =
i=k∑
i=k−2
xr(i)2 (7.8.1)
Ce défaut, qui est le défaut 7 dans le tableau 7.1 n’est influencé par aucun autre défaut
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Fig. 7.36 – Schéma général proposé pour la génération des résidus dans le cas du (Bloc
3 sur la figure 7.1)
donc l’isolation de ce défaut est achevée au même moment que la détection.
Le scénario de validation du défaut système possible est défini comme suit :
1. Défaut 7, ∆τg = 10 (Offset) survenant entre 2000s and 3400s.
La figure 7.37 montre le résidu de détection obtenu. Ce défaut est détecté au bout de 3Ts
(le début et la fin du défaut). Par conséquent, le temps de détection souhaité dans les
spécifications du benchmark (voir table 7.1) est bien respecté. Notons que les données
ont été filtrées avec un filtre du deuxième ordre (7.6.3) de constante de temps τ = 0.02.
Fig. 7.37 – Résidu de détection dans le cas du défaut ∆τg = 1000
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7.9 Analyse du travail et Conclusions générales
Dans cette dernière section, un récapitulatif des résultats de détection obtenus est
proposé dans un tableau de comparaison. Le but est de montrer l’efficacité et la consis-
tance du travail proposé, par rapport à plusieurs travaux investis par d’autres auteurs
sur le même benchmark. Une conclusion générale de ce chapitre est donnée à la fin de
cette section.
7.9.1 Présentation des autres travaux
Dans cette sous-section, six références bibliographiques où le problème de diagnostic
des défauts du benchmark d’éolienne a été abordé, sont introduits. Ces références sont
les suivants :
1. Dans Ref1 : [Odgaard, Stoustrup, Nielsen & Damgaard, 2009], [Odgaard
& Stoustrup, 2010], [Odgaard & Stoustrup, 2009], les observateurs à entrées
inconnus sont utilisés.
2. Dans Ref2 : [Laouti et al., 2011], les machines à vecteurs de support (SVM)
sont utilisées pour le diagnostic des défauts dans ce benchmark.
3. Dans Ref3 : [Chen et al., 2011], un schéma basé sur les observateurs et le filtre
de Kalman est utilisé pour le diagnostic des défauts du benchmark.
4. Dans Ref4 : [Stoican et al., 2011], les méthodes ensemblistes ("set-theoretic
methods") ont été bien adaptées pour leur application sur le diagnostic des défauts
du benchmark.
5. Dans Ref5 : [Svärd & Nyberg, 2011], la redondance analytique a été utilisé
pour le diagnostic, précisément, pour la définition de plusieurs générateurs de ré-
sidus. La sélection du générateur de résidu le plus adapté est accompli en utilisant
un algorithme, nommé "greedy selection algorithm". Pour plus de détails sur set
algorithme, le lecteur intéressé peut consulter le référence suivant [Svärd & Ny-
berg, 2010]
6. Dans Ref6 : [Blesa et al., 2011], un schéma basé sur les équations de parité et
sur les méthodes ensemblistes a été utilisé.
La comparaison avec les travaux cités ci-dessus est donnée dans le tableau 7.2. Le but
principal est de montrer l’efficacité du schéma de diagnostic proposé dans ce chapitre. En
effet, la majorité des défauts présentés dans le benchmark a été détectée avec le temps de
détection requis. Rappelons que les "x" présents dans ce tableau font référence aux défauts
8 et 9 (défauts actionneur dans le sous-système de pales) où le temps de détection imposé
dans le cahier de charges n’est pas respecté par l’utilisation de l’approche proposée dans
ce chapitre.
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````````````````Fault Type
Reference Ref1 Ref2 Ref3 Ref4 Ref5 Ref6 Ce travail
1a Détection – X X X X X X
TD – X X X X X X
1b Détection – X X X X X X
TD – X x X x x X
2a Détection X X X X X X X
TD X X X X x X X
2b Détection X X X X X X X
TD X x X X X X X
3a Détection – X – – – – X
TD – X – – – – X
3b Détection X X X X X X X
TD X X X X X X X
4a Détection X X X X X X X
TD X X X X x X X
5a Détection – x X X X x X
TD – – x X x – x
5b Détection – x X – X X X
TD – – x – x x x
6 Détection – X – – – – X
TD – X – – – – X
Détection : Si défaut détecté (X). Si défaut non détecté(x). Si défaut non abordé (–)
TD : Si demps de détection respecté (X). Si temps de détection non respecté(x). Si non
étudié (–)
La dernière colonne représente les résultats de détection obtenus dans ce chapitre.
Tab. 7.2 – Comparaison avec les autres travaux abordant les défauts de ce
benchmark.
7.9.2 Conclusions générales
Dans ce chapitre le problème de diagnostic des défauts dans un benchmark d’une turbine
éolienne est abordé. Les résidus ont été définis en termes de critères quadratiques de
vraisemblance tout en se basant sur les modèles des différents sous-systèmes. Tous les
défauts ont été détectés avec le temps de détection souhaité à l’exception de deux défauts
comme le montre le tableau 7.2. L’accent a été mis sur une méthode simple et en même
temps efficace, et qui par comparaison avec d’autres méthodes plus complexes, a aboutit
à une résolution efficace du problème.
———————————
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Cette thèse concerne principalement la résolution des problèmes d’inversion dyna-
mique dans le cadre des systèmes dynamiques non linéaires. Ainsi, un ensemble de
techniques basées sur l’utilisation des trains de mesures passées et sauvegardées sur une
fenêtre glissante, a été développé. En premier lieu, les mesures sont utilisées pour générer
une famille de signatures graphiques, qui constituent un outil de classification permet-
tant de déterminer certaines variables à estimer pour un système non linéaire donné.
Cette première technique a été appliquée à la résolution de deux problèmes : le problème
d’électolocation d’un robot doté du sens électrique et le problème d’estimation d’état
dans les systèmes à dynamiques non linéaires. Outre ces deux applications, des tech-
niques d’inversion à horizon glissant spécifiques au problème de diagnostic des défauts
d’éoliennes dans le cadre d’un benchmark international ont été développées. Ces tech-
niques sont basées sur la minimisation de critères quadratiques basés sur des modèles de
connaissance. L’ensemble de ces applications a été traité dans ce manuscrit comme suit :
• Dans le chapitre 2, une étude de l’état de l’art a été effectuée sur les observateurs
linéaires et essentiellement les observateurs non linéaires. En gros, ces derniers
peuvent être classés en deux catégories : une basée sur les outils linéaires et la
deuxième dépendante d’une forme particulière du système étudié. Pour chacun
des observateurs présentés, les avantages et les inconvénients ont été bien illustrés.
• Dans le chapitre 3, un nouvel outil pour la résolution des problèmes dynamiques
inverses dans les systèmes non linéaires a été rappelé. Son principe de base
est de proposer des signatures graphiques bi-dimensionnelles générées à partir
des mesures d’un système donné. La définition de cette signature est basée sur
l’utilisation d’une application d’un espace de grande dimension, contenant les
mesures passées, dans le plan R2. La grande capacité de classification humaine
permet d’extraire des caractéristiques graphiques à partir de ces signatures. Ces
caractéristiques sont ensuite traduites en termes de fonctions analytiques afin
de permettre la résolution du problème inverse défini (estimation des inconnus
d’un système, détection des variations paramétriques, diagnostic,etc.). L’exemple
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de l’oscillateur de Van-der-Pol donné dans ce chapitre a montré l’efficacité de
l’utilisation de la signature pour la détection et la localisation des défauts, même
multiples. A noter que la technique des signatures graphiques a été développée
récemment et appliquée dans le cadre de diagnostic des défauts (voir les réfé-
rences [Youssef, 2005; Youssef & Alamir, 2003; Youssef & Alamir, 2005; Youssef
et al., 2005])
• Dans le chapitre 4, une présentation d’une méthodologie d’électrolocation sans
modèle a été proposée et validée. Le travail consiste à déterminer la position
d’un robot sous forme d’anguille électrique dans un environnement 2D à partir
de la connaissance des mesures de courants électriques reçus par ses capteurs
épidermiques. Ce travail s’inscrit dans le cadre du projet national ANR-RAAMO
(Robot Anguille Autonome en Milieux Opaques) dont le but est de construire un
robot anguille autonome capable de l’électrolocation. Il s’agit du principe utilisé
par certaines espèces de poissons des forêts équatoriales, dits électriques, pour se
déplacer dans les eaux troubles sans aucun repère visuel. Ainsi un ensemble de
signatures graphiques a été construit et utilisé pour déterminer les positions carté-
siennes d’un prototype dans un acquarium 2D. Le schéma (basé sur les signatures
graphiques) développé a été validé par application sur des données réelles ob-
tenues à partir d’un banc de test développé par les partenaires du projet RAAMO.
Une investigation future portera sur la navigation en présence d’objets arbi-
traires où le problème de classification serait défini par la présence ou non
d’objets dans telle ou telle direction. Ces directions sont définies dans le système
de référence du robot. Dans ce sens, l’ambition de positionnement absolu sera
abandonnée vers un contexte plus réaliste d’électrolocation. De plus, l’utilisation
des sondes à électrodes multiples (jusqu’à 16 déjà disponibles sur une seule sonde)
permettrait d’éviter la nécessite d’un protocole assez complexe d’électrolocation.
• Dans le chapitre 5, un nouveau schéma d’estimation à horizon glissant a été proposé.
Il vise soit à résoudre complètement le problème d’estimation d’états/paramètres
d’un système non linéaire soit à réduire partiellement la charge de calcul lors
de la résolution du problème classique des MHO (Moving Horizon Observers).
L’approche générale est basée sur l’utilisation de la technique des signatures
graphiques. L’idée de base est de dériver hors ligne une expression explicite qui
donne une partie du vecteur d’inconnus en fonction de l’autre partie (dans le
cas d’observateur réduit). Les concepts ont été validés par plusieurs exemples,
illustratifs et concrets pour montrer l’efficacité du schéma proposé.
Le cadre du travail proposé a conduit à une conception d’un observateur
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(complet ou réduit selon le cas), qui est dédié à la reconstruction (d’une partie ou
la totalité) des états non mesurés. Les contraintes de saturation (les contraintes
de positivité dans beaucoup de cas) peuvent être traitées par la définition de
l’ensemble d’apprentissage utilisé pour dériver les nuages de signatures. Il semble
toutefois évident que la méthode proposée est spécialement dédiée aux systèmes
potentiellement très non linéaires, mais seules les dimensions modérées du vecteur
d’état peuvent être adressées. En cas de succès, la solution proposée correspond à
une complexité de calcul extrêmement réduite.
Pourtant, contrairement aux observateurs d’état classiques tel que l’observa-
teur de Luenberger où le conditionnement de la matrice de l’observabilité influe
sur l’estimation de tous les états, la technique basée sur les signatures graphiques
permet de déterminer une partie de l’état d’une façon précise et une autre pas
forcément précise. Par conséquent, pour des cas des systèmes avec un nombre
élevé d’états, il s’avère possible que la signature puisse trouver une partie de l’état
ce qui pourra être intéressant dans des problèmes de supervision et de commande.
En outre, les exemples montrés dans ce chapitre ne présentent pas une en-
trée de commande. Sa présence rend le problème plus complexe, c’est ainsi qu’il
faut chercher des solutions plus simples. Il est important de signaler que dans
l’application du chapitre 4, la commande existe mais n’apparaît pas d’une façon
claire lors de la procédure d’estimation de la position du robot. A un instant
donné où un scénario est défini, la signature construite est basée sur la commande
imposée. Pourtant, entre deux instants considérés de localisation, le robot peut
vivre sa vie et l’entrée de commande pourra être libre.
Par ailleurs, dans le cadre de ce chapitre 5, une entrée de commande pourra être
traitée de différentes manières parmi lesquelles :
1. u peut se définir comme paramètre d’une façon semblable au cas de l’exemple
de Van-der-Pol présenté dans le chapitre 2. Ainsi, il est possible d’utiliser
l’approximation quadratique de u sur un intervalle de temps considéré.
2. Un autre cas consiste en un système avec une commande basée sur un ob-
servateur. L’idée dans ce cas est de définir un système étendu sans état où u
sera un cas de xˆ. Plus précisément, prenons le cas d’un système commandé
par retour de sortie. Le système étendu aura pour dynamique :
x˙ = f(x, k(xˆ))
˙ˆx = f(x, k(xˆ))− k(y − Cxˆ)
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Par conséquent, le système obtenu est un système autonome de grande di-
mension où les variables à estimer dans ce cas sont regroupées dans le vecteur
étendu (x, xˆ)T . Ainsi la technique basée sur les signatures peut être utilisée
pour trouver au moins une partie des variables, de même il est possible d’es-
timer les paramètres en utilisant l’estimation paramétrique.
Comme futures investigations, le but est d’automatiser la détermination du
paramètre N de la signature appropriée et le choix de la propriété associée r pour
chaque sous-problème d’estimation.
Une autre perspective consiste à identifier des relations non linéaires de la forme
suivante :
y(k + i) := F (y(k − 1), . . . , y(k −Ny), u(k), . . . , u(k −Nu))
• Dans le chapitre 6, une étude de l’état de l’art sur les techniques de diagnostic
est donnée. Dans la littérature de nombreuses méthodes de diagnostic ont été
développées en vue de la détection et la localisation des défauts dans les différents
équipements du système industriel. Dans ce chapitre, une revue bibliographique
non exhaustive a été réalisée pour rappeler les notions de base de ces différentes
méthodes qui se classent essentiellement en deux grandes familles. La première
famille de méthodes, ou méthodes internes, reposent sur l’existence d’un modèle
mathématique du système, construit à partir des relations de la physique ou
par des techniques d’identification. Dans cette catégorie, un résidu est généré en
comparant les mesures disponibles avec les informations a priori fournies par le
modèle ; c’est par analyse de ce résidu que le diagnostic peut être effectué. La
deuxième famille de méthodes, ou méthodes externes est plus intéressante dans le
cas où aucun modèle n’est disponible pour décrire le comportement du système.
Le diagnostic est effectué dans ce cas en utilisant les observations passées et
présentes du système.
• Dans le chapitre 7, une brève présentation des éoliennes a été donnée.
• Dans le chapitre 8, le problème de diagnostic des défauts dans un benchmark d’une
turbine éolienne est abordé. Les résidus ont été défini en terme de critères qua-
dratiques de vraisemblance tout en se basant sur les modèles des différents sous-
systèmes. Tous les défauts ont été détectés avec le temps de détection souhaité à
l’exception de deux défauts comme le montre le tableau 7.2. L’accent a été mis
sur une méthode simple et en même temps efficace, et qui par comparaison avec
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d’autres méthodes plus complexes, a aboutit à une résolution efficace du problème.
Une publication traitant les résultats de ce chapitre est en cours de rédaction.
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