Abstract Standard differential equation-based models of collective cell behaviour, such as the logistic growth model, invoke a mean-field assumption which is equivalent to assuming that individuals within the population interact with each other in proportion to the average population density. Implementing such assumptions implies that the dynamics of the system are unaffected by spatial structure, such as the formation of patches or clusters within the population. Recent theoretical developments have introduced a class of models, known as moment dynamics models, which aim to account for the dynamics of individuals, pairs of individuals, triplets of individuals, and so on. Such models enable us to describe the dynamics of populations with clustering, however, little progress has been made with regard to applying moment dynamics models to experimental data. Here, we report new experimental results describing the formation of a monolayer of cells using two different cell types: 3T3 fibroblast cells and MDA MB 231 breast cancer cells. Our analysis indicates that the 3T3 fibroblast cells are relatively motile and we observe that the 3T3 fibroblast monolayer forms without clustering. Alternatively, the MDA MB 231 cells are less motile and we observe that the MDA MB 231 monolayer formation is associated with significant clustering. We calibrate a moment dynamics model and a standard mean-field model to both data sets. Our results indicate that the mean-field and moment dynamics models provide similar descriptions of the 3T3 fibroblast monolayer formation whereas these two models give very different predictions for the MDA MD 231 monolayer formation. These outcomes indicate that standard mean-field models of collective cell behaviour are not always appropriate and that care ought to be exercised when implementing such a model.
Introduction
Continuum models of collective population dynamics typically invoke a mean-field assumption implying that individuals within the population interact with each other in proportion to their average density (Law and Dieckmann 2000; Law et al. 2003; Law et al. 2009 ). The mean-field assumption can be invoked explicitly, such as in the case of considering a lattice-based discrete random walk model where an approximate partial differential equation (pde) or ordinary differential equation (ode) description is derived by assuming that the occupancy status of lattice sites are independent (e.g. Deroulers et al. 2009; Penington et al. 2011; Penington et al. 2012; Plank and Simpson 2012; . Alternatively, the mean-field assumption can be invoked implicitly, such as in the case of applying standard ode or pde descriptions of collective cell behaviour without necessarily considering the underlying discrete process (e.g. Maini et al. 2004a Maini et al. , 2004b Sengers et al. 2007; Sherratt and Murray 1990; Swanson et al. 2003; Tremel et al. 2009; Murray 2002) . Invoking the mean-field assumption implies that the dynamics of the system is unaffected by spatial structure, such as the formation of patches or clusters of individuals (Bolker and Pacala 1997; Law and Dieckmann 2000; Law et al. 2003; Simpson et al. 2010a) .
Great progress has been made in developing continuum models that relax the mean-field assumption for various applications including surface chemistry reactions (Mai et al. 1993 (Mai et al. , 1994 , interacting plant communities (Bolker and Pacala 1997; Law and Dieckmann 2000; Law et al. 2003) , infectious disease progression (Dangerfield et al. 2008; Keeling et al. 1997; Sharkey 2008 Sharkey , 2011 and point particle birth-death processes (Young et al. 2001) . Our recent work has focused on adapting these techniques to discrete models of cell migration, proliferation and death processes which include finite size effects by allowing, at most, only one agent to occupy a particular location in space. This theoretical work implies that rapid cell proliferation (Baker and Simpson 2010; or strong cell-to-cell adhesion (Johnston et al. 2012 ) can lead to clustering (Simpson et al. 2010a ). Our theoretical work has shown that alternative models, based on studying the dynamics of individuals, pairs of individuals, triplets of individuals, and so on (Bolker and Pacala 1997; Illian et al. 2008; Law and Dieckmann 2000; Law et al. 2003; Murrell et al. 2004) , together with an appropriate moment closure approximation (Hansen and McDonald 2006; Singer 2004; Raghib et al. 2011) , gives an improved prediction of the system behaviour (Baker and Simpson 2010; Johnston et al. 2012) . We refer to such models as moment dynamics models.
In this manuscript, we present a combined experimental and modelling study where our recently-developed moment dynamics models are applied to new experimental measurements. We consider a two-dimensional assay where an initiallyuniform population of cells are placed on a tissue culture plate and monitored in real time as the cells move and proliferate to form a monolayer. Two cell types are considered: 3T3 fibroblast cells (3T3 cells) and MDA MB 231 breast cancer cells (231 cells). Visual observations indicate that the 3T3 fibroblast cells remain approximately spatially uniform as the monolayer forms. Conversely, the 231 breast cancer cell monolayer displays significant clustering. Separate measurements of the random motility of the cells (cell diffusivity) and the population growth are made for both cell types allowing us to calibrate a standard mean-field model and a more sophisticated moment dynamics model to the growth data. Our results indicate that the mean-field model and the moment dynamics model give similar results for the 3T3 fibroblast cell monolayer formation. Alternatively, the mean-field model and the moment dynamics model lead to very different predictions for the 231 monolayer formation. The presence, or absence, of clustering in the experimental data is confirmed by separately calculating a spatial index which allows us to quantitatively assess whether the spatial distribution of individuals is uniform or clustered Phelps and Tucker 2006) . We conclude by reiterating that continuum models based on the mean-field assumption should not be applied to population dynamics problems where cell clustering is present, and we also outline further extensions to our modelling and experimental work.
Methods

Experimental Methods
3T3 Culture
Murine fibroblast 3T3 cells (Todaro and Green 1963) were cultured in Dulbecco's modified Eagle medium (Invitrogen, Australia) supplemented with 5 % fetal calf serum (FCS) (Hyclone, New Zealand), 2 mM L-glutamine (Invitrogen) and 1 % v/v Penicillin/Streptomycin (Invitrogen) in 5 % CO 2 at 37°C. Monolayers of 3T3 cells were cultured in T175 cm 2 tissue culture flasks (Nunc, Thermo Scientific, Denmark). Cells were lifted just prior to confluence using 0.05 % trypsin (Invitrogen). Viable cells were counted using a Trypan blue exclusion test and a haemocytometer.
MDA MB 231
Culture This breast cancer cell line (Cailleau et al. 1974 ) was maintained in Dulbecco's modified Eagle medium (Invitrogen) supplemented with 10 % FCS (Hyclone) and 1 % v/v Penicillin/Streptomycin (Invitrogen). The cells were cultured in 5 % CO 2 at 37°C. Monolayers of 231 cells were cultured in T175 cm 2 tissue culture flasks (Nunc, Thermo Scientific, Denmark). Cells were lifted just prior to confluence using 0.05 % trypsin (Invitrogen, Australia). Viable cells were counted using a Trypan blue exclusion test and a haemocytometer.
Imaging of Monolayer Formation
Two different densities of cell suspension were used; 5,000, and 25,000 cells/100 µL. The cell suspension was carefully introduced into wells of a 24-well tissue culture plate so that some wells contained 5,000 cells initially (N = 3) and others contained 25,000 cells initially (N = 3). Cells were monitored in real time using a Leica AFLX 6000 widefield microscope. Image sequences were acquired at a magnification of 10x. A series of images, each covering an area of 640 µm × 480 µm, was recorded every hour over a period of 48 hours.
Modelling Methods
We consider a model of cell motility and proliferation which has been described, and analysed, previously (Baker and Simpson 2010) . The model can be implemented using a discrete random-walk framework (Codling et al. 2008 ) and the continuum limit of the model can be obtained by techniques outlined in (Baker and Simpson 2010) . In brief, the discrete model consists of a two-dimensional square lattice with lattice spacing Δ. Each site may be occupied by, at most, one agent. Each agent has a transition rate P m per unit time of moving to another lattice site and a proliferation rate P p per unit time of giving birth to another agent. We suppose that motility events take place so that a motile agent at location (x, y) will attempt to step to (x, y ± Δ) or (x ±Δ, y) such that each target site is chosen with equal probability of 1/4. Similarly, a proliferative agent at site (x, y) will attempt to deposit a daughter agent at (x, y ± Δ) or (x ± Δ, y) such that each target site is chosen with equal probability 1/4. The model is an exclusion process (Liggett 1999) in the sense that potential movement and proliferation events can only take place if the target site is vacant. We will consider the case where the initial distribution of agents is spatially uniform and we denote the number of agents on the lattice at time t by Q(t). Discrete simulations of this process can be performed using the Gillespie algorithm (Baker and Simpson 2010; Gillespie 1977) . Such simulations of this discrete model have been presented, at length, previously (Baker and Simpson 2010) . Here, we focus on applying a moment dynamics description of this discrete process to a new set of experimental data so that we can explore the implications of invoking the mean-field assumption.
To model the discrete system we use k-point distribution functions (Mai et al. 1993 (Mai et al. , 1994 , ρ (k) (k = 1, 2, . . .), to gain information about the correlations between occupancy of different lattice sites. Essentially, the ρ (k) functions are multivariate probability distribution functions describing the occupancy of k-tuplets of lattice sites. We use l, m and n to denote various lattice sites, and σ l ∈ {0, A} to be the lattice variable describing the state of site l. For k = 1 we have
where c l is the density of agents at site l. In other words, ρ (1) (A l ) is the probability of finding an agent at site l, while ρ (1) (0 l ) is the probability of finding site l vacant. Our lattice and initial conditions are translationally invariant so that c l represents the density of agents at any site l and we will henceforth drop the subscript notation. The assumption of translational invariance also simplifies our analysis since it means that we do not explicitly consider boundary effects. For our initial condition, the distribution function with k = 2 depends only on the distance between two lattice sites, r = |l − m| ≥ Δ. The correlation function (Mai et al. 1993 (Mai et al. , 1994 can be defined as
The correlation function has a relatively straightforward physical interpretation. Setting F (|l −m|) = 1 implies that the occupancy status of sites l and m are independent.
Alternatively, if F (|l − m|) = 1 the occupancy status of sites l and m are correlated and the mean-field assumption is violated. If F (r) > 1, pairs of agents at distance r are more abundant than the mean-field density, whereas if F (r) < 1 pairs of agents at distance r are less abundant than the mean-field density. Intuitively, we expect that the occupancy status of distant sites will be uncorrelated so that we have an asymptotic condition F (|l − m|) → 1 as |l − m| → ∞.
Following the approach outlined in Baker and Simpson (2010) , we now develop expressions for the time rate of change of the 1-and 2-point distribution functions. For the 1-point distribution functions we have
where α n,l = 1 if l and n are nearest neighbour sites and α n,l = 0 otherwise. The summation in (3) is considered to be over n, which represents all sites on the lattice except site l. Each term on the right of (3) corresponds to a potential motility or proliferation event that would alter the occupancy of site l. For example, each positive term proportional to P m represents the potential configuration where site l is vacant and one of the nearest neighbour lattice sites is occupied so that the agent in question could step to site l thereby increasing the density of site l. A similar interpretation of the remaining terms on the right of (3) can be given. Baker and Simpson (2010) show that (3) simplifies to
If we assume that the occupancies of neighbouring sites are independent, and F (Δ) ≡ 1, Eq. (4) reduces to the logistic equation, dc/dt = P p c(1 − c), which is the standard mean-field representation of this discrete process (Simpson et al. 2010b) . We note that the logistic equation is independent of the motility rate, P m , and we will discuss the consequences of this in Sects. 3.3 and 3.4. To solve (4) without invoking the mean-field assumption, we must also solve for F (Δ), and we achieve this by considering the time evolution of the 2-point distribution functions. Here, we have
Each term on the right of (5) corresponds to a potential motility or proliferation event that would alter the probability of finding a pair of agents at sites l and m. For example, the first term on the right of (5) represents a triplet configuration where site l is occupied, site m is vacant, and one of the nearest neighbour sites of m is occupied so that if that nearest neighbour agent moves into site m, a new pair of agents at l and m will be formed. All remaining terms on the right of (5) can be interpreted in a similar way. It is relevant to note that the time rate of change of the pair density, ρ (2) (A l , A m ), can be either increased or decreased through motility events in the discrete model since agent movement can either lead to the formation of new pairs of agents, or the destruction of existing pairs of agents. Alternatively, the time rate of change of the pair density, ρ (2) (A l , A m ), can only ever increase through proliferation events in the discrete model since agent proliferation can lead to the formation of new pairs but never leads to the destruction of existing pairs of agents. Equation (5) can be combined with (2) and simplified to show how the correlation functions at each distance evolve in time, namely,
To close (6), we need to express the remaining ρ (3) terms as ρ (2) terms and we do this by using the Kirkwood superposition approximation (ksa), which can be written as (Hansen and McDonald 2006; Singer 2004 )
The ksa allows us to write dF dt
whereF (|l − m|) is the discrete lattice Laplacian
To make predictions using the moment dynamics model, we solve (4) for c and (8) for F (r) simultaneously (Baker and Simpson 2010) . We solve a truncated system by solving (8) for F (r) considering all appropriate increasing lattice distances Δ ≤ r ≤ r max with F (r) ≡ 1 for r > r max (Baker and Simpson 2010) . For all results reported here we solved the truncated system by setting r max = 5Δ and re-solved the system with r max = 10Δ to ensure that the different truncations give similar results. In practice, our model involves relatively short-range correlations, and we find that setting r max = 5Δ is sufficient to capture these details. We note that the equivalent mathematical expression for (8) in Baker and Simpson (2010) contained a typographical error which has been corrected here. This typographical error did not affect the results in Baker and Simpson (2010) , and it does not affect the results presented here.
Results
Visual Observations of Monolayer Development
Snapshots of the growth processes are shown in Fig. 1 . Although images were recorded over a period of 48 hours, we found that it became increasingly difficult to distinguish between individual cells within the monolayer towards the end of this time period as the cell density increased significantly. To alleviate this, we choose to focus on data from the first 25 hours of the experiment where the cell density is sufficiently low that we can accurately identify the location of individual cells within the growing population. Images in Fig. 1 The snapshots were taken at a random location within the well and our snapshots at different times focus on the same randomly-located window of dimension 640 µm × 480 µm. The location of individual cells within the window is indicated by a red square and the scale bar corresponds to 100 µm. Certain properties of the growth process of the 231 cells are indicated. The solid square illustrates a region of space that is initially vacant and remains vacant over the 24 hour period, the solid circle indicates the location of an individual 231 breast cancer cell that remains relatively stationary over the 24 hour period, and the dotted circle indicates the location of an individual 231 breast cancer cell that undergoes several proliferation events and relatively few motility events so that we observe the development of a patch or cluster of cells over time (Color figure online) cells during the first 24 hours. To highlight the position of each cell within the growing population, we have superimposed a red square onto the centre of each cell. These three snapshots show the same field of view, which indicates that the cell density increases rapidly during this period. Importantly, we see that the spatial distribution of these cells appears to be uniform with no obvious development of patchiness or clustering over the 24 hours period shown in Fig. 1 .
Images in Fig. 1(d) - (f) show the distribution of MDA MB 231 breast cancer cells during the first 24 hours. We superimposed a red square onto the centre of each cell to highlight the location of individual 231 cells amongst the growing population. These three snapshots show the same field of view, which indicates that, as for the 3T3 fibroblast cells, the number of the 231 cells increases rapidly during this period. Unlike the 3T3 cells, however, the spatial distribution of 231 cells is not uniform. In particular, we see that certain regions in the image that are initially vacant, such as the region illustrated with the black square ( Fig. 1(d) ), remains vacant at t = 12 and t = 24 hours ( Fig. 1(e) - (f)). Unlike the 3T3 cells, it is possible to visually identify a particular 231 cell at t = 0, such as the cell highlighted in the solid circle ( Fig. 1(d) ), which can be clearly identified at t = 12 and t = 24 hours, indicating that this cell is relatively immobile (Fig. 1(e) - (f)). The mechanisms leading to the formation of clusters can also be quantitatively identified from the images in Fig. 1 since we can identify certain cells, such as the cell highlighted in the dotted circle ( Fig. 1(d) ), that proliferate several times during the period over which the images were recorded. Since the original mother cell and the new daughter cells undergo relatively little movement, we observe a discrete cluster, or patch of cells forming over time as a result ( Fig. 1(e)-(f) ).
In summary, our visual interpretation of the MDA MB 231 and 3T3 fibroblast cell growth process suggests that the 231 population displays significant spatial patterning whereas the 3T3 population remains relatively uniform. We will now apply both a standard mean-field model and the more detailed moment dynamics model to both these data sets to explore the significance of the role of the spatial patterning and cluster development in these experiments.
Estimating the Random Motility Rate
Our visual inspection of the data in Fig. 1 suggests that the 3T3 fibroblast cells are relatively motile whereas the MDA MB 231 breast cancer cells are less motile. To quantify this difference we estimate the motility of both cell types by analysing many individual cell trajectories. To characterise the intrinsic motility rate in the absence of cell-to-cell crowding effects, we analyse trajectories of isolated cells that do not interact with other cells over the duration of that particular trajectory. Since isolated cells were more easily identified within the low density experiments, where 5,000 cells were placed into each tissue culture well, we focus on trajectories from these low density experiments rather than the higher density experiments where 25,000 cells were placed into each tissue culture well.
Since cells are initially placed into the tissue culture well approximately uniformly, we do not expect, and we do not observe on average, any biased mo-tion. To characterise the motility we estimate the squared displacement of both the x-coordinate and the y-coordinate of each trajectory
where x(t) is the x-coordinate of the location of the tagged cell after time t, and y(t) is the y-coordinate of the tagged cell after time t. An estimate of the random motility coefficient (diffusivity), in each orthogonal direction, is obtained using a standard approach (Hughes 1995) by fitting a straight line to the data
where D x and D y are the diffusivities in the orthogonal x and y directions, respectively (Cai et al. 2007; Hughes 1995) . We note that this standard approach makes the simplifying assumption that the diffusivities are constant and do not change over time (Massey et al. 2012) . Data in Fig. 2(b) - (c) show the x 2 (t) and y 2 (t) values for the particular cell shown in Fig. 2(a) , obtained over a period of 10 hours. If we treat the trajectory of the cell in Fig. 2 (a) alone, the straight line regression for this one trajectory, shown in Fig. 2(b) -(c), gives D x = 133.4 µm 2 /hour, and D y = 70.7 µm 2 /hour. We emphasise that these estimates correspond to data from one trajectory only and that the trajectory of one cell corresponds to one experimental realisation of the stochastic process. To obtain an average estimate of diffusivity, we repeated the same process for another 39 trajectories. In total, we measured x 2 (t) and y 2 (t) for 40 individual trajectories, giving us 40 estimates each of D x and D y . The duration for which we analysed each trajectory was different since some trajectories took a long time before that particular cell collided with others, whereas some trajectories encountered a cell-to-cell collision after a relatively short period. The shortest trajectory we considered was 3.9 hours, and the average duration of all 40 trajectories was 10.8 hours. Averaging our estimates over the sample of 40 trajectories gave us D x (3T3) = 107.7±27.3 µm 2 /hour and D y (3T3) = 99.7±18.8 µm 2 /hour, where we have chosen to characterise the variability in our estimates using the standard error. These diffusivity estimates indicate that there is very little difference between the observed random motility in the two orthogonal directions, as we might have anticipated. Therefore, we will characterise the motility of 3T3 cells using a constant diffusivity, D, that is independent of direction which we obtain by averaging our 80 estimates to give D(3T3) = 103.7 ± 23.0 µm 2 /hour. The diffusivity of the 231 breast cancer cells was estimated using the same procedure. Data in Fig. 2(e) -(f) show x 2 (t) and y 2 (t) for the cell shown in Fig. 2(d) , which was analysed over a period of 10 hours. The straight line regression for this one particular trajectory gives D x = 4.2 µm 2 /hour and D y = 0.6 µm 2 /hour, suggesting that this particular cell is far less motile than the 3T3 cell shown in Fig. 2(a) . Averaging over 40 equivalent trajectories gives us D x (231) = 6.1 ± 1.4 µm 2 /hour and D y (231) = 6.3 ± 1.4 µm 2 /hour, which again indicates that there is very little difference between the observed motility of cells in the x and the y, as expected. Therefore, we average the entire data set and treat the diffusivity as a constant that is independent of direction to give D(231) = 6.2 ± 1.4 µm 2 /hour. The shortest trajectory for the MDA MB 231 cells was 9 hours, and the average duration of all 40 trajectories was 24.1 hours.
Our estimates of diffusivity can be converted into an equivalent motility rate, P m , since we have D = (P m Δ 2 )/4 (Baker and Simpson 2010) giving P m (3T3) = 0.66 ± 0.15 hour −1 and P m (231) = 0.04 ± 0.01 hour −1 . To obtain these estimates we assume that the diameter of both cells types is Δ ≈ 25 μm, which is consistent with the images in Fig. 2(a) and (d) . Comparing the motility rates indicates that the 231 cells are more than an order of magnitude less motile than the 3T3 cells. This major difference in cell motility will have no consequence when we apply the standard mean-field model to the cell growth process since the standard mean-field model, Eq. (4) with F (Δ) = 1, is independent of P m . Alternatively, we expect that the difference in motility rate will have a significant influence when we apply the moment dynamics model, given by (4) and (8), since the dynamics of the correlation functions depends on P m .
Using Experimental Data to Estimate the Proliferation Rate: Traditional
Mean-Field Model
We will first estimate the growth rate, P p , for both cell types using a traditional mean-field model. To be consistent with the discrete model described in Sect. 2.2, we assume that the carrying capacity density corresponds to the maximum packing of circles on a square lattice. This implies that the 640 µm × 480 µm inspection window in Fig. 1 will approximately accommodate a maximum of K = 500 cells of diameter 25 µm. With this estimate, the non-dimensional density of cells is given by c(t) = (4) and (8) with P p chosen to minimise the least-squares error between the experimental data and the solution of the moment dynamics model during the interval t ≤ 25 hours. The calibrated model was also used to predict the density profile over a longer interval, t ≤ 108 hours (dotted), to show the expected behaviour of the system as the density increases towards confluence. The profile in (b) corresponds to the moment dynamics model with P p (3T3) = 0.056 hour −1 and P m (3T3) = 0.66 hour −1 . The profile in (e) corresponds to the solution of the moment dynamics models with P p (231) = 0.069 hour −1 and P m (231) = 0.04 hour −1 . Profiles in (c) and (f) show the evolution of F (Δ) from the solution of (4) and (8) 
Q(t)/K, where Q(t) is the number of cells present in the inspection window at time t.
Data in Fig. 3(a) and (d) show the increase in non-dimensional cell density with time for the first 25 hours of the experiment. The density curves represent averaged cell density data and were constructed using three identically-prepared experimental data sets. These data indicate that the density increases approximately 2.5 times during this time interval for both cell types. The traditional mean-field model of monolayer development without clustering effects is given by (4), with F (Δ) ≡ 1, which has the solution c(t) = c(0)e P p t 1 + c(0)(e P p t − 1) .
To estimate the growth rate we fitted (12) to the density data in Fig. 3(a) and (d) for the first 25 hours of the experiment. The fitting was done by setting c(0) = 0.18 for the 3T3 fibroblast cells and c(0) = 0.17 for the 231 cells, as given by the average data in Fig. 3(a) and (d) . For each cell type we estimated the proliferation rate such that it minimised the least-squares error,
where c e (t i ) is the experimentally-observed density at time t i , c m (t i ) is the density predicted by the model at time t, and k is the number of observation points. We found that choosing P p (3T3) = 0.055 hour −1 and P p (231) = 0.055 hour −1 gave a minimum value for E.
Estimating the Proliferation Rate: Moment Dynamics Model
To model the monolayer formation without invoking a mean-field assumption we apply (4) and (8) to the data in Fig. 3(a) and (d) . We solve (4) and (8) numerically using a fourth order Runge-Kutta method with constant step size h (Baker and Simpson 2010) and we make the simplifying assumption that the initial distribution of cells are located at random giving F (r) = 1, ∀r at t = 0.
Using the numerical solutions of (4) and (8), we found the proliferation rate, P p , that minimised E in (13) for the data in Fig. 3(a) and (d). For the 3T3 fibroblast cells, this gave P p (3T3) = 0.056 hour −1 , which is just 2 % larger than the proliferation rate predicted using the traditional mean-field model, Eq. (12). For the 231 cells, we found an optimal proliferation rate of P p (231) = 0.069 hour −1 , which is 25 % greater than the proliferation rate obtained by fitting the traditional mean-field model in Sect. 3.3.
Results in Fig. 3(b) and (e) show the evolution of the density, c(t), as predicted by the solution of (4) and (8) using the proliferation rate chosen to provide the best match to the observed data. The solution of the moment dynamics model is shown over a period of 108 hours which is a sufficient time for the population density to approach the carrying capacity, c(t) ≈ 1. The moment dynamics solution is superimposed on the observed density data collected over the first 25 hours of the experiment, confirming that our choices of P p (3T3) = 0.056 hour −1 and P p (231) = 0.069 hour
provide excellent matches to the observed growth data. The corresponding evolution of the correlation function, F (Δ), is shown in Fig. 3 (c) and (f). Here we see that F (Δ) for the 3T3 fibroblast data remains relatively close to unity for all time. This is consistent with our finding of a relatively large value of P m for the 3T3 cells since a rapid rate of agent motility in the discrete model can act to reduce the density of pairs of agents that are produced by proliferation events, as illustrated in (5). In contrast, the evolution of F (Δ) for the 231 data increases well above unity before decaying to unity relatively slowly. This increase in the correlation function, F (Δ), for the 231 data is a consequence of the relatively small motility rate for these cells. The reduced motility means that the density of pairs of agents produced by proliferation in the equivalent discrete process is reduced slowly by relatively infrequent motility events.
Comparison of the evolution of the correlation function, F (Δ), in Fig. 3(c) and (f) is consistent with the differences we observe in our estimates of P p using the meanfield and moment dynamics models. The 3T3 correlation function (Fig. 3(c) ) remains relatively close to unity for all time which means that the moment dynamics model is reasonably well approximated by the mean-field model since equation (4) simplifies to the standard mean-field logistic equation when F (Δ) ≡ 1. This is also consistent with our observation that the calibrated moment dynamics model predicts a proliferation rate that is just 2 % larger than the mean-field model for the 3T3 fibroblast cell data. In this case, the difference in the growth rate predicted by the moment dynamics model and the traditional mean-field model is practically negligible, indicating that there is little advantage in using the moment dynamics model. Conversely, the correlation function for the 231 cells (Fig. 3(f) ) increases to a maximum of approximately 1.45 and before decaying to unity relatively slowly, suggesting that we have a significant difference between the mean-field and the moment dynamics models for this data set. This is consistent with our parameter estimates which indicate that the growth rate in the moment dynamics model is 25 % larger than the proliferation rate predicted by the traditional mean-field model. Figure 3 (c) and (f) also provides an indication of the sensitivity of the results of the moment dynamics model to our estimates of the motility rate. The solid line in Fig. 3(c) and (f) shows the evolution of the correlation function for our estimates of the motility rates, P m (3T3) = 0.66 hour −1 and P m (231) = 0.04 hour −1 . We also superimpose lower and upper bounds of the correlation function, obtained by resolving (4) and (8) using the upper bounds (P m (3T3) = 0.81 hour −1 , P m (231) = 0.05 hour −1 ) and lower bounds (P m (3T3) = 0.51 hour −1 , P m (231) = 0.03 hour −1 ) of the motility rates, while holding all other parameters constant. We found that the solution of the moment dynamics model for the non-dimensional density, c(t), was less sensitive to the variability in the motility rate than the correlation function, F (Δ). Therefore, we do not show upper and lower bounds for the non-dimensional density data in Fig. 3(b) and (e).
Spatial Statistics
Our results in Sects. 3.3 and 3.4 indicate that the development of the 231 monolayer is associated with significant short-range correlations and clustering that are neglected by the usual mean-field logistic description. Conversely, the development of the 3T3 fibroblast monolayer is relatively unaffected by short range correlations, and consequently we observe that the moment dynamics description of the growth rate is very similar to the standard mean-field description. We now provide an independent, but complementary, analysis of the spatial distribution of cells in the experiments. To do this, we consider a rectangular domain, of dimensions X × Y , populated by Q(t) cells, each of which occupies an average area s. We divide the spatial domain into M equally-sized bins, and at each time t count the number of cells in bin j to give b (j, t) . With this information, we can calculate the expected number of cells per bin, Q(t)/M, and the variance of the number of cells per bin. A scaled variance, or index Binder et al. , 2012 Hackett-Jones et al. 2011; Phelps and Tucker 2006) , can then be defined as
where I (t) ∈ [0, 1]. A value of I (t) = 1 corresponds to maximum segregation where all cells lie in one bin, whereas I (t) = 0 corresponds to a perfectly uniform distribution where each bin contains exactly the expected number of cells, Q(t)/M. Although the perfectly uniform distribution is theoretically possible, it is not often realised in practice. Instead, a more realistic situation occurs when each object is equally likely to reside in any bin which is known as the complete spatial randomness (CSR) state Phelps and Tucker 2006) . Exact expressions for the index at the CSR limit have been derived previously , and it has been shown that when the size of the object is much less than the size of the domain, s XY , we can approximate the index at the CSR limit Binder et al. , 2012 Hackett-Jones et al. 2011; Phelps and Tucker 2006) by the simplified expression
To make use of (14) and (15), we can take a given distribution of objects and a given spatial partition to calculate I (t) andÎ (t). Averaging these results over several experimental realisations of the process gives I (t) and Î (t) . Results in Fig. 4 (a) and (d) illustrate a snapshot of the distribution after 12 hours for the 3T3 and 231 cells, respectively. We will now describe how to calculate I (t) and Î (t) for these kinds of images. It is convenient to perform the spatial analysis in terms of pixels rather than the physical spatial dimensions since the images are electronically stored in dimensions of pixels. To do this, we convert the average cell area, s = π25 2 /4 µm 2 , into pixels. The area of the spatial domain (≈308,000 µm 2 ) is the same for both types of experimental images. However, the resolution of the images for the two cell types is different (3T3: 3.61920 × 10 5 pixels, 231: 2.03580 × 10 5 pixels), giving us two different values ofŝ measured in pixels. Figure 4 (b) and (e) highlights the location of each cell in Fig. 4 (a) and (d) superimposed on a regular partition of the domain. The profiles in Fig. 4(c) and (f) shows the temporal variation in I (t) and Î (t) for the 3T3 and 231 data, averaged over three independent realisations, respectively. For both cell types, at each time point, the average value of I (t) has been calculated for two different partitions. In each case, the finer partition contains approximately twice as many bins as the coarser partition. Our estimates of I (t) for both cell types appear to be approximately independent of the number of bins used in the partition as shown in Fig. 4(c) and (f). Comparing the average index values and the corresponding CSR limit shows that the average index for the 3T3 fibroblast cell distribution is slightly less than the CSR limiting value, indicating that the distribution of 3T3 cells is close to the CSR state. Conversely, the average index for the 231 cells is above the CSR limit, indicating that the distribution of 231 cells is nonuniform. This difference confirms our visual interpretation of our results in Fig. 1 and is also consistent with our modelling results in Sects. 3.3 and 3.4. 
Discussion and Conclusion
Traditional models of collective cell behaviour typically invoke a mean-field assumption implying that individuals within the population interact with each other in proportion to their average mean-field density (Law and Dieckmann 2000; Law et al. 2003) . Invoking the mean-field assumption, such as in the application of reactiondiffusion equations (Maini et al. 2004a (Maini et al. , 2004b Sengers et al. 2007; Sherratt and Murray 1990; Swanson et al. 2003; Tremel et al. 2009 ), implies that the dynamics of the system is unaffected by spatial structure, such as the formation of clusters or patchiness within the population (Bolker and Pacala 1997; Law and Dieckmann 2000; Law et al. 2003; Simpson et al. 2010a ). Here, we report a series of experiments describing the formation of a monolayer from an initially sparse and approximately uniform population of cells. Two different cell types are used and our experimental results illustrate that some cells, such as the 3T3 fibroblast population, forms a monolayer where the cells remain approximately spatially uniform as the population density increases. Alternatively, other cell types, such as the MDA MB 231 breast cancer cells, develop a monolayer which involves significant clustering.
We described a discrete model of cell proliferation and motility with volume exclusion effects and briefly recalled how the average properties of the discrete system can be described using a moment dynamics model. We also point out that our moment dynamics model reduces to the usual logistic growth model when correlations between the occupancy of lattice sites are neglected. Our results illustrate that care is required when applying a mean-field model to experimental data. We show that it is possible to calibrate the standard mean-field logistic growth curve to both the 3T3 and 231 data: the simple calibration procedure provides us with an estimate of the proliferation rate; however, this procedure alone does not provide us with any opportunity for testing whether the mean-field assumption inherent in the logistic growth model is valid. To provide additional information, we also apply the moment dynamics model to the same data. Calibrating the moment dynamics model to both data sets showed that the mean-field growth rate and the moment dynamics growth rate for the 3T3 fibroblast population are almost identical. The similarity of the mean-field and moment dynamics estimates indicates that the mean-field model is a reasonable description of 3T3 monolayer formation. Alternatively, we found that the mean-field growth rate for the 231 cell population underestimated the moment dynamics growth rate by 25 %. The large difference between the mean-field and moment dynamics growth rates for the 231 cells indicates that the mean-field model might not be appropriate to describe the 231 monolayer formation. This is consistent with our visual interpretation of the 231 growth process which appears to involve significant clustering. To support our visual interpretation of the experimental images, we also used a statistical measure which confirms the absence of clusters in the 3T3 population and their presence in the 231 cell population.
The difference between the mean-field and moment dynamics growth rates for the 231 breast cancer cell population highlights two key points that can be easily overlooked when standard ode and pde models of collective cell behaviour are applied to experimental observations. First, our results indicate that standard meanfield models, such as the logistic equation, might not be the most appropriate model to apply to a given data set. This is of particular interest given that many experimental observations of collective cell behaviour indicate that cell populations often involve significant clustering (Hackett-Jones et al. 2012; Lah and Key 2012; Tamm et al. 1994) . Second, although standard mean-field models can be inappropriate for describing processes involving clustering or patchy dynamics, these models can still be calibrated to patchy or clustered data sets to produce a good match to the observed data. Without any alternative modelling and interpretive techniques, such as the moment dynamics model and spatial statistics analysis presented here, it is difficult, if not impossible, to assess whether the mean-field assumption is reasonable.
Although recent theoretical work has shown how to make modelling predictions of collective cell behaviour without the standard mean-field assumption (Baker and Simpson 2010; Johnston et al. 2012) , we are unaware of any previous study that has applied moment dynamics models to experimental observations of collective cell behaviour. Therefore, this study is a first attempt to demonstrate the possibility of using a moment dynamics model to interpret experimental observations with the aim of examining the validity of the mean-field assumption for applications in collective cell behaviour. Although we have chosen to begin our work with a relatively straightforward experimental system describing the development of a two-dimensional monolayer, our study indicates that certain refinements to the experimental system and modelling approach are possible and could lead to new insight into the role of the mean-field assumption. For example, future experimental investigations would benefit from using a fluorescent stain of the cell nucleus (Suzuki et al. 1997 ) so we can identify the location of individual cells as the density increases toward confluence. Similarly, our moment dynamics model assumes that the motion of individual cells is unaffected by cell-to-cell adhesion and it would also useful to include experimental markers of cell-to-cell adhesion (Shiozaki et al. 1991; Takeichi 1991 ) so that we can assess whether this assumption is reasonable or whether is necessary to incorporate adhesion effects into the moment dynamics model (Johnston et al. 2012) . Our work could also be extended by considering spatiallyvariable initial conditions, such as in a scratch assay (Maini et al. 2004a (Maini et al. , 2004b or a barrier assay (Simpson et al. 2013 ) where a spatially-variable moment dynamics model ) could be applied. Finally, our mathematical modelling platform could be extended by taking a lattice-free approach (Codling et al. 2008) . Very recent progress has been made towards developing ode and pde descriptions of collective cell behaviour with volume exclusion using a lattice-free framework and an effective mean-field assumption (Bruna and Chapman 2012; Dyson et al. 2012; Plank and Simpson 2012) ; however, we are unaware of any similar developments using a moment dynamics model of a lattice-free mechanism.
