It is proved that the bootstrapped central limit theorem for empirical processes indexed by a class of functions F and based on a probability measure P holds a.s. if and only if F CLT (P ) and F 2 dP < ∞, where F = sup f F |f | and it holds in probability if and only if F ∈ CLT (P ). Thus, for a large class of statistics, no local uniformity of the CLT (about P ) is needed for the bootstrap to work. Consistency of the bootstrap (the bootstrapped law of large numbers) is also characterized. These results are proved under some mild measurability assumptions of F for P .
Introduction. B. Efron (1979) introduced the "bootstrap", a resampling method for approximating the distribution functions of statistics H n (X 1 , ..., X n ; P ), where the random variables X i are independent, identically distributed with common law P (i.i.d.(P )). Since the empirical measure
( 1.1) is (a.s.) close to P, one may hope that, ifX n1 , ...,X nn are i.i.d.(P n (ω)) (i.e. theX ni are obtained by sampling from the data, with replacement), then the distribution ofĤ n (ω) = H n (X n1 , ...,X nn ; P n (ω)) is ω-a.s. asymptotically close to that of H n (X 1 , ..., X n ; P ). In turn, the distribution of the bootstrapped statistic,Ĥ n (ω), can be approximated by MonteCarlo simulation. This suggestive method has been validated with limit theorems for many particularĤ n (ω) by Efron (loc. cit.) , Bickel and Freedman (1981) , Singh (1981) , Beran (1982 Beran ( , 1984 , Bretagnolle (1983) , Gaenssler (1986) and others. In this article we offer a justification of the bootstrap for functions H n of a special type, namely for continuous functions of the empirical measure viewed as an element of ∞ (F ), for classes of functions F . Such H include the Kolmogorov-Smirnov and the Cramér-Von Miser statistics (in any number of dimensions) as well as the statistics considered in Beran and Millar (1986) .
Let (S, S, P ) be a probability space, let X i : (S N , S N , P N ) → (S, S, P ) be the coordinate functions (i.i.d.(P )), let P n (ω) be as in (1.1) for ω S N , letX and let F be a class of measurable functions on (S, S) such that
is finite for all s S. We then prove that, under some measurability on F , the conditions F 2 dP < ∞ (1.4) and n 1/2 (P n − P ) → G P weakly in ∞ (F ) ( 1 . 5) are necessary and sufficient for n 1/2 (P n (ω) − P n (ω)) → G weakly in ∞ (F ), ω − a.s.
(1.6) for a centered Gaussian process G independent of ω, and then G coincides with G P , the Gaussian limit in (1.5).
Thus, this result completely settles, modulo measurability, the question of the validity of the bootstrap for the CLT for empirical processes indexed by classes of functions (or sets).
The main feature of this theorem, aside from its generality, is that no assumptions are made on local uniformity (about P ) of the CLT (1.5) for the bootstrap CLT (1.6) to hold (this was unexpected, in view of e.g. the comments in Bickel and Freedman, loc. cit. page 1209) . Another new feature is necessity of the integrability condition (1.4) and the usual CLT (1.5) for the bootstrap.
The proof relies on several results and techniques from Probability in Banach spaces.
Among other such results and techniques, we use symmetrization by randomization in an essential way (an idea in Pisier (1985) has been useful in connection with this), results of Le Cam (1970) on Poissonization and on the CLT in Banach spaces, integrability of Gaussian processes (e.g. Fernique (1984) ), Hoffmann-Jorgensen's (1974) inequality and convergence of moments in the CLT in Banach spaces (de Acosta and Giné (1979) ), results on empirical processes from Zinn (1984, 1986) and, particularly, a result of Ledoux, Talagrand and Zinn (cf. Ledoux and Talagrand (1988) ) on the almost sure weak
Actually, it is this last result that is at the base of our proof. The Ledoux-TalagrandZinn result uses for its proof a recent extension of Yurinski's decomposition as applied to
This was observed by Ledoux and Talagrand (1986) in the proof of one of the main results about the law of the iterated logarithm in Banach spaces.
The above techniques (except for the result of Ledoux, Talagrand and Zinn) can be used to obtain a similar result for the bootstrap in probability. The a.s. results are given in Section 2 and Section 3 contains the "in probability" result.
The bootstrapped law of the large numbers, much easier to prove than the CLT, is also characterized.
2. The a.s. bootstrapped limit theorems. Given P, a probability measure on a measurable space (S, S), we let
and, given a collection F of P -square integrable functions on (S, S), we let
3)
f F} denotes a centered Gaussian process indexed by F , with covariance
and Z P := {Z P (f ) : f F} denotes the centered Gaussian process with Then we say that F CLT(P ) if the sequence {n 1/2 (P n − P )(f ) : f F} converges weakly in ∞ (F ) to a Radon centered Gaussian probability measure γ P on ∞ (F ). γ P is the law of G P which, by virtue of the Radonicity of γ P , admits a version with bounded uniformly continuous paths on (F , ρ P ), and (F , ρ P ) is totally bounded (see e.g. ). We continue denoting this version by G P .
If F satisfies certain measurability conditions, then P n can be randomized (i.e. we can replace δ X i − P by ξ i δ X i with ξ i symmetric, independent of X i and satisfying certain integrability conditions) and Fubini's theorem can be freely used. These conditions spelled out in Giné and Zinn (1984) are that F be nearly linearly deviation measurable for P, N LDM (P ) for short, and that both F 2 and F 2 are nearly linearly supremum measurable for P, N LSM (P ). In this paper if F satisfies all of the above conditions with respect to P we write F ∈ M(P ). To see why F ∈ M(P ) suffices we note, as in Giné and Zinn (1984) Remark 2.4 (2), p. 935, that the measurability of the
implies, for example, the measurability for any M < ∞ of the map
by considering the composition of the map
with the measurable map given by hypothesis. Actually close consideration of the proofs shows that even weaker hypotheses suffice, but the best measurability is not our concern here. We further note that if F is countable, or if {P n } ∞ n=1 are stochastically separable in F , or more generally, if F is image admissible Suslin (Dudley (1986) 
The following proposition is the first step in the proof of the bootstrap CLT. It is a version of Le Cam's Poissonization Lemma (Le Cam (1970) ; reproduced in Araujo and Giné (1980, Thm. 3.4.8 
(We recall that for a finite measure ν, P ois
... * ν, that P oisΣν i = (P ois ν 1 ) * ... * (P ois ν n ), and that if ν = Here is a proof of inequality (2.7): If 
2.2. Proposition. Let B be a Banach space, let · be a measurable pseudonorm, let
be respectively a Rademacher sequence and a sequence of independent symmetrized Poisson real random variables with parameter 1/2, both independent of {X nj }. Then
where for each j, the sets
.., n, are independent, and P A ij = 1/n, i, j = 1, ..., n. Let {ε ij } be a Rademacher array independent of {A ij }. Then, by disjointness, the vectors
all have the same distribution and, of course, they are independent for different j s. Moreover, by independence of {ε ij } and independence between {ε ij } and {A ij }, the vector
Let {ε j } be a Rademacher sequence independent of {ε ij } and {A ij }. Then these two observations give the following:
(2.9)
We now notice that by Khinchin's inequality (see Szarek (1976) or Haagerup (1981) for
Hence, by Jensen's inequality and (2.9), and since E n j=1
which is the first inequality in (2.8). This proof is essentially taken from Pisier (1975, proof of Proposition 5.1).
Let e 1 , ..., e n be the canonical basis of R n , and for a = Σa i e i , let |a | := Σa i x i , which is a pseudonorm on R n . Consider now the random vectors
which are independent, symmetric and have probability laws
.., n, each with probability
This, (2.9), (2.10), and Le Cam's Lemma (Lemma 2.1) give
which is the right hand side inequality in (2.8).
What is needed from the result of Ledoux, Talagrand and Zinn is the main part of their proof, namely Lemma 5 in . In the empirical case one needs to complete the proof of tightness in a way different from the original; we incorporate this in the proof of our theorem. First, the 2.3. Lemma. Let (S, S, P ) be a probability space F a N LDM (P ) class of functions on 
The bootstrap CLT is as follows:
2.4. Theorem. Let F ∈ M(P ) and P be a probability measure on (S, S). Further let P n ,P n (ω), ω S N , and G P be as defined in (1.1), (1.2) and (2.5). Then the following are equivalent:
(a) F 2 dP < ∞ and F CLT (P );
(b) there exists a centered Gaussian process G on F whose law is Radon in
And if either (a) or (b) hold, then G = G P . 
Proof. (a) ⇒ (b). Obviously, if N is a Poisson real random variable, then
(Here {X i } is independent of {Ñ i }, and is as defined in the introduction, i.e. for i N, X i is the i-th coordinate of (S N , S N , P N ).) Let E N denote integration only with respect to {Ñ i }. Then, (2.13) and Lemma 2.3 give:
(2.14) (2.14) and Proposition 2.2 then give (letting E ε,A denote integration only with respect to {ε j } and {A ij }) :
and by symmetrization (we will use without further mention that for
If F CLT (P ), so does F CLT (P ). Then, Theorem 1.4.6 in gives (1981)). Therefore
and of course
[We should note here that the proof of Theorem 1.4.6, loc. cit. contains a typographical error (which in the end, is of no consequence for its validity): the relation between entropies F(λ) ).] Call the subsets of S N where (2.17) and (2.18) hold respectively Ω 1 and Ω 2 , and let Ω 3 be the intersection for all α > 0 rational of the subsets of S N for which eventually max i≤n F (X i (ω)) ≤ αn 1/2 . It follows from the Lindeberg-Feller theorem (as e.g. in Singh (1981) ) that for ω 
2 )/n → 0 by the law of large numbers (by monotonicity, it is enough to consider rational ε > 0). Hence, since ω-a.s. the sequence {Σ n j=1 Y nj (ω)} is shift convergent in law to a Gaussian limit it follows from a result of Le Cam (1970) (see e.g. Araujo and Giné (1980, Theorem 3.5.4) ) that
that is,
This and the Borel Cantelli lemma give ΣP {F (
and by the converse CLT in R for triangular arrays, together with (2.19), we have
But, by (2.20) and the law of large numbers, this limit is E(f (X 1 )) 2 − (Ef (X 1 )) 2 . We have thus shown
Moreover, since G, hence G P , has a Radon law, and since (2.21) holds, we also have that (F , e P ) is totally bounded.
Next we prove
. By Theorem 3.2 in de Acosta and Giné (1979) it is enough to show 
(by the law of large numbers, since F 2 dP < ∞). We thus have, by uniform integrability,
Denote by | · | any of the pseudonorms · F δ , δ > 0, or · F . By Proposition 2.2 we have, with c = ( 
The above inequality, by Hoffmann-Jørgensen's inequality and
(cf. Pollard (1981) ). Hence
Using (2.26) in (2.24) we obtain that P N -a.s. 
, which, by Theorem 1.2.8 in implies that F CLT (P ).
Remark. A corollary of Theorem 2.4 is that if X i are i.i.d. B-valued random
variables, B a separable Banach space, then
Actually the proof of this result is somewhat simpler than that of Theorem 2.4 since in this case E X 1 < ∞ already implies |P n − P | → 0 a.s. (see below (2.25)).
The law of large numbers has a proof similar to that of Theorem 2.4 but simpler since in this case the lemma of Ledoux, Talagrand and Zinn is not needed and some further simplifications are also possible.
Theorem. Let F be N LDM (P ). Then the following are equivalent:
(a) F dP < ∞ and P n − P F → 0 in probability. Giné, Marcus and Zinn (1986) , by a proof similar to that in Lemma 2.9 of Giné and Zinn (1984) 
980, Giné and Zinn (1984)
(by, e.g., a reverse martingale argument as in Pollard, loc. cit.) ⇒ P N -a.s.
(To see this we use Hoffmann-Jørgensen's inequality (Hoffmann-Jørgensen (1974) ) to reduce
The first term goes to zero since F ∈ L 1 and the second equals
But the first term in this last quantity is P N -a.s. bounded by the strong law of large numbers and the fact that F ∈ L 1 . The second can be made arbitrarily small by taking c large.
For the converse, observe first that, as in Theorem 2.4,
But, by symmetrization, as in (2.24),
and these two variables tend to zero a.s. (note that, since F dP < ∞, P n (ω) F is a.s. bounded). Hence Proposition 2.2 implies
, which, since F dP < ∞, implies P n − P F → 0 a.s. (Giné and Zinn (1984) page 980).
3. The bootstrapped (in probability) limit theorems. We first give the appropriate notion of bootstrap in probability in the context of empirical processes and show how it can be used.
In , Theorem 1.1.3, we give a natural and short proof of:
is totally bounded and the usual eventual equicontinuity condition
holds. This proof actually shows that F ∈ CLT (P ) iff F is P -pregaussian and
where
With some abuse of notation, we may call the quantity in (3.1),
as in the case when these are true probability laws (n 1/2 (P n −P ) may not be measurable as a ∞ (F )-valued random element). The above observation extends also to more general limit
So, it is justifiable to say that the bootstrapped CLT (P ) holds in probability iff the limit (3.2) takes place in outer probability.
To see the usefulness of this notion, suppose that P n −P F is measurable, that G P F has a continuous distribution and that F satisfies both the CLT (P ) and the bootstrapped
By passing back and forth to a.s. convergent subsequences, since d BL * metrizes weak convergence in R, we get from (3.3) that
(where F ξ denotes the distribution function of the real random variable ξ). By the assumptions, we also have
then (3.4) and (3.5) give
Or one can consider P n and c n (α) defined on different probability spaces, say P n on
(Ω 1 , P r 1 ) and c n (α) on (Ω 2 , P r 2 ). By (3.6) and boundedness of distribution functions, we
In conclusion the bootstrap in probability as described above allows the construction of asymptotic confidence regions for P .
3.1. Theorem. Assuming F ∈ M(P ), the following are equivalent:
and if either (a) or (b) hold, then G = G P , i.e. F satisfies the bootstrapped CLT (P ) in probability.
Proof. (a) ⇒ (b)
. Using the decomposition (1.13) in Theorem 1.1.3, , of
and the bootstrapped CLT in probability of Athreya (1986) , it follows that, in order to establish (3.8) it suffices to prove that
Symmetrization and Proposition 2.2 give
Now, by the multiplier Lemma 1.2.4 and Theorem 1.1.8 in Giné and Zinn (loc. cit.), the above inequality yields
This gives (3.9), hence (3.8) with G = G P . b) ⇒ a). If (b) holds, for every subsequence of N there is a further subsequence, say
Then, by infinitesimality and Gaussian limits, we have, as in the proof of Theorem 2.4, for all δ > 0,
Now, previous arguments show that this limit holds in expectation, i.e.
For every subsequence {n k } for which (3.10) holds, we can use (3.11) and the converse CLT in R to obtain, as in the proof of Theorem 2.4,
for all f ∈ F ∪ F. Hence this limit holds for the whole sequence N in probability. If
2 by the law of large numbers. If Ef 2 (X) = ∞ then by Lemma 2 in Giné and Zinn (1988) the empirical second moment dominates the square of the empirical first (absolute) moment, and we get
Then, by the converse CLT (centering part), the truncated centers must converge, i.e.
(3.13)
Consider now a subsequence {n k } for which (3.10) holds. Then, for any p > 0 and
and by (3.11) this last quantity is eventually (2a) p a.s. Hence
This allows us to follow for {n k } exactly the same steps as in the proof of (b) ⇒ (a) in Theorem 2.4, from inequality (2.22) on, to conclude that
Hence, since every subsequence has a further subsequence {n k } for which this limit holds,
i.e. F ∈ CLT (P )).
Remark.
A similar result holds in the case of normings a n = n 1/2 and Gaussian limits: F ∈ CLT (P ; a n ) with limit
The proof is analogous to that of Theorem 3.1 and is omitted. However, such a result cannot hold in the case of a stable non-Gaussian limit (Giné and Zinn (1988) ).
Note that the proof of Theorem 3.1 is more elementary than the proof of Theorem 2.4: the deeper Lemma 2.3 is not needed for the bootstrap in probability.
3.4. Remark. Beran, Le Cam and Millar (1987) show that whenever a bootstrapped limit theorem holds a probability, then the empirical distributions of the bootstrapped laws also converge weakly in probability. This justifies using Montecarlo to approximate the bootstrapped distributions. Concretely Theorem 3.1 above and the Corollary in Section 4 of their paper give:
, which is a ∞ (F )-valued random variable, and for
Finally we show that the weak law of large numbers for empirical processes, can also be bootstrapped in probability. It may be worth mentioning that an example of F and P for which the W LLN holds but the strong law does not hold is:
the weighted empirical process (Theorem 7.3 in Andersen, Giné and Zinn (1988) is taken with respect to the conditional probability given X 1 (ω), . . . , X n (ω).
3.5. Theorem. Let F be N LM (P ). The following are equivalent:
and if (i) or (ii) holds then also
by the triangle inequality for · F , where {X i , X j } ∞ i,j=1 are i.i.d. And this implies (see the proof of Corollary 2.13 in Giné and Zinn (1984) that
Also, from symmetrization procedures (Lemma 2.7, Giné and Zinn (1984) ) we know
The first term on the right goes to zero since n → ∞. The second term can be made less than any ε > 0 if r (and therefore k) is large enough, since the W LLN (i.e. (i)) is assumed to hold. Further, since tP r( δ X 1 F > t) → 0 as t → ∞,
where K and K are fixed constants. But then
which converges to zero a.s. by, e.g., the Marcinkiewicz-Zymund SLLN . Hence, for all (Le Cam, (1970) ; see also Araujo and Giné (1980) Lemma 3.4.8)) in probability gives Giné, Marcus and Zinn (1988) ,
N i δ X i (ω) /n F > ε}, for all ε > 0 by definition of the Ky Fan distance. Therefore (3.14) implies
Now, (b) and (c) give Now, as in (2.24), Finally, (i) follows by a stanadrd desymmetrization:
probability by (3.16), hence we can truncate in (3.19) and then take expectations and use the symmetrization inequalities given immediately after (2.15) to obtain
(f (X i )I(F (X i ) ≤ n) − P f I(F ≤ n))/n F → 0. Again, using (3.16) we obtain (i).
3.6. Remark. The weak law of large numbers with normings other then n (i.e. n 1/p or even more general a k 's) can also be bootstrapped in probability, in complete analogy with Theorem 3.6. (See e.g. Andersen et al. (1988) for examples of Marcinkiewicz type laws of large numbers for empirical processes.)
