The study of the quantum query complexity for some graph problems is an interesting area in quantum computing. Only for a few graph problems there are quantum algorithms and lower bounds known. We present some new quantum query and quantum time algorithms and quantum query complexity lower bounds for the maximal and maximum independent set problem and the graph and subgraph isomorphism problem.
Introduction
A goal of quantum computing is to determine when quantum computers are faster than classical computers. We studying the potential for speed-up the finding of a maximal and maximum independent set, and a cycle in a graph. Today there are only a few quantum algorithm known, like the Grover search algorithm [Gro96] and Shor's polynominal factorisation algorithm [Sho97] . With the quantum search algorithm we can search a set with N elements in O( √ N ) steps. Combining Grover's search algorithm with classical algorithms we can speed up the solution for many problems. Examples are some graph problems, like minimum spanning tree, graph connectivity or single source shortest paths, see [DHHM04] . An other important ingredient for the construction of quantum algorithms is the quantum amplitude amplification [BHHT00]. If we have a quantum algorithm A for a special problem with a one-sided error ǫ, with the quantum amplitude amplification we can solve the problem with success probability 2/3 by invoking A only O( 1 √ ǫ ) times. Combining the Grover's search algorithm and the amplitude amplification we can speed up classical algorithms. In this paper we apply those algorithms to the maximal and maximum independent set problem and the subgraph isomorphism problems. A independent set is a set of vertices V ′ ⊆ V of a graph G = (V, E) in which no two of these vertices are adjacent. A maximum independent set is the largest independent set of a graph G. The graph isomorphism problem consists in deciding whether two given graphs are isomorphic, i.e. whether there is a permutation form the vertices of the one graph to the vertices of the second graph such that the edge connections are respected. For those problems we prove quantum query complexity bounds and construct quantum query and quantum time algorithms. In this paper the quantum query complexity is the minimal number of queries to the adjacency matrix of the graph required for solving the problem. The quantum time complexity is the number of steps which a quantum algorithm need to solve a problem.
The paper is organized as follows: In section 2 we give some definitions about graph theory. In section 3 we present the quantum query model and the Ambainis method for proving quantum query lower bounds. In section 4 we give some important methods to construct quantum algorithm for graph problems. We present a short information about the quantum search algorithm and the quantum amplitude amplification. In section 5 we prove quantum query lower bounds and construct quantum algorithms for finding a maximal and maximum independent set in a graph. In section 6 we look at the graph isomorphism problem. First we prove a Ω(n 1.5 ) quantum query lower bound for general graph isomorphism problem, the subgraph isomorphism problem, finding a maximum clique and Ω( √ n) bound for finding a path or cycle in a graph. We give a quantum time algorithm for finding a cycle as a subgraph.
Preliminaries
Let G = (V, E) be a graph, with V = V (G) and E = E(G) we denote the set of vertices and edges of G. Let n = |V | be the number of vertices and m = |E| the number of edges of G. A simple graph is an undirected graph without loops and multiple edges. We denote with N G (v) the set of all adjacent vertices to v ∈ V and
The graph G −S is obtain form G by deleting the vertices S ⊂ V and the incident edges, we write G −v for G −{v} . The graph G −e is obtain form G by deleting the edge e. The adjacency matrix of a digraph G = (V, E) denoted by A = A(G), is the (0, 1)-matrix where the ij-th element is defined by
With A i, and A ,j we denote the i'th row and the j'th column of the matrix A.
. We denote with P k , C k and K k a path, a cycle and a complete graph with k vertices.
Let f (n) a function, we denote with O(f (n)) a O(f (n) log n) algorithm and with p(n) a polynomial.
Quantum Query Theory

Quantum Query Model
In the query model, the input x 1 , . . . , x N is contained in a black box or oracle X and can be accessed by queries to the black box. In each query, we give i to the black box and the black box outputs x i . The goal is to compute a boolean function f : {0, 1} N → {0, 1} on the input bits x = (x 1 , . . . , x N ) with the minimum number of queries. The classical version of this model is known as decision trees. A quantum decision tree ([BW02]) or quantum computation with T queries is just a sequence of unitary transformations
where U j can be arbitrary unitary transformations that do not depend on the input bits x and O x are query (oracle) transformations. To define O x , we represent basis states as |i, b, z where i consists of ⌈log N ⌉, b is one bit and z consists of all other bits. There are two possibility to define O x :
It is well known that both definitions are equivalent. The computation are the following three steps:
1. Initial state is |0 ⊗n .
Apply
3. Measure the final state.
The result of the computation is the rightmost bit of the state obtained by the measurement. The quantum computation computes f with bounded error, if for every x, the probability that the rightmost bit of
N → {0, 1} a Boolean function. Let Q 2 (f ) be the minimum number of queries that a bounded-error quantum algorithm must make to compute f .
In this paper, we study the minimal number of queries to the adjacency matrix of the graph required for solving the problem. The test if (u, v) ∈ E cost a single query to the adjacency matrix.
Ambainis Lower Bound Method
A method to prove lower bounds for the quantum query complexity for a special problem is the Ambainis method [Amb02] .
n , Y ⊂ {0, 1} n and f : {0, 1} n → {0, 1} such that f (x) = 1 and f (y) = 0 for all x ∈ X and y ∈ Y . Let R ⊂ X × Y be such that:
For every
If we choose (x, y) ∈ R if and only if x and y differ in exact one position, then it holds l x,i = l y,i = l max = 1 and we get the following version of the above theorem:
n , B ⊂ {0, 1} n and f : {0, 1} n → {0, 1} such that f (x) = 1 and f (y) = 0 for all x ∈ A and y ∈ B. If
for every
2. for every
In this paper, we use Theorem 3.3 to prove lower bounds for the quantum query complexity of several graph problems.
Methods for Quantum Algorithms
Quantum Search
The Quantum search algorithm was discovers by Lov K. Grover in 1996 [Gro96] . This algorithm gives a optimal quadratic speed-up in the search of objects in an unsorted database. A instance of a search problem P can be represeted by a function
with f P (x) = 1, if x is a solution to the search problem P 0, if x is not a solution to the search problem P.
for all x ∈ {0, . . . , N − 1}. Suppose we have a quantum oracle, with this oracle we can recognize the solution to the search problem P . The oracle is a unitary operator O, defined by
where |x is the index register an |q is the oracle qubit. We can check whether x is a solution to our search problem:
1. Preparing the state |x, 0 .
Apply the oracle O.
3. If |q = |1 , then x is a solution on the search problem.
The details about the Grover search algorithm can be found for example in [Gro96] or in the book [NC03] .
be the optimal number of queries which a quantum computer needs to search with error ǫ through an unordered Nelement space that contains at least M solutions. Let
Remark 4.2
1. With quantum searching we can quadratic speed up the solution to many problems.
2. The Grover search algorithm ist optimal, i.e. there is no quantum algorithm which can search fewer than Ω( √ N ) and no search-based method for attacking NP-complete problems. 
Amplitude Amplification
Let A be a algorithm for a problem with one sided error. This is an algorithm that if the correct answer is no, A always outputs no and if the correct answer is yes, A outputs yes with at least some probability ǫ > 0. Classically, we need Θ( 1 ǫ ) repetitions to increase its success probability from ǫ to a constant, for example 2/3. In quantum case, we use the following theorem that's called amplitude amplification.
Theorem 4.5 [BHMT00]
Let A be a quantum algorithm with one-sided error and success probability at least ǫ. Then, there is a quantum algorithm B that solves the same problem with success probability 2/3 by invoking A O(
Remark 4.6 With Grover's search algorithm and the amplitude amplification we can speed up classical algorithms. We have a classical algorithms that succeeds with some small probability ǫ. Then, we can transform the classical algorithm to a quantum algorithm and apply the amplitude amplification to the quantum algorithm. The result is a quantum algorithm with the running time O(
).
Independent Set Problem
In this section we study the quantum query complexity bounds for the maximal and the maximum independent set problems. We construct quantum query and quantum time algorithms to speed up the solution of finding a maximal and maximum independent set in a graph.
A maximum independent set is a the largest independent set of G. By α(G) we denote the independence number of G, i.e. the size of a maximum independent set in G.
Maximal Independent Set
Maximum Independent Set (MIS): Given a graph G = (V, E), compute a maximum independent set V ′ ⊆ V , i.e. |V ′ | = α(G).
We present a O(n 1.5 ) quantum query algorithm to compute a maximal independent in a graph.
Input: Graph G = (V, E) with the adjacency matrix A. Output: Maximal independent set S MIN . Complexity: O(n 1.5 ) queries to A.
v ∈ V (F )
5:
S MIN := S MIN ∪ {v} 6:
F := F −W
8:
A := A(F ) 9: end while Proof. It is clear, that the algorithm Qmais computes a maximal independent set but not necessarily a maximum independent set. We use Grover's serach to find the set W of all neighbors of the vertex v. Then we delete all vertices of W form the graph F . Every vertex is deleted at most once. Every vertex cost O( √ n) queries to the adjacency matrix.
Corollary 5.3
The algorithm Qmais finds a maximal independent set in time O(n 1.5 ) in the adjacency model with constant error probability.
We prove a Ω(n 1.5 ) quantum query lower bound for the maximal independent problem with the method of Ambainis [Amb02] and analog to [BDFLS04] .
Theorem 5.4 The maximal independent set problem requires Ω(n 1.5 ) quantum queries to the adjacency matrix.
Proof. First we prove the quantum query lower bound for maximal independent set. We construct the sets A and B for the usage of Theorem 3.3. The set A consists of all graphs G = (V, E) with |V | = 3n + 1 satisfying the following requirements:
1. There are n mutually not connected red vertices.
2. There are 2n green vertices not connected with the red ones. Green vertices are grouped in pairs and each pair is connected by edge.
3. There is a black vertex which is connected to all red and green vertices.
Let V ′ the set of all red vertices and one green vertex of each n pairs. Then, V ′ is a maximal independent set in G. The value of the function f for all graphs G ∈ A is 1. The set B consists of all graphs G ′ = (V, E) with |V | = 3n + 1 satisfying the following requirements:
1. There are n + 2 mutually not connected red vertices.
2. There are 2n − 2 green vertices not connected with red ones, green vertices are grouped in pairs and each pair is connected by edge.
Then, V ′ is not a maximal independent set in G ′ . The value of the function f for all graphs G ′ ∈ B is 0. From each graph G ∈ A, we can obtain G ′ ∈ B by deleting one edges between two green vertices. Hence l = n = O(n). From each graph G ′ ∈ B, we can obtain G ∈ A by adding an edge between two red vertices. Hence l ′ = (n + 2)(n + 1)/2 = O(n 2 ). By Theorem 3.3, the quantum query complexity is Ω(
Remark 5.5 The quantum query algorithmus Qmais is an optimal quantum algorithm for computing a maximal independent set. The quantum query complexity for this problem is Θ(n 1.5 ).
Maximum Independent Set
The maximum independent set problem of a graph G = (V, E) is a well know NP-hard problem. We give a O(2 n/5 ) time steps quantum algorithm Qmis for the maximum independent set problem. This is no query algorithm, in this algorithm we count the time steps to compute a maximum independent set. The algorithm combines a classical probabilistic algorithm with the quantum amplitude amplification.
Lemma 5.6 For a path P n and a cycle C n it holds α(P n ) = n 2 and α(C n ) = n 2 .
The computation of the the maximum independent set mis of a path P n and a cycle C n is a simple task.
Lemma 5.7 Let G be an simple graph with ∆(G) ≤ 2. Then all the components of G are paths and cycles.
With the application of the above two Lemmas we construct a quantum algorithm Qmis for the maximum independent set problem.
Input: A graph G = (V, E).
Output: Maximum independent set V ′ . Complexity: O(2 n/5 p(n)) time steps.
1: for i = 1 to O(2 n/5 ) do
2:
F := G 3:
while V (F ) = ∅ do
5:
if ∆(F ) ≤ 2 then 6: Proof. First we check if the maximal degree of the graph is smaller or equally as two. If this is right, we apply Lemma 5.7 and Lemma 5.6 and compute the maximal independent set V ′ . Otherwise we choose a vertex v with maximal degree and a random variable a ∈ {0, 1}. We compute the probability that the algorithm Qmis without the for loop finds a maximum independent set. If a = 0, we assume that v is not in the maximum independent set V ′ . We delete the vertex v form F . In the other case, the vertex v is in the maximum independent set V ′ . We delete the vertex v and the set of all neighbour N F (v) form F . Since ∆(G) ≥ 3, we delete at least four vertices. How many step x must we do if F is empty? It holds n = 1 2 (1x + 4x)
such that x = 2n/5 and
Then we apply the amplitude amplification and repeat the procedure
times, to compute a maximum independent set V ′ of G. The procedure need polynomial time p(n).
Theorem 5.9
The maximum independent set problem requires Ω(n 1.5 ) quantum queries to the adjacency matrix.
Proof. Analog follows the quantum query bound for the maximum independent set. We use the same sets A as in the above theorem. Then there exists a maximum independent set V ′ ⊆ V in all graphs G ∈ A with |V ′ | = 2n. This maximum independent set consist of all n red vertices and one green vertex of each n pair. The value of the function f for all graphs G ∈ A is 1. The set B consists of all graphs G ′ = (V, E) with |V | = 3n + 1 satisfying the following requirements:
1. There are n − 2 mutually not connected red vertices.
2. There are 2n + 2 green vertices not connected with red ones, green vertices are grouped in pairs and each pair is connected by edge.
There does not exist a maximum independent set V ′ ⊆ V in G ′ ∈ B with |V ′ | = 2n. A maximum independent set consist of all n − 2 red vertices and one green vertex of each pair (n + 1 pairs) makes together 2n − 1. The value of the function f for all graphs G ′ ∈ B is 0. With the observation of Theorem 5.4 the quantum query complexity is Ω(n 1.5 ).
Graph Isomorphism Problem
The graph isomorphism problem consists in deciding whether two given graphs are isomorphic, i.e. whether there is a permutation form the vertices of the one graph to the vertices of the second graph such that the edge connections are respected. Many problems of other combinatorical structures are a special case of the graph isomorphism problem. Today, there is no efficient algorithm and no proof for the NP-completeness is known for this problem.
Definition 6.1 An automorphism of a graph G = (V, E) is a permutation ϕ ∈ S n that for every pair of vertices
Graph Isomorphism: Given two graphs G 1 and G 2 , decide whether they are isomorphic.
Subgraph Isomorphism: Let G, H two graphs, decide whether H is isomorphic to some subgraph of G.
In this section, we prove a Ω(n 1.5 ) quantum query lower bound for graph isomorphism problem, the subgraph isomorphism problem and finding a maximum clique in a graph. We give a polynomial quantum time algorithm for finding a cycle as a subgraph.
General Isomorphism Problem
Theorem 6.2 Graph Isomorphism Problem requires Ω(n 1.5 ) quantum queries to the adjacency matrix.
Proof. We construct the sets A and B analog as in the proof of the lower bound for the maximum independent set problem in Theorem 5.9. Let H be a graph from the set A. Then H is isomorph to all G ∈ A. The value of the function f for all graphs G ∈ A is 1. The graph H is not isomorph to a graph
The value of the function f for all graphs G ′ ∈ B is 0. Analog to Theorem 5.9, the quantum query complexity is Ω(n 1.5 ).
Subgraph Isomorphism Problem
It is well known that subgraph isomorphism problem is NP-complete. An interesting special case of the subgraph isomorphism problem is finding a clique in a graph.
k-Clique: Given a graph G = (V, E) and a k ∈ N with k ≤ n. Compute a clique U ⊆ V with |U | = k, i.e. a complete subgraph G[U ] with k vertices.
Maximum Clique: Given a graph G = (V, E). Compute a maximum clique in G.
Theorem 6.3 [CE03]
The quantum query complexity of k-clique is O(n (5k−2)/(2k+4) ) for k ≤ 5 and O(n 2k/(k+1) ) for k ≥ 6.
The proof use quantum random walks, see [AAKV01] , [Kemp03a], [Kemp03b], [Amb03] and the subset finding algorithmus [CE03] for the construction of a kclique. We can generalize the Theorem 6.3. From the proof of Theorem 6.3 [CE03] follows that the query complexity for finding a isomorphic subgraph of size k and finding a maximum independent set of size k in G is O(n (5k−2)/(2k+4) ) for k ≤ 5 and O(n 2k/(k+1) ) for k ≥ 6. A special case for k-clique finding is triangle finding.
Triangle finding: Given a graph G = (V, E). Find distinct vertices u, v, w ∈ V such that {u, v}, {v, w}, {u, w} ∈ E.
Theorem 6.4 [MSS05]
Triangle finding can be solved with positive constant probability in quantum query complexity O(n 1.3 ).
The best quantum query lower bound for k-clique and triangle finding is Ω(n). It is not clear whether the algorithm for k-clique can improved, there is no reason that the known algorithms are optimal for all values of k. We prove a better quantum query bound for finding a maximum clique in a graph.
Theorem 6.5 Maximum clique problem requires Ω(n 1.5 ) quantum queries.
Proof. The proof is a reduction form maximum independent set. Let G = (V, E) a graph, then a maximum independent set in G is a maximum clique in
. With Theorem 5.9, the maximum independent set problem requires Ω(n 1.5 ) quantum queries.
Corollary 6.6 The subgraph isomorphism problem requires Ω(n 1.5 ) quantum queries.
Path and Cycle finding
In the following subsection we prove a quantum query bound for finding a path or a cycle. We give a quantum time algorithm for finding a cycle as a subgraph. A classical algorithm for those problems are given in [AYZ04]. We use a idea for path and cycle finding from [AYZ94] and combine this with the quantum amplitude amplification [BHMT00] and a quantum matrix multiplication algorithm [BS05] .
Definition 6.7 [AYZ94] Let π ∈ S n a random permutation. A random acyclic orientation G of a graph G = (V, E) is a directed graph with (u, v) ∈ E( G) if and only if {u, v} ∈ E(G) and π(u) < π(v).
Remark 6.8 Every directed path of length exactly k in G corresponds to a path of length k in G. Every path of length k in G has a 2/(k + 1)! chance of becoming a directed path in G.
By computing the k-th power of the adjacency matrix of the random acyclically orientated graph G, we can easily find all pairs of vertices connected by paths of length k. The fastest known algorithm for computing the product of two matrices works in time O(n 2.376 ). A quantum algorithm that use quantum random walks can beat it when the number of nonzero elements is w = o(n 0.876 ). The algorithm is explained in [BS05] . The following theorem gives the complexity of the the quantum matrix multiplication.
Theorem 6.9 [BS05] The matrix product C of two n × n matrices A and B can be computed with polynomially small error probability in expected time
where w is the number of nonzero entries of C.
We denote with MatrixMultiplication[A, k] a version of the quantum matrix multiplication algorithmus, that computes the k-th power of a matrix A.
We present a quantum time algorithm, which finds a cycle of length k in a graph.
π ∈ S n 3:
C k := (u, . . . , v) 7: end for Proof. We choose a random acyclically oriented version G of G. We compute k − 1-st power of the adjacency matrix A of G with the quantum matrix multiplication, using O(log k · T n (w)) operations. Then we search for two vertices u, v connected by an edges and where A ′ u,v = 0. This is a cycle of length k. The probability for finding this cycle is at least 2/k!. This process is repeated by quantum amplitude amplification at most k!/2 times. Proof. The lower bound for P k and C k -finding as subgraph follows from the quantum query lower bound for monotone graph properties [BCWZ99] . For the induced P k and C k we construct the sets A and B for the usage of Theorem 3.3. The set A consists of all graphs G = (V, E) with |V | = 2k + 1, k = O(n) which satisfying the following requirements:
1. There are two mutually not connected subgraphs, the first is a path and the second a cycle, both of them of length k.
2. Additionally, there is a vertex which is connected to all vertices of the two subgraph.
Then there exists a path of length k in all graphs in the set A. The value of the function f for all graphs G ∈ A is 1. The set B consists of all graphs G ′ = (V, E) with |V | = 2k + 1, k = O(n) which satisfying the following requirements:
1. There are two mutually not connected cycles of length k.
2. Additionally, there is a vertex which is connected to all vertices of the two cycles.
Then there exists no induced path of length k in G ′ ∈ B. The value of the function f for all graphs G ′ ∈ B is 0. From each graph G ∈ A, we can obtain G ′ ∈ B by adding an edge in the first subgraph between the first and the last vertex, then l = 1. From each graph G ′ ∈ B, we can obtain G ∈ A by deleting an edges in one of the two subgraphs, then l ′ = 2k = O(n). By Theorem 3.3, the quantum query complexity is Ω( √ l · l ′ ) = Ω( √ n).
The proof for the lower bound of C k -finding is analog, we use the same set A and the two subgraphs of the set B are paths of length k.
Conclusion
We give a summary of the quantum complexity for the regarded graph problems and complete this with the known results. 
