Abstract. Pairs of 2-block Toeplitz (N × N )-matrices (T s ) ij = p 2i−j+s−1 , s = 0, 1, i, j ∈ {1, . . . , N}, are considered for arbitrary sequences of complex coefficients p 0 , . . . , p N . A complete spectral resolution of the matrices T 0 , T 1 in the system of their common invariant subspaces is obtained. A criterion of nondegeneracy and of irreducibility of these matrices is derived, and their kernels, root subspaces, and all common invariant subspaces are found explicitly. The results are applied to the study of refinement functional equations and also subdivision and cascade approximation algorithms. In particular, the well-known formula for the exponent of regularity of a refinable function is simplified. A factorization theorem that represents solutions of refinement equations by certain convolutions is obtained, along with a characterization of the manifold of smooth refinable functions. The problem of continuity of solutions of the refinement equations with respect to their coefficients is solved. A criterion of convergence of the corresponding cascade algorithms is obtained, and the rate of convergence is computed. §1. Introduction
§1. Introduction
The finite-dimensional 2-Toeplitz operators corresponding to a given sequence of complex numbers p 0 , . . . , p N are the operators T 0 , T 1 acting in R N and determined by the following matrices:
(1) (T 0 ) ij = p 2i−j−1 , (T 1 ) ij = p 2i−j , i,j ∈ {1, . . . , N} (we set p k = 0 for k < 0 and for k > N). Usually, the matrices T 0 , T 1 are referred to in the literature as 2-block, or (2 × 1)-block, or two-slanted Toeplitz matrices. For simplicity, in the sequel we call them simply Toeplitz matrices, although this differs from the conventional definition. The linear operators corresponding to the matrices (1) will be denoted by the same symbols and will also be called Toeplitz operators. Without loss of generality, at the expense of a possible shift of the argument and a change of the dimension, it may be assumed that Various properties of the Toeplitz matrices (1) have been studied in many publications, due to their applications to wavelet theory, refinement equations, approximation theory, fractal curves (subdivision algorithms, de Rham curves, etc.), number theory, and combinatorics (see [1] - [13] and the references therein). The main problems are to characterize the spectra of Toeplitz operators, their kernels, root subspaces, common invariant subspaces, and to compute their joint spectral radii. All results of this paper can be naturally extended to the case of k-block Toeplitz matrices, where k matrices (T s ) ij = T k(i−1)−(j−1)+s , s = 0, 1, . . . , k − 1, are associated with a sequence {p i }. For simplicity, we restrict ourselves to the case where k = 2.
In Chapter I we consider general Toeplitz operators (1) corresponding to an arbitrary sequence p 0 , . . . , p N . We prove a criterion for the nondegeneracy of the operators T 0 , T 1 (see Proposition 1) and a criterion for their irreducibility (see Proposition 2) . The irreducibility property of a pair of operators T 0 , T 1 means that they have no common nontrivial invariant subspaces (real or complex). Those criteria are formulated in terms of roots of the generating function (2) p(z) =
We show that the operators T 0 , T 1 are both nondegenerate if and only if the polynomial p has no so-called symmetric zeros. Furthermore, if these operators turn out to be degenerate, then the kernels of the adjoint matrices T * 0 , T * 1 coincide, and the same is true for their root subspaces of all orders. A pair T 0 , T 1 is irreducible if and only if these operators are nondegenerate and p has no cycles, i.e., there are no finite cyclic (with respect to squaring) sets b on the unit circle such that p(−b) = 0. In §3 we elaborate upon an algorithm of cleaning that eliminates all symmetric zeros and cycles for an arbitrary polynomial p. It is shown that the resulting "clean" polynomialp does not depend on the order of removing symmetric zeros and cycles.
This algorithm reduces many problems on Toeplitz operators to the case of clean polynomials, making it possible to reduce the dimension and to exploit some specific properties of operators of clean polynomials (nondegeneracy, irreducibility, etc.). In § §4 and 5, all root subspaces and common invariant subspaces are found explicitly for arbitrary Toeplitz operators. The description of the structure of those subspaces involves elementary graph theory (binary trees, cyclic trees, and cut sets). We obtain a complete spectral factorization of Toeplitz operators, which gives their explicit form on each common invariant subspace.
Chapters II, III, and IV are devoted to applications of the results obtained in the study of refinement equations, of cascade algorithms, and of subdivision schemes.
A refinement equation (a difference equation with double contraction of the argument) is an equation of the form in the sequel we put ϕ = 1. There is an extensive literature devoted to refinement equations. The interest in this subject is caused mainly by its role in wavelet theory [14] , as well as by numerous applications to approximation theory, probability, number theory, mathematical physics, etc.; see [3] - [11] . 
k+1 . They are not the only refinable splines. For every N there are finitely many splines that are solutions of refinement equations of order N . All of them were classified in [3, 16, 17] . Those splines exhaust the set of "good" refinable functions. All others are not piecewise analytic and possess fractal-like properties (varying local regularity, etc.) [17] . They are not defined by explicit formulas, but constructed by iterative algorithms. One of the main problems of the theory of refinement equations is to determine the regularity of the solution ϕ by the coefficients {c k }. Does the solution ϕ belong to L p , is it continuous or differentiable? The refinable functions always have a finite smoothness. Among all refinable functions of order N , only the B-spline B N −1 belongs to the space C N −2 (R); see [4] . In the sequel we use the standard notation C l and W k . The main method of computing the regularity of refinable functions was elaborated upon in [3, 4, 18] . It involves the Toeplitz operators (1) corresponding to the coefficients of the equation p k = c k . In [4, 5, 19] it was proved that the regularity exponent α ϕ,p is expressed in terms of the p-radius ρ p of the operators T 0 , T 1 restricted to a certain subspace V ⊂ R N . Moreover, ϕ ∈ L p if and only if ρ p < 1, and ϕ ∈ C if and only if ρ ∞ < 1. The p-radius (the joint spectral radius, p ∈ [1, +∞]) of two linear operators A 0 , A 1 is the quantity (4) ρ p (A 0 , A 1 ) = lim
There are several algorithms of estimation of ρ p (see [20] - [23] ). However, the problem remains how to find the subspace V and the restrictions of the operators T 0 , T 1 to that subspace. This problem was studied in detail in [3, 5, 9, 10] . In §8 we obtain a complete solution, which will allow us to simplify the well-known formulas for the regularity exponents of refinable functions and to obtain sharp bounds for their moduli of continuity (see Theorems 9 and 10 in §9). In Chapter IV we characterize the manifold of smooth refinable functions and describe an algorithm of numerical computation of solutions for arbitrary refinement equations. In the case of small degrees of the clean polynomialm, the regularity exponents are found explicitly (see §16). The next problem is to analyze the continuity of solutions of equation (3) with respect to its coefficients {c k }. The refinement equations are well known to be unstable: small perturbations of coefficients may lead to jumps of the solution ϕ (see [4, 5] ). A criterion for continuous dependence on the coefficients is presented in §14 (Theorem 14) .
In Chapter III, the results on the spectral properties of Toeplitz operators are applied to the analysis of convergence of subdivision schemes and cascade algorithms (approximation theory and wavelet theory). In particular, we obtain a sharp criterion of convergence in the spaces C l and W l p (Theorem 11) and compute the rate of convergence (Theorem 13). In §11 we use these results to analyze some special cases important in applications (interpolatory schemes, schemes with nonnegative coefficients, etc.).
Chapter I. Spectral resolution of Toeplitz matrices §2. Irreducible Toeplitz operators
For an arbitrary sequence {p k } N k=0 with p 0 p N = 0, we consider a pair of Toeplitz operators (1) . First, we are going to deduce conditions for the nondegeneracy of these operators and for their irreducibility, i.e., the absence of common nontrivial invariant subspaces. These conditions are formulated in terms of zeros of the generating polynomial (2) . A complex number a ∈ C \ {0} is called a symmetric zero of the polynomial
In this case, the pair of numbers ± √ a is called a pair of symmetric zeros for p.
For any n there exist finitely many cyclic sets of order n, all of them lying on the unit circle. Furthermore, b 1 = e 2πri 2 n −1 , where the natural number r ≤ 2 n − 1 is such that for every k < n the number r(2 k − 1) is not divisible by 2 n − 1. The simplest cyclic set b = {1} is said to be trivial; all others are nontrivial. A cycle of a polynomial p is a cyclic set b such that p(−b) = 0. We say that a polynomial p is clean if it has neither symmetric zeros nor cycles. The converse is also true even in a stronger sense. Propositions 1 and 2 provide criteria for nondegeneracy and for irreducibility. In its turn, Theorem 1 is a direct consequence of those propositions.
For a nonzero complex number z, the vector (1, z, . . . , z 
These q subspaces, one for each of the roots z j , j = 1, . . . , q, generate the entire R N . Consequently, T * 0 is nondegenerate. We pass to common invariant subspaces of the operators T 0 , T 1 . For every cyclic set
If n < N, then the space U b is of dimension n and, hence, is a nontrivial subspace in R N ; for n ≥ N it coincides with R N . If the polynomial p has a symmetric zero a, then the kernels of T * 0 , T * 1 possess a common nonzero element [ā] . Consequently, the operators T 0 , T 1 have a common invariant hyperplane [ā] ⊥ , and moreover, Im T ∈ R N , we have
where f (y) = k f k y k is a linear functional on R N . To prove this, it suffices to take the vector v = (T eigenvector of the operator (8) has the form [z], where z is the corresponding eigenvalue, which is a root of the characteristic polynomial Proof. The proof is outlined in the Appendix.
Proof of Proposition 2. a) If the polynomial p(z) has a cycle b = {b 1 , . . . , b n }, then we substitute z =b k in (5) and arrive at (7) . b) If the operators T 0 , T 1 possess a common nontrivial invariant subspace, then its orthogonal complement, to be denoted by U , is a common invariant subspace of the operators T * 0 , T * 1 . Since the operators T * i are nondegenerate, it follows that the operator
−1 has the same invariant subspace U ; therefore, it has at least one eigenvector in that subspace. By Lemma 2, this eigenvector is of the form [z 0 ] for some z 0 ∈ C \ {0}.
Consider the sets
Clearly, these sets are both finite, and B is nonempty because z 0 ∈ B. Observe that for any b ∈ B the two numbers ± √ b are in A ∪ B. Indeed, if one of the numbers ± √ b (denote that number by b 0 ) is not in A, then we substitute z = b 0 in (5) and get
Applying Lemma 3, we conclude that p possesses either a pair of symmetric zeros (which is impossible), or a cycle
Thus, the Toeplitz operators of a clean polynomial are nondegenerate and irreducible. We aim at reducing the general Toeplitz operators to this special case. For this, we devise an algorithm that cleans any polynomial out of its symmetric zeros and cycles.
If p has either a pair of symmetric zeros ± √ a or a cycle b, then we define If a polynomial p has a symmetric zero a, then the operators T 0 , T 1 possess a common invariant subspace [ā] ⊥ (see Proposition 1). Now we clarify how these operators act on that subspace. We define the following system of vectors in R N : 
1 . In the basis (9), the matrices (9) . A direct calculation shows that
Hence, the matrices of the operators T i in the new basis coincide with the matrices T (a)
i .
For a given cyclic set b = {b 1 , . . . , b n }, we define
Consider the following system of vectors in R N :
This shows that the vectorsẽ j , j = 1, . . . , N −n, belong to the subspace U ⊥ b . Since they are independent, they constitute a basis of this subspace. Proof. Let {p k } k=0,...,N and {p k } k=0,...,N −n be the coefficients of the polynomials p and p b , respectively. We complement each of these sequences by zeros in both directions to infinity. Since
. Comparing the coefficients corresponding to the term z r , we get s∈Z p r−s q s = t∈Z p r−2t q t . We take arbitrary i ∈ {1, . . . , N} and j = {1, . . . , N − n}, and set r = 2i
This identity means that the elements of the matrices T 0 C b and C b T is the same, with the replacement of r = 2i−j by r = 2i−j −1.
Applying Propositions 3 and 4 to an arbitrary polynomial p, we can consecutively remove all its symmetric zeros and all its cycles, obtaining a clean polynomialp. This is the process of cleaning. If p possesses a symmetric zero a, then we pass to the polynomial p a (z) = z−a z 2 −a p(z). This reduces the degree by one. If p a has a symmetric zero (perhaps, again a), then we do the same, and so on, until we obtain some polynomial p 0 (z) without symmetric zeros. Suppose we have removed the symmetric zeros a 1 , . . . , a t (counted with multiplicities). Then we start removing cycles. Suppose p 0 has cycles b 0 , . . . , b s of multiplicities r 0 , . . . , r s , respectively. Throughout the paper, b 0 denotes the trivial cycle; the others are nontrivial and distinct. For simplicity, we use the notation P b j (z) = P j (z). The polynomial
has no cycles. It has no symmetric zeros either, because its roots are among the roots of p 0 . This means thatp(z) is a clean polynomial.
We note that the result is independent of the order of removing the cycles. Indeed, since different cycles are disjoint, removing one of them does not affect the others. However, the uniqueness of the first passage (from the initial polynomial p to p 0 ) is not that obvious. At each step the polynomial obtains a new root: a pair of roots ± √ a is replaced with the root a. Hence, new pairs of symmetric zeros and new cycles may arise. For example, the polynomial p(z) = (z 2 − 4)(z + 4) has only one pair of symmetric zeros, z = ±2. However, removing this pair we pass to the polynomial p a (z) = (z − 4)(z + 4), which has another pair: z = ±4. Moreover, the polynomial may have several pairs of symmetric zeros, and at each step we have the choice which one to remove for the next passage. Nonetheless, the polynomialp is determined in a unique way by the initial polynomial p. To show this, we need one more notion. Given a ∈ C \ {0}, we denote by T a the binary tree with the root a 2 . The root is located at the zero level and has valency 1; all other vertices have valency 2. The first level contains one vertex with number a, the second contains two vertices ± √ a, and so on. Every vertex z has two neighbors ± √ z at the next level. Let A be a finite subset of vertices different from the root. An element of A may be repeated, in which case it is counted with its multiplicity. The set A is called a cut set of multiplicity l ≥ 1 if any infinite path starting at the root has precisely l common vertices with A, counted with their multiplicities. Any cut set is finite. If the multiplicity of a cut set is not mentioned, it is 1. The simplest cut set A = {a} will be called trivial.
Let Z = {z 1 , . . . , z N } be a set of nonzero complex numbers. Some numbers may coincide, and then they are counted with multiplicity. Two sets coincide if their elements with the corresponding multiplicities coincide. We call a set Z 0 = {h 1 , . . . , h n } a root set for Z if a) Z 0 has no pairs of symmetric numbers (in other words, the sum of any two elements of Z 0 is not zero); b) the set Z can be split into subsets A 1 , . . . , A n (respecting the multiplicities of elements) so that A k is a cut set of the tree T h k , k = 1, . . . , n.
If all the cut sets A i are trivial, then Z 0 = Z. If, for instance, A 1 is nontrivial, then Z contains a pair of symmetric numbers ±z. After passage to the preceding level (replacement of the pair {z, −z} by one element z 2 ), we obtain a cut set A 1 of the same tree. The total number of elements of Z decreases by 1. Finitely many iterations of the algorithm take the entire set A 1 to the root z 1 of the corresponding tree. The same can be done with the other cut sets. Thus, any set Z can be transformed to its root set Z 0 by finitely many steps (removals of symmetric numbers).
Lemma 4. For any Z there exists a unique root set.
Proof. See the Appendix.
In Figure 1 , the set Z consists of 11 elements: {±i,
Thus, the elements of Z 0 and their multiplicities are uniquely determined by the set Z. We note that, in general, the cut sets A k can be chosen in many ways, and the partition Z = k A k is not unique. If, however, we take the pair {e Let Z = {z 1 , . . . , z N } be the set of roots of the polynomial p, counted with their multiplicity. The polynomial p 0 is well defined and is given by the formula
where Z 0 is the root set of Z. If we remove all the cycles b 1 , . . . , b s , b 0 of the polynomial p 0 , we arrive at the clean polynomial (12) . The trivial cycle b 0 will always be deleted last. By Propositions 3 and 4, the matrices of the operators T 0 , T 1 are transformed consecutively with the help of the following transfer matrices:
The matrices C a k were defined in the proof of Proposition 3. The matrix C a k corresponding to a symmetric zero a k is formed by the column vectors (9) . The dimension N depends on the matrix C a k and is equal to the degree of the polynomial p at the current step, i.e., by the moment of removing the symmetric zero a k . The situation with the matrices C b j ,k is quite similar. For a given cycle b j , the matrix C b j ,k is formed by the column vectors (11) corresponding to b j . The dimensions N are different for all the matrices C b j ,k , k = 1, . . . , r j . For each k, this dimension is equal to the degree of the polynomial p at the current step, i.e., by the moment of the kth removal of the cycle b j (since its multiplicity is r j , it must be removed r j times).
As a result, we obtain the restrictions of the operators T 0 , T 1 to their common invariant subspaceṼ spanned by the columns of the matrix
In the basis formed by the columns of the matrixC, the operators T i | V 0 , i = 0, 1, are isomorphic to the operatorsT i , i = 0, 1, corresponding to the clean polynomialp. We summarize the results obtained as follows.
Theorem 2. For an arbitrary polynomial p(z)
, the corresponding clean polynomialp is given by formula (12) , where p 0 is defined by (13) . Both the clean polynomial and the matrix (14) are independent of the order in which the symmetric zeros and the cycles have been removed. Furthermore, we have T iC =CT i , i = 0, 1, where theT i , i = 0, 1, are the Toeplitz operators corresponding to the polynomialp.
Thus, the spaceṼ spanned by the columns of the matrixC is invariant with respect to the operators T i , i = 0, 1. In the basis formed by the columns ofC, the matrices of the operators T i coincide with the matricesT i , i = 0, 1. §4. Kernels and invariant subspaces of T *
For a linear operator B and a natural number n, we denote by E n the nth root subspace of B:
It turns out that for any polynomial p the kernels of the operators T * 0 and T * 1 coincide, and all their root subspaces also coincide. (9)) have common invariant subspaces E n , n ≥ 0. They are related to the root subspaces E n of the operators T i by the formula E n = C * a E n , where the transfer matrix C a is formed by the columns {ẽ j }. The subspace E n is spanned by the vectors [λ] l , where the numbers λ are such that, at the levels from the first to the nth inclusive, the binary tree T λ has a cut set that consists of roots of the polynomial p a , l = 0, . . . , r λ − 1, where r λ is the multiplicity of that cut set. Take any of these numbers λ. Suppose that a / ∈ T λ ; then the polynomial p has the same roots on the tree as the polynomial p a . Furthermore, the space span{ [λ] l ∈ R N , l ≤ r λ − 1} is mapped isomorphically by the operator C * a to a similar space in R N −1 . This proves the theorem for the values of λ for which the tree does not contain a. Now, assume that a belongs to the tree T λ . Then the passage from p to p a takes the pair of symmetric zeros ± √ a, which are the vertices of T λ neighboring with a, to one vertex a. Consequently, all cut sets that consist of roots of p become cut sets consisting of roots of p a . If a = λ, then the space span{[λ l ∈ R N , l ≤ r λ − 1} is mapped isomorphically to a similar space in R N −1 by the operator C * a . Therefore, in this case the theorem follows.
It remains to consider the case where a = λ. Then the subspace in question loses one dimension and becomes the space span{ [λ] l ∈ R N −1 , l ≤ r λ − 2} (or disappears at all if r λ = 1). However, in this case the multiplicity r λ also reduces by 1, because one of the cut sets, namely {± √ λ}, comes to the zero level (to the root) and is not counted anymore. This completes the proof.
Thus, the adjoint operators T * 0 and T * 1 have common root subspaces. Let E q be the largest of these subspaces. This means that E q+1 = E q . It follows that for any indices
q is a common invariant subspace of the operators T 0 , T 1 , and both of them are nondegenerate on this subspace. Now we are able to make a complete list of common invariant subspaces of the Toeplitz operators T 0 , T 1 . This will be done in terms of generalized cycles of the polynomial p.
For a given cyclic set b, the cyclic tree T b is constructed as follows. The elements of b form the root of the cyclic tree. They are elements of the zero level. At every vertex z of the root b one edge starts, leading to a neighboring vertex of the first level. One of the numbers ± √ z does not belong to b; this number is associated with the neighboring vertex of the first level. At every vertex z that does not belong to the root, two edges start; they lead to the vertices ± √ z of the next level. The tree has n vertices of the zero level and 2 l−1 n vertices of the lth level for each l ≥ 1. The root b = {1} and the corresponding tree are said to be trivial; all others are nontrivial. The tree with the trivial root T {1} is the usual binary tree T −1 considered above.
A set A of vertices of the tree is called a cut set of multiplicity r ≥ 1 if a) A contains no elements of the root; b) any infinite path from each vertex of the root (all the paths are "upward", i.e., with increasing levels) contains exactly r elements of A (counting with multiplicity).
A generalized cycle of multiplicity r of a polynomial p(z) is a cyclic set b such that the corresponding cyclic tree T b has a cut set of multiplicity r consisting of roots of the polynomial. The generalized cycle b = {1} is trivial; all other are nontrivial. has no regular cycles; however, it has a generalized cycle b = e . Indeed, it has three roots on the unit circle: e Let b 0 , . . . , b s be generalized cycles of the polynomial p, and let r 0 , . . . , r s be their multiplicities. We say that a complex number λ is blocked with multiplicity r if the tree T λ has a cut set of multiplicity r consisting of roots of the polynomial p. A common invariant subspace is said to be indecomposable if it is not a direct sum of common invariant subspaces of smaller dimensions.
Theorem 4. Every indecomposable common invariant subspace of the operators T
belongs to one of the following families: 
where b is an arbitrary cycle of the polynomial p, r b is its multiplicity, and k = 1, . . . , r b .
Proof of Theorem 4. We use induction on the dimension N . We show the proof for the operator T * 0 ; for T * 1 the arguments are the same. If N = 1, then the operators are onedimensional, so the claim is trivial. Assuming it for all dimensions not exceeding N − 1, we consider the operators T * 0 , T * 1 of dimension N . If at least one of them is degenerate, then, by Proposition 1, the polynomial p has a symmetric zero a. Having passed to the polynomial p a , we apply the inductive hypothesis to the operators T 
it follows that the operators T * i , i = 0, 1, have the following system of common invariant spaces: 
where I n is the identity operator in R n . For T 0 this is a straightforward consequence of (7), and for T 1 we also use the identity
. Now we need the following auxiliary result.
Recall that P g (z) = g∈g (z + g).
Lemma 5. a) Let g be a cyclic set (perhaps, trivial). Then for any z ∈ C we have
. b) Let g 1 and g 2 be cyclic sets (perhaps, trivial). Then
where n = Card g 1 .
Proof. The proof is outlined in the Appendix. 
Proof. This follows directly from Lemma 5.
As an additional corollary, we obtain the following statement.
Proposition 7. Let p be an arbitrary polynomial that has a generalized cycle
Now we define yet another function of cyclic sets: 
where the modulus of each of the numbers λ ji is equal to 1. 
where A b,0 and A b,1 are the cyclic operators on R n defined by (19) .
We see that on every subspace U b,r the matrices of the operators T * i in a special basis have the block upper triangular form (20) . Thus, Theorem 4 characterizes all common invariant subspaces of the operators T * 0 , T * 1 , and Proposition 8 describes the structure of the operators on these subspaces. We arrive at the following theorem. The following case is most important and well studied: p has neither symmetric zeros nor nontrivial cycles, but has a trivial cycle of some multiplicity r ≥ 1. In this case p(z) = (z + 1) rp (z).
Proposition 9. If the polynomial p has neither symmetric zeros nor nontrivial cycles, then the polynomials T 0 , T 1 have a chain of common invariant subspaces
where r is the multiplicity of the root z = −1 of p. The subspace G j has dimension N − j and is the orthogonal complement to the subspace
There are no other common invariant subspaces of T 0 , T 1 . The matrices of these operators in an appropriate basis look like this:
where theT i are the matrices corresponding to the clean polynomialp.
Proof. Under these assumptions, the polynomial has only a trivial cycle of multiplicity r. Using Corollary 1 and applying (16) to the trivial cycle b = {1}, we complete the proof. A necessary, but not sufficient, condition for the smoothness of refinable functions was derived in [9] for l = 0 and in [24] for all l. . As a result, we obtain a clean symbol m and a refinable functionφ. Lemma 7 implies thatφ / ∈ L 1 , which means that the functionφ is purely singular.
Proposition 10. If we remove a pair of symmetric zeros
if we remove a nontrivial cycle b, then
where {q k } are the coefficients of the polynomial Q b given by (10); if we remove the trivial cycle, then
Remark 2. It would be more proper to normalize the function ϕ in (24) by the coefficient 1/(a − 1) to ensure the condition ϕ(0) = 1. We avoid doing this for simplicity.
Now we need to introduce operators D a , D b in the space of tempered distributions. The operator D a depends on a complex parameter a ∈ C and acts by the formula
the operator D b corresponds to a cyclic set b and is defined by
where {q k } are the coefficients of the polynomial Q b given by (10) . Relations (24) and (25) (24) and (25) it follows that ϕ is at least as regular as ϕ a or ϕ b .
On the other hand, it is easy to deduce formulas inverse to (24) and (25) . For example,
This shows that ϕ a and ϕ b are at least as regular as ϕ. Thus, the removal of symmetric zeros and nondegenerate cycles respects the regularity of refinable functions. The removal of a trivial cycle reduces regularity by one. Indeed, the convolution with the function χ [0,1) (see formula (26) ) is spanned by the integer translates of the primitive
A refinable function is said to be stable if its integer translates {ϕ(· − k), k ∈ Z} are linearly independent. Stability is equivalent to the absence of symmetric zeros and nontrivial cycles (see [25, Theorem 3.4 
.10]).
Suppose that the cleaning algorithm removes consecutively the symmetric zeros a 1 , . . . , a t and the cycles b 0 , . . . , b s of multiplicities r 0 , . . . , r s , respectively. We recall that b 0 = {1} is a trivial cycle, and the other cycles are nontrivial. We have
where r j is the multiplicity of b j , the difference operators D a i and D b i are defined in (27) and (28), and B r is a cardinal B-spline of order r. All the operators D a i , D b i commute with each other and with the convolution operator. Hence, the factors in (29) can be grouped in several different ways, which leads to several representations of the refinable function. The geometric approach for computing the regularity of refinable functions was developed in [3, 4, 18] . The crucial idea is to pass from ϕ to the vector-valued function
Theorem 6 (Factorization theorem). a) An arbitrary refinable function ϕ can be represented in a unique way as the convolution of a clean refinable functionφ with a spline with integral nodes:
The refinement equation (3) becomes
where v = v ϕ and T 0 , T 1 are the Toeplitz operators (1) of the sequence {c 0 , . . . , c N }. Consider the following two subspaces in R N :
where both identities are fulfilled almost everywhere. In the sequel we omit the subscript ϕ if the function ϕ that we mean is clear. In [5, 19] it was shown that a refinable function ϕ is in
where ρ p is the joint spectral radius (4) . Recall that we focus on the case where ϕ / ∈ W 1 p . A slightly sharper result was obtained in [13] :
where v(x) dx. Relation (32) provides a way, which is unique thus far, to obtain sharp values of the exponents of regularity for refinable functions. Its implementations, however, are complicated by the fact that the space V is unknown initially. Usually, V is found as the smallest (by inclusion) common invariant subspace of T 0 , T 1 that contains the vector u [5, 19] . Similarly,V is the smallest common invariant subspace containing u 0 . Obviously,V = span{u 0 , V }, and u 0 is an eigenvector of 1 2 T 0 + T 1 that corresponds to the eigenvalue 1. However, the eigenvalue 1 may be multiple. In this case it is not clear how to find the required vector u 0 in the corresponding root subspace. We discuss this issue in more detail in §15. Even in the case of a simple eigenvalue, the definitions of the subspacesV and V tell us nothing about their structure and dimensions or about the operators T i | V . It is natural to ask whether explicit formulas for those subspaces and for those operators exist, which are suitable for all refinement equations. In various reformulations, this problem was studied in [3] - [7] and in [9, 10] . In this section we obtain its complete solution (see Theorems 7 and 8).
We start with some comments. First, V andV cannot coincide. Indeed, Proof. SinceV is the smallest common invariant subspace of T 0 , T 1 containing u 0 , relation (15) shows thatV is orthogonal to E q . Now, in the block lower triangular factorization (21), we find the indecomposable blocks (19) contained in the subspaceV . Since In practice the space V and the operators T i | V can be found with the help of the cleaning algorithm. Recall that the symmetric zeros are deleted first, then the nontrivial cycles follow, and finally the trivial one. Assume that all symmetric zeros and nontrivial cycles are already removed, with their multiplicities. Then we remove exactly one trivial cycle and obtain some polynomial m r . The symbol m r has neither symmetric zeros nor nontrivial cycles, but it has a trivial cycle of multiplicity r − 1. The corresponding transfer matrix is
Applying Theorem 7, we arrive at the following statement. 
Remark 4. Proposition 11 makes it possible to determine the spacesV and V for any refinement equation, not only for those having integrable solutions. It is only required that the symbol possess a trivial generalized cycle. The subspace V is spanned by the columns of the matrix C r defined by (34). The corresponding operator maps R N onto V surjectively.
Thus, the operators T 0 , T 1 restricted to V are isomorphic to the pair of operators corresponding to the symbol m L . Since the symbol m L has neither symmetric zeros nor nontrivial cycles, we can apply Proposition 9. This proves the following theorem on the structure of Toeplitz operators on the subspace V . 
where theT i are the matrices of the clean symbolm.
The next statement is true because the operatorsT i are nondegenerate (see Theorem 1).
Corollary 4. Both operators T i are nondegenerate on the space V .
Applying Proposition 9 to the operators (35), we get the following.
Corollary 5. All nontrivial common invariant subspaces of the operators (35) belong to the chain
G j = {x ∈ R N , x 1 = · · · = x j = 0}.
Corollary 6. If the symbol of a refinement equation has neither symmetric zeros nor nontrivial cycles, then
V = W = x ∈ R N , x k = 0 . §9.
Regularity of refinable functions
Formula (32) expresses the regularity of a refinable function in terms of the p-radius of the operators T 0 , T 1 restricted to the subspace V . Theorem 8 reduces the problem to the operatorsT 0 ,T 0 of the clean symbol. The main advantage is that the explicit form of these operators is known. Moreover, as a rule, the dimension of the operatorsT i is smaller than that of T i | V . This is important, because computation of the joint spectral radius becomes much more difficult when the dimension grows.
We need some auxiliary results. Any pair of linear operators A 0 , A 1 has, in a suitable basis, the block lower triangular form: 
where ρ p is the p-radius of the operators A 0 | V u , A 1 | V u , and s is their valency.
The proofs of Lemma 8 and Proposition 12 can be found in [13] .
Now we are able to introduce the main results on the regularity of refinable functions. Suppose the symbol m of a given equation has a trivial cycle of multiplicity r 0 . Let m be the corresponding clean symbol, letT 0 ,T 1 be the Toeplitz operators ofm, and let
To compute the joint spectral radii of the Toeplitz operators, we invoke the results of Chapter I. By Lemma 6, if a polynomial has a cycle b, then
, 1}, where the matrix Λ d 1 ···d n is diagonal with the moduli of all diagonal elements equal to 1. Therefore, all p-radii ρ p of these operators are the same. Indeed,
where κ b (m) is the quantity defined in (18) . Using Lemma 8, we see that the p-radii of the block matrices (20) associated with a generalized cycle b are equal to κ b (m) for all p, and the valency is 1. Now formula (21) allows us to express the p-radii of any Toeplitz operators in terms of those of the Toeplitz operatorsT i of the clean symbol. We denote ρ p = ρ p (T 0 ,T 1 ).
Theorem 9. A refinable function ϕ belongs to
Proof. Let l ≥ 0 be the largest integer for which ϕ ∈ W l p . We may assume that l = 0, because otherwise we can use Theorem 6 on factorization to write ϕ as the convolution B l−1 * ϕ l and pass to the function ϕ l . Then α ϕ,p = − log 2 ρ p T 0 | V , T 1 | V . By Theorem 8, the matrices of the operators T i | V are of the block form (35). Applying Lemma 8 to them, we get 
, which contradicts the assumption l = 0. Thus, ρ p ≥ 2 −1 . Combined with (40), this yields
, which concludes the proof.
Theorem 10. Let p ∈ [1, +∞], and let ϕ ∈ L p be a refinable function (ϕ ∈ C if p = ∞).

If the exponent α ϕ,p is not an integer, then
where C 1 , C 2 are positive constants.
Proof. The factorization theorem (Theorem 6) allows us to assume that l = 0. By (33),
v(t) dt, and V u is the smallest common invariant subspace of T 0 , T 1 containing u. Therefore, V u = V , and the operators T i have the block form (35) on V . If ρ p (T 0 ,T 1 ) = 2 −j for some j ∈ {1, . . . , r − 1} (by Theorem 9, this means that the regularity exponent α ϕ is an integer), then the valency s is 2; otherwise this is 1. It remains to apply Proposition 12.
Chapter III. Applications to subdivision schemes and cascade algorithms §10. Convergence criterion Let , ∞ , and p denote (respectively) the space of all sequences {λ k } +∞ k=−∞ , the space of uniformly bounded sequences, and the space of sequences summable with power p. For an arbitrary sequence {c k } N k=0 , the subdivision operator B acts on the space by the formula
A subdivision scheme (algorithm) constructs the sequence of iterations of the operator B applied to a given initial sequence λ ∈ . A subdivision scheme converges in L p for given
As usual, for p = ∞ we consider the space C. The subdivision schemes are natural extensions of the well-known de Rham and Chaikin algorithms of corner cutting. They are used in approximation theory, interpolation, curve design, etc. (see [1, 2, 3, 26] 
The proof can be found, e.g., in [27] .
The transition operator T is defined on the space of compactly supported tempered distributions by the formula
A cascade algorithm is the process of consecutive approximations of the refinable function ϕ by iterations of the operator T applied to a given initial function f (x). For any f such that f dx = 1, as n → ∞ the sequence T n f weakly converges to ϕ in the space of distributions S (see [25, Theorem 2.4 
.4]).
The main problem is to analyze this convergence in a stronger sense, say, in the space
The convergence of a cascade algorithm is equivalent to that of the subdivision scheme with the same coefficients (see [3, 27] ). Cascade algorithms are applied in the numerical approximation of refinable functions and wavelets and also in fast algorithms of wavelet expansions [2, 14] .
Thus, the following two conditions are necessary for the convergence of a subdivision scheme/cascade algorithm in L p :
the refinable function ϕ belongs to L p (C for p = ∞) and m(−1) = 0. However, these conditions are not sufficient. The corresponding counterexamples are well known [3, 26] . The results of Chapter I make it possible to derive a sharp criterion of convergence and to compute the rate of convergence. We formulate all the results in the most general situation, i.e., for convergence in the spaces C l and W l p for l ≥ 0. As usual, convergence in C l means uniform convergence with the first l derivatives, and that in W 
Lemma 9. If for some compactly supported function
. It remains to apply Proposition 13 to the function g = f − ϕ.
and Proposition 11 show that V = W if and only if the symbol m has neither symmetric zeros nor nontrivial cycles. In this case convergence is indeed equivalent to the smoothness of the solution; this result originates in [3] for p = ∞ and in [27] for finite p. In the general case, when m has nontrivial cycles and symmetric zeros, the embedding V ⊂ W is strict, so that the p-radii on these subspaces may fail to coincide. The explicit form of V obtained in §8 enables us to find the relationship between the two radii, and therefore, between the smoothness of refinable functions and the convergence of cascade algorithms. Proof. By Lemma 11, the proof is reduced to the case where l = 0. By Proposition 14, the convergence of the algorithm in L p is equivalent to the inequality
Theorem 11. A cascade algorithm/subdivision scheme converges in W
By Theorem 5, the matrices of the operators T 0 , T 1 in a special basis have the block lower triangular form (21) . Consequently, the restrictions of these operators to the space W are of the same form with the only difference being that the multiplicity of the trivial cycle b 0 becomes reduced by 1. Applying Lemma 8, we see that 
where b 1 , . . . , b s are the nontrivial generalized cycles of m. Theorem 9 shows that The convergence problem for cascade algorithms was studied by many authors, e.g., by Daubechies and Lagarias [4] , Cavaretta, Dahmen, and Micchelli [3] , Jia [27] , Wu [28] , Chen and Hun [29] , etc. In [26] , Neamtu presented an incorrect solution of this problem. For l = 0, Corollary 7 was first established for stable refinable functions in [3] . It was shown that if m(−1) = 0 and the refinable function ϕ is stable, then the convergence of the subdivision scheme in C is equivalent to the continuity of ϕ. In [27] this result was extended to convergence in the spaces L p . Corollary 7 generalizes this result to the spaces of higher smoothness for all l ≥ 1 and, moreover, relaxes the assumptions on the symbol: now it suffices that the symbol has no generalized cycles, but it may have symmetric zeros. In Examples 3 and 4 we apply the criterion of Theorem 11 to specific algorithms. Then we treat several special cases important in applications.
Example 3. The refinement equation (52) ϕ
has a continuous solution ϕ = , which is actually a usual cycle. A direct calculation yields κ b (m) = Proof. The "only if" part is obvious; we establish the "if" part. First, observe that if the coefficients are nonnegative and m(−1) = 0, then the solution belongs to L ∞ , and therefore, to all L p [11] . Denote by I the set of all indices k for which c k = 0. In particular, 0 ∈ I. If the algorithm diverges, then, by Theorem 11, the symbol m must have a generalized cycle b such that κ b (m) ≥ 1. This is impossible, because |m(z)| < 1 for all points z of the unit circle except for z = 1. Indeed, since all the coefficients of m are nonnegative, for any z with |z| = 1 we have
Since c 0 > 0, it follows that equality occurs only if z k = 1 for all k ∈ I. The greatest common divisor of the elements of I is 1 (otherwise the mask is sparse). Therefore, z = 1.
A divergent algorithm with a simple eigenvalue. The existence of divergent subdivision schemes with smooth refinable functions was observed in [3, 4] . All the corresponding examples in the literature originated from one special case when one of the operators T i , i = 0, 1, has a multiple eigenvalue 1. In this case ρ T i | W ≥ 1 and the algorithm diverges in C by Proposition 14. In particular, the interpolation and sparse masks (see Examples 3, 4 and Corollary 13) also correspond to this case. In [26] , Neamtu posed a natural problem: does this case exhaust all possible divergent algorithms with smooth refinable functions? The example below shows that the answer is in the negative. 2 + 0.5z + 0.2. Since its coefficients are positive, it follows that the solution ϕ b is continuous [18] . Hence, the solution of the initial equation ϕ is also continuous. Since κ b (m) = √ 1.12 > 1, we see that the cascade algorithm diverges even in L 1 . On the other hand, by using the factorization (21) , it is easy to show that the modules of the eigenvalues of T 0 are equal to 1, 0.4, √ 1.12, (21) shows that the p-radii of the blocks are 2
, respectively, and the proposition follows. §13. Sharpness of the convergence criterion Isn't the criterion of Theorem 11 too complicated for characterizing the divergent cascade algorithms? Do we really need all possible generalized cycles for that? In fact, the divergence implies that the symbol has a generalized cycle b such that κ b (m) ≥ 1. However, is this property compatible with the smoothness of the refinable function ϕ?
It turns out that every generalized cycle can cause the divergence of some cascade algorithm with a smooth refinable function. In this sense, the criterion of Theorem 11 is complete and sharp. For simplicity, we formulate the result for the case where l = 0, and p = ∞, i.e., for convergence in C. Proof. Sufficiency. Assume the conditions r 0 ≥ 1 and r j > − log 2 κ b (m) are satisfied for all j = 1, . . . , s. We show that such perturbations change the function ϕ continuously. First, we suppose that the corresponding cascade algorithm converges. Since the rate of convergence is ν = log 2 ρ ∞ , where
If we perturb the coefficients of the symbol m so that at least one trivial cycle survives (r 0 ≥ 1), then the operators T i will still have a common invariant subspace W . Moreover, the joint spectral radius on this subspace changes slightly, because ρ ∞ is a continuous function of operators. Therefore, for all sufficiently small perturbations we have ρ ∞ < q. Taking δ > 0 arbitrarily, we choose k such that C
. After a small perturbation, each of the first k terms in (57) changes by at most δ 2k , and the sum of the norms of the other terms does not exceed Cq k+1 /(1 − q) < δ 2 . Thus, ϕ − ϕ ε < δ. We pass to the general case. For every j = 1, . . . , s we denote by A j a cut set of multiplicity r j of the cyclic tree T b j ; this cut set is assumed to consist of the roots of m that survived after the perturbation. In other words, A j consists of the roots of the polynomial GCD(m, m ε ). Let A 0 be the cut set of multiplicity 1 of T b 0 = T {1} that consists of the roots of m that survived after the perturbation. Removing consecutively all symmetric zeros of m that lie in A j , we make all b j usual cycles of multiplicities 1, r 1 , . . . , r s , respectively. Then we remove these cycles with their multiplicities. As a result, we obtain a symbol m u (z). This symbol changes continuously under the admissible perturbations of the initial symbol m. The assumptions imposed on the multiplicities r j imply that κ b j (m u ) < 1 for all j = 1, . . . , s. By Theorem 11, the cascade algorithm with symbol m u converges. Therefore, the corresponding refinable function ϕ u varies continuously under small perturbations of m u , and hence, under small perturbations of m. The initial function ϕ is obtained from ϕ u by formulas (24) and (25) . Thus, ϕ is a linear combination (with constant coefficients) of integral translates of the function ϕ u ; hence, it also changes continuously.
Necessity.
Let Ω denote the union of all cut sets (of all possible cyclic trees) consisting of at most N elements. Since the set Ω is finite, there exists a small ε such that the symbol m ε has no other roots belonging to Ω than those of m whenever m−m ε ∞ < ε. Thus, all roots of m ε in Ω are roots of m. If ϕ ε ∈ C, then r 0 ≥ 1 (see Lemma 7) and κ b j (m ε ) < 2 −r j for all j = 1, . . . , s (see Lemma 12) . Since κ b j (m) is a continuous function of m, we see that 2 r j ≥ κ b j (m).
Remark 9. For all p ∈ [1, +∞), the conditions of continuity of refinable functions in L p with respect to the coefficients of the equations are the same as those in Theorem 14 for exponentially in n. Thus, the crucial point is to find the vector v 0 . However, at this point we face unexpected difficulties. The reason is that the eigenvalue 1 may be multiple for the operator T 0 . Accordingly, the eigenvectors corresponding to this eigenvalue may form a subspace of dimension greater than 1.
Using the general form of T 0 given by (21), we can easily determine whether the eigenvalue 1 is multiple. The simplest examples of the multiple eigenvalue 1 for T 0 are given by sparse equations (see §11 and also Examples 3 and 4). The proof of the following fact is elementary, and we leave it to the reader. Thus, if the eigenvalue 1 is not simple, then the operator T 0 has an invariant subspace E, dim E ≥ 2, on which T 0 is the identity. How do we find the initial vector v 0 ∈ E? Since the solution ϕ is unique, v 0 is also determined uniquely by the coefficients of the equation. This means that if another vector v ∈ E is taken as the initial one, then the algorithm (58) does not converge to a continuous function. The vector v 0 is a unique element of E possessing the following property: the joint spectral radius of the operators T 0 , T 1 restricted to their smallest common invariant subspace containing the vector (T 1 − T 0 )v 0 is less than 1. This result, which originates from [5] , does not give, however, any practical method of finding v 0 . This problem was studied in [5, 9, 10] . Theorem 7 provides a complete solution: v 0 is a unique eigenvector of T 0 that corresponds to the eigenvalue 1 and belongs to the subspaceV . If ϕ ∈ C(R), then dim V ∩ E = 1. Using the explicit description of the spaceV given in Theorem 7 or in Proposition 11, we findV and, after that, v 0 . Furthermore, since ρ T 0 | V < 1, the vector v 0 is computed efficiently by the iterative approximation method.
If a solution of a refinement equation is not continuous, but only integrable, then its computation can be realized by a similar method: the vector u 0 = 3) The operatorsT 0 ,T 1 are both nondegenerate and have no common invariant subspaces (see Theorem 1) .
We are going to classify all refinement equations generated by a given clean symbol m. Suppose z 1 , . . . , z q are the roots ofm(z) and µ 1 , . . . , µ q are their multiplicities. Thus, m(z) = R The regularity of the corresponding refinable function ϕ was determined in Theorem 9, and the moduli of continuity in L p , p ∈ [1, +∞], were found in Theorem 10. The rate of convergence of the cascade algorithm and the subdivision scheme for the symbol m are given by formula (53). Thus, the problems concerning the solvability of refinement equations in given function spaces and computing the regularity exponents and the rates of convergence for cascade algorithms/subdivision schemes are all reduced to computing the spectral radii of the operatorsT 0 ,T 1 corresponding to the clean symbolm. In the case of small degrees ofm, this latter problem can be solved explicitly; for large degrees it can be solved approximately by numerical algorithms for computing joint spectral radii.
The case where degm = 0. Refinable splines. In this case, the clean symbol is a constant, and the refinable function is a spline. Indeed, if m has neither symmetric zeros nor nontrivial cycles, then m(z) = z+1 2 r andm(z) ≡ 2 −r , whence ϕ(x) = B r−1 (x) is a cardinal B-spline. Otherwise, if there are either symmetric zeros or nontrivial cycles, then we apply the cleaning algorithm and obtain the corresponding B-spline. The transfer formulas (24) and (25) imply that the initial function ϕ is a spline with integral nodes. For given N , there exist finitely many symbols of degree N that generate refinable splines. They were classified in [16, 17] . In the second paper, the regularity exponents of refinable splines and the rate of convergence of the corresponding subdivision schemes were computed explicitly. The exponent α ϕ,p of a refinable spline of order r − 1 is equal to r in the case of finite p and to r − 1 if p = ∞. Thus, this exponent is always an integer. Nevertheless, ω p (ϕ (r−1) , h) h (compare with Theorem 10) . Surprisingly, the splines with integral nodes exhaust the set of piecewise smooth refinable functions (see [17] ). This work was completed during the visit of the author to Catholic University of Louvain (Louvain-la-Neuve, Belgium). The author is grateful to the University for its hospitality.
