In [5] , Dykema and Skripka showed the existence of higher order spectral shift functions when the unperturbed self-adjoint operator is bounded and the perturbations is Hilbert-Schmidt. In this article, we give a different proof for the existence of spectral shift function for the third order when the unperturbed operator is self-adjoint (bounded or unbounded, but bounded below).
1 Introduction.
Notations:
Here, H will denote the separable Hilbert space we work in; B(H), B p (H) [p ≥ 1], the set of bounded, Schatten p-class operators in H respectively with . , . p as the associated norms. In particular B 1 (H) and B 2 (H) are known as the set of trace class and Hilbert-Schmidt class operators in H. Let A be a self-adjoint operator in H with σ(A) as the spectra and E A (λ) the spectral family. The symbols Dom(A), Ker(A), Ran(A) and TrA denote the domain, kernel, range and trace of the operator A respectively.
Let A (possibly unbounded) and V be two self-adjoint operators in H such that V ∈ B 1 (H), then Krein [9] proved that there exists a unique real-valued L for a large class of functions φ . The function ξ is known as Krein's spectral shift function and the relation (1.1) is called Krein's trace formula. In 1985, Voiculescu approached the trace formula (1.1) from a different direction. Later Voiculescu [13] , and Sinha and Mohapatra ( [11] , [12] ) proved that
by adapting the Weyl-von Neumann's theorem (where φ(.) is a suitable function and (A + V ) n , A n are finite dimensional approximations of (A + V ) and A respectively and Tr n is the associated finite dimensional trace).In [8] , Koplienko for rational functions φ with poles off R. In [4] , Koplienko trace formula was derived using finite dimensional approximation method, while Dykema and Skripka [5] obtained the formula (1.3) in the semi-finite von Neumann algebra setting and also studied the existence of higher order spectral shift function. In ( [5] , Theorem 5.1), Dykema and Skripka showed that for a self-adjoint operator A (possibly unbounded) and a self-adjoint operator V ∈ B 2 (H), the following assertions hold:
(i) There is a unique finite real-valued measure ν 3 on R such that the trace formula
4)
holds for suitable functions φ, where D (2) φ(A) is the second order Frechet derivative of φ at A [1] . The total variation of ν 3 is bounded by (ii) If, in addition, A is bounded, then ν 3 is absolutely continuous.
It is noted that there has been a more recent preprint by Potapov , Skripka and Sukochev [10] in which similar and further results have been announced. This paper is organized as follows. In section 2 , we establish the formula (1.4) for bounded self-adjoint case and section 3 is devoted to the unbounded self-adjoint case.
Bounded Case
The next three lemmas are preparatory for the proof of the main theorem of this section, theorem 2.5.
Lemma 2.1. Let, for a given n ∈ N, {a k } n−1 k=0 be a sequence of complex numbers such that a n−k−1 = a k . Then Proof. By changing the indices of summation and using the fact a n−k−1 = a k , we get that
where
(A + X) r−j−1 XA j and hence
Again for X, Y ∈ B(H),
leading to the estimate
for X ≤ 1, proving that
, and a similar calculation shows that the
s is continuously differentiable in norm-topology and
which by an application of Leibnitz's rule reduces to
and using (2.2), we get
Let us denote the sum of the first and third term inside the integral in (2.3) to be
Thus by the cyclicity of trace , we have that
Again if we set the sum of the second and fourth term inside the integral in (2.3) to be
a similar calculation shows that
By applying Lemma 2.1 with n = r − 1 and
and using the cyclicity of trace, we conclude that 
(ii) Ker (M B ) and its orthogonal complement Ran (M B * ) in H are left invariant by left and right multiplication by B n and (B * ) n (n = 1, 2, 3, ...) respectively.
and Ran (M B ) are generated by their self-adjoint elements and for X ∈ H, we have (X * ) 1 = X * 1 and (X * ) 2 = X * 2 , where X = X 1 ⊕ X 2 and X * = (X * ) 1 ⊕ (X * ) 2 are the respective decompositions of X and X * in H.
, then for X = X * ∈ H, X = X 1 ⊕ X 2 with X 1 and X 2 both self-adjoint.
(vi) (a) For B = B * ∈ B(H), M B is self-adjoint in H and for X = X * ∈ H, we have
−1 ( where A is an unbounded self-adjoint operator in H), M B is bounded normal in H and for X = X * ∈ H, we have X 1 = X * 1 and X 2 = X * 2 , where
.a (H)( set of bounded self-adjoint operators in H) be continuous in operator norm , and let H ∋ X ≡ X 1τ ⊕ X 2τ be the self-adjoint decomposition with respect to A τ . Then τ −→ X 1τ , X 2τ ∈ H are continuous.
−1 is continuous in operator norm. Then the conclusions of (vii)(a) is valid for the decomposition of H with respect to B τ ≡ (A τ + i) −1 .
Proof. The proofs of (i) to (iii) are standard and for (iv), we note that since Ker (M B ) = Ker (M B * ), X ∈ Ker (M B ) if and only if X * ∈ Ker (M B ) and hence for any X ∈ Ker (M B ) can be written as X = X+X * 2
, proving that Ker (M B ) is generated by its self-adjoint elements. Similarly, by a similar argument we conclude that Ran (M B ) is also generated by its self-adjoint elements.
Let X ∈ H, and X = X 1 ⊕ X 2 and X * = (X * ) 1 ⊕ (X * ) 2 be the corresponding decompositions of X and X * in H. Then for any Y 1 = Y and hence (X
Similarly, by the same argument we conclude that (X * ) 2 = X * 2 . The result (v) and (vi(a)) follows from (iv) and (v) respectively. For (vi(b)), it suffices to note that any X ∈ B 2 (H) commuting with (A + i) −1 commutes with the spectral family E A (.) of A.
For (vii(a)), since the map [0, 1] ∋ τ −→ M Aτ is holomorphic, then ( using Theorem 1.8, page 370, [7] ) we conclude that the map [0, 1] ∋ τ −→ P 0 (τ ) (where P 0 (τ ) is the projection onto Ker(M Aτ )) is continuous and since X 1τ ≡ P 0 (τ )X we get that the map
−1 is holomorphic, and since M (Aτ +i) −1 is normal for each τ .
Remark 2.4. Let A and V be two bounded self-adjoint operators in an infinite dimensional Hilbert space H such that V ∈ B 2 (H) and
. Apply Lemma 2.3 with B = A and A τ respectively to get
Theorem 2.5. Let A and V be two bounded self-adjoint operators in an infinite dimensional
Proof. It will be sufficient to prove the theorem for p(λ) = λ r (r ≥ 0). Note that for r = 0, 1 or 2, both sides of (2.5) are identically zero. We set A τ = A + τ V and 0 ≤ τ ≤ 1. Then by lemma 2.2, we have that
where we have also noted the invariance, orthogonality and continuity properties in Lemma 2.3 (ii) − (vii) and set
Using the spectral families E τ (.) and E(.) of the self-adjoint operators A τ and A respectively and integrating by-parts, the first term of the expression (2.6) is equal to
Since V 2 ∈ Ran(M A ), then there exists a sequence {V
and Y (n) must be skew-adjoint for each n, since V (n) 2
and V (n) 2τ can be chosen to be self-adjoint. Furthermore, by lemma 2.3 (vii)(a), the map
Hence the second term of the expression (2.6) is equal to
and where the interchange of the limit and the integration is justified by an application of the bounded convergence theorem. Furthermore using the representation of V (n) 2τ ∈ Ran(M Aτ ), the above reduces to
Again by twice integrating by-parts, the expression in (2.8) is equal to
(2.9) Next we note that by an integration by-parts,
The boundary term above vanishes and substituting the above in the first expression in (2.9), we get that the right hand side of (2.9)
dµ.
Combining (2.7) and (2.10) and since
2 ), we conclude that
2τ (λ) , the interchange of limit and the τ -and s-integral is justified by an easy application of bounded convergence theorem. Note that η (n) is a real-valued function ∀ n.
Next we want to show that {η
) and we follow the idea from [6] .
a.e. and h ′ (λ) = g(λ). Now consider the expression
which on integration by-parts twice and on observing that the boundary term for λ = a vanishes, leads to
Next we use the identity
to reduce the the above expression in (2.11) to
2 E(dµ), and
(2.13) and hence as in Birman-Solomyak ( [2] , [3] ) and in [4] ,
and hence
, which converges to 0 as n, m → ∞ and ∀ τ ∈ [0, 1]. A similar computation also shows that
and thus there exists a function
For uniqueness, let us assume that there exists
where p(.) is a polynomial and j = 1, 2. Therefore
which together with the fact that
Tr(V 3 ) (which one can easily arrive at by setting p(λ) = λ 3 in the above formula), implies that b a λ r η(λ)dλ = 0 ∀ r ≥ 0. Hence by an application of Fubini's theorem, we get that
Therefore η is an 
where f (λ) , g(λ) and h(λ) are as in the proof of the theorem 2.5.
Proof. By Fubini's theorem we have that
which by integrating by-parts leads to
(2.14)
Again by repeating the same above calculations to get (2.12) and (2.13) as in the proof of the theorem 2.5, we conclude that
Combining (2.14) and (2.15) we have,
2τ converges to V 2 , V 2τ respectively in . 2 and we have already proved that η (n) converges to η in L 1 ([a, b]). Hence by taking limit on both sides of (2.16) we get that
(2.17)
In the right hand side of (2.17) we have used the fact that
−→ 0 as n −→ ∞, where 
where X, Y ∈ B 2 (H).
Proof. That φ(A) and the expressions on the right hand side above exist in B(H) are consequences of the functional calculus and the assumption onφ. Next
Using the interpolation inequality
which by virtue of the assumption onφ implies that D (1) φ(A) exist and that
and one can verify as before that
proving the expression for D (2) φ(A) (X, Y ). ✷ Theorem 3.2. Let A be an unbounded self-adjoint operator in a Hilbert space H, V be a self-adjoint operator such that V ∈ B 3 (H) and furthermore let φ ∈ S(R) (the Schwartz class of smooth functions of rapid decrease). Then
where A τ = A + τ V and 0 ≤ τ ≤ 1.
Proof. As before,
(H)− continuously differentiable, uniformly with respect to β. Then
where Fubini's theorem has been used to interchange the order of integration. Hence
Though each of the four individual terms in the integral in (3.2) belong to B3 2 (H), each of the differences in parenthesis [.] belong to B 1 (H), e.g.
and its norm [.] 1 ≤ |τ | V ≤ |ντ | V 3 . Hence by the hypothesis onφ,
Again by the cyclicity of trace and a change of variable, the first integral in {.} in (3.3) is equal to
Similarly, the second integral in {.} in (3.3) is equal to
Combining (3.4) and (3.5), we conclude that
By a change of variable and the cyclicity of trace, we get that
using which in (3.6) we are lead to the equation
by an application of Fubini's theorem. ✷ Theorem 3.3. Let A be an unbounded self-adjoint operator in a Hilbert space H with σ(A) ⊆ [b, ∞) for some b ∈ R and V be a self-adjoint operator such that V ∈ B 2 (H). Then there
(for some ǫ > 0) such that for every φ ∈ S(R) (the Schwartz class of smooth functions of rapid decrease)
Proof. Equation (3.7), after an application of Fubini's theprem, yields that
(3.8)
where a = min{b, inf σ(A τ ) [0 < τ ≤ 1]} and E τ (.) and E(.) are the spectral families of the operator A τ and A respectively and the measure G :
is a complex measure with total variation ≤ 2 V and hence by Fubini's theorem the right hand side expression in (3.9) is equal to
where we have set
Fubini's theorem in the first expression in right hand side of (3.10), we conclude that
where we have integrated by-parts and observed that the boundary term vanishes. Thus the first term in (3.10) is equal to
Now consider the second expression in the right hand side of (3.10) :
, there exists a sequence {V 
is the same expression with second V 2 -terms replaced by V (n) 2 . These are complex measures on R 2 and
and since 
14)
Again by applying Fubini's theorem the right hand side expression in (3.14) is equal to
and by integrating by-parts twice and on observing that the boundary term vanishes, this reduces to
where η
Here it is worth observing that the hypothesis that A is bounded below is used for the first time here, only for performing the second integration-by-parts. Combining (3.11) and (3.15), we conclude that
(ǫ > 0) and we follow the idea from [6] . First note that
] since the two measures are equivalent. Next, let f ∈ L ∞ (R, dλ) and define
a.e. and that |g(λ)| ≤ Const.
and bounded. Next consider the expression
which on integration by-parts and on observing that the boundary terms vanishes, leads to
Hence by integrating by-parts and observing that the boundary term vanishes, the right hand side expression in (3.17) is equal to ∞ which converges to 0 as m, n −→ ∞ and ∀ τ ∈ [0, 1]. A similar computation also shows that η
, independent of τ and n. Therefore { 1 0
. Therefore by using the Dominated Convergence theorem as well as Fubini's theorem, from (3.16) we conclude that
✷
The proof of the uniqueness and the real-valued nature of η is postponed till after the corollary 3.4. 
2τ converges to V 2 , V 2τ respectively in . 2 and we have already proved that η (n) converges to η in L 1 (R, ψ(λ)dλ) .Hence by taking limit on both sides of (3.23) we get that which implies that |η Rel (λ)| |ψ(λ)| = 0 a.e. and hence η Rel (λ) = 0 a.e.. Similarly by the same above argument we conclude that η Img (λ) = 0 a.e. and hence η(λ) = 0 a.e.. Therefore η 1 (λ) = η 2 (λ)a.e.. Again, since the right hand side of (3.20) is real for all real valued f ∈ L ∞ (R), by a similar argument as above, it follows that η is real valued.
