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ON THE PERFECT SUPERCONDUCTING SOLUTION FOR A
GENERALIZED GINZBURG-LANDAU EQUATION
AYMAN KACHMAR*
Abstrat. We study a generalized Ginzburg-Landau equation that models a
sample formed of a superonduting/normal juntion and whih is not submit-
ted to an applied magneti eld. We prove the existene of a unique positive
(and bounded) solution of this equation. In the partiular ase when the do-
main is the entire plane, we determine the expliit expression of the solution
(and we nd that it satises a Robin (deGennes) boundary ondition on the
boundary of the superonduting side). Using the result of the entire plane, we
determine for the ase of general domains, the asymptoti behavior of the so-
lution for large values of the Ginzburg-Landau parameter. The main tools are
Hopf's Lemma, the Strong Maximum Priniple, ellipti estimates and Agmon
type estimates.
1. Introdution and main results
Let us onsider two open, bounded and smooth domains Ω1,Ω ⊂ R2 suh that :
(1.1) Ω1 ⊂ Ω,
and let
(1.2) Ω2 = Ω \ Ω1.
The domain Ω1 orresponds to the 2-D ross setion of a ylindrial superonduting
sample with innite height, and Ω2 orresponds to that of a normal material. In
the Ginzburg-Landau theory [23℄, the superonduting properties are desribed by
a omplex valued wave funtion ψ, alled the `order parameter', whose modulus |ψ|2
measures the density of the superonduting eletron Cooper pairs (hene ψ ≡ 0
orresponds to the so alled normal state), and a real vetor eld A = (A1, A2),
alled the `magneti potential', suh that the indued magneti eld in the sample
orresponds to curlA. It is well known (see [14, 16, 17℄) that when a normal material
is plaed adjaent to a superondutor, the superonduting Cooper eletron pairs
an diuse from the superonduting to the normal material. We then have to
onsider pairs (ψ,A) dened on Ω.
The basi postulate in the Ginzburg-Landau theory is that the pair (ψ,A)minimizes
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the Gibbs free energy, whih, in our ase, has the following dimensionless form [9℄ :
(1.3)
G(ψ,A) =
∫
Ω1
{
|(∇− iA)ψ|2 + 1
2ε2
(1− |ψ|2)2 + |curlA−H |2
}
dx
+
∫
Ω2
{
1
m
|(∇− iA)ψ|2 + a
ε2
|ψ|2 + µ
∣∣∣∣ 1µcurlA−H
∣∣∣∣2
}
dx.
Here,
1
ε is the Ginzburg-Landau parameter, a harateristi of the superonduting
material (lling Ω1), m > 0 is a harateristi of the normal material (lling Ω2),
µ > 0 is the magneti permeability in Ω2, H > 0 is the intensity of the applied
magneti eld and a > 0 is related to the ritial temperature of the material in
Ω2. The positive sign of a means that we are above the ritial temperature of the
normal material.
The proedure of modeling normal materials by taking a positive sign of the qua-
drati term |ψ|2 in the Ginzburg-Landau energy has been the subjet of a vast
mathematial literature. We do not aim at iting a omplete list but we refer to
[3, 13, 21, 35, 34℄ and the referenes therein.
Minimization of the funtional (1.3) will take plae in the spae
H = H1(Ω;C)×H1(Ω;R2).
The funtional (1.3) is gauge invariant in the sense that given χ ∈ H2(Ω), we have,
G(ψ,A) = G(ψ eiχ, A+∇χ).
When the applied magneti eld H = 0, we shall see that the minimizers of (1.3)
are ompletely determined by those of the funtional (whih is naturally obtained
by taking A = 0 and H = 0 in (1.3)) :
(1.4) G0(u) =
∫
Ω1
(
|∇u|2 + 1
2ε2
(1− |u|2)2
)
dx+
∫
Ω2
(
1
m
|∇u|2 + a
ε2
|u|2
)
dx.
We emphasize that the funtional (1.4) is dened for real-valued funtions inH1(Ω;R).
We shall show that the minimizers of the funtional (1.4) are ompletely determined
by the positive solutions of the following `generalized' Ginzburg-Landau equation
(see Theorem 1.1 below) :
(1.5)

−∆u = 1
ε2
(1− |u|2)u, in Ω1,
− 1
m
∆u = − 1
ε2
a u, in Ω2,
T int∂Ω1
(
∂u
∂ν1
)
=
1
m
T ext∂Ω1
(
∂u
∂ν1
)
, on ∂Ω1,
T int∂Ω
(
∂u
∂ν
)
= 0 on ∂Ω.
Here, ν1 is the unit outer normal of the boundary ∂Ω1, ν that of ∂Ω, and, given an
open set U ⊂ R2, T int∂U and T ext∂U denote respetively the interior and exterior trae
operators on ∂U :
T int∂U : H1(U) −→ L2(∂U), T ext∂U : H1loc(U c) −→ L2(∂U).
The existene, uniqueness and asymptoti behavior (as ε→ 0) of the non-negative
solutions of equation (1.5) will be the main onerns of this paper. We believe that
a areful understanding of this situation will be useful for the investigation of the
GENERALIZED GINZBURG-LANDAU EQUATION 3
behaviour of minimizers of (1.3) as the applied magneti eld inreases from H = 0
(this will be hopefully the subjet of a forthoming work). Atually, physiists (f.
[14℄) laim that minimizers of (1.3) are very sensitive to the variations of the applied
magneti eld H , even when it remains small.
Given a,m, ε > 0, we dene the following eigenvalue :
λ1(a,m, ε) = inf
{∫
Ω1
(
|∇φ|2 − 1
ε2
|φ|2
)
dx(1.6)
+
∫
Ω2
(
1
m
|∇φ|2 + a
ε2
|φ|2
)
dx : φ ∈ H1(Ω), ‖φ‖L2(Ω) = 1
}
.
In the theorem below, we establish the relation between the minimizers of (1.3)
and the positive solution of (1.5).
Theorem 1.1. With the previous notations, the following assertions hold.
(1) If λ1(a,m, ε) < 0, then (1.5) admits a non-negative non-trivial solution.
If, furthermore ∂Ω1, ∂Ω are of lass C
3
, then this solution is unique and
satises 0 < uε < 1 in Ω.
(2) If λ1(a,m, ε) ≥ 0, then the unique solution of (1.5) is the trivial solution
uε ≡ 0.
(3) If the applied magneti eld H = 0 and (ψ,A) is a minimizer of (1.3), then
|ψ| ≡ uε.
(4) If Ω is simply onneted and if H = 0, then the set of minimizers of (1.3)
in H1(Ω;C)×H1(Ω;R2) is given by,
{(uεeiχ,∇χ) : χ ∈ H2(Ω)}.
Notie that if ε ∈]0, 1/
√
λ1(Ω1)[ (here, given a bounded regular open set O ⊂ R2,
λ1(O) denotes the rst eigenvalue of the Dirihlet realization of −∆ in O), then
λ1(a,m, ε) < 0. This follows diretly from the min-max priniple, whih gives :
(1.7) λ1(a,m, ε) ≤ min
(
λ1(Ω1)− 1
ε2
,
1
m
λ1(Ω2) +
a
ε2
)
.
Hene, in this ase, the solution uε of Theorem 1.1 is non-trivial, and we shall
investigate, in Theorem 1.2, its asymptoti behavior as ε→ 0.
We dene the funtion R ∋ t 7→ U(t) by :
(1.8) U(t) =

β exp(
√
2 t)− 1
β exp(
√
2 t) + 1
, t ≥ 0,
A exp(
√
am t), t < 0,
where the onstants β and A are given by :
(1.9) β =
√
2m+
√
a+ 2m√
a
, A =
√
2m+
√
a+ 2m−√a√
2m+
√
a+ 2m+
√
a
.
Theorem 1.2. Let ε ∈]0, 1√
λ1(Ω1)
[ and uε be the unique positive solution of (1.5).
Then, for any ompat sets K1 ⊂ Ω1, K2 ⊂ Ω2, we have as ε→ 0,
(1.10) uε → 1 in C2(K1), uε → 0 in C2(K2).
Moreover, if ∂Ω1, ∂Ω are of lass C
4
, then there exists a funtion wε ∈ C(Ω) that
onverges to 0 uniformly in Ω and suh that
(1.11) uε(x) = U
(
t(x)
ε
)
+ wε(x), ∀ x ∈ Ω.
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Here, the funtion U is dened by (1.8) and the funtion t is dened by
(1.12) t(x) =
{
dist(x, ∂Ω1), x ∈ Ω1,
−dist(x, ∂Ω1), x ∈ R2 \ Ω1.
Remark 1.3. Theorem 1.2 shows that the solution uε exhibits a boundary layer
near ∂Ω1 with sale O(ε) as ε → 0. Remembering the physial interpretation1 of
uε, we see that the thikness of the superonduting region in Ω2 is O(ε).
In the next theorem, we give an asymptoti expansion of the energy (1.4) of the
positive solution uε as ε→ 0.
Theorem 1.4. Under the hypotheses of Theorem 1.2, the following asymptoti
expansion holds :
(1.13) G0(uε) = c1(a,m) |∂Ω1|
ε
− c2(a,m)
∫
∂Ω1
κr(s) ds+ o(1), (ε→ 0).
Here c1(a,m) and c2(a,m) are two positive parameters and κr is the salar urvature
of the boundary of Ω1.
The expressions of the onstants c1(a,m) and c2(a,m) will be given in (6.5) and
(6.6) respetively.
The asymptoti behavior of the solution uε is based on the understanding of
the `model' equation assoiated to Ω1 = R × R+ and Ω2 = R × R−. Due to the
invariane by saling of R×R±, we are redued in this ase to the following equation
(i.e. with ε = 1) :
(1.14)
−∆u = (1− u2)u, in R× R+,
− 1
m
∆u = −a u, in R× R−,(
∂u
∂x2
)
(x1, 0+) =
1
m
(
∂u
∂x2
)
(x1, 0−), u(x1, 0+) = u(x1, 0−), on R.
Notie that the funtion (x1, x2) 7→ U(x2), where U is dened by (1.8), is a solution
of (1.14).
Sine Equation (1.14) arises as a limiting form of (1.5), we fous on solutions of
(1.14) that are in the lass
(1.15) C = {u ∈ L∞(R2) : u|R×R± ∈ C
2(R× R±), u ≥ 0 in R2}.
Theorem 1.5. Equation (1.14) admits a unique solution in C, whih is given by :
R
2 ∋ (x1, x2) 7→ U(x2),
where U is the funtion dened by (1.8).
Notie that the solution U of (1.14) satises the following boundary ondition
on the boundary of R× R+ :
(1.16)
∂U
∂x2
(0+) = γ U(0+),
where γ is given by :
γ =
√
a
m
.
1 u2ε measures the density of the superonduting Cooper eletron pairs.
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This `Robin' boundary ondition was already present in the physis literature
(f. [16℄), and it is alled in that ontext `deGennes boundary ondition'. The
intuitive reason for deriving this boundary ondition from (1.14) is that the equa-
tion in R × R+ is linear and its solution in C is a simple exponential funtion
A exp (
√
amx2). Then we get the boundary ondition on R × R+ from that in
(1.14), see Setion 4 for more details.
In [33℄, the authors study the following Ginzburg-Landau equation with `deGennes
boundary ondition' :
(1.17)

−∆u = 1
ε2
(1− u2)u, in Ω1,
− ∂u
∂ν1
= γ(ε)u, on ∂Ω1,
where γ(ε) ≥ 0 is `the deGennes parameter' that may depend on ε.
In the ase when γ(ε) = 0 (whih orresponds to the situation when the superon-
dutor is adjaent to a vauum), it is well known that u ≡ ±1 are the only solutions
of (1.17) (see e.g. [10, 12℄). These solutions reveal perfet superonduting states.
Compared with our results (Theorems 1.1 and 1.2), we observe that the presene
of a normal material exterior to a superondutor has a strong eet on the perfet
superonduting solution. This omplements the piture initiated in our previous
work [29℄ (see also [22℄), where we showed that the presene of a normal material
adjaent to a superondutor an also have a strong inuene on the onset of su-
perondutivity.
Lu and Pan [33℄ study the asymptoti behavior of the positive solution of (1.17)
when γ(ε) > 0 and as ε → 0. Just as in our ase, they obtained that the ase
of γ(ε) 6= 0 is quite dierent from the ase of γ(ε) = 0 (f. [33, Theorem 2℄). In
partiular, they obtained that if
0 < lim
ε→0
εγ(ε) < +∞,
then the positive solution of (1.17) exhibits a boundary layer and shows a similar
behavior to that of equation (1.5) (f. Theorem 1.2). We also point out that they
give only the leading order term of the energy of the solution, whereas we obtain a
two-term expansion of our minimizing energy.
In the presene of an applied magneti eld H > 0, the situation is more or
less related to the phenomenon of pinning (f. e.g. [1℄). Pinning models replae
the usual potential term in the Ginzburg-Landau energy funtional by (aε−|ψ|2)2,
where aε, the maximal superonduting density, is a smooth funtion. If one has to
reover our ase, the funtion aε would be a step funtion, equal to 1 in Ω1, and
equal to −a < 0 in Ω2.
Let us mention that a standard appliation of the maximum priniple shows that
if (ψ,A) is a minimizer of (1.3), then |ψ| ≤ uε. Coming bak to the asymptoti
prole of uε, we notie that it satises (f. Theorem 1.2 and more preisely Formula
(5.20))
|∇uε| ≥ C
ε
in a neighborhood of ∂Ω1.
The authors of [1℄ onsider a non-onstant maximal superonduting density aε but
with the restrition that it an not osillate quiker than | ln ε| (|∇aε| ≤ C| ln ε|).
One other ompliation for the ase with magneti eld omes from the struture
of the funtional (1.3) where the term (1 − |ψ|2)2 is absent from the integrand in
Ω2, hene one an no more obtain the loalization of the `vortex-balls' in Ω2 by
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applying diretly the o-area formula as was done in [36℄.
Perhaps it is the Ginzburg-Landau equation with Dirihlet boundary ondition
that has reeived the early attention in the literature (f. [5, 31, 37℄). Atually, the
solution of the following Dirihlet problem
(1.18)
{
−∆u = 1
ε2
(1− |u|2)u, in Ω1,
u = g, on ∂Ω1,
where g is a omplex-valued mapping from ∂Ω1 to the unit irle S
1
, an exhibit
a vortex struture (depending on the Brouwer degree of g). This shows that this
situation is quite dierent from ours.
We present now the outline of the paper.
In Setion 2, we give some auxiliary material that we shall use frequently in the
paper and we disuss the regularity of weak solutions to Equation (1.5). In Se-
tion 3, we prove the existene and uniqueness of the positive solution to Equation
(1.5), and we nish the proof of Theorem 1.1.
In Setion 4, we study the uniqueness of bounded solutions for Equation (1.14) and
we prove Theorem 1.5. Using the result of Theorem 1.5, we are able to desribe
in Setion 5, by the use of ellipti estimates together with an analysis near ∂Ω1,
the asymptoti behavior of the positive solution uε as ε → 0, proving thus Theo-
rem 1.2. In Setion 6, we determine the energy estimate of Theorem 1.4 through
an auxiliary result onerning a one-dimensional variational problem. Finally, we
give in Setion 7 some onluding remarks and we shed light on some points that
seem to us interesting for further researh.
2. Preliminaries
2.1. A maximum priniple.
When analyzing the behavior of the solution of (1.5), we shall need frequently the
following variant of the maximum priniple, whih we take from [20, Lemma 3.4
and Theorem 3.5℄.
Theorem 2.1. Consider an open onneted set U ⊂ R2 having a smooth boundary
of lass C1. Let w ∈ C2(U)∩C1(U) and c ∈ L∞(U) be bounded funtions. Suppose
that −∆w + c(x)w ≥ 0, c(x) ≥ 0 in U , and that there exists x0 ∈ U suh that
w(x0) = min
x∈U
w(x) ≤ 0. Then :
(1) If w(x) > w(x0) in U and x0 ∈ ∂U , (∂w/∂v)(x0) < 0;
(2) If x0 ∈ U , w(x) ≡ w(x0).
Assertion (1) in Theorem 2.1 orresponds to `Hopf's Lemma' while Assertion (2)
is the `Strong Maximum Priniple'.
2.2. Boundary oordinates. For the analysis of the behavior of the solution of
(1.5) near the boundary ∂Ω1, we often write the equation in a oordinate system
valid near ∂Ω1. Suppose that ∂Ω1 is smooth of lass C
k+2
, with k ∈ N. Given
t0 > 0, we dene the following subset :
(2.1) Ω1(t0) = {x ∈ R2 : dist(x, ∂Ω1) < t0}.
We dene also the funtion t : R2 7→ R by,
(2.2) t(x) =
{
dist(x, ∂Ω1), x ∈ Ω1,
−dist(x, ∂Ω1), x ∈ R2 \ Ω1.
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We an hoose t0 suiently small so that t ∈ Ck+2(Ω1(t0)) and ∇t(x) = −ν1(s(x))
(f. [20, Setion 14.6℄). Here s(x) ∈ ∂Ω1 is the unique point dened by
dist(x, s(x)) = dist(x, ∂Ω1),
and ν1 is the unit outward normal of ∂Ω1.
Let us onsider also a parametrization
s ∈]− |∂Ω1|
2
,
|∂Ω1|
2
] 7→M(s) ∈ ∂Ω1
of ∂Ω1 that satises :
s is the oriented `ar length' between M(0) and M(s);
T (s) := M ′(s) is a unit tangent vetor to ∂Ω1 at the point M(s);
The orientation is positive, i.e. det(T (s), ν1(s)) = 1.
We reall that ν1(s) is the unit outward normal of ∂Ω1 at the point M(s). The
salar urvature κr is now dened by :
(2.3) T ′(s) = κr(s)ν1(s).
We dene now the following oordinates transformation :
(2.4) Φ : ]− |∂Ω1|/2, |∂Ω1|/2]×]− t0, t0[∋ (s, t) 7→M(s)− tν1(s) ∈ Ω1(t0).
Then Φ is a Ck+1-dieomorphism, and for x ∈ Ω1(t0), we write,
(2.5) Φ−1(x) := (s(x), t(x)).
The Jaobian of the transformation Φ−1 is given by,
(2.6) a(s, t) = det
(
DΦ−1
)
= 1− tκr(s).
For a funtion u ∈ H10 (Ω1(t0)), we dene a funtion u˜ ∈ H1(Φ−1(Ω1(t0))) by :
(2.7) u˜(s, t) = u(Φ(s, t)).
Then we have the following hange of variable formulas,
(2.8)
∫
Ω1(t0)
|u(x)|2dx =
∫ |∂Ω1|/2
−|∂Ω1|/2
∫ t0
−t0
|u˜(s, t)|2a(s, t) dsdt,
and, for any funtion v ∈ H10 (Ω1(t0)),
(2.9)∫
Ω1(t0)
∇u(x)·∇v(x) dx =
∫ |∂Ω1|/2
−|∂Ω1|/2
∫ t0
−t0
{
(∂tu˜)(∂tv˜) + a
−2(∂su˜)(∂sv˜)
}
a(s, t) dsdt.
This last formula permits us to write (in the sense of distributions) :
(2.10) (∆u) (x) =
(
∆˜ u˜
)
(Φ−1(x)), in D′(Ω1(t0)),
where the dierential operator ∆˜ is dened by :
(2.11) ∆˜ = a−2(s, t)
∂2
∂s2
+
∂2
∂t2
+
(
tκ′r(s)a
−3(s, t)
) ∂
∂s
− (κr(s)a−1(s, t)) ∂
∂t
.
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2.3. A regularity result. In this setion we state a regularity theorem adapted
to solutions of (1.5).
Theorem 2.2. Suppose that Ω1 ⊂ R2 has a ompat boundary of lass Ck+2, with
k ∈ N. There exists a onstant Ck > 0 suh that if u ∈ H10 (Ω) and f ∈ L2(Ω)
satisfy :
(2.12) ∀v ∈ H10 (Ω),
∫
Ω1
∇u · ∇v dx+ 1
m
∫
Ω2
∇u · ∇v dx =
∫
Ω
f v dx,
f|Ω1 ∈ Hk(Ω1), f|Ω2 ∈ Hk(Ω2),
then
u|Ω1 ∈ Hk+2(Ω1), u|Ω2 ∈ Hk+2(Ω2),
and we have the following estimate,
‖u‖Hk+2(Ω1) + ‖u‖Hk+2(Ω2)
≤ Ck
(‖f‖Hk(Ω1) + ‖f‖Hk(Ω2) + ‖u‖L2(Ω)) .
To our knowledge, Theorem 2.2 is not present in the former literature. The proof
of Theorem 2.2 involves the tehnique of dierene quotients (see [32℄), and is given
in Appendix B.
3. Existene and uniqueness in bounded domains
Let us onsider the funtional G0 introdued in (1.4). We denote its minimum
over H1(Ω;R) by :
(3.1) C0(ε) := inf
u∈H1(Ω;R)
G0(u).
It is standard, by starting from a minimizing sequene, to prove the existene of
minimizers of the funtional G0. Notie also that minimizers of G0 are weak so-
lutions of Equation (1.5). In all what follows we shall always write H1(Ω) for
H1(Ω;R) and we emphasize that minimization of the funtional G0 will be always
onsidered over real-valued H1 funtions.
We shall need the following lemma.
Lemma 3.1. Let u be a weak solution of (1.5) suh that u 6≡ 0. Then,
(1) u 6≡ 0 in Ω1;
(2) u 6≡ 0 in Ω2.
Proof. We prove assertion (1). Suppose by ontradition that u ≡ 0 in Ω1. Then,
using the transmission property (i.e. the boundary ondition on the interior bound-
ary ∂Ω1, f. (1.5)), −ma < 0 will be an eigenvalue of the Neumann Laplaian −∆
in Ω2, whih is impossible.
We prove assertion (2). If u ≡ 0 in Ω2, then u satises in Ω1,
−∆u = 1
ε2
(1− u2)u,
with Neumann boundary ondition ∂u/∂ν1 = 0 on ∂Ω1. Then, by [12℄, |u| ≡ 1 in
Ω1 whih ontradits the fat that u ∈ H1(Ω). 
Let us reall the denition of the eigenvalue λ1(a,m, ε) given in (1.6). In the next
proposition, we determine, through the sign of λ1(a,m, ε), the regime of a,m, ε for
whih a non-zero solution of (1.5) exists.
Proposition 3.2. If λ1(a,m, ε) ≥ 0, then (1.5) has as a unique solution u ≡ 0,
whih is the unique minimizer of (1.4).
In addition, if λ1(a,m, ε) < 0, then u ≡ 0 is not a minimizer of (1.4).
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Proof. Let us suppose that λ1(a,m, ε) ≥ 0. Suppose that u is a solution of (1.5).
By the weak formulation of (1.5), we get∫
Ω1
(
|∇u|2 − 1
ε2
(1− u2)u2
)
dx+
∫
Ω2
(
1
m
|∇u|2 + a
ε2
u2
)
dx = 0.
Using the identity −(1 − u2)u2 = 12 (1 − u2)2 − 12 (1 − u4), we obtain from the
preeding equation,
0 = G0(u)− |Ω1|
2ε2
+
1
2ε2
∫
Ω1
u4 dx.
Notiing that
G0(u) ≥ λ1(a,m, ε)
∫
Ω
u2 dx+
|Ω1|
2ε2
+
1
2ε2
∫
Ω2
u4 dx,
we get nally that ∫
Ω1
u4 dx = 0.
Combined with Lemma 3.1, we obtain that u ≡ 0 in Ω.
Suppose now that λ1(a,m, ε) < 0. Let ϕ be a normalized (in L
2(Ω;R)) eigenfun-
tion orresponding to λ1(a,m, ε). Then, for δ > 0, one has,
G0(δϕ) = δ2
(
λ1(a,m, ε) + δ
2 1
2ε2
∫
Ω1
|ϕ|4 dx
)
+
|Ω1|
2ε2
.
By hoosing δ small enough, one gets,
G0(δϕ) < |Ω1|
2ε2
,
and onsequently, by the denition of C0(ε),
(3.2) C0(ε) <
|Ω1|
2ε2
.
Sine, G0(0) = |Ω1|2ε2 , we get that u ≡ 0 is not a minimizer of G0. 
In the next proposition, we determine the minimizers of the funtional G0.
Proposition 3.3. Suppose that ∂Ω1, ∂Ω are of lass C
3
, and that λ1(a,m, ε) < 0.
Then Equation (1.5) admits a non-negative non-trivial solution. This solution is
unique and satises,
(1) 0 < uε(x) < 1 on Ω;
(2) The only minimizers of (1.4) are uε and −uε.
Proof.
Step 1. Existene of a non-negative non-trivial solution.
Let u be a minimizer of (1.4). By Proposition 3.2, u 6≡ 0. Let v = |u|. Then v ≥ 0
is also a non-trivial minimizer of (1.4), and hene a weak solution of (1.5).
Step 2. A non-negative non-trivial solution of (1.5) is positive.
Let v ≥ 0 be a non-trivial solution of (1.5). By the standard interior regularity
theory, v ∈ C∞(Ω1 ∪ Ω2). By Theorem 2.2 and the Sobolev imbedding theorem,
we get, thanks to the smoothness of the boundary,
v|Ω1 ∈ C1,α(Ω1), v|Ω2 ∈ C1,α(Ω2), ∀α ∈ [0, 1[.
We laim that :
(3.3) v > 0, in Ω.
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Suppose by ontradition that that there exists x0 ∈ Ω suh that v(x0) = 0. Notie
that, we have,
(3.4) −∆v + c(x)v ≥ 0 in Ω1, −∆v + am
ε2
v = 0 in Ω2,
where c(x) = (1/ε2)v(x)2 ≥ 0. If x0 ∈ Ω1 ∪ Ω2, we get by the Strong Maximum
Priniple (Theorem 2.1-(2)),
either v ≡ 0 in Ω1, or v ≡ 0 in Ω2.
Coming bak to Lemma 3.1, this yields a ontradition.
If, otherwise, x0 ∈ ∂Ω1, then sine v satises (3.4), we get by the Hopf Lemma
(Theorem 2.1-(1)),
(3.5) T int∂Ω1(ν1 · ∇v) < 0, T ext∂Ω1(ν1 · ∇v) > 0 at x0,
whih ontradits the boundary ondition in (1.5). Therefore, the only possible
hoie is that x0 ∈ ∂Ω, but in this ase we get by the Hopf Lemma a ontradition
to the Neumann boundary ondition in (1.5). We have thus proved Claim (3.3).
We laim now that v < 1 in Ω. Let x0 ∈ Ω be a maximum point of v,
v(x0) = max
x∈Ω
v(x).
Suppose by ontradition that v(x0) ≥ 1. Let w = 1− u2. Sine
∆(u2) = 2u∆u+ 2|∇u|2, ∇(u2) = 2u∇u,
the funtion w satises :
−∆w + c(x)w ≥ 0 in Ω1, −∆w + 2
ε2
amw ≥ 0 in Ω2,
together with the boundary onditions:
T int∂Ω1
(
∂w
∂ν1
)
=
1
m
T ext∂Ω1
(
∂w
∂ν1
)
, T int∂Ω
(
∂w
∂ν
)
= 0,
and
c(x) =
2
ε2
u(x)2 ≥ 0, w(x0) = min
x∈Ω
w(x) ≤ 0.
Then, as for the proof of Claim (3.3), we get a ontradition by Theorem 2.1.
Step 3. The positive solution is unique.
We now laim that the positive solution u obtained in Steps 1 and 2 above is unique.
It is suient to prove the following laim :
(3.6) If u1 and u2 are positive solutions of (1.5), then u1 ≥ u2.
To prove Claim (3.6), we shall follow the argument of Lu-Pan [33℄. For λ ≥ 1, we
denote by uλ = λu1. Sine u1, u2 > 0 in Ω and Ω is bounded, then for λ large
enough, we have, uλ > u2. Let us dene the following number,
λ¯ = inf
{
λ ≥ 1 : uλ ≥ u2 in Ω
}
.
Then it is suient to prove that λ¯ = 1. Suppose by ontradition that λ¯ > 1.
Then u¯ := uλ¯ satises,
(3.7) u¯ ≥ u2, inf
x∈Ω
(u¯− u2) = 0,
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and u¯ is a super-solution of (1.5), i.e.
(3.8)

−∆u¯ ≥ 1
ε2
(1 − u¯2)u¯, in Ω1,
−∆u¯+ 1
ε2
am u¯ ≥ 0, in Ω2,
T int∂Ω1(ν1 · ∇u¯) = 1mT ext∂Ω1(ν1 · ∇u¯), on ∂Ω1,
T int∂Ω (ν · ∇u¯) = 0, on ∂Ω.
Let x0 ∈ Ω be suh that (u¯ − u2)(x0) = 0. Let c1(x) =
[
(u¯2 + u¯u2 + u
2
2)(x)
]
/ε2,
then c1(x) > 0 and we have,
−∆(u¯− u2) + c1(x)(u¯ − u2) ≥ 0 in Ω1, −∆(u¯− u2) + am(u¯− u2) ≥ 0 in Ω2.
By the Strong Maximum Priniple, we get that x0 ∈ ∂Ω1∪∂Ω. As in Step 2 before,
we get using Hopf's Lemma and the boundary onditions satised by u2 and u¯ that
this ase is impossible. 
Proof of Theorem 1.1.
The Assertions (1) and (2) are onsequenes of Propositions 3.2 and 3.3.
Proof of Assertion (3).
After a Coulomb gauge transformation (f. [6℄) we an look for minimizers of (1.3)
in the spae H1(Ω;C)×H1div(Ω;R2), where
(3.9) H1div(Ω;R
2) = {A ∈ H1(Ω;R2) : divA = 0 in Ω, ν ·A = 0 on ∂Ω}.
The existene of minimizers of (1.3) is then standard starting from a minimizing
sequene in the spae H1(Ω;C)×H1div(Ω;R2) (f. [21, 33℄).
Let (ψ,A) be a minimizer of (1.3). To prove assertion (3) of Theorem 1.1, it is
suient to prove that |ψ| is a minimizer of (1.4). Notie that, by Kato's inequality
(f. [30, Proposition 6.6.1℄), we have,∫
Ω
|(∇− iA)ψ|2 dx ≥
∫
Ω
|∇|ψ| |2 dx,
whih implies (reall that H = 0),
(3.10) G(ψ,A) ≥ G0(|ψ|) +
∫
Ω1
|curlA|2 dx+ 1
µ
∫
Ω2
|curlA|2 dx.
On the other hand, for a minimizer uε of (1.4), we have,
G(ψ,A) = inf
(φ,B)∈H1(Ω;C)×H1(Ω;R2)
G(φ,B) ≤ G(uε, 0) = G0(uε) = inf
v∈H1(Ω)
G0(v).
Combined with (3.10), this permits us to dedue that
(3.11) G0(|ψ|) = G0(uε).
Hene, |ψ| is a minimizer of (1.4) and onsequently, by Proposition 3.3, |ψ| ≡ uε.
Proof of Assertion (4).
If λ1(a,m, ε) ≥ 0, then by Proposition 3.2, uε ≡ 0 and we have nothing to prove.
So suppose that λ1(a,m, ε) < 0 (i.e. uε > 0). Sine Ω is bounded and simply
onneted, and |ψ| = uε, then it is a general result in [8℄ (see also [7℄) that there
exists a `lift' χ ∈ H1(Ω;R) (unique up to 2kπ, k ∈ Z) suh that,
ψ = uεe
iχ.
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It is suient then to prove that A = ∇χ. Notie that we have (sine curlA = 0),
G(ψ,A) =
∫
Ω1
(
|∇uε|2 + u2ε|∇χ−A|2 +
1
2ε2
(
1− |uε|2
)2)
dx(3.12)
+
∫
Ω2
(
1
m
(|∇uε|2 + u2ε|∇χ−A|2)+ aε2 |uε|2
)
dx.
Therefore, when ombined with (3.11), (3.12) yields,∫
Ω1
|∇χ−A|2u2ε dx+
1
m
∫
Ω2
|∇χ−A|2u2ε dx = 0.
By Proposition 3.3, uε > 0 and onsequently A = ∇χ. Sine A ∈ H1(Ω;R2), it
follows that χ ∈ H2(Ω) thus ahieving the proof of Theorem 1.1. 
4. Existene and uniqueness in R2
In this setion, we prove Theorem 1.5. That is, in the lass of funtions (1.15),
Equation (1.14) admits a unique solution, whih is given by (1.8).
Let us explain how we have obtained the expression of the solution (1.8). As in
[33℄, we look for a solution of (1.14) in the form :
(x1, x2) 7→ U(x2).
Then U is a solution of the following ODE :
(4.1)

−U ′′ = (1− U2)U, x2 > 0,
−U ′′ + amU = 0, x2 ≤ 0,
U ′(0+) = 1m U
′(0−), U(0+) = U(0−).
Assuming that U is bounded, the seond equation in (4.1) gives that,
U(x2) = A exp
(√
amx2
)
, x2 < 0, A > 0.
We obtain now from equation (4.1),
(4.2)
{ −U ′′ = (1− U2)U, x2 > 0,
U ′(0+) =
√
2ℓ U(0),
where
(4.3) ℓ =
√
a
2m
.
The positive solution of (4.2) is unique and is given by (see [33, Setion 5℄) :
U(x2) =
β exp(
√
2x2)− 1
β exp(
√
2x2) + 1
,
with β = 1+
√
1+ℓ2
ℓ .
Using the boundary ondition U(0+) = U(0−), we get,
A =
β − 1
β + 1
=
√
2m+
√
a+ 2m−√a√
2m+
√
a+ 2m+
√
a
.
The uniqueness and the symmetry of positive solutions to semilinear ellipti
equations in a half-spae Rn+ with either Dirihlet or Robin (deGennes) boundary
ondition on Rn−1 × {0} have been studied extensively (f. [4, 11, 19, 25, 33℄). To
prove Theorem 1.5, we shall use methods inspired from these papers and mainly
from [33℄. The main tehnial diulty is due to the singularity of the solutions on
the boundary R× {0}.
A rst step is the analysis of the following linear equation :
(4.4) −∆u+ αu = 0, in R2.
GENERALIZED GINZBURG-LANDAU EQUATION 13
The next lemma is well known. We inlude a proof for the reader's onveniene,
whih illustrates in a simple ase the arguments that will be used later.
Lemma 4.1. Suppose that α > 0. If u ≥ 0 is a bounded strong solution of (4.4),
then u ≡ 0.
Proof. We dene
M˜ = sup
x∈R2
u(x).
We shall prove that M˜ = 0. Suppose by ontradition that M˜ > 0. Notie that
the Strong Maximum Priniple yields :
(4.5) u(x) < M˜ in R2.
Let {xn}∞n=1 ⊂ R2 be a sequene suh that
lim
n→+∞
u(xn) = M˜.
By (4.5), we get that the sequene {xn} is unbounded and hene we may extrat
from it a subsequene, still denoted by xn, suh that |xn| → +∞. Let us dene the
funtion :
un(x) = u(x+ x
n), ∀x ∈ R2.
Then un is a solution of (4.4) and ‖un‖L∞(R2) ≤ M˜ . We laim that there exist a
subsequene of un (still denoted by un) and a funtion u˜ ∈ C2(R2) suh that :
(4.6) un → u˜ in C2loc(R2).
Here we mean by onvergene in C2loc, that for any ompat subset K ⊂ R2, (un)|K
onverges to u˜|K in C
2(K). To prove (4.6), let R > 0 and DR the open dis entered
at 0 and of radius R. By the ellipti estimates and the Sobolev Imbedding Theorem,
we get a onstant CR > 0 suh that
‖un‖H4(DR) ≤ CR, ∀ n ∈ N.
Sine the spaeH4loc(R
2) is ompatly imbedded in C2loc(R
2) (f. [20, Theorem 7.26℄),
we get that the sequene un is preompat in C
2
loc(R
2). This proves (4.6).
Notie that u˜ is also a solution of (4.4), 0 ≤ u˜ ≤ M˜ and u˜(0) = M˜ . Therefore, by
the Strong Maximum Priniple, we get that u˜ ≡ M˜ , whih is not a solution of (4.4)
unless M˜ = 0. 
Lemma 4.2. Let u be a bounded strong solution of (1.14), u ≥ 0 and u 6≡ 0. Then
0 < u(x) < 1 for all x ∈ R2.
Proof.
Step 1. u > 0 in R2.
This follows from Theorem 2.1, exatly as in the bounded ase (Proof of Proposi-
tion 3.3, Step 2).
Step 2. u ≤ 1 in R2.
We denote by
M− = sup
x∈R×R−
u(x), M+ = sup
x∈R×R+
u(x), M = max(M−,M+).
It is suient to show that M ≤ 1. The proof is twofold, whether M = M− or
M = M+.
Case 2.1. M = M− (i.e. M+ ≤M−).
Suppose by ontradition that M− > 1. Let xn = (xn1 , x
n
2 ) be a sequene in R×R−
suh that
lim
n→+∞
u(xn) = M−.
14 AYMAN KACHMAR
We make the following laim :
(4.7) ∃ δ > 0, lim sup
n→+∞
xn2 ≤ −2δ.
We dene the following funtion :
un(x1, x2) = u(x1 + x
n
1 , x2 + x
n
2 ), ∀x ∈ R2.
By the laim (4.7), we get
−∆un + amun = 0 in D3δ/2,
where, for r > 0, Dr ⊂ R2 denotes the open dis of enter 0 and radius r. Using the
argument of the proof of (4.6), we get a funtion u˜ ∈ C2(D3δ/2) and a subsequene
of un that onverges to u˜ in C
2
loc(D3δ/2). In partiular, the funtion u˜ satises :
−∆u˜+ am u˜ = 0 in Dδ, 0 ≤ u˜ ≤M−, u˜(0) = M−.
By the Strong Maximum Priniple, we obtain that u˜ ≡ M−. Coming bak to the
equation satised by u˜ we get that M− = 0 whih is the desired ontradition.
Therefore, the only missing point is the proof of Claim (4.7).
Suppose by ontradition that there exists a subsequene of xn2 (still denoted by
xn2 ) suh that
lim
n→+∞
xn2 = 0.
We dene the funtion vn(x1, x2) = v(x1 + x
n
1 , x2) (x = (x1, x2) ∈ R2). It is lear
that vn is a solution of (1.14). We an extrat a subsequene of vn that onverges
to a funtion v in C2loc(R× R±). Notie that:
• v is a solution of (1.14);
• 0 ≤ v ≤M− in R2;
• v(0) = M−;
• Writing w(x) = 1− v(x), c(x) = (1 + v(x))v(x), we get
(4.8) w(0) ≤ w(x), c(x) ≥ 0, −∆w + c(x)w = 0 in R× R+.
Therefore, we get the following two inequalities :(
∂w
∂x2
)
(0, 0−) ≥ 0,
(
∂w
∂x2
)
(0, 0+) < 0.
The rst inequality is an immediate onsequene of the fat that v attains a maxi-
mum at 0, and the seond is nothing but the Hopf Lemma (Theorem 2.1-(1)) applied
to the funtion w (f. (4.8)). Coming bak to the boundary ondition satised by
v, we arrive at the desired ontradition.
Case 2.2. M = M+ (i.e. M− ≤M+). The proof is just as in Case 2.1 (details are
given in [33, Lemma 5.2℄).
Step 3. u(x) < 1 in R2.
Suppose by ontradition that there exists x0 ∈ R2 suh that u(x0) = 1. The
Strong Maximum Priniple yields x0 6∈ R×R−. The Hopf Lemma and the bound-
ary ondition satised by u yield also that x0 6∈ R× {0}. So x0 ∈ R×R+. Putting
c(x) = (1 + u)u(x) and w(x) = 1− u(x), we get
−∆w + c(x)w ≥ 0, in R× R+,
with c(x) ≥ 0. The Strong Maximum Priniple now gives w ≡ 0 in R × R+ (i.e.
u ≡ 0). Coming bak to the equation satised by u in R × R− and the boundary
ondition, we obtain
−∆u+ amu = 0 in R× R−, ∂u
∂x2
(·, 0−) = 0 in R.
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We dene now the funtion u˜ in R2 by :
u˜(x1, x2) = u(x1,−x2) if x2 > 0, u˜(x1, x2) = u(x1, x2) if x2 < 0.
We then get that u˜ is a weak solution (by ellipti regularity theory it beomes a
strong solution) of Equation (4.4) with α = am. By Lemma 4.1, we get that u˜ ≡ 0.
Therefore, we obtain nally :
u ≡ 0 in R× R−, u ≡ 1 in R× R+,
whih is the desired ontradition. 
Lemma 4.3. Given a,m > 0, there exist onstants C−, C+ ∈]0, 1[ suh that, if
u > 0 is a bounded strong solution of (1.14), then,
(4.9) sup
x∈R×R−
u(x) < 1− C−, inf
x∈R×R+
u(x) > C+.
Proof.
Step 1. Existene of C−.
Suppose by ontradition that there exist sequenes un and x
n = (xn1 , x
n
2 ) ∈ R×R−
suh that un ≥ 0 is a bounded strong solution of (1.14) and
lim
n→+∞
un(x
n) = 1.
We dene the funtion u¯n(x1, x2) = un(x1+x
n
1 , x2). Then u¯n is a solution of (1.14)
and lim
n→+∞
u¯n(0, x
n
2 ) = 1.
We laim that xn2 is unbounded. If not, then we may extrat a subsequene (still de-
noted by xn2 ) suh that limn→+∞
xn2 = b for some b ≤ 0. As in the proof of Lemma 4.1,
we show that there exists a funtion u¯ suh that a subsequene of u¯n onverges to
u¯ in C2loc(R× R±). Notie that u¯ is a solution of (1.14) and u¯(0, b) = 1. Putting
w¯ = 1− u¯, c(x) = (1 + u¯(x))u¯(x),
then
−∆w¯ + am w¯ ≥ 0 in R× R−, −∆w¯ + c(x)w¯ = 0 in R× R+.
If b < 0, we get a ontradition by the Strong Maximum Priniple. So b = 0. By
Hopf Lemma, we get :
∂w¯
∂x2
(0, b−) < 0,
∂w¯
∂x2
(0, b+) > 0.
Coming bak to the boundary ondition satised by u¯ (f. (1.14)), we get the
desired ontradition.
Therefore, having proved that lim
n→+∞
xn2 = −∞, we dene the following funtion :
wn(x1, x2) = u¯n(x1, x2 + x
n
2 ), ∀ (x1, x2) ∈ R2.
Notie that, there exists n0 > 0 large enough so that
∀ n ≥ n0, −∆wn + amwn = 0 in D1,
where D1 is the unit open dis.
Sine ‖wn‖L∞(R2) ≤ 1, we get by the ellipti estimates and the Sobolev Imbed-
ding Theorem a subsequene of wn that onverges to a funtion w in C
2(D1/2).
Moreover, w satises,
(4.10) −∆w + amw = 0 in D1/2, 0 ≤ w ≤ 1,
and w(0) = 1. By the Strong Maximum priniple, we get that w ≡ 1 in D1/2,
whih is not a solution of (4.10) and so we get a ontradition. Therefore, we have
proved the existene of C−.
16 AYMAN KACHMAR
Step 2. Existene of C+.
The argument is also by ontradition, but we shall not give the details refering the
reader to [33, Lemma 5.3℄. 
Lemma 4.4. Let u > 0 be a bounded strong solution of (1.14). Then the following
limits hold :
(4.11) lim
x2→−∞
(
sup
x1∈R
u(x1, x2)
)
= 0, lim
x2→+∞
(
sup
x1∈R
(1 − u(x1, x2))
)
= 0.
Proof.
We give the proof of the limit as x2 → −∞. Suppose by ontradition that there
exists ǫ > 0 and a sequene (xn1 , x
n
2 ) ∈ R× R− suh that :
lim
n→+∞
xn2 = −∞, and ǫ < u(xn1 , xn2 ).
Let us onsider the sequene of funtions un(x1, x2) = u(x1 + x
n
1 , x2 + x
n
2 ). Then,
given R > 0, there exists n0 ∈ N suh that :
∀ n ≥ n0, −∆un + amun = 0 in DR.
Again, sine ‖un‖L∞(DR) ≤ 1, we get by the ellipti estimates and the Sobolev
Imbedding Theorem a subsequene of (un) that onverges to a funtion u¯ in C
2
loc(R
2).
The funtion u¯ is a solution of Equation (4.4) (with α = am) and u¯(x1, 0) ≥ ǫ. By
Lemma 4.1, we get u¯ ≡ 0, whih is the desired ontradition.
The proof when x2 → +∞ is exatly as that given in [33, (5.9)℄. 
The next lemma remains an essential step towards the proof of Theorem 1.5.
Lemma 4.5. Let u1, u2 > 0 be two bounded strong solutions of (1.14). Suppose
moreover that there exists λ ∈]0, 1[ suh that we have in R× R+ :
(Hλ)
{
u2(x) ≥ λu1(x),
u2(x1, x2) +
1
mu2(x1,−x2) ≥ λ
(
u1(x1, x2) +
1
mu1(x1,−x2)
)
.
Then the following two assertions hold
(1) u2(x) > λu1(x) in R× R+;
(2) u2(x) ≥ u1(x) in R× R+.
Proof.
Let us establish Assertion (1). We denote by :
(4.12) wλ(x) = u2(x) − λu1(x), ∀x ∈ R× R.
Notie that, by hypothesis, wλ ≥ 0 and it satises :
−∆wλ + c(x)wλ ≥ 0, in R× R+,
where c(x) =
(
u22 + λu1u2 + λ
2u21
)
(x) ≥ 0. By the Strong Maximum Priniple, we
get that wλ > 0 in R × R+. So it remains to prove that wλ > 0 on R × {0}. We
dene the funtion hλ on R× R+ by :
hλ(x1, x2) = wλ(x1, x2) +
1
m
wλ(x1,−x2).
Notie that, thanks to the boundary onditions satised by u1 and u2,
(4.13)
∂hλ
∂x2
(·, 0) = 0 on R.
It is easy to prove that hλ satises :
−∆hλ + (2λ+ am)hλ ≥ 0, in R× R+.
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So, if there exists x0 ∈ R × {0} suh that wλ(x0) = 0, then Hopf's Lemma will
give
∂hλ
∂x2
(x0) > 0, whih ontradits (4.13). Therefore, this proves that wλ > 0 on
R× {0}. This nishes the proof of Assertion (1) of the lemma.
Now we prove assertion (2). Let us dene λ∗ by :
λ∗ = inf{λ ∈]0, 1]; (Hλ) holds in R× R+}.
It is suient to prove that λ∗ = 1. Suppose by ontradition that λ∗ < 1. Let us
write w = wλ∗ . Then w satises :
inf
x∈R×R+
w(x) = 0,
and by Assertion (1), w > 0 in R× R+. Let xn ∈ R× R+ be a sequene suh that
lim
n→+∞
w(xn) = 0. Then one should have xn unbounded. So, we an suppose that
lim
n→+∞
|xn| = +∞.
Now, xn2 should be bounded sine, by Lemma 4.4, limx2→+∞
w(xn1 , x2) = (1 − λ)
uniformly with respet to xn1 . So we may suppose that limn→+∞
xn2 = b, for some
b ≥ 0.
Thus, we have lim
n→+∞
|xn1 | = +∞. Let us dene the funtion un1 by :
un1 (x1, x2) = u(x1 + x
n
1 , x2), ∀(x1, x2) ∈ R2.
Then, there exists a subsequene of un1 that onverges to a funtion u˜1 in C
2
loc(R× R±).
The funtion u˜1 is a strong, positive and bounded solution of (1.14) and it satises,
(4.14) (u2 − λ∗u˜1)(0, b) = 0.
Notie also that u˜1, u2 satisfy the hypothesis (Hλ∗), hene, by assertion (1) of the
lemma, we have u2 − λ∗u˜1 > 0 in R× R+, ontraditing (4.14). Therefore, λ∗ = 1.

Proof of Theorem 1.5. Let u ∈ C (see (1.15)) be a solution of (1.14). We shall
prove that u ≡ U by two steps :
• First we establish that u ≡ U in R× R+.
• Using the transmission onditions, we get suient information about u on
R× {0} that permit us to establish that u ≡ U in R× R−.
Step 1. u ≡ U in R× R+.
Let u1, u2 ≥ 0 be two bounded solutions of (1.14). Notie that there exists λ ∈]0, 1[
suh that u1, u2 satisfy the hypothesis (Hλ). Atually, by Lemmas 4.2 and 4.3, it
is suient to take :
λ ∈
]
0,min
{
1,
(
1 +
1
m
(1− C−)
)−1
C+
}]
,
where C−, C+ ∈]0, 1[ are the onstants of Lemma 4.3.
Therefore, we obtain by Lemma 4.5 that u2 ≥ u1 in R × R+. Sine the solutions
u1, u2 were arbitrarly hosen, this yields that u ≡ U in R× R+.
Step 2. u ≡ U in R× R−.
Let u1, u2 ≥ 0 be again two solutions of (1.14). It is suient to prove that u2 ≥ u1
in R× R−. Notie that by Lemma 4.3, we get for λ ∈]0, C−],
(H ′λ) (1 − u1)(x) ≥ λ(1− u2)(x) in R× R−.
Notie that if u1, u2 satisfy the hypothesis (H
′
λ) for some λ ∈]0, 1[, then
1− u1 > λ(1− u2), in R× R−.
To see this, let wλ = (1−u1)−λ(1−u2). Then wλ satises the following onditions :
18 AYMAN KACHMAR
• −∆wλ + amwλ > 0 in R× R−;
• wλ = (1 − λ)(1 −A) > 0 on R× {0}.
The seond property above omes from the fat that both u1 and u2 are equal to
U on R× R+ (f. Step 1).
Now, we denote by :
λ∗ = inf{λ ∈]0, 1] ; (1− u1)(x) ≥ λ(1 − u2)(x)}.
It is then suient to prove that λ∗ = 1. Suppose by ontradition that λ∗ < 1.
Let w(x) = (1− u1)(x) − λ∗(1 − u2)(x). Then, by the denition of λ∗, we get :
(4.15) inf
x∈R×R−
w(x) = 0.
We laim that we an nd a minimizing sequene xn = (xn1 , x
n
2 ) ∈ R × R− suh
that :
(4.16) lim
n→+∞
|xn1 | = +∞, limn→+∞x
n
2 = b (for some b ≤ 0), limn→+∞w(x
n) = 0.
Notie that a minimizing sequene an not be bounded, sine u1, u2 satisfy the
hypothesis (H ′λ∗) with λ∗ ∈]0, 1[. Notie that, if xn is a minimizing sequene then
xn2 should be bounded, sine (f. Lemma 4.4) limx2→−∞
w(x1, x2) = 1− λ∗ uniformly
with respet to x1. So, x
n
1 should be unbounded and the existene of a minimizing
sequene with Property (4.16) is lear.
We dene the funtion un2 (x1, x2) = u2(x1+x
n
2 , x2). Then u
n
2 is a solution of (1.14).
We an also extrat a subsequene from un2 that onverges to some funtion u˜2 in
C2loc(R× R+) ∪ C2loc(R× R−) and u˜2 is a solution of (1.14). Notie also that
• (1− u1)(0, b)− λ∗(1− u˜2)(0, b) = 0;
• u1 and u˜2 satisfy the hypothesis (Hλ∗),
whih is the desired ontradition. Therefore, λ∗ = 1. 
5. Asymptoti behavior
Let ε ∈]0, 1√
λ1(Ω1)
[, then by (1.7) and Theorem 1.1, Equation (1.5) has a unique
positive solution uε. We investigate in this setion the asymptoti behavior of the
solution uε as ε→ 0, proving thus Theorem 1.2.
Proposition 5.1. (Interior estimate)
Suppose that the boundaries of Ω1 and Ω are of lass C
k
for a given integer k ≥ 1.
Given a,m > 0, there exist onstants ε0, δ, C > 0 suh that
2
,
(5.1)∥∥∥∥(1 − uε) exp(δt∗(x)ε
)∥∥∥∥
Hk(Ω1)
+
∥∥∥∥uε exp(δt∗(x)ε
)∥∥∥∥
Hk(Ω2)
≤ C
εk
, ∀ε ∈]0, ε0].
Here t∗ is a funtion in Ck(Ω1) ∪ Ck(Ω2) suh that
(5.2)
0 < c ≤ t∗(x)
dist(x, ∂Ω1)
≤ 1 in Ω, t∗(x) = dist(x, ∂Ω1) in a neighborhood of ∂Ω1,
and c ∈]0, 1[ is a geometri onstant.
2
For k = 1, one is obliged to take δ ∈]0,√am[.
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Proof. We shall use Agmon type estimates [2℄. The tehnique of Agmon esti-
mates is introdued in the ontext of superondutivity by Heler-Pan [28℄ (see
also Heler-Morame [27℄). The proof will be split in two steps, where we rst de-
termine an estimate in Ω1 and then we determine an estimate in Ω2.
Step 1. Estimate in Ω1.
We onsider :
wε(x) = 1− uε(x), cε(x) = (1 + uε(x))uε(x), ∀x ∈ Ω1.
Using (1.5), we get,
(5.3) −∆wε + 1
ε2
cε(x)wε = 0 in Ω1, − 1
m
∆wε +
a
ε2
wε =
a
ε2
in Ω2,
together with the boundary onditions
T int∂Ω1 (ν1 · ∇wε) =
1
m
T ext∂Ω1(ν1 · ∇wε), T int∂Ω (ν · ∇wε) = 0.
Let Φ be a Lipshitz funtion in Ω. An integration by parts yields the following
identity, ∫
Ω1
(∣∣∇ (eΦwε)∣∣2 + 1
ε2
cε(x)
∣∣eΦwε∣∣2) dx(5.4)
+
∫
Ω2
(
1
m
∣∣∇ (eΦwε)∣∣2 + 1
ε2
a
∣∣eΦwε∣∣2) dx
=
∫
Ω1
∣∣ |∇Φ|eΦwε∣∣2 dx+ ∫
Ω2
(
1
m
∣∣ |∇Φ|eΦwε∣∣2 + a
ε2
e2Φwε dx
)
.
Lu-Pan [33, Formula (4.1)℄ have proved the following lemma.
Lemma 5.2. Suppose uε ∈ C2(Ω1) be a positive solution of −∆uε = 1ε2 (1− u2ε)uε
in Ω1. Then there exist positive onstants c0, k0, ε0 depending only on Ω1 suh that,
(5.5) inf
x∈Ω1,t(x)≥k0ε
uε(x) ≥ c0, ∀ ε ∈]0, ε0].
Here t is dened by (2.2).
We emphasize that no neessary hypothesis is needed onerning the boundary
ondition in Lemma 5.2. For the onveniene of the reader, we shall reprodue the
proof of Lemma 5.2 in Appendix A.
We ome bak to the proof of Proposition 5.1. By the lemma, we get
(5.6) cε(x) ≥ c0, ∀x ∈ Ω1 s.t. t(x) ≥ k0ε, ∀ ε ∈]0, ε0].
We hoose the funtion Φ in the following form,
Φ =
δ
ε
φ,
where δ > 0 is to be determined and
φ(x) =
{
t(x); if t(x) ≥ k0ε,
k0ε; if t(x) ≤ k0ε.
Coming bak to (5.4) and (5.6), we obtain the following estimate,∫
Ω1
(
ε2
∣∣∣∣∇(exp(δφε
)
wε
)∣∣∣∣2 + (c0 − δ2) ∣∣∣∣exp(δφε
)
wε
∣∣∣∣2
)
dx(5.7)
+
∫
Ω2
(
ε2
1
m
∣∣∣∣∇(exp(δφε
)
wε
)∣∣∣∣2 + a ∣∣∣∣exp(δφε
)
wε
∣∣∣∣2
)
dx
≤ a
∫
Ω2
e2δφ/εwε dx.
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Upon taking δ ∈]0,√c0)[, the above estimate reads as,
(5.8)
∥∥∥∥exp(δφε
)
wε
∥∥∥∥
L2(Ω)
+ ε
∥∥∥∥∇(exp(δφε
)
wε
)∥∥∥∥
H1(Ω)
≤ C,
where the onstant C depends on a,m,Ω1 and Ω2. We emphasize here that the
funtion t is negative in Ω2 so that φ(x) = k0ε.
Let t∗ be verifying (5.2). We an selet t∗ in the following way,
t∗(x) = |t(x)| in Ω1(k0/2),
t∗(x) =
k0
2
+ χ
(
t(x)
k0
)(
|t(x)| − k0
2
)
in R
2 \ Ω1(k0/2),
where χ is a ut-o funtion that veries :
(5.9) 0 ≤ χ ≤ 1, χ ≡ 1 in ]− 1
2
,
1
2
[, suppχ ⊂ [−1, 1].
Notiing that t∗(x) ≤ t(x) ≤ φ(x) in Ω1, we dedue from (5.8) the following ontrol,
(5.10)
∥∥∥∥exp(δt∗(x)ε
)
wε
∥∥∥∥
L2(Ω1)
+ ε
∥∥∥∥∇(exp(δt∗(x)ε
)
wε
)∥∥∥∥
L2(Ω1)
≤ C.
To derive higher order Sobolev estimates, we look at the PDE satised by exp
(
δt∗(x)
ε
)
wε.
Let us dene the following funtion,
vε(x) =

exp
(
δt∗(x)
ε
)
wε, in Ω1,
exp
(
− δt∗(x)ε
)
wε, in Ω2.
Then vε is a weak solution of the following equation,
(5.11)

−∆vε = fε,1 in Ω1,
− 1m∆vε = fε,2 in Ω2 ∩ Ω1(k0),
T int∂Ω1(ν · ∇vε) = 1mT ext∂Ω1(ν · ∇vε) on ∂Ω1.
Here, the set Ω1(k0) is dened by (2.1), and the funtions fε,1, fε,2 are given by,
fε,1 =
1
ε2
(1− wε)(2− wε)vε − 2δ
ε
∇t∗ exp
(
δt∗(x)
ε
)
· ∇wε − δ
ε
(
∆t∗ +
δ
ε
|∇t∗|2
)
vε,
fε,2 = − a
ε2
vε +
1
m
(
δ
ε
)(
2∇t∗ exp
(−δt∗(x)
ε
)
· ∇wε + δ
ε
(
∆t∗ +
δ
ε
|∇t∗|2
)
vε
)
.
Using Theorem 2.2 together with (5.10), we get,
‖vε‖H2(Ω1) ≤ Cε−2.
Applying Theorem 2.2 reursively, we get for any integer k ≥ 1,
(5.12)
∥∥∥∥exp(δt∗(x)ε
)
wε
∥∥∥∥
Hk(Ω1)
≤ Cε−k.
Step 2. Estimate in Ω2.
We apply the same argument as in Step 1 (whih is atually simpler in this ase
sine the equation satised by uε in Ω2 is linear), and only sketh the main points
of the proof. Let Φ be again a Lipshitz funtion. An integration by parts yields
the following identity,
(5.13) G0
(
eΦuε
)
=
∥∥ |∇Φ|eΦuε∥∥2L2(Ω1) + 1m ∥∥ |∇Φ|eΦuε∥∥2L2(Ω2) .
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Similarly as Step 1, we hoose Φ in the following form,
Φ(x) =
δ
ε
t∗(x), in Ω2, Φ(x) = 0 in Ω1,
with δ > 0. By taking3 δ ∈]0,√ma[, we get from (5.13) the following ontrol on
the H1-norm,∥∥∥∥exp(δt∗(x)ε
)
uε
∥∥∥∥
L2(Ω2)
+ ε
∥∥∥∥∇(exp(δt∗(x)ε
)
uε
)∥∥∥∥
L2(Ω2)
≤ C,
for some onstant C > 0 depending only on a,m,Ω1 and Ω2. Using Theorem 2.2,
we an derive higher Sobolev estimates. Atually, for any integer k ≥ 1, we an
nd a onstant C > 0 suh that,
(5.14)
∥∥∥∥exp(δt∗(x)ε
)
uε
∥∥∥∥
Hk(Ω2)
≤ Cε−k.
Combined with (5.12), the above estimate permits us to dedue (5.1) and thus to
prove Proposition 5.1. 
Remark 5.3. The argument given in [33, (4.2)-(4.3)℄ permits us also to prove an
exponential deay of 1 − uε in Ω1. The proof of [33℄ relies in part on a result of
Fife [15, p. 230℄. We have used here Agmon type estimates [2℄.
Proposition 5.4. (Boundary estimate)
Let Γ be a onneted omponent of ∂Ω1. Given R > 0, there exists a onstant ε0
depending only on R, a,m and Ω1 suh that, if ε ∈]0, ε0] and ε→ 0, then,
(5.15)
∥∥∥∥uε(x)− U ( t(x)ε
)∥∥∥∥
L∞(Γ(εR))
= o(1).
Here, the funtions U, t are dened respetively by (1.8) and (2.2), and for a given
δ > 0, the set Γ(δ) ⊂ Ω is dened by,
Γ(δ) = {x ∈ Ω : dist(x,Γ) ≤ δ}.
Proof. We work with the (s, t)-oordinates dened by (2.4). We an in addition
assume that :
(5.16) Γ = {x ∈ ∂Ω1 : t(x) = 0, −|Γ|
2
≤ s(x) ≤ |Γ|
2
}.
Let u˜ε be the funtion assigned to uε by (2.7). Notie that, thanks to (2.11), u˜ε
satises the following equation :
(5.17)

−∆˜ u˜ε = 1ε2 (1− u˜2ε)u˜ε, for 0 < t < t0 and − |Γ|2 < s < |Γ|2 ,
−∆˜ u˜ε + amε2 u˜ε = 0, for − t0 < t < 0 and − |Γ|2 < s < |Γ|2 ,
∂u˜ε
∂t
(·, 0+) = 1
m
∂u˜ε
∂t
(·, 0−), for t = 0.
We dene the following resaled funtion :
(5.18) v˜ε(s, t) = u˜ε(εs, εt),
3
It is here that we observe the dependene of δ on am.
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then, thanks to (5.17), v˜ε satises the following equation,
(5.19)

−∆ε v˜ε = (1− v˜2ε)v˜ε, for 0 < t < t0ε and − |Γ|2ε < s < |Γ|2ε ,
−∆ε v˜ε + am v˜ε = 0, for − t0ε < t < 0 and − |Γ|2ε < s < |Γ|2ε ,
∂v˜ε
∂t
(·, 0+) = 1
m
∂v˜ε
∂t
(·, 0−), for t = 0.
Here the operator ∆ε is given by :
∆ε = (1− εtκr(εs))−2 ∂2s + ∂2t +
ε2tκ′r(εs)
(1− εtκr(εs))3
∂s − εκr(εs)
(1− εtκr(εs))∂t.
Let K ⊂ R2 be a ompat set, then there exists ε0(K) > 0 suh that, for ε ∈
]0, ε0(K)], K ⊂ {|t| ≤ t0/ε, |s| ≤ |Γ|/(2ε)}.
By Theorem 2.2, there exists a onstant C(K) > 0 suh that,
‖v˜ε‖H4(K+) + ‖v˜ε‖H4(K−) ≤ C(K), ∀ε ∈]0, ε0(K)],
where K+ = K ∩ {t > 0} and K− = K ∩ {t < 0}.
By the Sobolev Imbedding Theorem, we get,
‖v˜ε‖C2,α(K+) + ‖v˜ε‖C2,α(K−) ≤ C˜(α,K), ∀ α ∈]0, 1[, ∀ ε ∈]0, ε0(K)].
Therefore, by passing to a subsequene, we may assume that
v˜ε → v in C2loc(R× R+) and in C2loc(R× R−).
Notie that 0 ≤ v ≤ 1, v is a solution of (1.14) and, by (5.5) and (5.18),
∃ k0, c0 > 0, v(0, k0) ≥ c0 > 0.
Therefore, by Theorem 1.5, we get that v = U(t), where U is the one-dimensional
solution. Thus given R > 0, we have,
(5.20) lim
ε→0
‖v˜ε(s, t)− U(t)‖W 2,∞({|s|≤R,|t|≤R}) = 0.
Coming bak to the denition of vε, the above limit reads as,
lim
ε→0
∥∥∥∥u˜ε − U ( tε
)∥∥∥∥
L∞({|s|≤εR,|t|≤εR})
= 0,
and this ahieves the proof of the proposition. 
Proof of Theorem 1.2.
Proof of (1.10).
This is a onsequene of Proposition 5.1 and of the Sobolev Imbedding Theorem.
Proof of (1.11).
Let wε(x) = uε(x) − U(t(x)/ε). Let xε ∈ Ω be a point of maximum of wε,
wε(xε) = ‖wε‖L∞(Ω).
If t(xε)/ε is bounded, we get by Proposition 5.4 that
lim
ε→0
wε(xε) = 0.
Otherwise, if lim
ε→0
|t(xε)/ε| = +∞, then we get by Proposition 5.1,
lim
ε→0
wε(xε) = 0.
Therefore, wε → 0 uniformly in Ω.
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6. Energy estimate
6.1. A one-dimensional variational problem. The proof of Theorem 1.4 relies
on an auxiliary result onerning a one-dimensional variational problem. Let us
introdue the spae :
(6.1) H = {u ∈ L2loc(R) : u′ ∈ L2(R), 1− |u| ∈ L2(R+), u ∈ L2(R−)}.
Our objetive is to minimize the funtional :
(6.2)
F(u) =
∫ +∞
0
(
|u′(t)|2 dt+ 1
2
(1− u2(t))2
)
dt+
∫ 0
−∞
(
1
m
|u′(t)|2 + a u2(t)
)
dt,
over the spae H. Sine the spae H is ontinuously embedded in L∞(R), the
funtional F is well dened on H.
Theorem 6.1. The funtion U (introdued in (1.8)) minimizes the energy fun-
tional F over the spae H. Moreover, the only minimizers in H are ±U .
Proof. Starting from a minimizing sequene, it is standard (f. e.g. [22℄) to prove
the existene of a minimizer of F .
Now, if v minimizes F in H, then so is |v|. Hene, it is suient to look for
minimizers in the lass
C = {u ∈ L∞(R) : u ≥ 0, u|R×R± ∈ C
2(R× R±)}.
It results from Theorem 1.5 that the Euler-Lagrange equation assoiated with the
funtional F admits a unique solution in C, given by the funtion U . Hene, the
funtion U minimizes F and ±U are the only minimizers. 
Given a,m > 0, let us introdue the two parameters :
(6.3)
c1(a,m) =
∫ +∞
0
(
|U ′(t)|2 + 1
2
(1− U2(t))2
)
dt+
∫ 0
−∞
(
1
m
|U ′(t)|2 + aU2(t)
)
dt,
(6.4)
c2(a,m) =
∫ +∞
0
(
|U ′(t)|2 + 1
2
(1− U2(t))2
)
tdt+
∫ 0
−∞
(
1
m
|U ′(t)|2 + aU2(t)
)
tdt.
An easy omputation gives :
c1(a,m) =
4
√
2(3β + 1)
3(β + 1)3
+
1
2
√
a
m
(
1 +
1
m
)
A2,(6.5)
c2(a,m) =
4
3
[
ln
(
1 + β
β
)
− β
(1 + β)2
]
+
A2
4
(
1 +
1
m
)
,(6.6)
where the onstants β and A are introdued in (1.9).
6.2. Upper bound. Given a,m > 0, we establish the existene of positive on-
stants δ0 and ε0 suh that, for all ε ∈]0, ε0],
(6.7) C0(ε) ≤ c1(a,m) |∂Ω1|
ε
− c2(a,m)
∫
∂Ω1
κr(s) ds+O
(
exp
(
−δ0
ε
))
.
Here C0(ε) is dened in (3.1).
Let us dene the following funtion :
vε(x) = U
(
t(x)
ε
)
(x ∈ Ω),
where the funtions U and t has been introdued in (1.8) and (1.12) respetively.
Let us take t0 > 0 suiently small suh that the oordinate transformation (2.4)
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is well dened in Ω1(t0). Here we reall the denition of Ω1(t0) given in (2.1).
Notie that vε ∈ H1(Ω), and
∇vε(x) = 1
ε
U ′
(
t(x)
ε
)
∇t(x), ∀ x ∈ Ω.
Let us ompute the energy G0(vε). Notie that, due to the expression of vε and U ,
and sine |∇t(x)| = 1 (f. Subsetion 2.2), we get a onstant δ1 > 0 suh that,
(6.8) G0(vε) = G0(vε,Ω1(t0)) +O
(
exp
(
−δ1
ε
))
,
where
G0(vε,Ω1(t0)) =
∫
Ω1∩Ω1(t0)
(
|∇vε|2 + 1
2ε2
(1 − v2ε)2
)
dx
+
∫
Ω2∩Ω1(t0)
(
1
m
|∇vε|2 + a
ε2
v2ε
)
dx.
We express the energy interms of (s, t) boundary oordinates whih are valid in
Ω1(t0). It is a result of (2.9) that,
G0(vε,Ω1(t0)) = 1
ε2
∫ |∂Ω1|/2
−|∂Ω1|/2
∫ t0
0
(∣∣∣∣U ′( tε
)∣∣∣∣2 + 12
(
1− U2
(
t
ε
))2)
a(s, t)dtds
+
1
ε2
∫ |∂Ω1|/2
−|∂Ω1|/2
∫ 0
−t0
(
1
m
∣∣∣∣U ′( tε
)∣∣∣∣2 + aU2( tε
))
a(s, t) dtds,
where we reall that a(s, t) = 1− tκr(s).
Performing the saling s = εs˜ and t = εt˜, we get (we remove the tildes for simpli-
ity) :
G0(vε,Ω1(t0)) =
∫ |∂Ω1|/2ε
−|∂Ω1|/2ε
∫ t0/ε
0
(
|U ′(t)|2 + 1
2
(
1− U2(t))2) (1− εtκr(εs))dtds
+
∫ |∂Ω1|/2ε
−|∂Ω1|/2ε
∫ 0
−t0/ε
(
1
m
|U ′(t)|2 + aU2(t)
)
(1− εtκr(εs)) dtds.
Using the exponential deay of U and U ′ at ±∞, we obtain a onstant δ1 > 0 suh
that,
G0(vε,Ω1(t0)) = c1(a,m) |∂Ω1|
ε
− c2(a,m)
∫
∂Ω1
κr(s) +O
(
exp
(
−δ2
ε
))
,
where c1(a,m) and c2(a,m) are introdued in (6.3) and (6.4) respetively.
Coming bak to (6.8) and realling that C0(ε) ≤ G0(vε), we get the upper bound
announed in (6.7).
6.3. Lower bound. We establish the following lower bound,
(6.9) G0(uε) ≥ c1(a,m) |∂Ω1|
ε
− c2(a,m)
∫
∂Ω1
κr(s) ds+ o(1), (ε→ 0).
Proposition 5.1 will redue the analysis to a thin region Ω1(ε
ℓ), where ℓ ∈]0, 1[ an
be hosen arbitrarly.
Atually, we write,
G0(uε) = G0
(
uε,Ω1(ε
ℓ)
)
+ G0
(
uε,Ω \ Ω1(εℓ)
)
,(6.10)
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where, for a given U ⊂ Ω,
G0(uε,U) =
∫
Ω1∩U
(
|∇uε|2 + 1
2ε2
(1− |uε|2)2
)
dx+
∫
Ω2∩U
(
1
m
|∇uε|2 + a
ε2
|uε|2
)
dx.
We observe that, by Proposition 5.1, the last term in (1.2), G0(uε,Ω \ Ω1(εℓ)), is
exponentially small as ε→ 0.
It is then suient to look for a lower bound of the redued energy G0(uε,Ω1(εℓ)).
Let us express this energy in the (s, t) oordinates introdued in Setion 2.2. A-
tually, we write,
(6.11)
G0
(
uε,Ω1(ε
ℓ)
)
=
∫ |∂Ω1|/2
−|∂Ω1|/2
∫ εℓ
0
(
|∂tuε|2 + a−2|∂suε|2 + 1
2ε2
(1− u2ε)2
)
a(s, t) dtds
+
∫ |∂Ω1|/2
−|∂Ω1|/2
∫ 0
−εℓ
(
|∂tuε|2 + a−2|∂suε|2 + a
ε2
u2ε
)
a(s, t) dtds,
where a(s, t) = 1− tκr(s, t) is the Jaobian of the oordinate transformation.
We get immediatly the following simple `lower bound' deomposition of (6.11) :
(6.12) G0
(
uε,Ω1(ε
ℓ)
) ≥ ∫ |∂Ω1|/2
−|∂Ω1|/2
(Fε(uε)−Rε(uε)κr(s)) ds,
where
(6.13) Fε(uε) =
∫ εℓ
0
(
|∂tuε|2 + 1
2ε2
(1− u2ε)2
)
dt+
∫ 0
−εℓ
(
1
m
|∂tuε|2 + a
ε2
u2ε
)
dt,
(6.14)
Rε(uε) =
∫ εℓ
0
(
|∂tuε|2 + 1
2ε2
(1− u2ε)2
)
tdt+
∫ 0
−εℓ
(
1
m
|∂tuε|2 + a
ε2
u2ε
)
tdt.
Let us dene the resaled funtion
v˜ε(s˜, t˜) = uε(εs˜, εt˜), −|∂Ω1|
2ε
≤ s˜ ≤ |∂Ω1|
2ε
, −εℓ−1 ≤ t˜ ≤ εℓ−1,
and we extend it by ontinuity to R2.
Then, by applying again Proposition 5.1, we get positive onstants C and δ0 suh
that, ∣∣∣∣Fε(uε)− 1εF(v˜ε)
∣∣∣∣ ≤ Cε exp
(
− δ0
εℓ−1
)
,
where F is the funtional introdued in (6.2). As the funtion t˜ 7→ v˜ε(s˜, t˜) is in
the spae H introdued in (6.1), we dedue by Theorem 6.1 and upon realling the
denition of c1(a,m) in (6.3) :
Fε(uε) ≥ c1(a,m)
ε
− C
ε
exp
(
− δ0
εℓ−1
)
.
Substituting in (6.12), we get,
(6.15)
G0(uε,Ω1(εℓ−1)) ≥
∫ |∂Ω|/2ε
−|∂Ω1|/2ε
(
c1(a,m) + εR˜εκr(εs˜)
)
ds˜− C˜
ε2
exp
(
− δ0
εℓ−1
)
,
where
R˜ε =
∫ εℓ−1
0
(
|∂tv˜ε|2 + 1
2
(1− v˜2ε )2
)
tdt+
∫ 0
−εℓ
(
1
m
|∂tv˜ε|2 + av˜2ε
)
tdt.
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It is then suient to prove that R˜ε ≥ c2(a,m) + o(1), where c2(a,m) has been
introdued in (6.4).
Atually, by (5.20), v˜ε onverges pointwise to the funtion U whih has been intro-
dued in (1.8) (a similar onvergene result holds for the derivatives). Moreover,
sine uε minimizes G0, we have by the upper bound (6.7) that R˜ε is bounded as
ε→ 0. Now, applying Fatou's lemma, we get
R˜ε ≥
∫ +∞
0
(
|U ′(t)|2 + 1
2
(1 − U2(t))2
)
tdt+
∫ 0
−∞
(
1
m
|U ′(t)|2 + aU2(t)
)
tdt+o(1).
Realling the denition of c2(a,m) in (6.4), we are in a position to dedue from
(6.12),
G0(uε,Ω1(εℓ−1)) ≥ c1(a,m) |∂Ω1|
ε
− c2(a,m)
∫
∂Ω1
κr(s) ds+ o(1).
This is suient, upon realling the remark onerning (6.10), to ahieve the proof
of the lower bound announed in (6.9).
6.4. Proof of Theorem 1.4. It is suient to ombine the upper bound (6.7)
with the lower bound in (6.9).
7. Conluding remarks
7.1. Link with the physial literature (The breakdown eld).
Let us ome bak to the physial interpretation of Equation (1.5). It is supposed
that Ω1 is oupied by a superonduting material and Ω2 by a normal metal. The
funtion u2ε measures the density of the superonduting eletrons (Cooper pairs)
so that uε ≈ 0 orresponds to a non-superonduting region.
In the partiular ase when Ω1 = R× R+ and Ω2 = R× R−, we obtained that the
solution satises the deGennes boundary ondition (1.16) on the boundary of Ω1.
In (1.16), the parameter γ is alled the deGennes parameter. One also denes the
extrapolation length by b := 1γ whih is given now by :
(7.1) b =
√
m
a
.
Physiists interpret b as the length of the superonduting region in the normal
material. This agrees with the behavior of the solution u of Equation (1.14) whih
deays exponentially at −∞.
The boundary ondition (1.16) is derived by the physiist deGennes from the mi-
rosopi BCS theory. He onsiders a planar superondutor-normal juntion in
the absene of an applied magneti eld (just as in Theorem 1.5) and he assumes
rstly that no urrent passes through the boundary, and seondly that there ex-
ists a boundary ondition of the form f(u, un, unn, . . . ) = 0; here the subsript n
denotes dierentiation in the normal diretion of the boundary. What seems in-
teresting in our ase is that we have determined the boundary ondition (1.16) in
the same situation of deGennes, but still in the framework of the Ginzburg-Landau
(marosopi) theory.
For general domains, and in the regime ε → 0, we have obtained in Theorem 1.2,
just as predited in the physial literature (see [16, 17℄), a thin superonduting
sheath in Ω2 of thikness O(ε). The `extrapolation length' now satises
(7.2) b ≈ ε
√
m
a
,
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hene it is dereasing with respet to a and inreasing with respet to m. By the
mirosopi theory of superondutivity, physiists are able to alulate both a and
m; one obtains atually that
a ≈ T − Tc(Ω2), m ≈ σs
σn
.
Here T is the temperature, Tc(Ω2) is the ritial temperature of the material in
Ω2, σs is the ondutivity of the superonduting material in Ω1 and σn that of
the material in Ω2. Therefore, Formula (7.2) shows that b is both temperature and
material dependent. Now the question that we pose is about the dependene of b
on the applied magneti eld H . Aording to [18℄, we expet that b is `essentially'
eld-independent when the intensity H of the applied magneti eld is small, i.e.
H = o(1) as ε → 0. However, when H beomes of the order O(1), we expet to
observe a strong dependene of b on H . Atually, we hope to prove that b is a
dereasing funtion of H . This would prove the existene of the `breakdown eld'
Hb predited in the physial literature [14, 18℄. The eld Hb is interpreted as the
eld at whih it ours the transition from the Meissner state (phase of diamagneti
sreening) to the phase of magneti eld penetration in the normal material (i.e.
in Ω2).
7.2. Other asymptoti regimes.
It would be interesting to analyze the asymptoti regimes m → +∞ or m → 0+
(and this would also be physially relevant). Let us mention few remarks. We look
again at the solution U (f .(1.8)) of the equation in R2. Let uN and uD be the
positive bounded solutions of −∆u = (1 − u2)u in R × R+ with Neumann and
Dirihlet boundary onditions respetively. Then, as observed by Lu-Pan in [33℄
(see the remark p. 163 and Proposition 5.6), we have :
uN(x1, x2) = 1, uD(x1, x2) =
β exp(
√
2x2)− 1
β exp(
√
2x2) + 1
, ∀(x1, x2) ∈ R× R+.
Then it is readeable that :
(7.3) lim
m→+∞
‖U − uN‖W 1,∞(R×R+) = 0, limm→0+ ‖U − uD‖W 1,∞(R×R+) = 0.
Notie however, that in the regime m → +∞ the physial interpretation of the
extrapolation length b in (7.2) is no more aurate. In view of (7.3) it seems
reasonable to interpret Equations (1.17) (with γ(ε) = 0) and (1.18) (with g = 0) as
limiting equations of (1.5) in the regimes m→ +∞ and m→ 0+ respetively4.
To make this rigorous, we denote by :
CN (ε) := inf
u∈H1(Ω1)
E(u), CD(ε) := inf
u∈H10 (Ω1)
E(u),
where the energy E is dened by :
E(u) =
∫
Ω1
(
|∇u|2 + 1
2ε2
(1− u2)2
)
dx.
Furthermore, to emphasize the dependene onm, we write C0(ε,m) = C0(ε), where
C0(ε) is introdued in (3.1). Then, it is lear that
(7.4) CN (ε) ≤ C0(ε,m) ≤ CD(ε).
For large values of m, we get positive onstants Cε and m0 suh that,
(7.5) C0(ε,m) ≤ CN (ε) + Cε√
m
, ∀ε > 0, ∀m ≥ m0.
4
Equation (1.18) with g = 0 is of physial interest, sine it is proposed in [24, 26℄ as a model
for a superondutor adjaent to a ferromagneti material.
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To obtain (7.5), it is suient to take χ (
√
mt(x)) as a test funtion5 (for the
funtional (1.4)), where χ is a ut-o satisfying (5.9) and t is the funtion in (2.2).
In the regime m→ 0+, we believe that we shall have a lower bound of the following
form :
(7.6) CD(ε) + δε(m) ≤ C0(ε,m).
Here the funtion δε satises lim
m→+∞
δε(m) = 0.
However, in the regime m, ε → 0+ and
√
m
ε → ∞, we believe that our analysis
would permit us to obtain the following lower bound of the energy :
(7.7) C0(ε,m) ≥
(
2
√
2
3
+ o(1)
)
|∂Ω1|
ε
.
We inlude here the additional onstraint
√
m
ε → +∞ in order to assure that the
use of Proposition 5.1 is still possible. Coming bak to [33℄, it is proved that as
ε→ 0+, we have,
(7.8) CD(ε) =
(
2
√
2
3
+ o(1)
)
|∂Ω1|
ε
.
Combined with (7.7) and the upper bound in (7.4), one would obtain (in the regime
m, ε→ 0+ and
√
m
ε → +∞),
C0(ε,m) = CD(ε)(1 + o(1)).
This explains why we expet that the lower bound (7.6) is true.
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Appendix A. Proof of Lemma 5.2
This appendix is devoted to the proof of Lemma 5.2, whih we state again.
Lemma A.1. Suppose uε ∈ C2(Ω1) be a positive solution of −∆uε = 1ε2 (1− u2ε)uε
in Ω1. Then there exist positive onstants c0, k0, ε0 depending only on Ω1 suh that,
(A.1) inf
x∈Ω1,t(x)≥k0ε
uε(x) ≥ c0, ∀ ε ∈]0, ε0].
Here t is dened by (2.2).
5
We reall that CN (ε) =
|Ω1|
2ε2
.
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Proof. We argue by ontradition. Assume that the onlusion of the lemma were
false. Then we may suppose (after passing to a subsequene) that there is xε ∈ Ω1
suh that, as ε→ 0,
t(xε)
ε
→ +∞ and uε(xε)→ 0.
Let us dene the following resaled funtion
wε(x) = uε(xε + εx)
on the resaled domain Ωε = (Ω1 − xε)/ε.
Then, wε satises the equation
−∆wε = (1− w2ε)wε in Ωε.
It is standard, as illustrated by the arguments in Setion 4, to show that, after
passing to a subsequene, wε onverges to some funtion w in C
2
loc(R
2), where w
solves the limiting equation:
−∆w = (1− w2)w in R2,
and satises the properties (infered from uε):
w(0) = 0, 0 ≤ w ≤ 1.
Sine −∆w ≥ 0 in R2, it results from the strong maximum priniple that w ≡ 0 in
R2. Having this point in hand, we shall prove a ontradition.
Let us pik R > 0 suh that the rst eigenvalue of the Dirihlet Laplaian in D(0, R)
is equal to 1/3. Let φ be the assoiated positive and normalized eigenfuntion,
−∆φ = 1
3
φ, φ > 0 in D(0, R), φ = 0 on ∂D(0, R).
Sine ‖wε‖L∞(Ωε) → 0 as ε → 0, we get (1 − w2ε)wε ≥ 23wε, and onsequently one
gets from the equation satised by wε,
∆wε +
2
3
wε < 0 in D(0, R).
Upon multiplying the above inequality by φ and integrating, and sine wε, φ > 0,
we get∫
D(0,R)
(φ∆wε − φ∆wε) dx ≤
∫
D(0,R)
(
φ∆wε − φ∆wε + 1
3
φwε
)
dx < 0.
However, sine the normal derivative ∂φ/∂ν < 0, an integration by parts yields,∫
D(0,R)
(φ∆wε − φ∆wε) dx = −
∫
∂D(0,R)
wε
∂φ
∂ν
ds > 0.
This is the requiered ontradition. 
Appendix B. L2-estimates for solutions of linear ellipti operators
with disontinuous oeffiients
In this appendix we derive L2-estimates that permit us to prove Theorem 2.2.
Let Ω1,Ω ⊂ Rn (n ≥ 1) be open sets with ompat boundaries, and let Ω2 = Ω\Ω1.
We onsider the following linear ellipti operator
(B.1) L = −div (a(x)∇) + b(x) · ∇+ c(x),
where the oeients a, b, c are measurable funtions in Ω. We suppose that the
operator L is uniformly ellipti, that is, there exists λ > 0 suh that
(B.2) a(x) ≥ λ, a.e. in Ω.
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Given a funtion f ∈ L2(Ω), we say that a funtion u ∈ H1(Ω) is a weak solution
of
Lu = f in Ω,
if the following ondition holds
(B.3)
∫
Ω
(a(x)∇u · ∇v + (b(x) · ∇u)v + c(x)uv) dx =
∫
Ω
f v dx, ∀v ∈ H10 (Ω).
Our objetive is to prove the following theorem.
Theorem B.1. Suppose that the boundaries of Ω1,Ω are of lass C
k+2
(k ≥ 0)
and that the oeients satisfy
a ∈ Ck+1(Ω1) ∪ Ck+1(Ω2), b, c ∈ Ck(Ω1) ∪ Ck(Ω2).
There exists a onstant Ck > 0 suh that if u ∈ H10 (Ω) is a solution of Lu = f and
if f satises
f|Ω1 ∈ Hk(Ω1), f|Ω2 ∈ Hk(Ω2),
then
(B.4) u|Ω1 ∈ Hk+2(Ω1), u|Ω2 ∈ Hk+2(Ω2),
and we have the following estimate :
(B.5) ‖u‖Hk+2(Ω1) + ‖u‖Hk+2(Ω2) ≤ Ck
(‖f‖Hk(Ω1) + ‖f‖Hk(Ω2) + ‖u‖L2(Ω)) .
The proof of Theorem B.1 is based on the standard tehnique of dierene quo-
tients. Although many papers are devoted to linear operators of the type (B.1)
(see [38℄ and referenes therein), Theorem B.1 is new. A natural (and interesting)
question is to ask for Lp and Hölder type estimates for solutions of linear PDE of
the type (B.1).
Proof of Theorem 2.2. It is suient to apply Theorem B.1 with n = 2,
a(x) =
{
1, in Ω1
1
m
, in Ω2,
b ≡ 0, c ≡ 0 in Ω.
Lemma B.2. The onlusion of Theorem B.1 holds for k = 0. Moreover, the
solution u satises the following boundary ondition on ∂Ω :
(B.6) T int∂Ω1(a(x) ν · ∇u) = T ext∂Ω1(a(x) ν · ∇u).
Proof. Let χ ∈ C20 (Rn) be a ut-o funtion with support in a ball BR entered
at a point on ∂Ω and suh that
0 ≤ χ ≤ 1, χ ≡ 1 in BR/2.
By standard regularity theory, it will be suient to prove that
χu ∈ H2(Ω1) ∪H2(Ω2).
Sine the boundary of Ω1 is smooth of lass C
2
, we shall work in a oordinate
system x˜ = (x˜1, x˜2, . . . , x˜n) suh that the boundary of Ω1 in the support of χ is
dened by {x˜n = 0}, and the transformation x 7→ x˜ is of lass C2. We remark
also that Ω1 and Ω2 are dened now by {x˜n > 0} and {x˜n < 0} respetively. To
a funtion v dened in the x-oordinate system, we assign a funtion v˜ dened in
the x˜-system by v˜(x˜) = v(x).
The weak formulation (B.3) beomes now :
(B.7)
∫
Rn
{
a˜(x˜)∇˜exu˜ · ∇˜exv˜ + (˜b(x˜) · ∇˜exu˜)v˜ + c˜(x˜) u˜ v˜(x)
}
J dx˜ =
∫
Rn
f˜ v˜ J dx˜.
GENERALIZED GINZBURG-LANDAU EQUATION 31
Here J is the Jaobian of the transformation x 7→ x˜.
For 1 ≤ j ≤ n− 1, we dene the following test funtion :
(B.8) v˜(x˜) = Dj,−h
(
Dj,hχ˜
2u˜
)
(x˜).
Here, the dierene quotient Dj,h is dened by
Dj,hu(x˜) =
1
h
[u(x˜+ hej)− u(x˜)] ,
where {ej}nj=1 is the anonial orthonormal basis of Rn.
Substituting the test funtion v˜ in (B.7), we get (we remove the tildas for simpliity
of notation) :∫
Rn
{
[Dj,h(a∇u)] · [Dj,h(χ2∇u)] + (b · ∇u)(Dj,−h[Dj,h(χ2u)])(B.9)
+c (Dj,hu)(Dj,hχ
2u)
}
J dx =
∫
Rn
f [Dj,−h(Dj,hχ2u)] J dx.
By the elliptiity ondition (B.2) and the hypothesis on a, and sine j 6= n, we get
positive onstants C1, C2 and h0 suh that we have for h ∈]0, h0] :∫
Rn
[Dj,h(a∇u)] · [Dj,h(χ2∇u)] J dx(B.10)
≥ C1
∫
Rn
|Dj,h(χ∇u)|2 J dx− C
∫
Rn
(|χ|2 + |∇χ|2)|∇u|2 J dx.
Wemention here that the onstants C1 and C2 are ontrolled by ‖a‖C1(Ωi) (i = 1, 2),
‖χ‖C1(Ω) and the elliptiity onstant λ.
We get also, by applying the Cauhy-Shwarz Inequality :∣∣∣∣∫
Rn
(b · ∇u)(Dj,−h[Dj,h(χ2u)])J dx
∣∣∣∣(B.11)
≤ C1
4
∫
Rn
|Dj,h(χ∇u)|2 dx+ C2
∫
Rn
(|χ|2 + |∇χ|2)|∇u|2 J dx,(B.12)
where the onstant C2 > 0 is ontrolled by ‖b‖L∞(Ω) and the onstant C1 introdued
in (B.10).
We get also by the Cauhy-Shwarz Inequality :∣∣∣∣∫
Rn
f [Dj,−h(Dj,hχ2u)] J dx
∣∣∣∣
≤ C1
4
∫
Rn
|Dj,h(χ∇u)|2 J dx+ C
∫
R2
(|χf |2 + (|χ|2 + |∇χ|2)) |∇u|2 J dx.
Substituting (B.10)-(B.13) in (B.9), we get :∫
Rn
|Dj,h(χu)|2 J dx ≤ C
∫
Rn
(|χf |2 + |χ∇u|2) J dx,
for a onstant C > 0 and for 1 ≤ j ≤ n− 1. As h→ 0, we get that
∂xj∇(χu) ∈ L2(Rn), for 1 ≤ j ≤ n.
So what remains to prove is that [∂2xn(χu)]|Rn−1×R± ∈ L
2(Rn−1 × R±). This is
atually evident sine, by oming bak to the equation satised by u, it reads now
in the form :
∂xn(a(x)∂xn)(χu) ∈ L2(Rn).
Sine a ∈ C1(Rn−1 × R±) (and hene it may have singularities through {xn = 0}),
this would only give that [∂2xn(χu)]|Rn−1×R± ∈ L
2(Rn−1 × R±). This ahieves now
the proof of the Lemma. 
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Proof of Theorem B.1. The proof is by indution on k. Assume that the result
of the theorem holds for a given integer k ≥ 0. We have then to establish :
f|Ωi ∈ Hk+1(Ωi)⇒ u|Ωi ∈ Hk+3(Ωi) (i = 1, 2).
By the indution hypothesis, we already have u|Ωi ∈ Hk+2(Ωi), and by Lemma B.2,
u satises the boundary ondition (B.6).
We work again in the oordinates system x˜ introdued in the proof of Lemma B.2,
and we remove the tildas in order to simplify notations.
Let us onsider again a ut-o funtion χk ∈ C0(Rn) with support in a ball entered
at a point on ∂Ω. We assume that χk is ontinuous,
(χk)|Ωi ∈ Ck+2(Ωi), i = 1, 2,
and χk satises the boundary ondition
(B.13) T int∂Ω1(a(x) ν · ∇χk) = T ext∂Ω1(a(x) ν · ∇χk).
One an indeed selet χk in the following way (reall that we work in a oordinate
system suh that the boundary of Ω1 is given by {xn = 0}) :
R
n−1 × R ∋ (x′, xn) 7→ χk(x′, xn) =

ψ(x′) χ˜(xn), if xn > 0,
ψ(x′) χ˜
(
a(x′, 0−)
a(x′, 0+)
xn
)
, if xn ≤ 0.
Here ψ and χ˜ are ut-o funtions suh that ψ is supported in a ball of Rn−1
(entered at the origin and of suiently small radius t0 ∈]0, 1[) and χ˜ satises :
χ˜ ∈ C∞(R), 0 ≤ χ˜ ≤ 1, χ˜ ≡ 1 in [−t0/2, t0/2], supp χ˜ ⊂ [−t0, t0].
By standard regularity theory, it is suient to prove that χku ∈ Hk+3(Ωi) (i =
1, 2).
For 1 ≤ j ≤ n− 1, we introdue the following test funtion :
v = χkDj,hu.
Sine χk satises the boundary ondition (B.13), we get through the appliation of
Lemma B.2 that v satises also the boundary ondition in (B.6).
Therefore, v is a weak solution of an ellipti equation of the form :
L˜ v = f˜ , in Rn,
where L˜ is an operator of the type (B.1), and f˜ ∈ Hk(Rn−1 × R±). Now, we have
by the indution hypothesis,
‖χkDj,hu‖Hk+2(Rn−1×R±)
≤ C
(
‖f˜‖Hk(Rn−1×R+) + ‖f˜‖Hk(Rn−1×R−) + ‖χkDj,hu‖L2(Rn)
)
,
where ‖f˜‖Hk(Rn−1×R±) is ontrolled by ‖f‖Hk+1(Ωi) and ‖u‖Hk+1(Ωi) (i = 1, 2).
Therefore, upon making h→ 0, we get that
χk∂xju ∈ Hk+2(Rn−1 × R±), for 1 ≤ j ≤ n− 1.
We get also from the equation satised by u that χk∂xnu ∈ Hk+2(Rn−1 × R±)
whih establishes the theorem up to the order k + 1. 
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