I. A considerable amount of attention has been devoted to understanding the velocity-position transformation that takes place in the control of eye movements in three dimensions. Much of the work has focused on the idea that rotations in three dimensions do not commute and that a "multiplicative quaternion model" of velocity-position integration is necessary to explain eye movements in three dimensions. Our study has indicated that this approach is not consistent with the physiology of the types of signals necessary to rotate the eyes.
2. We developed a three-dimensional dynamical system model for movement of the eye within its surrounding orbital tissue. The main point of the model is that the eye muscles generate torque to rotate the eye. When the eye reaches an orientation such that the restoring torque of the orbital tissue counterbalances the torque applied by the muscles, a unique equilibrium point is reached. The trajectory of the eye to reach equilibrium may follow any path, depending on the starting eye orientation and eye velocity. However, according to Euler's theorem, the equilibrium reached is equivalent to a rotation about a fixed axis through some angle from a primary orientation. This represents the shortest path that the eye could take from the primary orientation in reaching equilibrium. Consequently, it is also the shortest path for returning the eye to the primary orientation.
Thus the restoring torque developed by the tissue surrounding the eye was approximated as proportional to the product of this angle and a unit vector along this axis. The relationship between orientation and restoring torque gives a unique torque-orientation relationship. 3. Once the appropriate torque-orientation relationship for eye rotation is established the velocity-position integrator can be modeled as a dynamical system that is a direct extension of the one-dimensional velocity-position integrator. The linear combination of the integrator state and a direct pathway signal is converted to a torque signal that activates the muscles to rotate the eyes. Therefore the output of the integrator is related to a torque signal that positions the eyes. It is not an eye orientation signal. The applied torque signal drives the eye to an equilibrium orientation such that the restoring torque equals the applied torque but in the opposite direction. The eye orientation reached at equilibrium is determined by the unique torque-orientation relation. Because torque signals are vectors, they commute. Thus our model indicates that the signals in the CNS can be treated as vectors and that the nonvector orientation properties of the eye globe are inherent in the dynamical system associated with the globe and its underlying tissue.
4. Listing's law is explained very simply by our model as being a property of the vector nature of the signals in the CNS driving the eyes, and its implementation is not localized to any specific locality within the CNS. If the neural vector signal driving the eye is confined to Listing's plane, i.e., the pitch-yaw plane in our model, then eye orientation will obey Listing's law.
5. We performed simulations to show that Listing's law is obeyed by our model for both saccades and smooth pursuit eye movements in the steady state. The simulations also showed that there is commutativity in terms of steady-state eye orientation. We performed simulations that compared the model output with data of others. Deviations from Listing's law were consistent with the physiological findings.
INTRODUCTION
Recordings from abducens motoneurons during sinusoidal vestibular nystagmus suggested that to drive the eyes there must be a central integrator that converts the velocity command signal coming from the eighth nerve into a position signal that projects to the motoneurons (Skavenski and Robinson 1973 ) . The "velocity-to-position integrator," as it has come to be known, functions to transmit information to hold the eyes in a given position in the orbit. It is utilized during slow eye movements as well as during saccades and quick phases of nystagmus (Cohen and Komatsuzaki 1972; Raphan and Cohen 1978; Robinson 1974) . There is considerable evidence that the velocity-toposition integrator has dynamics, i.e., a time constant. The time constant appears to be >20-25 s in humans (Becker and Klein 1973) and cats (Robinson 1974) and is capable of holding the eyes in eccentric positions of gaze for long periods of time even in darkness. The dynamics are under parametric control of the cerebellum ( Robinson 1974) . Recent attempts to model the velocity-to-position integrator in three dimensions have focused on the three-dimensional rotation operations that relate the orientation of the eye in the head to the eye velocity command (Henn et al. 1992; Hepp 1990; Hepp and Henn 1987; Hepp et al. 1988; Tweed and Vilis 1987, 1988) . Tweed and Vilis ( 1987) argued that because of the noncommutative aspects of eye rotations the velocity command could not just be integrated to generate the position command to the eyes. They used quaternions to represent the rotations and developed a "multiplicative model" whose output was a quaternion representing eye position and having eye velocity as its input. This model treats the orientation of the eye as the output of the velocity-position integrator. It neglects the fact that the CNS activates the muscles that generate the torque to rotate the eye (Collins 197 1; Collins et al. 1969; Cook and Stark 1967: Levin and Wyman 1927; Robinson 1964; Robinson et al. 1969) . It is the applied torque developed in the muscles, the inertia of the eye, the viscosity of the medium in which it rotates, and the restoring torque that acts to return the globe to a mechanical neutral point 624 C. SCHNABOLK AND T. RAPHAN close to the primary position (Robinson 1975b ) that deter-Slow Phase mine the position of the eyes as a function of time. The purpose of our study is to consider the velocity-posi-(! Motoneuron tion integrator as a dynamical system whose output is a signal converted to torque that positions the eyes in relation to the passive restoring torque developed by the orbital tissue. The aim is to show that if the system is viewed in this way the "velocity signal" generated in the CNS to move the eyes can be integrated via a three-dimensional velocity-po-
sition integrator. The linear combination of the integrator state and a direct pathway signal activates the muscles to i I-pip j ,",%!x~;l~~g rotate the eyes (Robinson 1964 (Robinson , 1965 .
1. Three-dimensional model of eye movement control mechaEarly work describing the properties of the eye and its nism. It is comprised of a direct premotor-to-motoneuron coupling, velocsurrounding tissue (plant) showed that in one dimension ity-position dynamic system, motoneuron-to-muscle coupling, and the the plant dynamics could be represented by an overdamped eye (plant). The input to the system, denoted by Neural Input, is either a second-order model with a dominant time constant of slow phase velocity command (Step) or a saccadic command (Pulse), with 0.15 s in humans (Collins 197 1: Robinson 1964 , 1965 .
coupling matrix G,. The direct premotor-to-motoneuron coupling is a 3 X 3 matrix, n. The velocity-position integrator is a 3-dimensional extension Quick release mechanical experiments in the monkey of the 1 -dimensional neural integrator. The dynamics of the integrator are ( Keller and Robinson 197 1) gave -0.09 s. The mean domi-governed by 3 operators, G,, C& and &. The eigenvalues of Hi, determine nant time constant as obtained from a population of motothe time constants of the velocity-position integrator, whereas G, and Ci, neurons in monkey was 0.20 s (Robinson 1970) . It is not are the input coupling and output coupling, respectively. The output of the integrator sums with the output of the direct premotor-to-motoneuron known whether these differences are species related or dif-path to generate the motoneuron signal. The motoneuron signal drives the ferences in experimental procedure (Robinson 1973) . At muscles, through matrix M, generating the torque to orient the eye (plant).
any rate, the system in both species is overdamped and a See text for values of the elements of the various matrices. The drawing pulse-step of activity is necessary to execute a saccade and above the model shows the head fixed coordinate system used in this study.
hold the eyes in a given position (Robinson 1964 (Robinson , 1973 . During slow eye movements, such as pursuit and compensatory slow phases of nystagmus, a step-ramp of torque is needed to drive the eyes ( Robinson 1965 ) . Both the pulsestep and the step-ramp could be achieved by a "neural integration" of a velocity command that is superposed directly with the velocity command (Robinson 1975a, 198 1) to drive the motoneurons.
The conceptual model of the eye movement positioning mechanism in three dimensions follows this organizational principle and is shown in Fig. 1 . The neural input in the model comes from a slow phase velocity command associated with pursuit and head rotation or a saccadic command from the pulse-generating network in the paramedian pontine reticular formation (PPRF) (Cohen and Henn 1972a,b; Cohen and Komatsuzaki 1972; Henn and Cohen 1976; Hepp et al. 1989; Keller 1974) (Fig. 1) . The neural input drives the velocity-position integrator dynamical system as well as the direct premotor-to-motoneuron coupling matrix, D. The velocity-position integrator receives input from both saccadic and slow phase modalities. The sum of the output of the velocity-position integrator dynamical system (x,) and the direct premotor-to-motoneuron coupling drives the motoneurons. The motoneuron signal generates the torque in the muscles to orient the eye, i.e., plant. (Note: boldface characters in text represent vectors.)
When the eye is fixated in a given position an equilibrium is reached between the restoring torque developed bethe orientation of the eyes during periods of fixation or for input frequencies well below the reciprocal of the dominant time constant of the eye plant.
An important aspect of the model is that all signals up to and including the torque are neural vector signals. The operators G,, ci,, and H, associated with the velocity-position integrator, as well as D, associated with direct premotor-tomotoneuron coupling, are vector transformations on the neural vector signals. The transformation A4 transduces the neural vector signals to torque vectors generated by the eye muscles. Thus all signals obey rules of commutativity associated with vector addition. On the other hand, eye orientation does not obey the rules of commutativity for rotations of the eye and cannot be represented by a vector. Thus the eye plant dynamical system in three dimensions is an important dynamic transformation that must convert torque, which is a vector, to orientation, which is not a vector. Models that do not consider the torque-orientation relationship of the eye cannot appropriately model the velocity-position integrator in three dimensions and must resort to nonphysiological representations (Hepp and Henn 1987; Tweed and Vilis 1987 ) . We now show how a unique torque-orientation transformation can be obtained in three dimensions that will govern the dynamics of eye rotations in response to an applied torque.
Torque-orientation relationship for eye rotations .
cause of eye rotation from the primary position and the In one dimension the orientation of the eye is given as a applied torque from the integrator signal. Thus the state of position relative to the midposition. When the eye is moved the integrator is a "position" command that approximates there is a restoring torque developed that can be given by 7-p-D) = -K!P of rotation, A( t), by using the finite rotation formula where T( a) is the restoring torque, @ is the angular position (Goldstein 1980) change from midposition, and K is the effective elasticity Ui = eiCOS(*)
constant associated with tissues surrounding the eye such as Tenon's capsule, optic nerve, and suspensory ligaments where A represents the vector cross product, and (Robinson 1975b were suddenly removed, the eye would return to midposiare, respectively, the unit vectors associated with the pitch, tion with the torque declining linearly as a function of + roll, and yaw axes of the head-based coordinate system. The ml. l>* parameters n 1, n2, and n3 are respectively the pitch, roll, In three dimensions the orientation of the eye in the head and yaw direction cosines of the axis of rotation relative to cannot be represented by a vector. It can be described by a the head-based coordinate frame given by wide range of parameters that are defined by the Fick, Helmholtz, and Listing systems (Collewijn et al. 1988; Hepp et al. 1989; Nakayama and Balliet 1977; Robinson 1975b) . Orientations in the Fick and Helmholtz systems are special cases of an Euler angle system that uniquely defines the orientation relative to a primary orientation (Goldstein 1980; Pio 1966) . One Euler system, referred to as the Fick system (Fig. 24, gives eye orientation by a rotation, 4, about a space vertical axis (z), a rotation about an intermediary pitch axis, 8, and a rotation about the eye roll axis, #. The orientation can be represented as a rotation from a primary position by a 3 x 3 matrix, R, whose elements are functions of the Euler parameters (See matrix of Fig. 24 . As the eye moves the Euler parameters change and consequently the components of the matrix change with time.
Euler's theorem (Goldstein 1980) states that any orientation of a rigid body with one point fixed can be achieved by a single rotation about an axis along a vector, n through a positive angle, + (Fig. 2B ). Thus n defines the axis of a cone and the optic axis lies on its surface. This is also referred to as the axis-angle form for the representation of the rotation. Because the eye rotates in three dimensions, the orientation matrix, R, changes with time and can be represented in its most general form as (4
The angle, +, is related to the trace of the matrix as follows (Goldstein 1980) 1 + 2 cos (CD) = tr( R)
where tr is the trace operator defined by
The vector, n, is unaltered by R. Therefore ii is an eigenvector of the rotation matrix R having an eigenvalue of unity, given by ni = (l?, ei) i = 1, 2, 3 (9
The notation (,) represents the usual inner product operator.
The rotation represented by axis-angle n(t) and a( t> specifies a unique rotation matrix, R( t). Thus there is a oneto-one mapping between the matrix and axis-angle representations of the rotation (Goldstein 1980) .
A particularly important aspect of the axis-angle representation is that it represents the shortest path that takes the eye from the primary orientation to a given orientation (Nakayama 1978; Nakayama and Balliet 1977) . Thus, if the drive on the eye were suddenly removed, it is reasonable to expect that the restoring torque should be along the axis defined by Euler's theorem because it is the optimal path for returning the eye to the primary orientation. Therefore the restoring torque as a function of R can be chosen as proportional to the axis-angle representation of orientation. That is
The relationship between axis-angle representation for orientation and the restoring torque gives a unique torqueorientation relationship used for describing eye orientation in three dimensions. Equation I for one-dimensional eye rotations is a special case of Eq. 20 where the axis of rotation remains fixed. The form of the restoring torque as given by Eq. 10 implies that the spring constants for rotations about pitch, roll, and yaw are equal. If they were not equal, the restoring torque would be a more complicated function of orientation. In the derivation of the dynamical system for this general case, the restoring torque would be represented as T( @,n) without utilizing Eq. 10. The derivation presented would otherwise be unaltered. A key nontrivial problem for the model simulation would be to derive the torque-orientation relationship using experimental data. We now consider how the torque-orientation relation given by Eq. 10 can be used to derive the dynamical system governing eye motion in three dimensions in response to a driving torque.
The relationships given by Eq. 2-5 show how + and ii can Three-dimensionalj~rmdation qf'eye dvnamics i be obtained from any matrix representing a rotation of the In one dimension, the relationship between the applied eye at any time.
torque and the eye orientation is given by Similarly, the rotation matrix, R( t), can be given as
where the column vectors, ui( t), for i = 1, 2, and 3, can be where m is the applied torque of the muscles to the eye, J is expressed in terms of the rotation angle, a(t), and the axis the moment of inertia of the globe about the axis of rota- (e) sin (e) c0s ( is the matrix representing the rotation. B: relationship of torque and orientation using Euler's theorem. The orientation given by matrix R (,4 ) can also be described as a rotation about an axis along unit vector fi, by an angle a. The restoring torque, T(R), is given as a vector that is opposite to the vector along the axis of orientation. The magnitude of the torque is proportional to the angle of orientation, @. Thus T( R) = -K+ii. C: vector diagrams showing d+/dr as a projection of eye velocity onto fi. dfi/cit is a weighted sum of 2 vectors. The weights are functions of the angle @ and the angular eye velocity component perpendicular to 13. The rate of change of !i is perpendicular to ii, as expected.
tion, B is the coefficient of viscosity, and T( @) is the restoring torque given by Eq. I. The variables W, and o are the eye
velocities relative to space and to the head, respectively. BU is the torque corresponding to the viscous damping as the Assuming that the moment of inertia of the eye in the space eye moves in the orbit. coordinate system is constant and proportional to the idenEquation I1 can be generalized to three dimensions as tity matrix, the dynamical system governing the eye (plant) follows dynamics can be given by the following formula
where m is the applied torque, J is the moment of inertia where wh is the angular velocity of the head relative to space tensor (Goldstein 1980) , B is a matrix representing the vis-and o = O, -wh is the eye velocity relative to the head. cous damping, O, and o are the angular velocity vectors of Equation 14 describes how the eye velocity vector relative the eye relative to space and the head, respectively, and R is to the head changes as a function of eye velocity in the head, a matrix representing the orientation of the eye in the head eye orientation, head velocity in space, and applied torque. ( Fig. 2A ) . Substituting Eq. I0 into Eq. 12 gives However, the eye orientation parameters, + and A, vary with time as the globe is rotating. Therefore equations that update the orientation parameters as a function of orientation and eye velocity relative to the head must be derived.
The main results of the derivations are contained in the section entitled Dynamical system representing the eye globe.
Derivation ofthe rate oJchange of+ (d@/dt)
Our aim is to obtain a simple formula for the rate of change of a, d+/dt, as a function of eye velocity in the head. We start by differentiating Eq. 3, which relates + to the rotation matrix (15) By combining Eq. 15 and Eq. A8 of Appendix A we obtain . da -2 sin (CP) 7 = tr( RR) (16) where fl is a velocity matrix operator on orientation (Appendix A). By combining Eq. 4 and 16 and Eq. A I I of Appendix A we obtain
Derivation qf the rate of change of n^ (di/dt) A similar equation for the unit vector n can be derived by differentiating Eq. 5 to obtain (25) Thus Eq. 2.5 implicitly gives the rate of change of the orientation parameter, n, as a function of the rotation matrix and its derivative.
Next we find an expression for d$dt due to the eye velocity in the head, O. Combining Eq. 5 and Eq. A8 and A9 of Appendix A and substituting into Eq. 25 we obtain
If we now find a suitable expression for Rd$dt , then dfi/dt is determined. To accomplish this, we use the finite rotation formula for rotating d$dt (Goldstein 1980)
+ ii/i x sin (a) (27) Because ii(t) is a unit vector the following relationships hold
(17) Substituting Eq. 27 and 28 into Eq. 26 and simplifying, we obtain
We now simplify the right side of Eq. 17. Using the finite di rotation formula, Eq. 7, the ith vector cross product term of
Eq. I7 is Next we eliminate the vector cross-product of n with ( 18) dfi/dt . Because Eq. 19 converts vector cross-products into inner products, we first take the vector cross-product of n Utilizing the following vector identity with Eq. 29, obtaining 
where Rearranging the terms in Eq. 29 and 32 we obtain, respectively Wi = (id, ei) (20 dii dr?
Combining Eq. 17 and 20 and using the identity
and dii and after some simplification, we obtain the desired expres-
sion for the rate of change of + Using the trigonometric identities 
For + = 0, ii is undefined and Eq. 23 is not applicable. and However, n can be chosen along the angular velocity vector, O, with d+/dt as the magnitude of 0. For + # 0, Eq. 23 sin (A) = 2 sin (P)cos (pI (35) can be divided by sin( @) to obtain a dynamic equation Equations 32 and 33 can be expressed as
This equation expresses the intuitively appealing idea and that the angular rate of change of eye rotation about fi is the projection of instantaneous eye velocity onto n (Fig. 2C) . 
By multiplying
Eq. 36 by sin(@/2) and Eq. 37 by cos( (P/2) and then adding and simplifying the resulting equations, we obtain dii a) The components contributing to the rate of change of n are a weighted sum of vectors perpendicular to n (Fig. 2c') . The weights are functions of the angle @ and the angular eye velocity component perpendicular to n. The rate of change of n is perpendicular to n, as expected. This is in contrast to the manner in which CP changes, being only dependent on the component of eye velocity along ii.
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The dynamical system representing how eye orientation changes in response to an applied torque can now be given by the combined Eq. 14, 24, and 39
where o is the angular velocity of the eye with respect to the head, oh is the angular velocity of the head with respect to space, @ and n represent the orientation of the eye with respect to the head, (,) is the inner product operator, and A is the vector cross product operator. In this form, the rates of change of the variables of interest are given in terms of their values and applied torque at any time, t. This allows the computation of the values of the variables at time t + dt. Thus the equations can be integrated computationally for any applied torque for purposes of simulation.
We now consider how the torque is generated centrally.
ModeYing t h tl wlocit v-posit ion e in t cgru t or
In the present conceptual framework, the velocity-position integrator is a dynamical system that transforms neural signals representing an angular velocity command to a state that is linearly related to torque. Thus the integrator will be given by (Fig. 1) ck 'p = /1,x, + G,r, dt (41) mll = cpxp + Dr, where H, is the system matrix for the velocity-position integrator and G, is the coupling to the integrator from a neural signal coding the eye velocity command, rU. The matrices CP and D transform the state of the integrator and command velocity to a signal, m,. The matrix D may depend on whether it is activated by a slow phase velocity or saccadic command. In the simulations it was held constant. The output, m,, is a superposition of the state of the velocity-position integrator, x,, and the direct premotor-to-motor coupling signal. The signal, m,, is transduced into a torque by the muscles, represented by matrix A4, where
The concatenation of the system given by Eq. 41 and 42 with that given by Eq. 40 describes the dynamics and kinematics of rotations in three dimensions due to a neural "velocity command" signal. Thus all the central signals are vectors and naturally have commutative properties, whereas the dynamics of the plant convert the applied torque vector into an eye orientation trajectory over time.
To simulate eye orientation from activation of a velocityposition integrator, Eq. 41 was coupled to Eq. 40 by a linear equation (Eq. 42). We then activated the velocity-position integrator with pulses and steps, signals that have been closely linked to saccadic and smooth pursuit behavior. We wish to demonstrate that the proposed model that incorporates a generalization of the one-dimensional integrator (Skavenski and Robinson 1973) together with the appropriate three-dimensional model of the plant, can simulate the kinematic rotation properties and the dynamic properties of eye movements.
The dynamic aspects of the eye movements have been virtually ignored in present three-dimensional models of eye rotation (Tweed and Vilis 1987 ) .
In the simulations we neglected the muscle mass and the dependence of muscle tension on muscle length. It was also assumed that there was a linear dependence of tension in a muscle on its innervation and that the tension was independent of changes in eye orientation due to innervation of other muscles. The inertia tensor, J, and damping matrix, B, were chosen proportionally to the identity matrix given Therefore the moment of inertia and damping about any axis of rotation were constant. The ratio of the "spring constant", K, to the moment of inertia was chosen as 952.4 s2/rad and the ratio of the damping coefficient to moment of inertia was chosen as 149.5 s-l / rad (Eq. 40). These values were chosen to correspond to the approximate dominant time constants associated with the eye plant of 0.15 and 0.007 s ( Robinson et al. 1969) . The matrices HP, G,, CP, and 13, associated with the velocity-position integrator, were chosen as diagonal and are given as MC'x, is the torque that maintains the steady-state orientation.
Sim2ilut ion of succudic cvc movements
To simulate saccadic movements, pulses representing neural burst commands were given. The duration of the pulses was chosen as 50 ms, corresponding to the duration of an average 1 O" saccade. The pulses were chosen to have a linear decline over their duration. This approximates the behavior of medium lead burst units in the PPRF, which are believed to drive the velocity-position integrator (Henn and Cohen 1976; Hepp and Henn 1983; Keller 1974; Luschei and Fuchs 1972; Van Gisbergen et al. 198 1) . The parameters associated with the integrator were chosen so that it would produce a pulse-step ratio of 3.5 to achieve pulsestep matching for correct saccade dynamics (Optican and Miles 1985; Optican and Robinson 1980 ) (Appendix B). This ratio agrees with the average pulse-step ratios reported for motoneuron firings (Fuchs and Luschei 1970, 197 1; Henn and Cohen 1973; Keller and Robinson 1972) . Figure 3 shows the response of the model to a vector of pulses that produce an oblique saccade from the primary position. The pulses (Fig. 3/1) are integrated vectorially by the velocity-position integrator (Fig. 1) . Note that the state of the integrator (Fig. 3 B) is declining after the initial rise and is dependent on the eigenvalues of the system matrix associated with the velocity-position integrator, Hp. The pulse-step is produced by a linear combination of the output of velocity position and the input pulse (Fig. 3C) . The pulse-step generates the muscle torque to drive the eyes. In response to this torque there is a change in orientation angle about an axis whose direction cosines are constant throughout the movement (Fig. 3 0) . The apparent rapid changes 3. Model simulation of premotor and motor neural pulses and the associated eye orientation response for a centrifugal saccadic eye movement. .4 : input neural pulse vector along the pitch-yaw direction. Neural vector components were scaled to be representative of frequency of firing (spikes/s) of premotor and motoneurons and given as spikes/s. B: integrator response vector is an approximate step along the pitch-yaw direction, which decays toward 0. C, The superposition of the pulse and step gives a motoneuron vector that is a pulse step also along the pitch-yaw direction.
n: eye orientation during the eye movement. The angle of rotation is <p; it is denoted by ANGLE (DEG). The axis about which the eye has rotated from the primary orientation is defined by DIRECTION CO-SINES, n,, n2, and n3 along the pitch, roll, and yaw axes of the head. in the direction cosines in the simulations are due to the assumption that when the eye is in the primary position and not moving the direction cosines are 0. This indicates that from the primary position the eye can move about any axis causing a rapid jump in the direction cosines. Similar jumps in direction cosines are observed in all subsequent simulations. The orientation angle decays back to the primary position, whereas the direction cosines remain unchanged (Fig.  30 ). Listing's law ( Haustein 1989; Hepp 1990; Hepp and Henn 1987; Tweed and Vilis 1987, 1988 ) is automatically obeyed because the vector associated with the pulse input is in Listing's plane, i.e., the plane formed by the pitch and yaw axes in head coordinates. A rotation of the reference axes could be implemented to place Listing's plane to correspond more exactly to physiological findings, but this would not alter the basic findings of this study. AND T. RAPHAN B '""1 the two pulses. Thus Listing's law is obeyed in the steady state. If the pulses are reversed such that the yaw pulse is delivered first followed by the pitch pulse after 1 s (Fig. 5A) it has similar consequences. The velocity-position integrator state (Fig. 5 B) and the pulse-step (Fig. 5C ) that drives the eyes first change only about a yaw axis. The direction cosines remain constant. In response to the second pulse the velocity-position integrator just builds up along the pitch axis. However, eye orientation changes such that the direction cosines transiently change and approach those obtained for the change in eye orientation from the primary position (compare Figs. 3 D and 5 D) . They also are equal to that obtained when the pitch pulse was applied first (compare Figs. 4 D and 5 D) . This shows that commutativity holds for this system and Listing's law is obeyed in the steady state if two pulses are applied along the pitch and yaw axes in any order. As time goes on the eye orientation will decay to the primary position about this axis (Fig. 5 D) , depending on the eigenvalues of the system matrix associated with the velocity-position integrator. .,l: model simulation of the response to a pulse input vector first along the pitch direction followed by a pulse along the yaw direction. B: integrator response follows the input sequence with an approximate step along the pitch direction followed by a step along the yaw direction. C: superposition of the pulse and step gives a motoneuron vector that is a pulse step in the same sequence. II: direction cosines of eye movement indicate that the orientation first changes along the pitch axis. When the yaw pulse-step activates the eye from an already pitched position, the eye orientation changes have pitch. roll, and yaw components. The roll direction cosine decays to 0, leaving only pitch and yaw components, as in Fig To show that the order in which the input pulses are applied to the velocity-position integrator does not matter in determining final eye orientation, pulses were applied first along the pitch axis and then the yaw axis separated by 1 s (Fig. 4A ). This induces a change in integrator state along the pitch axis followed by a change in state along the yaw axis ( Fig. 4B) . The pulse-steps are similarly displaced (Fig. 4C) . In response to this sequence of pulses, eye orientation changes rapidly about the pitch axis, with the direction cosines remaining constant (Fig. 4 D) . When the second pulse along the yaw axis is initiated, eye orientation and all direction cosines transiently change. However, the steady-state eye orientation angle and the direction cosines after the second pulse are approximately equal to the orientation angle and direction cosines for movement from the 11: model simulation of the response to a pulse input vector first along the yaw direction followed by a pulse along the pitch direction. B: integrator response follows the input sequence with an approximate step along the yaw direction followed by a step along the pitch direction. C: superposition of the pulse and step gives a motoneuron vector that is a pulse-step in the same sequence. II: direction cosines of eye movement indicate that the orientation first changes along the yaw axis. When the pitch pulse-step activates the eye, which is already in a yaw position, the eye orientation changes have pitch, roll, and yaw components as in Fig along the yaw axis at time t = 0 (Fig. 6A) . The pulse activates the yaw state of the velocity-position integrator (Fig.  6 B) and together they generate a pulse-step (Fig. 6C) . The eye muscles respond to the pulse-step and generate a torque on the eye causing a leftward rotation that is held for -1 s (Fig. 6 0) . The direction cosines for the axis of this movement are 0, 0, and 1 with an angle of 7" (Fig. 6D) . At this time two pulses, one along the pitch axis and one along the yaw axis, are applied simultaneously (Fig. 6A) , causing the yaw component of the velocity-position integrator state to go to 0 and the pitch component to be activated (Fig. 6B) . The corresponding pulse-steps along the pitch and yaw axes (Fig. 6C) rotate the eye so that the direction cosines for pitch, roll, and yaw are -1, 0, and 0 with an angle of 7" at approximately l = 3 s (Fig. 6 D) . This corresponds to the eye looking upward in the steady state.
The rotation of the eye for this sequence of pulses constitutes an oblique eye movement from looking left to looking straight up. This rotates the eye clockwise about the positive roll axis. When the system is again activated by two simultaneous pulses along the pitch and yaw axes after z = 3 s (Fig.  6A ) the velocity-position integrator returns to a state where only a yaw component is present (Fig. 6B ). This again produces a pulse-step (Fig. 6c') bringing the eye back to a looking left position. The roll component has similar dynamic characteristics but is opposite to that when the eye moves from left to up (Fig. 6 D) .
The simulations indicate that during this oblique eye rotation there is a positive direction cosine for the roll axis that decays toward 0 over -2 s ( Fig. 6 D) . The non-0 direction cosine indicates that the axis of eye rotation deviates from Listing's plane during the movement and approaches Listing's plane in the steady state. However, the maximum deviation is ~0.077 compared with a pitch direction cosine of -1. In addition, during the saccade, the angle ofthe rotation, a, drops to 4". Thus the average deviation from Listing's plane for this case as well is within the error bounds reported in the literature.
The three-dimensional velocity plots as a function of time indicate that in addition to pitch and yaw velocities there is also a negative roll velocity that is generated during the rotation of the eye from looking left to looking straight up, i.e., up and to the right movement ( Fig. 6 E) , and a positive roll velocity when the eye movement is down and to the left. These directions agree with the data on oblique eye movements for this condition (Tweed and Vilis 1988).
Because of the transient roll component that slowly decayed, the question arose as to whether the roll component would build up if saccades were made around the corners of a triangle (Nakayama 1975) every 250 ms. The required movement is from the primary orientation, looking left, left and up, and then back to the primary orientation. This was simulated by applying simultaneous pulses along pitch and yaw for three cycles (Fig. 7A) . The velocity-position integrator state (Fig. 7 R) and motoneuron vector (Fig. 7c' ) behave as expected, giving corresponding steps and pulsesteps. The eye orientation trajectory is shown in Fig. 7 D.
When the eye moves left the direction cosines for pitch, roll, and yaw are 0, 0, and 1 as expected. When the eye moves to the left-up orientation the direction cosines for pitch and yaw approach -0.7 and 0.7, respectively. The roll tran- Model simulations of the response to neural pulses that move the eye in a sequence that first looks left, then straight up, and then back to the left. .4; neural input vector first has a pulse along the yaw axis. Then there are simultaneous pulses along pitch and yaw followed by simultaneous pulses along pitch and yaw in the opposite direction.
The neural vector associated with the velocity-position integrator (B) and the motoneuron vector ( C) follow the input, the signals being maintained along the pitch-yaw axes. The orientation of the eye (11) contains a direction cosine component along roll, during which time the angle decreases and increases. E: pitch and yaw components of the angular velocity of the eye essentially follow the pulses on the motoneuron vector. However, there is a significant roll velocity. It should be noted that the saccadic movement due to the second pulse is from a secondary to a tertiary eye position and the saccade trajectory appears "slow" because of the transient roll component (see DIscussIoN).
We next examine the model predictions when saccadic eye movements are made from looking left to looking straight up and then back to looking left (Fig. 6) . This was done to determine to what extent Listing's law is obeyed when eye movements are made from a secondary to a tertiary position and to determine whether the model could predict data that examined the position and velocity characteristics of these types of eye movements (Tweed and Vilis 1988). The simulation begins with the eye in the primary position and a pulse 50 ms in duration is applied Simulation of smooth pursuit uvc movements . *
To simulate eye orientation response to smooth pursuit or a step in head velocity about an axis in a coronal plane, steps in the pitch and yaw components were simultaneously applied as input to the velocity-position integrator and the direct pathway (Fig. 84) . The step rise time was chosen as 1 ms, the iteration interval for the simulation. The step size was chosen to induce a slow phase eye velocity of --3.5"/s so that the change in eye orientation would be approximately that obtained for the saccadic simulation; it remained well within the normal range of eye movements over a 3-s period. In response to the steps, the velocity-position integrator rises in a ramplike fashion in the two components that were excited ( Fig. 8 B) . When the integrator state and direct pathway are linearly combined, the approximate step-ramp is produced (Fig. 8C) . This signal generates the muscle torque that changes eye orientation angle approximately linearly and maintains the direction cosines constant (Fig. 8 D) . The ( 1975) . There were induced changes in orientation every 250 ms. The integrator changes in a stepwise fashion in the pitch-yaw plane (n) and the motoneurons have a pulse-step also contined to the pitch-yaw plane ( C'). Eye orientation ( n) follows the triangular motion with a small roll component when the eye moves to tertiary orientations. However, there is no sustained buildup in roll, because the eye "untwists" when returned to the primary orientation. The regions of time between the vertical dotted lines, labeled u, h, and c', correspond to an eye orientation extremely close to the primary position where the eye orientation angle, state of the velocity-position integrator, and eye velocity are -0. The changes in direction cosines of the axis near this singular state do not correspond to any meaningful changes in orientation.
siently changes and then starts to decay. Before steady state is reached the simultaneous pitch and yaw pulses bring the eye back to the primary orientation as the angle goes sharply to 0 (Fig. 7 D) . In this condition the state of the velocity-position integrator, angle of eye orientation, and eye velocity are all close to 0 and represent a singular condition for the direction of the axis, n, indicated by the regions a, 6, and c between the dotted lines (Fig. 7 D) . The changes in direction cosines of the axis in these regions do not correspond to meaningful changes in orientation. Immediately after the singular portions of the trajectory, when the eye is rotated left, the pitch and roll direction cosines rapidly return to 0, whereas the yaw direction cosine is 1. This is because the eye is making a centrifugal saccade and Listing's law is obeyed throughout the trajectory (Fig. 7 D) .
Thus there is no buildup of roll when the eye is moving rapidly around a triangle starting in the primary orientation. .4: model simulation of the response to a step neural input vector along the pitch-yaw direction.
The integrator response (B) is an approximate ramp along the pitch-yaw direction.
The superposition of the step and ramp gives a motoneuron vector that is a step-ramp also along the pitch-yaw direction ( C). The step size was chosen to induce a slow phase eye velocity of -3S"/s so that the total eye deviation was approximately that of the simulated saccade. The speed was also slow enough so that the orientation change could be followed over 3 s and remain well within the range of normal eye movements.
The eye orientation (D) is a centrifugal slow eye movement along the pitch-yaw axis and is aligned with the stimulus direction.
The change in angle is consistent with the characteristics of a slow eye movement (ANGLE).
B 50]
together indicate that a centrifugal slow eye movement along the pitch-yaw axis aligned with the stimulus direction is being executed (Fig. 8 D) .
When the step in pitch is applied followed by the step in yaw ( Fig. 94 , the state of the velocity-position integrator rises linearly first in the pitch component followed by a linear rise in the yaw component 1 s later (Fig. 9 B) . The step-ramp components are also displaced in time (Fig. 9C ) and produce the torque that orients the eyes. Eye orientation angle increases approximately linearly. The direction cosine of the movement associated with the pitch axis becomes 1 for 1 s, indicating a rotation of the eye about only the pitch axis (Fig. 9 D) . In response to the second step the orientation angle continues to rise approximately linearly, but the direction cosine for pitch decreases, whereas the direction cosines for roll and yaw increase (Fig. 9 D) . This indicates that the eye is changing its rotation axis while it is moving. The orientation of the eye as indicated by the direction cosines (Fig. 9 D) 10. Model simulation of the response to a step of neural input vector first along the yaw direction followed by a step along the pitch direction (11). The integrator response (B) follows the input sequence with an approximate ramp along the yaw direction followed by a ramp along the pitch direction.
The superposition of the ramp and step gives a motoneuron vector that is a step-ramp in the same sequence (C). D: direction cosines of eye movement indicate that the orientation first changes along the yaw axis. When the pitch step ramp activates the eye from a yaw position the eye orientation changes have pitch, roll, and yaw components. The roll direction cosine decays to 0 over a 5-s time course, leaving only pitch and yaw components as in Figs. 8 and 9. After sustained following for >5 s, Listing's law would be obeyed.
When the step in yaw is applied first, followed by the step in pitch (Fig. lOA) , the velocity-position integrator yaw component builds up linearly first, followed by a linear buildup in the pitch component after 1 s ( Fig. IOB) . The step-ramps follow the same sequence (Fig. 1 OC) . Eye orientation angle again builds up approximately linearly (Fig.   10 D) . However, the direction cosines that define the orientation of the rotation axis change with time. In the limit the direction cosines of the axes of eye rotation do not depend Model simulation of the response to a step of neural input vector first along the pitch direction followed by a step along the yaw direction (4 ). The integrator response ( B) follows the input sequence with an approximate ramp along the pitch direction followed by a ramp along the yaw direction.
The superposition ofthe ramp and step gives a motoneuron vector which is a step-ramp in the same sequence (C). D: direction cosines of eye movement indicate that the orientation first changes along the pitch axis. When the yaw step ramp activates the eye from an already pitched position, the eye orientation changes have pitch, roll, and yaw components.
The roll direction cosine decays to 0 over a 5 s time course, leaving only pitch and yaw components as in Fig. 8 . After sustained following for >5 s, Listing's law would be obeyed.
the maximum roll direction cosine is <O.OO& and therefore Listing's law is obeyed throughout the trajectory.
DISCUSSION
The major conclusion of this study is that velocity-position integration in three dimensions is a simple extension of that in one dimension with the subtractive feedback of the integrator represented by a matrix rather than a single parameter, i.e., its time constant. It generates a signal related to steady-state torque and not orientation. Therefore eye orientation is critically dependent on the steady-state torque-orientation relationship associated with the eye globe and its underlying tissues. In the model the torque-orientation relationship is based on the idea that the restoring torque developed by the tissues surrounding the eye globe is approximately proportional to an angular rotation about an axis from the primary position (Miller and Robinson 1984) . This concept enabled us to directly relate the restoring torque associated with the eye to parameters of orientation as defined in Euler's theorem (Goldstein 1980 ). Euler's theorem parameterizes orientation by an axis and an angle of rotation about that axis from some primary position. The vector representing the restoring torque was simply approximated as being proportional to the product of the angle and a unit vector along the axis. Because a rotation about the axis given by Euler's theorem is the most optimal path for returning to the primary position, it was intuitively appealing that the restoring torque should be along this direction as well as establishing a unique relationship between torque and orientation. By incorporating the torque-orientation relationship into the differential equation governing eye globe dynamics, a dynamical system was derived relating eye orientation to applied torque. The velocity-position integrator and the direct pathway around it could then be coupled to the eye globe model and a system structure obtained that could be related to physiological variables. Although the complete model system equations proved to be complicated, they could easily be programmed on a computer for simulation and testing of their predictions.
In the model simulations there were small differences between conditions when the pulses were applied together compared with when they were applied sequentially. This is because all of our simulations were performed assuming that the subject was in darkness and were performed specifically to gain better insight into the dynamic relationship between the velocity-position integrator and the orientation of the eye plant. When the eye makes an oblique saccade from the primary orientation (Fig. 3 ) the pulses driving the saccade are applied at the same time. They charge the integrator such that the pitch and yaw components are equal. The components then decay back to 0 together. Consequently, the eye decays to the primary orientation about the axis n with a time constant of the integrator, i.e., 30 s.
When the pulses are applied in sequence, as in Fig. 4 , the pitch component of the integrator state has had a chance to decay somewhat at the time the yaw pulse activates the integrator. Consequently, the axis about which the eye will decay to the primary position will be slightly different from that in Fig. 3 . A similar argument applies to the comparisons between Figs. 3 and 5. Because the time constant was chosen as 30 s and the time difference between pulses in Fig. 3 was 1 s, the difference between the direction cosines of n for Figs. 3 and 4 after the roll direction cosine has decayed is tan - ' [l-exp(-l/30) ]. This is a 1" difference. A similar difference is obtained between the simulations in Figs. 3 and 5. If the integrator had a larger time constant the difference would be smaller while accentuated with a smaller time constant. Examining saccades after lesions that affect the time constant of the velocity-position integrator would be an interesting test of the model. For any value of time constant, however, there is a unique eye orientation for a state of the velocity-position integrator. This is determined by the balance between the applied torque and the restoring torque. In light there are additional signals from the visual system that keep the eye fixated on the target and there would be no decay of the velocity-position integrator state. Under these circumstances the orientations would be identical under all conditions and commutativity would hold exactly.
A rather surprising model prediction was the slowness of the saccades made from one tertiary position to another . This comes about because of the necessity for there to be matching between the pulse and step that drives the saccade (Optican and Miles 1985; Optican and Robinson 1980) . The pulse-step match is critically dependent on the dynamics of the eye globe and the viscoelastic properties of the surrounding tissue. When there is a mismatch the eye can undershoot, followed by a glissadic eye movement to the final position (Optican and Miles 1985; Optican and Robinson 1980) (&J~~&x B) . When the three-dimensional dynamical system representing the plant is driven by a two-dimensional vector in the pitch-yaw plane in head coordinates from a secondary to a tertiary position, there is of necessity a mismatch between the plant dynamics and the pulse-step driving it. The model simulations indicate that the pulse-step mismatch of driving a system that rotates in three dimensions with a two-dimensional command has a profound influence on the time course of the saccadic trajectory. It extends its effective dominant time constant to be greater than the plant, which is only 150 ms. That is, when the roll component is initiated during the saccade it will affect all direction cosines that then interact with each other as the eye moves through its trajectory.
In support of this idea we have simulated an experiment where saccades are made by humans looking around the corners of a square (Collewijn et al. 1988; Ferman et al. 1987 ) . We have transformed our axis angle representation into Fick coordinates for this simulation (Figs. 2n and 11 ) so that it can be compared with the data that were recorded in Fick coordinates. The data show very slow "torsional angle" components during normal saccades in humans [Fig. 4 of Ferman et al. ( 1987) ]. In many instances the torsional angle components would undershoot or overshoot their final value. The time constants were large and final eye orientation was not reached after 1 or 2 s (Ferman et al. 1987) . The model predicts both overshoots and undershoots in the torsional angle components as well as the slow time course for the torsional angle component (Fig.  1 1) . Despite the fact that the data were obtained in light and the simulations were performed in dark, the similarities of model predictions and the data were remarkable.
The conceptual approach used to develop the model is in Simulation of saccadic eye movements around the corners of a square in darkness. The angles 4, 0, and # are the Fick angles associated with horizontal, vertical, and torsional eye deviations, respectively (Fig.  2,4 ) . Simulated eye movements were transformed to this form to facilitate comparisons with data obtained by Ferman et al. ( 1987) . Positive directions for the angles 8 and # used by Ferman et al. ( 1987) are the negatives of the angles chosen in this study. Therefore the negative angles have been plotted. Arrows: directions from the primary position in which the eye is looking at each point on the square. For example, at time = 0, at the end of the saccade, the eye is looking down-right.
At 4 s (end of saccade) the eye is looking up-right. At 8 s (end ofsaccade) it is looking up-left. At 12 s (end of saccade) it is looking down-left.
This motion continues. Both horizontal (4) and vertical ( -0) eye movements are rapid. The decays between movement are due to the decay of the velocity-position integrator.
The torsional component of eye movement, -$, has both overshoots and undershoots, as do the data of Ferman et al. ( 1987). sharp contrast to that used for developing the "multiplicative quaternion model." The quaternion model was developed on the premise that a subtractive feedback implementation of the three dimensions integrator cannot explain rotations in (Crawford and Vilis 199 1; Hepp and Henn 1987; Tweed and Vilis 1987, 1988) . The key conceptual difference between the is that a lthough ey 'e position is a two modeling approaches ssumed to be the output of Tweed and Vilis velocity-position the 198 integrator in the 7) it is not a sign quaternion model ( al generated by the integrator in the present study. Rather, the model presented here uses the physiologically established fact that the CNS generates a torque signal that drives the eye muscles that orient the eyes. Thus the eyes will move to a position such that a state of equilibrium is reached between the applied torque and the restoring torque generated by the orbital tissues (Miller and Robinson 1984; Robinson 1975b) . Because torque signals behave as vectors, they commute, and the order in which torque signals are applied to the eye will not affect the final orientation of the eye. Steady-state eye orientation will only be determined ation of the torques in any order. This blunts leveled against the classical velocity-position by the the cri summ ticism integrator that it does not take into account the noncommutative property of eye rotations in three dimensions (Hepp and Henn 1987; Tweed and Vilis 1987). The point is that it does not have to.
The quaternion model also does not predict the pulsestep or step-ramp characteristics of the motoneurons and how they would interact with the plant (Fuchs and Luschei 1970; Henn and Cohen 1973; Keller and Robinson 1972; Robinson 1970 ). It does not address the fact that there are time constants of decay associated with holding positions of fixation. More importantly, the quaternion model is not consistent with the fact that the motoneurons generate a signal to the eye'muscles that generate torque and that eye orientation is not coded directly in their activity.
The prediction of our model regarding how Listing's law is implemented also stands in marked contrast to that predicted by the quaternion model (Haslwanter et al. 199 1; Haustein 1989; Hepp 1990; Hepp and Henn 1987; Straumann et al. 199 1; Tweed and Vilis 1987, 1988 ). Listing's law simply states that the eye will move only into positions of fixation that can be described by a rotation, from a primary orientation, about an axis in a head fixed plane known as Listing's plane (Haustein 1989; von Helmholtz 1962) . To satisfy Listing's law, the quaternion model constrains the quaternion vector to lie in Listing's plane (Tweed and Vilis 1988) . Because the quaternion model assumes that eye orientation i.e., the eye position quaternion, is encoded in the velocity-position integrator, it necessitates postulating a Listing's law operator as well as quaternion operations in the CNS to implement Listing's law (Tweed and Vilis 1990b) . This organizational complexity of the system is unwarranted.
Central activity upstream of the immediate premotor site associated with saccadic eye movements also is not supported by the quaternion model. Robinson and Zee ( 198 1) had suggested that Listing's law was implemented downstream of the superior colliculus at the level of the burst cells, whereas Tweed and Vilis ( 1990b), on the basis of their quaternion model, concluded that Listing's law was implemented upstream of the superior colliculus. Work performed on stimulating the superior colliculus (Van Opstal et al. 199 1) yielded saccadic trajectories that were in the pitch-yaw plane with no torsional component. The conclusion from this study was that Listing's law was implemented downstream of the superior colliculus. In the model presented here, Listing's law is generated naturally if the pulses driving the velocity-position integrator have only pitch and yaw components and no roll components. Thus Listing's law is a general property of the vector nature of signals in the CNS and how they activate the velocity-position integrator. It is not linked to any specific site in the CNS. As long as the signals are confined to Listing's plane, i.e., the pitch-yaw plane in our model, Listing's law will be satisfied.
An interesting prediction of our model is that although Listing's law is satisfied during centripetal and centrifugal saccadic trajectories, it is only approximately satisfied during saccadic trajectories from secondary to tertiary positions. This prediction is in contrast to the predictions of the quaternion model, which, lacking dynamic components, demands that Listing's law be satisfied during the saccadic trajectory (Tweed and Vilis 1990a) . The data that show the "plane of confinement" during saccadic eye movements (Haslwanter et al. 1992; Tweed and Vilis 1988, 1990a) do not support the contention that Listing's law is satisfied during saccades. For a wide range of saccades, the plane associated with saccadic movements is "thick," having an SD from Listing's plane of 52". The plane is considerably thicker during saccades (Tweed and Vilis 1990a).
In our model simulations (Figs. 4 and 5 ) the roll component during a saccade from a secondary to a tertiary position has a direction cosine that transiently reaches a maximum of -0.076. This corresponds to a maximum saccade axis tilt out of Listing's plane of (5". The average tilt out of Listing's plane is much less. This is well within the confines of reported data on the accuracy of Listing's law. The deviations from Listing's law for pursuit in Figs. 9 and 10 are much smaller, being < 1 O. Thus our model not only predicts the closeness of saccadic and smooth pursuit trajectories to Listing's plane but also predicts the deviations, which the quaternion model does not.
The model presented here has a global significance regarding Listing's law. It predicts that any eye movement command signals that are encoded only in Listing's plane, i.e., the pitch-yaw plane in head coordinates, and are directed through the velocity-position integrator would obey Listing's law in the steady state. Thus slow phase eye movements made during pursuit should theoretically obey Listing's law if the driving signals are in the pitch-yaw plane. Confining signals to this plane would make sense as far as the CNS is concerned, because during pursuit there would be no need to issue torsional or roll command signals to drive the eyes. This prediction of the model is consistent with findings that smooth pursuit eye movements approximately obey Listing's law in the monkey (Haslwanter et al. 199 1) . In addition, Listing's law for head and arm movements (Straumann et al. 199 1) could probably be modeled by extending the ideas presented in this study.
The model presented is limited in that the nonlinear length-tension relationship of muscles was not considered. In addition, the torque-orientation relationship may have some associated nonlinearities that were neglected. Also, the different gains in the transmission of signals associated with pitch, roll, and yaw eye movements were not incorporated into the model structure. In addition the model has not dealt with how pulses and steps that input and activate the velocity-position integrator are generated. Despite these shortcomings the model has a physiologically correct structure and demonstrates the following: I) To rotate the eyes in three dimensions, the CNS uses a vector and not an orientation or quaternion code to generate saccades and smooth pursuit eye movements.
2) Velocity-position integration is simply a three-dimensional dynamical system extension of the one-dimensional model. Its output is a vector that drives motoneurons that generate torque in the eye muscles.
3) The nonvector orientation properties of eye movements arise from the torque-orientation relationship of the eye globe and its surrounding tissues and not in the velocity-position integrator.
Appendix A To find da/& and dfi/dt as functions of orientation and eye velocity in the head, various expressions for the rate of change of R, dR/dt, are needed. The purpose of this appendix is to derive various expressions for dR/dt to be used in the body of the paper.
The change in n with respect to time, di?/dt, due to the angular velocity of the rotation, W, can be considered a transformation of a head fixed vector associated with the primary position, r( 0)) of the eye, by a time-varying rotation matrix, R(t). The matrix R ( 0) is the identity matrix and represents the primary orientation at t = 0. Therefore at any time, t, the vector ro, is transformed by the orientation matrix, R( t ) to Y( t ) and is given by r(t) = R(t)r, holds for any vector r (t). In addition, at any time, t, the orientation matrix, R, can be represented by three unit vectors that form its columns. The matrix, R, is given by R(t) = [u,(t), udt), udt)] (Am Therefore from Eq. A8, A 9, and A 10 the rate of change of R can be given as Al I is a representation of how the orientation matrix, R, is affected over time as a result of the velocity vector W.
Appendix B
In this appendix we derive an estimate of the pulse step ratio that is necessary to match the plant dynamics during a saccade. Assume that for a centrifugal saccade the plant can be approximated by a first-order system ( Robinson 1973 ) given by do 1 -= dt -; 8 + gm"
where 0 is the eye position, 7 is its dominant time constant, g is the coupling of motoneurons to the plant, and m, is the motoneuron input. If m, is a pulse of amplitude A and duration d, then at the end of the Dulse the eve will have reached a r>osition
