In this paper, we propose a risk-based data-driven distributionally robust approach to investigating the optimal power flow with dynamic line rating. The risk terms, including penalties for load shedding, wind generation curtailment and line overload, are embedded into the objective function. To robustify the solution, we consider a distributional uncertainty set based on the secondorder moment, that captures the correlation between wind generation outputs and line ratings, and also the Wasserstein distance, that hedges against data perturbations. We show that the proposed model can be reformulated as a convex conic program. Approximations of the proposed model are suggested, which leads to a significant reduction of the number of the constraints. For practical large-scale test systems, a distributionally robust optimal power flow model with Wasserstein-distance-based distributional uncertainty set and its convex reformulation are also provided. Simulation results on the 5-bus, the IEEE 118-bus and the Polish 2736-bus test systems validate the effectiveness of the proposed models.
maximum amount of current that a transmission line conductor can carry under a set of assumed weather conditions without violating safety codes or damaging the conductor. Traditionally, power system operation uses static line rating (SLR), which is usually calculated under extreme scenarios (e.g., wind speed is 0.6 m/s, illumination intensity is 1000 W/m 2 and environment temperature is 40°C [1] , [2] ), and thus tends to be very conservative. Furthermore, the line rating is sensitive to the ambient environment (e.g., radiation and wind). For example, when the ambient temperature decreases by 10°C, the line rating increases by 11%; when the wind speed perpendicular to the transmission line increases by 1 m/s, the line rating increases by 44% [3] . Therefore, potential transmission capacity could be wasted if sticking to SLR. Dynamic line rating (DLR) is explored to squeeze out the potential capability of existing transmission lines using new information technologies. It constantly monitors the ambient environment and determines the line rating [1] , which can better utilize the line capacity and is less conservative than the SLR. A number of pilot projects have been implemented and their results have shown that the increase of the line rating justifies installation costs [4] . Recent research on DLR includes calculations of the line rating and their applications in power system operation. A reliable computing framework for DLR of overhead lines is proposed in [5] . The impact of DLR on wind generation accommodation is analyzed in [6] . A framework to determine the priority of lines to be upgraded with DLR is developed in [7] . The use of DLR introduces more uncertainty and might bring additional operational loss, i.e. transmission line overload [8] , [9] , because the actual line rating and outputs of wind generation are random and thus cannot be accurately known, especially in look-ahead dispatch frameworks. Besides, as both line rating and wind generation are influenced by the weather conditions, some underlying correlation may exist in the aggregated uncertainty, and such correlational uncertainty should be taken in account for power system operation.
Mathematical models based on decision theory and robust optimization are exploited to enhance the robustness of power systems against uncertainty. For example, a two-stage robust unit commitment (UC) model using adaptive robust optimization (ARO) is studied in [10] . An effective real-time dispatch framework is established in [11] , in which an automatic generation control (AGC) based on the linear decision rule is considered. The wind generation accommodation capability of power systems under a given dispatch strategy is studied in [12] , which is equivalent to an ARO model. To cope with additional uncertainty introduced by DLR, a linear control scheme for optimal power flow (OPF) problem based on the ARO theory is provided in [13] .
Recently, models based on the emerging distributionally robust optimization (DRO) are proposed, in which a distributional uncertainty set is constructed, containing all candidate distributions that describe the uncertainty. The DRO approaches are often data-driven, less conservative than the ARO, and able to explore the statistical properties of the uncertainty. To hedge against the line rating uncertainty, a distributionally robust congestion management model considering DLR is established in [14] , where the impact of the uncertainty is formulated by chance constraints and the overall model is converted into a mixed integer linear programming. A two-stage distributionally robust UC model with a moment-based distributional uncertainty set is studied in [15] . The distributionally robust energy-reserve co-dispatch problem is handled by [16] . The distributionally robust optimal power flow (DROPF) problems are tackled in [17] using chance-constrained formulation, which guarantees the performance when the chance constraints are satisfied, but ignores the aftermath if the chance constraints are violated.
In this paper, a risk-based OPF model with DLR is proposed, which is built up on a data-driven distributionally robust framework that hedges against data perturbations and is able to capture the underlying correlation in the line rating and the wind generation. Compared with existing works, the salient features of our work are summarized as below.
1) Our risk-based DROPF, denoted as W&M-DROPF hereinafter, embeds the operational risk in the objective function, including penalties on load shedding, wind generation curtailment and line overload. To hedge against uncertainty on the wind generation and the line rating data, we consider a distributionally robust formulation in which the distributional uncertainty set incorporates second-order moment information [15] [16] [17] and closeness to the empirical distribution in Wasserstein distance [18] , [19] . To the best of our knowledge, we are the first to consider such a distributional uncertainty set, which is suitable for hedging against high-dimensional data perturbations and correlational uncertainty between the wind generation outputs and the line rating. 2) A convex conic programming reformulation of the proposed DROPF is derived. In addition, approximations of the reformulation are suggested, which reduce the number of constraints from exponential size to linear size in the number of AGC generators and the number of transmission lines with DLR. Such approximations have superior performance especially when the data is statistically insufficient. Moreover, for practical large-scale power system, a Wasserstein-distance based DROPF (W-DROPF) model and its convex programming reformulation are devised. 3) We compare the out-of-sample performances of the proposed W&M-DROPF and W-DROPF models with benchmark models, including sample average approximation (SAA) and moment-based DROPF (M-DROPF). Numerical results on the 5-bus, the IEEE 118-bus and the Polish 2736-bus test systems reveal the effectiveness of the proposed models.
II. MATHEMATICAL FORMULATION

A. Assumptions and Simplifications
1) Only the active-power-related operational constraints are considered in the OPF model, and DC lossless power flow model is adopted [17] , [20] , [21] . 2) All the traditional generators are on during the dispatch periods. They all provide AGC service and their participation factors are decision variables rather than parameters.
3) All the transmission lines are operated with DLR. 4) The loads can be accurately known or predicted, unlike the wind generation outputs and the line rating. 5) The proposed OPF models are single-period ones [17] , [20] , [22] . (Nevertheless, they are readily extended to multi-period ones using rolling horizon by adding subscript t to each variable as well as considering the temporally-coupled ramping constraints). Remark 1: The current-carrying capacity of a transmission line is determined by its maximum designed temperature. According to [23] , the relationship between accumulated heat and temperature of a bare overhead line can be described by the heat balancing equation
where q c and q r represent the convective and radiated heat losses, q s and I 2 R(T ) are solar heat gain and Joule heat term, T and R(T ) are temperature and resistance of line, respectively. It should be noted that q c , q r , q s can be obtained based on weather conditions, such as wind speed and solar radiation. By parameterizing T in (1) with T max , which is the maximum designed temperature of the segment of the line, its maximum allowed capacity would be known. Generally, the transmission lines are very long, and the weather conditions, which impact line rating the most, are different along the lines. In practice, we can place weather condition monitoring devices based on certain rules (for example, one device for every several towers) along the line, and the rating of each segment of the line would be known according to (1) . Then we can select the minimum value as the capacity of the line, which is the line rating under DLR mechanism. This applies both for real-time operation data and the historical samples used for predicting future line rating.
(1) also indicates that as both line rating and the wind generation outputs are influenced by the weather conditions, some underlying correlation may exist in the aggregated uncertainty, and such correlation can be reflected by historical data. In our framework, such correlational uncertainty is hedged against in a nonparametric way, by considering distributions which have similar correlation structure as the empirical data.
B. Single-Period OPF
The mathematical formulation of the single-period OPF problem is given as below:
g ∈G π gl p g + w ∈W π w l p w − d∈D π dl p d ≤ p l , ∀l ∈ L, (2c)
The objective (2a) minimizes the generation costs, which is a strictly convex function. (2b) gives the whole network power balance condition. (2c) indicates the power flow limits for transmission lines. (2d) represents the generation capacity limits.
C. Distributionally Robust OPF
In practice, the actual wind generation outputs and the actual line rating cannot be accurately known before solving problem (2) , which means (2b) and (2c) may not be satisfied thereby undesirable operational loss might occur. In this regard, reserves are usually committed to mitigate the deviations of the random realizations ofp w ,p l from their forecast values p w , p l , which should satisfy the following constraints:
where (3a) and (3b) present boundary limits of upward and downward reserves, respectively. In the time scale of the OPF problem, AGC is one of the most effective reserve commitment and response mechanisms, where each generator participated in AGC affinely adjusts its output with respect to the total deviation of the uncertainty, such as the sum of forecasting error of renewables. The mechanism of AGC can be expressed as below [24] :
where (4a) limits the boundaries of output adjustments of generators with respect to the deviation of sum of actual wind generation outputs from the sum of their forecasting values, and α g w ∈W (p w −p w ) represents the output adjustment of generator g; (4b) restricts the values of affine coefficients, a.k.a. participation factors of AGC generators; (4c) guarantees the forecasting errors of wind generation are fully mitigated. It should be noted that in the current formulation, the AGC generators will not adjust their outputs if the actual line rating deviates from its forecasting value. For line rating based generator outputs affine adjustment rules, please refer to [13] . Meanwhile, the adjusted power flow should not exceed the actual line rating, resulting in for all l ∈ L:
However, asp w andp l are random variables, which suggests (4a) and (5) may not be satisfied regardless of the OPF strategy. Therefore, we penalize the expected violation of (4a) and (5) and add the penalty terms into the objective function [25] , [26] , and we aim to minimize the objective under the worst-case distribution of the random variables, rendering a distributionally robust formulation of the OPF problem as below:
Objective: (6)
where (6) serves as the objective function of the proposed model, the first term is the same as (2a); the second and third terms are regulation costs for committing upward and downward reserves, respectively, where both f + g (·) and f − g (·) are strictly convex functions; the rest terms are penalties for load shedding, wind generation curtailment and line overload, respectively; and μ is any distribution in the distributional uncertainty set M that will be specified in Section II-D; E is the expectation operator; and (·) + is defined as max(0, ·). In (W&M-DROPF), constraints (2b)-(2d) ensure the existence of a feasible OPF strategy when the wind generation outputs and the line rating take their predicted values, where neither upward nor downward reserve is committed; constraints (3) and (4b)-(4c) render practical reserve allocation decisions. It should be noted that power imbalance and line overload issues may occur if the OPF strategy obtained from the constraints of (W&M-DROPF) is adopted. Specifically, the power imbalance issue originates the violation of (4a), where the violations of the left-and right-side inequality lead to wind generation curtailment and load shedding, respectively; and the line overload issue is on account of the violation of (5). Therefore, the risk terms representing load shedding, wind generation curtailment as well as line overload, are added in the objective function of (W&M-DROPF) to improve the performance of the OPF strategy.
In (W&M-DROPF), the operation risk terms are optimized along with the operation costs in the objective function, however, it can be easily extended to a risk-limiting form [27] by removing the risk related terms in the objective function and adding risk limit constraints instead.
D. Construction of the Distributional Uncertainty Set
Before tackling the proposed model (W&M-DROPF), it is crucial to construct a meaningful and tractable distributional uncertainty set. Let ν := 1 N N n =1 δξ n be the empirical distribution, whereξ n , n = 1, . . . , N are samples and δξ n represents the Dirac measure onξ n . Two main aspects are mainly considered during the construction of M: (i) any distribution μ ∈ M should be close to the empirical distribution ν in the sense of proper statistical distance; (ii) any distribution μ ∈ M should also have a similar correlation structure as ν does.
To capture aspect (i), given ν, we define
where θ is a positive parameter, and D(μ, ν) is the Wasserstein distance (of order 1) between μ and ν, given by
where γ is a joint distribution on R (W +L ) × R (W +L ) with marginals μ, ν; ξ, ζ are the integral variables; · is the norm operator. Thus M 1 contains all probability distributions whose Wasserstein distances to the empirical distribution are no more than θ. Wasserstein distance is well suited for hedging against the perturbation of data values and has good out-of-sample performance [18] , [28] . This is particular useful to study large-scale OPF problems which involve a great number of generators and transmission lines.
To capture aspect (ii), we define
where τ ≥ 1,m andΣ are the mean and covariance matrix of the empirical distribution ν generated by the samplesξ n ; ξ expresses the random variables. The constraint basically suggests that the centered second-moment matrix of any relevant distribution, which reflects the correlation structure, should be close to that of the empirical distribution. Finally, we set
The distributional uncertainty set M contains all probability distributions that are close to the empirical distribution, and have similar correlation structures to the empirical distribution.
Since M is comprised of infinitely many distributions, the proposed (W&M-DROPF) model is not immediately computationally tractable, and we will provide a tractable formulation in the next section. Remark 2: As mentioned in the Introduction, the empirical distribution ν is formed by historical samples. It should be noted that the candidate sample set for ν only consists a relatively small part of all the historical data, whose meteorological conditions are similar with the ones of the current decision-making stage. Considering the relatively high dimensionality of the random variable vector, which consists the wind generation outputs and the line rating, there may not be too many available samples in practical applications. Some existing works have similar settings for the number of available samples. In [17] , they assume the decision-maker has limited knowledge of the uncertainty and set the sample number N = 20.
III. SOLUTION METHODOLOGY
A. Conic Program Reformulation
To simplify notations in the model (W&M-DROPF), we rewrite it as
is the vector of random variables; A, h are coefficient matrices and can be derived from the constraints (2), (3) and (4b)-(4c) of (W&M-DROPF); f (·) expresses the first summation in (6) ; and
represents the penalties under the worst-case distribution; and
expresses the piecewise linear convex function of ξ inside the expectation E μ in (6), where k is the index for the piecewise linear segment of (10),
are the coefficients that can be derived from the objective function (6) and their detailed expressions are provided in the Appendix A.
Using Corollary 1 in [19] , we obtain the following theorem. Theorem 1. Problem (8) admits a conic program reformulation (11) .
In reformulation (11), y n , n = 1, . . . N and λ are auxiliary variables; ζ nk ∈ R (L +W ) , n = 1, . . . , N, k = 1, . . . , K are auxiliary variable vectors; Γ ∈ R (L +W ) × R (L +W ) is an auxiliary variable matrix; tr is the trace operator; || · || * is the norm dual to the norm in the definition of Wasserstein distance; constraints (11b) are semi-definite programming (SDP) constraints; constraints (11c) and (11d) are linear constraints, and (11d) is identical to (8b). The objective function (11a) is convex and quadratic. Therefore, (11) suggests an SDP and can readily be solved by the off-the-shelf solvers such as MOSEK.
For large instances, (W&M-DROPF) might be computationally challenging, as it has exponentially many (4 G × 3 L × N + 1) SDP constraints. SDP constraints reduction is a straightforward method to decrease the computational burden. One can adopt the inactive transmission line capacity constraints identification method in [29] to reduce the value of L, where the line rating should be p l rather than p l , guaranteeing the identified inactive line capacity constraints would always stay inactive in practice regardless of the actual line rating, and then the number of SDP constraints would become smaller. An underlying assumption is that the SLR p l is the lower bound of p l , which can be supported by the fact that SLR is usually calculated under "worst-case" weather conditions and tends to be very conservative. Besides, the approximation of penalty term (9) would also bring similar computational benefits by reducing the total number of SDP constraints, which would be introduced in the next subsection.
B. Penalty Terms Approximation
We write Ψ(x, ξ) as the sum of three terms ξ) , where the three terms on the right-hand side of the equation above are the summations terms in (6), representing the risk of load shedding, wind generation curtailment and line overload, respectively. By interchanging the maximum and summation, the following quantity (12) provides an upper bound on (9) . The reformulation of the corresponding (W&M-DROPF) problem can be obtained similarly to Theorem 1. After such approximation, the computational costs of the proposed (W&M-DROPF) model can be reduced, as the number of SDP constraints decreases to (2 (G +1) + 3 L ) × N + 3 .
We can further reduce the size of the problem by considering a cruder approximation. We formulate distributionally robust problems for each individual generator and each transmission line with DLR separately. More specifically, consider
where Ψ g 1 , Ψ g 2 , Ψ l 3 are the summands inside the inner maximization problem in (6) . Such approximation yields a reformulation with ((4G + 3L) × N + 2G + L) number of SDP constraints, linearly growing with G and L. In fact, (13) suggests a modeling choice, where the worst-case distributions are specified for each individual random variable related constraint, rather than one worst-case distribution for all the random variable related constraints. It should be noted that similar modeling choice can be found in the literature. Most of them are chance-constrained optimization problems, e.g., in [17] , [21] , [22] .
We note that (12) and (13) provide upper bounds on the operational risk in (9) , which means they would bring additional conservativeness to the original DROPF problem. When the number of available samples is relatively small, the parameters in the distributional uncertainty set M, say the Wasserstein radius θ and the covariance multiple τ , may not be properly tuned, which may worsen the out-of-sample performance of the proposed model. In this situation, the additional conservativeness introduced by penalty term approximation might be beneficial to the out-of-sample performance of the proposed model, as will be demonstrate by the simulation results in Section IV.D.
C. W-DROPF and Its Tractable Reformulation
For practical large-scale power systems, the proposed W&M-DROPF model may not be applied even if the risk terms in its objective function are replaced with the approximated expression (13) , as the number of SDPs is still large and the SDP constraints usually require large computational efforts. To cope with the computability issue, a DROPF model with Wasserstein distance constraint in the distributional uncertainty set, denoted as W-DROPF, is developed and its tractable reformulation falls into a convex QP, indicating a acceptable computational time for large-scale test systems.
It should be noted that the only difference between the W&M-DROPF and W-DROPF models lies in the distributional uncertainty set, where the distributional uncertainty set of the former model consists both Wasserstein distance and second-order moment constraints, say M = M 1 ∩ M 2 , and the one of the latter model only consists Wasserstein distance constraint, say M 1 . Therefore, the detailed W-DROPF model is not listed for simplicity. According to Corollary 2 in [19] , W-DROPF has a strong dual reformulation as below
where x = [(p g ; r + g ; r − g ; α g ) : g ∈ G] is the vector of decision variables; y n , n = 1, . . . N and λ are auxiliary variables; a k (x), b k (x), a g d j g d (x), a g w j g w (x), a l j l (x) are the coefficients and their expressions can be found in Appendix A; || · || * is the norm dual to the norm in the definition of Wasserstein distance. In reformulation (14), the objective function (14a) is quadratic and convex, and the constraints (14b)-(14d) are linear constraints, and (14d) is identical to (8b). Evidently, (14) suggests a convex QP, which means it can be efficiently solved by commercial solvers such as Cplex and Gurobi.
IV. ILLUSTRATIVE EXAMPLE
In this section, we present numerical results on a 5-bus test system to validate the proposed methods. All experiments are performed on a laptop with Intel Core 2 Duo 2.2 GHz CPU and 4 GB memory. The proposed algorithms are coded in MATLAB with YALMIP toolbox [30] . SDPs are solved by MOSEK, while QPs are solved with Gurobi. Four different models are tested and we list them as below for a quick reference: 1) W&M-DROPF, denoted as A1. 2) W-DROPF, denoted as A2. 3) M-DROPF, denoted as A3. 4) SAA, denoted as A4. The tractable reformulations of A3 suggests an SDP and is presented in the Appendix B, and A4 is a QP. It should be noted A1-A4 share the same primal decision variables (p g , r + g , r − g , α g ) and constraints ((2b)-(2d), (3a)-(3b), and (4b)-(4c)). The numbers of auxiliary variables and constraints generated during model reformulation and approximation are summarized in Table I , where N, G, L, W represent the numbers of samples, traditional generators, lines, and wind farms, respectively. As the objective approximation methods proposed in Section III-B can also be applied in A2 and A3, the corresponding numbers of auxiliary variables and constraints are also listed in Table I. From Table I , it can be observed that A2 and A4 are still QPs after model reformulation and approximation, while A1 and A3 become SDPs. Fig. 1 depicts the topology of the test system, which will be referred to as the 5-bus test system later on. The 5-bus test system has 5 buses, 3 traditional generators, 1 wind farm, 6 transmission lines and 3 loads, which are denoted by N, G, W, L and D with subscripts, respectively. All the traditional generators are AGC units, and are always on during dispatch periods. Please refer to [31] for the load profile, the penalty coefficients and detailed system data. The forecasting value of line with DLR, i.e., p l , is 20% larger than the SLR p l in all the cases. Besides, the line rating listed in [31] are SLRs. The penalty coefficients in (6) are approximately one order of magnitude higher than the cost parameters of generators.
A. Test System Description
B. Sample Generation & Parameter Tuning
The inactive transmission line capacity constraints identification method in [29] is adopted, and L 2 , L 3 , L 4 are recognized as redundant lines and their corresponding capacity limits are neglected in the following analysis. Thus, the remaining random variables in the proposed DROPF model are the outputs of W 1 and line rating of L 1 , L 5 , L 6 . The dimensionality of the uncertainty vector ξ = [(p w : w ∈ W); (p l : l ∈ L)] of the 5-bus test system is 4.
We assume ξ follows a multivariate Gaussian distribution, where the mean values of ξ can be found in [31] and the standard deviation of each element of ξ equals its mean value multiplies a parameter randomly chosen from [0.5, 1]. To guarantee the validity of the samples, a sample validity checking procedure is developed and executed during sample generation. Specifically, for wind generation outputs, valid samples should satisfy
wherep n w is the outputs of wind farm w in sampleξ n ;p w is the installed capacity of wind farm w. Similarly, for line rating, valid samples should meet p l ≤p n l , ∀l ∈ L, ∀n ∈ N ,
wherep n l is the rating of line l in sampleξ n ; p l is the static rating of line l. As mentioned in the introduction, SLR is calculated under "worst-case" weather conditions and tends to be very conservative. Thus, the value of SLR should be the lower bound of line capacity. It should be noted that the proposed sample validation procedure is always executed during sample generation unless specified.
The correlation coefficient between ξ i and ξ j are modeled as ρ |i−j | [32] , where ρ is chosen from {0.4, 0.9} and i, j are the indices for the elements in ξ. Note that 0.4 2 = 0.16 and 0.4 3 0.06, which means most of the components have small correlation. Similarly, 0.9 2 = 0.81 and 0.9 3 0.73, which means most of the components have large correlation. We assume the knowledge of the decision maker over the uncertainty ξ is limited, and a small sample set with N = 20 is considered in the following analysis. The simulation is repeated by 50 times for a specific ρ.
The tuning parameters, i.e., Wasserstein radius θ, is selected using hold-out cross validation method. In each repetition, the N samples are randomly partitioned into a training dataset (70% of the samples) and a validation dataset (the remaining 30%). For different tuning parameters, we use the training dataset to solve problem (11) and then use the validation dataset to estimate the out-of-sample performance of different parameter values and select the one with the best performance, i.e. the optimal objective value in (11) . Then, we resolve problem (11) with the best tuning parameters using all N samples and obtain the optimal solution. Finally, the performances of A1-A4 are examined using an independent testing dataset consists of 10 4 samples. Specially, the ranges for Wasserstein radius θ and covariance matrix multiple τ tuning are [0, 1] and [1, 10] , respectively. The tuning steps for θ and τ are 0.01 and 1, respectively. From simulation results, θ and τ take different values in different sample sets. The mean values of θ and τ are 0.0527 and 2.09, respectively, for the 100 sample sets used in Section IV-C.
C. Simulation Results
In the sequel, detailed comparisons are made among the aforementioned approaches, i.e., A1-A4, for the data-driven OPF problem. Besides, to verify the significance of considering the DLR mechanism for transmission lines, we add control groups for A1-A4, where all the lines are operated with SLRs and the rest of the model for a specific approach is the same. Table II collects all the results in the field of effectiveness, where DC and OP are short for dispatch costs (sum of first three terms in (6) ) and out-of-sample performances (dispatch costs plus operational risk under the testing dataset), respectively. Besides, in Table II , avg, max and min denote the average, worst and best performances of an approach, respectively. The effectiveness of DLR mechanism is first investigated. It can be observed that all the values of the cost terms of OPF strategies, i.e., DC in Table II , of A1-A4 under different ρ with DLR mechanism are lower than those with SLR mechanism. The reason is that SLRs are always conservative and adopting DLR mechanism can enlarge the feasible region of the OPF problem, resulting in the decrement in dispatch costs. However, the gaps of average out-of-sample performance between DLR and SLR mechanisms get smaller compared with the corresponding dispatch costs gaps. Note that the worst performance of A1 when ρ = 0.9 with DLR mechanism is worse than that with SLR mechanism, and similar observation can be found in the best performance of A1 when ρ = 0.4. This is because the transmission line overload risk of under SLR mechanism might be smaller than that under DLR mechanism. Nevertheless, the average performances with DLR mechanism are always better than those with SLR mechanism, which indicates the effectiveness of the DLR mechanism and the data-driven OPF models can effectively hedge against the uncertainty of line rating.
Then we will focus on the comparisons among the uncertainty modeling approaches, i.e. A1-A4. From Table II , the average out-of-sample performances of A4 are the worst among all the aforementioned approaches regardless the choice of ρ, as A4 only performs the best when the uncertainty exactly follow the empirical distribution generated by the N samples and any deviation of the true distribution from the empirical distribution will influence its performance significantly. However, the average performances of A2 and A3 are not consistent under different correlation coefficient settings, say A2 outperforms A3 in the low correlation regime and A3 beats A2 in the high correlation scenario. In the high-correlation regime, A3 with moment distributional uncertainty set becomes finding a worstcase distribution among all univariate distributions with given mean and variance. This is a relatively small set of distributions, and considering the underlying distribution is Gaussian, the solution yielding from moment distributional uncertainty set is not overly conservative, and can effectively identify an OPF strategy close to the true optimal one. On the contrary, A2 with the Wasserstein distributional uncertainty set may hedge against some distributions unlikely to happen, which makes the decision over-conservative. In the low-correlation regime, the samples are not so concentrating, so uncertainty towards any direction does not affect the correlation structure too much, hence Wasserstein set along performs well. But moment distributional uncertainty set is too conservative since it contains too many distributions. Thus A2 outperforms A3. As a hybrid approach, A1 takes advantages of A2 and A3, and performs consistently the best among all the approaches regardless the value of ρ.
D. Effectiveness of Approximation Techniques
In the sequel, the effectiveness of the DROPF approximation techniques are analyzed. The sample generation and parameter tuning approaches are the same as Section IV-B. The simulation is repeated by 100 times, one half with ρ = 0.4 and the other half with ρ = 0.9. The numerical and computational performances of the proposed model (9) and approximated DROPF models (12) and (13) are compared under 3 different scales of sample dataset, i.e. N = 10, 20, 50. The numbers of auxiliary constraints and variables of A1 under the aforementioned settings are presented in Table III. The results are summarized in  Table IV .
From Table IV , it can be observed that the approximated models can always bring significant computational benefits, say the computational time of (13) is nearly 1/100 of (9), in all the cases, due to the SDP constraint reduction by approximating the riskrelated terms, which can be observed from the last column of Table III . As a result, the average performances of approximated models might be sightly worse than accurate one, on account of the additional conservativeness, which can be learnt from the performances of the cases with N = 20, 50. However, when the samples dataset is small, say N = 10, the approximated models may outperform the accurate one, as the information revealed from the distributional uncertainty set might be insufficient, leading to an over optimistic OPF strategy. It should be noted that all three groups of samples with N = 10, 20, 50 are inde- V  PENALTY COEFFICIENTS: THE 5-BUS TEST SYSTEM   TABLE VI  RESULTS UNDER DIFFERENT PENALTY COEFFICIENTS pendently generated, which means the operation costs among different columns of Table IV are not comparable.
E. Impacts of Penalty Coefficients
In the sequel, the impacts of penalty coefficients in objective function (6) on the OPF strategy are analyzed. Table V demonstrates the settings for penalty coefficients. Three cases, denoted as cases 1, 2, 3, respectively, are performed for comparison, where case 1 is the benchmark case and the penalty coefficients are approximately one order of magnitude higher than the cost parameters of generators, and the penalty coefficients of case 2 and case 3 are one order of magnitude higher and lower than case 1, respectively. Then, we repeat the simulations on the proposed W&M-DROPF model with N = 20, where the samples in all these cases are the same.
The simulation results are summarized in Table VI , where DC in the second column is short for dispatch costs (summation of generation costs and reserve costs), UR and DR are short for upward reserve and downward reserve, respectively. It can be observed that dispatch costs have a positive relationship with the penalty coefficients, say the larger penalty coefficients are, the large dispatch costs would be. Similarly, from Table VI , the penalty coefficients also have significant impacts on the outputs and allocated reserves of generators. Specifically, in case 3, the penalty coefficients are about the same with cost parameters of generators, no reserve would be committed. In case 2, the penalty coefficients are far greater (two orders of magnitude higher) than the generator cost parameters, both the total upward and downward reserves are in relatively high levels. Meanwhile, no reserve would be committed from G 3 though it has the lowest prices, as its location is relatively far from the demands and more lines will be used to deliver the reserves, indicating additional line overload risk if reserves are committed from it. 
F. Impacts of Sample Number
Though the number of available historical data to construct the empirical distribution ν is assumed to be relatively small in our case, which has been mentioned in Remark 3 of Section II-D and is also the major motivation of proposing the DROPF models, the performances of A1-A4 with larger sample sets, say N = 100 and N = 1000 are demonstrated in this sequel. The sample generation and parameter tuning approach are identical to the previous subsections. The simulation is repeated by 100 times, where 50 times with ρ = 0.4 and the other 50 times with ρ = 0.9. The penalty terms in A1-A3 are approximated by (13) to reduce the additional computational burden brought by the relatively large numbers of samples. The average out-of-sample performances of A1-A4 are gathered in Table VII. From Table VII , it can be observed that A1 still performs the best among all the listed OPF models in both N = 100 and N = 1000 cases, as it combines the merits of A2 and A3. Moreover, the performances of A3 become the second worst, as only limited information, say the mean value and covariance matrix, of the samples are used. Though A4 still has the worst out-of-sample performances in both cases, the relative gap between the performances of A1 and A4 decreases from 1.13% to 0.30% when N increases from 100 to 1000, which indicates SAA would get similar performances with the listed DROPF models when the sample set is sufficient large [33] .
V. CASE STUDY
In this section, we present numerical experiments on two larger test systems, which are the IEEE 118-bus system and the Polish 2736-bus power system, to demonstrate the performance of the proposed model and algorithm. The simulation environment and solver settings are identical to Section IV.
A. Simulation Results of the IEEE 118-Bus System
To demonstrate the scalability and efficiency of the proposed methods, they are applied to a larger system, consisting of a modified IEEE 118-bus test system. The test system has 54 generators and 186 transmission lines. Three wind farms are connected to the system at buses 17, 66 and 94. Please refer to [31] for the topology and system data. For the ease of analysis, only 30 generators participate in AGC, and 59 lines are left after inactive transmission capacity constraints identification. The simulation is repeated by 100 times with N = 10, 20, 50, where the risk-related terms in A1-A3 are approximated by (13) . The major computational burden of A1-A4 are listed in Table VIII.  From Table VIII, the computational burden of A1 is the highest  TABLE VIII  NUMBER OF AUXILIARY CONSTRAINTS AND VARIABLES OF A1-A4: THE IEEE  118-BUS SYSTEM   TABLE IX  SIMULATION RESULTS OF THE IEEE 118-BUS TEST SYSTEM due to the SDP constraints, whose number grows approximately linearly with respect to the sample number, and the computational burden of A3 does not change with the sample number, as only the mean and variance of the samples are needed. Besides, the computational burden of A2 and A4 are almost the same, and both of them are QPs.
The average performances of A1-A4 are shown in Table IX . From Table IX , it can be observed that A1 still performs the best among all the approaches in all the cases in terms of average performances, even though its risk-related terms are approximated and additional conservativeness might be introduced. The performances of A2 and A3 are almost the same considering the mixture of high-and low-correlation sample datasets. Still, A4 has the worst average performances. For the computational time, A1 is the most time consuming, as a large number of SDPs are tackled. However, the computational time of A1 is still acceptable for a moderate-size power system, considering the performance advantage over the other approaches. Likewise, there is no comparability among the operation costs of one model with different sample numbers. However, it can be observed that relative gap between the average performances of A1 and A4 decreases when sample number grows, which is in consistent with the observation in Section IV-F, indicating the average performances of SAA and the proposed data-driven approaches might be close when sample number is sufficient large.
B. Simulation Results of the Polish 2736-Bus Power System
In this sequel, we test the proposed methods on the Polish 2736-bus power system in the Matpower toolbox, which is the Polish 400, 220 and 110 kV networks during summer 2004 peak conditions. The test system has 420 generators and 3504 transmission lines. Please refer to [34] for the topology and system data. Ten 400MW wind farms are connected to the system at buses 1 to 10. The generation and reserve costs parameters are assigned with the ones of the IEEE 118-bus system. We assume all the generators participate in AGC and all the transmission lines are monitored by DLR devices. Similarly, three groups of samples are generated with N = 10, 20, 50. Before demonstrating the simulation results, the numbers of auxiliary variables and constraints generated by A1-A4 for the Polish power system are listed as below
From Table X , it can be inferred that both A1 and A3 might not be handled by the current computation platform, which is a laptop with a 2.2 GHz CPU and a 4 GB memory, as their numbers of auxiliary variables are relatively large and both of them require solving SDPs. Then the simulation is repeated by 10 times and the results are summarized in Table XI .
It should be noted that the performances of A1 and A3 are not shown in Table XI . The reason is that the simulation software, which is Matlab in our case, would encounter out of memory issue when A1 or A3 is performed in all three sample groups, indicating the intractability of the proposed W&M-DROPF or the M-DROPF models for practical large-scale system on personal computers. However, both A2 and A4 can be solved within an acceptable time, which can be observed from Table XI . Meanwhile, the average performances of A2 are always better than A4 in all three cases, validating the effectiveness of the proposed W-DROPF model.
VI. CONCLUSION
DLR has been proved to be of great value to maximize the capability of power system operation to hedge against uncertainty of outputs of wind generation, facilitating the utilization of wind generation simultaneously. However, the implementation of DLR will introduce additional uncertainty, as the actual line rating cannot be accurately known or predicted beforehand. To address this issue, a risk-based DROPF model with DLR is proposed. Both the second-order moment distributional uncertainty set and Wasserstein distributional uncertainty set are considered in the proposed model to better capture the correlation of samples and preserve the robustness of OPF strategy to rare samples. The original min-max W&M-DROPF model is reformulated as a single level minimization problem with exponential many SDP constraints based on strong duality theory, which is readily to solve by the off-the-shelf solvers. A mild approximation of risk terms in the proposed model is derived to reduce the computational burden. For practical large-scale test systems, the underlying computational burden might no be well handled by small computation platforms, such as personal computers, even if the risk-term approximation is adopted. The Wasserstein distance constrained DROPF model is prepared for this situation, whose tractable reformulation is a QP mathematically.
Simulation results show that the proposed W&M-DROPF model has better out-of-sample performances over M-DROPF model (the one with second-order moment constrained distributional uncertainty set), W-DROPF model (the one with Wasserstein distance constrained distributional uncertainty set), and of course the SAA approach. The advantage still exists even if its approximation is dealt with rather than the original one, which is also revealed by the simulation results. For practical large-scale test systems, such as the Polish 2736-bus power system, though the W&M-DROPF and M-DROPF models cannot be handled due to the heavy computational burden of their reformulations, W-DROPF still outperforms SAA in terms of out-of-sample performance, which offers an effective and efficient alternative. Testing the performances of the proposed methods on practical large-scale test systems using more advanced computation platforms will be our future work. In fact, the distributional uncertainty set constructed in this paper can be applied in many other power system decision-making problems, which need to be formulated in a distributionally robust manner, such as economic dispatch and reserve procurement.
B. Tractable Reformulations of M-DROPF
The M-DROPF model has a strong dual reformulation as follows (Theorem 4 in [35] ). 
where x = [(p g ; r + g ; r − g ; α g ) : g ∈ G] is the vector of decision variables; λ is an auxiliary variable; ζ ∈ R (L +W ) is an auxiliary variable vector; Γ ∈ R (L +W ) × R (L +W ) is an auxiliary variable matrix; tr is the trace operator; a k (x), b k (x) are the coefficients and their detailed expressions can be found in Appendix A. In (17) , objective function (17a) is quadratic and convex, constraints (17a) are SDP constraints, and constraints (17b) are linear constraints and are identical to (8b). Similarly, (17) is an SDP and is readily to be solved by MOSEK. Rui Gao received the B.Sc. in mathematics and applied mathematics from Xi'an Jiaotong University, Xi'an, China, in 2013, and the Ph.D. degree in operations research from Georgia Institute of Technology, Atlanta, GA, USA, in 2018. His research interests include data-driven decision-making under uncertainty, statistical learning, and their applications in power systems.
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