This paper focuses on the distributed optimal cooperative control for continuous-time nonlinear multiagent systems (MASs) with completely unknown dynamics via adaptive dynamic programming (ADP) technology. By introducing predesigned extra compensators, the augmented neighborhood error systems are derived, which successfully circumvents the system knowledge requirement for ADP. It is revealed that the optimal consensus protocols actually work as the solutions of the MAS differential game. Policy iteration algorithm is adopted, and it is theoretically proved that the iterative value function sequence strictly converges to the solution of the coupled Hamilton-Jacobi-Bellman equation. Based on this point, a novel online iterative scheme is proposed, which runs based on the data sampled from the augmented system and the gradient of the value function. Neural networks are employed to implement the algorithm and the weights are updated, in the least-square sense, to the ideal value, which yields approximated optimal consensus protocols. Finally, a numerical example is given to illustrate the effectiveness of the proposed scheme.
to the broad applications of consensus control of MASs, such as satellite formation flying [2] , sensor networks [3] , cooperative unmanned air vehicles [4] , networked mechanical spring-mass systems [5] , and battery control [6] , it has received compelling attention from various scientific communities [7] [8] [9] [10] [11] . With the research on MASs becoming a hot topic, the distributed optimal consensus control has been the very challenging problems. The desired control not only makes the MAS reach a consensus on behavior, but also meanwhile optimizes their performance indexes. From a practical sense, the distributed optimal consensus control steers agents' behavior to reach a consensus with the lowest possible cost. For the significance of the optimal consensus control for MASs, in practical application, it goes without saying. Therefore, a distributed consensus control is required to minimize every agent's cost by acting on itself, according to the outcomes of its neighborhood agents. In essence, every agent depends on the actions of all neighbors besides itself. The coordination mechanism is very similar to the works [13] , [14] .
At present, some excellent scholars have given various results on the optimal consensus problem of MAS, such as the linear quadratic regulator technology [15] , [16] , the adaptive learning method [17] , [18] , and the model predictive control technology [19] . The methods in [15] [16] [17] and [19] have designed the optimal coordination control for linear MAS. However, they are very difficult to be applied to nonlinear MAS. Although the method in [18] has presented a good scheme for nonlinear MAS by fuzzy adaptive dynamic programming (ADP), the model of MAS must be required. Nevertheless, the accurate knowledge of model is hard to be obtained in general, and this point motivates the research on the optimal consensus control for MAS with unknown dynamic.
In this paper, the distributed optimal consensus control for MASs is presented, which is fully not dependent on the dynamic of agents by ADP. ADP is a method, which can obtain the nearly optimal control for controlled systems. For the state-of-the-art developments of ADP, see [23] [24] [25] for detail. The optimal problem for systems is ubiquity in many different fields, including aerospace, process control, robotics, bioengineering, economics, and management science (such as [26] and [38] ), and it continues to be an active research area within control theory. Before the arrival of the digital computer, only simple optimal control problems could be solved. With the emergence of digital computer, ADP technology has been used to deal with some complex problems (that is, the 2162-237X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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optimal control for nonlinear systems) with the help of optimal control theory and methods, such as [27] [28] [29] [30] [31] [32] . However, these control schemes are suit for systems whose dynamics can be characterized precisely. When the plant's dynamics are poorly modeled, the satisfactory responses cannot be obtained under those designed controls. In addition to the above mentioned results, some ADP methods, which do not require a completed dynamic of the systems, have also been developed, such as [20] , [33] , [34] , and [36] [37] [38] [39] . Inspired by the results [17] , [20] [21] [22] , we present a scheme to design the distributed optimal consensus control for multiagent differential games. Here, the extra compensator is employed to eliminate the dependence on the dynamic of systems. Then, in light of the multiagent algorithm in [17] and [18] , we give the implementation algorithm, which brings together the least-square method and adaptive algorithm with policy iteration (PI) [20] . Owing to the emergence of computer, most continuous-time systems can be addressed in discrete version. Based on these ideas and inspirations, the distributed optimal consensus control for continuous-time nonlinear MAS is proposed by identifying one critic network in the least square sense, rather than by identifying two neuralnetwork (NN) structures, such as [17] . First, the augmented system is constructed by the additional compensator. Then, the corresponding coupled Hamilton-Jacobi-Bellman (CHJB) equations in discrete version subject to the augmented system are solved by the ADP algorithm. The main idea of our method is to sample the state, state derivative, and input of the augmented systems, and then update the weighs of NNs by least squared technique. The updating process is implemented in the framework of PI algorithm.
The contributions of this paper are extracted, as follows. 1) This paper improves and reduces the structure of the algorithm in [20] . Specially, the cost function V i does not require to be solved as in [20, Fig. 1 ]. 2) The distributed consensus control for nonlinear MASs is solved by ADP technology with the extra compensators, circumventing the requirement of the system dynamics. 3) In practice, the discretized version CHJB equations and sampled idea are more convenient to synthesize the optimal consensus control by computer, for continuous MASs. The rest of this paper is organized as follows. In Section II, some fundamental concepts are introduced, such as game theory and consensus for networks of agents. Section III gives the scheme on the distributed optimal consensus control for MASs by extra compensators, and optimizes their performance indexes by ADP technology. The implementation of optimal consensus control is shown by the NN approximator in Section IV. Finally, a numerical example is given to illustrate the effectiveness of our method.
Notations: The Kronnecker product is denoted by ⊗. The transposition of matrix A is denoted by A T . R n×m denotes the n × m-dimensional matrix in Euclidean space, and I n denotes the n-dimensional identity matrix in R n×n . 1 ∈ R n is the vector with all elements 1. A denotes the 2-norm of matrix A. diag{a 1 , a 2 , . . . , a n } denotes the block diagonal matrix with diagonal elements a i , i = 1, . . . , n.
II. PRELIMINARIES
Here, graph theory is used to describe the MAS as a valid mathematical tool. The topology of a communication network can be expressed by a weighted matrix whether the undirected or the directed network.
Before discussing the consensus problem on the MASs, we first review some basic concepts: graph theory, MAS, and consensus.
A. Graph Theory
Let G = (V, E, A) be a weighted graph, which is used to describe the information communication between N agents. V is the nonempty finite set of nodes
The node index i belongs to the integer set I = {1, 2, . . . , N}.
In association with G, the degree matrix D = diag{d 1 , d 2 , . . . d n } is diagonal matrix, whose diagonal elements are given as d i = n j =1 a i j . The Laplacian matrix L = D − A = [l i j ] is defined by l i j = −a i j and l ii = n j =1 a i j . Laplacian matrix has all row sums equal to zero. A directed path is a sequence of edges in a directed graph of the form
In this paper, only simple graph is considered. It has a spanning tree, if there is a node v i , which has a directed path from a node to any other nodes in the graph. While the digraph is strongly connected, there is a directed path from every node to any other nodes. The strong connectivity is an unnecessary and sufficient condition to a graph that has a spanning tree. Here, the strongly connected communication digraph with fixed topology is focused.
B. Multiagent System
An MAS consists of multiple agents by a network and can be described by algebraic graph. Every node in network graph represents an agent. Let x i ∈ R n denote the state of node v i .
C. Consensus for Multiagent System
For the consensus problem, all agents are to reach the same state, i.e., x i → x j as t → ∞, for all i, j ∈ I, i = j . For the consensus problem with a leader, all nodes of the MAS synchronize to the state trajectory of the leader node, i.e., x i → x 0 as t → ∞, ∀i ∈ I, where x 0 is the state trajectory of the leader.
III. PROBLEM FORMULATION
Here, the MAS with N agents in the form of communication digraph G x is considered. The dynamic of i th agent iṡ
The global network dynamic iṡ
The trajectory of the leader x 0 satisfies the dynamiċ
where
By the network graph of MAS, the local neighborhood consensus error e i for i th agent is described as
where e i = [e i1 , e i2 , . . . , e in ] T (e i ∈ R n ) and b i ≥ 0. Note that the i th agent is connected to a leader if and only if b i > 0. Remark 1: From the above-mentioned expression, we can see the consensus information of MAS can be represented by the local neighborhood consensus error e i . The MAS will reach a consensus if e i → 0, as t → ∞.
The global error vector for the graph G x is
Differentiating (4) or (5), the dynamic of the local neighborhood consensus error for network G x is given bẏ
Since a i j is zero when the node v j is not the neighbor of node v i , the expression (6) only contains control inputs of all the neighbors of node v i and itself in network G x . In fact, it denotes that the local neighborhood consensus error depends on the states and the control inputs from node v i and all its neighbors.
Here, this paper is to design an optimal consensus control, which is not dependence on model of system, to make agents reach a consensus. Next, we will solve the problem by adding the extra compensators.
A. Augmented System With the Extra Compensator
To circumvent that ADP algorithm depends on the system model of every agent, the precompensation technique in [21] and [42] is used to augment an extend error system. First, we design the extra compensator, which can be defined by any desired (controllable) input affine differential equation (7)
where the state vector is the input vector u i of the given i th agent, with a singularity at u i = 0 and w i = 0. w i ∈ Rm i . The augmented error system can be obtained by combining the compensator (7) with system (6), as follows:
and a singularity at (ē i = 0, w i = 0). w i becomes the control input of the augmented system
Define the continuously differentiable performance index (cost function), which requires to be optimized as
The problem required to be solved is to design the distributed optimal consensus control w i without the knowledge of dynamic for MAS. The control not only minimizes the local performance indexes (9) subject to (8) , but also makes all nodes (agents) reach a consensus on the leader (3) .
Note that here the design problem on u i is transformed into the design problem on new consensus control w i . Next, we will present the design scheme.
B. ADP Algorithm on Multiagent System
Definition 1 (Admissible Consensus Control): Given system (8), a control w i is defined to be admissible with respect to the state utility functionŪ i (·, ·) on i , written
and the corresponding local CHJB (or nonlinear Lyapunov equation) subject to (8) is
Vē i is the gradient of the value function V i (ē i ) with respect toē i . The local coupled Hamiltonian of Problem 1 can be readily obtained as
By the necessary condition of optimality principle, the following control can be obtained:
If V * i (ē i ) is the local optimal value function, then it satisfies the following CHJB equation:
then the corresponding local optimal consensus control is
When w i in (14) is replaced by (15), we can obtain
Note that the optimal consensus control (15) can be obtained by V * i (ē i ). Actually, the optimal value function V * i (ē i ) [that is, the solution of (16)] is the optimal solution to Problem 1.
Next, the definition of optimal solution of Problem 1 will be given.
Definition 2 (Optimal Solution): A control w * i is referred to as an optimal consensus control of Problem 1 if
i is known as the optimal solution for Problem 1.
Next, we get two important conclusions [i.e., 1) and 2)] in Theorem 1.
Theorem 1: Let V * i (ē i ) > 0 be a solution to CHJB equation (16) , and the optimal consensus control w * i be given by (15) in term of the solution V * i (ē i ). Then, the following hold.
1) The local neighborhood consensus error system (6) is 0) ); w * i is the optimal control. Proof: We first prove 1). Under the given conditions, (16) , it also satisfies (11) . Therefore, V * i (ē i ) can be taken as a Lyapunov candidate function for system (8) . Take
Therefore, the local neighborhood consensus error system (6) is asymptotically stable.
Conclusion 2) is very easy to be obtained by (9) and (10) and Definition 2. It indicates that the solution of (16) is the optimal solution to Problem 1.
In order to solve the optimal consensus control problem, it only needs to obtain the solution to the CHJB equation (16) for the value function. However, it is generally difficult to solve the CHJB equation. Therefore, PI algorithm is introduced to solve the CHJB equations [40] , [41] .
Actually, value function (10) can be written as the discretized form by sampling, such as that in [20] , [42] , and [43] , as follows:
T is the sampling period.
It can also be rewritten as (18) then take the derivation on both sides of (18) with respect to time t
Lemma 1: Equation (19) is equivalent to the CHJB equation (11) .
Proof [(11)⇒ (19) ]: Noting that ∀w i ∈ w i , then the cost function V i (ē i (t)) along the corresponding error state driven by w i follows that V (ē i (∞)) = 0, and by integrating (11) over [t, ∞], we get:
then we can obtain that
After taking the derivative of the above-mentioned equations with respect to time t, it holds that
which is definitely (19) .
[(19)⇒ (11) ]: From (19), we obtain that
By noting that ∀T ∈ R, the above-mentioned equation always holds; then, let T → ∞, and then, it holds thaṫ
which is equivalent to (11) . This completes the proof. Note that the admissible control w i satisfies the optimal structure (13) with respect to the cost function V i (ē i ); thus, the optimal consensus control can be obtained in Algorithm 1.
Algorithm 1 PI Algorithm
Start with admissible initial policies w 0 1 , . . . , w 0 N .
or equivalently
Step 2: (Policy Improvement) Update the N-tuple of control policies using (13)
Go to step 1. It does not stop until w k i converges to w * i , for ∀i .
Next, inspired by [30] , we present two results on the convergence of the PI algorithm and the stability for the augmented nonlinear MAS.
Theorem 2: Assuming the control with iterative step k be obtained by (22) , V k i > 0, satisfying the CHJB equation (20) . Then, the iterative cost function is nonincreasing, i.e., V k+1 i ≤ V k i . Thus, the every step iterative cost function is convergent. Define the limit as V * i , i.e., V * i = lim k→∞ V k i . Proof: Please see Appendix A. Theorem 2 indicates that the iterative cost function is convergent. The following theorem will prove that system (8) under each of the iterative controls is asymptotically stable.
Theorem 3: Assuming the control with iterative step k be obtained by (22) , V k+1 i > 0, satisfying the CHJB equation (20) . Then, the every step iterative control w k i makes system (8) asymptotically stable.
Proof: Please see Appendix B. In what follows, the NNs are used to solve the approximate optimal solution to the CHJB equation by the least-square method. This scheme is implemented under the framework of PI algorithm.
IV. NEURAL NETWORK APPROXIMATION AND ALGORITHM IMPLEMENTATION

A. Neural Network Approximation
As is known to all, as a result of the universal approximation property [44] , NNs are natural candidates to approximate smooth functions on compact sets. Therefore, here, in order to solve (14) , we approximate the local value function by the following NN:
where c i j is the weights of the output layer, φ i j (ē i ) is the activation functions, and M is the number of neurons on the hidden layer. C i and i (ē i ) are the vectors combining of c i j and φ i j (ē i ), respectively  ( j = 1, . . . , M) , such as
1 must be linearly independent. Since Lemma 1 holds, we substitute (23) into (19) (24) with ∇ i (ē i (t)) being the gradient of i (ē i (t)) with respect toē i (t).
Obviously, the algorithm implementation (24) based on NN utilizes (19) . While (19) is equivalent to (11) by Lemma 1, therefore, the optimization problem, which requires to be solved, has not been changed.
Let
(k is the sampling step).
By the sampled data and the least squares technique [45] , the weight C T i can be obtained by
If there exists a solution to (25) , Z i must be invertible (or there exists the pseudo inverse). Therefore, the sampling number k is at least M, i.e., k ≥ M. The following lemma shows Z i is invertible.
Lemma 2: Let u i ∈ u i , such that f + g i u i is asymptotically stable. Given that the set {φ i j } N 1 is linearly independent, then ∃T > 0, such that ∀x i (t) ∈ i − {0}, and the set
The proof is similar to [20, Lemma 3] .
Theorem 4: Let w i ∈ w i , such that F i +G i w i is asymptotically stable. Given that the set {φ i j } N 1 is linearly independent, then ∃T > 0, such that ∀ē i ∈ i − {0}, and the set
Proof: Since μ i ∈ w i , then the cost function V i (ē i (t)) is a Lyapunov function for the systemė i = F i + G i w i and satisfies
Taking the derivation on both sides of the equation with respect to time t and substituting (23) into (26) , (26) can be written as
Suppose that Theorem 4 is not true, then ∀T > 0, and there exists a nonzero constant vector C i ∈ R N , such that
This implies that we can obtain the following equation from the time integration of (28):
This means that {φ i j (ē i (t))−φ i j (ē i (t +T ))} N 1 is not linearly independent, contradicting Lemma 2; thus ∀T, > 0 such that ∀ē i (t 0 ) ∈ i , and the set {φ i j (ē(t)) −φ i j (ē(t + T ))} N 1 is linearly independent. By (27) , {∇φ i j (ē i (t + T ))ė i (t + T ) − ∇φ i j (ē i (t))ė i (t)} N 1 is also linearly independent. Remark 3: Theorem 4 properly applies to solve (24) or (25) associated with the augmented system (8).
B. Algorithm Implementation
In the implementation process based on NNs, the PI algorithm is rewritten as Algorithm 2.
Algorithm 2 PI Algorithm With NN
Let w 0 i (with the initial weights C 0 i ) be an initial admissible policy, then the iteration between 1) (Policy evaluation) solve for V s i (e i ) using
and 2) (Policy improvement) update the control policy using
until w i converges to the optimal control w * i with the corresponding weight C * i .
Remark 4: According to Lemma 2, the above-mentioned PI algorithm can be used for obtaining the approximate optimal solutions. Obviously, the algorithm successfully circumvents the requirement for the knowledge of system (1) , that is, the system dynamic f (x i ) and the control matrix g i (x i ) can be unknown.
The structure of the system with adaptive controller is shown in Fig. 1. From Fig. 1 , we first sample the data (error, error derivative, and control) at every period. Then, we obtain the data y ik and z ik (y ik is a scalar and z ik is M ×1 vector) by calculation at every time moment. In order to guarantee Z i is invertible, collect such data into two storages (i.e., Y i and Z i ), respectively, until k ≥ M. Note that Z i is an M × k matrix and Y i is an 1 × k vector. It is valuable to emphasize that the process of solving the cost function V i is eliminated compared with the method (see [20, Fig. 1]) in [20] .
The proposed optimal algorithm requires only the sample data of state, state derivative, and the corresponding control along the augmented system trajectories. The number of samples is k over time kT , and the sampling time sequence is {t 0 , t 0 + T, . . . , t 0 + kT }. Then, z ik and y ik are calculated by those data and held by the zero-order holder until k ≥ M. Furthermore, the data Z i and Y i are used to update the weight C i . Repeat the updating process under the structure of PI algorithm along the augmented system trajectories until C s i − C s−1 i < ε i (ε i is an ideal parameter as the terminal condition of the iteration algorithm). The algorithm flowchart is shown in Fig. 2 .
Remark 5: We need to stress that the optimal consensus control w * i is the solution to the Lyapunov equation (16) [see (15) and (16) ]; therefore, the optimal consensus control w * i is admissible (stabilizing control). In this paper, Theorem 3 also states that under PI algorithm, the obtained control w i is admissible (stabilizing control) in every iteration step. In addition, the proof for the stability analysis of online implementation has been proved in [20, Corollary 2] . Therefore, the proof is omitted here. See [20, Sec. IV-B] for the more detailed explanation. 
V. SIMULATION
In this section, we illustrate the effectiveness of our scheme by a numerical example, and design the local optimal consensus control for MASs.
Here, we consider the three-node digraph structure with leader node connected to node 1, as shown in Fig. 3 . The edge weights and the pinning gain in (4) are chosen as one. For the structure in Fig. 3 , the state trajectory of the leader node isẋ 0 = f (x 0 ) and each node dynamic is considered as 1, 2, 3) . 1, 2, 3 ). Take T = 0.2s, ε i = 0.01 and (ē i ) = [e 2 i1 , e i1 e i2 , e i1 u i , e 2 i2 , e i2 u i , u 2 i ] T , and M = 6. Design the three extra compensators as a i (u i ) = −2u i and b i (u i ) = sin 2 (u i ) for system (6) . Then, we use the method in Section IV to obtain the ideal weights of NN approximator for every network, respectively, as in Figs. 4-6. Obviously, after five iteration steps (every iteration spends 2 s), all the weights of three NNs can converge to the ideal value. Fig. 7 shows the trajectories of the agents' states under the optimal consensus control w * (t). After about 2.5 s, all states reach a consensus.
In the process of simulation, our method does not need to solve the cost function V i as that (see Fig. 1 ) in [20] . Algorithm is much simpler. In addition, comparing with our previous work [18] , this paper solves the optimal consensus problem on nonlinear MAS whose dynamic is unknown. 
VI. CONCLUSION
In this paper, a model-free optimal consensus control algorithm has been proposed with the extra compensators. The HJB equations have been solved by ADP, which consists of the least-squared technique, NN approximator, and PI algorithm. The main idea of our method is to sample the information of state, state derivative, and input of the augmented system, and then update the weighs of NN by the least-squared technique. The updating process is implemented under the framework of PI. Finally, an example has verified the effectiveness of our scheme. In the future, we will study the optimal problem on switched systems with delay [46] in the light of the method in [47] and [48] .
APPENDIX
A. Proof of Theorem 2
According to the CHJB equation H i (ē i , V k e i , w k i ) = 0, one can readily obtain that
which indicates that
Consider the state trajectory driven by the iterative con-
From (22), it holds
Then, one has
Since R ii is symmetric positive definite, then there exists an orthogonal matrix P i , such that R ii = P T i i P i , where i = diag(λ i1 , λ i2 , . . . , λ im i ), λ i j > 0, j = 1, . . . ,m i denotes the eigenvalue of R ii . Thus, (34) is equivalent to
For readability, let ϒ k i = P i w k i ; then, one has
Therefore, it can be concluded V k+1 i ≤ V k i . Since V k i is positive definite, the iterative cost function V k i converges to V * i as k → ∞ according to the Weierstrass theorem.
B. Proof of Theorem 3
Considering the state trajectory driven by the iterative control w k+1 i , i.e.,ė i = F i +G i w k+1 i , and taking the derivative of V k i with respect to time t along the forementioned trajectory, it holds thatV
Similar to the derivation of (33), one can obtain thaṫ
From (22), one has
Using (37) and (38) , then following the similar operations to the proof of Theorem 2, it holds:
Therefore, the closed-loop system driven by w k+1 i is asymptotically stable.
