(r, AO-SUMMABILΠΎ OF SERIES U. C. GUHA 1 Φ Introduction. Let τ k {x) denote the (C, k) mean of cos#, so that (1.1) ro(#) = cos#, and ( 
Jo
where C k (x), the kth. fractional integral of cos x, is commonly known as Young's function [6, p. 564] .
We shall say that the infinite series Σ a n is summable (r, k) if 
ί-»0 0
We see that (γ, l)=(i?, 1) and (γ, 2) = (R, 2), where {R, 1) and (R } 2) are the well known Riemann summability methods. Hence the (γ, &)-summability methods constitute, in a sense, an extension of (R, 1) and (R, 2) summability methods to {R, k) methods where k may be non-integral. But this extension is not linked with the ideas which lie at the root of the Riemann summability methods, that is, taking generalised symmetric derivatives of repeatedly integrated Fourier series, so that the equivalence of (γ, k) and (R,k) for k=l,2 may be considered to be somewhat accidental, and the extension artificial. However, the {γ, k) methods are also connected with certain aspects of the summability problems of 
But so far as (B 3 ) is concerned, we may state here that the convergence of Σ a n /ή 2 is essential for the truth of the conclusion, because we shall prove a result (Lemma 5) which implies that if Σa n is summable (r,k) y k>2, then ^a n jn 2 is convergent. In this paper we shall obtain the following results of the type of (A',): 
. Let f(t) be an even periodic function with period 2π. If f(t)εC λ L where 0<Λ<l and f(t)=o(l)(C, λ + 1) as t->0, then the (C λ L)-Fourier series of f(t) at ί=0 is summable (C,k) for every k>λ + l.
For this result see Sargent [9, Theorem 4] .
(ii) a n =o(n 2 ) if kP roof Case 1. &=0. The hypothesis implies that \ima n cosnt = 0 for a < t < β, which, by the Cantor-Lebesgue theorem, implies that Case 2. &>0. The hypothesis implies that lima n γ k (nt)=:Q for a< n-»co t<β, which, on account of Lemma 1, implies that
If 0<fc^2, we write this as
and if k>2, we write
B cos (nt-k-
The result, for 0<fc^2, is now obtained by a slight modification of the usual proof of the Cantor-Lebesgue theorem, whereas, for k>2 we get the result by noticing that the expression within brackets tends to a non-zero limit as n tends to infinity. Proof. Since Kuttner [7] has proved the result for &=2, we assume that fe>2. We also assume without any loss of generality that α>0. Now suppose that (a Q1 β 0 ) is a subinterval of (a, β). Since (2.1) 
From (2.4), (2.5), (2.6) it follows that (2.7)
But the quantity on the left hand side of (2.7)
From (2.7) and (2.8).
l.u.b. Σ° (β o~t )(t-a a ) dt >Me,
where M is a positive constant independent of the subinterval (a Q , β Q ) Hence a n < Me at some point in (a Q , β 0 ) and therefore throughout a subinterval (a u β τ ) of (α 0> βo) 9 since is a continuous Proof. Case 1. k>0. As we have already noted in the introduction that the result is known to be true for k=l and k-2 we take k to be an integer greater than 2 and assume that Σ a n is summable (r, k)
Suppose k is an even integer. Then by (1.2) and repeated application of (2.1), we find that, if w^l and tΦO, where R, A 19 A 2 , etc. are some constants. Therefore (3.1) Σ a n n(nt)=a 0+ i rr where Σ a n differs from Σ a n in a finite number of terms only, The corollary follows immediately from the theorem because a n =o(n 2 ) by Lemma 4.
