The paper presents results from the SmartSleep project which aims at developing a smartphone app that gives users individual advice on how to change their behaviour to improve their sleep. The advice is generated by identifying correlations between behaviour during the day and sleep architecture. To this end, the project addresses two sub-tasks: detecting a user's daytime behaviour and recognising sleep stages in an everyday setting. The focus of the paper is on the second task. Various sensor devices from the consumer market were used in addition to the usual PSG sensors in a sleep lab. An expert assigned a sleep stage for every 30 seconds. Subsequently, a sleep stage classifier was learned from the resulting sensor data streams segmented into labelled sleep stages of 30 seconds each. Apart from handcrafted features we also experimented with unsupervised feature learning based on the deep learning paradigm. Our best results for correctly classified sleep stages are in the range of 90 to 91% for Wake, REM and N3, while the best recognition rate for N2 is 83%. The classification results for N1 turned out to be much worse, N1 being mostly confused with N2.
INTRODUCTION
Sleep quality is associated with health, wellbeing and quality of life. Sleep disorders, however, are widespread and often coincide with chronic health problems such as diabetes, hypertension, obesity as well as cardiovascular and psychiatric diseases such as depression. According to a recent survey (Tinguely et al., 2014) , about 20% of people in Switzerland suffer from sleep disorders. About 28% of those affected were taking sleeping pills on a regular basis. Approximately 80% of patients with depression also complained about sleep disorders which can be considered predictors of future depression. According to a meta analysis of over 20 published longitudinal studies between 1980 and 2010, insomnia doubles the risk of suffering from depression (Baglioni et al., 2011) .
Overall, experts agree that the prevalence of sleep disorders such as obstructive sleep apnoea (OAS) or daytime sleepiness tends to be underestimated. Sleep disorders therefore often remain undiagnosed and untreated even though they are a significant cause of morbidity and mortality (Hossain and Shapiro, 2002) ; for a detailed review of sleep disorders sleepiness, see (Panossian and Avidan, 2009 ).
Traditionally, sleep disorders are investigated in sleep laboratories by means of polysomnography (PSG) as well as by actigraphic assessment. A polysomnogram or sleep study usually involves the measurement of brain activity through the electroencephalogram (EEG), muscular activity (EMG) and eye movements (EOG). Other parameters monitored include oxygen saturation, respiratory effort, cardiac activity as well as sound and movement activity.
But not only is such sleep monitoring costly, it also removes people from their normal sleeping environment and prevents repeated or longitudinal studies. Increasingly, home sleep recording systems are coming on the market which aim to reduce the financial cost and reach a larger population (Subramanian et al., 2011) . However, without medical or technical training, people often fail to place the sensors in the correct positions which results in inconclusive data. Even if done correctly, the challenge remains of actually analysing or scoring the data, which requires specific expertise.
More recently, smart watches, fitness trackers as well as sensors built into a smartphone offer new opportunities for continuous monitoring in every-day settings. Sensors and wearables can capture data about people's rest and activity patterns. Most devices use accelerometers for tracking movements during the night from which they derive information on sleep architecture and sleep quality. Some devices take additional vital parameters into account, such as heart rate and skin conductance.
However, the tracking devices and sleep screening apps currently available cannot compete with the accuracy of clinical sleep laboratories. At best, they are able to distinguish between waking time and sleep time. When we compared different devices that claim to distinguish sleep phases we found little match between the identified sleep stages. Besides, according to a review of current sleep screening applications conducted by Behar and his team (Behar et al., 2013) none of the existing sleep monitoring applications available for smartphones with the exception of simple questionnaires, is based on scientific evidence.
The ability to reliably detect sleep stages and thus monitor sleep architecture on a daily basis in a home setting is a prerequisite for
• finding individual correlations between behaviour during the day and sleep architecture,
• measuring the effects interventions and behavioural changes have on sleep architecture, e.g. for monitoring therapeutical effects of daytime activity of patients suffering from depression, or the effects of interventions aimed at stabilising sleep/wake phases especially with older people,
• monitoring the effects of individual cognitive behavioural therapy for insomnia, especially the elements of sleep restriction and stimulus control,
• enabling the recognition and quantification of the effects of activity and movement as well as sleep quality on the rehabilitation process.
Given the shortcomings of existing solutions for monitoring sleep architecture in a home setting, the SmartSleep 1 Project set out to achieve the following objectives (cf. Fig.1 ):
• use data captured with wearable sensors to identify and record sleep stages with an accuracy approximating a clinical polysomnography,
• based on the above, develop a low-cost monitoring solution for capturing sleep architecture at home over a longer period of time, • collect data about a user's daytime behaviour and environmental factors to identify possible correlations with sleep architecture as well as a person's perceived quality of sleep. The last objective is the ultimate goal of the project, which is expected to open up the possibility to track a person's response to simple behavioural interventions e.g. more physical activity or more exposure to ambient light during the day, and based on these insights to automatically generate individual advice for behavioural changes.
APPROACH
The main project objective is to develop a smartphone app that gives users individual advice on how to change their behaviour to improve their sleep. The advice is generated by identifying significant correlations between behaviour during the day and sleep architecture. Additionally, a subjective assessment of sleep quality can be done using a questionnaire. Such correlations provide useful indications about which kinds of behaviour have a positive or a negative effect on sleep quality.
The impact of behaviour changes can subsequently be measured by repeating the measurements of sleep architecture and a subjective assessment of sleep quality.
The correlations discovered by data mining are highly personal because individuals differ greatly with regard to what may promote and what may hinder sleep. Whereas for one person a walk in the evening is very conducive to a good night's sleep, someone else may get too agitated. This is why in the project we focus on recognising patterns that apply to a specific individual rather than on statistical correlations in a population.
To achieve the project goals we address two subtasks. Firstly, we are developing a component for activity recognition in order to detect a user's daytime behaviour (Sec.2.1). Secondly, we are developing a component for recognising sleep architecture, i.e. the sequence and frequency of the various types of sleep stages in the course of a night (Sec.2.2).
Activity Detection
At present, we are considering the following features for characterizing daytime behaviour:
• Elementary activities such as walking, running, cycling: Elementary activities are detected from the data of one or two accelerometers a user is wearing. A detection algorithm with an accuracy of more than 90% has been developed based on algorithms published in the literature -see e.g. (Kwapisz et al., 2011; Alsheikh et al., 2015) .
• Complex activities such as household chores, working in the garden or kitchen: In the project we are currently developing a classifier for detecting complex activities using data mining techniques (Sohm, 2016) . The classifier can be trained by users individually by giving feedback on their activities. In this way, activity detection is tailored to those activities relevant for each individual user. The classifier makes use of accelerometer data taken from the smartphone or from accelerometers worn at the wrist and/or ankle.
• Body postures (standing, sitting, lying): One of the accelerometers we are using has built-in posture detection.
• Stress level: Stress level is captured by the app developed in our SmartCoping project (Reimer et al., 2017) • Activity index associated with times of the day (morning, afternoon, evening): The activity index is calculated from the duration and intensity of movement during a given time period.
Further data sources for detecting daytime behaviour might be added in the future, e.g. data from smart metering of electricity and water consumption, which would allow a quite detailed monitoring of a person's behaviour at home. Of course, privacy issues need to be taken special care of.
Recognition of Sleep Stages from Wearable Sensors
The automatic detection of sleep stages from sensor data is a goal that many researchers are currently pursuing. Most existing approaches work on the polysomnography data generated in a sleep lab, i.e. EEG, EOG and EMG (see e.g. (Längkvist et al., 2012; Herrera et al., 2013; Shi et al., 2015) ). So far only very few papers have been published on detecting sleep stages from wearable sensors developed for the consumer market. Some of them use other consumer sensors as the ground truth rather than a clinical gold standard such as PSG against which they evaluate their systems and algorithms (Gu et al., 2014; Rahman et al., 2015) . Among the few papers that have reported the use of sensors suited to a home setting, only a small fraction has actually validated their results against a clinical gold standard such as PSG or the Rechtschaffen and Kales method (R-K method). Automatic sleep stage recognition based on heart rate and body movement was investigated in (Kurihara and Watanabe, 2012 ) and the accuracy of their system compared with the R-K method. (O'Hare et al., 2015) discuss the detection of sleep and waking time by various motion sensors and compare them with PSG measurements taken in parallel. They were not concerned with the detection of different sleep stages, however.
For our SmartSleep project we could not use the sleep stage recognition services of any of the existing body sensors that offer sleep stage detection because the sleep stage recognition implemented has been shown to be rather unreliable. Many of them even have difficulty in distinguishing sleep from waking phases with sufficient accuracy (Kolla et al., 2016) . These findings coincide with the results of our own experiments which compared two of those devices and found nearly no correlation between detected sleep stages at all. Therefore it was necessary to develop our own recognition algorithm.
Recognition algorithms are not handcrafted but obtained by learning a classifier for each sleep stage. For this we need a) appropriate input data from which to learn the sleep stage classifiers, b) an appropriate learning algorithm. The input data was provided by the clinical project partner who has taken measurements with our consumer sensors in parallel to classical PSG. Using data mining algorithms we then were able to correlate the sleep stages as recorded in the PSG hypnogram with specific patterns in the data from the consumer sensors. The patterns so identified can then be used to segment sensor data streams into sleep stages. The following section describes our approach in more detail, first explaining the experimental set-up (Sec.3.1) and then distinguishing between using handcrafted features (Sec.3.2) and features learned via a deep belief network (Sec.3.3) .
LEARNING SLEEP STAGE CLASSIFIERS

Experimental Set-up
We have been experimenting with several kinds of wearable sensors and finally focused on the following two:
• Zephyr BioHarness 3 2 chest strap with a reporting frequency of 1 Hz for the channels: heart rate, breathing rate, breathing rate amplitude, ECG amplitude as well as minimum and peak levels of the vertical, lateral and sagittal axes
• two MSR 145B 3 accelerometers -one at the wrist and one at the ankle, with a sampling frequency of 51.2 Hz
These sensors were given to 26 healthy volunteers in addition to the usual PSG sensors in the sleep lab of the clinical project partner. For each person the sleep stages ('Wake', 'REM', 'N1', 'N2', 'N3') 4 were labelled by experts according to the gold standard of the AASM classification 5 . This resulted in sensor data streams segmented into labelled sleep stages of 30 seconds each, from which the sleep stage classifiers were subsequently learned. We used a Random Forest classifier, an ensemble learning approach which has also been used by other researchers for learning sleep stage classifiers and has shown to be superior to an SVM ensemble by (Radha et al., 2014) . The sleep stage classifiers learned from the data of the 26 healthy volunteers will from now on serve as a baseline. Further classifiers will be learned for patients with specific diagnoses.
We used the Weka libraries 6 to learn the Random Forest classifier. The data processing pipeline was implemented with the Matlab language in an objectoriented architecture. The classes and processing stages were inspired by the pipes and filter patterns described in (Buschmann et al., 2013) . This enables us to set up new experiments in a fast and flexible way by appropriately combining data file readers, interpolation and data merging stages, filtering, feature construction and classification steps. The quality of the learned classifiers not only depends on the chosen algorithm and its parameter settings but above all depends on the features being used. Especially in the case of learning from sensor data, identifying significant features is a critical and difficult task. We have experimented with handcrafted features (see Fig. 2 and Sec.3.2) as well as with unsupervised feature learning based on the deep learning paradigm (see Fig. 2 
Handcrafted Features
Finding significant features usually involves much experimentation, in particular in the case of sensor data streams. We did a literature review to identify features that worked for other researchers. We looked into handcrafted features used for recognising sleep stages, e.g. (Panagiotou et al., 2015) , as well as for recognising activity types, e.g. (Alsheikh et al., 2015) . Based on the literature review, we decided to use the following functions to calculate the features from the sensor raw data:
• energy (sum of power at each frequency),
• max frequency,
• root mean square of sensor channel values,
• skewness (asymmetry of the probability distribution relative to its mean),
• standard deviation,
• vector norm (length of vector of sensor channel values).
More systematic experimentation with other features will be needed including an analysis of the impact of each feature on the learned classifiers. Based on the insights gained we might derive a more appropriate feature set resulting in classifiers that are more accurate.
The handcrafted features are functions which aggregate the raw data of each 30 second window and each sensor channel into a value. For the ten channels of the Zephyr sensor and the six channels of the two MSR accelerometers, this results in a feature vector of 96 components per 30 second sleep stage event. With these features a Random Forest classifier of 99 trees was learned. The confusion matrices in Tables 1, 2 and 3 show the classification accuracy of the learned classifiers based on a tenfold cross-validation. 
Unsupervised Feature Learning Using a Deep Belief Network
Feature engineering is a labour-intensive task. Inspired by the recent enthusiasm about deep learning (Bengio et al., 2012) we decided to find out how learning a Random Forest classifier using handcrafted features related to one using features learned via deep learning. Especially in the context of learning sleep stage classifiers, (Längkvist et al., 2012) shown that unsupervised feature learning with deep learning is promising. We followed a similar approach and automatically derived higher-order features from the raw data of the sensors by applying a deep belief network (DBN) built from stacked Restricted Boltzmann Machines (RBM) -cf. Fig.3 . These higher-order features reflect significant patterns in the underlying raw data and are therefore well suited as features for a classifier.
We used the open source Deep Belief Network Matlab implementation DeeBNet 7 (Keyvanrad and Homayounpour, 2014) . The input vector to the DBN, i.e. the raw sensor data for each 30 second sleep stage event, is constructed as follows:
• For the Zephyr chest strap we have 10 channels with a sampling frequency of 1 Hz. This amounts to 300 components in the input vector.
• For the two MSR accelerometers we have 6 channels in total with an interpolated sampling frequency of 20 Hz. This amounts to 3600 components in the input vector.
For the approximation of the log-likelihood gradient the one-step contrastive divergence (CD) method as proposed by (Hinton, 2002; Carreira-Perpinan and Hinton, 2005) was applied. As part of future fine-tunings we might experiment with other approximation methods and parameters for the RBMs in the DBN.
Configuring a DBN and finding a good topology requires both expertise and experimentation (Hinton, 2012) . We experimented with various combinations of numbers of hidden layers and numbers of hidden units for each layer and also used different numbers of learning epochs. It turned out that the results in terms of classifier accuracy did not change significantly.
The accuracy of the learned Random Forest classifier based on the features learned by the DBN is shown by the confusion matrices in Tables 4, 5 and 6. They are based on a DBN with two hidden layers, the second one being larger than the first layer. The results are discussed in the following section. 
DISCUSSION OF RESULTS
Our results are significantly better than those reported by other researchers who also used sensors suitable for home settings. For example, (Kurihara and Watanabe, 2012 ) achieved a mean of correctly classified sleep stages of 56.2% when comparing their approach against the R-K method with 5 distinct sleep stages. For distinguishing between sleep and waking time (O'Hare et al., 2015) presented a classifier with a mean number of correct classifications of approximately 85% against PSG measurements. Our best result for identifying waking time against any of the sleep stages is 90.3% (see Table 3 ). (Borazio et al., 2014) used a wrist-worn accelerometer to detect sleep and wake phases and reported a precision of 79% for detecting sleep and 75% for wake phases against PSG measurements taken in parallel. (Gu et al., 2014) presented a classifier and evaluated it against another consumer device as a reference point and achieved 63.7% of correctly classified REM stages and 60% of correctly classified N3 stages against that device. (Rahman et al., 2015) presented a classifier that was compared against two other consumer devices and achieved 80.5% when distinguishing REM vs. non-REM stages and 89.3% when distinguishing sleep from waking times.
When using handcrafted features our experimental set-up of two accelerometers achieves a surprisingly high overall recognition rate which is comparable with that of the Zephyr chest strap. When using features learned by the DBN, recognition with the chest strap deteriorates (Table 5 ). The recognition rate with the accelerometers, however, stays about the same.
In all cases one would have expected the chest strap, which delivers heart rate and breathing rate in addition to accelerometer data (although measured only at the chest), to be superior to accelerometers only. The reasons for the weak performance of the chest strap are twofold: First, we had many misreadings due to the electrodes losing contact whenever a person moved. We therefore had to filter out a great proportion of the sensor data stream, which reduced the number of learning examples to about a quarter of those we had available for the accelerometers. Second, the chest strap we used delivers a reading for heart rate and breathing rate only every second, although it works internally with 250 Hz for the ECG signal. For the built-in accelerometer we only get the minimum and peak values of the last second. Especially in the case of deep learning the low resolution on all the channels impedes the learning of strong features.
The fact that recognition rates with the two accelerometers are about the same when using handcrafted features and when using learned features show that deep learning works quite nicely, i.e. without any experience which kind of features work best we achieved a high recognition rate right from the start.
Besides, it is worth mentioning that in all cases the recognition rates for sleep stage N1 were particularly weak, N1 primarily being confused with N2. Whilst a human expert can quite easily distinguish N1 from N2 it seems that the sensor data we used either do not provide appropriate criteria for reliably recognising N1 or lack sufficient resolution in the case of the chest strap.
We also looked at the recognition rates for individual persons and how much they vary. To this end, we trained classifiers without the data from preselected persons and then classified the sensor data of those individuals using the classifier. We did this for 14 persons for the combination of the MSR and Zephyr sensors. For the 14 persons four recognition rates were above 80%, six were between 70% and 80%, three between 60% and 70% and one below that. The best recognition rate over all sleep stages was 82.1% while the worst was 56.1%, which was mainly due to a very low recognition rate of 27.3% of REM events. The associated person had nearly no REM events at all (only 18 as compared to 100 to 280 REM events for the other test persons) and they might have been atypical. We will have to investigate this drop in recognition rate more closely.
OUTLOOK
Because of our disappointing experience with the chest strap we have been looking for alternatives. While there are other chest straps that offer higher resolutions there would still be the problem of misreadings and artifacts because movement in bed often causes a loss of electrode contact. We have therefore begun to experiment with a different sensor from our project partner Biovotion which is positioned at the upper arm. Besides skin temperature and accelerometer data it provides three opto-electronic sensors for different wavelengths which measure the absorption by the tissue. First results are encouraging because they show recognition rates of already 77% for N2, 84% for N3 and of 77% for REM even for a small amount of learning data of 4069 labeled sleep stages. We are currently collecting more data and expect to achieve higher recognition rates than with the chest strap.
Concerning the deep belief network, we have experimented with different numbers of hidden layers and different numbers of nodes per layer but recognition rates stayed about the same. While topology does not seem to have a critical influence there are many more parameters to experiment with (Hinton, 2012) , which will be one of our next tasks. Further improvements of recognition rates might come from considering transition probabilities between sleep phases, which is something we are currently looking into as well.
The sleep stage classifiers we have learned so far are for healthy individuals but we will also learn further classifiers for patients with specific diagnoses. We also plan to learn additional classifiers from the data of both healthy persons and patients put together. Our aim is to find out if it is possible to come up with classifiers that work for all people -healthy or ill -or find out to which extent they need to be specific for certain groups of people.
Finally, we are planning to integrate the results of the SmartSleep project into our framework of behavioural change support systems (Reimer and Maier, 2016) as we are convinced that giving personalised advice is a major factor in supporting for behavioural changes.
