The degree of regularity of a quadratic polynomial  by Hodges, Timothy J. & Schlather, Jacob
Journal of Pure and Applied Algebra 217 (2013) 207–217
Contents lists available at SciVerse ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
The degree of regularity of a quadratic polynomial
Timothy J. Hodges ∗, Jacob Schlather
Department of Mathematical Sciences, University of Cincinnati, Cincinnati, OH 45221-0025, USA
a r t i c l e i n f o
Article history:
Received 17 November 2011
Received in revised form 6 May 2012
Available online 27 June 2012
Communicated by T. Hibi
MSC: 11T71; 11T06; 11T55; 94A60
a b s t r a c t
Let F be a finite field of odd characteristic q. We calculate the degree of regularity for
a quadratic element of the algebra F[X1, . . . , Xn]/

Xq1 , . . . , X
q
n

, the first degree at which
non-trivial annihilation occurs. We also give an explicit formula for the dimension of the
space of non-trivial annihilators of a given degree. These questions arise in multivariate
cryptography, particularly in the study of the Hidden Field Equation cryptosystems.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let q be an odd prime and let F be a finite field of characteristic q. Consider the graded algebra
B = F[X1, . . . , Xn]/

Xq1 , . . . , X
q
n

.
Let λ be a quadratic element of B. Since λq = 0, λ is annihilated by λq−1 and more generally by any element of the ideal
λq−1

. On the other hand, there are annihilators of λ that are not of this form.When q = 2 and λ = x1x2+· · ·+xn−1xn, then
λ is annihilated by x1x3 . . . xn−1. Moreover, by choosing either of the components of the n/2 pairs xixi+1, it was shown in [3]
that these 2n/2 elements form a basis for the space of non-trivial annihilators of λ of degree n/2. In addition, it was shown
that non-trivial annihilators of λ occur only in degrees n/2 and n/2 + 1 and have dimension n/2 in both cases. Analogous
results were proved for the case q = 3 in [4] and conjectures were made concerning the general case. We prove these
conjectures in the case where q is an arbitrary odd prime.
In order to construct an effective induction argument, we actually consider the more general question of finding the
non-trivial annihilators of λr for λ a quadratic polynomial and r = 1, . . . , q− 1. Since the element λq−r trivially annihilates
λr , the space Ann(λr)/

λq−r

can be naturally considered as the space of non-trivial annihilators. This is a graded module
and we are interested in the dimensions of its graded components, Ann(λr) ∩ Bk/Bk−2rλr . These dimensions turn out to be
given by some interesting combinatorial functions Γq(n, r, k) defined in terms of differences of periodic sums of q-nomial
coefficients.
This problem originates in multivariate cryptography in the following setting. Consider the algebra of functions from Fn
to F
A = F[X1, . . . , Xn]/

Xq1 − X1, . . . , Xqn − Xn

.
Let µ1, . . . , µt be a set of quadratic elements of A and consider the system of equations µ1 = 0, . . . , µt = 0. Such systems
arise, for instance, as the public key of certain multivariate public key cryptosystems such as the Hidden Field Equations
[11]. The security of such systems requires that this system cannot easily be solved without the private key. One of themore
successful direct algebraic attacks is to find a Gröbner basis for the ideal ⟨µ1, . . . , µt⟩ using an efficient algorithm such as
Faugère’s F4 or F5 [6]. In order to quantitatively assess the security of the system, one needs to understand how long these
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algorithms will take to find the Gröbner basis and solve the system of equations. To do this one needs to understand the
degree of regularity of the set µ1, . . . , µt . Let λi be the homogeneous degree 2 part of µi considered as an element of B. The
degree of regularity of µ1, . . . , µt is the first degree at which non-trivial relations occur between the λi. Our problem thus
deals in detail with the case t = 1. Initially this may seem a trivial case unlikely to have an impact on complex systems.
However in a recent paper of Ding and the first author [2], information about this casewas used to gain profound insight into
the security of HFE systems in general. For the purposes of [2] all that was needed was a bound on the degree of regularity
which could be obtained by explicitly producing non-trivial annihilators. In this article we give a more detailed analysis of
the non-trivial annihilators in each degree.
2. Statement of the main theorem
Recall that F denotes a finite field of characteristic q, where q is an odd prime and that B = F[X1, . . . , Xn]/

Xq1 , . . . , X
q
n

.
Denote by xi the image of Xi in B. Let Bk denote the space of homogeneous elements of B of degree exactly k. The
decomposition B = ⊕kBk gives B the structure of a graded ring. The space Bk has a basis consisting of the monomials
xr11 . . . x
rn
n where r1 + · · · + rn = k and 0 ≤ ri < q. The Hilbert series of B is easily seen to be
i
dim Biz i = (1− zq)n/(1− z)n = (1+ z + z2 + · · · + zq−1)n.
The dimension of Bk is thus the coefficient of zk in (1+z+z2+· · ·+zq−1)n whichwedenote by Cq(n, k).We shall refer to these
numbers as q-nomial coefficients, although they are usually referred to in the literature as generalized binomial coefficients.
Themaximal degree of an element of B is denoted N = n(q−1). Note that every elementµ of the ideal ⟨x1, . . . , xn⟩ satisfies
µq = 0.
Letµ and ν be homogeneous elements of degree u and v such that νµ = 0. For any positive integer kwe have a complex
· · · ν−→ Bk−u−v µ−→ Bk−v ν−→ Bk µ−→ Bkµ.
We denote homology spaces of this complex by
H(µ, Bi) = Ann(ν) ∩ Bi
µBi−u
and H(ν, Bi) = Ann(µ) ∩ Bi
νBi−v
.
We are concerned with the case when λ ∈ B2, µ = λr and ν = λq−r .
In this article we find a formula for dimH(λr , Bi) when λ has maximal rank. These dimensions turn out to be given by
certain combinatorial functions formed from the q-nomial coefficients.
Definition 2.1. We define the periodic q-nomial functions to be
PCq(n, k) =
∞
j=−∞
Cq(n, k− 2qj).
For any r = 1, . . . , q− 1 we define
Γq(n, r, k) = PCq(n, k)− PCq(n, k− 2r).
Clearly both Γq(n, k, r) and PCq(n, k) are 2q-periodic in k. The periodic binomial coefficients are well-understood and the
formula
PC2(n, k) = 2
n−1 + 2n/2 cos(π4 (n− 2k))
2
goes back to Ramus [12]. A generalization of this formula to periodic q-nomial coefficients is given in [8].
A linear automorphism of B is an automorphism which is induced from an invertible operator on B1. Two quadratic
polynomials are said to be equivalent if there is a linear automorphism of Bwhich maps one polynomial into the other one.
This yields an equivalence relation on B2 whose equivalence classes are the orbits under the action of the group of linear
automorphisms. There is an analogous notion of equivalence in the polynomial ring and the equivalence classes are well-
understood [10, §62]. Since the ideal

Xq1 , . . . , X
q
n

contains the q-th power of any linear polynomial, any linear automorphism
of F[X1, . . . , Xn] induces a linear automorphism of F[x1, . . . , xn], so the classifications of quadratic polynomials up to
equivalence is essentially the same in the two algebras.
Pick a representative element c ∈ F\F2. A quadratic element λ ∈ B2 is equivalent to one of the form
1. x21 + · · · + x2r−1 + x2r ; or
2. x21 + · · · + x2r−1 + cx2r
for some r ≤ n. The number r is said to be the rank of λ. We say λ has maximal rank if r = n.
We may now state our main theorem which proves the conjectures stated in [4] for the case when q is prime.
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Theorem A. If λ is quadratic of maximal rank, then
dimH(λr , Bk) =

0 if k ≤ N
2
+ r − q
Γq(n, r, k) if
N
2
+ r − q < k < N
2
+ r
0 if k ≥ N
2
+ r.
The analogous dimensions in the case when λ does not have maximal rank can then easily be calculated by induction.
The proof of the theorem is in two steps. In Section 3 we prove the first part of theorem: that dimH(λr , Bk) = 0 if
k ≤ N/2− (q− r). Interestingly the rest of the theorem, including the precise formula for the non-zero dimensions, follows
fairly easily from this result using a natural duality between the spaces Bkλr and BN−k−2rλr . This is explained in Section 4.
The secondmain result concerns the degree of regularity of a quadratic polynomial.We give here the definition of degree
of regularity for the special case of a single quadratic element. For the more general definition, see [5].
Definition 2.2. Let λ be a quadratic element of B. The degree of regularity of λ is defined by
Dreg(λ) = min{j | Ann(λ) ∩ Bj−2/Bj−2qλq−1 ≠ 0}.
Alternatively, Dreg(λ) = min{j | dimH(λq−1, Bj−2) ≠ 0}.
Theorem B. Let λ be a quadratic element of B of rank s. Then
Dreg(λ) = s(q− 1)2 + 2.
This confirms that the upper bounds on the degree of regularity of a quadratic polynomial given in [2] are exact when q
is prime.
3. Vanishing theorem
In this section we prove the vanishing of dimH(λr , Bk) when k ≤ N/2 − (q − r). We first prove the result in the case
when n = 1. This provides the base step in the induction argument we use later.
Lemma 3.1. Suppose that n = 1 and that λ = ax21 for non-zero a ∈ F. Then dimH(λr , Bk) = 0 if k ≤ (q− 1)/2− (q− r).
Proof. If r ≤ (q− 1)/2 then
k ≤ q− 1
2
− (q− r) ≤ q− 1
2
− q+ q− 1
2
= −1 < 0,
so we need only consider the case when r > (q− 1)/2. Let r > (q− 1)/2 and pick k in accordance with our hypothesis. Let
ξ ∈ Bk ∩ Annλq−r . Then ξ = bxk1 for some b ∈ F. Now
ξλq−r = bxk1ax2(q−r)1 = baxk+2(q−r)1 ,
and
k+ 2(q− r) ≤ q− 1
2
− (q− r)+ 2(q− r) = q− 1
2
+ (q− r) ≤ q− 1,
so xk+2(q−r)1 ≠ 0. Hence we must have b = 0. Thus Bk ∩ Annλq−r = 0 which implies that dimH(λr , Bk) = 0 also. 
Henceforth we assume that n ≥ 2. Recall that all quadratic elements of maximal rank are equivalent to either
x21 + x22 + · · · + x2n or cx21 + x22 + · · · + x2n where c ∈ F is a fixed non-square element. Let B˜ be the subalgebra F[x1, . . . , xn−1]
of B. If λ ∈ B is quadratic of maximal rank, we may assume that
λ = λ˜+ x2n
where λ˜ has maximal rank in B˜. For notational convenience, we shall now drop the subscript on xn, writing λ = λ˜+ x2.
We shall repeatedly use a result on the independence of binomial coefficients over Fwhich goes back to an old theorem
of Zeipel on determinants of matrices involving binomial coefficients.
Theorem 3.2. Let k < r and s be positive integers. Then
r
k

. . .
 r
k+s

...
...r+s
k

. . .
r+s
k+s

 =
r
k

. . .
r+s
k
k
k

. . .
k+s
k

Proof. See [9, Section 732]. 
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In particular, this determinant will be non-zero modulo a prime q if r + s < q.
Corollary 3.3. Let
∆s(r, k) =

r
k

. . .
 r
k+s

...
... r
k−s

. . .
r
k

 .
If r + s < q, then q - ∆s(r, k).
Proof. Using a sequence of elementary row operations and the identity
n
k
+  nk−1 = n+1k we obtain that
r
k

. . .
 r
k+s

...
... r
k−s

. . .
r
k

 =

r
k

. . .
 r
k+s

...
...r+s
k

. . .
r+s
k+s

 .
(Begin by adding each row to the row below it and apply the binomial identity to rewrite each term as a single binomial
coefficient whose numerator is now r + 1. Repeat the operation beginning at the second row. Iterate the process beginning
one row lower each time.) By Theorem 3.2 the prime divisors of this determinant must be less than r + s. 
Let t = (q− 1)/2. The argument splits into two cases, r ≤ t and r > t . We deal with the latter case first which we treat
by replacing r by q− r where r ≤ t . We first need more details about the ideal of trivial annihilators.
Theorem 3.4. Fix r ≤ t. For s = 2(t − r)+ 1, . . . , 2t the ideal λq−r  contains a polynomial with leading term
λ˜q−(r−t+s)xs.
Proof. Set ai =
q−r
i

. Recall that x2t+1 = xq = 0 so the expansion of λq−r = (λ˜+ x2)q−r truncates to
λq−r = a0λ˜q−r + · · · + ajλ˜q−r−jx2j + · · · + at λ˜q−r−tx2t .
First consider the case where s is even, so that s = 2j. Multiplying this element by x2iλ˜t−j−i for i = 0, . . . , t − jwe find that
the following t − j+ 1 elements belong to λq−r .
λ˜t−jλq−r = · · · + ajλ˜q−(r−t+2j)x2j + · · · + at λ˜q−r−jx2t
λ˜t−j−1x2λq−r = · · · + aj−1λ˜q−(r−t+2j)x2j + · · · + at−1λ˜q−r−jx2t
...
x2(t−j)λq−r = · · · + a2j−t λ˜q−(r−t+2j)x2j + · · · + ajλ˜q−r−jx2t .
The coefficient matrix of the last t − j+ 1 terms is the matrix aj . . . at... ...
a2j−t . . . aj
 =

q−r
j

. . .
q−r
t

...
...q−r
2j−t

. . .
q−r
j


which has determinant∆t−j(q− r, j). Since s = 2j > 2(t − r), t − r − j < 0 and so q− r + t − j < q. By Corollary 3.3 the
matrix is invertible over F. Hence there is a linear combination of these elements with leading term λ˜q−(r−t+2j)x2j.
Now suppose that s = 2j+ 1 is odd. Multiplying λq−r by x2i+1λ˜t−j−i−1 for i = 0, . . . , t − j− 1 yields the following t − j
elements
xλ˜t−j−1λq−r = · · · + ajλ˜q−(r−t+2j+1)x2j+1 + · · · + at−1λ˜q−r−jx2t−1
x3λ˜t−j−2λq−r = · · · + aj−1λ˜q−(r−t+2j+1)x2j+1 + · · · + at−2λ˜q−r−jx2t−1
...
x2(t−j)−1λq−r = · · · + a2j−t+1λ˜q−(r−t+2j+1)x2j+1 + · · · + ajλ˜q−r−jx2t−1.
The determinant of thematrix of coefficients of the last t−j terms is∆t−j−1(q−r, j)which is non-zero since j ≥ t−r implies
that q− r + t − j− 1 < q. Hence there is a linear combination of these elements with leading term λ˜q−(r−t+2j+1)x2j+1. 
Theorem 3.5. Fix r ≤ t. Suppose that ξ =si=0 ξixi ∈ Ann(λr). Then s > 2(t − r) and
ξsλ˜
s+r−t = 0.
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Proof. If ξ ∈ Ann(λr) then s + 2r must be greater than or equal to q, otherwise we are essentially multiplying inside the
polynomial ring where no annihilation can take place. This implies that s > 2(t − r).
Suppose first that s is even, say s = 2j for some 0 ≤ j ≤ t . Set bi =
r
i

so that
λr = b0λ˜r + b1λ˜r−1x2 + · · · + br−1λ˜x2(r−1) + brx2r .
Let ζ2i be the coefficient of x2i in ξλr . Then ζ2i =iv=0 bi−vλ˜r−i+vξ2v . So for i = 0, . . . , j
ζ2t−2i = bt−iλ˜r−t+iξ0 + bt−i−1λ˜r−t+i+1ξ2 + · · · + bt−i−jλ˜r−t+i+jξ2j
(where bv = 0 for v > r). Since ξλr = 0 the ζ2t−2i are all zero. Multiplying ζ2t−2i by λ˜j−i yields a system of j+ 1 equations
btξ0λ˜r−t+j + · · · + bt−jλ˜r−t+2jξ2j = 0
...
bt−jξ0λ˜r−t+j + · · · + bt−2jλ˜r−t+2jξ2j = 0.
The coefficient matrix of this system is bt . . . bt−j... ...
bt−j . . . bt−2j
 =

r
t

. . .
 r
t−j

...
... r
t−j

. . .
 r
t−2j


which is again invertible by Corollary 3.3 since its determinant is ±∆j(r, t − j) and r + j ≤ 2t < q. Hence λ˜r−t+2jξ2j = 0.
The case where s is odd is analogous. 
We now prove analogous results in the second case.
Theorem 3.6. Fix r ≤ t. For s = 0, . . . , 2r − 1, the ideal ⟨λr⟩ contains a polynomial with leading term
λ˜t+r−sxs.
Proof. Again let bi =
r
i

so that
λr = b0λ˜r + · · · + biλ˜r−ix2i + · · · + brx2r .
Begin with the case where s is even in which case s = 2j for some j < r . Multiplying λr by x2(t−j−i)λ˜i for i = 0, . . . , t − j
yields the following elements of ⟨λr⟩
x2(t−j)λr = · · · + b2j−t λ˜t+r−2jx2j + · · · + bjλ˜r−jx2t
x2(t−j−1)λ˜λr = · · · + b2j−t+1λ˜t+r−2jx2j + · · · + bj+1λ˜r−jx2t
...
λ˜t−jλr = · · · + bjλ˜t+r−2jx2j + · · · + bt λ˜r−jx2t
(where extraneous zero terms have been added on the right hand side with coefficients br+1, . . . , bt = 0). The coefficient
matrix of the leading terms of these elements isb2j−t . . . bj... ...
bj . . . bt
 .
The determinant of this matrix is±∆t−j(r, j). Since j ≥ 0 and r ≤ t , t − j+ r < q and so the matrix is invertible. Hence an
appropriate linear combination of the above elements will yield an element of ⟨λr⟩with leading term λ˜t+r−2jx2j.
The case when s is odd proceeds similarly. Let s = 2j − 1 for some j = 1, . . . , r . Multiplying λr by x2(t−j−i)+1λ˜i for
i = 0, . . . , t − j yields the following elements of ⟨λr⟩
x2(t−j)+1)λr = · · · + b2j−t−1λ˜t+r−2j+1x2j−1 + · · · + bj−1λ˜r−j+1x2t−1
x2(t−j−1)+1λ˜λr = · · · + b2j−t λ˜t+r−2j+1x2j−1 + · · · + bjλ˜r−j+1x2t−1
...
xλ˜t−jλr = · · · + bj−1λ˜t+r−2j+1x2j−1 + · · · + bt−1λ˜r−j+1x2t−1
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(where extraneous zero terms have been added on the right hand side with coefficients br+1, . . . , bt = 0). The coefficient
matrix of the leading terms of these elements isb2j−t−1 . . . bj−1... ...
bj−1 . . . bt−1
 .
The determinant of this matrix is±∆t−j(r, j− 1)which is non-zero since r + t − j ≤ 2t < q. The same argument as before
yields an element of ⟨λr⟩with leading term λ˜t+r−2j+1x2j−1. 
Theorem 3.7. Fix r ≤ t. Suppose that ξ =si=0 ξixi ∈ Ann(λq−r) where s < 2r. Then
ξsλ˜
q−(t+r−s) = 0.
Proof. We prove the result in the case where s = 2j is even. The odd case is analogous. For i = 0, . . . , j, the coefficient of
x2(t−i) in ξλq−r is
ζ2(t−i) = λ˜q−r−t(ξ0at−iλ˜i + ξ2at−i−1λ˜i+1 + · · · + ξ2jat−i−jλ˜i+j) = 0.
Multiplying ζ2(t−i) by λ˜j−i yields a system of equations
atξ0λ˜q−(t+r−j) + at−1ξ2λ˜q−(t+r−j−1) + · · · + at−jξ2jλ˜q−(t+r−2j) = 0
...
at−jξ0λ˜q−(t+r−j) + at−j−1ξ2λ˜q−(t+r−j−1) + · · · + at−2jξ2jλ˜q−(t+r−2j) = 0.
The coefficient matrix of this system is again invertible by Corollary 3.3 since its determinant is ±∆j(q − r, t − j) and
(q− r)+ j < q. Hence
ξ2jλ˜
q−(t+r−2j) = 0
as required. 
Theorem 3.8. Let λ ∈ B be quadratic of maximal rank. If k ≤ N/2− r, then H(λq−r , Bk) = 0.
Proof. We go by induction on n. The case n = 1 is dealt with in Lemma 3.1. First consider the case when r ≤ t . Suppose the
result false and pick a non-trivial annihilator ξ =si=0 ξixi ∈ Ann(λr)∩Bk with least possible degree in x. From Theorem3.5
we have that s ≥ q− 2r and ξsλ˜s+r−t = 0. Denoting N˜ = (n− 1)(q− 1), we have
k− s < N
2
− r − s = N˜
2
+ t − r − s = N˜
2
− (r + s− t)
so by the induction hypothesis, H(λ˜q−(r+s−t), Bk−s) = 0. That is,
Ann(λ˜s+r−t) = λ˜q−(s+r−t)B˜k−2(q−(s+r−t)).
Since ξs ∈ Ann(λ˜s+r−t) there exists a c ∈ B˜k−2(q−(s+r−t)) such that ξs = cλ˜q−(s+r−t). By Theorem 3.4, there exists a trivial
annihilator ζ with the same leading termas ξ . But then ξ−ζ is a non-trivial annihilator of smaller degree in x, a contradiction.
Now let k < N/2 − (q − r) for r ≤ t . Suppose that H(λr , Bk) ≠ 0 and pick a non-trivial annihilator ξ = si=0 ξsxs ∈
Ann(λq−r)∩Bk of smallest degree. Clearly s < 2r because otherwisewe could reduce degree in x by subtracting off amultiple
of λr . By Theorem 3.7, ξsλ˜q−(t+r−s) = 0. Now
k− s ≤ N
2
− (q− r)− s = N˜
2
− (q− (t + r − s)).
Hence by the induction hypothesis, H(λ˜t+r−s, Bk−s) = 0. That is,
Ann(λ˜q−(t+r−s)) = λ˜t+r−sB˜k−s−2(t+r−s)).
Since ξs ∈ Ann(λ˜q−(t+r−s)) there exists a c ∈ B˜k−s−2(t+r−s)) such that ξs = cλ˜t+r−s. But by Theorem 3.6 there is a trivial
annihilator with the same leading term. This contradicts the minimality of the degree of ξ . 
4. The main theorem
Note that since dim BN = 1, the multiplication map induces a non-degenerate pairing Bk ⊗ BN−k → BN ∼= F. Let
η : BN → F be an isomorphism.
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Lemma 4.1. Letµ be a homogeneous element of degree d. The bilinear form ⟨·, ·⟩ : Bkµ⊗BN−d−kµ→ F defined by ⟨bµ, cµ⟩ =
η(bµc) is non-degenerate.
Proof. Define first the form ⟨·, ·⟩µ : Bk ⊗ BN−d−k → F by ⟨b, c⟩ = η(bµc). then the left radical of this form is {b ∈ Bk |
(bµ)c = 0, ∀c ∈ BN−d−k} = {b ∈ Bk | bµ = 0} = Ann(µ) ∩ Bk. Similarly the right radical is Ann(µ) ∩ BN−d−k. Since
Bk/(Ann(µ) ∩ Bk) ∼= Bkµ and BN−d−k/(Ann(µ) ∩ BN−d−k) ∼= BN−d−kµ, the result follows. 
In order to describe the dimension of Bkλr we need a truncated version of the function Γq(n, r, k). Recall that
Γq(n, r, k) =
∞
j=−∞

Cq(n, k− 2qj)− Cq(n, k− 2r − 2qj)

.
Definition 4.2. For any positive integer n and r = 1, . . . , q− 1, define
γq(n, r, k) =
∞
j=0

Cq(n, k− 2qj)− Cq(n, k− 2r − 2qj)

.
Define also
χ(k, λr) =
⌊ k2q ⌋
j=0

dimH(λq−r , Bk−2qj)− dimH(λr , Bk−2(q−r)−2qj)

.
Lemma 4.3.
dim Bkλr = γq(n, q− r, k)− χ(k, λr).
Proof. Consider the complex
· · · −→ Bk−2q λ
r−→ Bk−2(q−r) λ
q−r−→ Bk λ
r−→ Bkλr .
Then the dimension of Bkλr is the alternating sum of the dimensions of the spaces in the complexminus the alternating sum
of the homology spaces. That is
dim Bkλr = dim Bk − dim Bk−2(q−r) + dim Bk−2q − · · ·
− dimH(λq−r , Bk)+ dimH(λr , Bk−2(q−r))− dimH(λq−r , Bk−2q)+ · · ·
= γq(n, q− r, k)− χ(k, λr). 
Theorem 4.4. Let λ ∈ B be quadratic of maximal rank.
1. If k ≤ N/2− r, then dim Bkλr = γq(n, q− r, k).
2. If k ≥ N/2− r, then dim Bkλr = γq(n, q− r,N − 2r − k).
Proof. If k ≤ N/2 − r , then Theorem 3.8 implies that all H(λq−r , Bk−2qj) are zero. Similarly, if k ≤ N/2 − r , then
k− 2(q− r) < N/2− (q− r) so all H(λr , Bk−2(q−r)−2qj) are zero also. Thus χ(k, λr) = 0 and dim Bkλr = γq(n, q− r, k).
Now suppose that k ≥ N/2−r . By Lemma 4.1, dim Bkλr = dim BN−2r−kλr . ButN−2r−k ≤ N−2r−(N/2−r) = N/2−r ,
so dim BN−2r−kλr = γq(n, q− r,N − 2r − k) by part (1). 
Lemma 4.5. γq(n, r, k) = C(n, k)− γ (n, q− r, k− 2r).
Proof. Straightforward. 
Lemma 4.6. γq(n, r, k)− γ (n, r,N − 2(q− r)− k) = Γq(n, r, k).
Proof. Recall that the Cq(n, k) satisfy the fundamental symmetry condition, Cq(n, k) = Cq(n,N − k). Hence
γq(n, r,N − 2(q− r)− k) =
∞
j=0

Cq(n,N − 2(q− r)− k− 2qj)− Cq(n,N − 2(q− r)− k− 2r − 2qj)

=
∞
j=0

Cq(n, 2(q− r)+ k+ 2qj)− Cq(n, 2(q− r)+ k+ 2r + 2qj)

=
∞
j=0

Cq(n, k− 2r + 2q(j+ 1))− Cq(n, k+ 2q(j+ 1))

= −
−1
j=−∞

Cq(n, k− 2qj)− Cq(n, k− 2r − 2qj)

= γq(n, r, k)− Γq(n, r, k). 
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Theorem 4.7. Let λ ∈ B be quadratic of maximal rank. Then
dimH(λr , Bk) =

0 if k ≤ N
2
− (q− r)
Γq(n, r, k) if
N
2
− (q− r) < k < N
2
+ r
0 if k ≥ N
2
+ r.
Proof. If k ≤ N/2− (q− r), then the result is exactly Theorem 3.8. Observe that
dimH(λr , Bk) = dimAnn(λq−r ∩ Bk)− dim Bk−2rλr
= dim Bk − dim Bkλq−r − dim Bk−2rλr .
Suppose that N/2− (q− r) < k < N/2+ r . Then k− 2r < N/2− r , so Theorem 4.4 implies that
dimH(λr , Bk) = dim Bk − dim Bkλq−r − dim Bk−2rλr
= C(n, k)− γq(n, r,N − 2(q− r)− k)− γq(n, q− r, k− 2r)
= γq(n, r, k)− γq(n, r,N − 2(q− r)− k)
= Γq(n, r, k)
using Lemmas 4.5 and 4.6.
Suppose that k ≥ N/2+ r . Then k− 2r ≥ N/2− r , and k ≥ N/2− (q− r), so
dimH(λr , Bk) = C(n, k)− γ (n, r,N − 2(q− r)− k)− γ (n, q− r,N − 2r − (k− 2r))
= C(n,N − k)− γ (n, r,N − k− 2(q− r))− γ (n, q− r,N − k)
= 0
using Lemma 4.5. 
From this result one can deduce dimH(λr , Bk) for a quadratic λ of arbitrary rank using the same approach as used in the
case when q = 3 [4]. We will not go into these details here.
We now calculate the degree of regularity of an arbitrary quadratic element λ. Recall that Dreg(λ) = min{j | dimH(λq−1,
Bj−2) ≠ 0}. In order to pin down exactly the degree of regularity of λ we need to know that some detailed information
about Γq.
Lemma 4.8. For n > 1, Γq(n, q− 1,N/2) ≠ 0.
Proof. This follows from the formula for PCq(n, k) given in [8]. Details are given in the Appendix. 
Theorem 4.9. Let λ be a quadratic element of B of rank s. Then
Dreg(λ) = s(q− 1)2 + 2.
Proof. After appropriate linear change of coordinates, we may assume that λ is of the form cx21 + x22 + · · · + x2r for some
c ∈ F. Let B˜ = F[x1, . . . , xs] and Bˆ = F[xs+1, . . . , xn]. Then
H(λr , Bk) ∼=

i
H(λr , B˜k−i)⊗ Bˆi.
By Theorem 4.7 H(λq−1, B˜j) = 0 for j < s(q− 1)/2. Hence H(λq−1, Bs(q−1)/2) ∼= H(λq−1, B˜s(q−1)/2)⊗ Bˆ0. By Theorem 4.7, the
dimension of H(λq−1, B˜s(q−1)/2)⊗ Bˆ0 is Γq(s, q− 1, s(q− 1)/2)which is non-zero by the lemma. 
Note that in place of Lemma 4.8 we could have used the explicit description of non-trivial annihilators given in [2].
5. Conclusion
In this article we calculated the dimension of the spaces, Ann(λr)∩Bk/Bk−2rλr , of non-trivial annihilators of λr of degree
k for λ a quadratic element of B = F[X1, . . . , Xn]/

Xq1 , . . . , X
q
n

. The formula in Theorem 4.7 gives these dimensions in the
case when λ has maximal rank. The dimensions when λ does not have maximal rank can be easily deduced from this result.
The result is proved here for q an odd prime. When q = 2 the same result is proved implicitly in [4]. There are a number of
directions in which one might want to extend this result and we comment briefly now on each of these.
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In [4] it was conjectured that Theorem 4.7 holds also in the case when q is a prime power, F is a finite field of order q
and B = F[X1, . . . , Xn]/

Xq1 , . . . , X
q
n

. This conjecture fails as the following simple example illustrates. Let q = 9, n = 3 and
λ = x2+ y2+ z2. The conjecture would predict that H(λ3, Bk) = 0 for k ≤ N/2− (q− r) = 6. Note that λ3 = (x6+ y6+ z6)
and λ6 = −x6y6 − x6z6 − y6z6. Recall that
H(λ3, B6) = B6 ∩ Ann(λ
6)
λ3B0
,
so dimH(λ3, B6) = dim(B6 ∩ Ann(λ6)) − dim λ3B0. Since dim B0 = 1 we know dim λ3B0 = 1. Therefore it suffices to
show that dim(B6 ∩ Ann(λ6)) > 1. It is easily seen that x3y3 , x3z3 and y3z3 all annihilate λ6 and are linearly independent.
Hence dimH(λ3, B6) does not vanish and the conjecture is false. It would be interesting to understand this case in more
detail.
We would like to obtain similar results when λ is homogeneous of higher degree. The techniques used in Section 3 rely
heavily on the classification of quadratic elements. Since the number of such equivalence classes is enormous in higher
degree such an approach no longer is feasible. On the other hand the techniques of Theorem 4.7 can still be used to give a
useful bound on the degree of regularity in this case [7].
The overriding problem in this area is to understand the degree of regularity of systems of polynomials, λ1, . . . , λm,
or equivalently of homogeneous subspaces of B. Since the degree of regularity of a space is bounded by the degree of
regularity of a subspace, the analysis of the single element case can yield useful information [2,7]. On the other hand for large
arbitrary systems of equations it would appear that the approach of [1] yields an accurate bound for the degree of regularity
which seems significantly lower than can be achieved using the approach of [5]. It would be interesting to understand in
what situations the degree of regularity of a space is close to the minimum of the degree of regularity of elements of the
subspace.
Similar questions can be asked in the algebra of functions A = F[X1, . . . , Xn]/

Xq1 − X1, . . . , Xqn − Xn

[13]. For instance,
if µ is a quadratic element of A and Ak is the space of elements of degree less than or equal to k, we would like to know
dim Akµ. In [4] it was shown that one can use a long exact sequence of homology to lift information from B to A. The same
techniques can also be used in this situation to yield generalizations of these results.
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Appendix A. Non-vanishing of Γq(n, q− 1,N/2)
Define
S(n, q, r, k) =

j∈Z
Cq(n, k+ jr).
In [8] Hoggatt and Alexanderson proved that if q is odd, S(n, q, r, k) is equal to
1
r
r−1
m=0
2 q−12
j=1
cos

m(q− 2j+ 1)π
r

+ 1
n cosmπ((q− 1)n− 2k)
r

(this is essentially the discrete Fourier transform of S(n, q, r, k)). Note that PCq(n, k) = S(n, q, 2q, k) and Γq(n, r, k) =
S(n, q, 2q, k)−S(n, q, 2q, k−2r). We begin by simplifying the above formulas in the case when r = 2q. Recall the following
trigonometric identity.
Lemma A.1. Let φ and α be real numbers with α ∉ 2Zπ and let t be a positive integer. Then
t−1
i=0
cos(φ + iα) = sin (tα/2) cos(φ + α(t − 1)/2)
sinα/2
.
Theorem A.2. Let q be an odd integer and n and k positive integers then
PCq(n, k) = 1q
q
m=1
m odd
dm

sin(mπ/2)
sin(mπ/2q)
n
cos

mπ((q− 1)n− 2k)
2q

+ qn−1/2
where dm = 2 for m ≠ q and dq = 1.
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Proof. We simplify the inner summation when r = 2q. Set p = (q− 1)/2. Then form > 0 we have
2
p
j=1
cos

m(q− 2j+ 1)π
2q

= 2
p−1
j=0
cos

m(q− 1)π
2q
− mπ
q
j

= 2 sin (pmπ/2q) cos (mπ(q− p)/2q)
sin (mπ/2q)
= sin(mπ/2)− sin(mπ(q− 2p)/2q)
sin(mπ/2q)
= sin(mπ/2)
sin(mπ/2q)
− 1.
We note that form = 0 the inner summation evaluates to q and we get a constant term of qn/2q. Substituting these results
into our original formula we have that for q odd
PCq(n, k) = 12q
2q−1
m=1

sin(mπ/2)
sin(mπ/2q)
n
cos

mπ((q− 1)n− 2k)
2q

+ qn−1/2.
Finally we note that if
T (m) =

sin(mπ/2)
sin(mπ/2q)
n
cos

mπ((q− 1)n− 2k)
2q

then T (2q−m) = T (q). The theorem then follows immediately. 
Corollary A.3. Let q, n, k and r be positive integers with q odd. Then
Γq(n, r, k) = 1q
q
m=1
m odd
dm

sin(mπ/2)
sin(mπ/2q)
n
(cos (Mk)− cos (Mk−2r))
where Mk = mπ((q− 1)n− 2k)/2q.
With this machinery we can give a proof of Lemma 4.8.
Lemma A.4. For n > 1 and q an odd prime
Γq(n, q− 1, n(q− 1)/2) ≠ 0.
Proof. Let n and q be as in the hypothesis. When k = n(q− 1)/2,
cos(Mk) = cos

mπ
2q

(q− 1)n− 2 (q− 1)n
2

= 1,
and
cosMk−2(q−1) = cos

mπ
2q

(q− 1)n− 2

(q− 1)n
2
− 2(q− 1)

= cos

2mπ
q

.
Since 1− cos(2mπ/q) = 0 whenm = q, this implies that
Γq(n, q− 1, n(q− 1)/2) = 1q
q−2
m=1
m odd

sin(mπ/2)
sin(mπ/2q)
n 
1− cos

2mπ
q

.
If n is even, (sin(mπ/2)/ sin(mπ/2q))n > 0. Since 1 − cos(2mπ/q) > 0, the terms are all strictly positive and the sum is
non-zero.
Now suppose that n is odd. Rewriting the summation indexm as 2k+ 1 and noting that sin((2k+ 1)π/2) = (−1)k the
sum becomes
2
q
(q−3)/2
k=0
(−1)k

1− cos(2(2k+ 1)π/q)
sinn((2k+ 1)π/2q)

.
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This is an alternating sumwhose first term is positive, so to show that the sum is positive it suffices to check that the absolute
value of each term is decreasing. We can simplify the expression using the identity
1− cos(2mπ/q) = 2 sin2(mπ/q) = 8 cos2 (mπ/2q)) sin2 (mπ/2q) .
This yields that
Γq(n, q− 1, n(q− 1)/2) = 16q
(q−3)/2
k=0
(−1)k
 cos2

(2k+1)π
2q

sinn−2

π(2k+1)
2q

 .
Since n ≥ 3, sinn−2(π(2k+ 1)/2q) is an increasing function of k and cos2 ((2k+ 1)π/2q) is decreasing. Hence the terms of
the sum are decreasing in magnitude and Γq(n, q− 1, n(q− 1)/2) > 0. 
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