Abstract The study of self referential anticipatory systems derived from causal systems or recursions has received attention in recent years. This paper builds on and extends previously reported results by investigating what happens to the regular dynamics of a first order system modelled by a recursion when the recursion is replaced by an associated incursion. The effect of this replacement on the stability properties of the fixed points and cycles of the map is examined.
Introduction
Traditional discrete-time dynamical systems are described by recurrence relations or recursions which determine the time evolution of the system in terms of a functional relationship between the next state, current and past states and other system parameters:
where x k represents the state at time k and a represents the other system parameters. Rosen [8] formalised the idea of an anticipatory system, which he defined as a system evolving by using future state values and /or environmental values as predicted by an associated model to determine the future behaviour of the system. Dubois introduced the concept of computing anticipatory systems [4] which extended anticipatory ideas to include self referential systems or, as he called it, strong anticipation [5] .
A strong anticipatory system is one which computes its next state in terms of not only current and past states but also of future states.
Such a system is incursive if the functional relationship specifies a unique value of x k+1 , hyperincursive if there is more than one value. In [4] the first order logistic recursion
was replaced by the strong anticipatory incursion
and the properties of this derived system investigated. In [2] , this approach was applied not only to scalar unimodal maps, but also to maps of bounded variation. The properties of fixed points of these systems were analysed. In the following sections, these ideas are further investigated and extended to periodic points.
From Causal to Strong Anticipatory System
Consider the first order causal system or recursion
where f is a differentiable map on some open interval I of the real line i.e. f ∈ C 1 (I), I ⊂ R, and let f represent its derivative. Furthermore assume that the map may be decomposed as follows: There exists F ∈ C 1 (I × I) such that
(See Fig. 1 ) Then by "rewiring the interconnections" a strong anticipatory system can be associated with eq (1) as follows
(See Fig. 2 ) A sufficient condition for eq(3) to be incursive is for the hypotheses of the Implicit Function Theorem 1 to hold (see for instance [1] ). Indeed if eq(3) is incursive, there exists a recursion
where f S ∈ C 1 (I) is the implicit function which satisfies
1 In this instance, a sufficient condition for the theorem to hold is that
Dynamics of the Strong Anticipatory System
How do the dynamics of eq(3) relate to those of eq(1) ? In [2] , the stability properties of fixed points were investigated, particularly from the viewpoint of stabilisation by rewiring.
Notice that eqs (1) , (3) and (4) have the same set of fixed points
Recall that a fixed point x of any differentiable recursion, e.g. eq(1), is locally stable if there exist a neighbourhood U of x for which x 0 ∈ U implies that x k ∈ U and lim k→∞ x k = x. Furthermore if the multiplier f (x) has |f (x)| < 1 then x is locally stable, and if x is locally stable then |f (x)| ≤ 1.
From eq(5)
where F 1 and F 2 are the partial derivatives of F with respect to its first and second variables respectively. Furthermore, from eq(2), it follows that
which together with eqs(6) and (7) yields, at x = x,
Using eq(9), the following theorem was established in [2] .
It can be summarised in Figs 3 and 4.
Stabilising Fixed points
From Fig. 3 , it is apparent that fixed points that are unstable in the causal system can be stabilised by reworking the system as a strong anticipatory system. There are two different scenarios
The first scenario is investigated in [2] , where the paradigm explicit in expression (10) is applied to the classes of systems described by (i) unimodal maps and (ii) maps of bounded variation to investigate the stabilising effects of strong anticipation. 
Destabilising Unwanted Fixed Points
Again from Fig. 3 , it can be seen that a necessary condition for destabilising the fixed point x is that
As an example of where this might be applied, consider the simple population model with threshold studied by Marotto([7] )whose map is given by
x is a normalised population size, and a is a growth parameter. It has validity as a population model when 0 < a ≤ 27/4. The model has only the globally attracting fixed point at x = 0 for a < 4. For 4 ≤ a, there are two additional fixed points
of which x − is always unstable with multiplier > 1, and x + becomes unstable when 16/3 < a with multiplier < −1 (see Fig 5) . The immediate basin of attraction for the fixed point at x = 0 is [0, x − ) ∪ (x r , 1] where x r is the "other" preimage of x − in (0, 1) and is given by
Thus if the population becomes too small, extinction ensues. One goal of an anticipatory model could be to destabilise this fixed point. Consider the decomposition defined by
By choosing g(x) = Ax where A > a/4 it is shown in [3] that not only is eq(12) satisfied but the additional population model requirement that f S (x) > 0 for x ∈ (0, 1) is also satisfied. The strong anticipatory system map is then
The resultant orbits never tend to extinction, but are contained in the interval (0, x + ). For most combinations of A and a, the orbits converge to x − . (see Fig. 6 ).
Periodic Orbits
Denoting the n-fold composition of f with itself by f (n) ,x is said to be a periodic point of period p if f (p) (x) =x but f (n) (x) =x for n < p. The orbit Sincex is a fixed point of the map f (p) , the stability properties of the periodic orbit are determined by the multiplier of f (p) which is
The causal system of eq (1) is decomposed per eq (2) in such a way as to force the strong anticipatory system to have the same periodic orbit, i.e.
. . .
where
From eq (7), we get
and so the multiplier of the periodic orbit is
As an example, consider the following model for the periodic stimulation of biological oscillators discussed by Kaplan and Glass ( [6] ) and given by the map Θ:
where 0 ≤ a < 0.5. At a = 0.15915, a period doubling bifurcation results in the birth of a 2-cycle. This cycle is superstable at a = 0.25, it becomes unstable at a = 0.35998 where a pitchfork bifurcation results in the birth of two new 2-cycles.(These new cycles become unstable in a period doubling bifurcation at a = 0.41663).
A goal of an anticipatory system in this context could be to extend the basin of attraction for the original 2-cycle. To simplify computations, the change of variable
) is used which transforms the system to
Choosing the decomposition
enables the causal system to be linked to the self-referential system
which in turn is equivalent to the recursion
and G is the invertible map and
Furthermore, since in the interval of interest 2x < tan(2x) it follows from eq (22) that (2πa) cos(2x) < (2πa) sin(2x)/2x = 1 and so that
Thus the 2-cycle of the derived map is stable for all a-values of interest. (see Fig 8) . For a = 0.42 for instance, the causal map and the derived self-referential map have the 2-cycle {−1.0868, 1.0868} with multipliers 2.2391 and 0.03468 respectively (See Fig. 7) 
Conclusions
The paper [2] looked at some implications of replacing a causal system described by a recurrence relation with an associated self-referential or strong anticipatory system; this latter system was derived so as to preserve the fixed points of the former system, and the application of the technique was used to stabilise these fixed points. This paper extends the above approach by
(1) characterising how the stability properties of fixed points may change using the replacement technique (2) showing how the ideas can be used to destabilise unwanted fixed points.
(3) deriving conditions associated with applying the technique to systems with periodic orbits.
