In this research, a modified rational interpolation method for the numerical solution of initial value problem is presented. The proposed method is obtained by fitting the classical rational interpolation formula in Chebyshev polynomials leading to a new stability function and new scheme. Three numerical test problems are presented in other to test the efficiency of the proposed method. The numerical result for each test problem is compared with the exact solution. The approximate solutions are show competitiveness with the exact solutions of the ODEs throughout the solution interval.
INTRODUCTION
Many of the differential equations encountered in practice cannot be solved analytically and recourse must necessarily be made to numerical methods. Fortunately, there is a wide range of methods developed by researchers that can be efficiently implemented with the computer and has become widely applied in engineering, sciences and many fields. Recent research on efficient methods to solve differential equations is the motivation for this work. The need to develop direct methods for solving higher order ordinary differential equation cannot be over emphasized in the theory of initial value problems (Pandey, 2012) . In recent years, researchers have applied nonstandard finite difference method and obtained competitive results to those obtained with other methods. Our aim is to improve the classical implicit difference methods for systems of first order initial value problems. Though implicit methods are in general more expensive, but they have advantage in terms of stability and convergence (Horner, 1977) .
The classical methods for solving first order ordinary differential equations include the Runge-Kutta methods and multistep methods (Lambert, 1974, Gear and . One limitation of these methods is that they may be inefficient when they are used to solve problems with singularities. For this reason, it becomes imperative to find alternative methods that take into account the effect of singularities Luke et al., 1975; Fatunla, 1990; Otunta and Ikhile, 2004 . One popular method is the rational interpolation method which is based on the inverse polynomial functions and where points of singularities of the functions are made to coincide with that of the solution. The method is applicable to higher order equations since they can always be converted to an equivalent system of first order equations. Rational functions have the advantage of automatically picking up the singularities of a given function to the zeros of the denominator. The need to have an integrator that can efficiently cope with either singularity or stiffness or both is enough reason for the search for new integrator schemes or methods.
In this work, we will fit the classical integrator formulae proposed by Aashikelokhia (1991) in to Chebyshev polynomials to obtain a new scheme; this is possible since any polynomial of degree ݊ is uniquely expressible as linear combination of the Chebyshev polynomials with the objective to guarantee a special specified accuracy (Conte, 1965) . Some existing methods for integration schemes are the linear multi step methods (LMM), Exponential Based methods (EBM) and the Rational Interpolant based methods. Different methods for enhancing the performance of numerical integration formulae design for approximation of theoretical solutions of first order IVP in ODEs of the form
(1) are in Fatunla (1976) given by;
where A and the polynomial coefficients are real parameters, other methods suggested are in Okosun and Ademuluyi (2007) , Aashikelokhia (1991, 1997) , Enright and Pryce (1978) Lambert and Shaw (1965) .
Most of these methods have low order of discontinuities when applied to IVPs. However, there is a need to have a method that can efficiently cope with different classes of IVPs. In other to achieve the set objective, we shall be concerned with addressing the problem of improving the accuracy of the rational interpolation method by modifying the existing method of Anetor et al., (2014) , (Nwachukwu 2005) , (Okosun and Ademuluyi 2007) and others by the introduction of Chebyshev polynomials.
DERIVATION OF THE NEW SCHEME
The derivation of the scheme is similar to Aashikelokhia (1991). We consider Aashikepelokhia (1991) class of rational integrator formulas given by;
where,
Setting k =5 in(2); we obtain
where ‫‬ , ‫‬ ଵ , ‫‬ ଶ , ‫‬ ଷ, ‫‬ ସ ‫ݍ,‬ ଵ , ‫ݍ‬ ଶ , ‫ݍ‬ ଷ , ‫ݍ‬ ସ and ‫ݍ‬ ହ are real undetermined coefficients. Let ‫ݕ‬ ାଵ be the numerical estimate to the theoretical solution (2) andset ‫ݕ‬ = ‫ݔ‪ሺ‬ݕ‬ ሻwith mesh points‫ݔ‬ , ‫ݔ‬ ାଵ and stepsizeℎ = ሺ‫ݔ‬ ାଵ − ‫ݔ‬ ሻ to be sufficiently small enough so that ‫ݔ‬ ାଵ and ‫ݔ‬ are very close.
DETERMINATION OF THE COEFFICIENTS OF THE SCHEME
We impose the following constraints, (i) and (ii) respectively on the interpolating rational function (6) in order to obtain the undetermined coefficients (i).The interpolating function must coincide with the theoretical solution at the ‫ݔ‬ and ‫ݔ‬ ାଵ .
(ii). Points of singularities or discontinuities of the inverse polynomial functions are made to coincide with that of the solution. Put j = 0, i = 1 in (5) implies , but ‫ݍ‬ = 1
Hence,
Similarly, for j = 2,3,4,5,6, . .10, ܽ݊݀ i= 1are obtained from the relation:
where (9) is the general derivation formula, with
We obtain‫ݍ‬ ଵ , ‫ݍ‬ ଶ , ‫ݍ‬ ଷ , ‫ݍ‬ ସ and ‫ݍ‬ ହ by combiningequations containing our undetermined coefficientsgenerated from our general derivation formula (9).
Equations (10) - (14) written in the form as: 
Similarly, the undetermined coefficients‫‬ , ‫‬ ଵ , ‫‬ ଶ , ‫‬ ଷ and ‫‬ ସ can be generated by rearranging the equations obtained from (9) as follows; ‫‬ = ‫ݕ‬ (18) 
Recall,‫ݕ‬ = ‫‬ = 1 from (7) Applying the results (17) and (23) to the integrator (6), and the fact that = ‫,ݕߣ‬ we obtain the stability function given by;
Application of the Chebyshev Polynomials to the Method
In order to find a rational interpolation function, which spread the error evenly over the whole interval of interest with the same accuracy, we approximate the numerator and the denominator of (6) by Minimax polynomials, this is with the aim of modifying the method(6) and stability function (24) by introducing the Chebyshev Polynomial in the numerator and denominator of (6), of course any polynomial of degree n is uniquely expressible as a linear combination of the Chebyshev Polynomial, i.e. constants c ୩ exist such that P ୬ ሺxሻ = c T ሺxሻ + c ଵ T ଵ ሺxሻ + c ଶ T ଶ ሺxሻ + ⋯ + c ୬ T ୬ ሺxሻ (Conte, 1965) . For application purpose, we express each ‫ݔ‬ in (6) in terms of the Chebyshev polynomials as expressed in Column II below 
MINIMAX POLYNOMIAL APPROXIMATION
If ܲ ሺ‫ݔ‬ሻ is any polynomial of degree ݊ with leading coefficients ܽ , then its Minimax polynomial approximation of degree ≤ ݊ − 1 on ሾ−1, 1ሿ is ‫ܯ‬ ିଵ ሺ‫ݔ‬ሻ = ܲ ሺ‫ݔ‬ሻ − ܽ 2 ିଵ ܶ ሺ‫ݔ‬ሻ. (Samelson, 1972) .
In (6), set ܲ ሺ‫ݔ‬ሻ as ܲ ሺ‫ݔ‬ሻ = ܽ + ܽ ଵ ‫ݔ‬ + ܽ ଵ ‫ݔ‬ ଶ + ⋯ + ܽ ‫ݔ‬ (25) Column II in Table I expresses ‫ݔ‬ ሺ݇ = 0,1, … ݊ − 1ሻ in terms of Chebyshev polynomials so that ܲ ሺ‫ݔ‬ሻ = ܿ ܶ + ܿ ଵ ܶ ଵ ሺ‫ݔ‬ሻ + ܿ ଶ ܶ ଶ ሺ‫ݔ‬ሻ + … + ܿ ܶ ሺ‫ݔ‬ሻ (26) Since the term ‫ݔ‬ appears only in ܶ ሺ‫ݔ‬ሻ, we must have ܿ = ܽ 2 ିଵ and therefore from ‫ܯ)62(‬ ିଵ ሺ‫ݔ‬ሻ = ܿ ܶ + ܿ ଵ ܶ ଵ + ܿ ଶ ܶ ଶ + … + ܿ ିଵ ܶ ିଵ (27) If we retain only the terms through ݇ < ݊ in (26) and if we use the fact that |ܶ ሺ‫ݔ‬ሻ| ≤ 1 for all n, we observed that the error committed is bounded by; max ିଵஸ௫ஸଵ |ܲ ሺ‫ݔ‬ሻ − ሺܿ ܶ + ܿ ଵ ܶ ଵ + ܿ ଶ ܶ ଶ + … + ܿ ܶ ሻ| ≤ |ܿ ାଵ | + |ܿ ାଶ | + ⋯ (28) Hence, to obtain the Minimax polynomial approximation to the polynomial (6), we just express ܲ ሺ‫ݔ‬ሻ as the series (27) of Chebyshev polynomials and then drop the last term in (26). We summarize the procedure for obtaining an economized rational approximation to (6)
We then find the Minimax polynomials for ܲ ସ ሺ‫ݔ‬ሻand ܳ ହ ሺ‫ݔ‬ሻ. Which shall be denoted by ܰ ଷ and ܰ ସ respectively; then
Next, we substitute the value ‫ݔ‬ as given in column II of Hence, (32) is the new scheme for solution of the first order differential equations.
NUMERICAL IMPLEMENTATION OF THE SCHEME IN (32)
This section considers the numerical implementation of the scheme on three initial value problems using C++ programming language and run on a digital computer. Three test problems considered are found in Mathews 2005, Otunta and Nwachuckwu (2005) and Ayinde and Ibijola (2015) Problem 1: Consider the linear system.
Mathews 2005. The application of the numerical integrator (32) with uniform mesh size h = 0.1 onproblem 1 yields the results below: 
DISCUSSION OF NUMERICAL RESULTS
Problem 1 is a linear system with exact exponential solutions. The results obtained from the application of the proposed method and the exact solutions of the differential equation are sufficiently comparable for the fixed step-size h as shown in Table 2 .Problem 2 is an autonomous first order ordinary differential equation. The proposed method shows competitive results with small error for each mesh size as can be seen in Table 3 . In problem 3, the trend is the same and the results are comparable.
SUMMARY AND CONCLUSION
In this work, we proposed a numerical method by using the Minimax polynomials as a rational integrator in which the numerator is a polynomial of degree 4 and the denominator a polynomial of degree 5. This was possible since any polynomial of degreen can be approximated by a polynomial of degree ≤ n − 1 for which the absolute value of|P n ሺxሻ − M nି1 ሺxሻ| on ሾ−1, 1ሿ is as small as possible. The proposed method can be used for higher order equations, since they can always be converted to an equivalent system of first order. The approximate solutions compare favourably with the exact solution of the ODEs. This shows that the integrator formula is consistent and stable. The implementation of the modified rational interpolation was carried out on C++ programming language and runon a digital computer. Package for assessing IVPs" ACM Transaction on mathematical software BIT13: 1-27 , 2tx x = ′
