Nonconvex optimization is becoming more and more important in machine learning and operations research. In spite of recent progresses, the development of provably efficient algorithm for optimization with nonconvex functional constraints remains open. Such problems have potential applications in risk-averse machine learning, semisupervised learning and robust optimization among others. In this paper, we introduce a new proximal point type method for solving this important class of nonconvex problems by transforming them into a sequence of convex constrained subproblems. We establish the convergence and rate of convergence of this algorithm to the KKT point under different types of constraint qualifications. In particular, we prove that our algorithm will converge to an ǫ-KKT point in Op1{ǫq iterations under a properly defined condition. For practical use, we present inexact variants of this approach, in which approximate solutions of the subproblems are computed by either primal or primal-dual type algorithms, and establish their associated rate of convergence. To the best of our knowledge, this is the first time that proximal point type method is developed for nonlinear programing with nonconvex functional constraints, and most of the convergence and complexity results seem to be new in the literature.
Introduction
In this paper, we study the following nonconvex composite optimization problem with nonconvex functional constraints: min (1.1)
Here, X Ď R n is a convex compact set, f : X Ñ R and φ piq : X Ñ R, i " 1, 2, . . . , m, are nonconvex functions given by the summation of a smooth but possibly nonconvex function together with a nonsmooth convex function. More specifically, f n and φ piq n are smooth but possibly nonconvex functions while f c and φ piq c are nonsmooth convex functions. Constrained optimization problems of the above form are prevalent in data science. One such example arises from risk averse machine learning. Let ℓp¨, ξq : R nˆΞ Ñ R models the loss for a random data-point ξ P Ξ. Our goal is to minimize a certain risk measure [31, 32] , e.g., the so-called conditional value at risk that penalizes only the positive deviation of the loss function, subject to the constraint that the expected loss is less than a threshold value. Therefore, one can formulate this problem as min xPX CVaRrℓpx, ωqs s.t. Erℓpx, ωqs ď c, (
where CVaR denotes conditional value at risk and c is the tolerance on the average loss that one can consider as acceptable. In many practical situations, the loss function ℓpx, ωq is nonconvex w.r.t. x. Other examples of problem (1.1) can also be found in semi-supervised learning, where one would like minimize the loss function defined over the labeled samples, subject to certain proximity type constraints for the unlabeled samples.
There exists a variety of literature on solving constrained optimization (1.1) when f and φ piq are convex functions. One research line focuses on primal methods without involving the Lagrange multipliers including the cooperative subgradient methods [20, 25] and level-set methods [21, 25, 23, 2, 22] . Constrained convex optimization problems can also be solved by reformulating them as saddle point problems which will then be solved using primal-dual type algorithms (see [24, 14] and Section 4 for more discussions). Other alternative approaches for constrained convex problems include the classcial exact penalty, quadratic penalty and augmented Lagrangian methods [3] .
In the past few years, much effort has been directed towards the design of efficient algorithms for nonconvex optimization, especially for stochastic and finite-sum problems due to their importance in machine learning. Most of these studies need to assume the constraints are convex, and focus on the analysis of iteration complexity, i.e., the number of iterations required to find an approximate stationary point, as well as possible ways to accelerate such approximate solutions. If the nonconvex functional constraints do not appear, one type of approach for solving (1.1) is to directly generalize stochastic gradient descent type methods (see [10, 11, 12, 30, 1, 8, 34, 26, 28, 16] ) for solving problems with nonconvex objective functions. An alternative approach is to indirectly utilize convex optimization methods within the framework of proximal-point methods which transfers nonconvex optimization problems into a series of convex ones (see [13, 3, 9, 7, 15, 18, 29, 27] ). While direct methods are simpler and hence easier to implement, indirect methods may provide stronger theoretical performance guarantees under certain circumstances, e.g., when the problem has a large conditional number, many components and/or multiple blocks [18] . However, if nonconvex functional constraints φ piq pxq ď 0 do appear in (1.1), the study on its solution methods is scarce. To the best of our knowledge, there only exist a few works which discussed the complexity of penalty-based approaches for solving nonlinear programming problems with nonconvex functional constraints [4, 33] . However, these techniques are not applicable to our setting for the following reasons: a) they deal with functional equality rather than inequality constraints; and b) they cannot guarantee the feasibility of the generated solutions, but certain local non-increasing properties for the constraint functions. On the other hand, the feasibility of the nonconvex functional constraints appear to be important in our problems of interest.
The primary goal of this paper is to develop a novel algorithmic framework with guaranteed performance to find a KKT point for the nonconvex problem in (1.1), i.e., a pointx P X satisfying φ piq pxq ď 0, i " 1, . . . , m, and Dȳ P R m s.t. y piq φ piq pxq " 0, i " 1, . . . , m, and 0 P Bf pxq`ř m i"1ȳ
piq Bφ piq pxq`N X pxq. Meanwhile, we also made some progresses on the solutions of problems with convex functional constraints. More specifically, our contributions exist in the following several aspects.
Firstly, we present a new framework of proximal point method for solving the nonconvex functional constrained optimization problems, which otherwise seem to be difficult to solve by using direct approaches. The key component of our method is to exploit the structure of the nonconvex objective f , and constraints φ piq , i " 1, . . . , m, thereby turning the original problem into a sequence of functional constrained subproblems with a strongly convex objective and strongly convex constraints. We show that when the initial point is strictly feasible, then all the subsequent points generated in the algorithm remain strictly feasible. Hence by Slater condition, there exists Lagrange multipliers attaining strong duality for each subproblem. Furthermore, we analyze the conditions under which the dual variables are bounded, and show asymptotic convergence of the sequence to the KKT points of the original problem. Moreover, we provide the first iteration complexity of this proximal point method under certain regularity conditions. More specifically, we show that this method requires Op1{εq iterations to obtain an appropriately defined ε-KKT point (see Section 2 for more details).
Secondly, for practical use, we propose an inexact proximal point type algorithm for which only approximate solutions of the subproblems are given. Addressing the inexact solution is crucial for some important models such as stochastic and large scale problems in which exact solution is unattainable. To develop the convergence analysis of the proposed method, we present different termination criterions for controlling the accuracy for solving the subproblems, either based on the distance to the optimal solution, or in terms of functional optimality gap and constraint violation, depending on different types of constraint qualifications. We then establish the convergence or complexity of the inexact proximal point method for solving nonconvex functional constrained problems. We also present the overall complexity of the inexact proximal point method when a simple cooperative subgradient method is used to solve the subproblem under appropriate constraint qualification conditions.
Thirdly, we present the constraint extrapolation (ConEx) method, a variant of the primaldual method for saddle point optimization, to obtain accelerated rate of convergence for solving constrained strongly convex subproblems approximately. We show that if a bound on the optimal dual is known then the ConEx method can achieve an ε-approximate solution (i.e., optimality gap and infeasibility are Opεq) in the following three different settings with provable convergence rates: a) for deterministic objective and constraints, ConEx converges in Op1{ ? εq iterations, b) for stochastic objective and deterministic constraints, ConEx converges in Op1{εq iterations, and c) for stochastic objective and stochastic constraints, ConEx converges in Op1{ε 2 q iterations. We also establish the rate of convergence of this method in terms of the distance of the last iterate to the optimal solution. Moreover, if the upper bound on the optimal dual is not known a priori, we present a novel guess-and-check procedure which consists of guessing the bound and then provably verifying whether it is valid. We also provide the combined convergence and complexity analysis of inexact proximal point method while solving subproblems using the ConEx method.
This paper is organized as follows. Section 1.1 describes notation and terminologies. Section 2 introduces preliminaries on termination criterions. Section 3 presents the proximal point method for solving problem (1.1) and establishes its convergence behavior and iteration complexity. We also introduce an inexact variant of proximal point method in which subproblems are approximately solved and shows an overll iteration complexity result when the subproblems are solved by using a simple primal subgradient method. Section 4 deals with the convex subproblem and presents convergence results for the ConEx method, as well as the combined convergence analysis for solving problem (1.1) using the inexact proximal point method together with the ConEx method. We also extend this algorithm to the case with unknown upper bounds on optimal dual in this section.
Notation and terminologies
Throughout the paper, we use the following notations. Let rms :" t1, . . . , mu, and φpxq " " φ p1q pxq, . . . , φ pmq pxq ‰ T and the constraints in (1.1) be expressed as φpxq ď 0. Here bold 0 denotes the vector of elements 0. Size of the vector is left unspecified whenever it is clear from the context. ¨ denotes a general norm and ¨ ˚d enotes its dual norm. ¨ 2 stands for the Euclidean norm and inner product is denoted as x¨,¨y. Let B 2 prq :" tx : x 2 ď ru be the Euclidean ball of radius r centered at origin. Nonnegative orthant of this ball is denoted as B 2 prq. For a convex set X, we denote the normal cone at x P X as N X pxq and its dual cone as NX pxq. We denote interior of set C as intpCq. For a scalar valued function f and a scalar t, the notation tf ď tu stands for the set tx : f pxq ď tu. The "`" operation on sets denotes the Minkowski sum of the sets. rxs`:" maxtx, 0u for any x P R. For any vector x P R k , we define rxs`as elementwise application of the operator r¨s`. The i-th element of vector x is denoted as x i unless otherwise explicitly specified a different notation for certain special vectors.
For any convex function h, we denote the subdifferential as Bh. We refer to the distance between two sets A, B Ă R n as dpA, Bq :" min aPA,bPB a´b . A function rp¨q is λ-Lipschitz smooth if the gradient ∇rpxq is a λ-Lipschitz function, i.e. for some λ ě 0 ∇rpxq´∇rpyq ˚ď λ x´y , @x, y P dom r. An equivalent form is: rpyq`x∇rpyq, x´yy´λ 2 x´y 2 ď rpxq ď rpyq`x∇rpyq, x´yy`λ 2 x´y 2 , @x, y P dom r. A refined version of the above property differentiates between negative and positive curvature. In particular, we have rpyq`x∇rpyq, x´yy´ν 2 x´y 2 ď rpxq, @x, y P dom r.
(1.3) Here, we say that r satisfies (1.3) with parameter ν with respect to ¨ . Let ω : X Ñ R be continuously differentiable with L ω Lipschitz gradient and 1-strongly convex with respect to ¨ . We define the prox-function associated with ωp¨q as W py, xq :" ωpyq´ωpxq´x∇ωpxq, y´xy, @x, y P X.
(1.4) Based on the smoothness and strong convexity of ωpxq, we have the following relation
(1.5) Moreover, we say that a function rp¨q is β-strongly convex with respect to W p¨,¨q if rpxq ě rpyq`x∇rpyq, x´yy`βW px, yq, @x, y P X.
(1.6)
Problems of Interest and Termination Criterions
Our main problem of interest is the nonconvex composite problem in (1.1) with the objective function and constraints given by f :" f n`fc and φ piq :" φ piq n`φ piq c ,i " 1, . . . , m, respectively. We make the following assumptions:
1. f n : X Ñ R and φ piq n pxq : X Ñ R (i P rms) are nonconvex and continuously differentiable, satisfying the lower curvature condition in (1.3) with parameters µ 0 and µ i , i P rms, respectively, with respect to ¨ . Sometimes, we will also assume that f n and φ n are smooth functions to apply accelerated primal-dual type methods (see Section 4).
2. f c : X Ñ R is a proper convex lower semicontinuous function.
3. φ piq c : X Ñ R (i P rms) are convex and continuous functions.
Let f˚be the optimum of problem (1.1). Given the above assumptions and compactness of X, we have f˚ą´8.
In order to discuss the termination criterion for solving this problem, we first need to properly generalize the subdifferential for the objective function f and constraints φ piq because they are possibly nonconvex and nondifferentiable. Let Bf c and Bφ piq c , i P rms be the subdifferentials of f c and φ piq c . We define
Bf pxq " ∇f n pxq`Bf c pxq Bφ piq pxq " ∇φ piq n pxq`Bφ piq c pxq, i P rms. Note that Bf " ∇f n when f is a "purely" differentiable nonconvex function and Bf " Bf c when f is a nonsmooth convex function.
Using these objects, we can define a Karush-Kuhn-Tucker (KKT) condition for this class of nonsmooth nonconvex problem (1.1) as follows.
Definition 2.1. We say that x˚P X is a critical KKT point of (1.1) if φ piq px˚q ď 0 and D
The parameters ty˚p iq u iPrms are called Lagrange multipliers. For brevity, we use the notation yå nd ry˚p 1q , . . . , y˚p mq s T interchangeably. It is well-known that for solving smooth nonlinear optimization problems, the KKT condition is necessary for achieving optimality under the classical Mangasarian-Fromovitz constraint qualification (MFCQ). Using the subdifferential Bf and Bφ piq defined above, we will show that the KKT condition in (2.1) is a first-order necessary optimality condition for the composite nonconvex optimization problem in (1.1) under the following MFCQ type assumption.
Assumption 2.1 (MFCQ).
There exists a direction z P´NXpx˚q such that max
where Apx˚q denotes the indicator set of all active constraints.
Proposition below characterizes a local optimal solution of problem (1.1) and its proof is given in the appendix. Proposition 2.2. Let x˚be a local optimal solution of the problem (1.1). If x˚satisfies Assumption 2.1, then there exists y˚p iq ě 0, i P rms such that (2.1) holds.
Due to the hardness of computing the global or even local optimal solution for solving nonconvex functional constrained problems, it is natural to seek critical KKT points of problem (1.1) or approximate KKT points defined as follows. Definition 2.2. We say that a point p x P X is an pǫ, δq-KKT point for problem (1.1) if there exists px, yq such that φpxq ď 0, y ě 0 and
Similarly a stochastic pε, δq-KKT point generated by stochastic algorithms can be defined as a point p x P X such that (2.3) is satisfied under expectation w.r.t. the random variables involved in these methods. Note that if δ " 0 then p x coincides with x. In this case, we call p x as an ε-KKT point by dropping δ in the notation. Clearly a 0-KKT point satisfies the KKT condition (2.1) exactly since both ε " δ " 0. The parameter δ in the approximation criterion (2.3) is introduced to discuss the convergence rate of our algorithm when the constrained convex subproblems in each iteration are solved inexactly. Termination criterion with δ ą 0 has been used in [18, 7] when solving the subproblems of the proximal point methods inexactly. However, under exact oracle for the subproblems, there is no need to use δ and in this case, we work with the stronger ε-KKT approximation criterion.
In the analysis of the proximal point algorithm, we constantly come across strongly convex constrained subproblems of the form min Lpx, yq (2.14)
We will use the gap function of the above saddle point formulation (2.14) to bound the optimality and feasibility of the constrained convex problem (2.4) separately, in terms of the definition 2.3.
Proximal Point Methods for Functional Constraint
Our goal in this section is to develop a general proximal point method for the nonconvex functional constrained problem (1.1). In Section 3.1, we present an exact proximal point method which requires a weak assumption on constraint qualification. Section ?? discusses an inexact proximal point method whose convergence requires a stronger but verifiable condition on constraint qualification. Section 3.3 discusses the convergence of the inexact proximal point method in which the subproblems are solved by a simple primal subgradient type method.
Exact proximal point method
The main idea of the proximal point method (see Algorithm 1) is to translate the nonconvex problem into a sequence of convex subproblems by adding strongly convex terms to the objective and to the constraints. Specifically, each step of the proximal point algorithm involves a convex subproblem (3.3) with convex constraints. It can be observed that, by adding a strongly convex proximal term, F k pxq is µ 0 -strongly convex and Φ piq k is µ i -strongly convex relative to W p¨,¨q. Hence, each subproblem will have a unique global optimal solution.
Algorithm 1 Exact Constrained Proximal Point Algorithm
Our main goal in this subsection to analyze the convergence behavior of Algorithm 1. We will first describe some basic properties of Algorithm 1, e.g., montone descreasing of objective values. Moreover, by properly imposing some constraint qualification assumptions, we will establish the asymptotic convergence and rate of convergence of this method to compute an approximate KKT point of problem (1.1).
Theorem 3.1 describes some basic properties of Algorithm 1, namely, the square summability of x k´1´xk and sufficient descent property.
Theorem 3.1. Assume that x 0 is feasible for (1.1) in Algorithm 1. Then a) Either the algorithm terminates at x 1 " x 0 or all the generated points x 1 , x 2 , ..., x k ... are strictly feasible for problem (1.1), and satisfy
, and then the algorithm terminates, or tf px k qu is strictly decreasing and has a limit point r f ą´8. In that case we have lim kÑ`8
Proof. We first show part a). Note that x 0 is a feasible solution of subproblem (3.3) for k " 1. By definition, the optimal solution of this problem is x 1 . If x 1 " x 0 then we have nothing to prove. So assume that x 1 ‰ x 0 . Since Φ piq k px 1 q ď 0 for all i P rms. Hence, we have φ piq px 1 q ă 0 for all i P rms implying that x 1 is strictly feasible. Moreover, by continuity of φ piq , we have that intptφ ď 0uq ‰ H. We prove the rest of the claim by induction. Assume that our claim holds for x k´1 , namely φ piq px k´1 q ă 0, then x k´1 is strictly feasible for the k-th subproblem (3.3) with F k and Φ k . If x k " x k´1 , the claim holds by the induction assumption. Otherwise, by the feasibility of x k for (3.3), we have φ piq px k q ă Φ piq k px k q ď 0 for all i P rms. Due to the optimality of x k for solving subproblem (3.3) and noting the strong convexity of objective function F k , we have for all feasible x that F k pxq ě F k px k q`µ 0 W px, x k q. By inductive hypothesis, we have x k´1 is a feasible solution. Hence, taking x " x k´1 , and using strong convexity of ωpxq we have x k´1´xk 2 ď 2 3µ0 rf px k´1 q´f px k qs. (3.6) Summing up (3.6) for k " 1, 2, 3, ...K yields the result in part a).
To show part b), we observe that the fact that tf px k qu is a decreasing sequence immediately follows from (3.6). Moreover, we have strict monotonicity if x k ‰ x k´1 for all k. In that case we conclude that lim kÑ`8 f px k q " r f for some r f ě f˚and lim kÑ`8 x k´xk´1 " 0.
Strict feasibility is a common assumption to show the existence of Lagrange multipliers for convex programming. Henceforth, we will assume that the initial point x 0 is strictly feasible for problem (1.1) throughout this section. Consequently, we can develop a boundedness condition on the dual variables for the subsequence iterations. T such that y k ě 0, and
and we have the following boundedness condition:
Proof. Strict feasibility of x 0 along with Theorem 3.1.a) imply that each subproblem (3.3) in Algorithm 1 satisfies Slater constraint qualification for all k ě 1. Hence, (3.7) follows from KKT necessary condition with Slater constraint qualification. In particular, (3.7) is a direct application of (2.7) and (2.8) after taking p " F k , x˚" x k and y˚" y k . Similarly, applying Lemma 2.3 and placing x " x k´1 in (2.9) yields
Thus relation (3.8) immediately follows.
In view of Proposition 3.2, strict feasibility assumption implies a particular bound of y k for each k " 0, 1, 2, .... As a special case, if x k " x k´1 for some k ą 1, then the optimal point is interior to the inequality constraints, we have y k " 0. Conceptually, we hope that the boundedness of ty k u and proximity of tx k u leads to convergence to the KKT condition of problem (1.1). However, Proposition 3.2 does not precisely describe the limiting behavior of the dual sequence. For instance, it does not preclude the case that the limit of the sequence y k 1 tends to infinity, which is possible when x k converges to boundary points. In the latter case, the existence of the dual multiplier y k to the subproblem does not necessarily implies that the KKT conditions of problem (1.1) will be approximately satisfied. In what follows, we describe two sufficient conditions under which convergence to the KKT solutions can be established. We show that the assumptions are relatively weak in the sense that only some kind of MFCQ is required.
Assumption 3.3 (Subsequence boundedness).
Given the sequence of primal variables tx k u 8 k"1 , one limit point x˚, and the sequence of optimal dual variables ty k u 8 k"1 , if tx i k u is a subsequence convergent to x˚, then the subsequence ty i k u is bounded.
The following lemma shows that MFCQ implies the subsequence boundedness condition.
Lemma 3.4. In Algorithm 1, let x˚be a limit point of the sequence tx k u. Assume that there exists some z P´NXpx˚q such that (2.1) is satisfied, then Assumption 3.3 is satisfied.
Proof. We prove by contradiction, that the dual variable associated with the convergent subsequence is bounded. Let x˚P X be a limit point of the sequence tx k u. Passing to a subsequence if necessary, we have lim kÑ8 x k " x˚. For the sake of contradiction, assume that ty k u is not bounded. Then there exists a subsequence tj k u such that lim kÑ8 y j k 1 " 8. Due to the optimality of x j k , we have
Without loss of generality, we assume lim kÑ8 v j k " v˚. Dividing both sides of (3.9) by y j k 1 , taking k Ñ 8 and using continuity of φ, we have
Given that x˚is optimal, the first order condition implies 
piq px˚q, i P rms, and u P N X px˚q be such that u`ř iPrms g
where the first inequality follows since z P´NXpx˚q and u P N X px˚q hence z T u ď 0, the second inequality follows due to the fact that v˚p iq ě 0 and g piq φ px˚q P Bφ piq px˚q and the last strict inequality follows since (2.1) and v˚p iq ą 0 for at least one i P Apx˚q. Hence we obtain a contradiction and conclude that ty j k u is a bounded sequence and finish the proof.
We are now ready to state our first general convergence result for Algorithm 1. Proof. From the KKT condition for the k-th subproblem and noting that
(3.14) Together with (3.12) we obtain ř m i"1 |y
15) where the first inequality follows from (1.5). In view of the convergence of tf px k qu according to Theorem 3.1, we have
Let tx j k u be a convergent subsequence to x˚. Based on Assumption 3.3, y j k is bounded above. Passing to a subsequence if necessary, we have lim kÑ8 y j k " y˚. Then y˚ě 0, φpx˚q ď 0 and
Moreover, using part two of Theorem 3.1 we have lim kÑ8 f px j k q " r f ą´8. We will show f px˚q " r f . First, due to lower semicontinuity of f , we have f px˚q ď r f . Next, taking k Ñ 8 in (3.9) in Lemma 3.4 , noting the definition of r f and continuity of φ, we have r f`y˚T φpx˚q ď f pxq`y˚T φpxq`2pµ 0`µ T y˚qW px, x˚q, @x P X. (3.17) Plugging the value x " x˚in the above relation, we have f px˚q ě r f . Consequently, we have f px˚q " r f . Replacing r f by f px˚q in the condition (3.17), the optimality of x˚implies
18) Here note that we dropped the term, ∇ωp¨q´∇ωpx˚q, which evaluates to 0 at x˚. From equations (3.16), (3.18) and the assertion that y˚ě 0 and φpx˚q ď 0, we conclude that px˚, y˚q is a KKT point of problem (1.1).
Our goal in the remaining part of this subsection is to develop the iteration complexity, i.e., a bound on the number of iterations performed by Algorithm 1, using the notion of an ε-KKT point given in Definition 2.2. To achieve this goal, we require a stronger assumption of uniform bounded dual sequence. Assumption 3.6 (Uniform boundedness). Given the sequence of optimal dual variables ty k u of subproblem (3.3), the whole sequence ty k u is bounded:
In the following lemma, we show that uniform boundedness of dual variables can be guaranteed under some mild conditions. Lemma 3.7. If Assumption 3.3 holds for every limit point x˚of Algorithm 1 , then Assumption 3.6 also holds.
Proof. The boundedness of y k can be proved by contradiction. Suppose that there exists an unbounded subsequence ty i k u such that lim kÑ8 y i k 1 " 8. Since X is a compact set and tx i k u is a bounded sequence, there exists a convergent subsequence tj k u Ď ti k u: lim kÑ8 x j k " x˚. However, ty j k u is bounded according to Assumption 3.3. Hence we have a contradiction.
Below, we state an immediate corollary of Lemma 3.4 and Lemma 3.7 which gives uniform bounds on the the sequence y k 1 using a stronger version of MFCQ.
Corollary 3.8. Suppose z P´NXpx˚q satisfying (2.1) exists for every limit point x˚of Algorithm 1 then Assumption 3.6 holds.
In the corollary above, we used condition (2.1) for every limit point, x˚, of Algorithm 1 in order to show that Assumption 3.6 holds. However, it is difficult to verify whether this condition is satisfied. Alternatively, we provide another verifiable sufficient condition that ensures uniform boundedness assumption.
Lemma 3.9. Let D X :" max x,yPX a 2W px, yq. Suppose there exists s x P X such that
Then Assumption 3.6 holds, and specifically, we have the following uniform bound:
where µ min " min 1ďiďm µ i .
Proof. Based on (3.20), for subproblem 3.3, we have
Then the existence of the KKT point px k , y k q follows from the Slater condition. Moreover, taking p " F k and x " s x in Lemma 2.3, and noting that y k ě 0, one has f ps xq`2µ 0 W ps x, x k´1 q´f px k q´2µ 0 W px k , x k´1 q ě xy k ,´Φ k ps xqy. Combining the above two inequalities together, we successively deduce
Finally, since the feasible region of the subproblem 3.3 is smaller than that of Problem 1.1, we have f px k q ě f˚. The result immediately follows.
Note that (3.20) is a local and a verifiable condition and it provides a computable uniform bound B, as in accordance with the result of Lemma 3.9 . While it appears that (3.20) is quite distinct from (2.1), we would like to point out certain similarities between these two conditions. To understand this connection better, let us assume that φ piq is smooth function. Then for all x P X, we have 
Recall that the existence of a Minty solution, s x, for variational inequality problem on mapping ∇φ piq , is the following condition x∇φ piq pxq, x´s xy ě 0, @x P X, (3.24) which is stronger than (3.23). Hence φ satisfying (3.20) is not necessarily quasi-convex. However, existence of Minty solution, s x, gives an 'almost' sufficient condition for ensuring (2.1) in the following way. Set x " x˚in the (3.24). Then we obtain that z " s x´x˚satisfies (2.1) with strict inequality replaced by nonstrict inequality. Since there is no implication from (3.23) to (3.24) (in fact, the implication is in the opposite direction), so a direct comparison for the weaker among the two condition (3.20) and (2.1), can not be made as such.
Having provided with two sufficient conditions for the uniform boundedness assumption, we now present the main complexity result of Algorithm 1 in the following theorem. Theorem 3.10. If the dual sequence ty k u is bounded, i.e., Assumption 3.6 holds such that
Proof. We derive the complexity to compute an approximate KKT point. By definition of p k, (3.25) , the relation (3.13), (3.14) and (3.38) we conclude that ř m i"1 |y
Moreover, due to Theorem 3.1.a), we have φpx p k q ď 0 and due to Proposition 3.2, we have y p k ě 0. Hence we conclude the proof.
In view of Theorem 3.10, it requires the exact proximal point method to perform Op1{εq iterations to find an ε-KKT point. To the best of our knowledge, this is the first complexity result of proximal point methods for solving nonconvex functional constraint models.
It should be noted, however, that we need to assume the access to an oracle that solves the convex subproblem (3.3) exactly in Algorithm 1. Such a problem can be efficiently solved by polynomial time algorithms, e.g., by the ellipsoid method and interior point methods, if the problem dimension is relatively small to medium. However, there exist scenarios where exact solutions are difficult to attain, e.g., when the objective or constraints are expectation of stochastic functions. Hence we turn our attention to a new algorithm which can deal with approximate solutions for the subproblem (3.3) in next subsection.
Inexact proximal point method
In this subsection, we propose an inexact variant of the proximal point method which solves the subproblem inexactly. To understand our motivation for the analysis of inexact proximal point method, consider the case when objective function is given in the form of f pxq " E ξ rF px, ξqs, where F px, ξq is a stochastic function on some random variable ξ and is possibly nonconvex with respect to the parameter x. Consequently, the objective function in the subproblem (2.4) is given by E ξ rF px, ξqs`µ 0 x´s x 2 . To the best of our knowledge, stochastic optimization algorithms for solving this type of problem will exhibit a sublinear rate of convergence, making it difficult to attain high-precision solution.
To deal with this type of problem, we propose a (stochastic) inexact proximal point method as shown in Algorithm 2. The main difference between Algorithm 2 and Algorithm 1 is that the former permits approximately optimal solutions. To distinct exact and approximate solution, we denote exact solution as xk and corresponding dual solution as yk hereafter for this section. Since each subproblem (3.3) is solved inexactly, the sequence generated by Algorithm 2 can become infeasible with respect to the original problem. If x k´1 is infeasible with respect to (1.1), then we can not guarantee feasibility of the subproblem (3.3) in general. This also implies obtaining bounds on Lagrange multipliers is more challenging for inexact case. However, we show that if successive problems are solved accurately enough then we can obtain strict feasibility of the iterates and moreover, also show boundedness guarantees on y k 1 as in the previous subsection.
Throughout the rest of this subsection, we assume that F k is Lipschitz continuous with constant M 0 , Φ piq k is Lipschitz continous with constant M i , i P rms, and denote M " rM 1 , M 2 , ..., M m s T . Proposition 3.11 shows that the sequence tx k u is strictly feasible if the subproblem (3.3) is solved accurately enough. Mi µi }x k´xk }`}x k´xk } ă }x k´1´xk }, for all i P rms, (3.27) then x k is a strictly feasible point for problem (1.1). If x 0 is strictly feasible, then the whole sequence tx k u is strictly feasible.
Proof. Part a). Let us use ε k " }x k´xk } for brevity. From the definition of φ k and feasibility of xk , we have
Combining the above two results together, we have φ piq px k q ă 0. Part b). We successively deduce
(3.30) We immediately observe that f px k q is decreasing. Since f is bounded below, we have the convergence lim k f px k q " r f for some r f ą´8. Summing up the above relation for k " 1, 2, ..., we have
Therefore, the last result immediately follows.
The following lemma shows that MFCQ (2.1) along with (3.27) and (3.28) is sufficient to guarantee dual boundedness assumptions for Algorithm 2. b) If Assumption (2.1) holds at every limit point of tx k u, then the whole sequence tyk u is uniformly bounded, i.e. Assumption 3.6 holds, i.e., }y k } 1 ď B for some constant B ą 0. Then after K iterations, there exists an pε K , s ε K q-KKT point with ε K , s ε K P Op1{Kq.
Proof. Part a) Let x˚P X be a limit point of the sequence tx k u and let tx j k u be a convergent subsequence to x˚. Denote txk u the primal optimal solutions for the sequence of subproblems. Due to Proposition 3.11, lim kÑ8 xj k " x˚, hence x˚is also a limit point of sequence txk u. Using Lemma 3.4 we can show yj k is bounded, hence concluding that Assumption 3.3 holds. Applying Lemma 2.3 with p " F k , ψ " Φ k , x " x k´1 and x˚" xk , we have f px k´1 q´f pxk q ě 2µ 0 W pxk , x k´1 q`pµ 0`µ T yk q W px k´1 , xk q. (3.32) Together with (3.12) we obtain
Consider 
.., m. The rest of the proof is slightly simplified from the proof of Theorem 3.5, since we assume that f is continuous. The KKT condition for the subproblem implies that
Bφ
piq pxk q`N X pxk q, 0q
(3.37) In addition, by KKT condition we have
38) where the last inequality is due to (3.30) .
Furthermore, by the assumption of (3.28) and relation (3.30) we have }x k´xk } 2 ď }x k´1´xk } 2 ď 2 µ0 rf px k´1 q´f px k qs. It can be seen that to obtain an approximate KKT solution with small error, it suffices to bound f px k´1 q´f px k q.
Since min 1ďkďK rf px k´1 q´f px k qs ď
, the result immediately follows.
Note that even though (2.1) along with (3.27) and (3.28) yields sufficient conditions to guarantee the convergence of the inexact proximal point method. Its applicability is limited for the following reasons. First, the optimality criteria of x k , i.e., relations (3.27) and (3.28) are difficult to verify algorithmically in general since one does not know xk . Second, in order to ensure such conditions, one needs to develop algorithms satisfying convergence of x k to xk . We provide a primal-dual type algorithm in Section 4 which exhibits this type of convergence for solving problem (3.3). On the other hand, the primal type algorithm presented in Subsection 3.3 does not guarantee this type of convergence.
However, as in the previous subsection, we can use the condition (3.20) to obtain uniform bounds on yk 1 for Algorithm 2 as well. In particular, the uniform boundedness result of Lemma 3.9 is applicable for yk 1 of Algorithm 2 as we never used optimality of x k in the proof of Lemma 3.9. In fact, (3.20) ensures feasibility of the subproblem (3.3) for any x k´1 P X. Hence this condition is sufficient for ensuring two core assumptions required for analyzing convergence rates of Algorithm 2: feasibility of (3.3) and boundedness of y k 1 . In this case, we only need to assume that x k satisfies the functional optimality gap and constraint violation as given in Definition 2.3.
We are now ready to show the convergence result for Algorithm 2.
Theorem 3.13. In Algorithm 2, suppose that Assumption 3.6 holds such that yk 1 ď B. More-over, assume that the definition of x k in Algorithm 2 is given by
where µ max :" max iPrms µ i ,
Proof. Let ∆ k " F k px k q´F k pxk q and s ∆ k " rΦ k px k qs` 2 . Using Definition 2.3 we have Er|∆ k |s ď δ k and Er s ∆ k s ď s δ k . In view of Lemma 2.3 and the strong convexity of F k and Φ k , we have
Setting k " p k in the above relation and taking expectation, we have
where the third inequality above is due to the Cauchy-Schwarz inequality and the boundedness of }yk } 2 : yk 2 ď yk 1 ď B. Analogously, by setting x " x k´1 in (3.41) and noticing F k px k´1 q " f px k´1 q we have Here the second inequality use the following property: for k ą 1, φ piq px 0 q ď }y1 } 2 s ∆ 0 . Summing up the inequality (3.42) for k " 1, . . . , K, we obtain Let p k be the random index from 1, . . . , K. Then, in view of (3.45), (3.44) and bound on yk 1 , we have
46) Moreover, using the complimentary slackness for the subproblem and the relation (3.44), we have
Hence we conclude the proof.
Immediate corollary of Theorem 3.13 is as follows:
Corollary 3.14. Under the assumptions of Theorem 3.13, suppose that in Algorithm 2, we set δ k " c s δ k for some c ą 0, and s δ k " ε{p2c 1 c 2 q, where
Then after running at most K " 2c 1 p∆ f`B s ∆ 0 q{ε iterations, we obtain an pε, 2ε{pµ 0 c 1 qq-KKT point of Problem (1.1).
Proof. Suppose δ k and s δ k are constants throughout Algorithm 2. Then, according to (3.40), we have ε K ď c 1 Γ K {K. Choosing given values of δ k , s δ k and K, we have
Moreover, we have
µ0c1 . Hence we conclude the proof.
Primal method: the CSA algorithm
Within the framework of the inexact proximal point method one can solve the strongly convex subproblem given in the form of (2.4) using algorithms with suitable performance guarantees as discussed in the previous subsection. In this subsection, we consider the cooperative stochastic approximation (CSA) [20] which can guarantee the required convergence criterion (c.f. Definition 2.3) for strongly convex and possibly nonsmooth functional constrained optimization problems. In order to adapt to the CSA setting, we assume m " 1 and ignore the composite structure of p and ψ. The problem setup is stated as follows: a) p : R n Ñ R is a α p -strongly convex function with respect to the norm ¨ , b) ψ : R n Ñ R is α ψ -strongly convex function with respect to the norm ¨ .
Moreover, the objective function p is given as an expectation function, i.e., ppxq " ErP px, ξqs, where random input ξ P Ξ models the uncertainty in p. We assume access to a stochastic oracle such that for any x P X and a.e. ξ P Ξ, we have P 1 px, ξq P B x P px, ξq. We also assume the following Lipschitz continuity property. Assumption 3.15. For any x P X and a.e. ξ P Ξ,
ψ , where ψ 1 pxq P B x ψpxq. Moreover, P is α p -strongly convex for a.e. ξ P Ξ.
Under these assumptions, we can solve problem (2.4) by using the following CSA algorithm.
Algorithm 3
The Cooperative SA algorithm
otherwise.
The following result in [20] shows the convergence of CSA with carefully choosen stepsizes
From Proposition 3.16, it is clear that to obtain an pε, εq-solution for problem (2.4), we need the number of CSA iterations bounded by
Using this fact we can derive an overall complexity bound for Algorithm 2. Proof. We set the total outer iteration to K in Corollary 3.14 and the total inner iterations to N s ε in (3.48), where s ε is set to s δ k from Corollary 3.14. Then according to Corollary 3.14, we obtain an pε, 6ε{pµ 0 c 1 qq-KKT solution. Total complexity is
Observe that CSA is a simple primal nonsmooth optimization method. One possible advantage of this method is that we do not need to perform updates on the dual and provide any estimate of the size of optimal dual solution. However, this type of method does not necessarily exhibit the best possible rate of convergence if the objective function contains smooth components. To achieve faster convergence rate, we will exploit the smoothness, strong convexity and composite structure of the problem, and develop a primal-dual type method for solving problem (2.4) in next section.
Constraint Extrapolation for Proximal Point Method
In this section, we present a constraint extrapolation (ConEx) method for solving strongly convex subproblems (2.4) and establish the overall complexity of the inexact proximal point method with subproblems solved by ConEx.
The ConEx method
The ConEx method can be viewed as a variant of the primal-dual method for solving bilinear saddle point point problems [5, 6, 19, 17, 16] which was recently generalized by Aybat et al. [14] to handle more general functional coupling term. This subsection extends the results in [14] in the following way. Firstly, we establish explicit rate of convergence for the primal-dual method for solving function-constrained stochastic optimization problems where either the objective function and/or constraints are given in the form of expectation under the assumption that bound on the optimal dual is known in advance. Secondly, we further extend this generalized algorithm for the case of unknown upper bounds on the optimal dual. In particular, we show that our algorithm can search for the correct bound on y adaptively while being at most constant factor worse than the case in which optimal bound is known. Thirdly, we establish the convergence rate for the distance from x k to x˚which can be used to derive the convergence of the inexact proximal point method under MFCQ type conditions as in Proposition 3.11.
Before proceeding to the details of the analysis, we introduce the problem set up and some notations for the stochastic setting. Unlike the CSA method, here we exploit the composite structure and smoothness of functions p and ψ. In particular, we make the following assumptions:
We denote L " pL 1 , . . . , L m q T as the vector of moduli of smoothness for s ψ piq , i P rms and α " pα 1 , . . . , α m q T as the vector of moduli of strong convexity for H piq , i P rms. We assume that we can access the first-order information of functions s p, s ψ piq and zeroth-order information of function ψ piq using a stochastic oracle (SO). In particular, given x P X, SO can output F px, λq, G p px, ξq, G i px, ξq such that,
ErF px, λqs " ψpxq,
where ξ and λ are independent random vectors which model the source of uncertainty and both are independent of the search point x. We call G p and G i as stochastic gradients of functions p and s ψ piq at point x, respectively. We denote G p t :" G p px t , ξ t q, G i t :" G i px t , ξ t q and F t :" F px t , λ t q for simplicity.
The constraint extrapolation method is formally described in Algorithm4 below. Note that
Algorithm 4 Constraint Extrapolation Method (ConEx Method)
Input: px 0 , y 0 q, tγ t , τ t , η t , θ t u tě0 , B, T. 1: px´1, y´1q Ð px 0 , y 0 q and F´1 Ð F 0 . 2: for t " 0, . . . , T´1 do 3:
4:
(´1" y t`1 τt s t ‰`.
5:
line 3 of Algorithm 4 extrapolates F t which represents constraint values at point x t , justifying the name of the algorithm. Line 4 is standard prox operator associated with inner product function x´s t , xy and set B 2 pBq. Line 5 also uses a prox operator defined in (2.5) which uses Bregman divergence W instead of standard Euclidean norm. Final output of the algorithm in line 7 is the weighted average of all primal iterates generated. If we choose σ ψ " σ p " σ i " 0 for i " 1, . . . , m then we recover the deterministic gradients and function evaluation. Henceforth, we assume general non-negative values for such σ's and provide a combined analysis for these settings. Later, we will substitute appropriate values of σ's to finish the analysis for three different cases: a) Completely deterministic setting where both gradients and functions are deterministic.
Here σ p " σ i " σ ψ " 0 for all i P rms.
b) Deterministic-stochastic setting when constraint function evaluation is deterministic but gradients are stochastic (this can occur when constraints are deterministic and objective is stochastic). Here only σ ψ " 0 but σ p , σ i ě 0 can take arbitrary values. 1) and (4.2) hold. Moreover, Assume that tγ t , θ t , η t , τ t u satisfy γ t τ t ď γ t´1 τ t´1 , γ t η t ď γ t´1 pη t´1`αh,t´1 q,
where L p,t " L p`L T y t`1 and α h,t " α h`α T y t`1 for all t. Then for T ě 1, we have
where x˚is the optimal solution of (2.4), ζ :"
, C is the absolute constant for equivalence of ¨ ˚a nd ¨ 2 , and σ :" rσ 1 , . . . , σ m s T is the vector of standard deviations and Γ T :" ř T´1 t"0 γ t . Moreover, let px˚, y˚q be the saddle point solution of (2.11). If B ě y˚ 2`1 then for T ě 1, we have
5) and
Er rψps x T qs` 2 s ď
Now we specialize the results in Theorem 4.1 for three different settings as discussed earlier.
Completely deterministic setting. In this setting, we have σ p " σ i " σ ψ " 0, and obtain the following convergence result by properly specifying the step size parameters.
Corollary 4.2. Set tγ t , θ t , η t , τ t u and κ according to the following:
Then, for all T ě 1, we have
In particular, if a bound B satisfying B ě y˚ 2`1 is known then we obtain an pε{2, εq-solution of the problem (2.4) in T ε pB, κq iterations where
and hence W px˚, x T q ď ε when
Proof. It is easy to see that tγ t , θ t , η t , τ t u in (4.7) satisfy (4.3). So according to (4.4) with y 0 " 0 and T ě 1, we have
Noting
Noting the bound on W px˚, x 0 q in (4.13), we obtain (4.9). Using (4.9) and (4.10), we have
T pT`2κ`3q ď ε 2`ε 2 " ε. Moreover, using (4.8) and (4.10), we have
In (4.5), choosing y 0 " 0, and noting the bound on y˚ 2 and W px˚, x 0 q, we have (4.11). Finally, noting
, where r T "
T κ`1 . Setting r T according to T in (4.12) yields
Deterministic-stochastic setting. In this setting, we have σ ψ " 0 and σ p , σ i ě 0 with at least one of the inequality being strict. For this case, we propose a similar stepsize scheme.
Corollary 4.3. Set tγ t , θ t , η t , τ t u and κ according to the following:
In particular, if a bound B satisfying B ě y˚ 2`1 is known then we obtain an p2ε{3, εq-solution of the problem (2.4) in T mix ε pB, κq iterations where
and hence ErW px˚, x T qs ď ε when
Proof. It is easy to see that tγ t , θ t , η t , τ t u in (4.14) satisfy (4.3). So according to (4.4) with y 0 " 0 and T ě 1, we have
Noting the bound on W px˚, x 0 q in the above equation, we obtain (4.15). From (4.6) for T ě 1, we have
Here we use the bound γt ηt´Lp,t ď 2pκ`2q α h for all t ě 0. Noting the bound on W px˚, x 0 q in (4.20), we obtain (4.16). Using (4.16) and (4.17), we have
ď ε 3`ε 3`ε 3 " ε where the second inequality follows by substituting T " T mix ε pB, κq. Similarly, using (4.15) and (4.17), we have
In (4.
for all t ě 0 we have (4.18). Finally,
and setting r T according to T in (4.19) yields W px˚, x T q ď ε 3`ε 3`ε 3 " ε. Hence we conclude the proof.
Completely stochastic setting. In this setting we make no assumption on σ ψ , σ p and σ i . For this case, we need a different stepsize scheme to guarantee the convergence of the ConEx Method.
Corollary 4.4. Set tγ t , θ t , η t , τ t u and κ according to the following:
Then, for all T ě κ`2, we have
In addition, if B ě y˚ 2`1 then for all T ě κ`2, we have
(4.23) In particular, if a bound B satisfying B ě y˚ 2`1 is known then we obtain an pε, εq-solution of the problem (2.4) in T stoch ε iterations where
ı (4.25) and hence ErW px˚, x T qs ď ε when
Proof. It is easy to see that tγ t , θ t , η t , τ t u in (4.21) satisfy (4.3). So according to (4.4) with y 0 " 0 and T ě 1, we have
Noting the bound on W px˚, x 0 q in the above equation and using the following bound for T ě κ`2
27) we obtain (4.22) . From (4.6) for T ě 1, we have
Here we used the bound γt ηt´Lp,t ď 2pκ`2q α h for all t ě 0. Noting the bound on W px˚, x 0 q in (4.28) and using (4.27) for T ě κ`2, we obtain (4.23). Using (4.23) and (4.24), we have
2 pκ`2q α h pT`2κ`3q ď ε 3`ε 3`ε 3 " ε where the second inequality follows by substituting T " T stoch ε pB, κq. Similarly, using (4.22) and (4.24), we have
for all t ě 0 we have for T ě 1
Using the above relation along with (4.27) for T ě κ`2, we obtain (4.25). Finally,
T κ`1 and setting r T according to T in (4.26) yields W px˚, x T q ď ε 3`ε 3`ε 3 " ε. Hence we conclude the proof.
Inexact constrained proximal point with ConEx method
In this subsection, we analyze the overall complexity for Algorithm 2 when solving (3.3) using the ConEx method. Moreover, for the case of the unknown upper bound on the dual solution, we develop a method that can adaptively search for the correct bound and show that its iteration complexity is only worse than the previous case by a constant factor.
Completely deterministic case
We start with the case when both the objective and constraint functions are deterministic. In this case, we utitlize Corollary 3.14 to compute overall number of ConEx iterations to obtain an approximate KKT point of problem (1.1).
Corollary 4.5. Assume that we know a uniform upper bound B ě yk 2`1 for each iteration k of Algorithm 2. Suppose that we run Algorithm 2 with subproblem (3.3) being solved by the completely deterministic version of Algorithm 4. Then we can obtain an pε, 2ε{µ 0 c 1 q-KKT point in at most Opε´1
.5 q ConEx iterations.
Proof. We set the total number of outer iterations, K and accuracy of each inner subproblem s ε according to Corollary 3.14. Moreover, we fix the number of inner iterations (i.e., ConEx iterations) to T s ε in (4.10). So we have s ε " ε{p2c 1 c 2 q where c 1 and c 2 are computed according to (3.47) using c " 1{2. We set c " 1{2 since according to Corollary 4.2, we obtain an ps ε{2, s εq-solution for each inner subproblem (3.3). Using Corollary 3.14 with c " 1{2, we can obtain an pε, 6ε{pµ 0 c 1 qq-KKT point. As a consequence, the total number of ConEx iterations can be bounded as
Suppose that a uniform upper bound B on yk 2 for each iteration k of Algorithm 2 is not available. Then, in view of Corollary 4.6, we can only bound the complexity of Algorithm 2 in terms of the yk 2 , k " 1, . . . , K. However, in such case, we can search for the right value of B algorithmically to provably obtain pε{2, εq-solution of the subproblem. More specifically, note that the parameter κ depends on B according to (4.7) and that Corollary 4.2 assumes that a bound B satisfying B ě y˚ 2`1 is given a priori. If we do not know such a bound then (4.9) yields a checkable sufficient condition for verifying B ě y˚ 2`1 . In fact, Corollary 4.2 shows that under the assumption B ě y˚ 2`1 then a single run of Algorithm 4 for T ε pB, κq iterations will output the final solution, s x, which must satisfy rψps xqs` 2 ď ε (C) Hence, any run that violates (C) gives a proof that B ă y˚ 2`1 . We use this fact in the following "Guess and Check" procedure.
Algorithm 5 Deterministic Guess and Check Procedure
Input: px 0 , y 0 q, tγ t , τ t , η t , θ t u tě0 , ε.
1: for l " 0, 1, . . . do
2:
B l Ð 2 l .
3:
s x Ð ConEx´px 0 , y 0 q, tγ t , τ t , η t , θ t u tě0 , B l , T¯.
5:
if condition (C) then 6: return s x.
7:
end if 8: end for
The following corollary bounds the number of iterations of Algorithm 5 to obtain an pOpεq, εq-solution for problem (2.4). In particular, we obtain an pε{2, εq-solution of the Problem (2.4) in at most 12 ?
L 2˘T ε pB, κq iterations where T ε pB, κq is defined in (4.10) for any B ě y˚ 2`1 and corresponding κ "
Proof. We know that for any B ě y˚ 2`1 , we will exit the for loop of Algorithm 5. Hence the algorithm will terminate in finite iterations. Suppose the algorithm terminated in N -th iteration.
Since it did not terminate in iteration pN´1q implies that B N´1 " 2 N´1 ă y˚ 2`1 . Hence, we obtain (4.29). Total number of iterations can be bounded by
L 2˘T ε pB, κq, where (i) follows due to following relations
, and (iii) follows due to the basic fact that sum of two nonnegative terms is at most twice of the max term and (iv) follows due to the fact that 2 l˚ď 2B and κ˚ě κ for any B satisfying
. Here (4.30) and (4.31) follows due to following two relations:
Note that if we do not know an upper bound on y˚a priori then we lose only a constant factor of inner loops (c.f. Algorithm 4 and corresponding Guess and Check Algorithm 5).
Deterministic-stochastic setting
Now we consider the second case in which we run Algorithm 4 in the deterministic-stochastic setting. We use the bound in Corollary 4.3 along with Corollary 3.14 to obtain an overall complexity result for Algorithm 2. For the sake of simplicity, we assume that Op Proof. We set total outer iteration, K, and the accuracy of each inner subproblem, s ε, according to Corollary 3.14. Moreover, we fix total inner iterations to T mix s ε in (4.17). So we have s ε " ε{p2c 1 c 2 q where constants c 1 , c 2 are computed according to (3.47) using c " 2{3. We set c " 2{3 since according to Corollary 4.3, we obtain an p2s ε{3, s εq-solution for each inner subproblem (3.3). Then, due to Corollary 3.14, we obtain an pε, 2ε{pµ 0 c 1 qq-KKT point of problem 1.1. Moreover, using T
, total inner iterations can be bounded as
Now, we show that if a priori bound B on y˚ 2 is not known then we can apply a similar guess and check procedure in order to estimate the optimal dual. Note that since σ ψ " 0 so we can evaluate constraints ψ exactly. Under this setting, we consider a new guess and check procedure with updated condition C.The following corollary specifies condition C used in Algorithm ?? and provides a convergence result.
Corollary 4.8. Suppose in condition C of Algorithm ??, we check for rψps xqs` 2 ď 4ε. Moreover, we run the ConEx method in deterministic-stochastic setting and use T " T mix ε pB l , κ l q in line 4 of Algorithm 5. Then we have that algorithm terminates in k iterations such that Erks ď l˚`4 3 , where l˚" rlogt y˚ 2`1 us. Moreover, total number of inner iterations is bounded by
Proof. Suppose B ě y˚ 2`1 then in view of Corollary 4.3, we have that E " rψps xqs` 2 ‰ ď ε. So by Markov's inequality, we have Since each round is an independent run of deterministic-stochastic ConEx method, it follows that for B ě y˚ 2`1 , number of iterations is a geometric random variable with probability of success at least 0.25. Hence we have that algorithm will terminate in at most 4 3 iterations in expectation. Note that l˚is the minimum integer l such that B l ě y˚ 2`1 . So we conclude the proof of first statement. Total number of inner stochastic iterations is at most
, where the inequality follows due to the relation κ l˚`l`2 ď 2 l pκ l˚`2 q for all l ě 0. Moreover,
q. where last inequality follows in view of (4.32) with l " l˚. Combining the two terms above, we conclude the proof.
Hence, for deterministic-stochastic case also, we obtain a constant factor in terms of expected iterations while maintaining same rate of convergence in ε.
Completely stochastic setting
Finally, we consider the third case, where we run Algorithm 4 in the completely stochastic setting. Corollary 4.4 gives a bound on number of iterations to obtain an pε, εq-solution. We will use the bound in Corollary 4.4 along with Corollary 3.14 to obtain an overall complexity result for Algorithm 2 Moreover, for the sake of simplicity, we henceforth assume that Op1{ε 2 q term in (4.17) dominates other terms.
Corollary 4.9. Assume that we know a uniform bound B ě yk 2`1 for each iteration k of Algorithm 2. Suppose we run Algorithm 2 with subproblem (3.3) being solved by stochastic version of Algorithm 4. Then we can obtain an pε, 2 µ0c1 εq-KKT point in total of Opε´3q iterations.
Proof. We set the total outer iteration, K, and the accuracy of each inner subproblem, s ε, according to Corollary 3.14. Moreover, we fix the total inner iterations to T stoch s ε in (4.24). So we have s ε " ε{p2c 1 c 2 q where constants c 1 , c 2 are computed according to (3.47) using c " 1. We set c " 1 since according to Corollary 4.4, we obtain an ps ε, s εq-solution for each inner subproblem (3.3). Then, due to Corollary 3.14, we obtain an pε, 2ε{pµ 0 c 1 qq-KKT point of problem 1.1. Moreover,
1 s ε 2 , total inner iterations can be bounded as
We now show that the so-called guess and check procedure can be applied even in the fully stochastic setting. In this case, the analysis is little harder, as guess and check procedure relies on the fact that one can compute constraints exactly to perform the check. However, in completely stochastic case, this is check can not be performed anymore. In this case, we need to sample function many time to obtain an estimate of reasonable accuracy. For that purpose, we assume access to a stochastic zero-th order oracle F piq px, λq such that random variable λ is independent of x and satisfies ErF piq px, λqs " ψ piq pxq, i " 1, . . . , m,
This assumption is also known as the 'light-tail' assumption in the literature. This assumption is required to establish stronger large deviation properties on F piq px, λq. We can deduce the following concentration bound from the assumption in (4.34). , @i P rmss ě 1´ǫ. Noting that the event implies s F pxq´ψpxq 2 ď π, we obtain (4.36). Hence we conclude the proof.
We show that result of Proposition 4.10 can be used inside guess and check procedure to obtain a high probability convergence. The following corollary specifies condition C used in Algorithm 5. with probability at least 1´ε. Moreover, total expected inner iterations is bounded by
Proof. We can bound the expectation of random variable r s F ps xqs` 2 as follows. Suppose we have B ě y˚ 2`1 and T " T stoch ε pB, κq in accordance with (4.24), then we have
Eξ,λ rψps xqs` 2 ď E ξ E λ|ξ ψps xq´s F ps xq 2`Eξ rψps xqs` 2 .
(4.40) Now note that conditional expectation E λ|ξ ψps xq´s F ps xq 2 is equivalent to assuming s x is a constant so we can apply Jensen's inequality to obtain E λ|ξ ψps xq´s F ps xq 2 ď E 1{2 λ|ξ ψps xq´s F ps xq
where c is an absolute constant. Combining the above relation and (4.40), we obtain with probability at least 1´ε. Here, first inequality follows dues the fact that ra`bs`ď ras``rbs`. Fourth inequality follows due to Proposition 4.10 under probability at least 1´ε. Now we calculate expected stochastic ConEx iterations. We note that Note that if we choose π " Opεq, then in view of Corollary 4.11, we obtain pOpεq, Opεqq-solution by using up to a multiplicative constant factor additional iterations.
Conclusion
In this paper, we present new proximal point type methods for solving nonconvex program with nonconvex functional constraints. The key idea of our approach is to successively solve a sequence of convex problems by adding strongly convex terms to both the objective and constraint functions. First, we present an exact proximal point method of which the convex subproblems attain optimal solutions. We develop asymptotic convergence of the algorithm to a KKT solution when the limit point satisfies some really mild constraint qualification. Moreover, we establish an Op1{εq rate of convergence when the constraint qualification is verified at all the limit solutions or some strong feasibility condition holds. In addition, we propose an inexact proximal point method to more practical cases (such as large scale and stochastic optimization), in which it is difficult to obtain exact solution for the subproblems. We propose how to control accuracy for solving these subproblems under different constraint qualification, and establish the associated iteration complexity of the proposed algorithm, when combined with either primal or primaldual solvers for the subproblems. The development of the primal-dual method, i.e., the ConEx method, for solving the stochastic strongly convex subproblems is of independent interest.
Placing x " x˚, we havef px˚q ě lim supf px i k q, thus lim kÑ8f px i k q "f px˚q based on the lower semicontinuity off . In view of this discussion, x˚optimizes the right side of (A. 0 by its definition. Taking the limit, we have v piq˚" 0. It remains to show the missing piece, that tv k u is a bounded sequence. We will prove by contradiction. If this is not true, we may assume lim kÑ8 }v k } " 8, passing to a subsequence if necessary. Moreover, define y k " v k {}v k }, since y k is a unit vector, it has some limit point, let us assume lim kÑ8 y j k " y˚for a subsequence tj k u. Dividing both sides of (A.2) by }v k } and then passing it to the subsequence tj k u, we havē f px j k q{}v j k }`y T j kφ px k k q`1 2}vj k } }x j k´x˚} 2 ďf pxq`y T j kφ pxq`1 2}vj k } }x´x˚} 2 , @x P X.
Taking k Ñ 8, we have y˚Tφpx˚q ď y˚Tφpxq, @x P X.
Since subsequence x j k converges to x˚and s φ piq is continuous, we see that s φ piq px j k q ă 0 for any i R Apx˚q for k ě k 0 . This implies y j k " j k " s φ piq px j k q ‰`" 0 for all k ě k 0 and for all i R Apx˚q. So we must have 0 P N X px˚q`Bφ A px˚q, where first inequality follows since z P´NX px˚q and u P N X px˚q hence z T u ď 0, second inequality follows due to the fact that y˚p iq ě 0 and g piq φ px˚q P Bφ piq px˚q and last strict inequality follows since (2.1) and y˚p iq ą 0 for at least one i P Apx˚q.
B Proof of Theorem 4.1
Below we provide two technical lemmas which will be used in the proof of the final theorem.
Lemma B.1. Assume that g : X Ñ R-satisfies gpyq ě gpxq`xg 1 pxq, y´xy`µW py, xq, @x, y P S (B.1) for some µ ě 0, where S is convex set in R n . If Here the first two relations follow due to the properties of SO in (4.2), the third relation holds because a`b 2 2 ď 2 a 2 2`2 b 2 2 for all a and b and the fourth relation holds due to Jensen's inequality. By (B.9) and (B.10), we have Now note that Lps x T , y˚q´Lpx˚, y˚q ě 0 ñ pps x T q`xy˚, ψps x T qy´ppx˚q ě 0, which in view of the relation xy˚, ψps x T qy ď xy˚, rψps x T qs`y ď y˚ 2 rψps x T qs` 2 , implies that pps x T q` y˚ 2 rψps x T qs` 2´p px˚q ě 0. (B.25)
Moreover, Qps z T , p zq " Lps x T , p yq´Lpx˚, s y T q ě Lps x T , p yq´Lpx˚, y˚q " pps x T q`p y˚ 2`1 q rψps x T qs` 2´p px˚q, along with (B.25) implies that Qps z T , p zq ě rψps x T qs` 2 .
Above relation and (B.24) yields
Er rψps x T qs` 2 s ď Noting the bound p y´y 0 2 ď 2B and p y´y v 1 2 ď 2B in the above relation, we obtain (4.6). Hence we conclude the proof.
