ABSTRACT Kernel principal component analysis (KPCA) has been widely used in nonlinear process monitoring since it can capture the nonlinear process characteristics. However, it suffers from high computational complexity and poor scalability while dealing with real-time process monitoring and large-scale process monitoring. In this paper, a novel dimension reduction technique, local and global randomized principal component analysis (LGRPCA), is proposed for nonlinear process monitoring. The proposed LGRPCA method first maps the input space onto a feature space to reveal nonlinear patterns through random Fourier features. With the aid of random Fourier features, the proposed LGRPCA method is scalable and with much lower computational and storage costs. To exploit the underlying local and global structure information in the feature space, local structure analysis is integrated into the framework of global variance information extraction. The resulting LGRPCA can provide an improved representation of input data than the traditional KPCA. Thus, the proposed LGRPCA method is quite suitable for real-time process monitoring and large-scale process monitoring. T 2 and squared prediction error (SPE) statistic control charts are built for fault detection using the proposed LGRPCA method. Furthermore, contribution plots to LGRPCA-based T 2 and SPE (Q) statistics are established to identify the root cause variables through a sensitivity analysis principle. The superior performance of the proposed LGRPCA-based nonlinear process monitoring method is demonstrated through a numerical example and the comparative study of the Tennessee Eastman benchmark process.
I. INTRODUCTION
Due to the strong demand for high-quality products and low manufacturing cost, the complexity and scale of industrial processes have been considerably increased in recent years. Consequently, operation safety becomes the major concern in modern industrial processes.
Process monitoring technique plays a vital role in ensuring the operation safety of industrial processes. In the past decades, a number of data driven process monitoring methods have been developed for industrial processes [1] - [4] . Owing to the simplicity and efficiency in dealing with
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high-dimensional process variables, multivariate statistical process control methods have received increasing attentions [5] - [7] . Among these methods, principal component analysis (PCA) is a ubiquitous multivariate analysis technique in process monitoring. It has been successfully applied in plenty of industrial processes [8] - [10] .
However, most industrial processes are nonlinear in nature. Linear PCA cannot deal with the nonlinearities inherent in real processes and would lead to high missed fault rate and false alarm rate. To address this problem, kernel principal component analysis (KPCA) has been widely used in nonlinear process monitoring. Lee et al. [11] established the T 2 and SPE statistic control charts in the feature space which KPCA mapped the input space onto for nonlinear process monitoring. Moreover, fault identification strategy with KPCA was developed by using the partial derivative of a kernel function [12] . Ge et al. [13] incorporated the statistical local approach into KPCA to cope with the nonGaussian case in nonlinear processes. Jiang and Yan [14] exploited KPCA for plant-wide process monitoring by combining several sub-KPCA models with mutual informationspectral clustering and Bayesian inference methods. Yao and Wang [15] proposed a generalized additive KPCA method for online batch process monitoring by dividing an entire batch process into several parts. Li and Yang [16] proposed an improved KPCA-based process monitoring method by incorporating the ensemble learning approach with Bayesian inference strategy. Xie et al. [17] proposed a fast block adaptive KPCA algorithm by combining the up-and down-dating operations to model the time-varying nonlinear variable interrelationships in process monitoring.
The basic idea of KPCA is to map the input space onto a high-dimensional even infinite dimensional feature space and then use linear PCA to compute the principal components via kernel trick. The most obvious shortcoming of KPCA method is that it suffers from high computational and storage costs. The major reason for such high computational and storage costs is that the kernel methods rely on all the training data to generate features. As a consequence, high computational and storage costs incur not only in the offline modeling phase, but also in the online monitoring phase. To reduce the computational and storage costs, Jaffel et al. [18] used a reduced training data which has the highest projection variance to build the KPCA model and updated the model in the online monitoring phase. Fezai et al. [19] reduced the number of kernel functions based on squared prediction error evaluation which is used to determine the relevance of discarding or adding the kernel functions. Although the computation complexity is reduced by using reduced training data or reduced kernel functions, there are still cumbersome computation costs such as updating the model in the monitoring phase. Recently, kernel approximations via using randomized feature maps have been developed in machine learning [20] - [22] . Instead of using the implicit nonlinear mapping function with the kernel trick, the features are extracted by an explicit mapping function through randomized feature maps. Randomized feature maps can give satisfying approximations of shift invariant kernels with little or no loss in performance compared with kernel methods [22] . Nyström method and random Fourier features are widely adopted as explicit mapping functions to approximate the kernel matrix. Compared with Nyström method, random Fourier features are faster to compute, and without storage cost [20] . Lopez-Paz et al. [20] proposed randomized principal component analysis (RPCA) based on random Fourier features. The basic idea of RPCA is to map the input space onto a feature space via random Fourier features, and then project the data along the directions of maximal variances in feature space as linear PCA does. Unlike the kernel's lifting function in kernel methods, the explicit mapping function is low-dimensional. Therefore, the computational complexity of RPCA is linear in the sample size, while KPCA is cubic in the sample size [20] . However, to the best of our knowledge, the potential of randomized feature maps on the nonlinear process monitoring has not yet been studied.
On the other hand, local structure analysis methods, such as locally linear embedding (LLE) [23] , Laplacian eigenmaps (LE) [24] and locality preserving projections (LPP) [25] have emerged to reveal the local structure information hidden in data space. Traditional linear PCA or KPCA can be considered as a type of global structure analysis technique since it only involves global variance information. In recent years, local structure analysis technique has been introduced into principal component analysis methods including linear and kernel principal component analysis. Zhang et al. [26] developed a unified framework of local and global structure analysis by introducing LPP into linear PCA. A dualobjective optimization problem was constructed by using a tunable parameter for preserving the local and global structure information simultaneously. Yu [27] proposed an alternative dual-objective function without tunable parameter to preserve the local and global structure information. Deng et al. [28] proposed a modified KPCA called LKPCA by introducing local data structure analysis in the feature space, into the global optimization of KPCA for nonlinear process monitoring. Luo et al. [29] extended the globallocal preserving projections(GLPP) to kernel global-local preserving projections (KGLPP) to preserve both local and global structures of the data set, and then introduced the KGLPP into KPCA. Due to the local structure information in original data space or feature space, the performance of linear PCA and KPCA can be enhanced via local and global structure analysis. However, it should be noticed that the current local and global KPCA methods still generate features with all training data. Thus, the computation and storage costs of these local and global KPCA methods are still too high for real-time process monitoring and large-scale process monitoring.
Motivated by the above discussions, we propose a novel dimension reduction method, referred to as LGRPCA by integrating local and global structure analysis into RPCA for nonlinear process monitoring. The proposed LGRPCA method constructs low-dimensional random Fourier features to derive nonlinear patterns in input space, and uses local and global structure analysis to reveal the hidden information in feature space. The proposed resulting LGRPCA method takes advantages of RPCA and local structure analysis. Therefore, the resulting LGRPCA method can derive better performance than original RPCA, whilst has low computational complexity similar to original RPCA. Thus, the proposed LGRPCA method is suitable for real-time process monitoring and large-scale processes.
LGRPCA-based T 2 and Q statistic control charts are used for fault detection. Contribution plots based on sensitivity analysis principle [30] are adopted for fault identification. Due to the explicit expressions for features, the calculation of step differentiation is much easier.
The suitability of LGRPCA-based nonlinear process monitoring method is investigated through a numerical example and Tennessee Eastman benchmark Process (TEP).
The contributions of our work are highlighted as follows, LGRPCA method has little loss in fault detection performance. But the computation complexity is much lower. Reduction of computation and storage costs is of paramount importance in real-time process monitoring and large-scale process monitoring. The rest of this paper is organized as follows. Section II is devoted to the proposed LGRPCA method. Section III presents the process monitoring method based on the proposed LGRPCA. In Section IV, the applicability and effectiveness of the proposed LGRPCA-based nonlinear process monitoring method are verified through a numerical example and the Tennessee Eastman benchmark process. Finally, the paper is concluded in Section V.
II. LOCAL AND GLOBAL RANDOMIZED PRINCIPAL COMPONENT ANALYSIS
This section begins with a brief review of KPCA. Then, random Fourier features and RPCA are introduced. Following the description of random Fourier features, the LGRPCA method is developed. In the last subsection, computational complexity and parameters selection of the proposed LGRPCA method are analyzed.
A. A REVIEW OF KPCA
Given the input data matrix X ∈ R D×N which consists of N samples with D dimensional vector x i , i = 1, . . . , N , the nonlinear mapping function φ : R D → R h maps the input data x i onto high-dimensional feature space φ(x i ). The goal of KPCA is to find a tranformation matrix
..,D is also called loading vector.
In order to preserve as much information as possible with the transformation matrix A, an optimization problem is derived as follows,
The optimization problem (1) can be written as an eigenvector problem,
where λ is the eigenvalue. However, due to the features φ(x i ) are generated from implicit mapping function, the eigenvector problem (2) cannot be solved in a direct way. The core of KPCA method is that the loading vectors can be represented by the linear combination of high-dimensional mapped vectors in feature space,
where β j is the coefficient of linear combination. By substituting a in the (2) with the right term of (3) and multiplying φ(x k ), k = 1, . . . , N at both sides, (2) is changed to,
Define the kernel matrix K with the introduction of a kernel function k(
is the inner products in the feature space. Moreover, the kernel matrix K is defined below,
With the defined kernel matrix K, the eigenvector problem (4) is rewritten,
where the eigenvector β ∈ R N is also the vector formed by coefficients
From the solution of eigenvector problem (6) , for the sample x k , it can derive the projection t k which consists of β i , i = 1, . . . , d corresponding to the d largest eigenvalues to represent the latent variables in latent space. And d can VOLUME 7, 2019 be determined by the cumulative percent variance (CPV) method [11] ,
where
Among a number of different types of kernels, Gaussian kernels has been a popular choice of kernel functions in process monitoring [11] . In this study, we also adopt the Gaussian kernel function. The Gaussian kernel function is defined below,
where x i − x j is the Euclidean distance between x i and x j . c is the kernel width parameter. KPCA has been widely applied in process monitoring due to its simplicity. However, the computational and storage costs of the dense kernel matrix become the bottleneck of KPCA for real-time process monitoring. For example, in the model training stage, the computation of the principal components in KPCA takes O(N 3 ) operations. In the online monitoring stage, KPCA will require O(ND) operations to evaluate the kernel vector for a new observation. Additionally, KPCA has poor scalability. The required space and computational time in the online monitoring stage increase greatly as the number of training data increases. Consequently, KPCA becomes infeasible for large-scale industrial process monitoring.
B. RANDOM FOURIER FEATURES
To reduce computation and memory requirements of kernel methods based component analysis, randomized feature map based component analysis has been recently proposed [20] . The basic idea of randomized feature maps based component analysis is to approximate the exact kernel function with little or no loss in performance via explicit map function. The nonlinear patterns in data space can be revealed through randomized feature map [22] . The connection between randomized feature map and shift-invariant kernels had been shown by Bochner's theorem.
Theorem 1(Bochner, [31] ). A continuous kernel k(x i , x j ) on R D is positive defined if and only if k(·) is the Fourier transform of a non-negative measure. A low-dimensional random Fourier features map can approximate the exact kernel as the number of random features m tends to infinity.
Usually, the number of features m with close performance to KPCA is much smaller than the number of samples N . By Bochner's theorem, a widely used randomized feature map called random Fourier features (RFF) can be derived below,
Here, the random Fourier features corresponding to x i and x j are defined [22] ,
where p(w) is set to be the inverse Fourier transform of
), then w i is from a Gaussian distribution N (0, I/c). And b i is from a uniform distribution U(0, 2π).
After mapping the input data
. . , N , we can derive the optimization problem of RPCA similar to linear PCA,
wherez is the mean of z i , and
The optimization problem (12) can easily be solved as an eigenvector problem,
Compared to KPCA, the computation and storage cost can be dramatically reduced as the number of features m is selected smaller than the number of samples N . In contrast to KPCA, RPCA is scalable since the number of features could keep the same while training data increases.
The selection of m can be determined by a trade-off in computational complexity and approximation accuracy [20] . According to [36, Proposition 4] , it shows that the approximation error can be presented below,
where 0.803 ≤ δ ≤ 1.542. l is the diameter while the data set is supposed to be compact.
where E means the expectation operator. H is a constant related to the kernel width of the Gaussian kernel function. As it can be seen from (14), the approximation error tends to 0 for kernel function while m tends to infinite. The above Proposition 4 gives some instructions about the selection of m. However, it depends on prior information about the distribution of original input data for Proposition 4. Estimation the distribution of high-dimensional input data is cumbersome. On the other hand, it is difficult to give a quantitative measure of the effect of approximation error on nonlinear process monitoring performance. In this study, the number of random features is selected by cross-validation.
Specifically, we can use the same m which is determined by RPCA method. We first calculate the false alarm rates with different m using fault-free samples by RPCA method. Then, an appropriate m is selected through considering the trade-off between process monitoring performance and computation time. Other parameters such as η in LGRPCA-based method are tuned based on the selected m.
C. THE PROPOSED LGRPCA METHOD
Similar to KPCA, only the global structure information is taken into account in the RPCA. However, a low-dimensional manifold structure can be utilized to reveal more hidden information in random Fourier feature space. In this study, we introduce the local and global structure analysis into the RPCA to preserve the local and global structure information simultaneously.
The philosophy behind the preservation of local structure information is that the distance between the projected data will be similar to the distance between the input data, due to the manifold structure hidden in the dataset. In order to represent the manifold structure, the adjacency matrix formed by similarity function is adopted. A widely applied similarity function is the Gaussian heat kernel [26] . Here, we first define the adjacency matrix S which represents the local structure information in the random Fourier feature space below,
where γ is the user-defined Gaussian heat kernel width.
If z i belongs to the index set N k (z j ), then the similarity is measured by exp(−
), otherwise, the similarity is equal to 0. Besides, the value of similarity also describes the closeness between z i and z j . A larger similarity value demonstrates that the data samples are closer, otherwise the data samples are loose.
In order to reveal the embedding manifold structure of the feature space, we can minimize the following objective function,
where Z ∈ R m×N is the feature matrix where each column is a feature vector. P is a diagnoal matrix defined by P ii = j S ij . The matrix L = P − S is so called Laplacian matrix in LPP [25] . On the other hand, the global structure of the features can be preserved by maximizing the following objective function as in RPCA,
To preserve the local and global structure information simultaneously, inspired by the references [26] , [29] , a dualobjective optimization problem is introduced by adding a tunable parameter to merge J g
LGRPCA (a) and J l
LGRPCA (a) into one objective function.
Here, the parameter η is to balance the weights in the dual-objective optimization problem. The larger η represents the more global information will be preserved. In contrast, the smaller η indicates the more locality information will be preserved. Besides, the RPCA method can be considered as a special case of the LGRPCA method while η = 1. With η = 0, the LGRPCA method is converted to nonlinear locality preservation projection method with randomized feature map. The choice of η for the purpose of process monitoring will be discussed in the last part of this section.
By substituting these two objective functions in (18) with (16) and (17),
Then, it is easy to convert the optimization problem (19) to an eigenvector problem,
Based on the solution of (20), a similar procedure can be applied as in KPCA to find out the latent variables t k ,
where A p is formed by the d eigenvectors corresponding to the d largest eigenvalues from the solution of eigenvector problem (20) .
D. ANALYSIS OF THE PROPOSED LGRPCA METHOD
The proposed LGRPCA method can roughly be divided into three parts. The first part is to map the original input data onto feature space. The second part is to set up a dual-objective function. In this part, the Laplacian matrix is constructed. The last part is similar to linear PCA, where an eigenvector problem is solved. In this subsection, the computational complexity of the proposed LGRPCA method is analyzed and the parameters selection is discussed. VOLUME 7, 2019
1) COMPUTATIONAL COMPLEXITY ANALYSIS
The hyperparameters such as kernel width c in Gaussian kernel function, kernel width γ in Gaussian heat function are usually selected by cross-validation for KPCA and RPCA methods. We mainly analyze the computational complexity in the modeling stage. Hence, we assume that the parameters such as w, b, η are known a priori. The computational complexity of LGRPCA comprises of three parts, the calculation of random Fourier features, the search operation of k-nearest neighbors, and the solution of an eigenvector problem. Similar to [26] , the computational complexity of the proposed
LGRPCA can be summarized as follows,
• Computational complexity of the calculation of random Fourier features
• Computational complexity of search with knn
• Computational complexity of resolution of eigenvector problem
As a result, the overall computational complexity of LGR-PCA is evaluated as
Similarly, the computational complexity of RPCA method can be evaluated as O(N ) + O(m 3 ), since it does not need to search the k nearest neighbors. The computational complexity of KPCA can be roughly assumed as O(N 3 ). Usually, the number of the features m is fairly smaller than the number of samples N . Therefore, the computational complexity of RPCA is the smallest. The computational complexity of KPCA is the largest among the three methods.
In addition, the extraction of random Fourier features requires O(mD) in the online monitoring stage for RPCA-based and LGRPCA-based method. However, the computational complexity is O(ND) for KPCA-based method.
2) PARAMETERS SELECTION
In LGRPCA method, the following parameters are involved to be tuned. Some instructions have been proposed for the purposes of process monitoring and dimension reduction in literature.
• c: kernel width of Gaussian kernel function in (8):
For process monitoring, the parameter c is usually set to c = rnσ 2 [11] , [33] , where r is a constant which is determined by the process to be monitored. n is the dimension of process variables. σ 2 is the variance of input space. In this study, σ 2 is set to 1 since the process variables are normalized before modeling and monitoring. And r is set to 40 as in [33] .
• k: Number of knn in (15):
Obviously, the parameter k has an influence on the performance of LGRPCA, since it determines the neighborhood relationship between each z i . A larger k means higher computational complexity, and a smaller k means the loss of structure information. Several methods have been developed to select an appropriate value such as embedding quality measures, graph theory etc. [27] , [34] . In this study, this topic is beyond our scope. By considering the computational complexity, our selection of the parameter k in the simulations is set to 10 for numerical example and 5 for TEP, respectively.
• γ : kernel width of Gaussian heat kernel in (15):
The kernel width γ in Gaussian heat kernel function is an adjustable parameter to control the similarity between different samples. In this study, we adopt the similar idea in [35] , where the kernel width γ is set to below
• η: balance parameter of dual objectives optimization problem in (19) :
The choice of η is important to the LGRPCA method. Zhang et al. [26] and Yu [29] suggested the parameter η can be determined by comparing the spectral radius of RPCA with ZLZ T . However, the overall performance of false alarm rate and fault detection rate is not flexible enough with a fixed η. In this study, we determine the η using cross-validation by leveraging the false alarm rate and fault detection rate with a selected m.
III. LGRPCA-BASED PROCESS MONITORING A. FAULT DETECTION BASED ON LGRPCA
In PCA-like based process monitoring methods, T 2 and SPE (Q) statistics are widely used. T 2 statistic can indicate the variations in latent variable space and the Q statistic can show the data variability in residual space. Similarly, these two monitoring statistics are adopted in this study.
LGRPCA-based T 2 statistic is defined as follows,
where t i = A T p z i is the score vector in latent space. t is the sample covariance matrix of the score vectors with training data.
Q statistic is defined below,
where I is a unit matrix with appropriate dimension. Kernel density estimation (KDE) is a well-known nonparametric probability density function estimation technique. It has been widely employed to establish the upper control limit (UCL) in process monitoring [7] . The UCLs of T 2 and Q statistics are directly determined by estimating the underlying probability density function.
Denote the probability density function of T 2 or Q statistics as p(s) and a specified significance level as α, then we can get,
Therefore, the corresponding UCLs J th,T for T 2 statistic and J th,Q for Q statistic are easily specified while the corresponding probability density functions p(s) have been estimated. For example, assumed that N samples of T 2 have been gained, then the underlying probability density function of T 2 can be expressed aŝ
where s i is the ith sample of T 2 , and the parameter h is the smoothing bandwidth that controls the amount of smoothing. K : R → R is the kernel function. Here, we adopt the Gaussian kernel function in the case studies. The details about KDE and parameter selection can refer to [7] .
B. FAULT IDENTIFICATION BASED ON LGRPCA
Once a fault was detected, the variables which are responsible for this fault should be identified. For nonlinear processes, it is more difficult to identify the root cause variables than linear processes, since the relationships between process variables are nonlinear. Hence, the fault identification is still an open problem in nonlinear process monitoring [37] . In this study, the root cause variables are identified using the sensitivity analysis principle similar to [11] , [28] , [30] , and [33] . The basic idea is to calculate the rate of change in process variables resulting from changes in T 2 and Q statistics. Given the observation vector x = [x 1 , x 2 , . . . , x D ] T , the contribution of i-th variable x i to T 2 and Q statistics are defined below,
Compared to KPCA, the derivative of T 2 i is much easier to be calculated since the explicit expression of features,
Here, we denote A = A p
where w j (i), j = 1, . . . , m is the ith element in w j corresponding to the process variable x i . In a similar way, the derivate
is expressed by
Here, we denote B = I − A T p A p . After the faults were detected, the average of T 2 c,i and Q c,i are calculated and plotted. Then, we can identify the root cause variables that have large values of T 2 c,i or Q c,i from the contribution plots. Due to the correlations between process variables, it may happen that several variables have similar but larger contributions than other variables. Therefore, a thorough review of T 2 and Q statistics contribution plots should be carried out to determine the root cause variables.
C. SUMMARY OF THE LGRPCA-BASED PROCESS MONITORING
To summarize, the procedure of the proposed LGRPCA-based process monitoring method is described as follows: (33) (34) (35) , and display the contribution plots to identify the root cause variables.
IV. CASE STUDIES
In this section, a numerical example and the widely accepted Tennessee Eastman benchmark process are carried out to illustrate the performance of the proposed LGRPCA-based process monitoring method. All the simulations are conducted using an Intel i7-7500U CPU with 16GB RAM running under Windows 10 with MATLAB R2016b. 
A. APPLICATION TO NUMERICAL EXAMPLE
The numerical example is a three variable nonlinear process driven by one factor,
+ e 3 (k) where the factor t is sampled from a uniform distribution U(0.01, 2). e i,i=1,2,3 are independently sampled from a Gaussian distribution N (0, 0.1). Under normal operation condition, 150 samples are generated as training data to build the process monitoring model. 300 samples are produced for testing. In order to simulate the faulty conditions, a ramp bias 0.05(k − 100) is added to x i,i=1,2,3 independently from the 101 st sample. Thus, three different faults are simulated. For each fault, 100 Monte Carlo simulations are conducted. The significance level α is set to 99% for all methods. For comparison, two indices are used to evaluate the process monitoring performance. Fault detection rate (FDR) is the percentage of correctly detected fault samples in the faulty phase. False alarm rate (FAR) is the percentage of incorrectly detected normal samples in normal operation condition.
For KPCA, the c in Gaussian kernel function is selected as 120. The number of principal components d in KPCA is set to 2, where 91% of CPV is derived. For RPCA, different choice of m will lead to different FARs. A larger m means higher computational cost. Figure 1 plots the FARs with different numbers of RFF using 150 fault-free samples. It can be seen that all FARs are relatively small (i.e. all FARs from Q statistic are below 1.4%). From Figure 1 , m is selected as 20 in this example. Based on the selected m and c, the d in RPCA is set to 2 such that CPV reaches above 90%. For LGRPCA, the m is also selected as 20. k in knn is set to 10 by cross-validation. For fair comparison, the d is also chosen as 2. As we have discussed in Section II, the choice of parameter η has an effect on the process monitoring performance. In order to determine η, Figure 2 compares the FARs with different η using 150 fault-free samples. According to Figure 2 , we set the parameter η as 0.05 in this numerical example. Table 1 compares the average computation times of 100 Monte Carlo simulations in the offline modeling stage. It can be seen that the KPCA-based modeling method requires longer computation times than the other two methods. Among all the methods, RPCA-based method has the lowest computational cost.
LGRPCA-based method requires lower computational cost than KPCA-based method. This result is consistent with the computational complexity analysis in Section II. Table 2 provides the average FDRs of 100 Monte Carlo simulations for all disturbances. It can be seen that there is no significant difference between the results of KPCA-based and RPCA-based methods. However, as Table 2 shows, LGRPCA-based T 2 statistic shows a remarkable improvement in fault detection in comparison to other statistics for all faults. In particular, the FDR using LGRPCAbased T 2 statistic still can reach 55.78%, although all other statistics give a poor result where the average FDRs are below 10% in the case of Disturbance 3. Table 3 provides the average FARs of 100 Monte Carlo simulations. As shown in Table 3, LGRPCA-based T 2 statistic has slightly larger FAR compared to other methods, but is able to detect much more faults. In addition, LGRPCA-based Q statistic has a lower FAR. To further verify the result for Disturbance 3, T 2 and Q statistic control charts are displayed in Figure 3 . It can be seen that LGRPCA-based T 2 statistic can detect more faulty samples than other methods after the 160 th sample.
Despite that the parameters such as w and b in RFF are randomly generated according to certain distributions, the proposed LGRPCA-based process monitoring method is stable and consistent only if training datasets were big enough. This condition is usually satisfied. The FDR results of 100 Monte Carlo simulations for all disturbances are plotted in Figure 4 . It can be seen that the FDRs are almost the same. 
B. APPLICATION TO TEP
The Tennessee Eastman benchmark process was developed based on a realistic chemical plant by Downs and Fogel [38] . TEP has been widely used in process monitoring for comparison [39] . The flowsheet of TEP is plotted in Figure 5 . There are 11 manipulated variables and 41 process measurements in TEP. The monitoring process variables are listed in Table 4 . The sample interval was 3 min. 21 pre-programmed process faults were defined. The description of 21 faults is demonstrated in Table 5 . A widely adopted dataset can be downloaded from http://web.mit.edu/braatzgroup/links.html. In this study, we use this dataset to validate the proposed LGRPCA-based process monitoring method. For fault-free scenarios, the data are collected for 48 operation hours. Hence, 960 samples are recorded for offline modeling. In addition, another 480 fault-free samples are used to determine the parameters such as m and η. 21 faulty test datasets are generated for online monitoring. Each faulty dataset is composed of observed data in 48 hours, where 960 data samples are generated. And the faults are induced at the 161 st sample.
In this study, all 52 process variables are used for process monitoring. The significance level α is set to 99% for all methods. For KPCA, the c in Gaussian kernel function is selected as 2080. The d in KPCA is set to 32 where 92% of CPV is explained. For RPCA, the comparison of FARs using fault-free data with different m is plotted in Figure 6 . Thus, we set m as 500 from Figure 6 . Based on the selected m and c, the d in RPCA is set to 30. For LGRPCA, the k in knn is set to 5. And d is chosen as 30 for a fair comparison. For the selection of the parameter η in LGRPCA-based process monitoring method, the FARs with different η are displayed in Figure 7 using fault-free data while m = 500. From Figure 7 , η is set to 0.648.
1) FAULT DETECTION PERFORMANCE
The computation times for a single sample are displayed in Table 6 . As analyzed in Section II, the computation times spent for a single sample by LGRPCA-based and RPCA-based methods are the same if the number of random features is the same. From the data in Table 6 , it can be seen that the computational cost of RPCA-based and LGRPCA-based method is much lower than KPCA-based method in real-time process monitoring. Table 7 presents the FDRs obtained from KPCA-based, RPCA-based and LGRPCA-based process monitoring methods for all 21 faults. It can be seen from the data in Table 7 , all the methods can provide promising and similar results for IDVs (1), (2), (4), (6), (7), (8), (12), (13), (14), (17) and (18) . The major reason for such high FDRs is that the variations in all these faults are large enough to be detected. Moreover, LGRPCA-based T 2 statistic can achieve better FDRs than KPCA-based and RPCA-based T 2 statistics. For IDV(5), IDV(10), IDV(11), IDV(16), IDV (19) , IDV (20) and IDV(21), LGRPCA-based method still gives better performance than other methods. In particular, there are noticeable improvements in the cases of IDV(5), IDV(10) and IDV (16) by LGRPCA-based T 2 statistic. It is well known that IDV(3), IDV (9) and IDV (15) are quite difficult to be detected, due to no observable changes in the mean or the variance of these fault datasets [39] . However, the proposed LGRPCA-based method can gain better performance than other methods. As Table 7 shows, the FDRs of KPCA-based method is higher than RPCA-based method, where the average FDR of KPCA-based Q statistic is 69.83% as RPCA-based Q statistic is 68.14%. Moreover, LGRPCA-based T 2 statistic is the most effective in fault detection among these statistics.
Figures 8 and 9 present the T 2 and Q statistic control charts for IDV(5) and IDV(10), respectively. As shown in Figure 8 , although KPCA-based and RPCA-based methods can detect the fault at the 163 rd sample, the two methods fail to detect fault after the 340 th sample. On the other hand, LGRPCAbased T 2 statistic control chart detects the faulty samples through all the faulty period. Figure 9 displays the T 2 and Q statistic control charts for IDV (10) . From Figure 9 , it can be seen that KPCA-based Q statistic can detect more faulty samples than LGRPCA-based and RPCA-based Q statistics. However, most faulty samples are detected by LGRPCAbased T 2 statistic. As Table 7 shows, for IDV(10), the FDR from LGRPCA-based T 2 statistic (i.e.,70.50%) is higher than KPCA-based Q statistic (i.e.,62.75%).
The average FARs for all faults are listed in Table 8.  As Table 8 shows, the average FARs of LGRPCA-based T 2 statistic is higher than other methods. However, the FAR of LGRPCA-based Q statistic is much lower than KPCA-based and RPCA-based methods.
Besides FDR and FAR, detection delay is also introduced for the sake of performance comparison [33] . Table 9 lists the detection delay for all faults. As can be seen from Table 9, LGRPCA-based T 2 statistic can detect the faults much earlier than RPCA-based and KPCA-based statistics. The detection delay of LGRPCA-based T 2 statistic is 28 min, which is also the smallest among these T 2 and Q statistics.
In addition, we compare the FDR results of LGRPCAbased statistics with two typical local and global KPCA methods mentioned in the Introduction. For the purpose of comparison, except for IDVs(3), (9) and (15) , the other 18 faults are considered as in [29] . The average FDR of KGLPPbased T 2 statistic proposed in [29] is 85.67% and KGLPPbased Q statistic is 86.44% with the 99% confidence limit as in Table 7 . For LGRPCA-based process monitoring method, the average FDR is 84.15% for LGRPCA-based T 2 statistic and 69.31% for LGRPCA-based Q statistic. For the LKPCAbased process monitoring method, the 95% confidence limit was used in [28] . The average FDR of LKPCA-based T 2 statistic proposed in [28] is 89.99% and LKPCA-based Q statistic is 87.80%. For LGRPCA-based process monitoring method, the average FDR is 89.00% for LGRPCA-based T 2 statistic and 75.55% for LGRPCA-based Q statistic while α is specified as 0.95. As these data show, the KGLPP-based and LKPCA-based methods can give better performance than LGRPCA-based method, especially for Q statistic. However, the difference between these T 2 statistics is slight. On the other hand, the primary motivation of the proposed LGRPCA-based method is to reduce the computation and storage costs. The LKPCA-based and KGLPP-based process monitoring methods have higher computation and storage costs than KPCA-based method in the offline modeling stage and similar costs in the online monitoring stage. As we have illustrated, the proposed LGRPCA-based method can remarkably reduce the computation and storage costs compared to KPCA.
Therefore, the proposed LGRPCA-based process monitoring method can derive better performance than traditional KPCA and original RPCA-based methods, in terms of the combined FDR, FAR and detection delay. Additionally, the proposed LGRPCA method can achieve a comparable fault detection performance with much lower computation and storage costs, in comparison with these typical local and global KPCA methods. Nonetheless, the proposed LGRPCA-based method is a reliable nonlinear process monitoring, particularly for real-time process monitoring and large-scale process monitoring.
2) FAULT IDENTIFICATION PERFORMANCE
Fault identification is a crucial step in process monitoring. Identification of faulty variables is helpful in specifying the malfunction components. However, it is very difficult to find out the root cause variables of a fault due to the nonlinear cross-correlations between the process variables. Thus, fault identification in nonlinear process monitoring is still an open problem. In this section, IDV(4), IDV (14) and IDV (5) are used as examples to study the ability of the proposed LGRPCA-based method in fault identification.
• IDV(4)
The cause of IDV (4) is that there is a step change in the reactor cooling water inlet temperature where the reactor cooling water flow valve (x 51 ) can be considered as root cause variable [39] . Figures 10-12 show the contributions of different variables to T 2 and Q statistics of KPCA-based, RPCA-based and LGRPCA-based methods. As in these figures shown, the largest contributions to T 2 and Q statistics both come from x 51 . Consequently, all the methods can identify the root cause variable in the IDV(4) case.
• IDV(14) For IDV (14) , the reactor cooling water valve is sticking. This type of fault is common in chemical processes.
The reactor cooling water flow (x 51 ) is considered as the root cause variable. As Figures 13-15 show, the process variables x 9 , x 21 and x 51 have relatively larger percentages over other variables in all the contribution plots. Since the correlations between process variables, the change of a single root cause variable have an influence on other variables. It means these variables could be identified as root cause variables for IDV (14) . In addition, it is noticed that the x 51 has the largest contributions to both LGRPCA-based T 2 statistic and Q statistic.
• IDV(5) For IDV(5), the fault is that there is a step change in the condenser cooling water inlet temperature which corresponds to the condenser cooling water flow valve (x 52 ). Figures 16-18 show the contribution plots for IDV (5) . As in these figures shown, KPCA-based and RPCA-based methods fail to identify the real root cause variable, since x 52 is not included in the groups of possible root cause variables. In contrast, x 52 has the largest contributions to both LGRPCA-based T 2 and Q statistics. Hence, LGRPCA-based method can identify the root cause variable correctly.
V. CONCLUSIONS
In this paper, a novel dimension reduction technique referred to as the LGRPCA has been proposed by combining local and global structure analysis and random Fourier features for nonlinear process monitoring. The local and global structure analysis is naturally integrated into the nonlinear principal component analysis with the explicit random Fourier features. T 2 and SPE statistics are used in fault detection and sensitivity analysis principle is employed for fault identification. Compared to kernel-based methods, the proposed LGRPCA can dramatically reduce the computational and storage costs. Due to the explicit nonlinear feature mapping function, the calculation of contributions to T 2 and SPE statistics become much simpler. A numerical example and Tennessee Eastman benchmark process are used to illustrate the capability and efficiency of the proposed LGRPCA-based process monitoring method. Results show that the performance of the proposed LGRPCA-based method is superior to other methods. Future work will focus on the improvement of fault identification and extension to other multivariate analysis techniques such as canonical correlation analysis (CCA) or partial least squares (PLS). Another idea for future work is to integrate the proposed process monitoring method into the framework of the fault tolerant control system.
