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Chi-square goodness of fit tests for weighted histograms.
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Abstract
Weighted histograms are used for the estimation of probability density func-
tions. Computer simulation is the main domain of application of this type
of histogram. A review of chi-square goodness of fit tests for weighted his-
tograms is presented in this paper. Improvements are proposed to these
tests that have size more close to its nominal value. Numerical examples are
presented in this paper for evaluation of tests and to demonstrate various
applications of tests.
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multinomial distribution, Poisson histogram
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1. Introduction
A histogram with m bins for a given probability density function (PDF)
p(x) is used to estimate the probabilities
pi =
∫
Si
p(x)dx, i = 1, . . . , m (1)
that a random event belongs to bin i. Integration in (1) is done over the bin
Si.
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A histogram can be obtained as a result of a random experiment with
PDF p(x). Let us denote the number of random events belonging to the ith
bin of the histogram as ni. The total number of events n in the histogram is
equal to
n =
m∑
i=1
ni. (2)
The quantity
pˆi = ni/n (3)
is an estimator of probability pi with expectation value
E [pˆi] = pi. (4)
The distribution of the number of events for bins of the histogram is the multi-
nomial distribution [1] and the probability of the random vector (n1, . . . , nm)
is
P (n1, . . . , nm) =
n!
n1!n2! . . . nm!
pn11 . . . p
nm
m ,
m∑
i=1
pi = 1. (5)
A weighted histogram or a histogram of weighted events is used again for
estimating the probabilities pi (1), see Ref. [2]. It is obtained as a result of
a random experiment with probability density function g(x) that generally
does not coincide with PDF p(x). The sum of weights of events for bin i is
defined as:
Wi =
ni∑
k=1
wi(k), (6)
where ni is the number of events at bin i and wi(k) is the weight of the kth
event in the ith bin. The statistic
pˆi =Wi/n (7)
is used to estimate pi, where n =
∑m
i=1 ni is the total number of events for
the histogram with m bins. Weights of events are chosen in such a way that
the estimate (7) is unbiased,
E[pˆi] = pi. (8)
The usual histogram is a weighted histogram with weights of events equal to
1.
The two examples of weighted histograms are considered below:
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1.1. Example 1
To define a weighted histogram let us write the probability pi (1) for a
given PDF p(x) in the form
pi =
∫
Si
p(x)dx =
∫
Si
w(x)g(x)dx, (9)
where
w(x) = p(x)/g(x) (10)
is the weight function and g(x) is some other probability density function.
The function g(x) must be > 0 for points x, where p(x) 6= 0. The weight
w(x) = 0 if p(x) = 0, see Ref. [3].
The weighted histogram is obtained from a random experiment with a
probability density function g(x), and the weights of the events are calcu-
lated according to (10).
1.2. Example 2
The probability density function prec(x) of a reconstructed characteristic
x of an event obtained from a detector with finite resolution and limited
acceptance can be represented as
prec(x) ∝
∫
Ω′
ptr(x
′)A(x′)R(x|x′) dx′, (11)
where ptr(x
′) is the true PDF, A(x′) is the acceptance of the setup, i.e. the
probability of recording an event with a characteristic x′, and R(x|x′) is the
experimental resolution, i.e. the probability of obtaining x instead of x′ after
the reconstruction of the event. The integration in (11) is carried out over
the domain Ω′ of the variable x′. Total probability that an event will not be
registered is equal to
p =
∫
Ω′
ptr(x
′)(1− A(x′)) dx′. (12)
The sum of probabilities∫
Ω
∫
Ω′
ptr(x
′)A(x′)R(x|x′) dx′dx+
∫
Ω′
ptr(x
′)(1− A(x′)) dx′ = 1 (13)
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because ∫
Ω
∫
Ω′
ptr(x
′)A(x′)R(x|x′) dx′dx =
∫
Ω′
ptr(x
′)A(x′), dx′, (14)
where Ω domain of the variable x.
A histogram of the PDF prec(x) can be obtained as a result of a random
experiment (simulation) that has three steps [3]:
1. A random value x′ is chosen according to a PDF ptr(x
′).
2. We go back to step 1 again with probability 1 − A(x′), and to step 3
with probability A(x′).
3. A random value x is chosen according to the PDF R(x|x′).
The quantity pˆi = ni/n, where ni is the number of events belonging to the
ith bin for a histogram with total number of events n in random experiment
(at step 1), is an estimator of pi,
pi =
∫
Si
∫
Ω′
ptr(x
′)A(x′)R(x|x′) dx′ dx, i = 1, . . . , m, (15)
with the expectation value of the estimator
E [pˆi] = pi. (16)
The quantity pˆ = n/n, where n is the number of events that were lost, is an
estimator of p (12) with the expectation value of the estimator
E [pˆ] = p. (17)
Notice that
m∑
i=1
pi + p = 1 and
m∑
i=1
ni + n = n. (18)
In experimental particle and nuclear physics, step 3 is the most time-consuming
step of the Monte Carlo simulation. This step is related to the simulation
of the process of transport of particles through a medium and the rather
complex registration apparatus.
To use the results of the simulation with some PDF gtr(x
′) for calculating
a weighted histogram of events with a true PDF ptr(x
′), we write the equation
for pi in the form
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pi =
∫
Si
∫
Ω′
w(x′)gtr(x
′)A(x′)R(x|x′) dx′ dx, (19)
where
w(x′) = ptr(x
′)/gtr(x
′) (20)
is the weight function.
The weighted histogram for the PDF prec(x) can be obtained using events
with reconstructed characteristic x and weights calculated according to (20).
In this way, we avoid step 3 of the simulation procedure, which is im-
portant in cases where one needs to calculate Monte Carlo reconstructed
histograms for many different true PDFs.
The probability that an event will not be registered can be represented
as
p =
∫
Ω′
w(x′)gtr(x
′)(1−A(x′)) dx′, (21)
and is estimated the same way using events with weights calculated according
formula (20).
2. Goodness of fit tests
The problem of goodness of fit is to test the hypothesis
H0 : p1 = p10, . . . , pm−1 = pm−1,0 vs. Ha : pi 6= pi0 for some i, (22)
where pi0 are specified probabilities, and
∑m
i=1 pi0 = 1. The test is used
in a data analysis for comparing theoretical frequencies npi0 with observed
frequencies ni. This classical problem remains of current practical interest.
The test statistic for a histogram with unweighted entries
X2 =
m∑
i=1
(ni − npi0)2
npi0
(23)
was suggested by Pearson [4]. Pearson showed that the statistic (23) has
approximately a χ2m−1 distribution if the hypothesis H0 is true.
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2.1. The contemporary proof of Pearson’s result
The expectation values of the observed frequency ni, if hypothesis H0 is
valid, equal to:
E[ni] = npi0, i = 1, . . . , m (24)
and its covariance matrix Γ has elements:
γij =
{
npi0(1− pi0) for i = j
−npi0pj0 for i 6= j
Notice that the covariance matrix Γ is singular [5].
Let us now introduce the multivariate statistic
(n− np0)tΓ−1k (n− np0), (25)
where
n = (n1, . . . , nk−1, nk+1, . . . , nm)
t, p0 = (p10, . . . , pk−1,0, pk+1,0, . . . , pm0)
t and
Γk = (γij)(m−1)×(m−1) is the covariance matrix for a histogram without bin
k. The matrix Γk has the form
Γk = n diag (p10, . . . , pk−1,0, pk+1,0, . . . , pm0)− np0pt0. (26)
The special form of this matrix permits one to find analytically Γ−1
k
[7]:
Γ−1
k
=
1
n
diag (
1
p10
, . . . ,
1
pk−1,0
,
1
pk+1,0
, . . . ,
1
pm0
) +
1
npk,0
Θ, (27)
where Θ is (m − 1) × (m − 1) matrix with all elements unity. Finally the
result of the calculation of expression (25) gives us the X2 test statistic (23).
Notice that the result will be the same for any choice of bin number k.
Asymptotically the vector n has a normal distribution N (np0,Γ1/2k ), see
Ref. [5], and therefore the test statistic (23) has χ2m−1 distribution if hypoth-
esis H0 is true
X2 ∼ χ2m−1. (28)
2.2. Generalization of the Pearson’s chi-square test for weighted histograms
The total sum of weights of events in ith binWi, i = 1, . . . , m, as proposed
in Ref. [2], can be considered as a sum of random variables
Wi =
ni∑
k=1
wi(k), (29)
6
where also the number of events ni is a random value and the weights
wi(k), k = 1, ..., ni are independent random variables with the same prob-
ability distribution function. The distribution of the number of events for
bins of the histogram is the multinomial distribution and the probability of
the random vector (n1, . . . , nm) is
P (n1, . . . , nm) =
n!
n1!n2! . . . nm!
gn11 . . . g
nm
m ,
m∑
i=1
gi = 1, (30)
where gi is the probability that a random event belongs to the bin i.
Let us denote the expectation values of the weights of events from the ith
bin as
E[wi] = µi (31)
and the variances as
Var[wi] = σ
2
i . (32)
The expectation value of the total sum of weights Wi, i = 1, . . . , m, see Ref.
[6], is:
E[Wi] = E[
ni∑
k=1
wi(k)] = E[wi]E[ni] = nµigi. (33)
The diagonal elements γii of the covariance matrix of the vector (W1, . . . ,Wm),
see Ref. [6], are equal to
γii = σ
2
i gin+ µ
2
i gi(1− gi)n = nα2igi − nµ2i g2i , (34)
where
α2i = E[w
2
i ]. (35)
The non-diagonal elements γij, i 6= j are equal to:
γij =
n∑
k=0
n∑
l=0
E [
k∑
u=1
l∑
v=1
wi(u)wj(v)]h(k, l)− E[Wi]E[Wj ]
=
n∑
k=0
n∑
l=0
E[wiwj]h(k, l)kl − µingiµjngj
= µiµj(−gigjn + gigjn2)− µingiµjngj
= −nµiµjgigj,
(36)
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where h(k, l) is the probability that k events belong to bin i and l events to
bin j.
For weighted histograms again the problem of goodness of fit is to test
the hypothesis
H0 : p1 = p10, . . . , pm−1 = pm−1,0 vs. Ha : pi 6= pi0 for some i, (37)
where pi0 are specified probabilities, and
∑m
i=1 pi0 = 1. If hypothesis H0 is
true then
E[Wi] = nµigi = npi0, i = 1, . . . , m (38)
and
gi = pi0/µi, i = 1, . . . , m. (39)
We can substitute gi to Eqs. (34) and (36) which gives the covariance matrix
Γ with elements:
γij =
{
npi0(r
−1
i − pi0) for i = j
−npi0pj0 for i 6= j
where
ri = µi/α2i (40)
is the ratio of the first moment of the distribution of weights of events µi
to the the second moment α2i for a particular bin i. Notice that for usual
histograms the ratio of moments ri is equal to 1 and the covariance matrix
coincides with the covariance matrix of the multinomial distribution.
The multivariate statistic is represented as
(W− np0)tΓ−1k (W− np0), (41)
where
W = (W1, . . . ,Wk−1,Wk+1, . . . ,Wm)
t, p0 = (p10, . . . , pk−1,0, pk+1,0, . . . , pm0)
t
and Γk = (γij)(m−1)×(m−1) is the covariance matrix for a histogram without
bin k. The matrix Γk has the form
Γk = n diag (
p10
r1
, . . . ,
pk−1,0
rk−1
,
pk+1,0
rk+1
, . . . ,
pm0
rm
)− np0pt0. (42)
The special form of this matrix permits one to find analytically the inverse
matrix
Γ−1
k
=
1
n
diag (
r1
p10
, . . . ,
rk−1
pk−1,0
,
rk+1
pk+1,0
, . . . ,
rm
pm0
)+
1
n(1−∑i 6=k ripi0)rrt, (43)
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where r = (r1, . . . , rk−1, rk+1, . . . , rm)
t.
After that, the multivariate statistic can be written as
X2k =
∑
i 6=k
ri
(Wi − npi0)2
npi0
+
(
∑
i 6=k ri(Wi − npi0))2
n(1−∑i 6=k ripi0) , (44)
and can also be transformed to form
X2k =
1
n
∑
i 6=k
riW
2
i
pi0
+
1
n
(n−∑i 6=k riWi)2
1−∑i 6=k ripi0 − n (45)
which is convenient for numerical calculations. Asymptotically the vectorW
has a normal distribution N (np0,Γ1/2k ) [8] and therefore the test statistic
(44) has χ2m−1 distribution if hypothesis H0 is true
X2k ∼ χ2m−1. (46)
For usual histograms when ri = 1, i = 1, . . . , m the statistic (44) is Pearson’s
chi-square statistic (23).
The expectation value of statistic (44), as shown in Ref. [2], is equal to
E[X2k ] = m− 1, (47)
as for Pearson’s test [1].
The ratio of moments ri = µi/α2i, that is used for the test statistic
calculation, is not known in majority of cases. An estimation of ri can be
used:
rˆi = Wi/W2i, (48)
where W2i =
∑ni
k=1w
2
i (k).
Let us now replace ri with the estimate rˆi and denote the estimator of
matrix Γk as Γˆk. Then for positive definite matrices Γˆk, k = 1, . . . , m the
test statistic is given as
Xˆ2k =
∑
i 6=k
rˆi
(Wi − npi0)2
npi0
+
(
∑
i 6=k rˆi(Wi − npi0))2
n(1−∑i 6=k rˆipi0) . (49)
Formula (49) for usual histograms does not depend on the choice of the
excluded bin, but for weighted histograms there can be a dependence. A test
statistic that is invariant to the choice of the excluded bin and at the same
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time is a Pearson’s chi square statistic (23) for the unweighted histograms
can be represented as the median value for the set of statistics Xˆ2k (49) with
positive definite matrixes Γˆk
Xˆ2Med = Med {Xˆ21 , Xˆ22 , . . . , Xˆ2m}. (50)
Statistic Xˆ2Med first time was proposed in Ref. [2] and approximately has
χ2m−1 distribution if hypothesis H0 is true
Xˆ2Med ∼ χ2m−1. (51)
The usage of Xˆ2Med to test the hypothesis H0 with a given significance level
is equivalent to making a decision by voting. It was noticed that size of test
can be slightly greater than nominal value of size of test even for large value
of total number of events n.
2.3. New generalizations of Pearson’s chi-square test for weighted histograms
Set of statistics {Xˆ21 , Xˆ22 , . . . , Xˆ2m}, with positive definite matrixes Γˆk
only, is used for calculating the median statistic Xˆ2Med (50). It can be used
for any weighted histograms, including histograms with unweighted entries.
One bin is excluded because the full covariance matrix of an unweighted
histogram is singular and hence can not be inverted.
Let us consider estimation of a full covariance matrix Γˆ for the weighted
histogram with more detail. The symmetric matrix is positive definite if
the minimal eigenvalue of the matrix larger then 0. We denote minimal
eigenvalue of the matrix n−1Γˆ by λmin then follow to Ref. [10] it can be
shown that
min
i
{pi0
rˆi
} −
m∑
i=1
p2i0 ≤ λmin ≤ min
i
{pi0
rˆi
}. (52)
and the eigenvalue λmin is the root of secular equation
1−
m∑
i=1
p2i0
pi0/rˆi − λ = 0. (53)
In case of a histogram with unweighted entries, all rˆi = 1 and λ = 0 is
zero of equation (53). Matrix Γˆ for this case is not positive definite and is
singular, but matrix Γˆk is positive definite and therefore invertible. Number
of events ni in bins of usual histogram satisfy to equation n1+n2, ...,+nm = n
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that is why the covariance matrix of multinomial distribution is not positive
definite and is singular.
Matrix Γˆ for a histogram with weighted entries can be also non-positive
definite. There are two reasons why this can be. First of all, the total sums
of weights Wi in bins of a weighted histogram are related with each other,
because satisfy the equation E[
∑m
i=1Wi] = n and second, due fluctuations of
matrix elements.
The test statistic obtained with full matrix Γˆ is unstable and can have
large variance especially for the case of low number n of events in a histogram.
The fact the matrix is not positive definite is equivalent to the fact that
the minimal eigenvalue λmin of the matrix Γˆ is ≤ 0. A case when the min-
imal eigenvalue is positive but rather small is also not desirable, especially
for computer calculations.
Due to the above mentioned reasons it is wise to use the test statistic for
a weighted histograms
Xˆ2 = Xˆ2k =
∑
i 6=k
rˆi
(Wi − npi0)2
npi0
+
(
∑
i 6=k rˆi(Wi − npi0))2
n(1−∑i 6=k rˆipi0) (54)
for k where
pk0
rˆk
= min
i
{pi0
rˆi
}. (55)
A secular equation for the new minimal eigenvalue can be solved numerically,
by bisection method, to check whether a matrix Γˆk is positive definite or not.
Numerical experiments show that it is very rare that the matrix Γˆk is not
positive definite and it happens only for histograms with a small number n of
events in a histogram. If hypothesis H0 is valid, statistic Xˆ
2 asymptotically
has distribution
Xˆ2 ∼ χ2m−1. (56)
It is plausible that power of the new test is not lower than power of tests
with statistic Xˆ2Med and with other statistics {Xˆ2i , i 6= k}. The distribution of
the statistic Xˆ2 is closer to χ2m−1 then distribution of median statistic Xˆ
2
Med.
Also the statistic Xˆ2 is easier to calculate than the statistic Xˆ2Med.
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3. Goodness of fit tests for weighted histograms with deviations
from main model
Here, different deviations from the main model of weighted histograms
will be considered as well as goodness of fit tests for those cases.
3.1. Goodness of fit test for weighted histogram with unknown normalization
In practice one is often faced with the case that all weights of events
are defined up to an unknown normalization constant C see Ref. [2]. It
happens because in some cases of computer simulation is rather difficult give
analytical formula for the PDF, but the PDF up to multiplicative constant
is possible, that is enough for the generation of events according to the PDF,
for example, by very popular Neumann’s method [11]. For the goodness of
fit test it means that if hypothesis H0 is valid
E[Wi] · C = npi0, i = 1, . . . , m. (57)
with unknown constant C. Then the test statistic (45) can be written as
cXˆ2k =
∑
i 6=k
rˆi
(Wi − npi0/C)2
npi0/C
+
(
∑
i 6=k rˆi(Wi − npi0/C))2
n(1− C−1∑i 6=k rˆipi0) . (58)
An estimator for the constant C can be found by minimizing Eq. (58).
Cˆk =
∑
i 6=k
rˆipi0 +
√ ∑
i 6=k rˆipi0∑
i 6=k rˆiW
2
i /pi0
(n−
∑
i 6=k
rˆiWi), (59)
where Cˆk is an estimator of C. Substituting (59) to (58), we get the test
statistic
cXˆ
2
k =
∑
i 6=k
rˆi
(Wi − npi0/Cˆk)2
npi0/Cˆk
+
(
∑
i 6=k rˆi(Wi − npi0/Cˆk))2
n(1− Cˆ−1k
∑
i 6=k rˆipi0)
. (60)
The statistic (60) has a χ2m−2 distribution if hypothesis H0 is valid.
Formula (60) can be also transformed to
cXˆ
2
k =
s2k
n
+ 2sk, (61)
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where
sk =
√∑
i 6=k
rˆipi0
∑
i 6=k
rˆiW 2i /pi0 −
∑
i 6=k
rˆiWi (62)
which is convenient for calculations, see [2]. Median statistics can be used
for the same reason as in section 2.2
cXˆ
2
Med = Med {cXˆ21 , cXˆ22 , . . . , cXˆ2m}. (63)
and has approximately χ2m−2 distribution if hypothesis H0 valid, see Ref. [2]
cXˆ
2
Med ∼ χ2m−2. (64)
3.2. New goodness of fit test for weighted histogram with unknown normal-
ization
The new estimator of constant C is
Cˆ =
∑
i 6=k
rˆipi0 +
√ ∑
i 6=k rˆipi0∑
i 6=k rˆiW
2
i /pi0
(n−
∑
i 6=k
rˆiWi), (65)
for k where
pk0
rˆk
= min
i
{pi0
rˆi
}. (66)
And the test statistic can be written as
cXˆ2 =
∑
i 6=k
rˆi
(Wi − npi0/Cˆ)2
npi0/Cˆ
+
(
∑m
1 rˆi(Wi − npi0/Cˆ))2
n(1− Cˆ−1∑m1 rˆi.pi0) (67)
Statistic cXˆ
2 asymptotically has χ2m−2 distribution if hypothesis H0 is
valid
cXˆ
2 ∼ χ2m−2. (68)
3.3. Goodness of fit test for weighted Poisson histograms
Poisson histogram [12] can be defined as histogram with multi-Poisson
distributions of a number of events for bins
P (n1, . . . , nm) =
m∏
i=1
e−n0pi(n0pi)
ni/ni!, (69)
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where n0 is a free parameter. The discrete probability distribution function
(probability mass function) of a Poisson histogram can be represented as a
product of two probability functions: a Poisson probability mass function
for a number of events n with parameter n0 and a multinomial probability
mass function of the number of events for bins of the histogram, with total
number of events equal to n, see Ref. [1]
P (n1, . . . , nm) = e
−n0(n0)
n/n!× n!
n1!n2! . . . nm!
pn11 . . . p
nm
m . (70)
A Poisson histogram can be obtained as a result of two random experiments,
namely, where the first experiment with Poisson probability mass function
gives us the total number of events in histogram n, and then a histogram is
obtained as a result of a random experiment with PDF p(x) and the total
number of events is equal to n.
As in the case of multinomial histograms, also for Poisson histograms
there is the problem of goodness of fit test with the hypothesis:
H0 : p1 = p10, . . . , pm−1 = pm−1,0 vs. Ha : pi 6= pi0 for some i, (71)
where pi0 are specified probabilities, and
∑m
i=1 pi0 = 1. If n0 is known, then
the statistic, see Ref. [13]:
X2pois =
m∑
i=1
(ni − n0pi0)2
n0pi0
, (72)
can be used and has asymptotically a χ2m distribution if the hypothesis H0
is valid
X2pois ∼ χ2m. (73)
The hypothesis H0 becomes complex if parameter n0 is unknown for the
Poisson histogram. This is an opposite situation to the case of a multinomial
histogram, where the hypothesis is simple.
In [13] there are proposed statistics for goodness of fit test for a weighted
Poisson histogram with known parameter n0
X2corr0 =
m∑
i=1
(Wi − n0pi0)2
W2in0pi0/Wi
, (74)
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and for the case the n0 is not known:
X2corr =
m∑
i=1
(Wi − nˆ0pi0)2
W2inˆ0pi0/Wi
, (75)
with estimation of n0 obtained by minimization of equation (74)
nˆ0 =
[∑m
i=1W
3
i /(W2ip0i)∑m
i=1Wip0i/W2i
]1/2
. (76)
The distribution of statistic X2corr0 in case hypothesis H0 is valid
X2corr0 ∼ χ2m (77)
and for the statistic X2corr is
X2corr ∼ χ2m−1 (78)
according Ref. [13].
Generally, the power of the tests for Poisson histograms will be slightly
lower than for multinomial histograms with the number of events n = n0
which is explained by the fact that the total number of events for Poisson
histograms fluctuates.
The choice of the type of the histogram depends on what type of a physical
experiment is produced. If the number of events n is constant, then it is a
multinomial histogram; if the number of events n is a random value that has
Poisson distribution, then it is a Poisson histogram.
A weighted histogram very often is the result of modeling and the number
of simulated events is known exactly, and therefore the choice of a multino-
mial histogram is reasonable. It is also reasonable to use tests developed for
the multinomial histograms in the case, if the number of events n is random
value but with unknown distribution [14].
4. Restriction for goodness of fit tests applications
For the histograms with unweighted entries, the use of Pearson’s chi-
square test (23) is inappropriate if any expected frequency npi0 is below 1 or
if the expected frequency is less than 5 in more than 20% of bins [15].
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Restrictions for weighted histograms, due to fluctuation of the estimation
of ratio of moments rˆi, can be made stronger. Namely, the use of new chi-
square tests (54) and (67) is inappropriate if any expected frequency E[ni] is
less than 5.
Following Ref. [16] a disturbance is regarded as unimportant when the
nominal size of the test is 5% and the size of the test lies between 4% and
6% for a goodness of fit tests.
5. Numerical evaluation of the tests’ power and sizes
The main parameters which characterizes the effectiveness of a test are
size and power.
The nominal significance level was taken to be equal to 5% for calculating
of size of tests in presented numerical examples. Hypothesis H0 is rejected
if test statistic Xˆ2 is larger than some threshold. Threshold k0.05 for a given
nominal size of test 5% can be defined from the equation
0.05 = P (χ2l > k0.05) =
∫ +∞
k0.05
xl/2−1e−x/2
2l/2Γ(l/2)
dx, (79)
where l = m− 1.
Let us define the test size α for a given nominal test size 5% as the
probability
α = P (Xˆ2 > k0.05|H0). (80)
This is the probability that hypothesis H0 will be rejected if the distribution
of weights Wi for bins of the histogram satisfies hypothesis H0. Deviation of
the test size from the nominal test size is an important test characteristic.
A second important test characteristic is the power. Let us define the
test power as
P (Xˆ2 > k0.05|Ha). (81)
This is the probability that hypothesis H0 will be rejected if the distribution
of weights Wi for bins of the histogram does not satisfy hypothesis H0.
Notice that the power calculated by formula (81) can give misleading
result in case of comparing of different tests. To overcome this problem here
we define the power of test pi as
pi = P (Xˆ2 > K0.05|Ha) (82)
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with the threshold K0.05 calculated by Monte-Carlo method from equation
0.05 = P (Xˆ2 > K0.05|H0). (83)
All definitions proposed above for statistics Xˆ2 can be used for other test
statistics with appropriate number of degree of freedom l in the formula
(79).
The size and power of tests depend on the number of events and the
binning that was discussed for usual histograms in Ref. [1]. The power for
weighted histograms also depends on the choice of PDF g(x) (subsection
1.1) or gtr (subsection 1.2) and can be even higher than for histograms with
unweighted entries as well as lower. Below we demonstrate two examples of
an application of the previously discussed tests. The size and power of the
tests are calculated for a different total number of events in the histograms.
In numerical examples were demonstrated applications of:
• Pearson’s goodness of fit test [4], see subsection 2.1 and first paragraph
of section 2. The test statistic is X2 (23).
• goodness of fit test for weighted histograms with normalized weights
[2], see subsection 2.2. The test statistic is Xˆ2Med (50).
• goodness of fit test for weighted histograms with unnormalized weights
[2], see subsection 3.1. The test statistic is cXˆ
2
Med (63).
• new goodness of fit test for weighted histograms with normalized weights,
see subsection 2.3. The test statistic is Xˆ2(54).
• new goodness of fit test for weighted histograms with unnormalized
weights, see subsection 3.2. The test statistic is cXˆ
2(67).
• goodness of fit test for Poisson histograms with unweighted entries
and known parameter n0 [13], see subsection 3.3. The test statistic is
X2pois(72).
• goodness of fit test for weighted Poisson histograms with known pa-
rameter n0 [13], see subsection 3.3. The test statistic is X
2
corr0(74).
• goodness of fit test for weighted Poisson histograms with unknown
parameter n0 [13], see subsection 3.3. The test statistic is X
2
corr(75).
The published program, see Ref. ([17]), was used for the calculation of the
test statistics with minor modification needed for the new tests.
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Figure 1: Probability density functions g1(x) = p(x), g2(x), g3(x) used for events genera-
tion and PDF p0(x) for hypothesis H0 (dashed line)
5.1. Numerical example 1
A simulation study was done for the example from Ref. [2]. Weighted his-
tograms described in subsection 1.1, are used here. The PDF for hypothesis
H0 is:
p0(x) ∝ 2
(x− 10)2 + 1 +
1.15
(x− 14)2 + 1 (84)
against alternative Ha:
p(x) ∝ 2
(x− 10)2 + 1 +
1
(x− 14)2 + 1 (85)
represented by the weighted histogram. Both PDF’s are defined on the in-
terval [4, 16]. A calculation was done for three cases of a PDF, used for the
event generation, see Fig. 1
g1(x) = p(x) (86)
g2(x) = 1/12 (87)
g3(x) ∝ 2
(x− 9)2 + 1 +
2
(x− 15)2 + 1 . (88)
Distribution (86) gives an unweighted histogram. Distribution (87) is a uni-
form distribution on the interval [4, 16]. Distribution (88) has the same type
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Figure 2: Probabilities pi, i = 1, ..., 20 for the PDF p(x) (solid line) and p0i, i = 1, ..., 20
for the PDF p0(x) (dashed line)
of parameterizations as Eq. (84), but with different values of the parame-
ters. Histograms with 20 bins and equidistant binning were used. At Fig. 2
presented probabilities pi, i = 1, ..., 20 for the PDF p(x) and p0i, i = 1, ..., 20
for the PDF p0(x). Size and power of tests with statistics Xˆ
2 (54), cXˆ
2 (67),
Xˆ2Med (50) and cXˆ
2
Med (63) were calculated for weighted histograms with
weights of events equal to p(x)/g2(x) and p(x)/g3(x). Statistics Xˆ
2 (54) and
Xˆ2Med (50) coincide with Pearson’s statistic X
2 (23) and were used for his-
tograms with unweighted entries. The results of calculations for 100000 runs
are presented in Table 1.
Conclusion and interpretation of results presented in Table 1.
• The size of new tests Xˆ2 (54)(rows 2, 6) and cXˆ
2(67)(row 3, 7) are
generally closer to nominal value 5% then median tests Xˆ2Med (50)(rows
4, 8) and cXˆ
2
Med (63)(rows 5, 9) when the application of the test satisfies
restrictions formulated in section 4.
• The power of new tests Xˆ2 (54) (rows 2, 6) are greater than for analo-
gous median tests Xˆ2Med (50)(rows 4, 8). The power of tests cXˆ
2(67)(rows
3, 7) are greater than for analogous median tests cXˆ
2
Med (63)(rows 5,
9).
• The power of all tests calculated for histograms with weights of events
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Table 1: Numerical example 1. Size (α) and power (pi) of different test statistics X2(23),
Xˆ2(54), cXˆ
2(67), Xˆ2Med(50), cXˆ
2
Med(63) obtained for different weighted functions w(x).
Italic type marks a size of test with inappropriate number of events in the bins of his-
tograms.
№ n 200 400 600 800 1000 3000 5000 7000 9000 w(x)
1 X2
α 5.7 5.4 5.3 5.2 5.2 5.1 5.0 5.0 5.1
1
pi 6.0 7.1 8.2 9.8 11.2 29.9 52.7 71.6 84.9
2 Xˆ2
α 5.5 5.3 5.2 5.1 5.0 5.1 5.1 5.1 4.9
p(x)
g2(x)
pi 6.1 7.0 8.2 9.2 10.5 26.2 45.8 64.0 78.7
3 cXˆ2
α 5.0 5.1 5.0 5.0 4.9 5.0 5.0 5.2 4.9
pi 6.0 7.0 8.1 9.1 10.4 26.0 45.6 63.0 78.1
4 Xˆ2
Med
α 5.4 5.4 5.3 5.2 5.1 5.3 5.2 5.3 5.0
pi 6.0 6.9 8.0 9.1 10.3 25.7 45.3 63.1 78.2
5 cXˆ2Med
α 5.6 5.8 5.7 5.7 5.5 5.7 5.7 5.8 5.5
pi 5.9 6.9 8.0 9.1 10.2 25.4 44.9 62.5 77.5
6 Xˆ2
α 7.3 6.6 6.1 5.8 5.6 5.2 5.2 4.9 5.0
p(x)
g3(x)
pi 16.2 29.7 40.1 48.5 56.1 95.7 99.8 100.0 100.0
7 cXˆ2
α 4.7 4.9 5.0 5.0 5.1 5.1 5.0 4.9 5.0
pi 6.9 8.3 9.9 11.6 13.4 36.5 61.6 80.5 91.2
8 Xˆ2
Med
α 5.5 5.3 5.4 5.3 5.5 5.4 5.2 5.3 5.2
pi 7.9 11.8 15.8 20.2 25.0 75.3 96.6 99.8 100.0
9 cXˆ2Med
α 5.4 5.5 5.7 5.6 5.8 5.7 5.6 5.7 5.5
pi 6.8 8.4 9.7 11.4 13.1 36.0 60.7 79.2 90.7
equal to p(x)/g2(x) (rows 2-5) are lower then for histogram with un-
weighted entries (row 1), but the power of all tests calculated for
histograms with weights of events equal to p(x)/g3(x) (rows 6-9) are
greater. The explanation is that in latter case we increase the statistics
of events for domains with high deviation of the distribution presented
by the histogram from the tested distribution.
Properties of tests in applications to Poisson histograms with the same
weighted functions and distributions of events were investigated. In this case,
the total number of events n is random and was simulated according Poisson
distribution for a given parameter n0. Size and power of tests X
2
pois (72),
X2corr0 (74) with exactly known parameter n0 and X
2
corr (75) developed ad
hoc for the Poisson histogram in [13] also was calculated. Results of the
calculations are presented in Table 2 .
Conclusion and interpretation of results presented in Table 2.
• The size of all tests are close to nominal value 5%.
20
Table 2: Numerical example 1. Size (α) and power (pi) of different test statistics X2pois(72),
X2(23) , X2corr0(74), X
2
corr(75) , Xˆ
2(54) , cXˆ
2(67) in application for Poisson histograms.
Italic type marks a size of test with inappropriate number of events in the bins of his-
tograms.
№ n0 200 400 600 800 1000 3000 5000 7000 9000 w(x)
1 X2pois
α 6.0 5.6 5.2 5.2 5.2 5.1 5.1 5.1 5.1
1
pi 5.9 7.0 8.3 9.6 11.1 29.2 50.9 70.0 83.8
2 X2
α 5.6 5.5 5.1 5.2 5.1 5.1 5.1 5.1 5.0
pi 6.0 7.0 8.4 9.8 11.1 30.0 52.2 71.2 85.0
3 X2corr0
α 5.4 5.3 5.2 5.1 5.1 5.0 5.0 5.1 5.0
p(x)
g2(x)
pi 6.0 6.7 7.8 8.8 10.0 25.0 43.9 61.5 76.2
4 X2corr
α 3.9 4.4 4.6 4.7 4.7 5.0 5.0 5.0 4.9
pi 6.0 7.0 8.0 9.0 10.3 25.5 45.0 62.9 77.4
5 Xˆ2
α 5.5 5.2 5.2 5.1 5.0 5.1 5.0 5.0 5.0
pi 6.1 7.1 8.1 9.2 10.6 26.3 46.0 64.1 78.5
6 cXˆ2
α 5.1 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0
pi 6.0 7.0 8.1 9.2 10.5 26.0 45.5 63.4 77.6
7 X2corr0
α 5.1 5.0 5.2 5.0 5.2 5.1 5.1 5.1 4.9
p(x)
g3(x)
pi 6.3 7.5 8.8 10.7 12.3 35.3 60.5 79.6 91.3
8 X2corr
α 3.5 4.1 4.5 4.7 4.8 5.0 5.0 5.0 4.9
pi 7.0 8.4 9.7 11.6 13.4 36.0 60.4 79.2 90.8
9 Xˆ2
α 7.2 6.5 6.0 5.6 5.6 5.3 5.1 5.1 4.9
pi 16.4 30.1 40.1 48.8 56.1 95.7 99.8 100.0 100.0
10 cXˆ2
α 4.6 4.9 4.9 5.0 5.1 5.0 5.0 5.0 5.0
pi 7.0 8.5 10.0 11.7 13.5 37.0 61.7 80.0 91.2
• The power of new tests Xˆ2(54)(rows 5, 9) and cXˆ
2(67)(rows 6, 10) used
for Poisson histograms are greater than the power of tests developed
ad hoc for the Poisson histograms X2corr0(74)(rows 3, 7) with the ex-
actly known parameter n0 and X
2
corr(75)(rows 4, 8) with the unknown
parameter n0 in Ref. [13].
• The power of Pearson’s test X2(23)(row 2) used for Poisson histograms
is greater than test X2pois(72)(row 1) with the exactly known parameter
n0 proposed in Ref. [13].
5.2. Numerical example 2
A simulation study was done for the example described in Ref. [18] and
also in Ref. [19]. Weighted histograms described in subsection 1.2 are used
here.
The PDF p0(x) for the hypothesis H0 is taken according to formula (11)
with:
p0tr(x
′) = 0.4(x′ − 0.5) + 1; x′ ∈ [0, 1] (89)
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A(x′) = 1− (x′ − 0.5)2 (90)
R(x|x′) = 1
σ
√
2pi
exp
[
−(x− x
′)2
2σ2
]
,with σ = 0.3. (91)
For the alternative Ha, p(x) is taken with the same acceptance and reso-
lution function according to formula (11) with:
ptr(x
′) = 0.6666(x′ − 0.5) + 1; x′ ∈ [0, 1] (92)
that is presented by the weighted histogram.
A calculation was done for two cases of PDFs used for event generation,
see Fig. 3.
h1(x
′) = 0.6666(x′ − 0.5) + 1; x′ ∈ [0, 1] (93)
and
h2(x
′) = −0.6666(x′ − 0.5) + 1; x′ ∈ [0, 1]. (94)
In the first case, a weighted histogram is the histogram with weights of
events equal to 1 ( histogram with unweighted entries) and, in the second
case, weights of events equal to h1(x
′)/h2(x
′). The results of this calculation
for 100000 runs are presented in tables 3. We use a histogram with 20 bins
on interval [−0.3, 1.3]. Fig. 4 presented probabilities pi, i = 1, ..., 20 for the
PDF p(x) and p0i, i = 1, ..., 20 for the PDF p0(x). Here, we add two bins for
events with x 6 −0.3 and x > 1.3 as well as one bin for events that were not
registered due to limited acceptance. Total number of bins m is used in test
equal to 23. The results of calculations of the sizes and power of tests for
100000 runs are presented in Table 3.
Conclusion and interpretation of results presented in Table 3.
• The size of new tests Xˆ2(54) and cXˆ
2(67) (row 2, 3 ) is more close
to the nominal value 5% then the size of median tests Xˆ2Med(50) and
cXˆ
2
Med(63) (rows 4, 5).
• The power of new tests Xˆ2(54) and cXˆ
2(67) (rows 2,3) is roughly the
same compared with analogous median tests Xˆ2Med(50) and cXˆ
2
Med(63)
(rows 4, 5).
• All tests demonstrate greater power then Pearson’s test X2(23) (row
1) used for the histogram with unweighted entries.
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Figure 3: Probability density functions h1(x
′) = ptr(x
′), h2(x
′) and p0tr(x
′) (dashed line)
The property of tests in application for Poisson histograms is investigated
with the same weighted functions and distributions of events. In this case,
the number of events n in a histogram was simulated according Poisson
distribution with given parameter n0. The size and power of tests developed
for the Poisson histogram in [13] was also calculated. Results of calculations
are presented in Table 4.
Conclusion and interpretation of results presented by Table 4.
• The size of all tests are close to nominal value 5%.
• Basically, the power of new tests Xˆ2(54) and cXˆ
2(67)(rows 5, 6) in
applying for Poisson histograms are greater than the power of tests
developed ad hoc for the Poisson histograms X2corr0(74) with the ex-
actly known parameter n0 and X
2
corr(75) (rows 3, 4) with the unknown
parameter n0 in Ref. [13].
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Figure 4: Probabilities pi, i = 1, ..., 20 for the PDF p(x) (solid line) and p0i, i = 1, ..., 20
for the PDF p0(x)(dashed line)
• The power of Pearson’s test X2 (row 2) used for Poisson histograms
is greater than power of test X2pois(72)(row 1) with the exactly known
parameter n0.
Generally the numerical example 1 and example 2 demonstrate the superi-
ority of new goodness of fit tests under existing tests for weighted histograms,
see Ref. [2] and for weighted Poisson histograms, see Ref. [13].
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Table 3: Numerical example 2. Sizes (α) and powers (pi) of different test statistics X2(23),
Xˆ2(54), cXˆ
2(67), Xˆ2Med(50), cXˆ
2
Med(63) obtained for different weighted functions w(x).
Italic type marks a size of test with inappropriate number of events in the bins of his-
tograms.
№ n 200 400 600 800 1000 3000 5000 7000 9000 w(x)
1 X2
α 5.1 5.1 5.1 5.0 5.2 5.1 5.1 5.0 5.0
1
pi 5.6 6.6 7.5 8.8 9.8 25.9 45.7 64.9 79.4
2 Xˆ2
α 7.0 6.2 5.8 5.6 5.5 5.1 5.0 4.9 4.9
h1(x
′)
h2(x′)
pi 8.4 9.4 10.9 12.8 14.6 40.9 67.1 85.3 94.5
3 cXˆ2
α 5.6 5.6 5.5 5.4 5.3 5.1 5.0 5.0 4.9
pi 6.4 7.4 8.4 9.9 11.0 28.0 47.9 66.4 80.5
4 Xˆ2
Med
α 10.9 7.4 6.6 6.1 6.1 5.7 5.6 5.6 5.6
pi 9.1 10.1 11.5 13.9 15.8 43.7 70.9 87.8 95.8
5 cXˆ2Med
α 7.8 6.6 6.3 5.9 5.9 5.7 5.7 5.7 5.6
pi 6.1 7.2 8.4 9.7 10.9 27.4 46.9 65.0 79.2
Table 4: Numerical example 2. Size (α) and power (pi) of different test statistics X2pois(72),
X2, X2corr0(74), X
2
corr(75), Xˆ
2(54), cXˆ
2(67) in application for Poisson histograms. Italic
type marks a size of test with inappropriate number of events in the bins of histograms.
№ n0 200 400 600 800 1000 3000 5000 7000 9000 w(x)
1 X2pois
α 5.5 5.3 5.3 5.0 5.2 5.1 5.1 5.0 5.2
1
pi 5.5 6.4 7.4 8.7 9.7 25.6 45.0 64.0 77.9
2 X2
α 5.1 5.1 5.1 4.9 5.2 5.0 5.1 5.0 5.2
pi 5.5 6.5 7.5 8.9 9.8 26.3 45.9 65.0 78.8
3 X2corr0
α 5.8 5.8 5.5 5.3 5.3 5.0 5.1 5.0 5.0
h1(x
′)
h2(x′)
pi 5.8 6.6 7.7 9.0 10.2 27.2 47.0 66.5 80.7
4 X2corr
α 4.2 4.9 4.9 4.8 4.9 4.9 5.0 4.9 5.0
pi 6.3 7.2 8.4 9.7 11.1 27.5 46.9 65.5 79.5
5 Xˆ2
α 6.8 6.1 5.8 5.6 5.4 5.1 5.0 5.0 4.9
pi 8.4 9.4 11.0 12.7 14.8 41.1 67.2 85.1 94.4
6 cXˆ2
α 5.4 5.6 5.5 5.3 5.3 5.0 4.9 5.0 4.9
pi 6.5 7.4 8.5 9.8 11.0 28.0 48.2 66.4 80.4
6. Conclusion
A review of goodness of fit tests for weighted histograms was presented.
The bin content of a weighted histogram was considered as a random sum
of random variables that permits to generalize the classical Pearson’s good-
ness of fit test for histograms with weighted entries. Improvements of the
chi-square tests with better statistical properties were proposed. Evaluation
of the size and power of tests was done numerically for different types of
weighted histograms with different numbers of events and different weight
functions. Generally the size of new tests is closer to nominal value and
power is not lower than have existing tests. Except direct application of
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tests in data analysis, see for example Ref. [20], the proposed tests are nec-
essary bases for generalization of test in the case when some parameters must
be estimated from the data, see Ref. [21], as well as for the generalisation
of test for comparing weighted and unweighted histograms or two weighted
ones (homogeneity test), see Refs. [21, 22, 23]. Parametric fit of data ob-
tained from detectors with finite resolution and limited acceptance is one of
important application of methods developed for weighted histograms that
can be used for experimental data interpretation, see Refs. [19].
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