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Abstract 
This paper describes sum of absolute differences (SAD) algorithm to calculate optical flow function. This algorithm is used for optical 
flow estimation between two frames of colored photo image. The algorithm is combined with parallel processing, modern general purpose 
Compute Unified Device Architecture (CUDA) Graphic Processing Unit (GPU) to reduce significantly the time consumption of 
computation of using traditional Central Processing Unit (CPU). This algorithm is tested on real world colored photo image sequences. 
The performance in term of time consumption of algorithm using parallel processing (using GPU) is then compared to serial processing 
(using CPU). 
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1. Introduction 
Feature matching is an important task in the area of computerized vision. There are several different approaches for 
image correspondence estimation [1]. Among the approaches, there is a group of so called area based methods [2]. Intensity 
values only are used to determine correspondence of the areas in this case [2]. Three classes of metrics that are commonly 
applied for area matching: cross correlation (CC), intensity differences or sum of absolute differences (SAD), sum of 
squared differences (SSD), and rank [3] metrics. Cross correlation metric is the standard statistical method for determining 
of similarity. This metric is more robust than the others but computationally expensive [4]. SSD is equally robust but lower 
computational cost. 
One of the problems in computerized vision is optical flow estimation. Optical flow is a two-dimensional vector field that 
represents velocities and the directions in each point of an image [5]. Optical flow estimation is used in many applications: 
vehicles precision navigation, video image reconstruction and object tracking. Correlation based methods give more 
accurate results in the case of noised images with non-rigid objects [5]. The real world coloured photo image sequences 
obtained from consumer-grade digital camera correspond to this pre-determined conditions. 
Correlation based techniques are very robust but computationally expensive [4]. This fact makes them not suitable for 
real time processing. One way to overcome this limitation is using modern general purpose Compute Unified Device 
Architecture (CUDA) Graphic Processing Unit (GPU). 
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Using CUDA GPU is an excellent way to increase the performance of data processing. GPUs are recently considered to 
be very efficient parallel processing units [6]. While their original purpose was to provide a graphic output to users, their 
computing capabilities have been getting more and more complex and their performance has overcome common Central 
Processing Units (CPU), in terms of both computing speed (in floating point operations per second with double precision) 
and memory bandwidth [6]. Besides, their performance growth is not limited by current manufacturing technology, so the 
difference between CPU and GPU computational power is still getting wider. The GPU architecture benefit from a massive 
fine-grained parallelization, as they are able to execute as many as thousands of threads concurrently [6]. Attempts to utilize 
GPUs not only for manipulating computer graphics, but also for different purposes, lead to a new research field, called 
“General-purpose computation on GPU (GPGPU)” [7]. The graphic cards provide huge computational performance for a 
good price. For instance, NVidia GeForce GTX 690 (RM3239.00), a current top desktop graphics card with 3072 streaming 
processors, built on a new KEPLER architecture, is slightly cheaper than the current quad-core CPU Intel Core i7-3960 
Extreme (RM3449.00), 6 streaming processors – 12 threads, built on Ivy Bridge architecture (as to May 2012). Furthermore, 
the recent computer mainboards support up to 4 Generation 3 PCIe x16 slots, offering space for 4 GPU cards in Scalable 
Link Interface (SLI) configuration. With multiple slots occupied, a common affordable single personal computer (PC) can 
be turned into a supercomputer, literally. Recently, with the development of Jacket, a plugin developed by AccelerEyes 
enable the algorithm coded in MATLAB/SIMULINK to execute natively in GPU by interfacing the code. This primarily 
reduces the effort for programmers using shading language such as Cg, High Level Shading Language (HLSL) or OpenGL 
Shading Language (GLSL) to utilize execution on GPU. 
The problem with CUDA GPU is not all methods are suitable for massive parallel processing [7]. The performance is 
limited by several factors: the ratio of floating points operations to global memory accesses, branching diversity, global 
synchronization requirements and data transfer overhead [7]. However, image processing algorithm is a good candidate for 
GPU acceleration since parallelization is naturally occurs by per-pixel operations.  
Another problem is the bottlenecks of graphic cards in term of relatively expensive, small global memory. A common 
modern GPU provides approximately 4–8 times smaller global memory than a common CPU [7]. This can pose significant 
problems for programmers in their effort to implement algorithms on GPU. Since the size of the image can exceed the size 
of GPU global memory, or, at best, there is enough global memory to allocate the space for the image itself, but not for 
auxiliary data structures [8]. The simple fact, that image size exceeds the amount of available memory, does not itself pose 
an obstacle for a potential GPU implementation. There is a large class of image processing algorithms which can be referred 
to as methods with local knowledge [8]. In this case, in order to process each image element only local information about 
the element and its closest neighbours is needed. Image tonality adjustment, edge detection filters, and linear combination of 
multiple images are typical examples of this class. Linear and non-linear filters with relatively small kernels, as well as 
dilation and erosion with small structural elements can be also considered members of this class. Due to nature of local 
algorithms it is easy to split data into small chunks. Consequently, these parts can be processed independently, so only little 
effort has to be made on problem decomposition, actually. As will be shown in survey, this is the case of the most current 
GPU implementations dealing with huge images. 
On the contrary, algorithms, according to methods with global knowledge, need to store the entire image [8]. Fourier 
transform (and fast Fourier transform as well), Hough transform or wavelet transform are good examples of this class. Many 
methods, for instance, convolution and de-convolution with large kernels, are derived from these transforms, and therefore 
should be also considered global [8]. In this case, it is necessary to seek for nontrivial methods to decompose a problem into 
several parts which are independent from each other, in order to process data on architectures with a small memory. 
In this process, it is crucial to focus on task dependency. The best is to split data into independent parts so they can be 
processed in parallel on GPU. Also, since huge data cannot be stored in GPU memory, only the most time consuming 
process is executed on GPU and the rest is done on CPU to save memory and latency due to memory transfer. 
Intention of this paper: The main goal of this paper is the acceleration of image processing algorithms. For 
implementation, the GPU platform was choosed, since it is suitable not only for testing, but also considerable significant 
speedup of computational-intensive algorithms.  
 
 
2. Methodology 
2.1. Optical Flow Mechanism 
 
When an object moves in the field of view of a camera, its motion causes a corresponding change in the image. To illustrate 
this effect, consider the pointሶ , moving with velocity ሬԦ in Figure 1. The projection of ሶ  onto the image plane ሶ i will move 
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by an amount given by vector ሬԦi. The collection of all such projected vectors in image forms the motion field. The recovery 
of the motion field from a set of images is called the optical flow. A representative optical flow field, resulting from 
translating 2-D squares, is shown in Figure 2. 
 
 
Figure 1 : Corresponding Change In The Image Due to Object Motion 
 
 
 
Figure 2 : Representative Optical Flow Field From Translating 2-D Squares 
 
Several assumptions must be made when calculating the optical flow. The first is the brightness constancy assumption, 
which states that the intensity of local regions in the image plane is approximately constant between video frames. This can 
be expressed more formally as [9]: 
 
                                                                         ሺሬԦǡ ሻ ൎ ሺሬԦ ൅μሬԦǡ  ൅ μሬԦሻ                                                                      (1) 
    
Where ሺሬԦǡ ሻis the image intensity function and μሬԦ is the displacement of an image region at time t. 
  
Second, for optical flow to correspond exactly to image motion objects in the field of view must have Lambertian surface 
reflectance and their motion must be pure translational motion parallel to the image plane (the apparent brightness of light 
scattered by a Lambertian surface, as seen by an observer, is the same regardless of the observer's viewing angle). While 
these conditions are rarely satisfied in a full scene, they are often locally satisfied. The degree to which these assumptions 
are met partly determines the accuracy of the resulting optical flow field [9]. 
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2.2.  Correlation-Based Optical Flow 
 
In correlation-based optical flow, the similarity between a block around each pixel in the current video frame, I(t), and a 
series of blocks in the next frame, I (t+dt), is maximized to find the correct pixel motion. More precisely, a (2v + 1) X (2v + 
1) sized block of pixels in the current frame, I(t), centred at pixel (x, y) is extracted. This pixel block is designated as P1. In 
the next frame, I(t+dt), there are (2n+1) x (2n+1) possible displacements that the pixel, (x, y), could have moved. For each 
displacement, a (2v+1) x (2v+1) sized pixel block, designated as P2, is extracted from frame I(t + dt) and compared to P1. 
The pixel patch P2 that maximizes the similarity measure corresponds to the displacement of the pixel between the two 
frames. The parameter v corresponds to the correlation window radius and n is designated as the search window radius. This 
procedure is illustrated in Figure 3. 
 
Figure 3 : Illustration Of Correlated-Based Flow 
 
Normalized cross-correlation and sum-of-squared differences (SSD) are conventional choices for similarity measure. SSD 
was chosen in this study due to its lower computational cost. The SSD match strength is calculated as: 
 
                                                  ሺǡ ǡ ǡ ǡ ሻ ൌ σ σ ሺሺ ൅ ǡ  ൅ ǡ ሻ
୴
୧ୀି୴
୴
୨ୀି୴           (2)           
                                                               െሺ ൅  ൅ ǡ  ൅  ൅ ǡ  ൅ ሻ;                                                                 (3) 
 
Where (x, y) is the image coordinate in frame I(t) and (dx, dy) are the set of (2n+1) x (2n+1) possible displacements 
around (x, y). The pixels displacement is taken to be the set of displacements (dx, dy) that minimize the SSD. 
 
2.3. Algorithm Implementation On GPU 
 
The modern GPU is a multi-core, single-instruction multiple thread (SIMT) processor designed for fast floating point 
calculation. The architecture in NVIDIA GeForce GTX 550 Ti GPUs consists of a multitude of multiprocessors that each 
encapsulates a set of processors, on-chip shared memory, and an instruction unit, as illustrated in Figure 4. Each processor 
has access to on-board random access memory (RAM) (global memory) and on-chip shared memory. The GPU used in this 
work contains 4 clusters of 48 stream processors, for a total of 192 SIMT processors [10]. SIMT architecture is similar to 
single-instruction multiple-data (SIMD), with the added ability to execute either single scalar threads or cooperative parallel 
threads [11].  
The GPU is suited to perform computationally-intensive, highly parallel tasks. Its capabilities have evolved from the 
need to render graphics at high frame rates for the gaming market. The GPU accomplishes this through an architecture that 
devotes more transistors to data processing rather than data caching or controlling program flow [11]. A schematic of the 
difference between GPU and CPU architecture is shown in Figure 5. GPU architecture makes the device best suited to 
algorithms that access data elements in parallel with a high ratio of arithmetic to memory operations (arithmetic intensity).  
This requirement stems from a lack of extensive control logic and cache structures. 
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Figure 4 : Diagram Of CUDA Multiprocessor Architecture Organization 
 
 
 
Figure 5 : CPU Versus GPU Architecture 
 
2.4. GPU Programming Model 
 
Each multiprocessor manages and executes instructions in sets of 32 threads. Each set is called a warp. All threads within 
a warp start at the same program address, but are then free to branch and execute independently of one another. The GPU is 
designed to execute thousands of lightweight threads with minimal overhead, which allows very finely scaled parallelism to 
be built into programs, for example, launching a thread for each data element to be processed [11]. Threads launched on the 
GPU are organized into groups called thread blocks, with a maximum of 512 threads per block. Each warp executes the 
same common instruction. The most efficient case occurs when all threads in a warp follow the same execution path. When 
threads in a warp diverge (as occurs during a condition statement), the warp serially executes each possible branch. The 
threads not active during the branch are disabled. Only when all paths have been completed do all the threads converge and 
continue on the execution path. Therefore, divergence within a warp slows computation speed [11]. Blocks of threads in 
general cannot communicate with one another. Only threads in the same block can communicate by using shared memory. 
The next unit of organization in CUDA is called a grid. A set of thread blocks forms a grid. CUDA programs that launch a 
grid of thread blocks are called kernels. To simplify algorithm design, threads can be launched in one-dimensional, two-
dimensional, or three-dimensional thread blocks. This simplifies indexing when working with elements of vectors and 
matrices. 
 
Figure 6 shows the image processing algorithm implemented on GPU:- 
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1. Sample image and mask image is store in global memory, waiting for Interrupt Request (IRQ) from CPU. The 
execution times counter start.  
2. Once IRQ is given, the files object is sent from global memory to local memory via chipset. 
3. The CPU gives instruction to GPU to start algorithm. The algorithm kernel (equivalent to function in CPU term) is 
executed. The CPU waits for the instruction from the GPU to indicate the execution is done. 
4. Once the execution is done, the instruction is sent to transfer the result from local memory to global memory via 
chipset.  
5. Once complete, the CPU sent halt instruction to GPU. The execution time counter stop. 
 
 
Figure 6 : Algorithm 
 
3. Result 
 
The following results were obtained using the following system configuration: 
 
i. Sandy Bridge 2nd Generation Intel Core I3-2100 3.1GHz Central Processing Unit (CPU) 
ii. Kingston DDR3 4GB 1333 MHz CLS 9-9-9-24 In Dual Channel Configuration 
iii. Intel DH61WW Classic Micro-ATX Motherboard 
iv. Gigabyte NVidia GTX 550 Ti OC Graphic Processing Unit (GPU) 
v. Xigmatek NRP PC-702 700W 80+ Bronze Power Supply Unit (PSU) 
 
The system chipset version is H61, GPU BIOS 70.26.3A.00.01 and NVidia driver version 295.73. During the experiment, 
the case ambient temperature is maintain in range 35ºC-42ºC, the CPU and the GPU temperature are maintain not exceeding 
69.1ºC [12] and 100ºC [11] which is the thermal design power (TDP) respectively to avoid throttling in CPU and GPU 
performances. The voltage level for 3.3V, 5.0V and 12.0V is maintained at ±5%. The system parameters are measured and 
monitored using Intel Desktop Utilities Software Version V3.2.2046. 
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Image 1 : Sample Image 
 
 
Image 2 : Mask Image 
 
 
Image 3 : Optical Flow Image Result 
 
Image used for this experiment is Comet Halley image taken on March 8, 1986 by National Aeronautics and Space 
Administration (NASA), the agency of the United States government. Image 1 (sample image) is the sequence of Image 2 
(mask image). The optical flow between of the sequential images is calculated using cross-correlation function run on GPU. 
The result of the algorithm is as Image 3. 
 
3.1. Overall Performance Improvement On Execution Time 
 
When comparing the performance of the CPU implementation to the GPU implementation, it is interesting to note the effect 
on performance as the image size and mask size increases. As a result, larger size results in a longer convolution 
computation. The results below are the times to execute the entire pipelines as in Figure 6. In addition, the algorithm was 
run 10 times and the average results were taken. In doing so, times for caching were included. The effect of caching on 
performance will be discussed later. The following result is time in seconds for image size and mask size of 124x96, 
248x191 and 372x287 for CPU and GPU implementation. The performance increase was indicated by Time Performance 
Increase (TPM) : 
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        TPM = CPUtime / GPUtime                                                                         (4) 
                                                                  TPM (%) = (CPUtime - GPUtime)*100/CPUtime                                                        (5) 
 
Graph 1 : Comparison of execution time for CPU versus GPU for file size 372x287 
 
As seen above in Graph 1, the time to perform the computation on GPU is slower on the first trial compare to on CPU. 
However, on the second trial until the tenth trial, the GPU is performed about 1.3 to 1.4 times faster than the CPU. 
 
 
Graph 2 : Comparison of execution time for CPU versus GPU for file size 248x191 
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Graph 3 : Comparison of execution time for CPU versus GPU for file size 124x96 
 
Consequently by referring to Graph 2 and Graph 3, using the GPU as a machine for performing the computation is faster 
compare to CPU. 
 
Table 1 : Average Execution Time and Time Performance Increase for CPU versus GPU 
 File Size 
Execution Time (s) 372x287 248x191 124x96 
CPU 15.2060779 8.9970713 4.0559171 
GPU 11.9626412 7.1387152 3.0829168 
TPM 1.271130 1.260321 1.315610 
TPM (%) 21.33 20.66 23.99 
 
The execution time for all 10 trials is accumulated and the average is taken. In this step, the time already included for 
caching and also the time for ‘GPU warm-up’. From Table 1 is seen the GPU performance superior to CPU performance in 
20% to 24% for 3 sets of different image file size. 
 
4. Discussion 
 
The result demonstrates that for all 3 file sizes, the GPU performs 20% to 24% faster than the CPU. The only exception was 
the first trial in every file size, where the GPU implementation was in average 47.65% slower. In this case, GPU was unable 
to fit the data in cache, and was spending time managing memory. This assumption is supported when timing was 
performed without caching (second trial until the tenth trial). This is also in the effect of cold-start. On cold-start, the time to 
perform the computation is slower in addition to the caching, for the GPU needs the ‘warm-up’ to perform. This can be 
concluded that there was currently a limitation for the GPU and future generations of GPUs will not have this deficiency.  
Another optimization that could be made in future is would be to tile the images to be searched within a larger image for 
parallel processing. This would hypothetically reduce the execution time by 4 times more. 
 
5. Conclusion 
 
The results of this study demonstrate that optical flow algorithm can benefit from implementation of the GPU. The process 
of transforming the problem into an accelerated algorithm on GPU has been established and the results are promising. The 
developments in hardware will address current limitations due to GPU performance. 
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