Abstract. In this paper we undertake the use of phonological features applied to speech recognition in Spanish language. We investigate two different ways to integrate these phonological features into an HMM based speech recognition system. We also propose a method to integrate these features using an architecture that uses independent feature streams. In the experimental results we find that higher recognition accuracies and less computational cost can be obtained.
Introduction
The majority of speech recognition systems are currently based on the use of the acoustic properties of speech to establish its characteristics. This method has to tackle various difficulties, such as, [2] , [3] , [12] , phonation differences due to the diversity of speakers, coarticulation effects, spontaneous speech, problems with pronunciation dictionaries, mainly in the English language or ambient noise and interferences.
Other approaches have alternatively been proposed. One such approach seeks to incorporate information relating to the way speech is produced in terms of articulatory gestures. This approach is considered to be highly beneficial for automatic speech recognition systems, mainly due to the invariance of critical articulators, those mostly involved in sound production, and the lower susceptibility of the articulatory space to the effects of coarticulation, [1] , [2] . This approach has to deal with two main problems. On the one hand, the speaker's utterances need to be represented in terms of these articulatory gestures, and on the other hand a system is needed to interpret such representation. Some studies have attempted to solve these problems. The seemingly most successful method has been the use of Recurrent Time Delay Neural Networks (RTDNN) [5] for articulatory gestures detection, and the re-scoring of lattices obtained using a system based on HMMs defined over Mel Frequency Cepstral Coefficients (MFCC) [1] .
This paper is twofold. On one hand, we want to undertake the use of phonological features applied to the Castilian variety of Spanish, investigating two methods to integrate these features into an HMM based speech recognition system. The first method used vectors representing phonological information as observation vectors of HMM models and the second used acoustic vectors based on MFCC. On the other hand, we propose a method to integrate these features into a speech recognition system.
The structure of the article is as follows. Section 2 provides a short description of the different methods studied to obtain articulatory information and describes how we decided to implement this phase. Section 3 describes the architecture of the speech recognizer used in our experiments. Section 4 contains the results of our experiments. And the paper ends with the concluding remarks and acknowledgements in Sections 5 and 5, respectively.
Phonological Feature Extraction
Several methods have been proposed for the extraction of the phonological features. These methods fall into one of two approaches. On the one hand, there are the methods based on extraction of information directly from the measurement of the positions or the articulatory organs responsible for speech generation, such as those presented in [6] where measures of the articulator's positions taken with X ray are used. On the other hand, there are the methods based on indirect measurements. Examples of the indirect methods can be found in [7] , where visual information of the mouth is used, or in [8] , [10] , [11] , where the phonological information is taken from the surface waveform. The most common of these two approaches seems to be the indirect one, and more specifically when information is taken from the surface waveform. This is mainly due to the fact that direct measurements require expensive and invasive devices, such as an electropalatograph. On the other hand, different methods are used to extract phonological information from the surface waveform, such as, the use of artificial neural networks [8] , [10] , dynamic Bayesian networks [4] , [9] or Hidden Markov Models [13] , among others.
We used neural networks in this study, and more specifically, RTDNN [5] , a type of neural networks that combines time-delay windows and recurrent connections to capture the dynamic information of the speech signal.
We therefore needed to define the set of sounds (phonemes) used in our experiments and how they were described in terms of articulatory features. Basing on the theoretical classification shown in Table 1 , and after a set of tests to maximize the classification accuracy, we defined the articulatory feature sets shown in Table 2, where we can see that it corresponds to the theoretical classification, plus a class silence in all features except sonority, a class vowel in manner and place of articulation, and a non-vowel class for vowel/non-vowel features, see [15] for a more detailed description.
Speech Recognizer Architecture
Different systems have been developed that make use of the phonological features. For example, a system is presented in [1] , [10] , that uses phonological features to re-score the lattices generated by a MFCC based HMM phone recognizer. In this paper, we propose a system based on a classical acoustic speech recognition system, based on HMMs, with two main differences. On one hand, we introduce phonological information in the system architecture. On the other hand, we followed an approach of integrating the feature vectors using independent feature streams.
Let,
be a sequence of observations where o t is the speech vector observed at time t.
When o t are elements of a continuous observation alphabet, and in case of using Gaussian mixtures as probability distribution function, the observation symbol probability matrix, b j (o t ), for an HMM can be written as:
where N (o t , μ jm , Σ jm ) denotes m'th Gaussian, with μ jm mean vector and Σ jm variance matrix, for state j. M is the number of Gaussians in the mixture and c jm is the weight of the m'th component in the mixture, that compliments:
Well, now we propose to use an architecture with independent feature streams.
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Let S be the number of independent feature streams and O st a vector defined as:
that represents an observation in stream s and time t, and with n its dimension, which may vary for each feature stream. With this approach the observation symbol probability matrix, b j (o t ), can be rewritten as:
where M s is the number of Gaussians in the mixture of stream s, which may be different in each stream. Likewise, in the case of using discrete symbol streams, the matrix, b j (o t ), can be rewritten as:
where b js (O st ) is the observation symbol probability matrix of stream s.
Experimental Evaluation
This section is dedicated to a more detailed description of the implementation of the system presented. First, we provide a short description of the corpus used. The process for the phonological feature extraction is then described, and finally the different configurations, and the recognition results are given.
Database Description
The speech corpus used in this paper was Albayzin [14] . This is a corpus in the Castilian variety of Spanish recorded at 16KHz divided in three sub-corpus: a phonetic corpus without syntactic-semantic restrictions, which was used in this study, a second corpus including those restrictions and a third corpus designed for noisy environments. The phonetic corpus consists of sentences of read text and is divided in a training set of 200 sentences pronounced by 4 speakers and 25 sentences more pronounced by 160 speakers, making a total of 4800 sentences, 42144 words (712 different) and 187848 phonemes, along with a test set with 50 sentences pronounced by 40 speakers, making a total of 2000 sentences, 21052 words (1856 different) and 93696 phonemes. Table 3 contains a short description of the phonetic corpus. On the other hand, the representation of the corpus in terms of the phonological features needed to be obtained prior to training the HMM models. This representation was obtained by making previously trained networks, see section 4.2, act on the acoustic representation of the corpus. Finally, the corpus was transcribed using a set of 24 phonetic units, 23 phonemes and 1 silence, and therefore 24 HMM models were trained.
Phonological Feature Extraction
For the case of use a phonological representation space we need a way to obtain such representation. Based on the study in [5] , we used RTDNN for phonological feature detection. Five neural networks were used to detect each of the features presented in Table 2 , that is, sonority, manner and place of articulation, vowelnonvowel in front-central-back axis and vowel-nonvowel in open-close-midclose axis. These neural networks had multiple outputs and the classes to be detected for each feature were those described in Section 2. The inputs of all the neural networks were 12 first MFCC plus energy, which were extracted in 25 ms Hamming windowed frames with an overlapping of 10 ms. The outputs of the neural networks were real values ranging from 0 to 1. Although these values could be treated as the posterior probabilities of the features, we applied a more basic implementation and used them as simple observation vectors.
Comparing Phonological and Acoustic Representation Spaces
To compare the different representation spaces used we made three different experiments.
In the first experiment, we used an acoustic representation space in which the observation vectors were a concatenation of MFCC, energy and it's first and second derivatives. To include the phonological knowledge we proceeded as follows: we used a Gaussian function to model each of the classes presented in Table 2 . To construct each of the Gaussian functions we obtained the mean and variance vectors of all the vectors belonging to each of the classes and used these as mean and variance for each of the Gaussian function. We used two different implementations. The first with a feature stream for each of the phonological features and the second integrating all the phonological features in an unique stream. Resulting in mixtures of 2, 5, 5, 9 and 8 Gaussians, respectively, for each of the streams in the case of independent feature streams and a mixture of 24 Gaussians in the case of an unique stream. Finally, and to maintain the phonological information in the training process we keep the values of the Gaussian functions fixed and only reestimate it's weights in the mixture.
For the second experiment, we used a phonological representation space based on using as observation vectors for the HMM states those obtained as outputs of the phonological feature detectors, see Section 4.2. Two different implementations were used. The first used independent feature streams for each of the phonological features with mixtures of 2, 5, 5 ,9 and 8 Gaussians respectively, and the second used a unique feature stream resulting from the concatenation of the vectors of each of the independent streams and which used a mixture of 128 Gaussians.
Finally, we made a last experiment combining both phonological and acoustic information. In this case, we used the same two types of observation vectors of the second experiment for the phonological space, and for the acoustic space we used four independent feature streams for each of the following features: 12 first MFCC, it's first and second derivative, and energy and it's first and second derivative. Mixtures of 32 Gaussians were used for each of the acoustic streams.
We also used discrete models when using phonological representation space only and combination of phonological and acoustic spaces. To obtain the codebooks for the phonological space, in the case of an unique stream, it was generated using the LBG algorithm to the concatenation of the independent feature vectors. For the various streams case, for each independent feature, the representative vector for each class was obtained as the mean vector of all the vectors belonging to that class. And were these representative vectors what we used as the codebook's vectors.
Finally, say that the topology of the HMM models used was the classical left-to-right of three states with transitions from one state to itself and to the adjacent one.
We then proceeded to train and test the models. Table 4 contains the phone recognition accuracies (PRA) obtained, together with the PRA for the acoustic based baseline system. The topology of this baseline system was identical to the topology of the system presented, with four independent feature streams corresponding to MFCC, it's first and second derivatives, and energy and it's first derivative, respectively. A codebook of 1024 classes in the case of discrete models and 32 mixture Gaussians in the case of continuous models were used for each of the streams.
When using the phonological representation space, we can see that better recognition accuracies was obtained in the case of discrete HMM models than in the case of continuous models. We believe that this could be due to the fact that the phonological space is highly discretized which favours the use of discrete models. On the other hand, when using the acoustic representation space the results obtained are not as good as in the previous case, and we can conclude that is better to use the phonological representation space.
Also can see that only when combining phonological and acoustic information we obtain recognition accuracies similar to the baseline system. On the other hand, and comparing the systems with just phonological information and with both phonological and acoustic information, it can be seen that the systems combining both types of information have better recognition accuracies. We find that the results obtained for the discrete models are pretty good because they have proved to be computationally faster than continuous ones. In Table 5 we show computation times for the recognition process of the continuous HMM models based baseline system and the different implementations used with discrete HMM models, normalized with the value of the baseline system. It also can be seen that when speaking of computational cost is better to use phonological features in independent streams rather than concatenate them in one stream.
Concluding Remarks
In this work we have undertaken the problem of using phonological features for speech recognition in Castilian variety of Spanish. Also we have proposed a method for integrate these features in a speech recognition system based on HMM models. We have used two different representation spaces, phonological and acoustic, to integrate phonological features in a speech recognition system and have found that is better to use the phonological space. Also have found that the use of phonological features could be highly beneficial above all in the case of using discrete HMM models where we have obtained better results than the baseline system used, both in accuracy rate and in computational cost.
