Abstract "Lifting up" a non-hierarchical approach to handle hierarchical clustering by iteratively applying the approach to hierarchically cluster a graph is a popular strategy. However, these lifted iterative strategies cannot reasonably guide the overall nesting process precisely because they fail to evaluate the very hierarchical character of the clustering they produce. In this study, we develop a criterion that can evaluate the quality of the subgraph hierarchy. The multilevel criterion we present and discuss in this paper generalizes a measure designed for a one-level (flat) graph clustering to take nesting of the clusters into account. We borrow ideas from standard techniques in algebraic combinatorics and exploit a variable q to keep track of the depth of clusters at which edges occur. Our multilevel measure relies on a recursive definition involving variable q outputting a one-variable polynomial. This paper examines archetypal examples as proofs-of-concept; these simple cases are useful in understanding how the multilevel measure actually works. We also apply this multilevel modularity to real 
Introduction
This paper does not introduce yet another hierarchical clustering technique for graphs, we define a one-variable multilevel measure to assess the quality of the multilevel clustering of a graph that is produced by any hierarchical clustering algorithm. This multilevel measure can then be used to select a "best" candidate among different hierarchical clusterings of the same graph.
Identifying community structures and outliers remains a central task when mining graphs (Cook and Holder 2006) . Numerous graph clustering strategies and algorithms have been developed, and a majority of these strategies aim for modularity maximization (see, for instance, recent survey papers (Chakrabarti and Faloutsos 2006; Brandes et al. 2007; Schaeffer 2007) . Here, modularity refers to the intuitive notion of intracluster edge density versus intercluster edge sparsity. The results in this paper precisely relate to situations in which optimal modularity is assessed using a quality measure. Candidate measures for one-level (flat) graph clustering have been introduced by several authors. Newman's Q modularity (Newman and Girvan 2004) measures both the difference between the observed proportion of links within clusters as well as the expected value in a random graph with the same degree sequence (Good et al. 2010 ). Mancoridis' M Q measure computes the difference between the intra-cluster density and the inter-cluster density in terms of connectivity ratios. Other clustering quality measures have been studied and used to benchmark algorithms, such as the average Normalized Cut (Satuluri and Parthasarathy 2009) .
A popular strategy to produce a hierarchy of clusters (nested subgraphs) consists of "lifting up" a non-hierarchical approach to handle hierarchical clustering by iteratively applying the approach to obtain a whole tree of nested clusters. Depending on whether the non-hierarchical method is divisive or agglomerative, the iteration will consist of either cutting clusters into smaller sub-clusters or aggregating the sub-clusters into larger sub-clusters until some stopping condition is achieved.
Therefore, when dealing with a subgraph, these iterative procedures attempt to locally achieve an optimal decision for this subgraph. However, although locally optimal, these decisions may not lead to a globally optimal hierarchy of clusters. This is a main reason why these "lifted" iterative strategies cannot reasonably guide the overall nesting process, as they fail to evaluate the very hierarchical character of the clustering they produce. Thus, in this study, we develop a criterion for evaluating the quality of the hierarchy of clusters.
To the best of our knowledge, although many authors have designed ad hoc algorithms that produce hierarchical clusterings of a graph, none of these authors provided an accompanying multilevel modularity. There is one exception, however (Jonyer et al. 2002) , where the authors compute a multilevel classification of concepts into categories based on a numerical evaluation of the resulting hierarchies. However, their approach does not transfer to the context of multilevel graph clustering. Another interesting approach is provided by Pons and Latapy (2011) . They propose an extension of a well-known quality measure that includes a scale parameter, and they define a post-processing procedure to retrieve the most relevant cuts from a dendrogram (binary clustering tree). However, this extension cannot be used to compare the qualities of several clustering hierarchies.
Our results can be seen as a contribution to theoretical foundations for hierarchical graph clustering. Current studies confirm the presence of hierarchies either in nature itself or in abstract human constructions (Pumain 2006) , such as language (Gaume et al. 2006) . Current evolutionary models in biology attempt to capture the multilevel nature of networks formed by various biological entities (Vespignani 2003) . The same holds for cities and city systems in geography (Batty 2006) . Obviously, approaches claiming to develop such structures in networks should rely on sound principles and methodology for hierarchical graph clustering.
The multilevel criteria we present and discuss in this paper generalizes a onelevel criteria first introduced by Mancoridis et al. (1998) . We focused our effort on Mancoridis' M Q modularity measure for several reasons. One reason is that this measure possesses interesting statistical properties (Delest et al. 2007) . The other reason is that this measure nicely permits multilevel generalization, which makes it a good candidate quality measure among others. Our multilevel measure collects values along a traversal of all clusters and sub-clusters and creates a polynomial whose coefficients reflect how the graph combines with the hierarchy of clusters.
We borrowed ideas from standard techniques in algebraic combinatorics where such polynomials appear when enumerating recursive discrete objects. The idea is to exploit a variable q to keep track of the intrinsic depth of the objects. In most cases, the objects can be described by formal languages generated by algebraic grammars, which are generally referred to as attribute grammars after a counting variable q is introduced (Delest and Fédou 1992; Mishna 2003) . A first attempt at defining this multilevel measure was conjectured by some of the authors of the present paper (Delest et al. 2007 ) (see Sect. 3 .4 for more details).
Section 2 introduces all the necessary notations and defines Mancoridis' one-level modularity. Section 3 motivates the design of this one variable multilevel modularity. The whole discussion incrementally builds towards the full generalization by going through a careful examination of M Q and its underlying mechanism. By examining archetypal case studies, Sect. 4 provides a rationale for such an adaptation of Mancoridis' original formulation.
In Sect. 5, we look at two real world examples that come along with a ground truth hierarchy to assess of the relevance of our multilevel modularity. First, we compare several algorithms recursively applied to a college football network that has been the focus of a previous work (Girvan and Newman 2002) . Second, we present an evaluation of a classic hierarchical clustering procedure applied to a network of daily (French) commuters. While the data from the first example are publicly available, the data of the second example are unfortunately not.
Mancoridis' modularity
This section introduces a slightly generalized version of Mancoridis' original measure (Mancoridis et al. 1998 ) for one-level (flat) clusterings of graphs. Although our work does extend to other modularity measures, focusing on Mancoridis' provides a practical framework for our discussion and experimental results. The measures our approach extends to all are based on edge density and apply to graph clustering. We shall not be concerned here with approaches not focusing on edge density as a core criteria to find clusters. Mancoridis et al. (1998) proposed a modularity measure they called M Q (standing for Modularity Quality) that evaluates the quality of a clustering (of a graph) as a difference between the internal and the external connectivity ratios (Eqs. (1) and (2 below) and, more specifically, the ratios appearing in Eq. (4)). Specifically, this ratio is the ratio between the number of connections observed in a given module or between two given modules and the maximum possible number of such edges. Obviously, M Q applies to any graph and clustering, although it was first introduced in the context of reverse software engineering to cluster graphs created from references between source code files.
Let G = (V, E) be a graph where V and E denote the set of nodes (also called vertices) and edges of G, respectively. Let C = (C 1 , . . . , C k ) be a clustering, and the subsets C i ⊂ V are pairwise disjoint and cover V = ∪ k i=1 C i . Given two clusters C i , C j , we define e i j as the number of edges connecting vertices of C i to vertices of C j (or vice versa). In this context, e ii denotes the number of edges within C i .
The modularity measure M Q we now define slightly extends Mancoridis' original modularity and involves internal and external connectivity ratios for each cluster C i denoted as α i and β i , respectively. We also need to specify the upper bounds δ i and δ i j on the number of edges lying within C i or between C i and C j (depending on a reference graph model, see forthcoming examples and sections). Moreover, we assign a weight x i associated with each cluster C i , and we set X = k i=1 x i . In a sense, the quantity X can be seen as a weight associated with the whole graph G or, more precisely, with the set of vertices V . We furthermore require these weights to be additive, which means that if C i is decomposed into (pairwise disjoint) sub-clusters C i1 and . . . , C ik i , we then have
Definition 1
The internal connectivity ratio of the cluster C i ∈ C is defined as the relative number of internal edges in cluster C i and equals
Remark 1 A natural upper bound δ i for subgraph density is |C i | 2 when dealing with simple graphs (undirected, no loops) . This definition implicitly sets the complete graph as a reference model where the cluster density is measured against a clique of comparable node size. However, finding a subset of nodes C i ⊂ V , by maximizing α i in this case is a NP-hard problem (Sozio and Gionis 2010) . Finally, we do not consider here the particular case where a cluster contains a single node.
Definition 2
The external connectivity ratio of the cluster C i ∈ C is defined as a weighted mean of the relative amount of external edges between C i and the other clusters and equals
Remark 2 A natural upper bound δ i j for the external subgraph density, which furthermore matches the internal density δ i = |C i | 2 discussed in the previous remark, is δ i j = |C i | · |C j |. This definition implicitly sets the complete bipartite graph as a reference model.
Definition 3 Let G be a graph and C
The quantity in Eq. (3) should be seen as a weighted average of the ratio difference (between the quantities defined in Eqs. (1) and (2)). Specifically, "heavier" cluster have a greater ratio Example 1 Let us briefly show how Mancoridis' original definition can be recovered from Eq. (3). First, set uniform weights for all clusters: x i = 1, for all i = 1, . . . , k. We consider directed graphs and allow loops. Take the (directed) complete graph and the directed bipartite graph as reference graphs. Accordingly, set δ i = |C i | 2 and δ i j = 2|C i ||C j |. Equation (3) then unfolds as the original M Q measure (Mancoridis et al. 1998) :
Example 2 We now consider simple graphs (undirected, no loops) and use the size of a cluster C i as its weight (x i = |C i |). Taking the complete graph and bipartite complete graphs as reference graphs, we have
Additionally, we assume |C i | ≥ 2, ∀i = 1, . . . , k, and we set n = |V |. Mancoridis' original definition (as used in ) considers clusters to be of equal importance and simply averages the density of all clusters, while the identity we use here computes a weighted average again giving more impact to larger clusters (see also Boutin and Hascoët (2004) who pointed at this improvement). Looking at the example given in Fig (5)) seeks to find dense subgraphs assigning a maximum score to cliques (complete subgraphs). As a result, M Q tends to prefer small cliques to larger but less dense subgraphs. Using the de Moivre-Laplace theorem, one can show that when G is a random Erdös-Rényi (1959) graph with link probability p and, for a fixed clustering C, the quantity defined in (5) can be approximated by a Gaussian distribution with a zero mean (we also need to assume |C| > 1). This observation corresponds to the idea that the probability of finding a clustering of a random graph where clusters have a much larger inner connectivity ratio than external connectivity ratio is rather small.
Multilevel modularity
This section describes a one-variable multilevel quality measure generalizing Mancoridis' M Q measure that is defined in the previous section (Eq. (3)) to apply to cluster hierarchies of a graph. Section 3.1 discusses the design rationale of this multi-level modularity measure. The measure itself is defined in Sects. 3.2 and 3.3 provides an equivalent formulation in terms of the weighted paths in the cluster tree. Finally, an interpretation of our measure is proposed in Sect. 3.4.
Basic idea
The extension of M Q to hierarchical graph clustering relies on a recursive definition involving a variable q.
Observe first that M Q in Eq. (3) can be computed by going through each individual edge and testing whether the edge connects nodes belonging to a same cluster or to different clusters. The terms in Eqs. (1) or (2) can then be seen as positive or negative weights assigned to the edges of the graph. Leaving all averaging constants and edge densities aside these weights end up being ±1.
When dealing with multilevel clustering, our goal is to take the depth at which an edge acts into account. It is possible that an edge remains internal as we drill down the hierarchy over several levels. The intuition here is that this edge should be assigned a positive weight 1 + q + · · · + q r depending on the depth r of the deepest cluster in which it resides. Conversely, an external edge joining two different clusters should be assigned a negative weight depending on the depth of the two clusters it connects in the hierarchy. Now, the situation becomes intricate because an edge might well be internal starting from the root down to some level of the hierarchy, while it becomes external and connects two distinct lower level clusters.
Multilevel recursive definition
Let T be a rooted tree that is a directed graph where leaf nodes have no successors, and each node has a unique parent node except for the root node. Let σ (t) denote the set of all siblings having t as a common parent node in T. We let h(T) denote the height of T, which is the length of a longest path from the root to a leaf node.
A hierarchically clustered graph G = (V, E, T) comes eq-uip-ped with a cluster tree T where each node t ∈ T corresponds to a subset V (t) ⊂ V that is subject to the constraints V (t) = t ∈σ (t) V (t ) and V (t ) ∩ V (t ) = ∅ for any two siblingsDefinition 4 Let G = (V, E, T) be a hierarchically clustered graph with top level clusters C 1 , . . . , C k . For any real number q ∈ [0, 1], the multilevel modularity of the hierarchically clustered graph
Note that when T i is a flat clustering of G, we then have M Q(G i ; T i ; q) = 0 because T i is a leaf node (lowest level cluster) in T. Consequently, M Q does coincide with Eq. (3) for a flat clustering (a cluster tree of depth one).
The bounds on q are obvious. Allowing q < 0 would bring a negative contribution from the internal edges, while the external edges would contribute positively. Conversely, choosing q > 1 would lead to an odd situation where the bottom clusters of T may contribute more to M Q(G; T; q) than the first level clusters although they represent a refinement of their parent clusters.
M Q as weighted paths in a tree
Although Definition 4 introduces a recursive pattern to compute M Q(G; T; q) as a polynomial in q, we can provide a combinatorial formula to directly compute the coefficient of q p .
Next, we assume sibling nodes in T are labeled using distinct integers 1, 2, . . .. Any path going from the root node to any other node in the tree can then be described as an integer sequence w = i 1 . . . i r . We shall call such a sequence a word over the alphabet {1, 2, . . .}. Figure 2b illustrates this construction: the word encoding the path from the root node is depicted for each node in the tree. Given a word w = i 1 . . . i r , a prefix of w is a word u = i 1 . . . i s with s ≤ r . Note that prefixes incrementally build as we traverse (a) (b) Fig. 2 A labeled tree (right) encoding a hierarchical clustering of a graph (left). All paths from the root to a cluster C w are described using words the path from the root and visit all intermediate nodes. We will write u ≺ w when the word u is a prefix of the word w. This happens to be an order relation on words that coincides with the (inverse) set inclusion order on the clusters in the hierarchy, so words w uniquely map to a cluster C in the hierarchy. We write |w| to denote the length of the integer sequence w (which also equals the depth of the corresponding cluster in the hierarchy) and L T to denote the set of leaf nodes in T.
Using these notations, we provide a closed formula for the coefficient of M Q. To access the contribution of a cluster C in T with depth p + 1, we need to multiply the differences between the inner and the outer connectivity ratios for each cluster located on the path to C. The coefficient [ M Q(G, T, q); q p ] is then given by the sum of this quantity over all clusters at depth p + 1, as given in Proposition 1.
Property 1 Let D p = {w ∈ T, |w| = p + 1} be the the set of clusters at depth p in T. We have
A crucial component of Eq. (7) is the identity x i = k i j=1 x i j , which holds because we assumed the x i s are additive. Equation (7) provides an alternative way to compute M Q(G, T, q). By assuming all quantities (α u , β u ) u∈T are given, the time complexity for computing M Q(G, T, q) is however O(n log(n) 2 ) (where n = |V | denotes the number of vertices in G). This result should be compared against a O(n log(n)) time complexity when using the recursion, as in Eq. (6).
Interpreting values of M Q
Observe that M Q(G; T; q) achieves our goal because the internal edges will be visited several times: once as edges in G(C i ), then as edges in G(C i j ) and so forth. As the recursion goes down the hierarchy, different powers (and coefficients) of q are collected for each edge. The same type of "depth dependent weight" is achieved for the external edges.
Remark 3 In Delest et al. (2007) , an early version of the multilevel measure was conjectured. Mimicking Mancoridis' original definition for M Q, its definition was given in terms of a positive contribution summing up the weights of all internal edges and a similar but negative contribution for external edges. The paper merely presents the definition and offers no case study or even small examples. This first attempt, however, was unsuccessful because internal and external connectivity were not considered simultaneously when evaluating the modularity. The definition we adopt in this paper (Eq. (6)) is a remedy to this situation. As a matter of fact, the multilevel measure proposed in Delest et al. (2007) did not behave as expected on the simple examples discussed in Sect. 4.
The case where q is close to 1 corresponds to the extreme situation where the weight of an (internal) edge equals its depth in the hierarchy. Conversely, a value of q close to 0 corresponds to the one-level M Q value (Eq. 3) applied on the first level of T. As we shall see in Sect. 4, the value assigned to q actually plays a role in determining whether one should favor a clustering that extends to more or fewer levels. Roughly speaking, a denser cluster may have a smaller contribution than a cluster sitting at a lower level while being less dense, which depends on the value of q (and the depth of the cluster).
Given a hierarchically clustered graph (G, T) and considering q as a variable, the expression M Q(G; T; q) can be seen as a polynomial in q. Obviously, two different clustering trees T, T of the same graph return different polynomials that may only slightly differ when these two clusterings are "close". Similarly, we expect a larger graph G equipped with a hierarchical clustering structurally similar to that for G to return a similar polynomial. Specifically, when plotted as curves over [0, 1], the two polynomials should correspond to similar and close curves. Note that this is more likely to happen when T and T share the same (non-labeled) tree structure, as the polynomials will only vary in their coefficients but will involve the same recursive expansions and powers of q.
Comparing two hierarchical clusterings based on polynomial expressions may be unsatisfactory or insufficient to make decisions. While there is no obvious method to determine the correct value for q to run such a comparison, a heuristic is to take the average of M Q(G; T; q) over q ∈ [0, 1]. This can easily be accomplished by computing M Q(G; T) as an integral using Eq. (7):
Proof of concept: archetypal case studies
We now look at archetypal examples in order to understand how M Q(G, T; q) actually works. We shall also look at more complex examples later (Sect. 5). We will only consider simple graphs (undirected, no self-loops), and we will use the complete and bipartite complete graphs as reference graphs thus setting δ i = |C i | 2 and δ i j = |C i | · |C j | (cf. Sect. 2, Example 2). Additionally, recall that we use the size of a cluster C i as its weight (x i = |C i |).
The archetypal examples we study follow simple design principles. We use cliques (complete graphs) as building blocks of the hierarchy sitting at the bottom of the cluster tree. Consequently, the reasonably "good" hierarchies restrict the different ways cliques can be hierarchically merged (because subdividing a clique does not improve the M Q value). Moreover, the examples are designed so that we can easily verify whether the measure M Q(G; T; q) correctly predicts the "best" hierarchy.
A simple case study
Although simple and small, our first example will, nevertheless, reveal that finding the appropriate hierarchical clustering using only a flat quality measure is, in some cases, impossible. Assume G is a graph formed of three distinct cliques C 1 , C 2 , C 3 (taken as the archetype of a cluster) of size n. Additionally, assume there are bn 2 edges (0 ≤ b ≤ 1) connecting C 1 to C 2 and that there are no edges between C 3 and either C 1 or C 2 . This example allows us to analytically compare the different configurations according to simple M Q expressions. Write cluster trees as parenthesized expressions, and set Fig. 3 ). Specifically, T is a flat clustering with the first cluster containing the union of C 1 and C 2 , while T further divides this cluster into sub-clusters
This example allows us to analytically compare the different configurations according to simple M Q expressions. Because both trees coincide on the first level, comparing their modularity amounts to deciding whether there is any benefit to further divide C 1∪2 into [C 1 , C 2 ]. Now, the internal connectivity ratio for C 1∪2 is (see Eq. (1))
Because the tree T is flat, its modularity M Q is constant (as a polynomial in q). Furthermore, we can evaluate this situation by letting n increase towards ∞ to obtain an expression solely depending on b:
Note that we indeed have M Q(G; T; 0) = M Q(G; T ; 0), as expected. The comparison of these two clusterings relies on the coefficient:
This positive quantity is a decreasing function of b, which confirms an obvious phenomenon. As long as C 1 and C 2 are not too densely interconnected, it makes sense to divide C 1∪2 into two sub-clusters, while they should be kept as a single cluster when their inter-connectivity ratio approaches greater values.
We can also compare the two previous trees with the following configuration In this case, a high value of q tends to promote the hierarchical clustering. Actually, we have
which has a nearly linear decreasing behavior. It means that when b has a greater value, the less we need to promote hierarchy to rank T as the best configuration. Additionally, observe that values b ∈ [0.25, 0.5] correspond to situations where T can be considered as the best clustering. Actually, the averaged M Q measure (as defined in Eq. (8) 
would indeed be rejected because M Q(G; T) < M Q(G; T ).
Therefore, the iterative application of an algorithm maximizing a one-level modularity measure will not output T although it is globally the best candidate (with respect to M Q).
More complex cluster trees
Next, we consider cluster trees built from four different clusters and demonstrate how M Q helps predict which is the best hierarchical clustering, which depends on the inter-cluster connectivity ratios.
Here, we compare four different cluster trees: the flat tree, the 3-2 tree, the complete tree and the skew tree (see Fig. 4 ). Comparing the modularity of these hierarchical clusterings should help decide the appropriate tree structure because all of these trees have the same leaf clusters. As in the previous example, we assume all leaf clusters . The edge label indicates the connectivity ratio between the two clusters it connects (zero when there are no edges). The M Q curves for flat (blue), 3-2 tree (green), complete (black) and skew (red) cluster trees are also given (right). The different configurations are illustrated in Fig. 4 (Color figure online) C 1 , C 2 , C 3 and C 4 to be cliques of equal size n, and we write b i j for the external connectivity ratio between C i and C j . We consider four different cases (see Fig. 5 ) and always assume b 14 = 0 = b 24 = 0 (cluster C 4 never connects with clusters C 1 or C 2 ). Case 4 reveals overlaps between the curves. As a matter of fact this case illustrates a situation where the best clustering option is not that obvious. The variable q is used to favor (when close to one) or restrain (when close to zero) a deep hierarchical clustering. Taking a small q value leads to rank the flat clustering as the best. Conversely, a value close to one ranks the complete tree as the best choice. Using the averaged modularity criterion (see Eq. (8)), the flat clustering is however the best solution.
Application to real world examples
In this section, we demonstrate how multilevel modularity M Q can be used to compare or build hierarchical clusterings of real world networks. These examples consists of networks that come equipped with a ground truth hierarchical decomposition, that is, a decomposition into a cluster tree that has a clear interpretation. In each case, the M Q multilevel modularity measure indeed selects a best hierarchical clustering that is closest to the ground truth hierarchy. The second example also presents a method inspired by a single-linkage clustering to maximize our multilevel quality criteria when the desired number of levels in the resulting hierarchy is known. A python implementation of the M Q modularity is made available so that this script implementation could be run within the graph visualization framework Tulip Auber et al. 2012 ) as a python script. 1
College football network
We consider an example borrowed from Girvan and Newman (2002) describing the organization of the Division I-A American College Football season schedule. Nodes of this graph represent teams and edges connect teams that played together during the season. This graph comes with an obvious clustering criteria because the teams are divided into 11 conferences 2 . Actually, three of the conferences (Big Twelve, South Eastern and Mid-American) are subdivided into two clusters, which leads to a multilevel decomposition of the network that is considered as a ground truth here.
The graph is of limited size and contains 115 vertices and 613 edges with a mean degree of 10.66 and an average clustering coefficient of 0.4. This last statistics suggests that communities exist in this sparse network. Although games are more likely to occur within a conference, they also seem to depend on the geographical proximity of the teams' hometowns.
The College Football graph has been clustered using three different algorithms, which outputs three distinct cluster hierarchies we compare using M Q. Two of the algorithms actually produce flat clusterings and have been iterated over clusters to obtain multilevel clusterings. The first algorithm is a single-linkage clustering (Fortunato 2010) where the Jaccard index is used to define the node similarity (together with the one level M Q quality measure to select the best threshold value). The second algorithm is the MLR-MCL algorithm (Satuluri and Parthasarathy 2009) . Finally, we used the Louvain algorithm (Blondel et al. 2008) , which actually produces a hierarchical clustering. We directly used the source code provided by the respective authors. All of these procedure are unsupervised and do not require any parameterization. The figures we show have been obtained using the graph visualization framework Tulip Auber (2003); Auber et al. (2012) .
Here again, we used the complete and bipartite complete graphs as reference graphs for the inter-and intra-connectivity ratios. Our goal was to compare the grouping of teams into conferences with the different hierarchical clusterings output by the different algorithms.
For clustering into conferences, it made sense to set all clusters to have equal weights x i = 1 and to be considered equally important regardless of their size (number of teams in a conference). Consequently, weights of leaf clusters in all other hierarchical clusterings were also set to x i = 1. Because we need to insure the additivity of these weights, we set
where L w is the set of T leaves having w as an ancestor node.
A visualization of the results is provided in Fig. 6 using nested graphs. As one would expect, the four hierarchical clusterings agree on a majority of the groups, which can be easily explained by the fact that teams of a same conference play together more often (and hence induced a greater intra-cluster edge density).
The Louvain algorithm (Fig. 6c ) tends to group conferences based on geographical proximity (same region). For example, the Mountain West and Big West conferences are merged at the first level of the hierarchy. The single-linkage clustering algorithm (Fig. 6d ) results in many dense groups, which primarily correspond with conferences or subdivisions of conferences. The MLR-MCL (Fig. 6b) The curves of the resulting polynomials are shown in Fig. 7 . Table 1 ranks the algorithms using the averaged modularities as defined in Eq. (8). Several conclusions can be made: The second column contains the M Q polynomials (see Eq. (6)). The third column is the averaged value (as defined in Eq. (8)) -As previously mentioned, the MLR-MCL clustering result is close to the ground truth hierarchy. We can see that their respective M Q curves are very close (Fig. 7) . However, MLR-MCL produces a better clustering (mostly due to the splitting of the independent teams). -The lowest level clusters of the Louvain hierarchy Fig. 6c match the division into conferences. However, merging geographically close conferences does not seem to be a good strategy, even if we do not need to promote hierarchy (with a high q) to prefer the Louvain clustering over the single-linkage clustering.
French commuters network
We now illustrate how the averaged M Q modularity (Eq. (8)) can be used to find a best multilevel clustering. The ground truth hierarchy that we have for the dataset we consider allows us to evaluate the ability of our approach at finding reasonably good multilevel clusterings. The network we consider consists of flows of workers commuting between home and work. The data were collected from the 1999 French national census restricted to the Pays-de-la-Loire administrative region 3 . Commuting is defined as the regular travel (most often daily) between the place of living and the place of work (Rouwendal and Nijkamp 2004) . Geographers exploit these data to study polycentric structures in urban systems using graph mining approaches (Patuelli et al. 2007; Pflieger and Rozenblat 2010) .
The graph we consider is a simple graph because it contains no loops (we do not consider people who live and work in the same town) and edges are undirected. The graph contains 1,502 nodes (cities) and approximately 24K edges. Edges have weights indicating the number of commuters traveling between the cities that the edges connect. The edge weights correspond to the 162K commuters (representing approximately 12 % of the total labor force of this French region). The network is illustrated in Fig. 9c , where nodes have been positioned based on the geographical location of cities.
The French National Institute of Statistics and Economical Studies (INSEE) defines a two level clustering of French cities using flows of commuters: cities are first grouped into metropolitan areas, and areas are then merged into metropolitan regions (see Queyroi and Chiricota (2011) for more details about this network). This classification, known as Zoning into urban areas (for ZAU), is taken here as the ground truth hierarchy. Observe that not all cities are part of a metropolitan area or region. The classification thus contains a large number of cities as singletons. The network actually has a global low edge density. Unsurprisingly, the communities we may expect to find will show low edge density as well.
This example is tackled using single-linkage clustering (Fortunato 2010) . To extract regions with denser commuting activity, we compute a similarity metric δ e ∈ [0, 1] on each edge e taking the amount of commuters into account (Queyroi and Chiricota 2011). A first threshold t 1 is applied to filter out low value edges. The clusters then correspond to connected components of the resulting graph. These clusters themselves can then be further decomposed into sub-clusters by applying a higher threshold t 2 > t 1 , which leads to a multilevel decomposition of the original network.
Different values for t 1 and t 2 will lead to different multilevel clusterings of the network. Let t 1 and t 2 vary over the upper diagonal region {(t 1 , t 2 ) ∈ [0, 1] × [0, 1] | t 1 < t 2 } and apply the averaged multilevel modularity as defined in Eq. (8) to all hierarchical clusterings obtained from threshold pair t 1 , t 2 by again taking the complete and bipartite complete graphs as reference graphs and the cluster size as the weight. Figure 8a shows the resulting map where a lighter color corresponds to a greater averaged M Q value. The map was used to select the best pair of tresholds t 1 , t 2 (leading to a maximum averaged M Q value).
The resulting two-level clustering is shown in Fig. 9a . The flat clustering obtained from the upper level clusters have a M Q value of 0.107; the hierarchy is further developed by applying a second threshold that brings the overall averaged M Q value to 0.11. The improvement is small due to the overall low edge density of the network. The fact that the improvement from the second level clusters is small is revealed from the rather uniform vertical color patterns in Fig. 8a . Observe that the matrix in Fig. 8a Fig. 9 Hierarchical clusterings of the commuting network. Only the groups of cities that gather more than 5,000 workers are displayed. The clusters are drawn using nested concave hulls. The blue hulls correspond to the first level clustering while the red hulls correspond to the second level clustering. Labels indicates the name of the biggest cities (in term of labor force) in each bottom cluster. a Hierarchical clustering obtained using the threshold values chosen in Fig. 8a . b Hierarchical clustering obtained using the algorithm given by Blondel et al. (2008) . c Clustering induced by the INSEE classification (Color figure online) contains multiple areas having relatively strong M Q values (above 0.1). The corresponding t 1 , t 2 pairs may all correspond to potential candidates for alternative "good" hierarchical clusterings that match the INSEE decomposition as close as possible. It is also interesting to note that the chosen pair of threshold values also corresponds to local maxima in the evolution of M Q according to a single threshold (see Fig. 8b ).
Although the two-level clustering we obtain using the threshold method obviously differs from the INSEE classification, they share similarities. As seen by comparing Fig. 9a , c, the top-level clusters do not homogeneously spread over the entire region but organize around major cities, while lower level clusters correspond to the commuter belt of these larger urban areas.
We also consider an alternative hierarchical clustering. De Montis et al. (2011) computed a hierarchical clustering of a commuter network in Sardinia using the Louvain algorithm (Blondel et al. 2008) that was aimed at the maximization of Newman's modularity (Newman 2004 ). We applied the same method to our French commuter network but only kept the two highest levels of the hierarchy. The Louvain algorithm produces clusters of nearly uniform size at all levels, which results in a two-level clustering that differs greatly from the ZAU classification, as seen in Fig. 9b .
This example confirms that the density-based quality measures, such as M Q, are well suited for commuter networks. It also confirms the ability of our approach to produce multilevel clusterings that match the ground truth hierarchy. Indeed, the results seem closer to the INSEE classification than the two-level clustering obtained using the Louvain algorithm.
Conclusion and future work
We have introduced a multilevel modularity explicitly taking the hierarchical structure of a graph clustering into account and have provided a concrete way to evaluate the quality in terms of edge density of a subgraph hierarchy. Indeed, for now, although there are several ad hoc methods capable of producing a hierarchical clustering of a graph, and there are no measures capable of evaluating the entire hierarchy. Existing modularity measures only apply to flat graph clustering.
This multilevel modularity naturally extends a clustering quality measure that was previously defined and used to cluster graphs (Mancoridis et al. 1998) . The multilevel modularity computes a one-variable polynomial expression whose degree reflects the depth of the hierarchy (Sect. 3.2, Eq. (6)). Alternatively, we provided identities describing coefficients of this polynomial in terms of weighted paths in the cluster tree (Sect. 3.3, Property (1)).
Archetypal case studies were presented to show how the measure operates on a subgraph hierarchy, which revealed how the measure is influenced by connectivity ratios acting at different levels in the hierarchy. Moreover, these examples underline why ad hoc iterative methods may be unable to output a best hierarchical cluster structure (Sect. 4.1). The multilevel modularity was tested against real world examples (Sect. 5). Although these ground truth hierarchies only span two levels, the multilevel measure M Q(G; T; q) could properly identify the hierarchical clusterings that were closer to reality (Sect. 5.1).
The methodology we followed allows for the definition of similar multilevel modularity when an easily achievable and sufficient condition is met: the flat quality measure used must be expressible as a sum over all clusters of a local quality function (as the difference between internal and external connectivity ratio for M Q). Although we focused on Mancoridis' quality measure M Q, Newman's (2004) modularity or the average normalized cut (Satuluri and Parthasarathy 2009) are potential candidates to define alternative multilevel modularity expressed as a one-variable polynomial.
We also presented an adaptation of hierarchical clustering algorithms that can be used to generate a multilevel clustering while maximizing M Q when the depth of the hierarchy is known (Sect. 5.2). This first approach calls for more advanced heuristics directly addressing the optimization of M Q(G; T; q) (Eq. 6). These are obvious issues that we need to address.
