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Hamiltonian and Lagrangian BRST quantization in Riemann
Manifold
Vipul Kumar Pandey∗
Department of Physics and Astrophysics, University of Delhi, New Delhi, 110007, INDIA.
The BRST quantization on the hypersurface V(N−1) embedded in Euclidean space RN is car-
ried out both in Hamiltonian and Lagrangian formalism. Using Batalin-Fradkin-Fradkina-Tyutin
(BFFT) formalism, the second class constrained obtained using Hamiltonian analysis are converted
into first class constraints. Then using BFV analysis the BRST symmetry is constructed. We have
given a simple example of this kind of systems. We have also tried to establish an equivalence
between canonical Dirac and BRST quantizations. In the end we have discussed Batalin-Vilkovisky
formalism in the context of this (BFFT modified) system.
I. INTRODUCTION
The quantum mechanical analysis of the system in curved space has been examined about the ordering
problem for a long time. Primarily, two approaches have been used, canonical quantization and path-
integral method [1, 2]. Here we are taking a non-relativistic particle constrained to a curved surface
embedded in the higher dimensional Euclidean space [3, 4]. These type of systems and their various
properties such as quantization in different approaches and their comparisons has been studied by many
authors [5]. Here for the first time we have tried to BRST quantize the system of a non-relativistic
particle constrained to a curved surface embedded in the higher dimensional Euclidean space in both
Hamiltonian and Lagrangian formalism.
BRST quantization [6] is an important and powerful technique to deal with a system with constraints
[7–9]. It enlarges the phase space of a gauge theory and restores the symmetry of the gauge fixed action
in the extended phase space keeping the physical contents of the theory unchanged. BRST symmetry
plays a very important role in renormalizing spontaneously broken theories, like standard model and
hence it is extremely important to investigate it for different systems. To the best of our knowledge
BRST formulation for a non-relativistic particle constrained to a curved surface embedded in the higher
dimensional Euclidean space has not been developed yet. This motivates us in the study of BRST
symmetry for this system. We study non-relativistic particle constrained to a curved surface embedded
in the higher dimensional Euclidean space following the technique of Diracs constraints analysis [7–9].
The system is shown to contain second-class constraints. We will apply Batalin-Fradkin-Fradkina-Tyutin
(BFFT) method to convert these second class constraints to first class constraints [10]. We further
develop the BFV (Batalin-Fradkin-Vilkovisky) formulation of this extended theory using the constraints
in the theory [11]. The nilpotent BRST charge is constructed in the operator form using the mode
expansion of the fields [12]. A possible correction in Hamiltonian due to BRST quantization is suggested
and its comparison with Dirac quantization is drawn [14]. The result has been verified using a simple
example of particle on torus [14]. At the end we will construct BRST transformation of the system using
Batalin-Vilkovisky (BV) quantization [15, 16]. This is the first part of the two part paper. In the second
part we will discuss BRST quantization of embedding VL in Euclidean space RN where 1 ≤ L < N
[17]. The paper has been organized in the following way. In the first section, we have reviewed motion
on hypersurface and its equivalence with motion in curved space and also calculated all the possible
constraints of the theory using Dirac’s constraints analysis. In the second section, we have reviewed
BFFT formalism. In the third section we have constructed first class constraints and Hamiltonian. In
the next section we have constructed BRST symmetry for the system based on BFV Formalism. We
have also constructed BRST operator and suggested possible correction which may arise due to BRST
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2quantization and its comparison with Dirac quantization. In the fifth section we have given a simple
example of this kind of systems. In the sixth section, we have discussed BV quantization of this system
based on BFFT formalism. In the next section concluding remark has been made. In the end we have
discussed some important calculations in the appendix.
II. MOTION ON A HYPERSURFACE: A REVIEW
Consider an N dimensional Euclidean space RN , which is specified by a set of Cartesian coordinates
x1, x2, ..., xa, ..., xn. Further consider in RN the (N − 1) dimensional hypersurface, V(N−1) subject to the
equation f(x1, x2, ..., xN ) = 0. Let us consider the motion of particle on this hypersurface with potential
V (x) [3, 4]. The Lagrangian for this system can be written as,
L0 =
1
2
· x˙ax˙a − V (x) + λf(x) (1)
here, δab is the metric, λ is a variable, which is independent of xa(a; 1, 2, ..., N) and the dot denotes the
time derivative. The canonical momentum conjugate to xa and λ can be written as
Pa =
∂L
∂x˙a
= x˙a
Pλ =
∂L
∂λ˙
≈ 0 (2)
Hamiltonian corresponding to Lagrangian in eqn(1) can be written as,
H0 =
1
2
· PaP
a + V (x)− λf(x) (3)
A. Equivalence with Particle in curved space
Let us consider a general coordinate transformation of N dimensional Euclidean space [3].
xa −→ qa
a : 1 ∼ N µ : 0 ∼ (N − 1) (4)
In this coordinate frame qi’s are the coordinates on hypersurface (H.S.) and q0 is the coordinate normal
to H.S.. In this coordinate frame, constraints will take form
f(x) = 0 ↔ q0 = constant
x˙a∂af(x) = 0 ↔ x˙
a∂aq
0 = q˙a = 0 (5)
Here we take the constant q0 equal to zero. So, the constraints to the particle motion on H.S. are,
q0 = 0, q˙0 = 0 (6)
Here dqi is a tangential vector on H.S., and dq0 is the normal vector. The metric for dqµ is generally
given by,
ds2 =
∑
a
dxadxa = dxadxa = gµνdq
µdqν (7)
where metric gµν is defined as
[gµν ] =
(
g00 0
0 gij
)
3Here gi0 = g0i = 0 which implies that dq
0 is normal to the H.S. The inverse of the metric gµν is defined
as
[gµν ] = [gµν ]
−1
(
g00 0
0 gij
)
Here,
g00 =
1
g00
, and gij .gjk = δ
i
k (8)
Unit normal to HS in Cartesian coordinate is defined
na = na =
∂f(x)
∂xa
[∂bf(x) · ∂bf(x)]
1
2
(9)
Under a general coordinate transformation, na is transformed into nµ as,
nµ =
∂qµ
∂xa
· na,
nν = gµν · n
ν =
∂xa
∂qµ
· na (10)
In terms of metric, unit normal to HS can be defined as
nµ = δµ0(g
00)
1
2 ,
nµ = δ
0
µ(g00)
1
2 (11)
Using the transformation in general coordinate system discussed above, we will find the equations in
modified form as: Equation of motion:
q¨i + Γijk q˙
j q˙k + gik ·
v(q)
∂qk
= 0
q¨0 = 0
(12)
constraints:
q0 = q˙0 = 0 (13)
Here potential is defined as
V (x) = V (x(q)) = V (q). (14)
The equations derived above implies that there is no motion along the direction normal to H.S. and
the equation of motion is quite the same as Euler-Lagrange equation obtained from Lagrangian L =
1
2 · g
ij q˙iq˙j − v(q) which implies that classically the equation of motion in a curved space is similar to that
of on HS. In the general coordinate system, the form of Hamiltonian derived from Lagrangian is written
as:
H =
1
2
· gij(q)pipj + V (q) (15)
4B. Hamiltonian Analysis
The primary constraint for this system is
Pλ ≈ 0 (16)
After inclusion of primary constraint our new Hamiltonian has the form
HT =
1
2
· PaP
a + V (x) − λf(x) + uPλ (17)
where u is the Lagrange multiplier. Now, using the Dirac’s technique of constraint analysis [7–9], we will
calculate all the constraints of the theory.
P˙λ = {Pλ, HT }P = f(x) ≈ 0
P¨λ = {f(x), HT }P = P
a ·
∂f(x)
∂xa
≈ 0
Pλ
(3) = {P a ·
∂f(x)
∂xa
, HT }P = P
aP b∂a∂bf(x)− (∂bV (x)− λ∂bf(x)) · ∂
bf(x) ≈ 0 (18)
Pλ
(4) will vanish and the value of u will be determined from it. All the constraints can be written as,
Φ1 = Pλ ≈ 0
Φ2 = f(x) ≈ 0
Φ3 = Df(x) ≈ 0
Φ4 = D
2f(x) − ∂b(V − λf(x)) · ∂
bf(x) = D2f(x) − ∂bΦ · ∂
bf(x) ≈ 0 (19)
where D = P a∂a and Φ = (V −λf(x)). Now, the Poisson brackets between the constraints have following
values,
{Φ1,Φ4}P = −∂af(x) · ∂
af(x) = −α
{Φ2,Φ3}P = ∂af(x) · ∂
af(x) = α
{Φ2,Φ4}P = P
a∂a(∂bf(x) · ∂
bf(x)) = P a∂aα = −β
{Φ3,Φ4}P = 2∂a(Df(x)) · ∂
a(Df(x)) − ∂af(x) · ∂
a(D2f(x)− ∂bΦ · ∂
bf(x)) = γ (20)
Thus the matrix ∆ab between the constraints has the form
∆ab = {Φa,Φb}P =


0 0 0 −α
0 0 α −β
0 −α 0 −γ
α β γ 0


III. BFFT ANALYSIS: A SHORT REVIEW
In this section we will review BFFT technique [10], which is used to construct a first class constraint
system from a second-class constraint system. We know from the Dirac’s constraint analysis that second-
class constraint of a constrained system satisfy an open algebra. Let us take a system described by a
Hamiltonian H0 in a N dimensional phase space. Let us denote the second-class constraints of the system
as Ta with a = 1, 2, ...,M < 2N . These constraints satisfy following algebra
{Ta, Tb} = ∆ab, (21)
5where det(∆ab) 6= 0. To achieve this goal, we will extend the Hilbert space of the theory by introducing
auxiliary fields ηa, one for each second class constraint. This is done to keep the physical degrees of
freedom in the extended theory same as in the original theory. These fields satisfy the symplectic algebra,
{ηa, ηb} = ω
ab (22)
where ωab is a constant quantity and det(ωab) 6= 0. The constraints are now defined in terms of auxiliary
field ηa as
T˜a = T˜a(q, p; η), (23)
This modified constraint satisfies the boundary condition
T˜a(q, p; 0) = Ta(q, p), (24)
These modified constraints should satisfy first class constraints algebra. So the Poisson bracket between
the constraints are defined as
{T˜a, T˜b} = 0 (25)
The solution of eqn(25) can be achieved by considering an expansion of T˜a, as
T˜a =
∞∑
n=0
T˜ na , (26)
where Tn
a is a term of order n in η. Applying the boundary condition on eqn(26), we will get
T˜ (0)a = T˜a(p, q) (27)
Replacement of eqn(26) into eqn(25) gives recurrence relations, one for each coefficient of ηn
T˜ (1)a = Xabη
b (28)
The correction terms n = 0, 1, 2 has the form
{Ta
(0), Tb
(0)}(q,p) + {Ta
(1), Tb
(1)}(η) = 0 (29)
{Ta
(0), Tb
(1)}(q,p) + {Ta
(1), Tb
(0)}(q,p) + {Ta
(1), T
(2)
b }(η) + {Ta
(2), Tb
(1)}(η) = 0 (30)
{Ta
(0), Tb
(2)}(q,p) + {Ta
(1), Tb
(1)}(q,p) + {Ta
(2), Tb
(0)}(q,p) + {Ta
(1), Tb
(3)}(η)
+{Ta
(2), Tb
(2)}(η) + {Ta
(3), Tb
(1)}(η) = 0 (31)
The notations {, }(q, p) and {, }(η) denotes the Poisson brackets with respect to variables (q, p) and η
respectively. Using this iterative technique we can calculate the nth order correction term T˜ (n). From
the eqn(29) the expression for T˜ (1) is written as
T˜ (1)a = Xab(q, p)η
b (32)
Putting this expression in (29) and using the boundary condition (24) as well as (21) and (22), we get
∆ab +Xacω
cdXbd = 0 (33)
6We notice that this equation does not give Xab univocally, because it also contains the still unknown ωab.
We choose ωab in such a way that the new variables are unconstrained. The knowledge of Xab allows
us to obtain T˜
(1)
a . If T˜a + T˜
(1)
a is strongly involutive then series ends here or we will continue the same
process to calculate the higher order terms till we don’t get strongly involutive constraints.
Another point in the Hamiltonian formalism is that any dynamic function A(q, p) (for instance, the
Hamiltonian) has also to be properly modified in order to be strongly involutive with the first-class
constraints T˜a. Denoting the modified quantity by A(q, p; η), we then have
{T˜a, A˜} = 0 (34)
In addition, A˜ has also to satisfy the boundary condition,
A˜(q, p; 0) = A(q, p) (35)
To obtain A˜ an expansion analogous to (26) is considered,
A˜ =
∞∑
n=0
Ta
n (36)
where A˜(n) is also a term of order n in η‘s. Consequently, compatibility with (35) requires that
A˜(0) = A (37)
The combination of (26), (34) and (36) gives,
{Ta
(0), A(0)}(q,p) + {Ta
(1), A(1)}(η) = 0 (38)
{Ta
(0), A(1)}(q,p) + {Ta
(1), A(0)}(q,p) + {Ta
(1), A(2)}(η) + {Ta
(2), A(1)}(η) = 0 (39)
{Ta
(0), A(2)}(q,p) + {Ta
(1), A(1)}(q,p) + {Ta
(2), A(0)}(q,p) + {Ta
(1), A(3)}(η)
+{Ta
(2), A(2)}(η) + {Ta
(3), A(1)}(η) = 0 (40)
which correspond to the coefficients of the powers η0, ηl, η2, etc., respectively. The expression (41) above
gives us A(1)
A(1) = −ηaωabX
bc(q, p){T c, A}, (41)
where ωab andX
ab are the inverses of ωab andXab. It was earlier seen that T
a+T al was strongly involutive
if the coefficients Xab do not depend on (q, p). However, the same argument does not necessarily apply
in this case. Usually we have to calculate other corrections to obtain the final A˜. Let us discuss how
we can do this systematically. We will consider the general case first. The correction A(2) comes from
eqn(39), that we conveniently rewrite as
{Ta
(1), A(2)}(η) = −Ga
(1), (42)
where
Ga
(1) = {Ta, A
(1)}(q,p) + {Ta
(1), A}(q,p) + {Ta
(2), A(1)}(η) (43)
Thus
A(2) = −
1
2
ηaωabX
bc(q, p)Gc
(1), (44)
7In the same way, other terms can be obtained. The final general expression reads as,
A(n) = −
1
n+ 1
ηaωabX
bc(q, p)Gc
(n), (45)
where
Ga
(n) =
n∑
m=0
{Ta
(n−m), A(m)}(q,p) +
n−2∑
n=0
{Ta
(n−m), A(m+2)}(η) + {Ta
(n+1), A(1)}(η) (46)
Similarly the involutive form of other variables can be obtained using the method described above. Let
the initial fields be q and p. Then their involutive form q˜ and p˜ will follow these relations.
{T˜ , q˜} = {T˜ , p˜} = 0 (47)
Now any function of q˜ and p˜ will also be strongly involutive, since
{T˜ , F˜ (q˜, p˜)} = {T˜ , q˜}
∂F˜
∂q˜
+ {T˜ , p˜}
∂F˜
∂p˜
= 0 (48)
Thus if we take any dynamical variable in the original phase space, its involutive form can be obtained
by the replacement
F (q, p)→ F (q˜, p˜) = F˜ (q˜, p˜) (49)
It is obvious that the initial boundary condition in the BFFT process, namely, the reduction of the
involutive function to the original function when the new fields are set to zero, remains preserved.
IV. CONSTRUCTION OF FIRST CLASS CONSTRAINT THEORY
As all the constraints of the theory (eqn(19)) are second class, we will introduce four possible fields
η1, η2, η3, η4 corresponding to each constraint. Relation between these fields will give us possible solution
of the eqn(33). Relation between these fields will depend provide us possible value of ωαβ . Here we will
discuss two possible solutions and will construct Hamiltonian in both the cases.
A. Solution I
Our choice of Poisson Bracket between the fields η1, η2, η3, η4 are
{η1, η4} = 1, {η2, η3} = −1
{η3, η4} =
γ
α2
, {η2, η4} =
β
α
(50)
From the above relation, matrix ωαβ between the fields can be written as,
ωab =


0 0 0 1
0 0 −1 β
α
0 1 0 γ
α2
−1 − β
α
− γ
α2
0


8Using the matrix ωab and the matrix ∆ab between the constraints in the eqn(33), we can find the possible
value of matrix Xab. The possible value of matrix Xab is
Xab =


1 0 0 0
0 1 0 0
0 0 α 0
0 0 0 α


Now, using the matrix Xab we can calculate the first order correction in the constraints as
Φ1
(1) = X11η
1 +X12η
2 +X13η
3 +X14η
4 = η1
Φ2
(1) = X21η
1 +X22η
2 +X23η
3 +X24η
4 = η2
Φ3
(1) = X31η
1 +X32η
2 +X33η
3 +X34η
4 = αη3
Φ4
(1) = X41η
1 +X42η
2 +X43η
3 +X44η
4 = αη4 (51)
So the modified constraints has the form
Φ˜1 = Φ1 + η
1
Φ˜2 = Φ2 + η
2
Φ˜3 = Φ3 + αη
3
Φ˜4 = Φ4 + αη
4 (52)
The Poisson bracket between these modified constraints are
{Φ˜1, Φ˜4} = 0
{Φ˜2, Φ˜3} = 0
{Φ˜2, Φ˜4} = 0
{Φ˜3, Φ˜4} = 0 (53)
which shows that modified constraints are involutive. Hence we have converted the second class con-
straints of the theory into first class. Now, we will construct first class Hamiltonian for this system.
Corrections in Hamiltonian due to different fields η can be calculated as follows. First we will calculate
inverse of the matrices ωab and Xab. The inverse matrices can be written as
ωab =


0 γ
α2
− β
α
−1
γ
α2
0 1 0
β
α
−1 0 0
1 0 0 0


and
Xab =


1 0 0 0
0 1 0 0
0 0 1
α
0
0 0 0 1
α


First order correction in Hamiltonian due to fields η1, η2, η3, η4 (Appendix A) can be written as
H(1)
1
η = −
η1
α2
(γΦ3 − βΦ4)
H(1)
2
η = −
η2
α2
(−γΦ2 + αΦ4)
H(1)
3
η = −
η3
α
(βΦ2 − αΦ3)
H(1)
4
η = −η
4(Φ2) (54)
9Total Hamiltonian with first order correction can be written as
H˜ =
1
2
· PaP
a + V (x) − λf(x) + uPλ −
η1
α2
(γΦ3 − βΦ4)−
η2
α2
(−γΦ2 + αΦ4)
−
η3
α
(βΦ2 − αΦ3)− η
4(Φ2) (55)
It can be easily verified (Appendix B) that the Hamiltonian H˜ is involutive by computing it’s Poisson
bracket with modified constraints of the theory.
{H˜, Φ˜i} = 0 (56)
where i = 1, 2, 3, 4.
B. Solution II
Our choice of Poisson Bracket between the fields η1, η2, η3, η4 are
{η1, η4} = α, {η2, η3} = −α
{η3, η4} = γ, {η2, η4} = β (57)
From the above relation, matrix ωαβ between the fields can be written as,
ωab =


0 0 0 α
0 0 −α β
0 α 0 γ
−α −β −γ 0


Using the matrix ωab and the matrix ∆ab between the constraints in the eqn(33), we can find the possible
value of matrix Xab. The possible value of matrix Xab is
Xab =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


Now, using the matrix Xab we can calculate the first order correction in the constraints as
Φ1
(1) = X11η
1 +X12η
2 +X13η
3 +X14η
4 = η1
Φ2
(1) = X21η
1 +X22η
2 +X23η
3 +X24η
4 = η2
Φ3
(1) = X31η
1 +X32η
2 +X33η
3 +X34η
4 = η3
Φ4
(1) = X41η
1 +X42η
2 +X43η
3 +X44η
4 = η4 (58)
So the modified constraints has the form
Φ˜1 = Φ1 + η
1
Φ˜2 = Φ2 + η
2
Φ˜3 = Φ3 + η
3
Φ˜4 = Φ4 + η
4 (59)
The Poisson bracket between these modified constraints vanishes which shows that modified constraints
are involutive. Hence we have converted the second class constraints of the theory into first class. Now,
we will construct first class Hamiltonian for this system. Corrections in Hamiltonian due to different
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fields η can be calculated as follows. First we will calculate inverse of the matrices ωab and Xab. The
inverse matrices can be written as
ωab =


0 γ
α2
− β
α2
− 1
α
− γ
α2
0 1
α
0
β
α2
− 1
α
0 0
1
α
0 0 0


and
Xab =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


First order correction in Hamiltonian due to fields η1, η2, η3, η4 (Appendix A) can be written as
H(1)
1
η = −
η1
α2
(γΦ3 − βΦ4)
H(1)
2
η = −
η2
α2
(−γΦ2 + αΦ4)
H(1)
3
η = −
η3
α2
(βΦ2 − αΦ3)
H(1)
4
η = −
η4
α
φ2 (60)
Total Hamiltonian with first order correction can be written as
H˜ =
1
2
· PaP
a + V (x)− λf(x) + uPλ −
1
α2
[η1(γΦ3 − βΦ4)− η
2(−γΦ2 + αΦ4)
− η3(βΦ2 − αΦ3)− η
4α(Φ2)] (61)
It can be easily verified (Appendix B) that the Hamiltonian H˜ is involutive by computing it’s Poisson
bracket with modified constraints of the theory.
V. HAMILTONIAN BRST FORMALISM
A. Charge and Symmetry
To construct BRST symmetry for this system, we further extend the theory using Hamiltonian BRST
formalism also called BFV formalism [11]. In the BFV formulation associated with this system, we
introduce a pair of canonically conjugate ghost fields (C, P¯ ) with ghost number 1 and -1 respectively,
for the primary constraint Πλ ≈ 0 and another pair of ghost fields (C¯, P ) with ghost number -1 and
1 respectively, for the secondary constraint, (Df(x) + αΠθ) ≈ 0. The effective action for a particle on
surface V (N−1) embedded in RN ,
Seff =
∫
dt
[
Pax˙
a +Πθ θ˙ − Pλλ˙+ ˙¯cP + C˙P¯ −H − [Qb,Ψ]
]
(62)
where H is defined as
H =
1
2
PaP
a + V (x) (63)
11
Where Qb is BRST charge and has been constructed using the constraints of the system as
Qb = iC(Df(x) + αΠθ)− iPPλ (64)
The canonical brackets for all dynamical variables are written as
[xa, Pb] = δ
a
b; [θ,Πθ] = [λ, Pλ] = {C¯, C˙}ac = i; {C,
˙¯C}ac = −i (65)
Nilpotent BRST transformation corresponding to this action is constructed using the relation sbΦ =
−[Qb,Φ]± which is related to infinitesimal BRST transformation as δbΦ = sbΦδΛ. Here δΛ is infinitesimal
BRST parameter. Here − sign is for bosonic and + is for fermionic variable. The BRST transformation
for the particle on a Riemann surface is,
sbλ = P, sbf(x) = −Cα, sbθ = −Cα
sbPa = 0, sbP¯ = (Df(x) + αΠθ)
sbC¯ = Pλ = B, sbC = sbΠθ = sbPλ = sbP¯ = 0 (66)
, One can easily verify that these transformations are nilpotent.
In BFV formulation the generating functional is independent of gauge fixing fermion [12–14], hence we
have liberty to choose it in the convenient form as
Ψ = P¯ λ+ C¯(f(x) + θ +
Pλ
2
) (67)
Using the expressions for Qb and Ψ, Effective action (62) is written as
Seff =
∫
dt
[
Pax˙
a +Πθ θ˙ − Pλλ˙+ ˙¯cP + C˙P¯ −
1
2
PaP
a + V (x)− PP¯
+λ(Df(x) + αΠθ) + Pλ(f(x) + θ +
Pλ
2
) + 2C¯Cα
]
(68)
and the generating functional for this effective theory is represented as
Zψ =
∫
Dφ exp [iSeff ] (69)
The measure Dφ =
∏
i dξi , where ξi are all dynamical variables of the theory. Now integrating this
generating functional over P and P¯ , we get
Zψ =
∫
Dφ′ exp
[
i
∫
dt
[
Pax˙
a +Πθ θ˙ − Pλλ˙+ C˙
˙¯C −
1
2
PaP
a + V (x)
+λ(Df(x) + αΠθ)− 2CC¯α+ Pλ(f(x) + θ +
Pλ
2
)
]]
(70)
where Dφ′ is the path integral measure for effective theory when integrations over fields P and P¯ are
carried out. Further integrating over Pλ we obtain an effective generating functional as
Zψ =
∫
Dφ′′ exp
[
i
∫
dt
[
Pax˙
a +Πθ θ˙ − Pλλ˙+ C˙
˙¯C −
1
2
PaP
a + V (x)
+λ(Df(x) + αΠθ)− 2CC¯α−
{λ˙− (f(x) + θ)}2
2
]]
(71)
where DΦ′′ is the path integral measure corresponding to all the dynamical variables involved in the
effective action. The BRST symmetry transformation for this effective theory is written as
sbλ = C˙, sbf(x) = −Cα, sbθ = −Cα
sbPa = 0, sbC¯ = −λ˙− (f(x) + θ)
sbC = sbΠθ = sbPλ = 0 (72)
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B. Canonical BRST Quantization
The BRST extended action is given by eqn(62). As we know, variation of S will give boundary
conditions. To covariantly quantize this system, we will now Fourier decompose the BRST charge [12].
f(x)a =
1
2pi
∞∑
n=0
(f(x)ane
−int + f(x)an
†
eint)
Px(t)
a
=
1
2pi
∞∑
n=0
(P ane
−int + P an
†
eint)
Ca(x, t) =
∞∑
n=0
(C(x)
a
ne
−int + C(x)
a
n
†
eint)
Πθ(t)
a
=
1
2pi
∞∑
n=0
(Πθ
a
ne
−int +Πθ
a
n
†
eint)
P(x, t)
a
=
∞∑
n=0
(P(x)
a
ne
−int + P(x)
a
n
†
eint)
Pλ
a =
1
2pi
∞∑
n=0
(Pλ
a
ne
−int + Pλ
a
n
†
eint) (73)
Here the commutation relations between these variables is defined as in eqn(65). Putting these mode
expansions in eqn(88) and simplifying, we will get an expression of the form
Qb = i
∞∑
n=0
[
{CanP
a
n (f(x)
a
(n−1))
† + Can(P
a
n )
†f(x)a(n−1) + C
a
n(P
a
n )
†f(x)a(n−1)
+(Can)
†(P an )
†f(x)a(n−1)} − {P
a
n(Pλ)
a
n
†
+ (P an )
†(Pλ)
a
n}
]
(74)
which is an operator form of BRST charge. Applying this charge on the states of total Hilbert space will
give us physical subspace conditions.
C. Equivalence with Dirac Quantization
The particle on (N − 1) dimensional Riemann manifold has been quantized using various methods.
One of them is canonical Dirac quantization discussed in ref.[3, 4].There an extra term in Hamiltonian
(∆V ) appears. The term has been described as quantum fluctuation of the normal unit vector. In BRST
quantization extra term is denoted by [Qb,Ψ]. This term contains gauge fixing and ghost terms. As we
know that ghost fields are unphysical in nature and they appear in the action to make it BRST invariant.
So the physical part is only gauge-fixing part of the extra term. This extra term can easily be calculated
using the commutation relation between the variables.
As for the equivalence between the two quantization procedures, it can be easily said using the detailed
discussion of ref.[13] that only little of the BRST symmetry of classical (extended) observables can be
preserved in the quantum theory. In certain limited conditions the approaches can be showed to be
equivalent but in general case they have a little resemblance.
VI. EXAMPLES OF N − 1 DIMENSIONAL EMBEDDING IN RN : PARTICLE ON TORUS
As an example of N − 1 Dimensional Embedding in RN we will discuss particle on torus [14]. We will
discuss all the important results developed for general system in this case. Particle on torus is a two
13
dimensional surface embedded in three dimensional space. Lagrangian for a particle constrained to move
on the surface of torus of radius r is
L =
1
2
mr˙2 +
1
2
mr2θ˙2 +
1
2
m(b+ r sin θ)2φ˙2 + λ(r − a) (75)
where (r, θ, φ) are toroidal co-ordinates related to Cartesian coordinates as
x = (b + r sin θ) cosφ, y = (b + r sin θ) sinφ, z = r cos θ (76)
and λ is the Lagrange multiplier. Here we have considered a torus with axial circle in the x − y plane
centered at the origin, of radius b, having a circular cross section of radius r. The angle θ ranges from 0
to 2pi, and the angle φ from 0 to 2pi.
The canonical Hamiltonian corresponding to the Lagrangian in eqn(75)is then written as,
H =
p2r
2m
+
p2θ
2mr2
+
p2φ
2m(b+ r sin θ)2
+ λ(r − a) (77)
where pr, pθ, pφ and pλ are the canonical momenta conjugate to the coordinate r, θ φ and λ respectively,
given by
pr = mr˙, pθ = mr
2θ˙, pφ = m(b+ r sin θ)
2φ˙, pλ = 0 (78)
Here pλ is the primary constraint of the theory. Now, using Dirac’s method of Hamiltonian analysis, we
will calculate all the possible constraints of the theory.
p˙λ = {pλ, H}P = (r − a) ≈ 0
p¨λ = {(r − a), H}P =
pr
m
≈ 0
pλ
(3) = {
pr
m
,H}P =
1
m
{
p2θ
mr3
+
p2φ sin θ
m(b+ r sin θ)2
+ λ} ≈ 0 (79)
(Pλ)
(4) will vanish and the value of u will be determined from it. All the constraints can be written as,
Φ1 = pλ ≈ 0
Φ2 = f(x) = (r − a) ≈ 0
Φ3 = Df(x) =
pr
m
≈ 0
Φ4 = D
2f(x)− ∂b(V − λf(x)) · ∂
bf(x) =
1
m
{
p2θ
mr3
+
p2φ sin θ
m(b + r sin θ)2
+ λ} ≈ 0 (80)
Now, the Poisson brackets between the constraints have following values,
{Φ1,Φ4}P = −∂af(x) · ∂
af(x) = −
1
m
{Φ2,Φ3}P = ∂af(x) · ∂
af(x) =
1
m
{Φ2,Φ4}P = P
a∂a(∂bf(x) · ∂
bf(x)) = P a(∂aα) = 0
{Φ3,Φ4}P = 2∂a(Df(x)) · ∂
a(Df(x)) − ∂af(x) · ∂
a(D2f(x)− ∂bΦ · ∂
bf(x))
=
3
m3
{
p2θ
r4
+
p2φsin θ
2
(b+ r sin θ)4
} = −γ (81)
Thus the matrix ∆ab between the constraints has the form
∆ab = {Φa,Φb}P =


0 0 0 − 1
m
0 0 1
m
0
0 − 1
m
0 −γ
1
m
0 γ 0


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As all the constraints of the theory (80) are second class, we will introduce four possible fields η1, η2, η3, η4
corresponding to each constraint. Relation between these fields will give us possible solution of the
eqn(33). Relation between these fields will depend provide us possible value of ωαβ . Our choice of
Poisson Bracket between the fields η1, η2, η3, η4 are
{η1, η4} = 1, {η2, η3} = −1
{η3, η4} = γ, {η2, η4} = 0 (82)
From the above relation, matrix ωαβ between the fields can be written as,
ωab =


0 0 0 1
0 0 −1 0
0 1 0 γ
−1 0 −γ 0


Using the matrix ωab and the matrix ∆ab between the constraints in the eqn(33), we can find the possible
value of matrix Xab. The possible value of matrix Xab is
Xab =


1 0 0 0
0 1 0 0
0 0 1
m
0
0 0 0 1
m


Now, using the matrix Xab we can calculate the first order correction in the constraints as
Φ1
(1) = η1
Φ2
(1) = η2
Φ3
(1) = αη3
Φ4
(1) = αη4 (83)
So the modified constraints has the form
Φ˜1 = Φ1 + η
1
Φ˜2 = Φ2 + η
2
Φ˜3 = Φ3 +
α
m
η3 = Φ3 +
1
m
η3
Φ˜4 = Φ4 +
α
m
η4 = Φ4 +
1
m
η4 (84)
The Poisson bracket between these modified constraints vanishes which shows that modified constraints
are involutive. Hence we have converted the second class constraints of the theory into first class. Now,
we will construct first class Hamiltonian for this system. Corrections in Hamiltonian due to different
fields η can be calculated as follows. First we will calculate inverse of the matrices ωab and Xab. The
inverse matrices can be written as
ωab =


0 γ 0 −1
γ 0 1 0
0 −1 0 0
1 0 0 0


and
Xab =


1 0 0 0
0 1 0 0
0 0 m 0
0 0 0 m


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First order correction in Hamiltonian due to fields η1, η2, η3, η4 (Appendix A) can be written as
H(1)
1
η = −η
1m2(γΦ3)
H(1)
2
η = −η
2m2(−γΦ2 + αΦ4)
H(1)
3
η = −η
3(−αΦ3)
H(1)
4
η = −η
4(Φ2) (85)
Total Hamiltonian with first order correction can be written as
H˜ =
p2r
2m
+
p2θ
2mr2
+
p2φ
2m(b+ r sin θ)2
+ λ(r − a) + upλ −
η1
m2
(γΦ3)−
η2
m2
(−γΦ2 + αΦ4)
−
η3
α
(−αΦ3)− η
4(Φ2) (86)
It can be easily verified (Appendix B) that the Hamiltonian H˜ is involutive by computing it’s Poisson
bracket with modified constraints of the theory.
{H˜, Φ˜i} = 0 (87)
where i = 1, 2, 3, 4. BRST charge for this first class system can be written using above expression, as
Qb = iC(Pr +Πθ)− iPPλ (88)
which matches with BRST charge developed earlier for this system in ref [14]. Similar expression for the
gauge fixing can be written as
Ψ = P¯ λ+ C¯(r + θ +
Pλ
2
) (89)
which also matches with gauge fixing fermion obtained for the system in the ref [14]. This shows that
result obtained above is true for any (N − 1) dimensional surface embedded in RN .
VII. BATALIN - VILKOVISKY QUANTIZATION
We will perform the quantization of system described above along the field-antifield formalism for BFFT
system discussed in ref [15, 16]. To do so we will introduce antifields φ⋆a = (x
⋆
µ, η
⋆
ν , λ
⋆
ν , c
⋆
ν) corresponding
to the fields φa = (xµ, ην , λν , cν). Here, fields xµ, θν and λν are bosonic and have ghost number zero.
The ghosts cν are fermionic and have ghost number one. The corresponding anti-fields have opposite
grassmanian parity and ghost number given by minus the ghost number of the corresponding field minus
one. Action in terms of fields and antifields is written as
S = S0 +
∫
dt
[
x⋆µ{x
µ, Φ˜k}c
k + η⋆ν{η
ν , Φ˜k}c
k + λ⋆k c˙
k
]
(90)
where S0 is defined as
S0 =
∫
dt
[
Pµx˙
µ +Πν η˙
ν − λνΦ˜ν − H˜
]
(91)
Here Φ˜ are the modified constraints in eqn(52) and H˜ is the modified Hamiltonian in eqn(55). Now, this
action satisfies the classical master equation
1
2
(S, S) = 0 (92)
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where the antibracket between any two quantities X [φ, φ⋆] and Y [φ, φ⋆] is defined as
(X,Y ) =
δrX
δφA
δlY
δφ⋆A
−
δrX
δφ⋆A
δlY
δφA
(93)
Here we assume the de Witt’s notation of sum and integration over intermediary variables, when necessary.
In the BV formalism, the BRST differential is introduced using the relation
sX = (X,S) (94)
for any local functional X [φ, φ⋆]. Due to classical master equation and Jacobi identity, s is nilpotent. So,
the BV action satisfying the master equation is equivalent to BRST invariance.
To fix a gauge, we need to introduce trivial pairs C¯a, Pa as new fields and the corresponding antifields
C¯⋆a , P
⋆
a , as well as a gauge-fixing fermion Ψ. The antifields are eliminated by choosing φ
⋆
A =
∂Ψ
∂φA
. We
can choose the form of Ψ as
Ψ = C¯kη
k (95)
Other possible choices can also be made. It is also necessary to extend the fieldantifield action to a
nonminimal action,
S → Snm = S +
∫
dtPaC¯
⋆a (96)
in order to implement the gauge fixing introduced by Ψ. The gauge-fixed generating functional is then
defined as
ZΨ =
∫
[dφA][dω]−
1
2 [df ]−
1
2 exp
i
~
Snm
[
φA, φ⋆A =
∂Ψ
∂φA
]
(97)
In general, if the classical fieldantifield action S can be replaced by some quantum action W expressed
as a local functional of fields and antifields and satisfying the so-called quantum master equation
1
2
(W,W )− i~∆W = 0 (98)
then the gauge symmetries are not obstructed at quantum level. Here ∆ is an operator which is defined
as
∆ ≡ (
δr
δφA
)(
δl
δφ⋆A
) (99)
and it was assumed that W can be expanded in powers of ~ as
W [φA, φ⋆A] = S[φ
A, φ⋆A] +
∞∑
p=1
~
pMp[φ
A, φ⋆A] (100)
The first two term of the quantum master eqn(99) are
(S, S) = 0
(M1, S) = i∆S (101)
If ∆S is non-zero and gives a nontrivial result, then there exists someM1 expressed in terms of local fields
such that (101) is satisfied. Using cohomological arguments, it can be shown that the quantum master
equation, for first order systems with pure second class constraints converted with the use of the BFFT
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procedure, can always be solved. BRST transformations of the fields and antifields for the converted
system can be written as
sbf(x)
µ = {f(x)µ, Φ˜a}C
a = {f(x), Φ˜3}C
3 = −αC
sbη
ν = {ην , Φ˜a}C
a = {η3, Φ˜2}C
2 = −αC
sbλ
a = {C˙}a, sbC
a = 0, sbC¯
a = Πaλ, sbΠ
a
λ = 0
sbx
⋆
µ = −
∂S
∂xµ
, sbη
⋆
µ = −
∂S
∂ηµ
sbλ
⋆
a = Φ˜a, sbC
⋆
a = −x
⋆
µ{x
µ, Φ˜a} − η
⋆
ν{x
ν , Φ˜a} − λ˙
⋆
sbC¯⋆a = o, sbΠ¯
⋆a
λ = C¯
⋆a (102)
These symmetry transformations are same as the one obtained in (72). It can be shown, on the basis
of argument given in ref [16] enlarged symmetries due to compensating fields (BFFT variables) are not
anomalous. These fields plays non-trivial role at the quantum level because the existence of a counterterm
modify expectation values of relevant physical quantities.
VIII. CONCLUSION
We have investigated BRST symmetry for a particle moving in a curved space V(N−1) embedded in
a Euclidean space RN in both Hamiltonian and Lagrangian formalism. Using the Dirac’s constraints
analysis, we have calculated all the constraints of the system. Using the BFFT technique, second class
constraints are converted into first class constraints and corresponding first class Hamiltonian is con-
structed by two ways. Now, using BFV technique we have constructed BRST charge and corresponding
BRST invariant action. Then we have constructed BRST operator using mode expansion technique.
This operator acting on state will give physical state condition. The important result which can be
deduced from here is quantum correction in Hamiltonian due to BRST quantization. The extra term
in action which makes it BRST invariant is [Qb,Ψ]. Now, using the commutation relation between the
field variables we can calculate the quantum correction. One can draw an exact comparison between
correction due to BRST quantization and due to Dirac quantization. This could a future work. For
now, we have discussed (in short) a comparison between canonical BRST and Dirac quantization. We
have also discussed a simple example (particle on torus) of this kind of system. We have shown that all
the results deduced for the general system satisfy for particular system. At the end we have discussed
Batalin - Vilkovisky quantization of this system based on BFFT formalism. The more general case of
BRST quantization of embedding VL in Euclidean space RN where 1 ≤ L < N will be discussed in the
next part of the paper.
IX. APPENDIX A
First order correction in Hamiltonian due to field η1
H(1)
1
η = φ
1ω11X
11G
(0)
1 + φ
1ω12X
21G
(0)
1 + φ
1ω13X
31G
(0)
1 + φ
1ω14X
41G
(0)
1 + φ
1ω11X
12G
(0)
2
+φ1ω11X
13G
(0)
3 + φ
1ω11X
14G
(0)
4 + φ
1ω12X
22G
(0)
2 + φ
1ω12X
23G
(0)
3 + φ
1ω12X
24G
(0)
4
+φ1ω13X
32G
(0)
2 + φ
1ω13X
33G
(0)
3 + φ
1ω13X
34G
(0)
4 + φ
1ω14X
42G
(0)
2 + φ
1ω14X
43G
(0)
3
+φ1ω14X
44G
(0)
4 (103)
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For the solution I, out of these sixteen terms, only term containing X22 and X33 will survive. Rest of
other terms will vanish. Hence, the correction is
H(1)
1
η = φ
1ω12X
22G
(0)
2 + φ
1ω13X
33G
(0)
3
= −
η1
α2
(γΦ3 − βΦ4) (104)
For the solution II also, only term containing X22 and X33 will survive. Rest of other terms will vanish.
Hence, the correction is same as in solution I.
First order correction in Hamiltonian due to field η2
H(1)
2
η = φ
2ω21X
11G
(0)
1 + φ
2ω21X
12G
(0)
2 + φ
2ω21X
13G
(0)
3 + φ
2ω21X
14G
(0)
4 + φ
2ω22X
21G
(0)
1
+φ2ω22X
22G
(0)
2 + φ
2ω22X
23G
(0)
3 + φ
2ω22X
24G
(0)
4 + φ
2ω23X
31G
(0)
1 + φ
2ω23X
32G
(0)
2
+φ2ω23X
33G
(0)
3 + φ
2ω23X
34G
(0)
4 + φ
2ω24X
41G
(0)
1 + φ
2ω24X
42G
(0)
2 + φ
2ω24X
43G
(0)
3
+φ2ω24X
44G
(0)
4 (105)
For the solution I, only term containing X11 and X33 will survive. Other terms will vanish. Hence, the
correction is
H(1)
2
η = φ
2ω22X
11G
(0)
1 + φ
2ω23X
33G
(0)
3
= −
η2
α2
(−γΦ2 + αΦ4) (106)
For the solution II also, only term containing X22 and X33 will survive. Rest of other terms will vanish.
Hence, the correction is same as in solution I.
First order correction in Hamiltonian due to field η3
H(1)
3
η = φ
3ω31X
11G
(0)
1 + φ
3ω31X
12G
(0)
2 + φ
3ω31X
13G
(0)
3 + φ
3ω31X
14G
(0)
4 + φ
3ω32X
21G
(0)
1
+φ3ω32X
22G
(0)
2 + φ
3ω32X
23G
(0)
3 + φ
3ω32X
24G
(0)
4 + φ
3ω33X
31G
(0)
1 + φ
3ω33X
32G
(0)
2
+φ3ω33X
33G
(0)
3 + φ
3ω33X
34G
(0)
4 + φ
3ω34X
41G
(0)
1 + φ
3ω34X
42G
(0)
2 + φ
3ω34X
43G
(0)
3
+φ3ω34X
44G
(0)
4 (107)
For the solution I, only term containing X11 and X33 will survive. Other terms will vanish. Hence, the
correction is
H(1)
3
η = φ
3ω31X
11G
(0)
1 + φ
3ω32X
22G
(0)
2
= −
η3
α
(βΦ2 − αΦ3) (108)
For the solution II, only term containing X11 and X22 will survive. Other terms will vanish.
H(1)
3
η = φ
3ω31X
11G
(0)
1 + φ
3ω32X
22G
(0)
2
= −
η3
α2
(βΦ2 − αΦ3) (109)
First order correction in Hamiltonian due to field η4
H(1)
4
η = φ
4ω41X
11G
(0)
1 + φ
4ω41X
12G
(0)
2 + φ
4ω41X
13G
(0)
3 + φ
4ω41X
14G
(0)
4 + φ
4ω42X
21G
(0)
1
+φ4ω42X
22G
(0)
2 + φ
4ω42X
23G
(0)
3 + φ
4ω42X
24G
(0)
4 + φ
4ω43X
31G
(0)
1 + φ
4ω43X
32G
(0)
2
+φ4ω43X
33G
(0)
3 + φ
4ω43X
34G
(0)
4 + φ
4ω44X
41G
(0)
1 + φ
4ω44X
42G
(0)
2 + φ
4ω44X
43G
(0)
3
+φ4ω44X
44G
(0)
4 (110)
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For the solution I, only term containing X11 will survive. Other terms will vanish. Hence, the correction
is
H(1)
4
η = φ
4ω41X
11G
(0)
1
= −η4(Φ2) (111)
For the solution II also, only term containing X11 and X22 will survive. Other terms will vanish.
H(1)
4
η = φ
4ω41X
11G
(0)
1
= −
η4
α
φ2 (112)
X. APPENDIX B
Poisson Bracket between modified Hamiltonian and modified constraints due to solution I, are
{Φ˜1, H˜} = {Φ1, HT }+ {η
1, H ′(1)} = Φ2 + {−Φ2} = 0
{Φ˜2, H˜} = {Φ2, HT }+ {η
2, H ′(1)} = Φ3 +
1
α
(βΦ2 − αΦ3)−
β
α
φ2 = 0
{Φ˜3, H˜} = {Φ3, HT }+ {αη
3, H ′(1)} = Φ4 −
1
α
(−γΦ2 + αΦ4)−
γ
α
φ2 = 0
{Φ˜4, H˜} = {Φ4, HT }+ {αη
4, H ′(1)} =
1
α
(γΦ3 − βΦ4) +
β
α2
(γΦ2 + αΦ4)
+
γ
α2
(βΦ2 − αΦ3) = 0 (113)
Similarily the Poisson bracket between modified Hamiltonian and constraints due to solution II can be
shown to be involutive.
[1] H. E. Lin, W. C. Lin and R. Sugano, Nucl. Phys. BI6 (1970) 43l; R. Sugano, Prog. Theor. Phys. 46 (1971)
297; T. Kimura, ibid. 126; T. Kimura and R. Sugano, Prog. Theor. Phys. 47 (1972) 1004; T. Ohtani and R.
Sugano, ibid. 47 (1972) 1704; 50 (1973) 1715; T. Kimura, T. Ohtani and R. Sugano, Prog. Theor. Phys. 48
(1972) 1395; M. Omote and H. Sato, Prog. Theor. Phys. 47 (1972) 1367; K. Fujii, K-I. Sato, N. Toyota and
A. P. Kobushukin, Phys. Rev. Lett. 58 (1987), 651; K. Fujii, A. Kobushukin, K-I. Sato and N. Toyota, Phys.
Rev. D 37 (1988) 3663; T. Kawai, Foundation of Phys. 143 (1975); H. Kamo and T. Kawai, Nue!. Phys. B
81 (1974) 349.
[2] J. L. Garvais and A. Neveu, Phys. Rep. 23 (1976) 237; M. Omote, Nucl. Phys. B120 (1977) 325; B. Sakita and
K. Kikkawa, Quantum Mechanics of Many Degrees of Freedom Basing on Path Integral (Iwanami, Tokyo,
1986).
[3] N. Ogawa, K. Fujii, A. Kobushukin, Prog. Theo. Phys. 83 (1990), 894.
[4] N. Ogawa, K. Fujii, N. Chepilko and A. Kobushkin, Prog. Theo. Phys. 85 (1991) 1189.
[5] C. Destri, P. Maraner and E. Onofri, II Nuovo Cimento A (1965-1970), 107 (1994) 237; A. Foerster, H.
O. Girotti and P. S. Kuhn, Phys. Lett. A 195 (1994) 301; A. V. Golovnev, Rept. Math. Phys. 6 (2009)
459; K. Fujii, N. Ogawa, Prog. Theo. Phys., 89 (1993) 575; M. Nakamura, N.Okamoto and H.Minowa,
arXiv:hep-th/9710232; M. Nakamura, N. Okamoto and H. Minowa, II Nuovo Cimento B (1971-1996), 111
(1996) 521; M. Nakamura, arXiv:1503.06541.
[6] C. Becchi, A. Rouet and R. Stora, Phys. Lett. B 52, 344 (1974); Ann. Phys. (N. Y.) 98 (1976) 287; I. V.
Tyutin, Lebedev Report N FIAN, 39 (1975), arXiv:0812.0580 (2008).
[7] P. A. M. Dirac, Can. J. Math. 2 (1950) 129; Lectures on Quantum Mechanics (Yeshiva University, New York,
1964).
[8] M. Henneaux and C. teitelboim, Quantization of Gauge System, Princeton University Press, Princeton (1992).
20
[9] K. Sundermeyer, Constrained Dynamics, Lecture notes in Physics, vol. 169 (Springer,Berlin, 1982).
[10] I. A. Batalin and E. S. Fradkin, Phys. Lett. B 180 (1986) 157; Nucl. Phys. B 279 (1987) 514 ; I. A. Batalin,
E. S. Fradkin, and T. E. Fradkina, ibid. B 314 (1989) 158; B 323 (1989) 734; I. A. Batalin and I. V. Tyutin,
Int. J. Mod. Phys. A 6 (1991) 3255.
[11] E. S. Fradkin and G. Vilkovisky, Phys. Lett. B 55 (1975) 224; I. A. Batalin and G. Vilkovisky, Phys. Lett. B
69 (1977) 309; I. A. Batalin and E. S. Fradkin, Phys. Lett. B 122 (1983) 157.
[12] M. Kato and K. Ogawa, Nuclear Physics B 212 (1983) 443; S. Hwang, Phys. Rev. D 28 (1983) 2614.
[13] R. Loll, Cont. Math. 132 (1992) 503.
[14] S. T. Hong, Mod. Phys. Lett. A, 20 (2005) 1577; V. K. Pandey and B. P. Mandal, Adv. High Ener. Phys.
2017, Article ID 6124189.
[15] I. A. Batalin and G. A. Vilkovisky, Phys. Lett. B. 102 (1981) 27; Phys. Rev. D 28 (1983) 2567; Erratum-ibid:
Phys. Rev. D 30 (1984) 508.
[16] R. Amorim and R. Thibes, J. Math. Phys. 40 (1999) 5306.
[17] V. K. Pandey, Hamiltonian and Lagrangian BRST quantization in Riemann Manifold II (in preparation)
