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ON THE FINE PROPERTIES OF ELLIPTIC OPERATORS
ADOLFO ARROYO-RABASA AND ANNA SKOROBOGATOVA
Abstract. We establish some of the well-known fine properties of the classical
BV-theory for functions of bounded B-variation, where B[D] is a C-elliptic
operator of arbitrary order (some of these properties are also shown to hold for
elliptic operators). As a by-product of our results, we establish fine properties
for the deviatoric operator E − In
n
div in dimensions n ≥ 3. In addition,
we introduce a linearization principle which reduces the treatment of general
elliptic operators to the study of first-order elliptic operators which may be of
interest for the overall theory of elliptic operators.
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2 A. ARROYO-RABASA AND A. SKOROBOGATOVA
1. Introduction
The space of functions of bounded variation BV(Ω;RM ) on an open set Ω ⊂ Rn
and with values on RM consists of all functions u ∈ L1(Ω;RM ) for which the
distributional gradient can be represented by a matrix-valued Radon measure Du ∈
M(Ω;RM ⊗Rn). This space has been studied in great depth by numerous authors,
resulting in an extensive classification of the various properties, most of which can
be found in [3, 14] and references therein. The theory of BV-functions of several
variables began in the early 1900s, with the seminal work of Cesari, Tonelli,
Evans, De Giorgi and Fischera. This led to two equivalent definitions of BV;
one via slicing, and the other via distributional derivatives. Caccioppoli [6,7], De
Giorgi [9–12], and Federer [15, 16] studied the particular class of BV functions
that consists of characteristic functions of sets of finite perimeter, and in 1960,
Fleming & Rishel [18] proved the co-area formula
|Du|(B) =
∫ ∞
−∞
|D1{u>t}|(B) dt.
The existence of such a decomposition into a family of one-dimensional sections
is an example of the fine properties for BV. These were studied in more detail by
Federer [16] and Vol’pert [27] in the 1960s. Almost simultaneously, but using
different methods, they showed that for u ∈ BV(Ω;RM ) one can decompose the
total variation gradient measure into mutually singular measures as
(1) Du = ∇uL n + (u+ − u−)⊗ νuH
n−1 Ju +D
cu.
Here,∇u denotes the density of the absolutely continuous part ofDu with respect to
the n-dimensional Lebesgue measure L n, the jump set Ju is the set of approximate
discontinuity points x where u has one-sided limits u+(x) 6= u−(x) with respect
to a suitable orientation νu(x), and the Cantor part D
cu is the restriction of the
singular part Dsu of Du to the set where u is approximately continuous. Now,
let us briefly recall some basic notions of the “fine properties BV-theory”. We
begin by recalling the formal definitions of the approximate jump set and points of
approximate continuity.
Definition 1.1 (approximate jump). Let u ∈ L1loc(Ω;R
M ). We say that a point x
is an approximate jump point of u (x ∈ Ju) if there exist distinct vectors a, b ∈ R
M
and a direction ν ∈ Sn−1 satisfying
(2)


lim
r↓0
∫
B
+
r (x,ν)
|u(y)− a| dy = 0,
lim
r↓0
∫
B
−
r (x,ν)
|u(y)− b| dy = 0.
Here, we use the notation
B+r (x, ν) :=
{
y ∈ Br(x) : 〈ν, y〉 > 0
}
, B−r (x, ν) :=
{
y ∈ Br(x) : 〈ν, y〉 < 0
}
,
for the ν-oriented half-balls centred at x, where Br(x) is the open unit ball of radius
r > 0 and centered at x. We refer to a, b as the one-sided limits of u at x with respect
to the orientation ν. Since the jump triplet (a, b, ν) is well-defined up to a sign in
ν and a permutation of (a, b), we shall write (u+, u−, νu) : Ju → R
M ×RM × Sn−1
to denote the triplet Borel map associated to the jump discontinuities on Ju, i.e.,
x ∈ Ju ⇔ (2) holds with (a, b, ν) = (u
+(x), u−(x), νu(x)).
We now define what it means for a locally integrable function to be approximately
continuous at a given point:
3Definition 1.2 (approximate continuity). Let u ∈ L1loc(Ω;R
M ) and let x ∈ Ω. We
say that u has an approximate limit z ∈ RM at x if
lim
r↓0
∫
Br(x)
|u(y)− z| dy = 0.
The set of points Su ⊂ Ω where this property fails is called the approximate dis-
continuity set.
A related decomposition to (1) holds for BD(Ω), the space of functions of bounded
deformation, which consists of all maps u ∈ L1(Ω;Rn) whose distributional sym-
metric gradient
Eu =
1
2
(
∂uj
∂xi
+
∂ui
∂xj
)
i,j=1,...,n
can be represented by a Radon measure in M(Ω, (Rn ⊗ Rn)sym). In this case the
total variation symmetric gradient can be split as
Eu = EuL n + (u+ − u−)⊙ νuH
n−1 Ju + E
cu,
where Eu is the absolutely continuous density of Eu, Ecu is the Cantor part of Eu,
and a⊙ b := 12 (a⊗ b+ b⊗ a) for vectors a, b ∈ R
n. Already for the BD-theory there
is a drawback in the sense that the size of Su has not yet been fully understood.
The sharpest result in this context is due to Kohn [21, Part II], who obtained the
capacity estimate
Capn−1(Su \ Ju) = 0,
where Capn−1 denotes the Riesz (n−1)-capacitary measure (for a definition, see Sec-
tion 3.2.3). This, in particular, implies the dimensional bound Hn−1+ε(Su \Ju) = 0
for every ε > 0. Concerning the full picture for the properties of functions of
bounded deformation, Ambrosio, Coscia & Dal Maso [2] further showed that
|Eu|-almost every point is either an approximate continuity point or an approxi-
mate jump point. Moreover, the authors there established slicing techniques which
appeal to the self-similar design of the symmetric gradient, approximate differen-
tiability of BD-functions (see also [20]), and further interesting measure theoretic
properties.
1.1. Main results. The purpose of this work is to extend the classical fine prop-
erties of BV-theory to spaces of functions of bounded B-variation, where B[D] is a
kth order homogeneous linear partial differential operator with constant coefficients
between finite-dimensional (inner product) euclidean spaces V andW , of respective
dimensionsM and N . More precisely, we shall consider operators acting on smooth
maps u ∈ C∞(Ω;V ) as
(3) B[D]u =
∑
|α|=k
Bα∂
αu ∈ C∞(Ω;W ),
where the coefficients Bα ∈ W ⊗ V
∗ ∼= Lin(V ;W ) are assumed to be constant.
Here, α ∈ Nn0 is a multi-index with modulus |α| = α1 + · · · + αn, and ∂
α denotes
the distributional derivative ∂α11 · · · ∂
αn
n . Our main structural assumption over B[D]
will be that it is an elliptic or C-elliptic operator. Recall that an operator as above
is called elliptic when the principal symbol map
B
k(ξ) :=
∑
|α|=k
ξαBα ∈ Lin(V ;W ), ξ ∈ R
n,
is an injective linear map (when k = 1, we shall simply denote the principal symbol
by B). Namely, there exists a positive constant c such that
|Bk(ξ)v| ≥ c|ξ|k|v| for all ξ ∈ Rn and all v ∈ V .
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We say that B[D] is C-elliptic when the complexification of the principal symbol
map Bk is injective, i.e., there exists a positive constant c such that
|Bk(ξ)v| ≥ c|ξ|k|v| for all ξ ∈ Cn and all v ∈ C⊗ V .
Our main contribution is a comprehensive determination of the structure of
functions u ∈ L1(Ω;V ) whose distributional B[D]-gradient can be represented by a
Radon measure Bu ∈ M(Ω;W ). This leads us to define
BVB(Ω) :=
{
u ∈ L1(Ω;V ) : Bu ∈ M(Ω;W )
}
,
the space of functions with bounded B-variation on Ω, where the distibutional B-
gradient is defined via duality as follows:∫
Ω
ϕ dBu :=
∫
Ω
B∗ϕ · u dx, ϕ ∈ C∞c (Ω;W ),
and where
B∗[D] := (−1)k
∑
|α|=k
B∗α∂
α,
is the L2-adjoint operator of B[D]. Analogously, we define
BVBloc(Ω) :=
{
u ∈ L1loc(Ω;V ) : Bu ∈Mloc(Ω;W )
}
,
the space of functions with locally bounded B-variation on Ω. Endowed with the
canonical norm, the space BVB(Ω) is a Banach space.
Remark 1.1 (On the generality of our statements). If B[D] is an elliptic operator,
then the classical Caldero´n–Zygmund Lp-theory implies the local embedding
(4) BVBloc(Ω) →֒W
k−1,p
loc (Ω;V ), 1 ≤ p <
n
n− 1
.
Notice that under the additional canceling assumption, this embedding also holds
for the critical Sobolev exponent p = n
n−1 . For more details on this and other
related topics, see [26]. Since the fine properties of Sobolev spaces are already well-
understood (see [14, Sect. 4.8]), we shall only focus on the fine properties of the
(k− 1)th-order derivative map ∇k−1u ∈ L1(Ω;V
⊙k−1
Rn). In this regard, and for
the purpose of simplicity, we shall state our main results for first-order operators
in all that follows. However, the results presented below also hold for operators
of arbitrary order k ∈ N, with u replaced by ∇k−1u, the jump set Ju replaced by
J∇k−1u, and other minor modifications (cf. Section 1.2 and Theorem 5.1).
For our statements it will be essential to define the set
Θu :=
{
x ∈ Ω : lim sup
r↓0
|Bu|(Br(x))
rn−1
> 0
}
,
of points with positive Hausdorff (n−1)-dimensional upper density.1 Moreover, it is
worth noting that Definitions 1.1 and 1.2 for the notions of approximate jump and
approximate continuity can be made sense of in the same way when one replaces
RM with V . In all that follows we write
Bu = Bacu + Bsu
= Bacu + Bsu (Ω \ Ju) + B
su Ju
=: ∇BuL
n + Bcu + Bju,
to denote the Radon–Nykody´m–Lebesgue decomposition of Bu.
Let us now begin the exposition of our results. We characterize the structure
of u ∈ BVB(Ω) under assumptions of varying strength, in order to determine the
1The notation Θu was first used by Kohn [21] in the context of the symmetric gradient
operator.
5sharpness of our results. We begin with ellipticity, in which case we show the
following:
Theorem 1.1. Let B[D] be a first-order elliptic operator and let u be a function
in BVB(Ω). Then Ju ⊂ Θu and
Ju is countably H
n−1-rectifiable with orientation νu.
Moreover, there exists a Borel set Gu ⊂ Ju satisfying H
n−1(Ju \Gu) = 0 and
Bsu Gu =
(
u+ − u−
)
⊗B νuH
n−1 Gu.
Here, (u+, u−, νu) is the triple defining the approximate jump of u at Ju, and
the B-tensor ⊗B : V
⊗
Rn →W is the bi-linear map defined by
(v, ξ)
⊗B7−→ B(ξ)v v ∈ V, ξ ∈ Rn.
After studying the dimensional and rectifiability properties of the jump set, we
investigate the point-wise properties of BVB-functions for C-elliptic operators B[D].
In particular, we establish that there essentially exists only one type of discontinuity
of u when restricted to (n−1)-dimensional Lipschitz manifoldsM ⊂ Ω or even when
M is just an Hn−1-rectifiable set. Namely, either u is approximately continuous or
u has a jump-type discontinuity across M :
Proposition 1.1 (one-sided limits on rectifiable sets). Let B[D] be a first-order
C-elliptic operator, let u be a function in BVB(Ω), and let M ⊂ Ω be a countably
Hn−1-rectifiable set oriented by ν. Then, for Hn−1-almost every x ∈M , there exist
vectors u+M (x), u
−
M (x) ∈ V such that
(5)


lim
r↓0
∫
B
+
r (x,ν(x))
|u− u+M | dy = 0,
lim
r↓0
∫
B
−
r (x,ν(x))
|u − u−M | dy = 0.
Moreover, the Borel map (u+M −u
−
M ) belongs to L
1(M,Hn−1;V ) and coincides with
the interior trace operator in BVB(Ω). In particular,
Bu M =
(
u+M − u
−
M
)
⊗B νH
n−1 M.
Corollary 1.1. Let B[D] be first-order C-elliptic operator, let u be a function in
BVB(Ω), and let M ⊂ Ω be a countably Hn−1-rectifiable set. Then Bu M is a
Hn−1-rectifiable measure.
Moreover,
(u+M , u
−
M , ν) = (u
+, u−, νu) H
n−1-almost everywhere on M ∩ Ju,
and
|Bu M | ≪ Hn−1 (Ju ∩M).
As a consequence of the previous results we obtain the following version of the
structure theorem for C-elliptic operators:
Theorem 1.2 (structure theorem). Let B[D] be a first-order C-elliptic operator
and let u be a function in BVB(Ω). Then, Bu decomposes into mutually singular
measures as
Bu = ∇BuL
n + Bcu +
(
u+ − u−
)
⊗B νuH
n−1 Ju.
Moreover,
Su \ Ju is H
n−1-purely unrectifiable.
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Furthermore, we have the following refinement of the structural properties of Bu
under an additional algebraic mixing assumption on the principal symbol:
Corollary 1.2. Suppose that B[D] is a first-order C-elliptic operator satisfying the
mixing property
(ℵ)
⋂
π∈Gr(n−1,n)
⋃
ξ∈π
ImB(ξ) = {0} ⊂W.
Then, for any u ∈ BVB(Ω), we have that |Bu| ≪ In−1 ≪ Hn−1 and
|Bu|(Θu \ Ju) = H
n−1(Θu \ Ju) = 0.
In particular,
Bcu = Bsu Θ∁u as measures on Ω.
Remark 1.2 (on the mixing condition). In dimension n = 2, the mixing condi-
tion (ℵ) holds for all C-elliptic operators. For dimensions n ≥ 3, the condition (ℵ)
is satisfied by every well-known C-elliptic operator (for example, full gradients of
any order, the symmetric gradient, and the deviatoric operator).
Lastly, we discuss the “size” of the set where a function of bounded B-variation
may be approximately discontinuous but not have a jump discontinuity. In this
setting, we return to the assumption of C-ellipticity, without the mixing condition
introduced above. In the classical BV-theory, every point x /∈ Ju is in fact an
approximately continuous point with the exception of an Hn−1-negligible set. The
proof, however, hinges heavily on the use of the co-area formula and the theory of
sets of finite perimeter.
Already for the space BD, where strong slicing techniques exist, this property
remains uncertain and rather belongs to a longstanding conjecture regarding the
size of the set Su \Θu. More precisely, it has been conjectured that
Su \Θu is σ-finite with respect to H
n−1.
Kohn himself showed in his Ph.D. Thesis [21, Part II, Thm. 5.15] that this is a
critical result, in the sense that Capn−1(Su \ Θu) = 0.
2 On the other hand, using
the strong symmetries of the symmetric gradient operator, Ambrosio et al. [2]
have shown through a slicing argument that this set is indeed |Eu|-negligible, i.e.,
|Eu|(Su\Θu) = 0. Based on an idea of Kohn, we give a remarkably simple proof of
following quantitative quasi-continuity for C-elliptic operators (see also [13], where,
in a parallel timeline, the same result is established using a different approach):
Proposition 1.2 (quasi-continuity). Let B[D] be a first-order C-elliptic operator
and let u be a function in BVB(Ω). Then, for any x ∈ Ω, there exists ℓ = ℓ(B) ∈ N0,
a polynomial px,r of degree at most ℓ − 1, and a positive constant c = c(B) such
that ∫
Br(x)
|u(y)− px,r(y)| dy ≤ c
|Bu|(Br(x))
rn−1
whenever Br(x) ⊂ Ω.
More specifically, px,r is a V -valued polynomial of the form
px,r(y) =
∑
β∈Nn0
|β|≤ℓ−1
aβ(x, r) y
β, aβ(x, r) ∈ V.
Moreover, for all x ∈ Ω \Θu it holds that
lim sup
r↓0
r|β| aβ(x, r) = 0 for all 1 ≤ |β| ≤ ℓ− 1.
2In the space BD, this is equivalent to the statement that Capn−1(Su \ Ju) = 0, since there,
the set Θu \ Ju is Hn−1-negligible.
7In particular,
lim sup
r↓0
{
inf
z∈V
∫
Br(x)
|u(y)− z| dy
}
= 0 for all x ∈ Ω \Θu.
This quantitative approximate quasi-continuity serves as a stepping-stone to-
wards the capacitary estimate of Su (which we state for C-elliptic operators of
arbitrary order using the short-hand notation Sk := S∇k−1u):
Theorem 1.3. Let B[D] be a kth order C-elliptic and let u be a function in BVB(Ω).
Then,
Capn−1(S
k
u) = 0.
In particular, by virtue of [22, Thm. 8.9], Hs(Sku) = 0 for all s > n− 1 and we have
the dimensional estimate
dimH(S
k
u) ≤ n− 1.
1.2. Operators of arbitrary order. As discussed above, when B[D] is an oper-
ator of order k ≥ 2, the only fine properties of interest are the ones of the (locally)
L1-integrable map ∇k−1u, due to the embedding (4). The compatibility conditions
of Sobolev functions across surfaces tell us that (f+, f−, ν) can be an admissible
jump triple for ∇k−1u if and only if f+, f− ∈ V
⊙k−1
R
n are rank-one connected
with respect to ν, i.e.,
(6) f+ − f− = a⊗k−1 ν for some a ∈ V .
Thus, ((∇k−1u)+, (∇k−1u)−, νu) is an admissible jump triple of the map ∇
k−1u if
and only if there exists a Borel map au : Ju → V satisfying
(∇k−1u)+ − (∇k−1u)+ = au ⊗
k−1 νu.
By the linearization principle contained in Section 5, it is then straightforward
to verify that all the previous statements also hold for (elliptic) C-elliptic operators
B[D] of arbitrary order under the following minor modifications: if B[D] is a kth
order operator as in (10), then
• u is replaced by ∇k−1u,
• Ju is replaced by J
k
u := J∇k−1u,
• ∇B is replaced by ∇
k
Bu, and
• the bi-linear map ⊗B : V ⊗ R
n → W is replaced by a function of the
principal symbol map Bk : Rn ⊗ V →W in the sense that
(u+ − u−)⊗B νu is replaced by B
k(νu) au,
where au is the Borel map defined above.
For the benefit of the reader, we conclude by re-stating the structure Theorem 1.2
for higher order operators:
Theorem 1.4. Let B[D] be a kth order C-elliptic operator and let u be a function
in BVB(Ω). Then
Jku is countably H
n−1-rectifiable with orientation νu,
and we have the decomposition
Bu = ∇kBuL
n + Bcu + Bk(νu) auH
n−1 Jku .
8 A. ARROYO-RABASA AND A. SKOROBOGATOVA
1.3. Approximate differentiability. The approximate differentiability of BVB-
functions in the case when B[D] is elliptic and C-elliptic has already been studied
extensively. Thus, we simply give a brief overview of the known results, for the
sake of the reader.
For a rigorous definition of what it means for a function to be approximately
differentiable, we refer the reader to [3, Def. 3.70]. It is common knowledge that
any u ∈ BV(Ω;V ) is approximately differentiable at L n-almost every point in the
domain (see, for example [3, Thm. 3.83]). More recently, Haj lasz [20, Thm. 5]
showed that the same holds true for BVB-functions when B is C-elliptic. Mean-
while, Ambrosio, Coscia and Dal Maso simultaneously demonstrated the ap-
proximate differentiability properties of BD-functions in [2, Sect. 7] by exploiting
slicing techniques that are available for the symmetric gradient.
Since then, Alberti, Bianchini and Crippa [1, Thm. 3.4] have shown that
for general elliptic operators B[D], any u ∈ BVB(Ω) is in fact Lp-differentiable
L n-almost everywhere, for every 1 ≤ p < n
n−1 . This is a stronger result, and in
particular implies the approximate differentiability of u. For an investigation into
Lp-differentiability results for the critical exponent p = n
n−1 , see also [24]. There,
the author also shows that the B-part of the approximate gradient agrees with the
absolutely continuous density ∇Bu at L
n-almost every point. Namely,
∇Bu(x) =
n∑
j=1
Bj∂ju(x) for L
n–almost every x ∈ Ω,
where ∂ju are the row components of the approximate full gradient ∇u.
1.4. Summary of results. Let us summarize the above results and the corre-
sponding assumptions in the table below. Note that the mixing condition (ℵ) is
only used to establish the conjectured dimensional estimate of Bu and to show that
|Bu|-almost every positive (n− 1)-density point is a jump point.
Result Hn−1-
rectifiability
of Ju
One-sided limits,
Su \ Ju is H
n−1-purely
unrectifiable, and
Capn−1(Su \Θu) = 0
|Bu|(Θu \ Ju) = 0,
|Bu| ≪ In−1 ≪ Hn−1
Assumption ellipticity C-ellipticity mixing property (ℵ)
1.5. Open problems. Now that all the new results have been stated, we present
those fine properties from the classical BV-theory that currently remain unknown
for general C-elliptic operators.
Question 1. Does the first statement of the Structure Theorem 1.2 also hold for
operators B[D] which are elliptic (but possibly not C-elliptic)? Or equivalently, do
we get
|Bu Ju| ≪ H
n−1
for all u ∈ BVB(Ω) when B[D] is merely elliptic?
Question 2. Do all first-order C-elliptic operators satisfy the mixing condition (ℵ)?
Problem 1. To the best of our knowledge, the statement
|Bu|(Su \ Ju) = 0
is still an open problem for general C-elliptic operators.
9The following question extends the longstanding σ-finiteness conjecture for func-
tions of bounded deformation into our context (see [2, 21]):
Conjecture 1 (σ-finiteness). Let B[D] be a C-elliptic operator and let u be a
function in BVB(Ω). Then, Su \Θu is σ-finite with respect to H
n−1.
Remark 1.3. If Question 2 has a positive answer and Conjecture 1 holds, then
the Besicovitch–Federer Rectifiability Theorem [16, Thm 3.3.13] and the absolute
continuity |Bu| ≪ In−1 would immediately imply that |Bu|(Su \ Ju) = 0. Thus,
solving Problem 1.
Acknowledgments. We would like to thank Marco Caroccia, Eduardo Simental,
and Giacomo del Nin (to whom we are especially indebted for his numerous com-
ments) for several fruitful and insightful conversations. We are also very grateful
to Robert Kohn for sending us a copy of his thesis, which has been a crucial source
of information for us. We would like to give thanks to Trishen Gunaratnam for
helping with the overall presentation of the results.
2. Special functions of bounded B-variation
For BV and BD spaces it is often useful to define special subspaces consisting of
only those functions whose gradient contains no Cantor part. Namely, the singular
part only consists of the jump part. Next, we introduce the analogous spaces for
general C-elliptic operators:
Definition 2.1. Let B[D] be a first-order elliptic operator. We say that a function
u ∈ BVB(Ω) is of special bounded B-variation if
Bu = ∇BuL
n + gHn−1 Ju
for some Borel measurable map g : Ω→W . We denote the space of all such maps
by SBVB(Ω).
A direct consequence of the Structure Theorem 1.2 is that for every C-elliptic
operator B[D] and each u ∈ SBVB(Ω), we have
Bu = ∇BuL
n + (u+ − u−)⊗B νuH
n−1 Ju.
Moreover, for every u ∈ SBVB(Ω), we have |Bu| ≪ In−1 ≪ Hn−1 and
|Bu|(Su \ Ju) = 0.
Hence, |Bsu|-almost every approximate discontinuity point is a jump point. It is
therefore natural to consider bulk/surface variational integrals defined on SBVB(Ω)
of the form
u 7→ I(u; Ω) :=
∫
Ω
f(∇Bu) dx+
∫
Ω
g(u+, u−, νu) dH
n−1.
Similarly, one can define Griffith-type energies of the form
u 7→ G(u) =
∫
Ω
fp(∇Bu) dx+H
n−1(Ju),
where fp :W → R has standard p-growth at infinity and
u ∈ SBVB,p(Ω) :=
{
u ∈ SBVB(Ω) : |∇Bu| ∈ L
p(Ω), Hn−1(Ju) <∞
}
.
Recently, these models have been studied by Chambolle & Crismale in the
context of cohesive fracture energies. There the authors circumvent the previously
unknown representation of the jump part of Bu by working on certain strictly
smaller subspaces of BVB(Ω) or SBVB(Ω) (cf. Corollary 2.11 in [8]).
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3. Preliminaries
We begin this section by a recollection of some basic definitions and notation.
3.1. General notation. Recall that our spaces V and W are finite dimensional.
We will let M ,N denote the dimensions of V and W respectively. Let us fix a basis
{e1, ..., eM} of V and let X be a finite dimensional euclidean space, below is a list
of notation that will be frequently used throughout:
C⊗X the complexification of the space X . This transforms X
from a vector space over R, to a vector space over C.
X ⊙ℓ Rn the space of symmetric ℓ-linear maps on Rn with values on X
Br(x) the open ball of radius r centred at x.
S
n−1 the (n− 1)-dimensional unit sphere centred at the origin,
embedded canonically in Rn.
v · w the inner product in the appropriate space X = Rn, V or W.
ui the ith co-ordinate u · ei of u : Ω→ V.
Gr(ℓ, n) the Grassmannian of ℓ-dimensional subspaces of Rn.
B(Ω) the Borel σ-algebra of subsets of Ω.
M(Ω;X) the space of X-valued bounded Radon measures on Ω.
Mloc(Ω;X) the space of X-valued Radon measures on Ω.
M+(Ω) the space of non-negative Radon measures on Ω.
M1(Ω) the space of probability Radon measures on Ω.
|µ| the total variation measure associated with µ ∈Mloc(Ω;X).
µ≪ ν the notation for the statement that µ ∈ Mloc(Ω;X) is
absolutely continuous with respect to ν ∈ Mloc(Ω;X).
L
n the n-dimensional Lebesgue measure.
Hs the s-dimensional Hausdorff measure, s ≥ 0.
Im the m-dimensional Integral-geometric measure, m ∈ N.
Lp(Ω;X) the space of X-valued p-integrable functions on Ω,
with respect to the Lebesgue measure L n, p ∈ [1,∞].
Wm,p(Ω;X) the space of X-valued p-integrable Sobolev maps with
p-integrable distributional derivatives of order m ∈ N on Ω;
C∞(Ω;X) the space of X-valued smooth functions on Ω;
C∞0 (Ω;X) with vanishing boundary values on Ω,
C∞c (Ω;X) with compact support contained in Ω.
L1(M,µ;X) the space of X-valued, integrable functions on M ,
with respect to a Radon measure µ ∈M+(Ω).
3.2. Basic geometric measure theory and functional analysis. By the Riesz
Representation Theorem, the space M(Ω;X) is identified with the dual space of
C0(Ω;X), and the duality pairing is realized via integration as follows:
〈µ, ϕ〉 :=
∫
Ω
ϕ dµ, µ ∈ M(Ω;W ), ϕ ∈ C0(Ω;X).
We hence naturally endow the space M(Ω;X) with the weak-∗ topology.
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3.2.1. Tangent measures. For a given Radon measure µ ∈ M(Ω;X), any given
point x ∈ Ω and any r > 0, we define the re-scaled push-forward measures Tx,r[µ]
to be the measures given by
Tx,r[µ](B) := µ(x+ rB), B ∈ B(R
n).
Notice that since Ω is open, this is well-defined on any set B ∈ B(Rn) for
r sufficiently small. Following the definition of Preiss, we recall that a tangent
measure of µ at x is a non-zero measure ν ∈ Mloc(R
n;X) for which there exist
sequences of positive numbers cj and positive radii rj ց 0 such that
cjTx,rjµ
∗
⇀ ν in M(Rn;X).
The space of tangent measures of µ at x is denoted by Tan(µ, x). A fundamental
result of Preiss [23, Thm. 2.5] is that that Tan(µ, x) 6= ∅ for |µ|-almost every
x ∈ Ω.
To simplify terminology, we will use the standard notation
θ∗s(µ, x) := lim sup
r↓0
µ(Br(x))
rs
, θs∗(µ, x) := lim inf
r↓0
µ(Br(x))
rs
for the respective s-dimensional upper and lower densities of a non-negative Radon
measure µ at x.
3.2.2. The integral-geometric measure and rectifiability. In addition to s-dimensional
Hausdorff measuresHs, we will be using them-dimensional integral-geometric mea-
sure Im on Rn, for m ∈ N0. This measures the size of the projection of a given
Borel set to any m-dimensional subspace of Rn, then averages this over all such
subspaces. More explicitly, it is defined by
Im(E) :=
∫
Gr(m,n)
∫
π
H0(E ∩ Proj−1π {x}) dH
m(x) dγm,n(π), E ∈ B(R
n),
where Proj−1π is the inverse of the Euclidean orthogonal projection to the subspace
π, and γm,n is the canonical translation invariant measure on Gr(m,n). Clearly,
by construction, Im ≪ Hm. See, e.g., [22, Sect. 5.14] for more details on the
integral-geometric measure.
We also remind ourselves of some basic definitions and properties surrounding
the notion of rectifiability. Given m ∈ N, we say that a set R ⊂ Rn is countably
Hm-rectifiable if there exists a family of Lipschitz maps fi : R
m → Rn, i ∈ N, such
that
Hm
(
R \
⋃
i
fi(R
m)
)
= 0.
In other words, a countably Hm-rectifiable set can be covered by a countable family
of Lipschitz graphs on Rm, up to a Hm-negligible set. We say that a set S is Hm-
purely unrectifiable if for any Hm-rectifiable set R, we have Hm(S ∩R) = 0.
3.2.3. The Riesz s-capacity. In section 7, we will also be using some basic potential
theory. We formally define the s-Riesz potential, s > 0, of a positive real-valued
measure µ ∈M+(Ω) by
Is(µ)(x) :=
∫
Ω
1
|x− y|n−s
dµ(y), x ∈ Ω.
Of course, there is no reason why this should be finite at any given point x.
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Moreover, recall that for s > 0, the Riesz s-capacity of a set E ⊂ Rn is defined
by
Caps(E) := sup
{(∫
In−s(µ)(x) dµ(x)
)−1
: µ ∈ M1(Rn), suppµ ⋐ E.
}
If E ∈ B(Rn) with Caps(E) = 0, then H
t(E) = 0 for all s < t < ∞; For this and
other facts see [22, Chapter 8]). However, by [17, Section 2(5)], we have
(7) Capn−s
(
{x ∈ Ω : Is(µ)(x) =∞}
)
= 0.
The following lemma provides an elementary estimate for the localized m-Riesz
potential of a positive Radon measure µ on annuli, weighted with an appropriate
scaling. The proof is essentially identical to that in [21, Lem. 5.11], but we present
it again here for the benefit of the reader.
Lemma 3.1. Let µ ∈ M+(Ω) and suppose that B1 ⊂ Ω. Then, for any positive
integer m it holds
lim sup
r↓0
rm
∫
B1\Br
1
|y|n−1+m
dµ(y) .n,m θ
∗(n−1)(µ, 0).
Proof of Lemma 3.1. We assume that θ∗(n−1)(µ, 0) < ∞, since otherwise the es-
timate is trivially true. For 0 < t < 1, let F : [0, 1] → W be the cumulative
distribution function of µ centred around 0, namely
F (t) = |µ|(Bt),
and let G : [0, 1]→W be given by G(t) = t−(n−1)F (t). Observe that F, G are left
continuous and of bounded variation on every interval (r, 1), r > 0.
Now for every 0 < r < s ≤ 1, we have∫
Bs\Br
1
|y|n−1+m
d|µ|(y) =
∫ s
r
t−(n−1+m) dF (t)
=
∫ s
r
t−(n−1+m) d(tn−1G)(t)
≃n
∫ s
r
t−(m+1)G(t) dt+
∫ s
r
t−m dG(t)
≃n,m
∫ s
r
t−(m+1)G(t) dt+
∫ s
r
d(t−mG)(t)
.n,m sup
[r,s]
|G|
(
r−m − s−m
)
.
Hence, taking s = 1, we obtain the estimate
rm
∫
B1\Br
1
|y|n−1+m
d|µ|(y) .n,m (1− r
m) sup
[r,1]
|G|
and conclude that
lim sup
r↓0
rm
∫
B1\Br
1
|y|n−1+m
d|µ|(y) .n,m θ
∗(n−1)(µ, 0).
This proves the sought assertion. 
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3.3. Properties of C-elliptic operators. Recall that B[D] is C-elliptic if and only
if it has a finite dimensional null-space (see [19, Prop. 3.1] or [25, Cor. 8.13, Rmk. 4]).
In fact, due to the C-ellipticity of B[D], any smooth function u ∈ BVB(Ω) possesses
a strong Taylor expansion, as demonstrated by the following result:
Proposition 3.1. Let B[D] be a C-elliptic operator. Then there exists ℓ ∈ N such
that for any ball B ⊂ Ω and every u ∈ BVB(Ω) ∩ C∞(Ω;V ), we have the integral
representation
ui(y) =
∫
B
∑
|β|≤ℓ−1
∂βz
(
(z − y)β
β!
wB(z)
)
ui(z) dz
+
∫
B
Ki(y, z)Bu(z) dz, y ∈ B.
Here, wB ∈ C
∞
c (B) with
∫
B
wB = 1, and each K
i ∈ C∞(Rn×Rn \ {y = z};W ∗) is
a kernel satisfying the growth condition
(8) |∂αy ∂
β
zK
i(y, z)| . |y − z|−(n−1)−|α|−|β|, y, z ∈ B,
for all multi-indices α, β ∈ Nn and for all i = 1, ...,M .
We will use the following definition for the lower order polynomials in the above
representation.
Definition 3.1. Suppose that B[D] is C-elliptic and let u ∈ BVB(Ω) ∩ C∞(Ω;V ).
Let B ⊂ Ω be any open ball. For ℓ as in Proposition 3.1, define
PBu(y) :=
∫
B
∑
|β|≤ℓ−1
∂βz
(
(z − y)β
β!
wB(z)
)
u(z) dz.
In other words, the representation formula in Proposition 3.1 can be rewritten
as
u(y) = (PBu)(y) +
∫
B
K(y, z)B u(z) dz, y ∈ B,
where K(y, z) ∈ V ⊗W ∗ has ith row Ki(y, z).
In particular, the decay properties of K give us the pointwise estimate
(9) |u− PBu|(y) =
∣∣∣∣
∫
B
K(y, z)Bu(z) dz
∣∣∣∣ .n
∫
B
|Bu|(z)
|y − z|n−1
dz.
We will henceforth denote PBr(x)u and PBru by Px,ru and Pru respectively, for
ease of notation.
We will also frequently be restricting our considerations to smooth functions
u ∈ BVB(Ω) ∩C∞(Ω;V ). The following result concerning strict density of smooth
functions in the space BVB will allow us to make such a restriction.
Proposition 3.2. Let Ω ⊂ Rn be a Lipschitz bounded set and let u ∈ BVB(Ω).
Then, there exists a sequence (uj) ⊂ BV
B(Ω) ∩ C∞(Ω;V ) such that
uj −→ u in L
1(Ω), |Buj|(Ω) −→ |Bu|(Ω).
The proof of this is almost identical to that for the classical BV case, so is
omitted here. For a detailed proof, see [5, Thm. 2.8].
4. Fine properties of the deviatoric operator
Let us recall (see [5, Example 2.2]) that the following well-known operators are
all C-elliptic and all satisfy (ℵ):
(1) gradients B = Dk, k ∈ N,
(2) symmetric gradient B = E = 12 (D + (D
q)t), and
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(3) the deviatoric operator ED (defined below) for dimensions n ≥ 3.
This is easy to verify for the first two; the proof of the latter property for ED shown
next.
We define the deviatoric operator ED, acting on functions u : Ω→ R
n, as
EDu := Eu− In
div(u)
n
,
where In denotes the identity matrix in R
n ⊗ (Rn)∗. In consistency with exist-
ing notation, we define BVED(Ω) as the space of functions u ∈ L1(Ω;Rn) whose
distributional deviatoric gradient EDu can be represented by a Radon measure,
namely EDu ∈M(Ω; (R
n ⊗Rn)sym). Following a simple application of the Fourier
transform, one readily checks that
L(ξ) a = a⊙ ξ − In
(a · ξ)
n
,
is the principal symbol associated to ED.
Lemma 4.1. The deviatoric operator ED satisfies the mixing condition (ℵ) for all
n ≥ 3.
Proof. Let us fix ξ, η ∈ Rn and assume there exists a non-zero matrixM ∈ ImL(ξ)∩
ImL(η). Then, there exist vectors a, b ∈ Rn such that
In[(b · η)− (a · ξ)] = n[b⊙ η − a⊙ ξ].
We are now in a position to make a couple of remarks of this matrix equation:
Both b ⊙ η and a ⊙ ξ are symmetric matrices and therefore diagonalizable up to
an orthogonal transformation. Moreover, the equation above yields that they are
simultaneously diagonalizable and that they share the same eigenvectors. Thence,
the right hand side of the equation has rank less or equal than 2. Using that n ≥ 3,
we deduce that the latter may only happen if both sides of the equation vanish,
namely
a⊙ ξ = b⊙ η, a · ξ = b · η.
From this we can further deduce that
ImL(ξ) ∩ ImL(η) ∩ ImL(ω) = {0},
for any three pair-wise linearly independent vectors {ξ, η, ω}. In particular⋂
ξ∈π
ImL(ξ) = {0},
for all planes π ∈ Gr(2, n). This shows that ED satisfies the mixing condition (ℵ).
This finishes the proof. 
We now state the fine properties for the deviatoric operator, which follow from
the results in the Introduction:
Theorem 4.1 (fine properties of the deviatoric operator). Let n ≥ 3 and let u be
a function in BVED(Ω). Then |EDu| ≪ I
n−1 ≪ Hn−1 and EDu may be split into
mutually singular measures as
EDu = (∇u)ED L
n +
(
[u]⊙ νu − In
[u] · νu
n
)
Hn−1 Ju + E
c
Du.
Here, the jump set Ju is a countably H
n−1-rectifiable set with orientation νu and
[u] := (u+ − u−) is the Borel map representing the jump value of u across Ju.
Moreover, Hn−1-almost every point of positive θ∗(n−1)-density is an approximate
jump point, that is,
Θu is H
n−1-rectifiable and Hn−1(Θu \ Ju) = 0.
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Furthermore, u is approximately continuous at Cantor points up to an exceptional
set N ⊂ (Su \Θu) of (n− 1)-dimension satisfying
Capn−1(N) = 0.
5. Linearization of elliptic operators
In this section we make the crucial observation that the analysis of certain prop-
erties of homogeneous (elliptic) C-elliptic operators of arbitrary order can reduced
to the study of first-order (elliptic) C-elliptic operators. We shall consider operators
of the form
(10) A[D] =
∑
|α|=k
Aα∂
α, Aα ∈W ⊗ V
∗,
with associated principal symbol
A
k(ξ) =
∑
|α|=k
ξαAα, ξ ∈ R
n.
The remainder of this section is devoted to give a proof of the following linearization
result:
Theorem 5.1 (linearization of elliptic operators). Let A[D] be an operator from V
toW as in (10). Then, there exists a first-order operator L(A)[D] from (V
⊙k−1
R
n)
to W ⊕ (W
∧k
V ) satisfying the following properties
1. L(A)[D] is elliptic if and only if A[D] is elliptic,
2. L(A)[D] is C-elliptic if and only if A[D] is C-elliptic,
3. if u is a function in BVA(Ω) and A[D] is elliptic, then ∇k−1u is a map in
BVL(A)(Ω) and
L(A)(∇k−1u) = (Au, 0).
4. Given f+, f− ∈ V
⊙k−1
Rn, the piece-wise constant map
1(f+,f−,ν)(y) =
{
f+ if y · ν ≥ 0
f− if y · ν < 0
satisfies L(A)(1(f+,f−,ν)) = (µ, 0) if and only if
f+ − f− = a⊗k−1 ν for some a in V .
Proof. The proof is divided into the following steps:
1. The linearization procedure. First of all, we observe that A[D] acts on
smooth functions as Au = A˜(∇k−1u) where A˜[D] is the first-order operator from
(V
⊙k−1
Rn) to W , defined on smooth maps as
(11) A˜F =
n∑
i=1
A˜i∂iF,
and where the coefficients A˜i ∈ Lin(V
⊙k−1
Rn;W ) are uniquely determined by
the relation
(A˜i)j,β = (c
i
β)
−1(Aβ+ei)j ∈W, for all 1 ≤ j ≤M, |β| = k − 1.
Here, Pj denotes the j
th column of a matrix P , and ciβ ∈ N are constants chosen
to normalize the action of the permutation group Sn on β. Namely,
ciβ = # { γ ∈ N
n : |γ| = k − 1, γ + ei = β + ei } .
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The following calculation shows that indeed the identity Au = A˜(∇k−1u) holds:
A˜(∇k−1u) =
n∑
i=1
A˜i∂i∇
k−1u
=
n∑
i=1
∑
1≤j≤M
|β|=k−1
(A˜i)j,β∂i(∇
k−1u)j,β
=
∑
1≤i≤n
1≤j≤M
|β|=k−1
(ciβ)
−1(Aβ+ei)j∂
β+eiuj
=
∑
1≤j≤M
∑
1≤i≤n
∑
|α|=k
αi 6=0
(Aα)j∂
αuj
=
∑
|α|=k
∑
1≤j≤M
(Aα)j∂
αuj
=
∑
|α|=k
Aα∂
αu = Au.
We are now in a position to define the linearized operator associated to A.
Definition 5.1 (linearized operator). Let A[D] be a partial differential operator
of order k from V to W as in (10). We define the linearized operator associated to
A[D] as the first-order operator
L(A)[D] := A˜[D]⊕ curlk−1,
Here, A˜ is the operator defined in (11) and where, for m ∈ N, curlm is the
first-order operator acting on maps w ∈ C∞(Rn;V
⊙m
R
n) as(
curlm w
)
j
= ∂iw
j
β+eℓ
− ∂ℓw
j
β+ei
1 ≤ j ≤M, β ∈ Nn, |β| = m− 1.
We will denote the symbol of L(A)[D] by L(A)(ξ).
2. Properties of the linearized symbol. The next goal is be to show that L(A)[D] is
C-elliptic operator wheneverA[D] is C-elliptic (we omit the equivalence of ellipticity
as it turns out to be analogous). By the universal property of direct products, we
have that that
(12) kerC L(A)(ξ) = kerC A˜(ξ) ∩ kerC(curlk−1)(ξ).
We begin by showing that, for m ∈ N,
kerC(curlm)(ξ) =
{
v ⊗m ξ : v ∈ C⊗ V, ξ ∈ Cn
}
.
Let us fix a complex non-zero direction ξ ∈ Cn and a tensor F ∈ kerC(curlm)(ξ).
Then by definition we obtain
ξiF
j
β+eℓ
= ξℓF
j
β+ei
, 1 ≤ j ≤M, β ∈ Nn, |β| = m− 1.
Since ξ is non-zero, we may find an index 1 ≤ i ≤ n such that ξi ∈ C is non-zero.
Hence, for this ξi we obtain the relations
(13) F jβ+eℓ = ξℓ
(
F jβ+ei
ξi
)
=: ξℓE
j
β ,
for all ℓ ∈ {1, . . . , n} \ {i}, 1 ≤ j ≤ N , and all multi-indexes β ∈ Nn with |β| = m.
It is easy to check that Ejβ is indeed independent of the choice of index i.
Furthermore, from the symmetries of F we deduce that
F = E ⊗ ξ for some E ∈ C⊗ V .
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The fact that (13) holds with β = γ+ eℓ for all multi-indexes γ ∈ N
n with modulus
|γ| = m− 2 yields (again, by exploiting the symmetries of F ) that
curlm−1E = 0.
Therefore, after a suitable inductive argument over m, we finally obtain that F has
the form
F = v ⊗m ξ for some v ∈ C⊗ V .
3. The equivalence. Let us turn back to the calculation of kerC L(A)(ξ). The
above calculation tells us that we may restrict to elements F = v⊗k−1 ξ when calcu-
lating kerC A˜(ξ). By Fourier transforming the identity Au = A˜(∇
k−1u) established
above, we deduce that
A˜(ξ)
(
v ⊗k−1 ξ
)
= Ak(ξ)v.
Ultimately, this relation and (12) imply that L(A)[D] is C-elliptic if and only if
L(A)[D] is C-elliptic. The proof of statement 4 in Theorem 5.1 is a direct con-
sequence of the rank-one connection rigidity of the curlk−1 operator across hyper-
planes. 
6. Proofs of the structure properties
This section is devoted to the proof of all the results previously discussed with
exception of the capacitary estimate of Su.
6.1. Proof of Theorem 1.1. First, we show that Ju ⊂ Θu. In fact we shall prove
that the lower (n − 1)-dimensional density is non-zero. We follow the classical
reasoning used for BV and BD-spaces.
Let x ∈ Ju, and fix a scale r > 0 sufficiently small so that Br(x) ⊂ Ω. By the
properties of Ju, for the re-scaled functions
ur := u(x+ r q) : B1 → V,
there exist a, b ∈ V such that
|a− b| > 0 and ur −→ 1(a, b, ν(x)) in L
1(B1;V ).,
where as usual, ν(x) is a unit normal to Ju at x. The lower semicontinuity of the
map v 7→ |Bv| on B1 with respect to L
1-convergence and a change of variables yield
lim inf
r↓0
|Bu|(Br(x))
rn−1
= lim inf
r↓0
|Bur|(B1)
≥ |B1(a, b, ν(x))|(B1)
≃n |B(ν(x))(a − b)|
≥ cB|a− b| > 0,
where in the last two-inequalities we have used that 1(a, b, ν(x)) belongs to BV(B1;V )
and that the ellipticity constant cB is positive. This shows that x ∈ Θu.
We now turn to the Hn−1-rectifiability. By classical measure theoretic argu-
ments, it follows that the set{
x ∈ Ju : θ
∗(n−1)(|Bu|, x) =∞
}
⊂ Ju
is Hn−1-negligible. Hence, in showing the rectifiability of Ju it suffices to show the
rectifiability of
Gu :=
{
x ∈ Ju : θ
∗(n−1)(|Bu|, x) <∞
}
.
Notice that since we also have Ju ⊂ Θu, the lower and upper dimensional densities
are non-degenerate for all points in Gu, namely,
0 < θn−1∗ (|Bu|, x) ≤ θ
∗(n−1)(|Bu|, x) <∞, x ∈ Gu.
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In particular, the measures Hn−1 and Bu are equivalent on Gu, i.e.,
(14) Bu Gu ≪ H
n−1 Gu ≪ Bu Gu.
In this regime, one may replace the normalizing constants cj ↓ 0 of every blow-up
sequence
cjTx,rj [Bu]
∗
⇀ τ, rj ↓ 0;
by cj = cr
−(n−1)
j (up to subsequence) for some positive number c > 0.
Now, we already know that
c Burj = cjTx,rj [Bu],
and that
Burj
∗
⇀ B(ν(x))(a − b)Hn−1 ν(x)⊥.
Thus, we must have
τ = c B(ν(x))(a − b)Hn−1 ν(x)⊥ ≡ c(a− b)⊗B ν(x)H
n−1 ν(x)⊥,
which is a uniform measure over the hyperplane ν(x)⊥ ∈ Gr(n− 1, n). Since τ was
arbitrary tangent measure of Bu, this calculation shows (cf. (14)) that
(15) Tan(Bu, x) = Gn−1,n(ν(x)
⊥) for |Bu|-almost every x ∈ Gu.
Here, Gm,n(π) is the set of m-flat measures supported on π ∈ Gr(m,n). We can
now apply the rectifiability criterion contained [22, Theorem 16.7], which states
that
Bu Gu is countably H
n−1-rectifiable,
and also addresses the desired countable Hn−1-rectifiability of Ju. Notice that,
up to a change of sign, the characterization in (15) also implies that the Borel
map ν (from the Borel jump triplet (u+, u−, ν)) is an orientation of Ju. Moreover,
the characterization of the tangent measure τ discussed and the classical measure
theoretic fact that Tan(Bu, x) = dBud|Bu| (x)Tan(|Bu|, x) for |Bu|-almost every x ∈ Ω
implies that
dBu
d|Bu|
(x) =
(
u+(x)− u−(x)
)
⊗B νu(x)
This proves the representation of Bju Gu. 
6.2. Proof of Proposition 1.1. We prove the statement of the proposition when
M is the graph of a Lipschitz map f : Rn−1 → R on Ω. The statement for general
countably Hn−1-rectifiable sets then follows by standard arguments. Let us write
Ω+ = { z ∈ Ω : z > f(x) } and Ω− = { z ∈ Ω : z < f(x) } to denote the (open and
locally Lipschitz) sides of M on Ω. In this case, [5, Corollary 4.21] applied to the
map u = u1Ω+ + u1Ω− gives
Bu = Bu Ω+ + Bu Ω− + B(νΓ)(tr
+(u)− tr−(u))Hn−1 M,
where tr± : BVB(Ω±) → L1(M,Hn−1;V ) is the exterior linear trace operator
corresponding to ∂Ω±, and where νM (x) denotes the classical outer normal of Ω
+
at x. Our candidate for the one-sided value of u onM will naturally be u± = tr±(u),
which (by the boundedness of the one-sided exterior traces) exist for Hn−1-almost
every x ∈M . Once this is verified, we will obtain the desired expression
Bu M = B(νM )
(
u+M − u
−
M
)
Hn−1 M.
We are left to check that u± are in fact the two-sided approximate limits of u. Since
the proofs are analogous, we shall show only that
lim sup
r↓0
∫
Br(x)∩Ω+
|u− u+M (x)| dy = 0 for H
n−1-almost every x ∈M.
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Step 1. Removal of discontinuities on the surface. Since tr+(u) ∈ L1(M,Hn−1;V ),
we may use the classical BV-extension to find v ∈ BV(Ω−, V ) satisfying
(16) tr−(v) = u+M on L
1(M ;Hn−1, V ).
Let us define u˜ := 1Ω+u+1Ω−v. It follows from [5, Corollary 4.21] that u˜ ∈ BV
B(Ω).
Furthermore, due to the compatibility conditions on M we get
Bu˜ M ≡ 0, or equivalently, Bu˜ = Bu Ω+ + Bv Ω−.
Step 2. Polynomial approximation. Let us recall the following well-known prop-
erty of mutually singular measures: the Radon–Nykody´m Differentiation Theorem
implies that
dσ
dν
= 0 for ν-almost every x ∈M ,
whenever σ ⊥ ν. This property applied to σ = |Bu˜| and ν = Hn−1 M in turn
gives
(17) lim sup
r↓0
|Bu˜|(Br(x))
rn−1
= 0 for Hn−1-almost every x ∈M ∩Θu˜.
Note that we are considering the set of positive density of u˜ in the above statement.
In particular, the quasi-continuity (cf. Proposition 1.2) of functions of bounded B-
variation at points where the upper (n− 1)-dimensional density vanishes says that
for Hn−1-almost every x ∈ M there exist V -valued polynomials Px,ru˜ in a finite
dimensional subspace F ≤ R[x1, . . . , xn;V ] with the property that
(18) lim sup
r↓0
∫
Br(x)
|u˜− Px,ru˜|(y) dy = 0.
Here, Px,ru˜ is the associated Taylor polynomial of an appropriate degree for u˜ at x
and scale r > 0 (see Definition 3.1). On the other hand, the classical trace operator
tr− : BV(Ω−;V )→ L1(M,Hn−1;V ) satisfies the point-wise average representation
(see for instance [3, Thm. 3.87])
lim sup
r↓0
∫
Br(x)∩Ω−
|v(y)− tr−(v)(x)| dy = 0 for Hn−1-almost every x ∈M .
Therefore, at such points x ∈M , there exists (for sufficiently small scales) an open
one-sided cone C(x) ⊂ Ω− centered at x such that
lim sup
r↓0
∫
Br(x)∩C(x)
|Px,ru˜(y)− tr
−(v)(x)| dy = 0.
Since F is finitely generated as an R-vector space, this implies that we may sub-
stitute —using the triangle inequality in estimate (18)— the Taylor approximation
by constants, i.e.,
Px,r can be replaced by tr
−(v)(x) for Hn−1-almost every x ∈M .
Then, by virtue of (16), (18), we conclude that
lim sup
r↓0
∫
Br(x)∩Ω+
|u− u+M | dy = 0.
This finishes the proof. 
20 A. ARROYO-RABASA AND A. SKOROBOGATOVA
6.3. Proof of Theorem 1.2. The splitting is a direct consequence of Theorem 1.1
and Proposition 1.1.
We show that Su \ Ju is H
n−1-purely unrectifiable. Let M ⊂ Ω be a countably
Hn−1-rectifiable set. Since M is rectifiable, the set M ∩ Su ∩ J
∁
u is also rectifiable,
and thus Proposition 1.1 implies that u has one-sided limits for Hn−1-almost every
x ∈ M ∩ Su ∩ J
∁
u. However, the assumption x /∈ Ju implies the one-sided limits
coincide and hence u is approximately continuous at Hn−1-almost every x there.
On the other hand, x ∈ Su, so the previous statement can only hold on a
negligible set, that is,
Hn−1(M ∩ Su ∩ J
∁
u) = 0.
This proves that Su ∩ J
∁
u is H
n−1-purely unrectifiable. 
6.4. Proof of Corollary 1.2. First, we recall from [26, Prop. 4.2] that B[D] has
an annihilator A[D] (also homogeneous) with
kerA(ξ) = ImB(ξ), ξ ∈ Rn.
Note that the mixing condition (ℵ) for B[D] corresponds to the condition Λn−1A =
{0} for the (n− 1)-wave-cone of A[D] in the language introduced in [4].
Thus, applying the result contained in [4, Theorem 1.5] to A[D], we may decom-
pose Θu as
Θu = R ∪ S ∪ {θ
∗n−1(|Bu|) =∞},
whereR is aHn−1-rectifiable Borel set, S isHn−1-purely unrectifiable withHn−1(R∩
S) = 0 and
|Bu| R ∪ S ≪ Hn−1 R ∪ S ≪ |Bu| R ∪ S.
The Besicovitch–Federer Rectifiability Theorem (see [16, § 3.3.13]) gives
In−1(S) = 0,
which by virtue the absolute continuity of measures |Bu| ≪ In−1 upgrades to
|Bu|(S) = 0. Moreover, by classical measure-theoretic arguments it holds that
Hn−1({θ∗n−1(|Bu|) =∞}) = 0,
and again |Bu| ≪ In−1 implies
|Bu|({θ∗n−1(|Bu|) <∞}) = 0.
This shows that Θu is countably H
n−1-rectifiable. Thus, we conclude from the
characterization contained in Proposition 1.1 that Hn−1(Θu \ Ju) = 0. Finally, we
may once more use that |Bu| ≪ Hn−1 to establish
|Bu|(Θu \ Ju) = 0.
The full set of assertions then follow from this and the previous results, completing
the proof. 
7. Dimensional estimates for Su
Here and in what follows we assume that B[D] is C-elliptic. The purpose of this
section is to establish a dimensional estimate on Su \Θu of all discontinuity points
with zero density. Moreover, we show that all points of zero upper (n− 1)-density
vanishes are in fact quasi-continuity points.
To begin with, let us introduce the following notation. Write
(19) Nu :=
{
x ∈ Ω : I1(|Bu|)(x) =
∫
|x− y|−(n−1) d|Bu|(y) =∞
}
.
By (7), we know that Capn−1(Nu) = 0.
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7.1. Proof of Proposition 1.2. We just need to prove the decay of the higher-
order Taylor coefficients and the final statement of approximate continuity, since
the proof of the first estimate in the proposition follows from an integrated version
of estimate (9) and an approximation argument as in Proposition 3.2. We adopt
an analogous approach to [21, Sect. 5]. The key step is to show the following:
Lemma 7.1. Let B[D] be C-elliptic, and let u ∈ BVB(Ω). For any multi-index
α ∈ Nn, let cαx,r/α! ∈ V be the coefficient of the term (y − x)
α from the Taylor
polynomial Px,ru. Then,
lim sup
r↓0
r|α||cαx,r| .n,α θ
∗(n−1)(|Bu|, x) for all 1 ≤ |α| ≤ ℓ− 1,
where ℓ ∈ N is the integer from proposition 3.1.
Moreover, for all 0 < r ≤ ρ < dist(x, ∂Ω), it holds that
lim sup
r↓0
|c0x,r − c
0
x,ρ| .n
∫
Br(x)\Bρ(x)
|Bu|(y)
|y − x|n−1
.
Proof of Lemma 7.1. Fix a multi-index α as in the statement of the lemma. We
may, without any loss of generality, assume that x = 0.
First we show that the assertions hold for any given u ∈ BVB(Ω) ∩ C∞(Ω;V ).
For any 0 < t < dist(0, ∂Ω), we have
∂αu(y) = ∂αPtu(y) +
∫
Bt
∂αyK(y, z)Bu(z) dz.
In particular, since Ptu is a polynomial centered at 0, it must hold that
∂αu(0) = cαt +
∫
Bt
∂αyK(0, z)Bu(z) dz,
where cαt /α! is the coefficient of the monomial x
α in the Taylor polynomial Ptu.
Thus, taking differences between coefficients at scales 0 < r < ρ < dist(0, ∂Ω) and
multiplying by r|α|, we obtain the estimate (cf. (8))
r|α||cαρ − c
α
r | ≤ r
|α|
∫
Bρ\Br
|∂αyK(0, z)| |Bu(z)| dz
.n r
|α|
∫
Bρ\Br
|Bu|(z)
|z|n−1+|α|
dz.
(20)
Hence, by Lemma 3.1 below (replacing B1 with Bρ), we deduce that
lim sup
r↓0
r|α||cαρ − c
α
r | .n,α θ
∗(n−1)(Bu, 0) for all 1 ≤ |α| ≤ ℓ− 1.
Taking ρ = 1 and letting r ↓ 0 gives
lim sup
r↓0
r|α||cr,α| ≤ lim sup
r↓0
r|α||cr,α − c1,α|+ lim sup
r↓0
r|α||c1,α| = θ
∗(n−1)(Bu, 0)
for all multi-indexes α with 1 ≤ |α| ≤ ℓ − 1. This proves the first assertion. The
second assertion follows by taking α = 0 in (20).
In order to prove the desired results for arbitrary u ∈ BVB(Ω), it suffices to verify
that that the key estimate (20) holds for any u ∈ BVB(Ω). The argument is as
follows: By Proposition 3.2, we know there exists a sequence (uj) ⊂ C
∞ ∩BVB(Ω)
with uj → u in L
1 and |Buj|(Ω) → |Bu|(Ω). Let c
uj
r,α/α! (respectively cur,α/α!)
denote the coefficient of the order α term of Pruj (respectively Pru). Then, since
each cur,α is a weighted sum of terms of the form∫
Br
∂β
(
zβ−αwBr (z)
)
u(z) dz, β > α,
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we also have that
cujr,α −→ c
u
r,α as j →∞ for each r > 0,
since strong convergence implies weak convergence. Moreover, we have
lim
j→∞
∫
Bρ\Br
|Buj|(z)
|z|n−1+|α|
dz =
∫
Bρ\Br
|Buj|(z)
|z|n−1+|α|
d|Bu|(z),
due to Reshetnyak’s continuity theorem (see e.g. [3, Thm. 2.39]. Thus (20) indeed
extends to all functions of bounded B-variation. 
7.2. Proof of Theorem 1.3. We claim that
Su ⊂ Nu ∪Θu,
where Nu is defined as in (19). Equivalently, if x ∈ Ω, then
I1(|Bu|)(x) <∞ and θ
∗(n−1)(|Bu|, x) = 0 =⇒ x ∈ S∁u.
Proof. Fix x ∈ N∁u ∩ Θ
∁
u. First, we observe that (c
0
r,x)r is a Cauchy sequence in
V . Indeed, this follows directly from the second assertion in Lemma 7.1 and the
absolute continuity of the function
η(r) :=
∫
Br(x)
|Bu|(y)
|y − x|n−1
≤ I1(|Bu|) <∞, 0 < r < dist(x, ∂Ω).
In particular, there exists a fixed vector c0x ∈ V such that
(21) lim
r↓0
|c0x,r − c
0
x| = 0.
Now let us show that u is approximately continuous at x. We have∫
Br(x)
|u− c0x| ≤
∫
Br(x)
|u− c0x,r|+
∫
Br(x)
|c0x,r − c
0
x|
≤
∫
Br(x)
|u− Px,ru|+
∫
Br(x)
|Px,ru− c
0
x,r|+
∫
Br(x)
|c0x,r − c
0
x|
≤
∫
Br(x)
|u− Px,ru|+
∑
1≤|α|≤ℓ−1
r|α||cαx,r|+
∫
Br(x)
|c0x,r − c
0
x|.
The first assertion of Lemma 7.1 and (21) imply
lim
r↓0
∫
Br
|u − c0x| = 0.
This proves that x ∈ S∁u and the claim follows.
Since every point in N∁u ∩Θ
∁
u is a continuity point and Θu is a σ-finite set with
respect to the Hn−1-measure, proving Capn−1(Su) = 0 thus reduces to checking
that
Capn−1(Su ∩Nu ∩Θ
∁
u) = 0.
However, this follows as a trivial corollary of the fact that Capn−1(Nu) = 0 (see [22,
Thm. 8.9]). This finishes the proof. 
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