This paper addresses the classification problem with imperfect data. More precisely, it extends standard decision trees to handle uncertainty in both building and classification procedures. Uncertainty here is represented by means of possibility distributions. The first part investigates the issue of building decision trees from data with uncertain class values by developing a non-specificity based gain ratio as the attribute selection measure which, in our case, is more appropriate than the standard gain ratio based on Shannon entropy. The proposed non-specificity based possibilistic decision tree (NS-PDT) approach is then extended by considering another kind of uncertainty inherent in the building procedure. The extended approach so-called non-specificity based possibilistic option decision tree (NS-PODT) offers a more flexible building procedure by allowing the selection of more than one attribute in each node. The second part addresses the classification phase. More specifically, it investigates the issue of predicting the class value of new instances presented with certain and/or uncertain attribute values. Finally, we have developed a possibilistic decision tree toolbox (PD2T) in order to show the feasibility of the proposed approach.
Introduction
Classification represents an important task in machine learning and data mining applications. It consists in (1) inducing a classifier from a set of historical examples (training set) with known class values and then (2) using the induced classifier to predict the class value (the category) of new objects given known the values of their attributes (features).
This task is ensured by a panoply of techniques: statistical techniques (e.g. discriminant analysis, etc.) and artificial intelligence based techniques (e.g. artificial neural networks, k-nearest neighbors, Bayesian networks, decision trees, etc.). The latter, namely, decision trees, are considered as one of the most popular classification techniques [49] . They are able to represent knowledge in a flexible and easy form which justifies their use in decision support systems, intrusion detection systems, medical diagnosis, etc. In many real-world problems, classes of examples in the training set may be partially defined and even missing. For example, for some instances, an expert may be unable to give the exact class value. A doctor who cannot specify the exact disease of a patient, a banker who cannot decide whether to give or not a loan for a client, a network administrator who is not able to decide about the exact signature of a given connection, etc. Hence, in these different examples, the expert can provide imprecise or uncertain classifications expressed in the form of a ranking on the possible classes. Ignoring the uncertainty may affect the classification results and even produce erroneous decisions. Consequently, ordinary classification techniques such as decision trees should be adequately adapted to take care of this problem.
Our idea is to treat different levels of uncertainty using possibility theory which is a non-classical theory of uncertainty proposed by Zadeh [53] and developed by Dubois and Prade [14] . More precisely, we will handle training instances whose class labels are given in the form of possibility distributions. We also adapt the attribute selection measure, used in the building phase, to the possibilistic framework by using a non-specificity based criterion instead of the Shannon entropy [44] . Such possibilistic decision tree will be referred to by NS-PDT.
In addition to the uncertainty that might characterize training data, another source of uncertainty is hidden in the building procedure of decision trees [27] . In fact, the core of the building procedure is based on an heuristic function, namely, the attribute selection measure which enables us to choose the ''most" informative attribute at each decision node of the tree under construction. Hence, we collide with a kind of uncertainty which is related to the choice of an attribute at a given decision node.
In a previous work [27] , we developed what we have called possibilistic option decision trees (PODT) where each decision node can be split according to more than one attribute (using multiple attribute-value tests, or ''options"). Different options are quantified via possibility distributions. In this paper, we will extend the NS-PDT approach to deal with uncertainty within the attribute selection step, this extension will be referred to by NS-PODT.
Once an NS-PODT is constructed, it will be used to classify new instances. In this work, we have considered the case where all attributes are well known and the case where some or even all of them have uncertain values (e.g. imprecise or missing attribute values). Such situation can appear, for instance, when using sensors to provide attribute values of new instances. Uncertainty in the classification phase will also be modeled in the possibilistic framework.
An alternative possibilistic decision tree induction method was proposed by Borgelt et al. in [4] . Nevertheless, contrary to our approach, the proposed classifier is not able to treat uncertain instances and possibilities appear in the building phase when frequency distributions are taken as possibility distributions used in order to define a possibilistic attribute selection measure. Another possibilistic induction method was proposed by Hü llermeir [23] . In his work, the author applied a possibilistic branching on Lazy decision trees [18] . A work by Ben Amor et al. [2] dealt with possibilistic uncertainty, only within the classification phase of decision tree technique.
Other non-standard decision trees were proposed. Namely, fuzzy decision trees [26, 34, [38] [39] [40] 52 ] which blend decision trees with fuzzy set tools to manage fuzzy information (attribute and class values are vaguely expressed with linguistic fuzzy terms) or to fuzzify the crisp rules extracted from a standard decision tree. Probabilistic decision trees [7, 42] and belief decision trees [10, 16, 46, 47] were also proposed to deal with uncertainty in data represented, respectively, by means of probability distributions and basic belief assignments. A deep analysis of these proposals with respect to our approach will be presented in Section 7.
The paper is organized as follows: Section 2 starts by giving the necessary background concerning the decision tree classification technique. Section 3 recalls some aspects of possibility theory as well as the concept of non-specificity. The characteristics and parameters of the non-specificity based possibilistic decision tree approach (NS-PDT) are then defined in Section 4. Section 5 proposes an extension of NS-PDT, namely the NS-PODT approach. This section defines the building procedure, then, it describes the method which we propose for the classification of certain and/or uncertain instances within the NS-PODT approach. Section 6 presents and analyzes experimental results carried out on modified versions of commonly used data sets obtained from the U.C.I. machine learning repository [37] . Before concluding, a summary of related works is provided in Section 7.
Decision trees
A decision tree is a flow-chart-like hierarchical tree structure which is composed of three basic elements: decision nodes corresponding to attributes, edges or branches which correspond to the different possible attribute values. The third component is leaves including objects that typically belong to the same class or that are very similar. Such representation allows us to induce decision rules that will be used to classify new instances. In fact, each path from the root to a leaf corresponds to a conjunction of test attributes and the tree is considered as a disjunction of these conjunctions.
The majority of decision trees is made up of two major procedures: the building (induction) and the classification (inference) procedures.
Building procedure: Given a training set, building a decision tree is usually done by starting with an empty tree and selecting for each decision node the 'appropriate' test attribute using an attribute selection measure. The principle is to select the attribute that maximally diminish the mixture of classes between each training subset created by the test, thus, making easier the determination of object's classes. The process continues for each sub decision tree until reaching leaves and fixing their corresponding classes. Classification procedure: To classify a new instance, having only values of all its attributes, we start with the root of the constructed tree and follow the path corresponding to the observed value of the attribute in the interior node of the tree. This process is continued until a leaf is encountered. Finally, we use the associated label to obtain the predicted class value of the instance at hand.
Several algorithms for building decision trees have been developed. The most popular and applied ones are: ID3 [41] and its successor C4.5 ''the state-of-the-art" algorithm developed by Quinlan [43] . We can also mention the CART algorithm of Breiman et al. [5] .
Decision tree algorithms have many common components to be defined. These components are described as follows:
(a) Attribute selection measure generally based on information theory, serves as a criterion in choosing among a list of candidate attributes at each decision node, the attribute that generates partitions where objects are distributed less randomly, with the aim of constructing the smallest tree among those consistent with the data. The well-known measure used in the C4.5 algorithm of Quinlan [43] is the gain ratio.
Given an attribute A k , the information gain relative to A k is defined as follows:
where
and
n(C i , T) denotes the number of objects in the training set T belonging to the class C i , D(A k ) denotes the finite domain of the attribute A k and jT A k v j denotes the cardinality of the set of objects for which the attribute A k has the value v. Note that nðC i ;T Þ jT j corresponds to the probability of the class C i in T. Thus, E(T) corresponds to the Shannon entropy [44] of the set T. This function will be more explained in Section 4. The gain ratio is given by
where Split Info(T, A k ) represents the potential information generated by dividing T into n subsets. It is given by
(b) Partitioning strategy consisting in partitioning the training set according to all possible attribute values (for discrete attributes) which leads to the generation of one partition for each possible value of the selected attribute. For continuous attributes, we need a discretization step. Different discretization strategies exist in the literature [17] (e.g. the simple discretization, etc.). We do not detail them because, in this paper, we only deal with discrete attributes. (c) Stopping criteria stopping the partitioning process. Generally, we stop the partitioning if all the remaining objects belong to only one class, then the node is declared as a leaf labeled with this class value. We, also, stop growing the tree if there is no further attribute to test. In this case, we take the majority class as the leaf's label.
Basics of possibility theory
Possibility theory represents a non-classical theory (distinct from probability theory) which offers a natural and simple model that deals with both uncertain and imprecise information. In this section, we will give a brief recalling on possibility theory (for more details see [13] ). Then, we will focus on the source of uncertainty relative to possibility theory, namely, the non-specificity.
Basic elements
Given X = {x 1 , x 2 , . . . , x n }, the universe of discourse, the basic concept of possibility theory is the notion of possibility distribution denoted by p and which corresponds to a function which associates to each element x i of the universe of discourse X a value from a bounded and linearly ordered valuation set (L, <). This value is called a possibility degree: it encodes our knowledge, denoted by u, on the real world. Note that, in possibility theory, the scale can be numerical (e.g. L = [0, 1]): in this case we have numerical possibility degrees from the interval [0, 1] and hence we are dealing with the quantitative setting of the theory. In the qualitative setting, it is the ordering between the different possible values that is important but the numerical values themselves have no sense.
By convention, p(x i ) = 1 means that it is fully possible that x i = u is the real world, p(x i ) = 0 means that x i = u cannot be the real world (is impossible), and p(x i ) > p(x j ) means that x i = u is preferred to x j = u (or is more plausible).
A possibility distribution p is said to be normalized if there exists at least one state x k which is totally possible (i.e. p(x k ) = 1). In this paper, we only deal with normalized possibility distributions.
In the possibilistic framework, extreme cases of knowledge are presented by complete knowledge: $x 0 , p(x 0 ) = 1 and p(x) = 0 "x 6 ¼ x 0 . total ignorance: p(x) = 1"x (all values in X are possible).
Possibility theory is based on two dual measures: possibility and necessity measures. Given the universe of discourse X and a possibility distribution p on X, the corresponding possibility and necessity measures of any event u X are, respectively, determined by the formulas:
P(u) evaluates at which level u is consistent with our knowledge represented by p while N(u) evaluates at which level u is certainly implied by our knowledge represented by p. Note that for any u X: N ðuÞ ¼ 1 À Pð uÞ.
As we can see from Eq. (6), the basic axiom of possibility theory is the maximum operator. Hence, the possibility of the disjunction of two events u 1 and u 2 is the maximum of the respective possibility of the individual events.
Suppose that a possibility distribution p is provided by a given source (e.g. expert, sensor) and suppose that the degree of certainty that this source is reliable is given by b, then p can be updated into [13] :
Note that when b = 1 (fully reliable source), p 0 = p and in the case of absolutely unreliable source (b = 0), "x,p 0 (x) = 1 (total ignorance). Eq. (9) represents a form of discounting of a given possibility distribution.
Non-specificity
As mentioned by Higashi and Klir [22] , possibility theory deals with a source of uncertainty called: nonspecificity. This type of uncertainty is manifested in our inability to distinguish which of several possible alternatives is the true one in a particular situation. The larger the set of possible alternatives is, the larger is the non-specificity. More precisely, non-specificity is connected with sizes (cardinalities) of relevant sets of alternatives [30] .
Given two possibility distributions p and p 0 both on X, p is said to be more specific than p 0 if and only if, for each x 2 X, p(x) 6 p 0 (x) [51] . Clearly, the more specific p, the more informative it is. Thus, in some decision-making situations, one need to measure the amount of uncertainty inherent in each given possibility distribution in order to decide which one is the most informative. The first measure of nonspecificity was proposed by Hartley [21] for classical set theory which represents the simplest means by which we can express uncertainty. The Hartley function for a subset A of a universal finite set X is given by
Here, A corresponds to the smallest subset of X such that we are certain that the actual state is in A.
The majority of non-specificity measures proposed for other uncertainty frameworks (e.g. evidence theory, fuzzy set theory, possibility theory, etc.) represents a generalization of Hartley function. For instance, for the possibilistic setting, the measure of non-specificity, called U-uncertainty and proposed by Higashi and Klir [22] , has the form:
where R denotes the set of all finite and ordered possibility distributions. Given an ordered possibility distri-
, the U-uncertainty of p, is given by the formula:
where p (n+1) = 0 by convention [29] . Note that the range of U is [0, log 2 n]. U(p) = 0 is obtained for the case of complete knowledge (no uncertainty) and U(p) = log 2 n is reached for the case of total ignorance.
Non-specificity based possibilistic decision trees (NS-PDT)
A non-specificity based possibilistic decision tree is a decision tree with the same representation of an ordinary decision tree, i.e., it is composed of decision nodes for testing attributes, branches specifying attribute values and leaves dealing with classes of the training set.
In supervised learning, more specifically, in classification problems, we need a set of historical examples with known classes, called the training set, from which we will train a classifier (e.g. a decision tree). Then, this classifier will be used to predict the class value of each new object given known its attributes' values.
Imperfection in classification problems
As models of the real world, databases, or more specifically, training sets are often permeated with forms of imperfections, including imprecision and uncertainty. The topic of imperfect databases is gaining more and more attention the last years [33, 35] since commercial database management systems are not able to deal with such kind of information. Now, we ask what is imperfect in a training set and why is it imperfect?
Imperfection in a training set may affect attribute values as well as class values, for instance, the departure_time of a flight, the temperature of a patient, the property_value of a client asking for a loan. Examples of imperfect class values include the exact type of an attack in an intrusion detection system, the exact cancer class of a patient in cancer diagnosis applications, the exact location or type of a detected aerial engine in military applications, etc.
Another interesting real example emphasizing the problem of having imprecise class labels is the one given in [11] . It consists in detecting certain transient phenomena (e.g. k-complexes and delta waves) in electroencephalogram (EEG) data. Such phenomena are usually difficult to detect, hence doctors are not always able to recognize them with full certainty. Consequently, it may be more easy for the doctor to assess the possibility that certain phenomena are present in the data.
These imperfections might result from using unreliable information sources, such as faulty reading instruments, or input forms that have been filled out incorrectly (intentionally or inadvertently). In other cases, imperfection is a result of system errors, including transmission noise, network latency for sensor networks applications, delays in processing update transactions, etc.
In a learning process, we should never reject or ignore such information (by affecting the null value to such information) despite of its imperfection. On the contrary, we should benefit from the maximum amount of information which should be handled carefully else the learnt model could be inaccurate or even incorrect. The first paper dealing with learning from uncertain data is attributed to Denoeux [8] . The author has extended the well-known k-nearest neighbor classifier to handle uncertain data by using belief function theory.
In this work, we only deal with imprecise class labels in the training set. Instead of rejecting instances having imprecise class labels or adding a null class value to such instances, we used a convenient mathematical model to deal with such kind of imperfection, namely possibility theory [13, 53] . More formally, a possibility degree will be assigned to each possible class value indicating the possibility that the instance belongs to a given class [11, 54] instead of using a simple set of disjunctive values with equal weights. These possibility degrees can be obtained from direct expert's elicitation, i.e., each expert is asked to quantify by a real number between 0 and 1 the possibility that a training instance belongs to each one of the different classes of the problem. Possibilistic class labels may also be obtained from an empirical distribution of expert opinions using possibilistic histograms [12] .
The question that arises is: how to induce decision trees from training instances, classes of which are presented by means of possibility distributions?
Building procedure
Standard building procedure (see Section 2) starts with an empty tree. The first step consists in selecting the most informative attribute, i.e., the attribute that, if assigned to the decision node at hand, will produce the least conflicting training subsets towards instances' classes. Note that measuring the conflict of a training (sub)set comes down to measure the conflict of the probability distribution on the different classes of the instances belonging to that set.
For instance, suppose that, in a 2-class problem, we have a training subset T 1 with five instances: two instances having class C 1 and the remaining three instances are labeled with class C 2 . Then, the probabilities of each class in T 1 are respectively 2/5 and 3/5. Thus, the probability distribution characterizing T 1 is p = (0.4, 0.6). Finally, we need to measure the amount of conflict in p, which represents the only source of ''uncertainty" in probability theory [30] . The well-established measure of conflict in probability theory is the Shannon entropy given in Eq. (2). Hence, E(T 1 ) = E(p) = À 0.4log 2 (0.4) À 0.6log 2 (0.6) = 0.971. Note that for a uniform probability distribution on X, i.e., p(x) = 1/jXj "x 2 X (the case of total conflict), E(p) = log 2 jXj. However, in the case of total certainty, i.e., p(x) = 1 for some x 2 X, E(p) = 0.
In our case, instead of precise classes, we have possibility distributions over different classes of each training instance. Hence, each training (sub)set will be characterized by the (sub)set of possibility distributions relative to the instances of that (sub)set. Therefore, in order to discriminate between two or n sets, one should measure the amount of uncertainty of such sets and then select the attribute generating the least uncertain subsets.
Measuring uncertainty of sets of possibility distributions
Harmanec said in [20] ''Before we can measure uncertainty or information, we have to be clear what exactly we are trying to measure. . .". In other words, one should, first, determine the source(s) of uncertainty ingrained in our mathematical model, then use the suitable measure of uncertainty relatively to each source.
Let us return to our problem: we want to discriminate between different sets of possibility distributions. The first idea that comes up is to merge the different possibility distributions of each set using the well-known fusion operators relative to possibility theory, namely, the t-norms and the t-conorms [14] . In this way, we obtain a single possibility distribution for each set and we can measure their different non-specificities (using Eq. (11)) in order to choose the most specific one, i.e., the least non-specific one.
This procedure is problematic. In fact, in the decision tree context, in each node, we have possibility distributions of distinct training instances reaching that node. These instances have some common attribute values (those values labeling edges of the path leading to that node) and the remaining attributes may have different values. So, it is clear that we cannot merge possibility distributions which are not dealing with the same ''object": a necessary condition for information fusion problems. We generally use the well-known fusion operators relative to possibility theory, namely, the t-norms and the t-conorms [14] when we have to merge different information (e.g. possibility distributions) provided by different or even a unique source (e.g. a sensor giving information at different times, etc.) on the same observed object.
Since fusion is not the appropriate tool in this context, the solution that we propose is the following: for each set containing m possibility distributions, we will induce a representative possibility distribution of that set (p Rep ), that is, a possibility distribution that represents the proportion of the different possibility degrees of the different values (class values). This possibility distribution is obtained via the arithmetic mean of p j = 1, . . . , m possibility distributions [3] and it is given by
Then, we should normalize p AM to obtain:
Finally, we can measure the non-specificity of p Rep using Eq. (11) and hence, discriminate between different sets of possibility distributions.
Components of NS-PDT
As mentioned in Section 2, ordinary decision tree algorithms are made up of three basic components, namely, (a) attribute selection measure, (b) partitioning strategy and (c) stopping criteria. Let us define these components for the NS-PDT approach.
4.2.2.1. Attribute selection measure. For our attribute selection measure, we were inspired by the well-known standard attribute selection measure, namely, the gain ratio criterion proposed by Quinlan [43] . Indeed, as explained above, this measure, which is essentially based on Shannon entropy, cannot be applied in the case of possibilistic labels. Hence, we have used the counterpart of the probabilistic Shannon entropy in possibility theory, namely, the non-specificity measure which also satisfies a set of mathematical properties: additivity, expansibility, symmetry, branching, monotonicity, etc. [30] .
Roughly speaking, standard attribute selection measures (e.g. gain ratio) will select the attribute giving more homogeneous partitions, i.e., giving less random partitions (i.e. with less entropy values). Likewise, in our possibilistic case, we will select the attribute resulting in less imprecise partitions (i.e. with less non-specificity values).
Given a training set T in which instances's classes are presented in the form of possibility distributions over the different possible class values and given the set of attributes, the non-specificity gain (NSG) of an attribute A k is defined by
where U ðp T Rep Þ denotes the non-specificity of the possibility distribution representing the set of possibility distributions in the set T.
And
NSG(T, A k ) assesses the amount of ''information precision" obtained after splitting our training set according to the attribute A k . Note that NSG(T, A k ) 2 [Àlog 2 (n), log 2 (n)] where n denotes the number of classes of the problem (n = jXj). Note the following particular values of NSG(T, A k ):
means that splitting according to A k will result in the maximum loss in precision, i.e., resulting subsets are less precise (in average) than the starting training partition. NSG(T, A k ) = 0: means that splitting according to A k will result in any loss nor any gain in precision. NSG(T, A k ) = log 2 (n): means that splitting according to A k will result in the maximum gain in precision, i.e., from a maximally imprecise set, we obtain maximally precise subsets.
Similarly to the C4.5 algorithm, in order to ovoid bias for attributes with many values, we will divide NSG(T, A k ) by SplitInfo(T, A k ) (see Eq. (5)):
Obviously, the attribute maximizing NSGr (non-specificity gain ratio) will be assigned to the decision node at hand. Note that our approach covers the special case of certain training data, i.e., training data which are labeled by certain possibility distributions. In this case, p AM will correspond to the frequency distribution (freq) of the different classes in a training partition. Consequently, the possibility distribution p Rep will represent a kind of normalized frequency Nfreq (a division by the maximum frequency). So an important question is: how does U(Nfreq) relate to E(freq)? (where U and E denote, respectively, the U-uncertainty and the Entropy measures).
To respond to this question, we should note the following cases:
If all instances in a training partition have the same class. This case characterizes a situation of complete knowledge. Consequently, the possibility distribution p AM (which is normalized by nature) will be equivalent to the frequency distribution freq(p AM = freq = Nfreq). For instance, if we are dealing with a training data with four classes, we will have p AM = Nfreq = freq = (1, 0, 0, 0). Thus, we obtain U(Nfreq) = E(freq) = 0. If a partition contains exactly the same proportion of classes. This case characterizes a situation of total ignorance. Again, the possibility distribution p AM (which is not normalized here) will be equivalent to the frequency distribution freq(p AM = freq). Normalizing p AM will result in a fully non-specific possibility distribution Nfreq. For instance, if we are dealing with a training data with four classes, we will have freq = (0.25, 0.25, 0.25, 0.25) and Nfreq = (1, 1, 1, 1) . Again, we obtain the equality: U(Nfreq) = E(freq) = log 2 (4) = 2. If a partition is neither pure nor fully non-specific, Nfreq will be different to freq and U(Nfreq) 6 ¼ E(freq). A more relevant conclusion is: E(freq1) > E(freq2) does not always imply that U(Nfreq1) > U(Nferq2). In fact, let freq1 = (0. Clearly, the last case, which is the most occurring in a decision tree building procedure, shows that our measure and the entropy based measure do not always select the same attribute even in the case where the training set is labeled by certain possibility distributions.
Partitioning strategy.
Once an attribute is selected at a given decision node and since we only deal with discrete attributes, the partitioning strategy will be the same as with ordinary decision trees, i.e., for each value of the selected attribute, an edge labeled with that value is added. The process continues, recursively, for each generated training partition T p as described in Section 2.
Stopping criteria.
Since our approach is dealing with training instances, classes of which are characterized by possibility distributions, the stopping criteria, mentioned in Section 2 cannot be directly applied and should be adapted to such a situation. We propose the following five cases for which we should stop growing the tree:
For each generated training partition T p :
1. If there is no further attribute to test, we declare a leaf labeled by p T p Rep : the possibility distribution representing the set of possibility distributions in T p . 2. Else, if NSGr 6 0 (no information is gained). On the contrary, when continuing splitting, we will lose information. In this case, the leaf will be labeled by p
Rep . 3. Else, if the non-specificity of the possibility distribution representing the training partition T p equals to 1 and p
Rep Þ ¼ 1Þ, i.e., the partition contains only fully non-specific possibility distributions (total ignorance). In this case, continuing the partitioning is useless. Hence, we declare a leaf labeled by p Rep Þ <¼ AvgU Þ, i.e., the training partition is enough pure. Thus, we declare a leaf labeled by p T p Rep . AvgU represents the average of non-specificity measures of each possibility distribution of each instance of the whole training set T:
where jTj denotes the number of instances of the training set and p r denotes the possibility distribution on the classes of the rth instance in T. Note that the value of AvgU ranges in the interval [0, log 2 jCj] where C corresponds to the set of classes of the problem.
It is important to mention that, when stopping criterion 3 or 4 are satisfied, the value of the NSGr criterion will be equal to 0, i.e., no information gain is obtained. We separated these criteria just to show the two particular cases of total ignorance and complete knowledge. Example 1. Let us use a modified version of the golf data set [37] to illustrate the induction of a non-specificity based possibilistic decision tree (NS-PDT). Let T be the training set composed of fourteen instances I i=1,. . .,14 which are characterized by four attributes:
Outlook: sunny or overcast or rainy. Temp: hot or mild or cool. Humidity: high or normal. Wind: weak or strong.
Two classes are possible either, C 1 (play) or C 2 (do not play). We have added uncertainty to T in an artificial manner: a possibility distribution was given for each class of each instance of T. The training set T is given by Table 1 Let us, first, compute AvgU (using Eq. (17)):
Let us show a detailed computation of the non-specificity gain ratio of only one attribute, namely, the ''Humidity" attribute. One should first determine p T Rep : From Table 1 , using Eq. (12), we obtain:
¼ ½0:73; 0:58:
We normalize (using Eq. (13)) to obtain: Hence, the attribute that will be assigned to the root node will be ''Humidity" since it has the highest non-specificity gain ratio among all the attributes. We get the NS-PDT tree as in Fig. 1 . For the training subsets T
Humidity high
and T Humidity normal , we apply the same process as we did for the training set T until one of the stopping criteria holds.
The final NS-PDT tree induced by our algorithm is given by Fig. 2 .
Classification procedure
Once the NS-PDT is constructed, we can classify any object having only values of all its attributes (see Section 2). As mentioned above, each leaf of our decision tree will be labeled by a possibility distribution over the different class values. Hence, to make a decision about the class of a given object, the decision maker can take the fully possible class label (i.e. the class having a possibility degree equal to 1). Moreover, in cases where there may be unequal predefined costs depending on several classes in classification, the decision maker could opt for a cost-sensitive classification.
Example 2. Let us use the induced NS-PDT tree given in Example 1 to classify the object O 1 (Outlook:overcast, Temp:hot, Humidity: high, Wind: strong). Beginning from the root node of the tree, and following the edges relative to O 1 's attribute values, we reach the leaf of the path (P 2 ) labeled by the possibility distribution [1, 0.35] . If we decide to take the fully possible class, object O 1 will be assigned the class C 1 .
Non-specificity based possibilistic option decision trees (NS-PODT)
In [27] , we have developed a variant of decision trees called possibilistic option decision trees (PODT) where each decision node can be split according to more than one attribute. Different options in the PODT are quantified via possibility distributions.
This section extends the NS-PDT approach, presented in the previous section, to deal with the uncertainty relative to the attribute selection step when several attributes appear as good discriminators. This extension have led to the so-called NS-PODT approach. We will, first, briefly recall basic parameters of the PODT approach. For more details, see [27] .
Possibilistic option decision tree approach (PODT)

Attribute selection
As it is described, the standard building procedure [43] chooses at each decision node the attribute having the maximum or the minimum value (according to the context) of this measure, assuming that it leads to the smallest tree, and the remaining attributes are rejected.
For instance, suppose that at a node n, we find that Gr(T, A 1 ) = 0.87 and Gr(T, A 2 ) = 0.86. In standard decision tree building procedure, the node n will be split according to the values of A 1 whereas A 2 is rejected in spite of the fact that the two values are almost equal (the case of equality may also occur). Because of the heuristic aspect of the attribute selection measure as well as its one step lookahead nature, the situation is somewhat problematic: we agree that A 1 is a good splitting attribute at this level but nothing guarantees that A 1 is the best choice.
Hence, after computing the gain ratios of the different attributes, one should establish priorities between these candidate attributes according to the obtained values and select attributes that appears possible to a certain extent as well instead of choosing only the one with the highest gain ratio and rejecting all the remainders. Thus, the idea of the so-called possibilistic option decision tree approach (PODT) is to assign to each decision node n, a normalized possibility distribution p An over the set of remaining attributes at this node, based on the set of gain ratios of the different attributes GR = {Gr(T n , A k ) s.t. A k 2 A n }. T n denotes the training subset relative to the node n.
Let A n be the set of remaining attributes at a decision node n and GR the set corresponding to their gain ratios. We define a quantitative possibility distribution p An by the following equation:
We interpret p An ðA k Þ as the possibility degree that a given attribute A k is reliable for the node n. An alternative manner to quantify the attributes was proposed by Hü llermeier in [23] , but the characteristics of our possibility distribution is that it proportionally preserves the gap between the different attributes according to their gain ratios and it does not use any additional parameter. Once possibility degrees are generated for each attri-bute, we use the option technique [6, 31] , i.e., a decision node n will not be only split according to the best attribute A Ã k ðA Ã k ¼ arg max A k 2An fGrðA k ÞgÞ but rather for all attributes in the set A Ã n which we define by A
A n denotes the set of candidate attributes at the node n and D represents an arbitrary threshold varying in the interval [0, 1]. The fixed value of D has a direct effect on the size of the tree. In fact, for a large (resp. small) value of D, the number of the selected attributes, at each node, will increase (resp. decrease) and hence, the tree will have a larger (resp. smaller) size. Note that when D = 0, in some cases (i.e. when there is no equality between attributes' gain ratios) we recover a standard decision tree as C4.5 of Quinlan.
Partitioning strategy and stopping criteria
Since we can have more than one attribute at a given decision node n (an option node), the partitioning is realized as follows: For each attribute A k 2 A Ã n and each value v 2 D(A k ), one outgoing edge is added to n. This edge is labeled with the value v and the possibility degree p An ðA k Þ which is interpreted as the reliability degree of that edge. Obviously, we keep the same stopping criteria as in standard decision trees.
Example 3. Let us use the original golf data set [37] to illustrate the induction of a possibilistic option decision tree (PODT). Let T 0 be the original training set labeled by the original crisp classes. The training set T 0 is given by Table 2 :
Assume D = 0.4 in Eq. (19) . Let us compute the gain ratios of the different attributes at the root node n = 0: We remark that the attribute ''Outlook" has the highest gain ratio. Let us now, compute the possibility degrees of the different attributes, using Eq. (18), in order to define the set A Ã 0 : )), which we denote by PODT 0.4 , is given by Fig. 3 . For clarity reasons, abbreviations of the attribute values are used instead of complete words (e.g. ''ho" for the value ''hot", ''hi" for ''high", ''we" for ''weak", etc.).
Building procedure in NS-PODT
Building a NS-PODT represents an extension of the building procedure of a NS-PDT to make this latter able to deal with the uncertainty relative to the attribute selection. As a consequence, we should modify some parameters of the NS-PDT approach, mainly, the attribute selection and the partitioning strategies.
In fact, instead of selecting only one attribute: the attribute maximizing NSGr, a set of possibly reliable attributes, i.e, attributes with high and close non-specificity gain ratios, will be assigned to the decision node at hand. We will follow the same procedure described in Section 5.1 but with the difference of using the NSGr attribute selection measure (Eq. (16)) instead of the traditional gain ratio (Eq. (4)) in Eq. (18) .
where NSGR = {NSGr(T n , A k ) s.t. A k 2 A n }. We keep the same stopping criteria of the NS-PDT approach. Since more than one attribute can be selected in a decision node, the partitioning strategy of the NS-PODT will be the same as with the PODT approach (described in Section 5.1.2). Let T be a training set composed of p objects I j:1,. . .,p characterized by m discrete attributes (A 1 , A 2 , . . . , A m ) and belonging to the set of q mutually exclusive classes C = {C 1 , C 2 , . . . , C q }. The NS-PODT algorithm uses a top down induction of decision tree approach. The different steps of the NS-PODT algorithm are described as follows: Algorithm 1. NS-PODT building algorithm Begin 1. Generate the root node of the non-specificity based possibilistic option tree including all the objects of the training set T. 2. Set the value of the threshold D (Eq. (19) ) to control the number of attributes to be selected at each decision node: jA Ã n j, and hence, to control the size of the tree. 3. Verify if the generated node satisfies or not at least one of the stopping criteria listed in Section (4.2.2):
(a) If yes, declare it as a leaf labeled by the appropriate possibility distribution.
(b) Else, compute for each attribute, among those that have not been used so far, its non-specificity gain ratio (NSGr), then, generate its possibility degree of being a'reliable' splitting attribute using Eq. (20) . Finally, choose the attributes satisfying Eq. (19) which will correspond to the root node of the NS-PODT tree relative to the whole training set. 4. Develop, for each value of each attribute in the set A Ã n , one outgoing edge marked with that value v and the possibility degree p An ðA k Þ of the corresponding attribute. The partitioning strategy (see Section 5.1.2) leads to several training subsets. 5. Create a root node relative to each induced training subset. 6. Repeat the same process for each training subset from step 3. 7. Stop when all the generated nodes of the latter level are declared as leaves. End.
Classification procedure in NS-PODT
In addition to the classification of new certain instances (with unknown class values), i.e., ordinary instances, attribute values of which are known with certainty, the NS-PODT approach deals with the classification of uncertain instances, i.e., instances characterized by uncertain attribute values. In this section, we propose a method which ensures the classification of such instances. Uncertainty here is also handled in the possibilistic framework.
Given the set of attributes A, the instance to classify is described by a vector of possibility distributions i ! ¼ ðp Table 3 gives an example of an uncertain instance i 1 ! to classify.
In order to classify an uncertain instance (e.g. i 1 ! ) within a NS-PODT tree, we need to carry out the following steps:
Step one: Instance propagation At each option node of a NS-PODT tree, the instance to classify can branch in different directions depending on the chosen attribute to test on. To each one of these attributes, we have assigned a possibility degree p An ðA k Þ (Eq. (20)) indicating the possibility that a given attribute is reliable for a given option node n. Thus, throughout a given NS-PODT, whenever an instance follows an attribute A k , the related possibility distribution in the instance to classify (p A 0 k ) should be discounted according to the possibility degree of the followed attribute (p An ðA k Þ) using Eq. (9) . The resulting discounted possibility degrees will replace the degrees labeling the NS-PODT.
Step two: Exploring paths Once the propagation is made within the NS-PODT tree (step 1), we should explore all its paths in order to determine their corresponding possibility degrees based on the 'new' discounted possibility degrees labeling the tree. Since a path represents a conjunction of edges, we have used the minimum conjunctive operator to define the possibility degree of a path p = (n 0 , . . . , n k ) as
where p edge ((n i , n i+1 )) denotes the possibility degree labeling the edge (n i , n i+1 ) and l(p) denotes the length (number of nodes) of the path p. We interpret p path (p) as the reliability degree of the path p. It indicates to what extent the path is supporting the instance to classify according to its attribute values (i.e. the possibility degrees labeling its attributes).
Step three: Exploring leaves Recall that each leaf in a NS-PODT tree is labeled by a possibility distribution on the different class values. Therefore, one should refine the possibility distribution labeling each leaf by the reliability degree of the path leading to that leaf by applying the discounting formula given by Eq. (9). Obviously, possibility distributions labeling leaves of fully reliable paths of the tree (i.e. with reliability degree equal to 1), will remain unchanged. In the case of fully unreliable paths, i.e., paths which are not supporting the object to classify, all possibility distributions will move to the total ignorance in order to be ignored later.
Once discounted, the idea is to rank, by level of non-specificity, the resulted possibility distributions according to their non-specificities, i.e., from the least non-specific (the most specific) to the most non-specific (the least specific). Obviously, each level may contain more than one possibility distribution. Having the different sets of possibility distributions, ranked in decreasing order by level of non-specificity, the classification result of the instance at hand is done according to the following algorithm: 
Algorithm 2. NS-PODT classification algorithm
End.
Note that, by convention, level (n+1) has the maximum non-specificity value which is equal to log 2 jCj. Recall that C represents the set of possible classes of the problem. If level (n+1) is reached, the classification result p Rep Þg. In the proposed procedure, we chose to take into account the non-specificity of the resulting possibility distributions in order to make our decision. The choice of the more specific possibility distribution is justified by the fact that the path leading to this latter, better supports the object to classify (according to the possibility degrees labeling object's attributes). Because we could have cases of equal non-specificities, we proposed to use levels of non-specificities. Each level gathers together possibility distributions with equal non-specificities. We move to a next level only when its non-specificity is lower than the non-specificity of the representative possibility distribution of the current level.
Example 4. Suppose we have to classify the instance i 1 ! given in Table 3 using the induced NS-PDT tree of Example 1 given in Section 4. Note that, in this case, the induced NS-PDT tree is equivalent to an NS-PODT 0 : a NS-PODT D tree with D = 0 (no equality between attributes has been occurred in any node).
Step one: Instance propagation Starting from the root node of the NS-PODT 0 (see Fig. 2 ), the instance i 1 ! will follow all the edges of the tree. According to the reliability degree of each followed edge, we will discount the corresponding possibility distribution p 0 A k as mentioned above. Note that in the NS-PODT 0 , all edges are fully reliable (reliability degrees equal to 1) since we have obtained only one attribute in each decision node. Consequently, the different edges of the NS-PODT 0 will be labeled by the discounted possibility distributions which, in this particular case, will remain unchanged.
Step two: Exploring paths Let us compute the possibility degree relative to each path using Eq. (21): (P 1 ): min(1, 1) = 1 (P 2 ): min(1, 0.5) = 0.5 (P 3 ): min(1, 0.7, 0) = 0 (P 4 ): min(1, 0.7, 1) = 0.7 (P 5 ): 0.5
Step three: Exploring leaves
The possibility distribution labeling each leaf of the tree will be discounted according to the possibility degree of the path leading to that leaf:
The rank is given by level 1 : f½0:31; ½10:3g level 2 : f½10:5; ½10:5g level 3 : f½11g )According to the procedure proposed above, the classification result will be the distribution: [1 0.5] which means that the class of i 1 ! is C 1 with a possibility degree equal to 1 and C 2 with a possibility degree of 0.5.
Experimental results
In a first step, the main purpose of our experimental study was to show that exploiting uncertain data for decision tree induction by using the proposed NS-PDT approach is usually better than the obvious alternative, namely to ignore such data and learn with a standard decision tree algorithm from the remaining (exactly labeled) examples. Afterwards, the experiments will show that the extended version, namely, NS-PODT outperforms NS-PDT in terms of classification performance, hence, paying off the increased complexity of the former.
For the evaluation of different possibilistic decision tree approaches proposed in this paper, we have developed a possibilistic decision tree toolbox (PD2T) implemented with Matlab 6.5. The toolbox includes a homemade implementation of the C4.5 algorithm, an implementation which is faithful to the original C4.5 as presented by Quinlan [43] . From this implementation, we have derived all of the PODT, the NS-PDT and the NS-PODT approaches. We have also used the well-known Weka data mining tool [50] , especially, the J48 classifier (an implementation of C4.5).
The experimental study is based on several data sets selected from the U.C.I. repository of machine learning databases [37] . A brief description of these data sets is given in Table 4 . #Data, #attributes, #classes denote respectively the total number of instances, the number of attributes and the number of classes.
In order to conduct our experiments for both NS-PDT and NS-PODT approaches, we have ''contaminated" these data sets by transforming the original crisp classes by possibility distributions over the different classes. We used levels of uncertainty (L%) when generating these possibilistic training sets. More precisely, for each training instance from the L% randomly chosen instances, we have assigned a possibility degree equal to 1 to the original class and a random possibility degree (from [0, 1[) to the remainders in an uniform way. To each one of the remaining (100 À L)% instances of the original training set, we have assigned a completely sure possibility distribution corresponding to the original crisp instance's class. For our experiments, we have varied L from 0 (crisp training set) to 50 (half of the training instances has an uncertain class label).
In order to determine the accuracy of the induced trees, we have used two criteria, the first is relative to the percentage of correct classification (PCC) expressed by PCC ¼ number of well classified instances total number of classified instances Â 100 ð22Þ and the second corresponds to a distance based criterion (PCC_dist) which we propose as a new criterion that is more appropriate to the possibilistic context:
Recall that within our possibilistic decision tree approach, the classification result is given in the form of a possibility distribution (p res ). Thus, the idea is to choose for each instance to classify the class having the highest possibility degree (equal to 1). If more than one class is obtained, then one of them is chosen randomly. The obtained class is considered as the class of the testing instance. Consequently, number of well-classified instances in Eq. (22) corresponds to the number of testing instances for which the class obtained by the possibilistic decision tree approach (the more plausible class) is the same as their real more plausible class.
The limitation of the PCC criterion, in our case, is that it chooses randomly one of the more plausible classes which may miss-classify some instances. Moreover, even when there is only one more plausible class, focusing on that class and ignoring the rest of the classes (classes with possibility degrees different to 1) is problematic. In fact, ignoring the rest of the degrees implies ignoring a part of the information given by the resulting possibility distribution (p res ). So, we were inspired by the criterion proposed in [2] to define the PCC_dist criterion which takes into account the mean distance relative to all the classified testing instances: the average of the distances between the resulting possibility distribution (p res ) and the real possibility distribution (p j ) of each classified instance I j ! . When Dð I j ! Þ is close to 100, the classifier is good whereas when it falls to 0, it is considered as a bad classifier. The experimental methodology is as follows: for each training set and for each uncertainty level L (from 0% to 50%), we have induced a NS-PDT tree. On the other hand, a C4.5 tree was induced from the corresponding training set, i.e., the ordinary training set from which we have discarded the L% instances to which we have assigned imprecise class labels since the C4.5 algorithm can not deal with such instances. Then, both approaches are evaluated on the same testing sets: ordinary testing sets for C4.5 trees have been used and their corresponding testing sets (with completely sure possibility distributions on the original class labels) for NS-PDT trees: this corresponds to one iteration of the 10-fold cross validation process used for the evaluation of the approach. Table 5 reports the different obtained results after varying the training sets' level of uncertainty L% from 0% to 50% for each database. MPCC denotes the mean PCC (complemented by standard deviation) of the induced decision trees for NS-PDT, C4.5-U (Unpruned) and C4.5-P (Pruned) approaches after a 10-fold cross validation testing process. Table 5 shows that the NS-PDT approach gives interesting results when compared with the famous C4.5. Note that the aim of this comparison is not to directly compare the two approaches since C4.5 is only used in certain environments while the NS-PDT approach deals with both certain and uncertain environments.
From Table 5 , we can see that for low levels of uncertainty and especially, when there is no uncertainty in the training set (L = 0%), accuracy rates of the state-of-the-art C4.5 approach (regardless of pruning) are slightly higher than those of NS-PDT. Interestingly, the NS-PDT approach begins to perform better than C4.5 for higher levels of uncertainty (e.g. L = 40% for W.B.Cancer dataset, (L = 20%, Voting), (L = 30%, Solar Flare) and (L = 10%, Balance and Nursery)). In fact, classification accuracies of both approaches decrease when the level of uncertainty increases. This can be explained by the fact that the higher the level of uncertainty (L%), the less informative the training set becomes (consequently, the harder the learning becomes), and therefore the less accurate the predictions are. In spite of this decrease in accuracy, we can see that the classification rate of NS-PDT is greater than the one of C4.5 (even for the C4.5-P) and this difference becomes more important for training sets with higher proportions of uncertain instances.
Besides, from the above reported percentages, we can see that, for the Balance (three classes) and Nursery (five classes) data sets, the NS-PDT approach rapidly outperforms C4.5 (only from L = 10%). This represents an interesting result. Indeed, it shows that the NS-PDT approach is well suited for problems with large number of classes where uncertainty becomes more relevant and more difficult to manage.
The principal result of this table is that, generally, rejecting training instances, classes of which are imprecisely defined, is not a good practice and reduces the accuracy of the induced classifier ''(and especially for muti-class problems)". This issue can be avoided and well handled by the use of the proposed NS-PDT approach which can exploit the information contained in imprecise labels.
Regarding the complexity, let us note that for each uncertainty level L%, the obtained NS-PDT trees and C4.5-U trees have almost the same number of leaves (with a slight increase for the NS-PDT approach). This can be due to the fact that C4.5-U trees are induced from smaller training sets, i.e., training sets from which we have discarded imprecisely labeled instances. Table 5 Results for C4.5 and NS-PDT (MPCC and standard deviation) Table 6 reports the mean PCC_dist value (complemented by standard deviation) for each database for the different levels of uncertainty after a 10-fold cross validation process. Note that high values of the PCC_dist criterion do not only imply that the induced trees are accurate but also imply that the possibility distributions provided by the induced NS-PDT trees are of high quality and faithful to the original possibility distributions. Again, from Table 6 , we can see that PCC_dist values decrease when L% increases (for the same explanation provided above for Table 5 ).
Let us move to Table 7 for the evaluation of the extension of NS-PDT, namely the NS-PODT approach to show the effect of the ''optional" splitting on the accuracy of the induced trees.
We followed the same experimental strategy: for each value of D (from 0 to 0.5), we varied the level of uncertainty L% (from 0 to 50). Note that the variation of D differs from one data set to another. In fact, this is done experimentally: since for larger values of D the tree size becomes more and more important, then, we stopped the variation of D when we reach a compromise between the size and the accuracy of the induced tree, i.e., a reasonable size and a relatively high accuracy (compared with the initial tree NS-PODT 0 ). Table 7 reports, for each data set, the mean accuracy rate (MPCC) of the induced NS-PODT D trees after running a 10-fold cross validation testing process. In our experiments, we have varied D from 0 to 0.5 but we only report results for the special case (D = 0) and for the optimal value of D (marked with Ã) which induces the most accurate NS-PODT tree. Note that in [27] , we have shown that the performance of PODT is neither a monotone increasing nor a monotone decreasing function of the parameter D. We obtained similar results with NS-PODT.
From Table 7 , we notice that for some data sets (voting, solar flare and nursery), NS-PODT 0 is equivalent to NS-PDT which means that there is no equality between the discriminative power of the attributes during the whole building process of the induced trees. Besides, the value of the optimal D is purely experimental and depends on the used data set (D = 0.1 for W.B.cancer and balance data, 0.4 for solar flare and 0.2 for nursery). Table 7 Results for NS-PODT D (MPCC and standard deviation) The results given in Table 7 confirm the results reported in our previous work [27] . Indeed, even with the new approach which uses new parameters, considering more than one attribute in some decision nodes, i.e, those that appear as possibly good discriminators instead of rejecting them may increase the classification accuracy of the resulted trees. In fact, except the Voting data set, we can see that for each data set, the NS-PODT approach outperforms NS-PDT in terms of classification performance, so, paying off the increased complexity of NS-PODT. Hence, we can conclude that using the ''optional" splitting when building decision trees might enhance the accuracy of the induced trees.
Related works
Many decision tree approaches under uncertainty were proposed in the literature, namely, probabilistic decision trees [7, 42] , belief decision trees [10, 16, 46, 47] , possibilistic decision trees [2, 4, 23, 27] , fuzzy decision trees [26, 34, [38] [39] [40] 52] and credal decision trees [1] . The difference between the existing approaches lies mainly in the type of uncertainty presented to the problem at hand (incompleteness, conflict, imprecision, vagueness, etc.) and especially in the way of dealing with that uncertainty when building the tree.
Within the possibilistic framework, Borgelt et al. [4] proposed a possibility based attribute selection measure which they used for the induction of possibilistic decision trees. In their work, the authors take the probability distributions, i.e. the frequency distributions of the instances reaching each node as possibility distributions (an interpretation which is based on the context model of possibility theory [19, 32] ). As the role non-specificity plays in possibility theory is similar to that of Shannon entropy in probability theory, a nonspecificity based attribute selection measure is constructed from it in the same way as the information gain ratio criterion of the well-established C4.5 algorithm [43] is constructed from Shannon entropy. This measure is slight different from the measure we used in this paper but it is the way of using this measure that is totally different. In fact, in our approach, the parameters of the induction method and the induction method itself are different from Borgelt's work which keeps the same parameters of the C4.5 algorithm. Furthermore, in our work, the need of using a non-specificity based attribute selection measure suggests itself since instances' classes in the training set are given by normalized possibility distributions. On the contrary, in Borgelt's work, instances' classes in the training set are crisp.
Still within the possibilistic framework, we can mention two additional works. First, the work proposed by Hü llermeier [23] in which he used a possibilistic branching within the lazy decision tree technique. In this work, the author has not dealt with any uncertainty in the training set (building phase) nor in the classification phase. In the second work [2] , the authors have only dealt with uncertainty in the classification phase. More precisely, they extended ordinary decision trees by proposing a method for the classification of instances having uncertain attribute values (given by qualitative possibility distributions) using the leximin-leximax criterion [36] .
As we have proposed a non-specificity based attribute selection measure in our approach, it is important to note that the idea of using non-specificity for building decision trees is not new. In fact, it has been used with other uncertainty theory frameworks. In 1995, Yuan et al. proposed a measure of classification ambiguity which is defined from both a measure of fuzzy subsethood and a measure of non-specificity. This measure was used as an attribute selection measure to construct fuzzy decision trees [52] . Since then, many other fuzzy decision tree techniques were proposed [26, 34, [38] [39] [40] . In these different works, fuzzy set theory is used either to manage fuzzy attributes and/or fuzzy labels in the training set or to search for the degree of softness in every node of the built tree or to integrate some interesting fuzzy tools during the building phase.
More recently, Denoeux et al. have dealt with the induction of belief decision trees from data with partially defined classes presented in the form of basic belief assignments (b.b.a.) [10] . The authors have used a total uncertainty criterion as a measure of discrimination based on both measures of non-specificity and conflict relative to belief function theory. In the same context, another approach was proposed by Elouedi et al. for inducing belief decision trees (BDT) [14, 15] and pruning methods for this approach have been recently proposed [46] . In the BDT approach, the authors have presented two attribute selection measures using the belief function formalism, one parallel to Quinlan's measure based on Shannon entropy (the averaging approach), the other close in spirit to the transferable belief model [45] (the conjunctive approach). Note that, differently to the approaches listed above, this approach did not use any non-specificity measure. The common point between belief decision trees and our approach is that we start with the ''same" hypothesis: uncertain classes in the training set, but it is the theory and the interpretation of the two theories that differ.
Another decision tree approach using non-specificity is the one proposed by Abellan et al. [1] . In their approach, which has no relation with the ours, the authors used the imprecise Dirichlet model [48] to estimate the probabilities of instances' classes reaching a given node. More specifically, the probability of each class is transformed into a probability interval (imprecise probability) to obtain what they called a credal set (a convex set of probability distributions). Then, they proposed a total uncertainty measure (non-specificity + entropy) to assess the impurity of the different nodes (credal sets) of the tree under construction.
Several non-standard classification techniques were proposed in the literature. We can mention the belief knearest neighbor classifier [8] and the belief neural network classifiers [9] both based on Dempster-Shafer theory. We can also mention the possibilistic instance based learning approach [24] . In [25] , the author reviewed some typical applications of fuzzy set theory to machine learning techniques. More recently, a fuzzy lattice reasoning classifier [28] was proposed to induce rules in a mathematical lattice data domain. This classifier has the advantage of being incremental and able to deal with missing data.
Conclusion
In this paper, we have presented a classification technique under an uncertain environment. First, we have proposed the NS-PDT approach, then we have extended it to obtain the NS-PODT. It is the result of the combination between the decision tree technique and possibility theory. This combination makes the former able to deal with uncertainty which can appear in different parameters of the classification problem. Obviously, we are interested in the uncertainty that has a possibilistic nature.
In a first part, we considered the case where instances's classes in the training set are given by possibility distributions. As a consequence, when building the tree, instances reaching the different nodes of the tree will be characterized by possibility distributions over the different classes of the problem instead of crisp classes. In order to adapt the ordinary decision tree learning algorithm to such a situation, we have proposed a non-specificity based attribute selection measure (the NSGr criterion) instead of Quinlan's gain ratio criterion which is based on the probabilistic Shannon entropy. Then, we have defined the different parameters of the so-called NS-PDT approach.
In a second part, based on our previous work [27] , we have extended the NS-PDT approach to deal with another kind of uncertainty which is hidden in the decision tree building procedure. More precisely, we have made the NS-PDT approach able to deal with the uncertainty related to the choice of an attribute among a set of attributes with equally or nearly equal NSGr values. Hence instead of selecting only one attribute in a given decision node and rejecting the others, with the so-called NS-PODT approach, we allow the selection of more than one attribute: the most possibly reliable ones. Obviously, each attribute will be characterized by its possibility degree. The different parameters of this approach have been also detailed.
Another interesting contribution lies in the use of the induced NS-PODT tree, i.e., in the classification (inference) task. In fact, in addition to the classification of instances having crisp attribute values, we have proposed a whole procedure allowing the classification of instances having uncertain attribute values, i.e., we considered the case where the knowledge about the value of some attributes is represented by a possibility distribution.
After the presentation of the theoretical concepts underlying the different proposed possibilistic decision tree approaches, we have evaluated them by applying them on commonly used data sets obtained from the U.C.I. repository [37] . In a first part, experimental studies have shown that ignoring training instances, classes of which are imprecisely defined, is not a good practice and reduces the accuracy of the induced classifier which can be avoided and well handled by the use of the proposed NS-PDT approach.
In a second part, the extension of the NS-PDT approach, namely the NS-PODT approach has shown that the classification accuracy can increase when varying D until reaching a specific value which is purely experimental. This value is relatively small and hence the time and space complexity remain reasonable. We plan to use our approach for the intrusion detection problem where the knowledge about connection types (normal, a specific attack type) is, by nature, afflicted with uncertainty. We also think that the pruning issue should be investigated and aim to extend our approach to handle continuous attributes in the future.
