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Abstract
We give a characterization of the palindromes in a class of in3nite words over  = {1; 2}
related to the Kolakoski word K . This characterization, based on the left palindromic closure
of all pre3xes of K , is obtained by using a bijection between the class of right in3nite words
over  and a class of words over the same alphabet, and reveals the 3rst link between the
existence of some palindromes and the recurrence of K . Indeed, the existence of arbitrarily long
palindromes implies the recurrence of K , and a stronger assumption implies the closure of the
set of its factors by permutation of the letters in .
c© 2002 Elsevier Science B.V. All rights reserved.
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In girum imus nocte et consumimur igni
1. Introduction
Axel Thue initiated in a series of papers [21,22] the study of regularities or patterns
in 3nite and in3nite words, and a modern presentation of its papers can be found in
the annotated translation provided by Berstel [2]. In his second paper [22], dealing
with the repetitions of some patterns, Thue introduced the notion of recurrent word,
which requires that each factor appears in3nitely many often. Forgotten for a long time,
some of his results were rediscovered by Morse [18] who also de3ned a measure of
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recurrence, the recurrency index, which depicts recurrence as a local property when
the index is bounded.
These notions are closely related to compressibility of words. Indeed, a word having a
lot of regular patterns is in general highly compressible, while a random-like word will
not. This phenomenon can be observed with the classical data compression schemes:
words with few regularities are not compressed even if they are generated by some
simple devices as in the case of the de Bruijn sequence [4].
Among the (popular) regular patterns, palindromes play an important role. In [22],
they are essential in order to construct two-sided in3nite overlap-free words. Indeed, let
 :∗→∗ be the morphism de3ned by (1)= 12; (2)= 21. Then the Thue–Morse
word
M = lim
n→∞ 
n(1) = 1221211221121221 : : :
is an in3nite overlap-free word, and the palindromic left-closure of M; M˜M is a two-
sided in3nite and overlap-free word. Moreover, two-sided in3nite overlap-free words
are characterized by means of the morphism  and are recurrent.
Palindromes are also the corner stone of the characterization of Sturmian words
given by de Luca and Mignosi (see [17]). The set of factors of an in3nite Sturmian
word is closed under the reversal or mirror image operation, and consequently, all
Sturmian words are recurrent. In [10], Droubay and Pirillo obtained a nice character-
ization of Sturmian words by using palindrome complexity. A survey on palindrome
complexity can be found in [1]. In computational biology, palindromes are also use-
ful for the compression of DNA sequences [11] or the prediction of RNA secondary
structures [12].
In addition to the theoretical results already mentioned, it is worth noting the fas-
cination exercised by palindromes in natural languages—the ancient Greeks often put
	 o o  o o 	 1
on fountains [13]—not to mention the celebrated “grand palindrome” of Georges Perec
published in 1969 and entitled “9691” which contains more than 7600 letters [20].
In this paper, we describe a general framework for the study of a particular class
of in3nite words over the 2-letter alphabet = {1; 2}, which is invariant under the
action of the run-length encoding operator. This class is related to the curious sequence
of Kolakoski K , which received a noticeable attention and shows some intriguing
combinatorial properties, constituting mainly a bouquet of conjectures. By a skillful
manipulation of the operator, the (3nite) palindromes of this class are characterized
by the left palindromic closure of the pre3xes of the Kolakoski sequence and reveal
an interesting perspective for understanding some of the conjectures. In particular,
recurrence, mirror invariance and permutation invariance are all direct consequences
of the presence in K of these palindromes. This last assumption, however, remains a
conjecture.
1 “Wash the sins not only the face”.
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Other regularities can be studied in this framework and will appear in a forthcoming
paper. This work is an excerpt of the Master thesis of Annie Ladouceur [15], which
also contains numerous computations performed with an eLcient library of functions,
and these computations have led us on the track of the palindromic properties presented
here.
2. Denitions and notations
Let us consider a 3nite alphabet of letters . A word is a 3nite sequence of letters
w : [1::n]→ ; n ∈ N;
of length |w|= n. The set of n-length words over  is denoted n. By convention the
empty word is denoted  and its length is ||=0. The free monoid generated by  is
de3ned by ∗=
⋃
n¿0 
n. The set of right in3nite words is denoted by ! and ∞ is
the set ∗ ∪!. The length of a word w is |w|, and the number of occurrences of a
letter ∈ is |w|. Clearly, the length of a word is given by the number of its letters
|w| = ∑
∈
|w|: (1)
Given a word w∈∗, a factor f of w is a word f∈∗ satisfying
∃x; y ∈ ∗; w = xfy:
If x=  (resp. y= ) then f is called pre;x (resp. su=x). A block of length k is a
factor of the particular form f= k , with ∈. The set of all factors of w is denoted
by F(w), and those of length n is Fn(w)=F(w)∩n. Finally, Pref (w) denotes the
set of all pre3xes of w. Adopting a consistent notation for sequences of integers,
N∗=
⋃
n¿0Nn is the set of 3nite sequences and N! is those of in3nite ones.
Denition 1. The mirror image u˜ of u= u1u2 : : : un ∈n is the unique word satisfying
u˜i = un−i+1 ∀16 i 6 n:
A palindrome is a word p such that p= p˜. Over the restricted alphabet = {1; 2},
there is a usual length preserving morphism, the complementation or permutation of
the letters, de3ned by N1=2 and N2=1, which is extended to words as well.
Denition 2. The permutation of u= u1u2 : : : un ∈n, is the word
Nu = u1 u2 u3 : : : un:
An in3nite word w is recurrent if every factor has in3nitely many occurrences, and
if the distance between occurrences is bounded, we have the following stronger notion
of recurrence [18].
Denition 3. An in3nite word w is uniformly recurrent if it satis3es
∀n ∈ N;∃R(n) ∈ N such that [u ∈ Fn(w) and v ∈ FR(n)(w)]⇒ u ∈ F(v):
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Clearly, every periodic word is uniformly recurrent, and there exist recurrent but
non-periodic words, the Thue–Morse word M being one of these [18].
3. Run-length encoding
The widely known run-length encoding is used in many applications as a method
for compressing data. For instance, the 3rst step in the algorithm used for compressing
the data transmitted by fax machines, consists of a run-length encoding of each line
of pixels. In combinatorics on words, it is a convenient method of coding words, and
has been used for the enumeration of factors in the Thue–Morse sequence [3].
Let = {1; 2; : : : ; k} be an ordered alphabet. Then every word w∈∗ can be
uniquely written as a product of factors as follows:
w = i11 
i2
2 
i3
3 : : : 
ik
k 
ik+1
1 
ik+2
2 : : : 
i2k
k 
i2k+1
1 : : : ;
where ij¿0. Note that in the case of a 2-letter alphabet there is no zero exponent in
the coding. The operator giving the size of the blocks appearing in the coding is a
function  :∗→N∗, de3ned by
(w) = i1i2i3 : : : =
∏
k¿0
ik ;
which is easily extended to in3nite words as  :!→N!.
Examples. Let = {a; b; c}, and w= aaabbaaaacccccaa, then
w= a3b2c0a4b0c5a2;
(w) = [3; 2; 0; 4; 0; 5; 2]:
Let = {1; 2}, and w=12212211, then
w= 1122112212;
(w) = [1; 2; 1; 2; 2]:
Often the punctuation and the parentheses are omitted in order to manipulate the more
compact notation
(w) = 12122:
This last example is characteristic. Indeed, the coding integers coincide with the alpha-
bet on which is written w, so that  can be viewed as a partial function
 : {1; 2}∗ → {1; 2}∗:
This particular case raises the problem of the existence of 3xpoints, which will be
considered later, but note for the moment that w cannot contain the factors 111 nor
222, called cubes.
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Although a general theory can be done over arbitrary alphabets, in the way of Lamas
[16], we restrict from hereon the study to words over the 2-letter alphabet = {1; 2}
and being without cubes.
The function  is not bijective because (w)=( Nw) for every word. However,
pseudo-inverse functions
−11 ; 
−1
2 : 
∗ → ∗
can be de3ned by
−11 (u) = 1
u[1]2u[2]1u[3] : : : ; (2)
−12 (u) = 2
u[1]1u[2]2u[3] : : : : (3)
The following property is immediate:
∀u ∈ ∗; −12 (u) = −11 (u): (4)
The operator  can be iterated, provided the process is stopped when the coding
alphabet changes or when the resulting word has length 1.
Example. Let w=12211211. The successive application of  gives
0(w) = 12211211;
1(w) = 12212;
2(w) = 1211;
3(w) = 112;
4(w) = 21;
5(w) = 11;
6(w) = 2:
Looking at the column word
u = 0(w)[1] : : : 6(w)[1] = 1111212;
the initial word w can be retrieved, starting from the bottom and writing the prescribed
number of consecutive letters.
A natural question concerns the reversibility of this construction. The fact that
(1) = (2) = 1 = k(1); ∀k ∈ N
shows that the column word u′=11112121k ;∀k¿0 also permits the retrieval of w.
To avoid this redundancy, it suLces to restrict the column words to the words ending
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with 2. Moreover, in order to keep the coding alphabet constant = {1; 2}, we de3ne
the set
(k)() = {w ∈ ∗ | (k(w) = 2) ∧ (∀j; 16 j 6 k − 1; j(w) ∈ +)}:
Therefore, the desired bijection is (since (2)=(1)= 1) ! :(k)()→k · 2 de3ned
by
!(w)[j] = j(w)[1] for 06 j 6 k: (5)
Of course, this bijection extends to in3nite words, provided some precautions are taken.
Indeed, let
K = {w ∈ ! | ∀k ∈ N; k(w) ∈ !}:
One can convince himself that this set does not contain, periodic words. Indeed, 
contracts the length of the (3nite) period, yielding eventually to the computation of 1!
or 2! (see [8,16]). The extension of ! is ! :K→!, denoted and de3ned identically
by (5).
The operator  has two 3xpoints, that is
(K) = K; (1 · K) = 1 · K;
where K is the Kolakoski word [14], whose 3rst terms are
K = 22112122122112112212112122112112122122112122121121122 : : : :
By covention we set !(1 · K) = 1!. Clearly K ∈K, and !(K)= 2!.
An operator closely related to  is also useful. It is a function
D : ∗ → ∗;
de3ned as follows:
D(w) =

 if (w) = 1 or w = ;
(w) if (w) = 2x2 or (w) = 2;
x2 if (w) = 1x2;
2x if (w) = 2x1;
x if (w) = 1x1:
Performing D amounts simply to eliminate one leading and one trailing 1, when they
appear in (w). Note that this implies that D is de3ned only for 3nite words.
Example. D(122121)=211.
Obviously, D can be iterated, and w is called di>erentiable if D(w) is de3ned, that is
if it does not contain cubes. By extension, w is called k-di>erentiable, k¿1, if Dj(w)
is de3ned for all j6k. Finally, w is ∞-di"erentiable or smooth, when
∃k ∈ N such that Dk(w) = :
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The class of ∞-di"erentiable words is denoted C∞(), for which a notion of primitive
exists, D−1 :C∞()→ 2C∞() de3ned by
D−1(w) = {u ∈ C∞() |D(u) = w}: (6)
A word admits at most 8 primitives:
D−1(w) ⊆ {1; 2; }(−11 (w) ∪ −12 (w)){1; 2; }:
For instance, D−1(2)= {22; 122; 221; 1221; 11; 211; 112; 2112}. Clearly, C∞() is the
cone of iterated primitives of the empty word :
C∞() =
⋃
n¿0
D−n(): (7)
The operator D was introduced by Dekking [8] and was used for the enumeration of
C∞ words by Weakley [23]. In the thesis of Lamas [16], appears the bijection ! used
for a classi3cation of in3nite words. Independently, Dekking [9] used this bijection in
order to show the existence of words satisfying n(w)=w, for all n∈N. The Kolakoski
word K corresponds to the case n=1.
It is easy to check that  and D commute with the mirror image ( ˜ ), and are stable
for the permutation (N):
Proposition 4. For all u∈∗, the operators  and D satisfy the conditions
(a) (u˜)= ˜(u); ( Nu)=(u),
(b) D(u˜)= ]D(u); D( Nu)=D(u).
These properties indicate that the sets K and C∞() are closed under these opera-
tions:
u ∈ k() ⇔ Nu; u˜ ∈ k(); (8)
u ∈K ⇔ Nu ∈K; (9)
w ∈ C∞() ⇔ Nw; w˜ ∈ C∞(): (10)
The fact that u˜ does not appear in statement (9) is not surprising because closure by
mirror image clearly requires to work with two-sided in3nite words. For our purposes,
this generalization is needless and will appear in a forthcoming paper.
4. Palindromes: Anne I stay a day at Sienna
We proceed now on the explicit construction of the set P of all palindromes in
C∞(). Recall that a palindrome satis3es p= p˜. From the properties satis3ed by 
and D (Proposition 4) it follows that P is closed by permutation, mirror image, and
stable by  and D:
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Proposition 5. The set of palindromes P⊂∗ satis;es the following closure proper-
ties
P = P˜ = NP and D(P) ⊂ (P) ⊂ P:
On the other hand, P is not stable by inverse images of  and D. Indeed, each even
length palindrome is characterized by
(p = p˜) ∧ (|p| = 2k) ⇔ ∃q ∈ ∗; p = qq˜
and −11 (p) and 
−1
2 (p) are not palindromes. More precisely, we have
Proposition 6. For every even length palindrome p;∃v; w∈∗ such that
(a) −11 (p)= Nvv˜,
(b) −12 (p)= Nww˜.
Proof. By induction on the length of p. Clearly, it holds for 22 and 11. Assume the
statement true for |p′|=2k. Let p be such that |p|=2(k + 1). Then
(p = qq˜)⇒ p = q1p′q1 with p′ = p˜′; |p′| = 2k:
We verify the inductive step only for −11 (p):
−11 (p) =
−1
1 (q1)
−1
2 (p
′)−12 (q1);
= 1q1 · Nw · w˜ · 2q1 = 2q1 · Nw · w˜ · 2q1 = 2q1 · w · 2˜q1w:
The second part follows from property (4), −12 (p)=
−1
1 (p).
By de3nition (8), all palindromes are obtained by inverse images of , but −11 (p)
is not a palindrome if |p| is even (Proposition 6). Therefore, the inverse images of
odd length palindromes contain palindromes of both even and odd length. Let us take
a closer look. If p is an odd length palindrome then its length is given according to
Eq. (1) by
|p| = |p|1 + |p|2 = 2|q|1 + 1 + 2|q|2
and the lengths of the inverse images of p are
|−11 (p)| = |p|1 + 2|p|2 =
{
2|q|1 + 1 + 4|q|2 if p = q˜ · 1 · q;
2|q|1 + 2 + 4|q|2 if p = q˜ · 2 · q:
We have thus obtained 2 odd length palindromes, and 2 even length.
Now, by using the left palindromic closure of Pref (1 ·K), we show that P contains
at least two palindromes of each length. Indeed, let q be a pre3x of K with |q|= k.
Then p= q˜ · 1 · q is a smooth palindrome of length |p|=2k + 1. Consider now the
in3nite word
−11 (
−1
2 (1 · K)) = −11 (2 · NK) = 11 · −12 ( NK) = 11 · 212211211 : : : :
S. Brlek, A. Ladouceur / Theoretical Computer Science 302 (2003) 167–178 175
]−12 ( NK) ← : : :
q˜′︷ ︸︸ ︷
12112212 11
q′︷ ︸︸ ︷
21221121 121221211 : : : → −12 ( NK)
N˜K ← · · · 11212211 2 11221211211221221 · · · → NK =−11 (K)
K˜ ← · · · 22121122︸ ︷︷ ︸
q˜
1 22112122︸ ︷︷ ︸
q
122112112 · · · → K
Fig. 1. Construction of palindromes in C∞().
For each pre3x q′ of −12 ( NK) with |q′|= k, p′= q˜′ · 11 · q′ has length |p′|=2k + 2.
Two more palindromes are Np and p′. Fig. 1 depicts this construction.
It remains to show that all palindromes of P are obtained in this way. Clearly, it
suLces to consider odd length palindromes. De3ne
P6k = {p ∈ P |p = q˜ · 1 · q and |q|6 k}:
The subset of P6k for which q is a pre3x of K is
P′6k = {p ∈ P6k | q ∈ Pref (K)}:
Clearly, the construction above shows that P′6k ⊆P6k , and by exhaustive veri3cation
that P6k =P′6k , for k =0; 1; 2; 3. In fact, equality holds for all k.
Proposition 7. ∀k ∈N; P6k =P′6k .
Proof. It remains to show that P6k ⊆ P′6k , or equivalently, that the subset of integers
k satisfying the property is not bounded. We proceed by contradiction. Assume that k
is the greatest integer for which P6k =P′6k . Let p= xq˜ · 1 · qx such that qx =∈Pref (K).
Then we have
qx =∈ Pref (K)⇒ (qx) =∈ Pref (K)⇒ D(qx) =∈ Pref (K):
But |D(qx)|6 k, contradicting the fact that D(p)∈P′6k .
Since P′6k is obtained by the left palindromic closures described in Fig. 1, we have
Corollary 8. C∞() contains exactly two palindromes of each length.
Since P is closed by permutation (9), it means that each pair is of the form (p; Np).
Then the computation of a table of palindromes is easy by using  and D. Indeed, we
have
−11 (2) ∪ −12 (2) = {22; 11} and {121; 212} ⊆ D−1(1):
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n Pn
1 {2; 1}
2 {22; 11}
3 {121; 212}
4 {2112; 1221}
5 {22122; 11211}
6 {212212; 121121}
7 {1221221; 2112112}
8 {21211212; 12122121}
9 {221121122; 112212211}
10 {2212112122; 1121221211}
11 {12211211221; 21122122112}
12 {122121121221; 211212212112}
13 {2122112112212; 1211221221121}
14 {11221211212211; 22112122121122}
15 {212112212211212; 121221121122121}
16 {2112212112122112; 1221121221211221}
17 {22121122122112122; 11212211211221211}
18 {121122121121221121; 212211212212112212}
19 {1221211221221121221; 2112122112112212112}
20 {11211221211212211211; 22122112122121122122}
Fig. 2. List of the 3rst palindromes in C∞().
Extensive computations [15] con3rm that these palindromes are factors of K (for small
length), and this fact is consistent with the conjecture formulated by Dekking [8] stating
that F(K)=C∞().
The result of Proposition 7 is remarkable by the fact that all palindromes of C∞()
(Fig. 2) are obtained by left palindromic closures of pre3xes of 1 · K and primitives
of K . However, it is not known if every such palindrome is a factor of K . If this last
statement is true, then
p = p˜⇒ p; Np ∈ F(K) (11)
and it would imply that K is recurrent. Indeed, it suLces to adapt the proof given by
Dekking [8], where he shows that closure by permutation
w ∈ F(K) ⇔ Nw ∈ F(K)
implies the recurrence property. Since we know precisely the form of the palindromes,
we can do a little better. Consider the following subset of palindromes
P′′ = {p ∈ P |p = q˜ · 1 · q and q ∈ Pref (K)}:
Then if suLces that F(K) contains arbitrarily long palindromes. More precisely,
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Proposition 9. If |P′′ ∩F(K)|=∞ then K is recurrent.
Proof. Let u∈F(K). Then it is contained in some pre3x, i.e.
∃ x ∈ F(K) such that xu ∈ Pref (K):
Since F(K) contains arbitrarily long palindromes then
∃ q ∈ Pref (K);∃y ∈ F(K); such that q = xuy and q˜ · 1 · q ∈ P′′:
Clearly, p= q˜ · 1 · q contains one occurrence of q which is not the 3rst one. Therefore
there exists another occurrence of u, which implies, by iterating the process, that there
is an in3nite number of occurrences.
Remark. An almost direct transcription of the proof above leads to the demonstration
of the following closure property
w ∈ F(K) ⇔ w˜ ∈ F(K):
However, to prove the closure under permutation, one needs the stronger assumption
that P∩F(K)=P.
5. Concluding remarks: I prefer Pi
The characterization of palindromes in C∞() allows to weaken the hypothesis
leading to a proof of the recurrence conjecture on K . This is due to the fact that the 
operator as well as the bijection ! provide a framework allowing new insights on the
structure of the class K of in3nite words. Indeed, a lot of information can be extracted
about the regularities of in3nite words in this class, and their description goes beyond
the scope of this paper.
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