This article introduces numerical techniques necessary for the implementation of impact maps derived from an energetic impact law for rigid-body impacts with friction at isolated contact points. In particular the work focuses on methodologies for long-term simulation with behaviours such as dynamic transitions and chatter. The methods are based on hybrid event-driven numerical solvers for ordinary differential equations together with system states to deal with the transitions. A slender rod impacting a periodically oscillating surface is used as an example to illustrate implementation and methods. The numerical scheme for the rod system is used to show how symmetry can play an important role in the presence of friction for long-term dynamics. This will show that surface oscillations with low frequencies tend to lead to periodic motions of the rod that are independent of friction. For higher frequencies however the periodic solutions are not that common and irregular motion ensues.
(a), and when they are in contact at an isolated point C, see Figs. 1 (b) and (c). The corresponding dynamics β n 1 n 1 n 1 n 2 n 2 n 2 can be described using a Lagrangian formulation or using a Newtonian formulation. In Sections 2.1.1 and 2.1.2 we 115 consider a Newtonian formulation. Consider the two bodies H and H ′ in free flight as shown in Fig. 1(a) . The position and rotation of the centre of mass G of body H can be described in the X − Y plane by the coordinates q X and q Y and the angle α, and similarly q ′ X and q ′ Y are the coordinates and α ′ the rotation of the centre of mass G ′ of body H ′ (see Fig. 1(a) ). Next we let
The equations of motion for the two bodies can now be written as
where M and M ′ are, respectively, the mass matrices for H and H ′ given by and F and F ′ are, respectively, the external forces and torques acting on H and H ′ given by
Here m and m ′ are the masses and I and I ′ are the moments of inertia of H and H ′ , respectively. Further F X , F ′ X 121 and F Y , F ′ Y represent the force components in the X − Y plane and R and R ′ are the external torques acting on 122 H and H ′ , respectively, as shown in Fig. 1(a Next we derive the equations of motion for the system when the two objects are in contact, as shown in Figs. 1(b) and (c). To do this we define a new coordinate system n 1 − n 2 , rotated by an angle β about the origin relative to the coordinate system X − Y , where n 1 is the tangential vector to the contact plane and n 2 is the normal vector to the contact plane (see Fig. 1(d) ). We also define θ = α − β and θ ′ = α ′ − β and let q = (q 1 , q 2 , θ) T = (q X cos(β) − q Y sin(β), q X sin(β) + q Y cos(β), α − β) T ,
Further, defining L as the distance from G to C and L ′ as the distance from G ′ to C, the positions q C and q ′ C of 125 the contact point C relative to both bodies in the n 1 − n 2 frame can be written as 126 q C := (q 1 − L cos(θ), q 2 − L sin(θ)) T (2) and 127 q ′ C := (q ′ 1 − L ′ cos(θ ′ ), q ′ 2 − L ′ sin(θ ′ )) T .
(3)
Note that we do not deal with the problem of finding the contact points in the general case but assume that there 128 are well-defined contact points on each object. Let d = q C − q ′ C be the relative distance between the contact 129 points of the two bodies. Then the unilateral constraint between the two bodies is d = (0, 0) T or equivalently when
This is a useful framework to work with, particularly when deriving an impact mapping. It is also straightforward to translate back positions and angles to the original X − Y coordinate system. The derivation of the impact mapping introduced in [28] splits contact forces into tangential and normal components in relation to the contact plane, i.e. using the n 1 − n 2 coordinate system. In order to relate how the contact forces will affect the centre of mass in terms of translations and rotations we need to consider
Now, the equations of motion for H and H ′ during contact can, respectively, be written as
and
whereF andF ′ are, respectively, the external forces and torques acting on H and H ′ given by
, where the subscripts 1 and 2, respectively, represent the components of the external forces acting in the tangential 136 and normal direction, and R and R ′ are as above the external torques acting on the bodies as shown in Fig. 1 (c) .
137
In a similar way we define λ and λ ′ as the forces generated at impact of each body given by
This setup is general and does not specify the mechanism that generates the tangential force λ 1 . For this work 139 however we assume that any tangential force arises due to friction at the contact point of the colliding bodies and 140 here we use the Amontons-Coulomb friction law
for some non-negative constant µ representing a coefficient of friction. The sign assigned to the tangential force 142 λ 1 is positive (+) when the relative tangential contact point velocity between the two bodies is negative and it is 143 negative (−) when the relative tangential contact point velocity is positive. 
where W = t 0 F vdt ′ and for a significantly short contact duration the force can be related to the differential of
where P is the impulse, v(P ) is the relative normal velocity, P c = This energetic restitution coefficient allows for the various stick-slip processes that can occur throughout the 162 impact phase and thus is a restitution coefficient that will not violate energy conservation. It is notable that the 163 kinematic and Newtonian coefficients do not allow for situations where the direction of slip can vary throughout 164 the impact phase, and the consequence of this is that the final impulse is not calculated correctly. Further, the 165 energetic restitution coefficient forms the basis for the impact mapping derived in [28], a brief description of which 166 will be given below. When we refer to the impact phase we are considering velocity changes which occur as a 167 function of normal impulse. This impulse formulation is a natural framework to use given that we assume the 168 impact is of infinitesimal contact duration.
169
In order to map pre-impact velocities to post-impact ones it is necessary to consider the terminal impulse P f 170 for the given collision. Incorporating Amontons-Coulomb friction law (6) and the energetic restitution coefficient (7) allows for a variety of stick-slip processes, each of which need to be considered and the corresponding P f in each case determined. We will consider the equations of motion for a planar two-body collision. It is necessary to consider velocity changes as a function of normal impulse P instead of the time variable t. Consider (4) translated 174 to the contact point q C so that
which is the rate of change of the contact point velocities as a function of time and where w −1 and (w ′ ) −1 are the symmetric matrices given by
In this context we do not need to consider terms which do not change throughout the impact phase and therefore 177 we can neglect the functions f and f ′ . Further, during the impact phase we also have that
for H and by Newton's third law of motion
for H ′ , since the normal impulse is a uniformly increasing scalar function during contact. Now, (8), (10) and (11) 180 allow us to replace the independent variable t with P in (10) and (11) to give
which is the rate of change of contact point velocities with respect to H as a function of normal impulse. In a 182 similar way, using (9), (10) and (11), we also have
Subtracting (13) from (12) yields
or in the notation of [28]
which is the relative change in contact point velocities as a function of normal impulse. Expanding Eq. (15) and 186 writing it in terms of tangential and normal components, respectively, gives
which will be used to define the rate constants used for the impact mappings presented below.
impact velocity components for each phase. The four phases are:
Unidirectional slip during contact. In this case slip does not cease throughout the impact phase, and the 191 tangential forcing acts in a direction opposite to the motion of the body.
192
Slip reversal during compression. In this situation initial sliding is brought to rest and then reverses direction.
193
Slip-stick transition during compression. The case whereby initial sliding is brought to rest. The contact 194 point sticks if the friction coefficient µ is sufficiently large or undergoes reverse slip if it is not. It is also 195 required that the initial sliding velocity is sufficiently small, otherwise this motion can not occur.
196
Jam. This is the process whereby there is an increase in normal acceleration at the contact point due to a large 197 rotational acceleration. This motion occurs during an initial period of sliding. 
can be determined, where µ = λ1 λ2 . It is worth mentioning that µ is taken as an absolute here and the rate constants 209 described above consider all cases of positive and negative slip so it is not necessary to assign a sign to µ. Nordmark 210 et al.
[28] also define the constants k ′ T and k ′ N , which are assigned one of the values of k +
and determined by the system parameters and pre-collision conditions. For full details we refer to [28] . From this 212 and using Eq. (7) the following three maps, for pre-impact to post-impact contact point velocitiesq − C →q + C can be 213 derived:
215
Map I:
Map II:
Map III:
for k N = 0 and
for k N = 0.
222
As mentioned above, the different combinations of segments of stick and relative slip can be described by ten In this section we will give a very brief description of the different numerical methods employed for simulation 249 of the rigid-body system with impacts and friction described in Section 4. We mainly follow the methodologies 250 described in [31] and [36] with some extensions and some simplifications, as we will describe below. The methodology 251 we use here is, as mentioned in Section 1, sometimes referred to as the hybrid or event-driven approach, where 252 continuous dynamics, described by a system of smooth ODEs, is combined with discrete events, described by can equally well be implemented in any environment that has an ODE solver and event location capabilities. The
260
ODE solver requires at least two vector fields (one for the free-flight phase and one for stick, but see further Section 261 4 for a specific implementation), simulation times, initial conditions, error tolerances and integration step sizes.
262
In order to accurately locate the event surfaces, event functions need to be described that are derived from the 263 geometries of the impacting rigid bodies. Finally, impact maps, like those described in Section 2.2 have to be 264 defined together with a process that determines what impact map to use for the specific impact.
265
In general, when dealing with rigid bodies, it is more than likely that the overall system can have multiple 266 contact points and a large number of events can occur (impacts or vector field transitions). These two factors can 267 generally give rise to a number of computational complications, making the analysis of long-term dynamics difficult.
268
One such useful example is to define an additional artificial term on the vector fields that makes the surface locally 269 attractive when the system is in stick. This ensures that the contact point does not drift away from the surface 270 due to numerical errors. A similar approach was used in [36] for Filippov systems.
271
Following the setup of system states presented in [36, 31] we can achieve a robust numerical code capable of 272 simulating the system to examine long-term dynamics. By robust we mean, using this method, the numerical 273 simulator is capable of handling the events and transitions which can occur, without breaking down. This is 274 presented in Section 3.1, followed by a discussion in Section 3.2 on brute-force bifurcation analysis in general and 275 stability analysis of symmetric period-1 solutions. One of the many difficulties associated with using a hybrid strategy for finding the solution to a dynamical 278 system with discontinuities is the accumulation of events, for instance when an incomplete or a complete chattering 279 sequence is encountered (see Section 2.3 and [4]). To deal with this in a systematic manner it is advantageous to 280 introduce the notion of system states in a similar way as was done in [36, 31] . For a general system we can define n 281 discrete states S n in which one of the defined vector fields Φ n is being used. Each vector field Φ n either corresponds 282 to free-flight or sticking motion, which has to be defined by the user. A transition diagram can be used to decide if 283 a system should transition from one state to another at an event, and also provides a means for numerically dealing 284 with a complete chatter sequence.
285
The number of free-flight and stick states depends mainly on the geometry of the impacting rigid bodies. This 286 point will be illustrated further in Section 4.2 for a model example showing a slender rod impacting an oscillating 287 plane.
288
The mechanism for switching between the states S n at impact involves evaluating relative normal contact point In this section we will use a basic planar model of a rigid slender rod impacting a periodically oscillating surface 307 to illustrate the techniques discussed in Section 2. The model will also be used to describe how the numerical 308 methods discussed in Section 3 can be implemented and what the dynamical features presented in Section 2.3 look 309 like for this specific case. We will also use this setup to show how friction affects chaotic rattling behaviour of the 310 rod. As discussed above we consider a planar uniform slender rigid rod and let q 1 , q 2 be the tangential and normal 313 position of the centre of mass, relative to the contact plane, and let θ be the angle of rotation of the rod (see 314 Fig. 3(a) ). For this model example the tangential and normal direction correspond to the n 1 and n 2 directions, 315 respectively, as discussed in Section 2 and shown in Fig. 1 . The rod is subjected to gravity and where either of 316 the two isolated end points, named P 1 and P 2 , can impact, get stuck to or slide along the periodically oscillating 317 surface. The slender rod can essentially be in four different states: free flight ( Fig. 3(a) ), one of the two end points 318 is stuck to the surface (Fig. 3(b) and (c)), or both end points are stuck to the surface (Fig. 3(d) ). The fourth state 319 here also allows for the release of the two end points at the same time, which in effect leads to a lower-dimensional 320 dynamical system that can be treated as a simple impacting particle. Without loss of generality and following the general setup in Section 2, we let the mass of the rod be m = 1 and 322 the distance from the centre of mass to either of the two end points be L = 1. This gives the moment of inertia 323 I = 1 3 and the radius of gyration k 2 r = 1 3 . We further assume that the vertically oscillating surface is not affected 324 by the rod at impact and thus let D(t) represent the oscillating surface with frequency ω, amplitude A and where t 325 is time, so that D(t) := A sin(ωt) (see Fig. 3 ). This means that we only need to consider one of the two impacting 326 bodies introduced in Section 2.1.1 as the mass of the surface can be assumed to be much greater than that of the 327 rod and thus only one of the two systems of differential equations, say Eq. (4), needs to be considered. For future 328 reference we let q 4 =q 1 , q 5 =q 2 , q 6 =θ and introduce τ as the phase of the oscillating floor. We also let d 1 be the 329 distance between the end point P 1 and the surface in the normal direction and let d 2 be the distance between the 330 end point P 2 and the surface in the normal direction. The unilateral constraints for this model example are thus d 1 = 0 (see Fig. 3 (b) ),or d 2 = 0 (see Fig. 3 (c) ) or simultaneously d 1 , d 2 = 0 (see Fig. 3 (d) ). Further, using Eq.
(2) 332 we find
from which we obtain the relative velocity between the end point P 1 and the floor as
and the relative velocity between the end point P 2 and the floor as Now, we are ready to introduce the five system states, which we will use for simulating this mathematical model 339 of the planar rod, together with the corresponding vector fields.
340
State 1 -Free flight. Since we make the assumption that there is no external torque or no horizontally acting 341 forcing present, we have that R = 0 and F 1 = 0 in Eq. (4). The only external force acting in the vertical direction 342 is due to gravity, and so F 2 = −g. Following this, the equations of motion of the rod in free flight is given by
and the corresponding dynamical system is (q 1 ,q 2 ,θ,q 4 ,q 5 ,q 6 ,τ ) T = (q 4 , q 5 , q 6 , 0, −g, 0, 1) T := Φ 1 (t) that will be used for the numerical simulation of the free-flight motion. Notice that we have included the phase τ 344 in the dynamical system in order to have better control of the periodic influence of time.
345
State 2 -End point P 1 is stuck to the floor. We will derive a new vector field for the system when P 1 is 346 stuck to the floor. First, from Eq. (4) we get that the equations of motion for the constrained bar is
Next, we need to find the forces λ 1 and λ 2 needed to constrain P 1 to the oscillating surface. Substituting Eq. (34) 348 and Eq. (35) into Eq. (29) and using the Amontons-Coulomb friction law λ 1 = sµλ 2 gives 349d 1 = −g + λ 2 + sin(θ)θ 2 − 3 cos θ sin(θ)sµλ 2 + 3 cos 2 (θ)λ 2 + Aω 2 sin(ωt),
where s is either +1 or −1, depending on the relative tangential velocity at impact. Further, using the fact that 350 d 1 =ḋ 1 =d 1 = 0 when the end point P 1 is in contact with the surface and solving for λ 2 gives 351 λ 2 = g − sin(θ)θ 2 − Aω 2 sin(ωt) 1 + 3 cos 2 (θ) − 3s cos(θ) sin(θ)µ ,
which is the normal forcing required to ensure that the contact point will remain constrained to the plane.
352
Last, we can write the vector field for the rod with the end point P 1 stuck to the floor as (q 1 ,q 2 ,θ,q 4 ,q 5 ,q 6 ,τ ) T = (q 4 , q 5 , q 6 , α 1 , α 2 , α 3 , 1) T := Φ 2 (t) where α 1 = sµ g − sin(θ)θ 2 − Aω 2 sin(ωt) 1 + 3 cos 2 (θ) − 3sµ cos(θ) sin(θ) , α 2 = −g + g − sin(θ)θ 2 − Aω 2 sin(ωt) 1 + 3 cos 2 (θ) − 3sµ cos(θ) sin(θ) , α 3 = (3sµ sin(θ) − 3 cos(θ)) g − sin(θ)θ 2 − Aω 2 sin ωt 1 + 3 cos 2 (θ) − 3sµ cos(θ) sin(θ) .
State 3 -End point P 2 is stuck to the floor. Similarly, using symmetry, we can write the vector field for the rod with the end point P 2 stuck to the floor as (q 1 ,q 2 ,θ,q 4 ,q 5 ,q 6 ,τ ) T = (q 4 , q 5 , q 6 , α 4 , α 5 , α 6 , 1)
3sµ cos θ sin(θ) − 1 − 3 cos 2 (θ) ,
State 4 -Symmetric motion. We define symmetric motion as one where θ mod π = q 6 = 0 for all time, which 355 means that the two end points will impact the floor at the same time. The dynamical system will be the same as 356 in the free-flight case albeit the motion is heavily constrained, and thus the vector field Φ 1 can be used.
357
State 5 -Both end points P 1 and P 2 stuck to the floor. If both end points are stuck to the floor it means that the centre of mass will oscillate as D(τ ) and thus the vector field in this case is trivially (q 1 ,q 2 ,θ,q 4 ,q 5 ,q 6 ,τ ) T = (q 4 , q 5 , q 6 , 0, −ω 2 A sin(ωτ ), 0, 1) T := Φ 4 .
State transitions and impact mappings 358
For the planar rod model described above in Section 4.1 we introduced five system states, two for free flight 359 and three for stick. Our proposed scheme for dealing with chatter involves constraining the respective end point for the stick regime. These rate constants are used in the mappings for the numerical implementation together with a decision tree. The process involves deciding what region the impact corresponds to depending on initial 375 conditions and assigning the corresponding rate constants and impact map accordingly, see further [28] . However, 376 apart from deciding what will happen at a specific impact the system can also switch between the different states A summary of all states and transitions are given in Table 1 and Transition I. Impact of end point P 1 with |ḋ 1 | > V tol . The system will remain in free flight State 1.
Transition II. Impact of end point P 2 with |ḋ 2 | > V tol . The system will remain in free flight State 1. has still not reached symmetric chaos (transitioned to state 4) and it is possible that it never will. In Fig. 5(c In Fig. 7 a schematic transition diagram for transient motions found in the rod system is shown. Note that this 433 schematic is based on observations from numerical experiments of the rod system and not on analytically derived 434 conditions. In many cases, for general initial conditions, the rod system undergoes motion akin to asymmetric 435 chaos until the rotational energy has dissipated and the symmetric (transient) chaos takes over. Depending on the 436 frequency of the external forcing the symmetric chaos may persist or the motion turn periodic. Again, depending 437 on the frequency and the value of the restitution coefficient the periodic orbits may have periods of stick. The 438 effect of this is that, at least for low frequencies ω, all long term motions that we have come across, are symmetric 439 and thus brute-force bifurcation diagrams only show stable solutions, where the dynamics is symmetric. It is worth 440 noting that in the limit, where the impact times between the end points as well as the tangential impact velocities 441 go to zero, Map I (see Section 2.2) is succesively applied and once the transition to symmetric motion has occured 442 Map I reduces to the standard Newtonian restitution law, which is in-line with what is discussed in [28] . For the 443 rod system in question this means that the long term behavior can simply be approximated by a one-dimensional 444 system of a mass impacting an oscillating surface. While the general one-dimensional system has been analysed 445 before, see particularly Holmes [20], we will present some specific results for the system analysed here in order to 446 give us an idea on what we can predict regarding the long-term behaviour for specific parameter values. To describe how possible transitions between different types of long-term motion in the symmetric (one-448 dimensional) rod system occur we show in Fig. 8 (a) and (b) two brute-force bifurcation diagrams, ω vs. q 2 , 449 for two different values of the restitution coefficient, e * = 0.9 and e * = 0.8, respectively. Fig. 8(a) shows three coex-450 isting period-1 solutions that undergo period-doubling sequences, at three different values of ω, until the branches 451 disappear in grazing bifurcations at ω ≈ 3.5. The figures also shows that regions of chaos start at ω ≈ 3.5, with two 452 periodic windows (a period-1 and a period-3 orbit, see Fig. 9 (a)) also existing within the chaos. The bifurcation diagram in Fig. 8(b) , where the restitution coefficient is lower, we see that the onset of chaos occurs at ω ≈ 3.8 and thus the periodic orbits are sustained longer when more energy is taken out of the systems at impact. To show 455 what some of the symmetric period-1 solutions look like in Fig. 9 (a) a time series of the end points of the period-1 456 orbit highlighted as p 1 in Fig. 8(a) (p 1 ) is shown. In Fig. 9(b) a time series of the end points of the period-2 457 orbit highlighted as p 2 in Fig. 8(b) is shown. Similarly in Fig. 9 (c) a time series of the end points of the period-3 458 orbit highlighted as p 3 in Fig. 8(a) is shown. This shows that freely rattling objects subject to periodic forcing 459 have co-existing recurrent motions, periodic and/or chaotic, as has been shown before [20] . The three co-existing 460 period-1 orbits in Fig. 8(a) are reached from different initial conditions, i.e. the rod system is initially impacting 461 the surface at different phases of the surface oecillation. The time history illustrated in Fig. 9 (c) corresponds to 462 initial conditions taken from the the period-1 orbit in Fig. 8 . Fig. 8(a) ), (b) a period-2 solution (see label p 2 in Fig. 8(b) ) and (c) a period-1 solution (see label p 1 in Fig. 8(a) ). In (a) and (c) ω = 3.0, e * = 0.9, A = 1 and µ = 0.05 and in (b) ω = 3.55085, e * = 0.8, A = 1 and µ = 0.05.
A useful technique for understanding the long-term behaviour in this system is to examine how the period-1 464 solutions behave under parameter variations. In Fig. 10(a) we plot bifurcation diagrams using continuation methods that we end a complete chattering sequence when the contact point velocity reaches an a priori defined velocity the exact role friction has in dissipating rotational energy in general rattling objects. It may be possible to find a relationship between the energy removed due to friction and the energy introduced into the system through the 527 periodic forcing. Such analysis may be a useful predictive tool for engineers working with unconstrained impacting 528 systems with friction.
