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I. INTRODUCTION 
ïïs general solution has apparently existed for the differential 
equation of the stream function in axially symmetric potential flow. 
In this thesis the problem is solved. 
A solution for this problem was first achieved by a simple 
transformation which was discovered by guess work. Soon thereafter, 
it was learned that this transformation is only a special case of a 
general method applying to a wide range of differential equations. 
Consequently it was possible to find solutions for a variety of prob­
lems with nonuniform conductivities. The method applies equally well 
to two-dimensional flow and axially symmetric flow. Although in 
essence available in mathematical literature, the sequence of operations 
needed for obtaining the solution was not at first obvious. Once 
outlined, the process of solving is straightforward. The number of 
problems that can be solved conventionally by the new methods developed 
may very well exceed the number of the saturated flow problems that 
have been solved to date. The number of solvable problems may be 
further increased or their complexity reduced by certain transformations 
which are suggested and which may apply to modern computing techniques. 
The second and third sections of this thesis may be considered as 
special eases of the general theory that is presented in the fourth and 
fifth sections and Appendix in. In presenting the special and the 
general theory both the stream function and potential function are 
treated. Such treatment lends to completeness and convenience. 
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This thesis also includes under its title "Soil Water Dynamics" 
some studies on flow-measuring techniques. These studies are incomplete 
as a deadline had to be met. They are presented as Appendixes I and 
II. It is expected that the reader who wishes to follow details of the 
analytical developments of this thesis will be familiar with, and/or 
have at hand, treatise such as the following: 
Churchill's Fourier Series [4j\ Hildebrand1 s Advanced Calculus 
[11], In ce ' s Ordinary Differential Equations [13], Margenau and 
Murphy's Mathematics of Physics and Chemistry [27], Morse and 
Feahbach1 s Methods of Theoretical Physics [31]. Sommerfeld's 
Lectures on Theoretical Physics [37, 38, 39] and Wylie's 
Advanced Engineering Mathematics [46]. 
"Brackets are used to designate reference numbers in this thesis 
Parentheses are used to designate equation numbers. Equation numbers 
are started anew for each part of this thesis. 
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II. THEORY OF SEEPAGE FLOW IN AN AXIALLY SYMMETRIC 
WATER-SATURATED SYSTEMS OF UNIFORM CONDUCTIVITY 
A. Derivation of Partial Differential Equations for 
Axially Symmetric Flow with Uniform Conductivity 
1. The potential function 
The equation for the flux vector q is assumed to be 
q - - k grad Çf (1) 
where k is the hydraulic conductivity and 0 is the scalar potential. 
Equation (1) implies that the vector field of the flux is irrotational. 
In steady-state flow of an incompressible fluid the equation of 
continuity, in vector notation is 
div q - 0 (2) 
The combination of (1) and (2) yields 
div(k grad 0) - 0 (3) 
If k is regarded as a scalar function of the coordinates, Equation (3) 
may be written in the following form 
kv2Çf + (grad k) • (grad - 0 (4) 
Using conventional cylindrical coordinates r, 6 and z, Equation (4) 
then, has the form 
dr r dr dz r 56 dr dr r 39 56 3z 3z 
When axial symmetry exists, derivatives with respect to 6 vanish and 
the equation reduces to 
4 
(6) 
When the conductivity is uniform, that is, when it does not vary with 
the space coordinates, the equation is further reduced to 
This is Laplace's equation in cylindrical coordinates for axially 
symétrie flow. For later reference, it may be written in the con­
venient form 
Solutions of this equation are well known. The general solution is 
quoted below in Section II B 7* 
2. The differential equation for the stream function 
This equation was first derived by Stokes [40] in 1842. Later 
accounts of this derivation may be found in many books on hydrodynamics. 
For exa#le, see H. Last, [26, p. 428]. 
The derivation used here will follow closely that of Arnold 
Soaaerfeld [37, pp. 1&6-147]. It is required to find a function * 
which describes a family of space surfasse. These surfaces should be 
orthogonal, at every point, to the surfasse of equal potential 0» It 
is also required that the flux q be expressed ia terms of the stream 
fonction derivatives. Furthermore, it is required that q be irrotational. 
(d20/$r2) + (l/r)(af/ar) + (d^/dr2) - 0 (7) 
(8) 
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There existe one obvious solution for this problem. The radial 
planes (r,s), of constant angle 6 satisfy the conditions mentioned. The 
axial symmetry implies that the flow is directed along the radial planes. 
Consequently, the radial planes (r,s), for 6 equals a constant, are, at 
every point, parallel to the velocity vectorj and this latter is normal 
to the eqaipotentials. Thus the planes (r,e) satisfy the condition of 
orthogonality. It is easy to see that the planes describe a flow 
without circulation. Formally, this solution is a consequence of the 
differential equation 
which expresses the condition of axial symmetry. 
Another family of surfaces will describe surfaces for +. The 
trace of these surfaces on the radial plane describe a two-dimensional 
family of curves which will be called the stream lines. The picture 
of the stream lines does not vary from one radial plane to another. 
Together with the eqoipotential lines the stream lines form the flov 
net. 
The first condition of orthogonality of 0 and * is expressed in 
vector notation as follows 
The second condition requires that the flow be irrotational. In 
vector terms it is expressed by 
(a+/ae) - o (9) 
(grad ff)*(grad +)-0 (10) 
curl q - 0 (11) 
6 
Equation (S) suggests, as becomes clear below, that we look for a 
function * (r,%), such that the following conditions are satisfied 
<i2»> 
After integrating (12a) with respect to r and (12b) with respect to s, 
we get, to within constants, the following relations 
(dfr/ds) » r(#/ar) (13a) 
(S*/dr) - - r(30/8«) (13b) 
Ve can now substitute (13a) and (13b) into (10) to check for orthogon­
ality. Noting that (13a) gives the s component of the stream function 
gradient and that (13b) gives the r component of this gradient, one 
sees that (10) becomes 
r(d?/dr)(d0/d*) - r(ap/a:)(af/8r) - 0 (14) 
which is an identity, proving that + as found in (13a) and (13b), 
satisfies the orthogonality condition. Thus (13a) and (13b) express 
the orthogonality of + and 0 in axially symmetric flow, as do the 
Cauchy-Biemenn conditions in two-dimensional flow. 
By the relatione (13a) and (13b), the flux q can be expressed in 
terms of the stream function, tilth reference to Equation (1), we get 
7 
- - k(6f/ar) - - (k/r)(8*/8z) (15a) 
- k(df/dz) - + (k/r)(a+/ar) (15b) 
where and are the flux components In r and s directions, res­
pectively, and k Is the hydraulic conductivity* 
We have still to satisfy the condition (11), that the flow be 
irrotational* It is satisfied by substituting (15a) and (15b) in (11). 
By expanding (11) for qy and q>, we get 
curl q « (dq^/ds) - (dqe/dr) - 0 (16) 
Substituting for qr and q$ in terms of the stream function derivatives, 
as expressed in (15), we get, after multiplying through by minus one, 
By expanding, for a miform conductivity k, Equation (17) reduces to 
d2*/3r2 - (l/r)d+/3r + d2+/ds2 - 0 (18) 
This is the required stream function equation. 
3. The physical meaning of the stream function 
The value of the stream function * at a stream surface is an 
expression of the total discharge passing between a reference surfaoe 
and the one in question. * is measured by units of area when the 
potential 0 is measured (as we do measure it) in length (head) units. 
This follows from dimensional considerations of (13a) and (13b). 
8 
The total discharge may be computed by integrating the flux over 
a surface which crosses the streamlines of the medium. Integration 
of the radial flux conponent, (15a), over a cylindrical surface of 
radius r between the elevations z - and z * z yields 
z z 
Qz - / (2itrqr)dz - - / 2itk |*dz » - 2itk(tj>z ~ 4>z ) (19) 
'o »o Z° 
If * * 0, Q reduces to 
o 
Q * - 2nk * (20) 
z z 
If we use Equation (15b), the di s charge from the base of the cylinder 
in positive z axis direction is 
Op " 2nk(<|>r - <|»r ) (21) 
o 
(r^rQ) 
Surfaces or lines with equal values of the stream function are parallel 
at every point to the flux vector. For further discussion of the 
stream function see Dryden et al. [73, Prandtl and Tietjens [33] 
and Lamb [263. 
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B, Solution of the Differential Equation for Axially 
Symmetric Flow With Uniform Conductivity 
1. Separation of the variable» 
It is assumed that the etream function * can be expressed as the 
product 
where R is a fonction of r only and s is a function of s only. 
It will be shown in the last pert of this aeetlca that there 
exist additional solutions which satisfy the differential equation for 
+ bet which cannot be eqpreseed, at least readily, as part of the 
separated fonction» Z or R. The solution derived from the separation 
of variables is especially convenient if the boundaries are parallel 
to the earns. The additional solutions will be convenient for specie! 
boundaries which are not parallel to the axes in the cylindrical system. 
Substituting (22) into the differential Equation (18) and dividing 
through by f, we get 
A prime denotes a derivative of B with respect to r or derivative of Z 
with respect to s. As R and Z vary independently, the only nostrivial 
solution of (23) is expressed by the ordinary differential equations 
• - R(r) • Z(s) (22) 
(*"/&) - (l/r)(Bf/B) + (z"/%) - 0 (23) 
(z"/%) - - a2 (24) 
10 
(a"/S) - (l/r)(R*A) - n (25) 
^&ere n le a parameter whose values are determined by the boundary 
conditions. These raines of n are generally called the characteristic 
mofeers or the eigenvalues. Equations (24) asd (25) are special 
eases of the Sturm-IAouviUe equation. It can be proven that R and 
Z are real cod may be expanded by an infinite series of orthogonal 
terms. (See Churchill [4, pp. 35-52], Morse and Feehbach [31, 
pp. 707-778] and Ince [13, pp. 204-253])* n can be positive, 
negative, or sero. Is a consequence, we get a set of six separate 
ordinary differential equations in s or in r. These equations yield 
three groups of solutions, R and Z. (toe (infinite) group ie for 
positive values of n ; erne (infinite) group is for negative values 
2 2 
of n ; the third group is a pair of solutions for n equal to sero. 
The sis ordinary differential equations are the following. 
w 2 
Z1 + Z^n - 0 (n2>0) (26a) 
m 2 
Z2 " V " 0 (-e2 • n2< 0) (26b) 
• 
V 
0 5
»
 
i 3
 
(26c) 
' X - rR  ^- - 0 (n
2 > 0) (26d) 
r»; + - 0 (-*2 • n2< 0) (26e) 
A" - rR - 0 (n2 - 0) (26f) 
11 
Ctte prias designates a first ordinary derivative, and two primes designate 
a second-order ordinary derivative. 
2. Solution for the ordinary differential equations in % 
The general solutions for Equations (26a), (26b), and (26c) may 
be found in treatises on ordinary differential equations. The solution 
for (26a) is 
sin(ns) + cos(nz) (n2 > 0) (27a) 
The solution for (26b) is 
Zg - sinh(ms) + eosh(as) (m2> 0) (27b) 
The solution for (26c) is 
Zo " V + P1 (27c) 
A, B, C, D, E, and ? are constants to be determined for specific 
boundary conditions; subscripts have been added to the constants for 
later convenience. 
3. Transforming the differential equation in r into a self-adjoint form 
Ttt solve Equations (26d), (26e), and (26f), first we perform some 
transformations. These transformations may be fomd by gueesing. It 
is preferred, however, to present a systematic method by which equa­
tions of this form may be solved. The same transformation will be 
weed in Section IT of this thesis for the more general theory. 
12a 
The general linear, homogeneous, ordinary differential equation 
of the second order may be written in the form 
L(u) - Po(d2u/dx2) + P1(du/dx) + Pg* - 0 (28) 
where PQ, P^ and are functions of x, the independent variable. 
The adjoint differential equation can be written in the form (see Inee 
[13, p. 237]) 
2 
L(v) - (-Î)2 (Pcv) + (-1)1 (Pxv) + P2v - 0 (29) 
dx 
After developing and rearranging, we get 
Po(d2v/dx2) + (2P^ - Px)(dv/dx) + (P^ - P^ + P2)v - 0 (30) 
If the coefficients for equal order derivatives in Equations (28) 
and (30) are identical, it is said that the equations are self-
adjoint. The coefficients In (28) and (30) most satisfy the following 
conditions 
2P* - P1 - Px (31*) 
Po ~ P1 + P2 " P2 (31b) 
12b 
Th# first equation yields immediately (or the second by integration) 
- Px (31c) 
If condition (31) is satisfied, (28) is said to be self-adjoint, or the 
operators L and L are identical and said to be self-adjoint. Equation 
(28) can, using (31c), be written in the form 
L(n) • Pe(d2u/dx2) + P^(du/dx) + P^z - 0 
or after rearrangement 
«<•) - <p<, • p2° - 0 <32) 
In the general case we can transform any differential operator L(u) of 
a linear, homogeneous, ordinary, second-order differential equation to 
make it self-adjoint. 
Equation (28) is multiplied by the factor 
/( Pi/P0)dx (33) 
After some rearrangement the result can be written in the form 
t<."w"• 8. w"w° »> 
which is self-adjoint and equivalent to th« original differential 
equation. To use the formal transformation just suggested, we identify 
the coefficients of (26d) with the standard equation (28) as follows 
13 
2 
Po = r 
Pj * - r 
P2 - - r2n2 
Consequently, the transformation factor from (33) Is found by Integration 
to be 
/(P./P )dr /-(l/r)dr 
e 1 ° - e - (1/r) 
Substituting into Equation (34) *• obtain the equation 
5^r " r b2r * 0 (35) 
which for this single ease could have been written down from (26d) by 
inspection. 
4. Transformation of the self-adjoint differential equation into 
Vessel's Differential Equation 
In this section a general method is presented, by which certain 
forms of Starm-LiourLlle equations may be transformed into Bessel 
differential equations (see Wylie [46, p. 258]). 
Consider the general differential equation 
g(A*) + (arq + br*)B » 0 (36) 
The following transformations are suggested 
r - tg g - 2/(2 - p + g) 
B - thy h • (1 - p)/(2 - p + g) 
(37) 
14 
The differential equation (35), to be solved, is compared with the 
standard form (36), whence we see, using also the equations for g and h 
p * - l  q  *  -  1  q •  1  
2 (38) 
b * 0  a  •  -  n  h •  1  
Consequently, the proper substitution for our case is 
r • t 
(39) 
R - rT 
It is easy to confirm that (39) is useful for both Equations (26d) and 
(26e). From (39), the following identities are developed 
(dB/dr) • rï' + T 
(dVdr2) - rl" + 21* 
After substitution, Equations (26d) and (26e) transform into the 
following: 
r2!^ + rT* - (1 + r2»2)^ - 0 (n2> 0) (40a) 
r2!^ + rJ2 - (1 - r2n2)T2 » 0 (-a2 - m2 > 0) (40b) 
These equations are standard forms of Bessel equations (see Morse and 
Feshbach [31, pp. 1259, 1321], Jahnke and Bade [20, p. 146]). The 
solution of (40a) is 
\ - A2I1(nr) + B^(nr) a2>0 (41) 
1^ and are the modified Bessel functions of the first and second 
kind, respectively, and of the first order. They are sometimes called 
15 
hyperbolic Beeeel functions. This is because they relate to the 
unmodified Bessel functions in the sane manner as hyperbolic functions 
relate to trigonometric functionsc In fact, Equation (40a) can be 
derived from (40b) by substituting the Imaginary variable (ir) in place 
of (r). Equation (40b) is similarly found from (40a) by the same 
substitution. 
The solution for (40b) is 
T2 - CgJ^(mr) • DgN^(mr) (-m2 - n2< 0) (42) 
and are the Bessel functions of the first and second kind and of 
the first order. The function is sometimes called a Neumann 
function. In British literature it is often designated by T. 
From solutions (41) and (42) and according to the transformation 
(39), we derive the required solutions and Eg as follows 
B^ - r[Ag!^(nr) + B^(nr) ] (n2> 0) (43*) 
Eg • rCCgJ^mr) + DgK^(mr) ] (-e2 - n2< 0) (43b) 
2 5. Singular solution when the Eigenvalue n equals sere 
The last equation to be solved is for n equals sere, as expressed 
in Equation (26f). This is an Baler type ordinary differential equa­
tion. It can be solved by the substitution 
r - e7 (44) 
This is a standard method of solution but, in this case, not the 
simplest one. Let Equation (26f) be rewritten in the form 
16 
~ [(l/r)(dBo/dr)] - 0 (45) 
The solution for Rq is, siaply, 
B0 - B 2^ + F2 (46) 
6. The general solution for the stream function 
The general solution can be written as follows 
• * W, *hh + z?2 (47) 
The different terms la the solution are defined in Equations (27a), 
(27b), (27e), (43a), (43b), and (46). The different terms are combined 
according to Equation (22) and are paired according to the different 
2 possible values of the eigenvalues n . The solution can be written in 
explicit form as follows 
4> • [AjSinOto) + B1cos(n*)]r[A2I1(nr) + Bg^(nr)] 
+ [C]sinh(ms) + D^cosh(ms) ]r[CgJ^(mr) + DgK^mr) ] (48) 
+ Br2s + Fr2 + G* + H 
7. The general solution for the potential fraction 
The general solution for the potential function in axially symmetric 
flow is well known. It is found by separating the variables in 
Equation (7)* The ordinary differential equation in terms of s are 
identical with Equations (26a), (26b), and (26c), for the stream 
function. The ordinary differential equations in terms of the radius 
17 
r, render themselves soluble in terns of Bessel functions of the 
sereth order, in a straightforward manner* 
The general solution for the potential function is 
0 * [A^ ein(m) + B^ cos(ns)][AgI^(nr) + B^(nr)] 
+ [C^ sinh(m) + n£ coshGttJjtCgJ^snr) + D^(mr)] (49) 
+ E*s ln(r/a) + F ln(r/a) + G*s + H 
8, Formation of new eolutions and a test for their orthogonality 
The eolutions for the stream function in Equation (48) and the 
solution for the potential function in Equation (49) must satisfy the 
conditions of orthogonality expressed in Equations (13a) and (13b). 
These relatione are the following 
(*/ds) - r(30/dr) (50a) 
(a*/dr) - - r(a*/a,) (50b) 
Performing the differentiations of (50a) and (50b), using 0 and * of 
(48) and (49), we derive the following relations between the coefficients 
of the trigonometric and Bessel functions of (48) and (49) 
i t 
h " h h "h k2 - a2 b2 • - b2 
(51, 
'2 J2 D2 " " D2 C„ • - C„ D„ - - D, 
By expanding first the solution of (48) and (49) and then using the 
orthogonality conditions (50a) and (50b), we get the following 
18 
relations, which are equivalent to the relationships in (51) 
Va " Va Va "*Va Va * "Va Va " Va 
(52) 
Va ' "Va Va " "Va Va " "Va Va " <"a 
There remains to be considered the singular terms (for n - 0, that is, 
the last four terms in (48) and the last four terms in (49)). Con­
sidering these terms with (50a) and (50b), as before, yields, in the 
first place 
F - (G'/2) G - F* (53) 
But the term 
Er2s (54) 
in the stream function, and the term 
e's ln(r/a) (55) 
in the potential function do not have the conjugate orthogonal terms to 
match with. To deal with them we differentiate them according to (50a) 
and (50b). After integration, we discover two additional solutions, 
tfo find that 
E(| r2 - a2) (56) 
is a possible solution for the potential function; it serves as the 
orthogonal conjugate of (54). Similarly we find that 
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f-Cz2 + r2(l - In |)] (57) 
is a possible solution for the stream function; it serves as the 
orthogonal conjugate of (55). 
Other systems, besides cylindrical coordinates, have the charac­
teristics of axial symmetry; solutions in these systems may satisfy 
the differential equation in the cylindrical coordinates. (See 
Prandtl and Tietjens [33, pp. 138-154], Dryden, et al. [7, p. 79], and 
Morse and Feshbach [31, pp. 655, and 1252-1320]). 
According to relations (50a) and (50b) we can derive the orthogonal 
conjugate to any such solution. 
The following derivation will serve as an example. We make use 
of the solution of the potential function in spherical symmetry. 
It is easy to verify that it satisfies the differential equation (7) 
for the potential function in cylindrical coordinates. 
Equation (50a), when applied to (58), renders 
0 " m/(r2 + z2)1^ 2 (58) 
( d + / d z )  • r(d£/dr) - -(mr2)(r2 + z2) ( 3 / 2 )  (59) 
By integrating with respect to z, we get 
<1> - ~(zm)(r2 + z2) ^ /2^  + f(r) (60) 
Differentiating with respect to r, we get 
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dt/dr - (srm)(r + a ) 2 A 2.-0/2) + (df(r)/dr) (61a) 
Differentiation of (58) with respect to s gives 
- r(df/$z) - (srm)(r2 + i2)~(3/2) (61b) 
Comparison of (6la) and (6lb) according to condition (50b) shows that 
[df(r)/dr] - 0 
In conclusion, wo have two new solutions for the potential function and 
stream function which are mutually orthogonal 
It is easy to verify that (62b) satisfies the differential equation for 
the stream function (18). In a similar fashion we can derive more 
terms for * corresponding to other solutions 0 for flow with axial 
symmetry, and vice versa. Each term should be specially convenient 
for special boundary conditions. 
o - ,(,2, ,2r(1/2) (62») 
and 
(62b) 
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C. Stoomery of Basle Flow Equations with Axial Symmetry 
and Uniform Conductivity 
The orthogonality between the stream fonction and the potential 
function is expressed by the following conditions 
Here, <y, and are the flux components in r and s directions; k is the 
hydraulic conductivity; p is the velocity potential; + is the stream 
fmction; r and s are the radius and elevation in cylindrical coordinates. 
The partial differential equations for a miform conductivity k are 
the following 
- - k(afH/dr) - -(k/r)(84./ds) (63a) 
q* - - k(aç#/ds) • + (k/r)(3+/8r) (63b) 
y* § * & - ° (64») 
(64b) 
The general solution for the potential function is the following 
0 • [A^ sin(ns) + B^ces(ns) ][A^Ie(nr) + B^(nr)] 
+ [C^sinh(ms) • D^cosh(mz) ][CgJ^(mr) • D^(mr) ] 
+ Eg* ln(r/a) + F^ln(r/a) + G^s + L^t(r2/2) - s2] 
(65) 
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The general solution for the stream function is the following 
4 " [A]Sia(n*) + B^cos(m%)]r[AgJ^(nr) + B^(nr)] 
+ [CjSinhCw) + D^cosh(ms) ]r[CgJ^(mr ) + DgE^(mr)] 
+ EjT2* + Tf2 + G1s + I%[;2 + r2(l - In %)] 
+ (Hj^sXr2 + *2)-d/2) + (66) 
The following are the relations between the coefficients of the 
orthogonally conjugate terms of the two solutions 
h\ s ®2- -®2 
< C2" C2 =2-< 
®i • h ri- -(G^/2) <V F2 II- =2 
Any pair or several pairs of conjugate terms give the e qtdpotenti als 
and corresponding streamlines for a certain potential flow pattern. 
23 
III. APPLICATIONS OF AH ALL! STMETBIC FLOW 
THEORY TO SPECIFIC PROBLEMS 
A. Application of the Orthogonality between 
the Stream Function and the Potential Function 
1. Statement of the problem 
Eirkhsm and van Bavel [233 solved a boundary value problem for the 
seepage into an auger hole. The solution was found in terms of the 
potential function 0. The stream lines were drawn by graphical methods. 
In this section the same problem will be solved in terms of the stream 
function. The two solutions will be compared according to the cor­
relating list, suggested in Section II C, Equation (67). 
The geometry of the problem and the boundary condition are 
presented below. They are equivalent to the conditions in the original 
paper by Klrkham and van Bavel. The boundary conditions are as follows 
boundary la: 
boundary lb: 
boundary 2: 
boundary 3t 
boundary 4: 
The condition on bomd&ry la will be proved shortly. In addition, the 
potential mast be stated in two points of the medium. At the boundary 
2, the potential is equal to the thickness, d. At boundary lb the 
potential is equal to the water head in the auger hole h. 
In terms of the potential, the condition on boundary la can be 
written as follows 
df/dr • -a h i ^  d r - a 
d+/9r - 0 0 < s ^  h r • a 
ty/dz "0 s • d a < r ^  b 
Afr/ds • 0 0 < % ^  d r • b 
dfr/dr • 0 x » 0 a < r ^  b 
Figure 1. Th» boundaries for problem of water flow Into an auger hole (Section III A 1) 
with ponded water. 
PONDED WATER 
(>/A / / / / / //lis / s / s / / / / / / v /to 
IMPERMEABLE LAYER 
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0 - s or SÇf/ds - 1 (1) 
This condition is transformed according to Equation (63b) in the last 
section. We get 
(8+/ar) - -r{dÇf/dt) « -r (2) 
This is equivalent to the condition at boundary la where r is equal to a. 
2. Solution in terms of the stream function 
The detailed process by which the solution can be obtained will be 
presented in Section HI B. The solution suggested in this section 
may be easily verified against the boundary conditions and the 
differential equation for the stream function. 
The solution suggested for this boundary problem is (H being a 
constant) 
• • H - (8d/A2)eos(5|§)sin(^)rB1(SS) (3) 
(b " Ii3j5j«»») 
I^(nxr/2d) K^(mr/2d) 
^ ^(nub/ad) " K^(a%b/2d) 
V"2d> " ioWH) u) 
+ ^ (nitb/M) 
This solution is a part of the general solution of the stream function 
in Equation (66), Section H. For formulas concerning the Bessel 
functions the reader may refer to Didght [8, pp. 175-1913. 
Figure 2. The streamline* for radial flow Into an auger hole with ponded water. 
Per basic dimensions and conditions see Figure 1. The spécifié dimensions 
are: wa/d - 0.2; h » 0. The measures on the axes are in unite of %/d. 
OE 03 01 
•%ooi ' ' L 
%06 
0 
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The verification for conditions 2, 3, and 4 can be done in a 
straightforward manner. Fourier analysis is needed for the verification 
of conditions la and lb. 
3. Calculation of the discharge and the constant H 
We set the following arbitrary condition 
t • 0 at r - a and * • d (5) 
This condition is substituted in (3). 
The following identity is considered 
- eln(nxd/2d) - - sin(mt/2) - (-l)n (n • 1,3,$...) (6) 
After substitution in (3) and rearrangement we arrive at the 
equation for H as follows 
H - Z (8d/h2*2)eos(^)aIL(H|)(-l)(n " 1)/2 (7) 
n-1 
(n • 1,3,5#.*.) 
By substituting (7) into (3), we can write the general solution 
explicitly 
• - ' (ed>V)»«(^ )o1(S§)(-i)('1 * 1)/2 
H-l 
- E (8d/ 2^n2)oos(^^)sin(2^)rB1(î~) (6) 
n*l 
(n " 1,3,5,..») 
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The calculation of the discharge Q can be done directly from Equation 
(21), Section II, 
Q - 2*k[+(r - b) - +(r - a)] (9) 
From condition 3 and Equation (5) we find the following 
+(r - b) - H (10a) 
+(r • a) - 0 (10b) 
By substituting these values in Equation (9) we get 
Q - 2xkH (11) 
The explicit value of H can be taken from Equation (7) to give 
Q-2*k I - 1)/2 (12) 
n-1 n w 
(n * 1,3,5#•••) 
This result is identical with the one presented by Kirkham and van 
Bavel [233. 
4. Comparison with the solution by the potential function 
As already stated, the solution for the potential function was 
published by Kirkham and van Bavel [233. tilth one exception the nota­
tion in their article is identical with the notation used here. Where 
K is used there to denote the hydraulic conductivity, k is instead 
used here. Capital K is used here to denote the modified Bessel 
function of the second kind. 
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The analogy between the two solutions will be made by comparing 
coefficients of the potential and the stream function with Equations 
(65) and (66) in Section II, respectively, and checking them against 
the relation of Equation (67) in the same section. 
From the solution in Equation (8) and from Equation (66) Section 
II, the following identities are found 
• -(8dyfo2x2)eos(mth/2d) (13) 
A2 - l/Cl1(niib/2d)P] (U) 
B2 - -l/[K^(n«b/2d)F] (15) 
where F is the denominator on the right-hand side of Equation (4). 
Comparison of Equations (6) and (3) in the original article by 
Kirkham and van Bavel [23] with Equation (65) in Section II, gives 
the following identities 
B^ • -(8d/h2%2)cos(nxh/2d) (16) 
k2 - l/[I1(iKb/2d)F] (17) 
®2 " V[K1(»b/2d)F] (18) 
Equations (67) of Section II designate the following identities between 
coefficients 
(19) 
A2 » A2 (20) 
B2 " "Bz (21) 
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A comparison of (16) with (13), (17) with (14), and (18) with 
(15) shows that these identities, due to the orthogonality relation, 
are satisfied. 
B. Flow into a Partially Filled Well Penetrating Down 
to an Impermeable Layer through a Confined Aquifer 
1. Presentation of the problem and the boundary conditions 
boundary la: dt/dr - r » a h < s <d 
boundary lb: 3*/dr - 0 r - a 0<i<h 
boundary 2: dt/dr - 0 •I'­ ll J
 
4 r < b z • d 
boundary 3: d*/3r « 0 r - b 0 < % ^ d 
boundary 4: a+/ar - 0 
o
 
a a ^  r ^  b a • 0 
The explanation for condition la is brought out in Equations (1) 
and (2). 
The reference level for measuring the potential 0 is boundary 4, 
where s equals zero. The potentials are as follows 
at r - b, P - f% (22a) 
at r - a, z<h 0 • 0^ (22b) 
As long as the well is not filled and h is smaller than d, 0^ is equal 
to h. For all cases it is assumed that 
Figure 3* The boundaries for the problem of flow (Section III B 1) into a partially filled 
well which penetrates down to an impermeable layer through a confined aquifer. 
; IMPERMEABLE 
/ / / / /  / ^ / / / / / / / / / / /  /  y / / /  /////////////////y ////y //// / 
v;v/'A )'////// 7*, 
IMPERMEABLE 
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These boundary conditions cannot be attained in any practical field 
flow problem in the exact form presented above. It will be shoim at 
the end of this section that at the circular corner (r * a, * • d) 
the water cannot seep into the well at atmospheric pressure. The theory 
shows that unless we devise some unusual artificial arrangements over 
the walls of the well, there must be a region where the water is under 
tension (pressure lower than atmospheric) at the circular corner 
(r • a, s • d). However, theory also shows that when the potential 
is big enough, the tension region at the corner decreases to a negligible 
site and the following exact theories may be used to correspond to 
actual problems with a fair degree of accuracy. 
2. Fitting tor the homogeneous boundary condition 
We first make the fitting for the singul ar terms (n - 0) and 
for the trigonometric-Bessel function combination (n y 0) later. 
The general solution for the stream function is presented in 
Equation (66), Section II. 
The linear terms are the following: 
H + Br2« + F*2 + Gs + L[*2 + r2(l - laj)] + ( 2 2^1/2) (23) 
The derivative of these terms with respect to r gives the following 
terms 
2Ers + 2Fr + Lr -(Hsr)(r2 + s2)~(3/2) „ 2Lr ln^ (24) 
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Conditions 2, 3» and 4 imply the following equations 
For condition 2, ZBd + 2? + L -(Md)(r2 + d2)"3^ 2 - O (25) 
For condition 3, 2E* + 2F + L -(M*)(b2 + e2)™3'2 - 0 (26) 
For condition 4, 2F + L • 0 (27) 
Condition 4 also requires that + - 0. Thus, the following is implied 
B + F + L[1 - ln(r/a)] - 0 (28) 
Substitution of (27) into (26) and (25) renders, after proper factoring 
oat of d and s, 
2E - M(r2 + d2)~(3/2) - 0 
28 - M(b2 + s2)" 3^/2) - o 
The only possible solution of these two equations is 
S » M « 0 (29) 
Substitution in (28) renders 
F - L - 0 (30) 
Free the original teres in (23) we have left only 
Gs + H (31) 
The fitting for the ncnhemogeoeoue boundaries, as we shall see, is 
done by determining the coefficients of an infinite series. The 
««homogeneous boundary in this problem is along r • a. Consequently, 
the terms in the infinite series vary with s. It is convenient to 
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Batch the boundary conditions using the Fourier sine or cosine series 
(rather than using the unmodified Be s sel functions and their roots). 
In view of this discussion and (31), only the following terms are 
left from the general solution: 
+ - [J&2 sin(ns) + B^ cos(nz)]r[AgI^(nr) + BgB^(nr)] + G* + H (32) 
Both I1 and are finite in the range 
a < r < b 
and are possible solutions. 
For operations with I and K which are Be s sel functions, see one 
of the references [8], [20], [31] or [11]. 
Differentiation of (32) with respect to r gives 
df/3r - n[A^ sin(nz) + B^ cos(n») ]r[A^I0(nr) - BgK^(nr)] (33) 
The homogeneous boundary conditions 2, 3, and 4 iaply the following 
relations 
for condition 2: A^ sin(nd) + B^ cos(nd) • 0 (34) 
for conditiw 3: A^I^(nb) - B Q^(nb) - 0 (35) 
for condition 4: B^ cos(O) - 0 (36) 
Equation (36) implies 
B1 - 0 (37) 
As a result, Equation (34) determines the characteristic numbers, the 
so-called eigenvalues, 
nd » m* (m - 1,2,3 •••) 
(38) 
n • mjc/d 
3d 
Equation (35) ia satisfied if and have the following values 
A2 - [1/I0(nb)](l/P) (39a) 
B2 - ClAp(nb)](l/F) (39b) 
F can be any constant. For reasons which will become clear later, ws 
choose for F the following value 
Io(nxa/d) K0(nsa/d) 
' * i^5b7Sy * Ko(wb/d) <*°> 
This is permissible so long as the values of A^ are not yet determined. 
This factor F would have appeared anyway in the course of the formal 
development. 
Condition (4) requires, in addition, that 
* » 0 at s • 0 and a < r < b 
Thus, from Equation (32) it is found that 
H - 0 (41) 
Condition (2) requires, in addition, the following 
+ - +2 at s • d and a < r< b 
Thus, from Equation (32) it is found that 
G - tg/d (42) 
We substitute (37), (38), (39), (40), (41), and (42) into Equation 
(32) to give a solution which satisfies all the homogeneous boundary 
conditions. A summation of all such solutions for different values of 
m gives 
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* • (tgZ/d) + 2 sin(~£)rB1(2~) (43) 
(n • 1,2,3#***) 
is defined ftroa (39a), (39b), and (40) as follows 
I^tmcr/d) ^(rotr/d) 
I*(iwb/d) + Ko(nnb/d) 
®1 " I0(jwa/d) Ke(iwa/d) 
IQ(i»b/d) " Ko(imb/d) 
Jj£rB^(imr/d) ] - i«o(mtr/d) (45a) 
I0(mtr/d) Ko(mtr/d) 
I (nxb/d) ~ K (xucb/d) 
E0(«r/d) - (45b) 
I0(iwb/d) " Ko(iwb/d) 
3. Fitting for the nonhoaogeneous botmdary conditions 
The conditions at botmdary 1 may be expressed as follows 
dt/dr • 0 at 0 <: <h 
ty/dr - -a at h < z ^  d 
Differentiation of (43) with respect to r at (r - a) gives 
CO 
(3*/dr) - £ (zm/d)l sin(axs/d)aB (mta/d) (47) 
n»l 
B0 is defined in Equations (44) and (45)* From (45) it can be seen 
(46) 
that at (r - a) we have 
Be(nna/d) - 1 (48) 
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This was the purpose of introducing the factor F as defined in the 
Equation (40). 
Equations (47) and (48) are introduced into (46). After dividing 
through by a, we get the following condition over boundary 1 
2 A sin(2~) - 0 at 0 <ï ^  h 
n»l d (49) 
and « (-1) at h •< z ^d 
Using Fourier analysis we calculate the AQ from (49) in the usual 
way, obtaining 
An" " m £ 
n it 
By slight rearrangement we get 
Afl » -(2d/ 2^*2)[cos(ttith/d) - (-l)n] (50) 
Substitution into (43) gives us the solution 
00 2d r /radix 4» • (+2%/d) - Z % ~ ("l)n3sin(^t)r«- (^p) 
n-1 nu axa 
(n • 1,2,3,•••) 
(51) 
The only undetermined coefficient is 4^, which is proportional to the 
total discharge of the well and which we next consider. 
4* Calculation of the coefficient and the discharge 
The potential change along the radius r is expressed by equation 
(63a), Section II, as follows 
dt/dr - (l/4)(d*/3i) (52) 
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The potential change is integrated between boundary 1 and boundary 3 
and along boundary 4 
from (r - a, s - 0) where 0 m 
to (r - b, s - 0) where 0 - 02 
9 2 ~ h m  f  ( l / r ) ( * / a * ) d r  ( 5 3 )  
From Equation (51) the explicit values of the derivative are introduced 
to the right-hand aide of (53) and the integration performed as follows 
^2 " f ^2j/rd^ dr 
b ® 
- £ t ^(mt/d)608(0)1^(mtr/d) (mt/d)dr 
(n * 1,2,3,*,*) 
From the first integral on the right hand side we get 
[*2 ln(b/a)/d] (55) 
The second integral can be written in the following form 
- Z i^ns/d) ^  H1(n*r/d)dr (56) 
The value of is introduced from Equation (44) 
ymr/d) K^mtr/d) 
h v I (iwb/d) + K (nxb/d) 
i Kl(ner/d)dr ' i Io(n«a/d) (57) 
I0(w:b/d) ~ Io(asb/d) 
Using formulas 835*4 and 835*6 in Dwight [8] and the definition in 
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(45), the integration is performed as follows 
/ B1(rotr/d)dr - JJ^C2^ ) - Hq(^) - - (58) 
Introduction of (58) into (56) and, in turn, introduction of (56) and 
(55) into (54) give the solution for the coefficient +2* 
=-l n « (;,) 
(n * 1,2,3,...) 
The discharge can be found by integrating the flux in the r direction 
-(k/r)(d*/ds) (60) 
over the outside cylinder (r - b). Consequently w get the following 
Q " - y* 2xk(ty/ds)dz (r » b) (61) 
d 
Q • -2ak[+(r • b)] - -2nk (62) 
o 
Equation (20), Section II, could be used te give the same results. 
In view of Equation (59), Equation (62) can be written in the 
explicit form 
-e - {#2 - h - Ji H^2[e°"(n*h/d) * m 
(n • 1,2,3,**») 
The minus in front of Q signifies that the well acts like a sink. 
£ (2d/n2*2)[cos(mth/d) - (-l)n] (n » 1,2,3,...) (64) 
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5. Expressing the Infinite series In a closed form 
The infinite series of Equation (59) is 
CO 
n-1 
It can be summed analytically and expressed in a closed form. Equation 
(64) is divided into two separate series. The first part is summed as 
follows 
(-2d/*2) £ (-l)n/n2 - d/6 (65) 
n-1 
The summation is performed according to formula 48.3 in Dwight [8]. 
The second part of (64) can be transformed in the following fashion 
(2d/x ) £ (l,fo )cos(zmh/d) « 
n-1 
2> 00 
-2d/e / £ (*/fcd)sin(nith/d)dh + C (n • 1,2,3,...) (66) 
n-1 
In Dwight [8], formula 416.08, we find the following summation 
CO 
X « s - 2 £ (l/n)sin(nx), (n - 1,2,3,...) (67) 
n-1 
By rearranging we get 
00 
£ (l/n)sin(nx) - (* - x)/2 (68) 
n-1 
We identify x with the argument (ith/d). By substituting this summation 
into the right-hand side of (66), we get 
A4 
o ® p 
(2dA ) Z (1/a )cos(mth/d) - - / [1 - (h/d) ]dh + C (69) 
n-1 
After integration, the right-hand side becomes 
(h2/2d) - h + C (70) 
«here C is the constant of integration. It is evaluated by imposing 
boundary conditions on the original infinite series (left-hand side of 
(69)). The summation should be valid for all values of h between zero 
and d. Substituting into the series h » 0 gives the following summation 
(2d/*2) Z (1/nf - (d/3) (71) 
n-1 
By introducing (h - 0) into (70) and equating to the right-hand side of 
(71), we find that 
G - d/3 (72) 
Using (h - d) as a boundary condition would have given the sas» result. 
Combination of (65), (71), and (72) gives the closed form expres­
sion for the infinite series. 
(2d/*2) Z (lAi2)[cos(mth/d) - (-if] - [(d/2) + (h2/2d) - h] (73) 
n-1 
(n — 1,2,3,...) 
The summation can be verified in an alternative form by the use of 
Fourier analysis. We assume the following 
00 
Z A cos(mth/d) - f(h), (n - 1,2,3,...) (74) 
n-0 
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The values of Afl for n f 0 are given by Equation (64) 
An - (2d/n2u2) (75) 
From Fourier analysis for the coefficients of the cosine series we have 
the following integral equations 
(2d/*2n2) • (2/d) f(h)cos(nKh/d)dh n y 0 (76) 
A0 - (1/d) £d f(h)dh (77) 
The first equation is solved for f(h). The following result can be 
verified 
f(h) - (h2/2d) - h (78) 
Substitution of this solution in the second equation, (77) gives 
Ao - (1/d) £d (h2/2d - h)dh - -d/3 (79) 
The series in (74) can now be written as follows 
CO ® 
Z A cos(ttKh/d) • A + Z A cos(n%h/d) (80) 
n-0 n n-1 
Consequently, transferring Aq to the other side of the equation, we get 
5 ® o 
2d/i 2 (1/n )cos(nKh/d) » f(h) - A0 
n"1 (a) 
- (h2/2d) -ht (d/3) 
fids verifies the summation, as found in (73). 
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6, Suaaarr of the general solution for the stream function 
The solution for the boundary value problem is summarized from 
Equations (44), (51), (59), (62) and (73). 
4> - Z (2d/b2*2)[eos(^p)-(-l)a]sin(~^)rB1(^p) 
nml (82) 
(n ~ 1,2,3,.*.) 
is defined in Equation (44). 
*2 - - (+2/d)ln(b/a) + d/2 + h2/2d - h (83) 
*2 " (*2 " h " d/2 ' fa2/2d + h)[d/ln(b/a)] (84) 
Q - - 2d*2 (85) 
Where k is the hydraulic conductivity. The other symbols are defined 
in Section III B 1. 
Special cases of this boundary value problem will be discussed in 
the following sections. 
7. The case of a partially filled well (0 < h < d) 
Let the water level h be smaller than the thickness of the 
aquifer d. In this case h and may be considered as identical. 
Equations (83), (84), and (85) reduce to the following 
*2 " (•2/d)ln(b/a) + d/2 + h2/2d (86) 
*2 - (*2 - d/2 - h2/2d)[d/ln(b/a)] (87) 
Q - - 2*1*2 (**) 
Fi gar® 4. A nomogram for computing the diaensionlees discharge 
Q/Zxd^k into a partially filled well. (Section III B 7, 
Equation (88)). The diaensionlees discharge is given by 
the value assigned to each sloping line where it intersects 
the right side of the drawing or the top of the drawing» 
For ejcuple, all points (F, b/&) en the line of smallest 
slope and designated 6.0 at the right of the drawing have 
the values Q/Sx&k - 6.0. A point (F, a/b) is computed from 
values of a, b, d and h« 
% 
OJ ro — 
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8. The ea.se of a well fall of -water (h d) 
Let the water level h be equal to or bigger than the thickness of 
the aquifer d. In this case, we substitute in (83), (84) and (85), 
d for h. Equations (82), (83), (84) and (85) reduce to the following: 
4- " (fg/d)z (89) 
+2 " C(?2 " 01)d3/Cln(b/a)] (90) 
Q - -[(*2 - ^ )2k*d]/[ln(b/a)] (91) 
This is the well-known case of radially symmetric, horizontal flow into 
a well, 
9. The case of an empty well (0^ - h - 0) 
By proper substitution, Equation (82) reduces to the following: 
2 2x 
* " (*2/d)z ~ 2 (2d/h * )[1 - (-l)n]sin(~^)rH1(^~) 
(n • 1,2,3»•••) 
The terms in the summation vanish for even values of n. The solution 
is therefore limited for only the odd values of n and is 
+ • (+p/d)z - Z (4d/m2*2) 8in(^-p-)rR, (™^) 
art. 
(93) 
(m - 1,3,5,...) 
Equation (83) reduces in this ease to the following 
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02 - (*2/d)ln(b/a) + d/2 (94) 
Similarly, (84) and (85) reduce to the following 
*2 " C(02 - d/2)d]/[ln(b/e)] (95) 
Q - ~[(02 - d/2)2jtkd]/[ln(b/a) ] (96) 
10. The solution in terms of the potential function 0 
The solution for the potential function is derived directly from 
the stream function (82). We make use of the correlation list derived 
from the orthogonality condition. By reference to this list (67) 
Section II, and to the stream function (82) we obtain the potential 
function 0 as follows 
# - <#2 - C/2 - + H 
- Z (2d/n2*2)[cos(2^)-(-l)n]cos(2~)Ro(2Sp) (97) 
n-1 
(n — 1*2,3,•••) 
H and c are two coefficients yet to be determined. Hq is an expression 
in terns of Bessel functions. It is defined in Equation (45), Section 
III. 
Vfe impose on (97) the following conditions 
0 • h at r - a and s • 0 
0 • 02 at r - b 
These conditions when applied to (97) inply the following 
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h « (02 - d/2 - h2/2d)^fcffi + H - Z -—(cos ^  - (-l)n] (98) 
n-1 n n 
Let e - a, then 
Let c - b, then 
#2 - (02 - 4/2 - + H (99) 
H « d/2 + h2/2d (100a) 
H - 02 (100b) 
Simple substitution can show that both solutions are eoapatible with 
all the other boundary conditions. To make such a verification, one 
should make use of the following summations 
® o o 
Z (2d/n it ) - d/3 (101a) 
n-1 
Z (2d/h2*2)cos(mth/d) (-l)n - h2/2d - d/6 (101b) 
n-1 
In conclusion we may write the solution for the potential function 0 
in one of the following forms 
0 - (02 - d/2 - h2/2d)[ln(r/a)/(b/a)] + d/2 + h2/2d 
- Z (2d x^2*2)[cos(nKh/d)-(-l)n]co8(hn«/d)R (n*r/d) (102a) 
n-1 
or 
0 - (02 - d/2 - h2/2d)[ln(r/b)/ln(b/a) + 02 
- Z (2d/h2«2)[eos(mth/d)-(-l)n]cos(miz/d)B_(nKr/d) (102b) 
n-1 0 
Figure 5» Flow net for flow into a partially filled well penetrating down to an impermeable 
layer, through a confined aquifer. For basic dimensions and boundary conditions, 
eee Fig. 3 of Section III B 1. The flow net is computed for the following 
dimensions: h/d - 1/2; • 1/ b/a • 100. The measures on the axes are in 
units of */d. The point designated by S is a stagnation point. As 02 increases, 
S moves towards the well. Values of the potential are given in terms of 0/d. 
Values of the stream function are given in percent of the total discharge. 
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Figure 6. Flow net for flow into a partially filled well penetrating to an impermeable layer 
through a confined aquifer. For basic dimensions and boundary conditions, see 
Fig. 3 of Section III B 1. The flow net is computed for the same dimensions as 
in Fig. 5* The potential 0% *** changed to equal 35 d/8. Note that the stagnation 
points S could not be resolved here with the degree of accuracy used for computa­
tion and drawing. The stagnation point actually moved so close to the well that 
it became impossible to separate it, in the figure, from the well. 
100% 
90% 
80% 
70% 
60% 
Vt VI 
50% 
40% 
30% 
20% 
10% 
Figure 7. The translation of the stagnation point S towards the veil 
as a result of increased potential fg. basic dimensions 
and boundary conditions, se# fig. 3 of Section III B 1. The 
coarctation of the flow net and the stagnation point in the 
circular corner# at the top of the well was done for the 
dimensions h/d - 1/2 and b/a - 100. 
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11. The validity of the boundary conditions at the well 
from Equations (102a) or (102b) we may calculate the partial 
derivative with respect to r of the potential 0 at the point (r - a, 
s • d). It can be show that this derivative is negative. This 
jjplies that at this circular corner the water would flow from the 
well out, according to the conditions assumed there (condition la). 
W» investigate the problem by asking how big should 02 be to make 
this derivative sero. 
Equation (102) is differentiated with respect to r and equated to 
sero. For simplification we assume the following dimensions to the 
flow medium 
h/d - 1/2 
a/b • 1/100 
a/d • 1/10% 
A flow problem with these dimensions and with jf2 * d i» computed and 
the flow net drawn. After rearrangement we solve for Ç?2 with these 
geometrical dimensions. Ve find 
V -5/8- ^(nAo) Ce~(f )(-l)B -
(n • 1,2,3,...) 
It is easy to verify that the above equation does not converge, ffe 
can conclude that 02 most be infinitely big to prevent the formation of 
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a tension region at the circular corner (r » a, s - d). 
If, however, we make the above test for the sign of 50/dr not at 
the very corner, but slightly away at r * a + Ar and g • d - As, we 
can find fg big enough to form a positive derivative 30/dr, or in other 
words, flow towards the well. By taking large enough values of 
the region of back flow, or tension, shrinks as each as we want, and 
As and Ar can be as small as we wish. 
We conclude that the analysis in the preceding sections and in the 
following section C, is valid from a practical point of view when ^  
is big enough. The advantage in using this theory is in its simplicity, 
compared with a case where tension regions mast be taken into accomt 
in the boundary conditions. 
The discharge as calculated in this section is probably very close 
to the true discharge. A discussion of this statement will be found 
in Section HI C 2. 
C. Approximation of the Solutions for 
Large Radial Dimensions 
1. The ease of large radius of influence b 
The discussion in this section and those fallowing pertain to the 
boundary value problem that was solved in the preceding section. The 
procedures used for approximation can also be applied to many other 
problems. 
The exact solutions for the different cases are summarized in 
Equations (82-97). 
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The radius of Influence b is the distance from the axis of 
IIJIIISUJ to the cylindrical envelope which is considered the outside 
boundary of the flow medium (see Section III B 1). A useful approxi­
mation of Bp the term including Bessel functions in the solution (82), 
can be achieved for large values of b and limited values of the radius 
r. 
as defined in Equation (44), can be expressed in the following 
equations 
My) Mr) Mx) 
®1 " M«) Mi) Mx) (103) 
Ox7 crRj îjsr '13 
x • mtb/d (104a) 
y - ttur/d (104b) 
s - n*a/d (104c) 
For ease of reference we further abbreviate the egression for 
hm Cc/H~T] (105) 
A - IL(y)A1(y) (106a) 
B - I0(x)/K0(x) (106b) 
C - I0(»)A0(«) (106c) 
Figure 8. A diagram for estimating the validity range of the approxi­
mation presented in Section III C 1, Equation (107). 
X 
vc 
N 
A,B, OR C 
rm-rn 
I 
N *< x 
Il II II 
& 
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Let (A/B) and (C/B) be much smaller than unity. If so, the expression 
for can be reduced to the following 
K- (mtr/d) 
<107 
Figure 8 is an aid for estimating the validity of this approximation. 
The following functions are drawn there (Fig. 8) 
100A - 10QI1(y)A1(y) 
100C - 100Ie(s)A6(s) 
» - Ie(x)/Ko(x> 
When 10QA • B, the approximation in the numerator of (105) involves an 
error of about 1 percent» When 100 C - B, the approximation in the 
denominator of (105) involves an error of about 1 percent. The total 
error in the approximation of is approximately the sum of the errors 
in the numerator and the denominator. By observing the diagram in 
Fig. 8 it is realised that if the error is negligible for the first 
term in the summation (n-1), it is certainly negligible for greater 
n values. The abaissas in Fig. 8 describe in relative terms the 
permissible ranges of the approximation. 
2. The discharge in case of large values of b 
It is remarkable that the calculation of the discharge Q does not 
involve series summation (see (84)). Another important feature of the 
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equation for the discharge is that it is not sensitive to slight 
changes in the radius b. It can be seen from Equation (102) that the 
vertical or horizontal variation of the potential becomes negligible 
for large values of the radius. This characteristic allows us to choose 
the condition at r * b with some degree of arbitrariness. 
There are several intrinsic inadequacies in the assumed bomdary 
conditions as described in Section III C 1. One such inaccuracy is 
discussed in Section IH B 11. Additional inaccuracies are discussed 
below. 
It is rarely the case that the potential would be exactly 
constant at the cylindrical surface r • b. In field measurements or 
in theoretical computations, we assume a value for b, where the 
potential would be expected to vary little in space. 
Another inadequacy evolves from the assumption that the flow is 
in a steady state. This assumption would have been exact if we could 
consider the soil as a perfectly rigid medium and completely saturated 
with incompressible fluid. In such a hypothetical case steady state 
could be achieved at once. Disturbances of elastic nature move at the 
speed of sound. They undergo a fast damping. Thus, as far as filtra­
tion flow is concerned we may neglect these elastic disturbances aad 
assume the existence of a steady state. When the ground water forms a 
free surface or when the soil is otherwise not perfectly saturated, 
fluctuation of the water level in the wall will transmit into the soil 
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disturbances of each slower nature. As we proceed farther from the 
well, the time necessary for achieving a relative steady state 
Increases. Fortunately, however, the magnitude of the disturbance 
decreases with the distance at an exponential rate. 
For discussion about these problems the reader may refer to 
Thels [42] or Jacob [18] and [19]. 
The mathematical nature of Laplace's equation and the equation of 
diffusion for soil water flow imply the damping of local variations. 
It implies that flow conditions at any point depend mostly on the 
boundaries closest to it. This dependence decreases exponentially 
with the distance from the botaadarles. See Horse and Feshbaeh [31, 
pp. 696-706]. 
A conclusion of utmost Importance and of great usefulness can be 
drawn here about the techniques of approximate solutions. Let us be 
interested In the flow solution at point A. For the convenience of 
the solution we may alter the boundary conditions at a point B. The 
error involved In this arbitrary alteration will be smaller, as the 
distance between A and B will be larger, cohered with the distance 
to other boundaries. For the calculation of the discharge it may 
suffice to solve exactly only for a limited subregion eut of the whole 
flow mediae. Consequently, if we are not interested in plotting the 
flow net for the whole region but only In estimating the discharge, 
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alteration of the boundaries msy be made that would simplify consider­
ably the solution. 
The consequences to the boundary value problem presented here 
were already discussed. The solution close to the well and the 
discharge are insensitive to variations at (r • b) if b is large. 
Similarly, as discussed in Section III B 11, the discharge is well 
approximated, according to our boundary conditions, when b and ^ *r* 
large. It should be noted that b cannot be extended to infinity, as 
in that case for any nonzero discharge the potential must be infinitely 
large. 
3. The ease where both the radius of the well a and the radius of 
influence b are large 
¥e make use of the asymptotic representation of the hyperbolic 
Bessel functions (modified Bessel fonctions) for large arguments. 
(See Hildebrand [11, p. 161], Morse and Fèshbach [31, p. 1324] or 
Dwight [8, pp. 181-182]). 
For large arguments we can express the following approximations 
Ip(mtr/d) * ennr/d(2n*2r/d)"'1/2 (108a) 
Ip(n*r/d) * e"œtr/d(2nr/d)"1/2 (108b) 
Substituting these approximations in the expressions for and &Q, as 
defined in Equations (44) end (45), we get the following 
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. fb/r)l/2.("/»)(r-b) + (tM,-M)lrti) 
^ (b/a)1/2.(M/,i)U'*) - (b/»)."(a,l/dHa",,) 
(109a) 
«. • ssassa : ssssa « 
After rearrangement, these approximations can be written in terms of 
hyperbolic functions as follows 
«11 - <**>1/2 sasflfê : 
8o1 • (-»1/2 agdSS : 
Substitution of in the solution for the stream function p**# Bq into 
the solution of the potential function, gives 
*c 4 *2*/d + 
+ ji - (-1)D]al^ r '<l>1/2 (^) 
and 
0e * (*2/d)ln(r/b) • ^  
where 
*2 - (?2 " d/2 - h2/2d)[d/ln(b/a)] (111c) 
The subscript c designates that these solutions are in terms of 
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cylindrical coordinate» in an axial!y symmetric flow. 
It is interesting to note the similarity between these approximate 
solutions and a solution for a truly two-dimensional flow. 
The terms in infinite sine and cosine series are, to save a 
"correction factor, " the same as the expressions found for a two-
dimensional flow with the same boundary conditions. The "correction 
factor* for the stream function is obviously 
r(a/r)1/2 (112a) 
The correction factor for the potential function is 
(a/r)1/2 (112b) 
The velocity potential has the same dimensions and the same 
physical meaning both in the two-dimensional flow and in the axi ally 
ajmetrlc flow. In both eases the solution is derived from Laplace's 
equation. It is clear that as r and a increase and their difference 
is constant, the correction factor approaches unity. The logarithmic 
terms in the solution for f (111b) can be approximated by expansion in 
Taylor's series and neglecting all but the first term, as follows 
(f2 - 4/2 - i - (#2 - 4/2 - h2/24)|^f (113) 
We make the following translation of the coordinate system in the r 
direction 
69 
p - (b - p) 
B = (b - a) 
Consequently for very large radial dimensions, the solution for the 
potential reduces to the exact two-dimensional form in coordinates 
z and p 
* " *2 " C*2 " 2 " !d] B 
- \ f T SK (^) 
n»X 21 K 
This reduction should not be a surprise. It is obvious that as 
the internal and external radiuses of a cylindrical ring increase, 
any segment of this ring becomes in the limit a straight domain with 
uniform cross-section. The flow becomes truly two-dimensional. 
The stream functions in the axial 1 y synnetric flow and the two-
dimensional flow do not have the same dimensions and have somewhat 
different physical meaning. This becomes obvious by observing the 
correction term (112a). The cylindrical stream function reduces to 
the two-dimensional stream function only after it is divided through 
by r. 
L. Differences between the two-dimensional and the axially symmetric 
stream functions 
It was already recognized in Section II of this thesis that the 
differential equation for the stream function in cylindrical coordinates 
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is not a Laplace equation. The conditionb for orthogonality between 
the stream function and the potential function were found to be the 
following 
3*e/Sr - - r a*/9: (115a) 
d*c/Sz - r af/ar (115b) 
As before, e designates the fact that the stream function is defined 
in terms of cylindrical coordinates. In the two-dimensional flow the 
orthogonality between the stream function and the potential function is 
secured by Cauehy Biehman conditions. 
a+p/az - - a*/ay (ii6a) 
a+p/ay - açf/ax (U6b) 
The subscript p designates the fact that the stream function is defined 
in terms of two-dimensional (planar) cartesian coordinate system. Let 
the potential be defined in the same way for both two-dimensional and 
radial flow; then we find the following relations between the stream 
functions 
a+p/ax corresponds to (l/r)(d+e/5r) (117a) 
a+p/a% corresponds to (l/r)(d*e/dt) (117b) 
Thus the observations in the preceding section are explained* It is 
clear why the two-dimensional stream function is measured by length 
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unite and why the axially symmetric stream function is measured by area 
units. 
An instructive explanation can be obtained by comparing the 
calculation of the discharge in the two systems. 
In the axially symmetric cylindrical case the discharge (between 
» 0 and <J»c » +q) is calculated as follows (see (20) Section II). 
Q - - 2*k * (118) 
v G 
This discharge penetrates through a cylinder of radius r and circum­
ference 2nr, or an are of the central angle 0Q equal to 2s. The 
discharge through a cylindrical section of any other central angle @ 
is 
Qçq - - 6k +c (119) 
The angle 9 can be expressed by the arc length L and its radius r. 
© - L/r (120) 
By substitution into (119) we obtain 
«ce - «t " (L/r)k*c da) 
Wè compare this expression with the discharge as calculated in a two-
dimensional flow along a straight segment of the length L with a 
uniform cross section. 
V - *+p 
Again, the relation between the two stream functions is demonstrated. 
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In Making the approximation suggested in the preceding section, we can 
draw the following rules 
a. A correction term for the ease of large b and a mast be 
applied to the term including trigonometric and hyperbolic 
functions in the form (a/r)*^. 
b. The stream function in the axially symmetric system must be 
divided first by the radius r, if we want to use it in the 
two-dimensional sense. 
c. For the purpose of calculating the discharge, the radius r is 
measured to the arc along which the length of the circular are 
segment L is measured. 
D. The General Theory for Flow through Slightly Curved, 
Tiro-Dimensional Segments with Uniform Conductivity 
When seepage occurs through slightly curved media, the equations of 
axially symmetric flow may be used, but it is more convenient to consider 
such problems as two-dimensional ones to which a correction factor is 
applied. The methodology for this correction factor is described below 
for uniform conductivity. The methodology for non-mifor* conductivity 
will be described in Sections IV 2 C f and IV 3 C f. 
1. The general solution for the potential 0 
The differential equation for the velocity potential In the axially 
symmetric flow is 
d\/dr2 + (l/r)d0e/dr + d\/3%Z - 0 (123) 
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The subscript e designates that it is the potential in terms of the 
cylindrical coordinates for an axially symmetric flow. 
We suggest the following transformation 
9C - (e/r)1/2$fp - (a/r)1/2R(r).Z(s) (124) 
B is a function of the radius r only and Z is a function of the eleva­
tion s only. The coefficient e has the dimensions of length and will 
be determined by the boundary conditions. Obviously, both and 0^ 
are measured by units of length. By substitution of (124) and by 
separation of the variables, we obtain the following two ordinary 
differential equations 
d^/dr2 + RClAr2 + n2] - 0 (125a) 
d2Z/ds2 - n*Z - 0 (125b) 
This transformation is found useful in solving more complex cases of 
non-uniform conductivities in Section IV B 4. 
2 
Let n be different from sero and let r be large, in which case 
Equation (125a) is reduced to 
dfydr2 + nSa - 0 (126) 
By defining 0^ as below, Equations (125b) and (126) may be combined to 
give Laplace's equation for two-dimensional velocity potential in the 
form 
a2fp/dr2 + a2*p/a%2 « o (127) 
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0p - B • Z (128) 
o 
Let n - 0, then we catmot neglect the term 1/2*? is (125a). For this 
singular case we must use the original equation in cylindrical coor­
dinates 
d^/dr2 + B/4r2 - 0 (n - 0) (129) 
o 
The general solution for the nonzero n is found from (125b) and (126) 
as follows 
0p(n i 0) - [A^sin(nz) + B^cos(nz)][AgSinh(nr) + BgCosh(nr)] 
+ [CjSinh(nz) • D^cosh(nz) ][CgSin(nr) + D^cos(nr) ] (130) 
2 
The solution when n - 0 is found from (129). 
0p(n - 0) - r1/2[B ln(r/a) + F][Gs + H] (131) 
Combination of (130) and (131) gives, in view of transformation (124), 
the result 
9e - U/r)1/2fp 
- [A^ain(nz) + B1cos(n«) ][A2sinh(nr) + B^cosh(nr)^(</r) 2^ 
+ [C^sinh(nz) + D^cosh(ns) ][C2«in(nr) + DgCos(nr)](e/^) 2^ 
+ Cï'la(r/a) + f'Kg's + H*] (132) 
As it may be observed in the developments of the preceding section, 
o 
both 0p and 0c, for the singular ease n - 0, will approach the two-
dimensional solution as r increases. It is therefore possible, when 
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the detailed solution le not known explicitly, to apply the suae 
1/2 
correction (a/r) for the whole solution. Even if we cannot find the 
complete solution, it may sometimes be possible to determine the 
singular terms for n • 0 separately. The above methods of approximation 
could then be applied in an exact form. 
2. The general solution for the stream function 
The differential equation for the stream function was found in 
Section II of this thesis. It is the following 
S2te/dr2 - (l/r)d*c/Sr + d\/dr2 - 0 (133) 
In Section II we made the following substitution 
+c - rT(r)Z(z) (134) 
For our discussion here we suggest a further transformation as follows 
T - (e/*)1/2U(r) 
(135) 
a » a constant 
By substituting (135) Into (134) and in turn (134) into (133), we can 
separate the variables and obtain the following ordinary differential 
equations 
d*Z/ds2 - n2Z - 0 (136a) 
dfydr2 + U[n2 - 3/4r2] - 0 (136b) 
2 2 
Let n differ from zero and r be large, in liiich ease (136b) reduces to 
the following: 
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<Aj/dr2 t n ^ - O  ( 1 3 7 )  
Equations (136a) and (137), when combined, give a two-dimensional 
Laplace equation, as we shall see. Let us define and ^  as follows 
+p - (a/r)lyf2*a « (a/r)0 • Z - (l/r)*e (136) 
Then the partial differential equation becomes, in terms of 
d2*a/dr2 + d2*a/ds2 - 0 (139) 
2 
When n » 0, we east use the original Equation (136b) which reduces to 
dfydr2 - (3/4p2)D - 0 (140) 
Its solution in this case is 
U(n - 0) - Br?/2 + Fr' 2^ (141) 
where B and F are constants. 
The general solution can be expressed in terms of in the form 
• («/r)1^ 2[A1sin(ns) + B^cos(n%) ][lgSinh(nr) + Bgcosh(nr)] 
+ («A,)1/2CC^8inh(ns) + D^cosh(nz) ][CgSin(nr) + Dgcos(nr)] 
+ e1/2[Br + F/r][G* + H] (142) 
where A, B, C, D, X, F, 6 and H are constants. 
This result ceeoborates the discussion in the preceding section. 
It is obvious that 
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*e " r *p (I#) 
where * is the corrected two-dimensional stream function and * is the 
P c 
axially symmetric stream function in cylindrical coordinates. 
3. Generalisation of the asymptotic solution of flow equations 
The discussion in this section may be considered as an illustration 
for a much more general flow case. In Section 17 of this thesis we 
transform all flow equations in two dimensions or with axial symmetry 
into a form which resembles Schrodinger'e equation, much the same as 
Equation (125*). Other asymptotic solutions can be found which would 
simplify a wide variety of problems (see Sections 17 C 2 f and 17 C 
3 f). 
B. Notes About Use of Models 
In concluding this Section IH we note some problems in connection 
with axially symmetric flow and the use of models. 
The main problem in obtaining axially symmetric flow in models 
stems from the fact that axially symmetric flow is a three-dimensional 
flow. Any resistance network analogue becomes complicated and expensive. 
A flow of fluid between two non-parallel plates cannot be used because 
of the adherence of the fluid to the boundaries which does not allow 
an axially symmetric flow. He can use an actual porous medium in the 
form of a cylindrical section. The boundary effect in this case is 
negligible. By tilting a flat-bottomed electrolytic bath we can form 
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a cylindrical sector between the flat bottom and the water surface. 
Curvature of the water surface due to capillarity may have a signifi­
cant effect very near the axis of symmetry. The potential function can 
be easily measured In such an electrolytic bath analogue by recording 
the electrical potential through the electrolyte. 
There appears to be no simple way to measure the stream function 
directly. An interesting suggestion in this connection was introduced 
by Beaver [1]. He devised a method to measure the stream function in 
an electrolytic bath. It is achieved by transformation into some kind 
of hyperbolic curvilinear coordinates. Except in extremely simple 
cases, building a model in the transformed system would be very complex 
and expensive. Most workshop tools are set to measure and work along 
straight lines or circles, but not hyperbolic surfaces. Before making 
models for stream function determinations, one should consider the 
advisability of obtaining equipotential surfaces and plotting graphically 
the streamlines on these surfaces. It seems that in many eases it would 
be easier to build the complete cylinder, rather than a single sector 
of it. The measurements in a sector are suggested only because most 
electrolytic baths are adapted for two-dimensional flow modeling work. 
They have a relatively big area and a relatively small depth. 
In some special cases axially symmetric flow can be simulated 
with a two-dimensional model and vice versa. Such eases for nonuniform 
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conductivity are demonstrated In Section IT C 2a and 3a. Other eases 
of variable conductivity can be simulated by two-dimensional models 
when in Schrodinger's equation the potential vanishes or almost vanishes 
(see IV C 2e, 2f, 3« and 3f). 
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17. THE GENERAL THEORY OF SATURATED, STEADY PLOW WITH 
N0HUHI7CBH CONDUCTIVITY 
A. Introduction 
1. Idealized solution» and the actual flow problems 
The solutions employed for flour problems in soil are at best 
reasonable approximations of the actual flow conditions. The accuracy 
of these approximate solutions is limited by several factors. 
Every solution for a flow problem must be tied with actual field 
conditions. At least three quantities must be measured in the field. 
These are the conductivity, the velocity potential and/or flow at the 
boundaries, and the geometry of the flow medium. Some of these 
quantities cannot be measured in the field within the accuracy of 
more than two significant figures. 
In actual flow problems, there are different fluctuations in 
the geometry of the medium. For example, the surface of an impermeable 
layer, which is regarded as an horizontal plane, may actually be 
sloping, wavy, or discontinuous. The conductivity will almost always 
vary with time and space. In an attempt to find a practical solution, 
it is common practice to idealize the flow conditions in a way which 
one believes will give the best approximation of the actual flow. 
Each solution should serve for a wide range of different flow problems. 
As there are no two cases in the field which are exactly alike, we 
must admit some degree of approximation if we want to have solutions of 
reasonable usefulness. 
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One finds that even for relatively sinple, idealized flow 
conditions, the exact solution may become very complex. The applica­
tion of such solutions to any one special set of dimensions may involve 
a very complex and tedious computational work (see Kirkham [21]). If 
the theory of filtration flow is to be of practical value, it should 
be within the operational ability of an average engineer to apply it 
in his practice. 
It must be admitted that most flow problems solved to date are 
idealized almost to a degree of being impractical. For example, as 
far as we know, all the solutions of a two-dimensional flow into a 
ditch assume that the walls are perfectly vertical. In reality most 
ditches are dug with sloping embankments. In existing literature, most 
flow problems are solved for uniform and isotropic conductivity. There 
are very few actual field problems which can enter this category. A 
tenfold variation in conductivity, due to biological activity or 
mechanical, chemical or thermal changes, is almost unavoidable. 
Unless these variations are of local nature, tending to average evenly 
over the medium, we are not justified in using the uniform isotropic 
solution. 
2. Continuous and discontinuous variation of conductivity 
There are two possible ways to account for the varying conductivity. 
In the first way the domain may be divided into several subrogions. 
Each subregion is assigned a constant conductivity. First, a solution is 
found for each subregion. Hexfc, a condition is iaposed, that the 
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potential function or the stream function and its normal derivative 
should have the same value on both sides of the interfaces between two 
subrogions. The alternative approach is to approximate the conductivity 
distribution in space by a continuous function of the coordinates. 
It may also be approximated by a power series or its equivalents. 
Abrupt changea in conductivity are in most cases man-made. The 
first approach of subregioning is then justified, if the number of 
subrogions does not exceed two or three. Beyond that the solution may 
become very involved. 
Unless we find some simple analytic methods to solve problems 
with nonuniform conductivity, it is better to compute the solution for 
each specific case directly from the differential equation by some 
of the modern computing techniques. 
3. Vertical and horizontal variations of conductivity 
The soil profile is generally formed in layers parallel to the 
soil surface. Variations in conductivity will be more common in the 
vertical direction than the horizontal. 
In the following sections variations in both horizontal and 
vertical direction will be analyzed. These variations will be applied 
to a two-dimensional flow and to an axially symmetric flow. Both the 
potential function and the stream function will be treated. In all, 
eight groups of problems are considered. It is of significance to 
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note that six out of these eight combinations render themselves to a 
completely identical analysis. The two cases which lead to different 
solutions are for the stream function and potential function with 
axial symmetry and for the conductivity varying horizontally. 
It is very unlikely that the conductivity will vary horizontally 
in such a way as to yield a problem of axial symmetry, but there are 
some such practical problems and these will be presented in one of the 
following sections. 
4. The scope of presentation of the nonuniform flow analysis 
The main purpose of this part of the thesis is to demonstrate 
solutions of flow equations for a wide variety of conductivity 
patterns. The solutions are formed in terms of well-known functions. 
It is not much harder to handle them than the solutions for a uniform 
conductivity. The functions used for the solutions are in common use 
in mathematical physics. Their behavior is well known, and in moat 
cases they are tabulated. Of great importance is tks fact that these 
flow equations can be transformed into some standard equations for which 
many analytical and numerical methods of solutions are known. For 
exug>le, it will be shown that all steady flow differential equations 
can be transformed into a Sture-liouville equation and in turn into 
Schrodinger's equation. For the last several decades, physicists and 
mathematicians have devoted themselves to the study of these two 
equations and have obtained a host of exact and approximate methods 
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for their solution. Among the methods we find names like "Variational 
method", "Series solution" and "Perturbation theory", to name only a 
few. 
This wide range of methods, when combined with modern techniques 
of computation, may very well offer new perspectives for the soil 
physicist in trying to solve new, more coupler flow problems. We 
may then analyze the more complex cases with greater accuracy and 
practicality. 
The discussion in this part of the thesis extends primarily to 
the steady state flow of an incompressible homogeneous fluid. 
B. The Differential Equations of the Steady State Plow 
with Nonuniform Conductivity 
1. The partial differential equations for two-dimensional flow 
The partial differential equations for the potential function Çf 
and the stream function * in two-dimensional flow are the following 
div(k grad 0) - 0 (1) 
eeri(k % xx • y • ° (2) 
Here, k is the hydraulic conductivity, x and y are the two cartesian 
coordinates and 1$ and 1^. are unit vectors in the x and y directions. 
It is found that the equation for the stream function (2) can 
be written in an equivalent form like the equation for the potential 
function (1), that is, 
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div(k grad *) - 0 (3) 
Let k be a function of the coordinates x and y* Equations (1) and (3) 
can be expanded in the following fashion 
kv2p + (grad k)»(grad p) • 0 (4&) 
kr2* + (grad k)* (grad 4») » 0 (4b) 
which are the generalized differential equations for two-dimensional 
steady flow. 
2. The differential equations for axially symmetric flow 
Equation (1), for the potential, applies to all orthogonal systems 
of coordinates. The gradient and the divergence should be properly 
interpreted for each set of coordinates. For axially symmetric flow 
in cylindrical coordinates Equation (1) reduces to the following 
J^kr g) + f^kr |2) - 0 (5) 
The orthogonality conditions between the potential function and the 
stream function were found in Section II, Equations (12a), (12b) • They 
are valid for the nonuniform case and may be written here as 
ap/ar - (l/r)dt/dz (6a) 
ap/az - -d/r)a+/ar (6b) 
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Accordingly, the flux q can be expressed (Wylie [46, p. 454, formula 
12]) as follows 
q - -(k/r)(d*/dz)lr + (k/r)(d*/3r)lg (7) 
lp and 1$ are unit vectors In the r and z directions. The condition 
that q is solenoidal (dlv q - 0) is automatically satisfied. This can 
be proved by showing that the divergence of (7) vanishes identically. 
To insure that the flow be irrotational the curl of the flux must also 
vanish. Application of this condition to (7) gives the differential 
equation for the stream function. 
(8) 
Expansion of (5)  and (8) gives the following equations for the potential 
function and the stream function, respectively, 
<»> 
or 01 
which are the equations for axially symétrie steady flow. 
3. The separation of variables 
In the two-dimensional cases the following is assumed 
#p - Vi (10a) 
•, - % <10b> 
The subscript p designates planar or two dimensional flow. I and T are 
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functions of x only or y only, respectively. 
For the axially symmetric flow the following is assumed 
Wl (10c) 
•c " % (10d) 
B and Z are functions of r and z only, respectively. The subscript c 
designates the axial symmetry of this flow and the use of cylindrical 
coordinates. 
In addition, it is assumed that the conductivity k can be separated 
in the following way 
Bach separate term of the conductivity is a function of its subscript 
only. 
Consider the two-dimensional case. By substituting Equations (10a) 
and (10e) into (4a) and substituting Equations (10b) and (10e) into 
(4b), we can separate the variables and arrive at the following four 
ordinary differential equations. For the potential function we get 
In the axially symétrie flow, 
In two-dimensional flow, (10e) 
(10f) 
(11a) 
kA + yi  -  nVi -0  (lib) 
and for the stream function we get 
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kA+  kX+  nV2  -0  ( U c )  
yâ +  yà - -Va " 0  ( U d )  
One prime designates first order ordinary derivative. Two primes desig-
2 
nate second order ordinary derivative. The value of n can be positive, 
negative or zero. 
For the axially symmetric flow we substitute Equations (10c) and 
(lOf) in (9a) and Equations (lOd) and (lOf) in (9b). Consequently we 
can separate the variables and arrive at four ordinary differential 
equations. For the potential function we get 
kA + (kr + Vr)Bl + n\h " 0 (He) 
*A * "X - n\h -0 (Uf ' 
and for the stream function we get 
krE2 + (kr ~ Vr)B2 + nXK2 " 0 (Ug) 
ksZ™ + - n2kj$22 - 0 (llh) 
One prime designates a first order ordinary derivative. Two primes 
2 designate a second order ordinary derivative. The values of n can be 
positive, negative or sero. 
For equal functional form of the conductivity terms, and if all 
values of n are considered, the general solutions of Equations (11a), 
(lib), (lie), (lid), (llf) and (llh) are identical, except for the 
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notation of the independent variable* 
Consequently only three prototype equations will be discussed in 
the following sections. They are 
kxXH + kY + n^X - 0 (12a) 
which stands for (11a), (lib), (He), (lid), (llf) and (llh); and 
kA + (kr + kr/r)Bl + krn\ " 0 (12b) 
which stands for (He); and 
k,Rg + (kj, - kr/r)H^ + k^n^ « 0 (12c) 
which stands for (llg). 
Bach of the above three equations will have three types of sole-
tions for the three possible values of n (positive, negative or sero). 
The general solution for any one of the partial differential equations 
(4a), (4b), (9a) or (9b), is found by a proper combination of the 
solutions of (12). For example, the general solution of the differential 
equation (4a), for the potential in two-dimensional flow, will be 
found by summing the following combinations 
a. A produce of the solution of (12a) for positive values of 
2 
n with a solution of the same equation for negative value 
2 
of n ; the first is in terms of the coordinate x, and the 
second in terms of the coordinate y; 
b. The same product is employed, but the order is changed; the 
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2 first part of the product, for positive values of n , is ia 
teres of the coordinate y; the second part of the product, for 
negative values of n, is in terms of x; 
c. A product of two solutions, one in terms of x and the other 
in terms of yj both solutions of Equation (12a) when n is 
zero. 
4. Useful transformations and standard forms of the differential 
equations 
It is easy to verify the equivalence of the following equations 
with (12a), (12b) and (12c), respectively 
nXX • 0 (13*) 
$(v ar> + b2-*A - 0 (13b) 
g(% - 0 (13e) 
These equations are of the Sturm-Li ouville type. For general discussion 
of these equations see In ce [13, pp. 204-253 ], Margenau and Murphy [27, 
pp. 267f.]> Morse and Feshbach [31, pp. 719f.] and Hildebrand [11, 
pp. 95, 2253. We shall relate Equations (13a), (13b) and (13c) to the 
following general equation 
g) + (Q + XS)F - 0 (14) 
This is the standard form of Sturm-Liouville equation; in it P, Q and S 
are known functions of x and F is the unknown function of x. By 
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comparison we find the following identities, valid for all three 
Equations (13) 
Q - 0 
The fact that the separated flow equations can be written in the 
Sturm-Liouville form is of great significance. For our discussion we 
mention only that they can be solved by expansion of the unknown 
fonction in infinite series with orthogonal terms, and that all possible 
solutions are real. 
The same three equations, (13a), (13b) and (13c), may be written 
in another standard form. Although of smaller importance, it may lead 
to some solutions, as we shall see in the following sections. We get 
the following from (13) in a straightforward manner 
x" + (k^/yx1 + n2! - 0 (15a) 
\ + C0y\) + (l/r)]E^ + n\ - 0 (15b) 
Eg + [(k^kr) - (l/r)]B2 + n\ - 0 (15c) 
Next, the three equations will be transformed into a form which resembles 
Sehrodinger's wave equation. Relating to the standard Sturm-Liouville 
equation, (14), the new form is achieved by the following transformation, 
in which I (not to be confused with the I in (10) and (11)) becomes a 
new unknown function of a new independent variable u 
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I + (PS)l/4p (16a) 
u • /(P/S) 2^dx (16b) 
By comparing (14) with (13a), (13b) and (13c), one finds for all three 
flow equations, the identity 
P - S (17) 
Consequently, (16) reduces to the following 
T - P^/^F (18a) 
u « x (18b) 
Performing the transformation on (14), we arrive, after some manipula­
tions, at the following standard equation 
d^/dx2 + [X - V(x)]T - 0 (19) 
where 
-Y(x) - (1/4) (P*/P)2 - (1/2) (P"/P) (20) 
which simulates the potential ia Schrodinger's wave equation. 
By comparing again (14) with (13a), (13b) and (13c) we obtain the 
following identities 
in (13a) P -
in (13b) P " Hy 
in (13c) P « ky/r. 
The specific transformations become according to (18a) 
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For (12a) or (13*) \ - kx1/2Xj 
For (12b) or (13b) Yg « (r^)1^ 2^ ; 
For (12c) or (13c) - (kjr/r)1/2B2 
(21a) 
(21b) 
(21c) 
Substituting (21) into (20) yields the following three values for the 
simulated potential V of Schrodinger's equation 
-V2(r) - (l/4)(k^Ar + 1/r)2 - (1/2)(k^ + 2k^/rlt,) (22b) 
-V3(r) - (l/4)(k^Ar - 1/r)2 - (1/2) (k^ - 2k^/rkr + 2/r2) (22c) 
In this section on transformations we have presented the original 
separated differential equations in the three additional standard fores 
in (13), (15), and (19). The coefficients in these equations are 
different functions of the independent variables. In the following 
sections we shall suggest different solutions of the flow equations, as 
the coefficients take different functional forms. 
1. Solutions for the general case 
In the general case it is assumed that the conductivity can be 
expressed from experimental data in the following fashion 
-\(x) - (l/4)(k^kx)2 - (l/2)(k^Ax) (22a) 
C. Solutions for the Separated Equations of Flow 
with Nonuniform Conductivity 
(33a) 
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ky » b0 + \7 + bg*2 + + &mxm (23c) 
It is possible to introduce also terms with negative integers as 
exponents. The coefficients a^ and are determined by the least 
square method from the experimental data. We should try to keep in 
the k series as few terms as possible for the purpose of simplicity. 
From Equation (23) for two-dimensional flow, or similar ones for 
axLally symmetric flow, we substitute the expanded values of k into any 
of the three groups of standard differential equations, (12), (15) or 
(19) • Consequently the coefficients of the latter equations are 
expressed as finite power series of the coordinates or as a ratio 
between two power series. To find some of the coefficients we will 
have to calculate the derivatives of (23). 
Bather than expanding k$ or individually in series, for using 
them and their derivatives in Equations (12), it may be simpler to 
expand (kxAx) and (k^/k^) into power series for use in (15). In the 
latter event graphical or numerical differentiation of the field 
conductivity data would need to be employed. It would be important to 
find out what, if any, influence such an inverted procedure would have 
on the accuracy of the approximation. 
In all actual flow cases, the unknown fractions in (12), (15) or 
(19) can be expanded in an infinite power series and be solved* 
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The procedure of solving the general ease is described in detail 
by Hildebrand [11, p. 132]. The method is named after Frobenius. In 
the general case it is not easy to determine all the characteristic 
2 
numbers n and the coefficients in the infinite series. Unless we can 
express the infinite series in a closed form or relate them to some 
familiar series, the task of fitting to the boundary conditions may 
not be easy, although formally possible. Several numerical methods 
are available, like the one mentioned by Hildebrand [11, pp. 218-232] 
and named after Stodola and Vianello. As we are dealing with the 
separated ordinary differential equation, the characteristic numbers 
2 
n may be determined by either one of the two equations comprising the 
complete flow equation. It may sometimes be possible to determine the 
characteristic numbers by one separated part of the solution which 
does not involve variable conductivity (for example, in a solution in 
terms of x when k^ is constant). 
It is not intended to demonstrate here in detail the general 
method of solution. In the following sections we shall demonstrate 
specific solutions of several special patterns of the conductivity. It 
seems that they can cover a wide range of practical cases. Unless the 
solution can be expressed in a compact, easy-to-handle form, we might 
better revert to the use of modern computers and derive each specific 
boundary solution directly from the differential equation. 
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2. Solutions for the separated equations of the two-dimensional flow 
and for the «-dependent equation in the axially symmetric flow 
By separating the variables we obtain eight ordinary differential 
equations (Equation 11). Six of these equations were found to be 
identical, except for the notation of the independent variable. These 
six equations are represented by the following prototype 
kl" + y' + n*kxI - 0 (24a) 
as was already recorded in (12a). For purpose of reference we copy 
here the other forms of this equation as was shown in (13a), (15a), 
(19), (20) and (22a) 
5e** # * "V - 0 (2tt> 
l" + (k^Ag)l' + Â - 0 (24c) 
d^/dx2 + [n2 - V1(x)]XL - 0 (24d) 
-T^(x) - (l/4)(k^Ax)2 - (1/2) (k^) (24e) 
Y1 - k 2^! (24f) 
a. Solutions with Bessel functions. Let the conductivity have 
the following general form 
kx - a(x + b)e (25) 
The coefficients a and b can be any positive or negative real number, 
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or aero* The exponent, e can be a positive or negative integer or a 
noninteger. When the exponent is zero the problem reduces to the 
uniform ease* We define a new variable u as follows 
u • x + b (26) 
Equation (25) then reduces to 
kx - au* (27) 
Substitution in (24b) gives the following equation 
5 U^<1 35) + ***"% " 0 (28) 
Sext, we follow the general method suggested in Section II B 4« (See 
also Vfylie [46, p. 2583 and Hildebrand [11, p. i65].) The following 
transformation for (28) is suggested 
I - (u)(I " e)y,2D (29) 
Equation (28) then reduces to the following Bessel differential equation 
uV + uU* + {-[(1 - a)/2]2 + n2u2}D - 0 (30) 
The general solution of this equation is 
U • Zp(nu) (31a) 
P • |(1 - «)/2 I (31b) 
where is a combination of Bessel functions of the order p which may 
be expressed as follows 
- VP Z - A^J (nu) + B^I (nu) for n2> 0 (32a) 
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Zp - A2Ip(mi) + B^pCnu) for n2< 0 (32b) 
For definition of J, N, I and K see Section II B 4 or any one of the 
general references [8], [11], [20], [27], [35] or [46]. The solution 
of (28) for nonzero values of n is in general found from (29) and 
(31a) and is 
I - uPzp(nu) (n y 0) (33) 
2 
The singular solution for n » 0 is easily found by integration from 
(28). It is 
Xn - 0 " /[c/kx]du + D (34) 
By integrating we obtain, after introducing the value of kx from (27), 
for all values of the exponent a, except unity, 
*n - 0 " Ceul " */(= " 1)a] + D (35) 
When the exponent a in (27) is unity, we have 
kx - au - a(x + b), (36) 
When a is unity, Equation (28), the prototype for the two-dimensional 
separated equations, is identical with the prototype (13b) for the 
potential in axially symmetric How with uniform conductivity. Thus, 
we can simulate two-dimensional flow with conductivity varying as in 
(36) by axLally symmetric flow with uniform conductivity. 
Similarly, when in (27) « • -1, we have 
kx - a/u - a/(x + b), (37) 
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and the two-dimensional flow can be simulated by the stream function in 
axlally symmetric flow with uniform conductivity (cospare (28) with 
(13c)), 
The solutions of the nonuniform two-dimensional flow are not harder 
to handle than the usual solutions in axial symmetry and with uniform 
conductivities, as both involve trigonometric, hyperbolic and Bessel 
functions and both require one to be careful at singular points like 
at the axis of synastry or where the conductivity vanishes. 
Whenever the variable 
u • x + b (38) 
as defined in (26) ranges only on large values, the solution is subject 
to the approximation suggested in Section III D, which further simplifies 
the solution. 
As for the exponent a in Equation (27), we adjust it to the 
closest convenient value of p (p being the order of the Bessel function 
in (31)). If we limit p to integers only, then a mast be an odd 
positive or negative number. As some Bessel functions are tabulated 
for orders of halves, quarters and thirds, the exponent a may take 
also even integral values and values containing halves and thirds. 
Together with the two coefficients a and b we should be able to apply 
the general form of kx in (25) to a wide variety of conductivity 
patterns with a fair degree of approximation. In most eases, anyhow, 
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va will not have enough permeability data to determine more than two 
coefficients Kith any degree of confidence or significance* 
b. Solution with Hermite polroominals. Let the conductivity 
vary in the following manner 
2 
- ae (39) 
where x is expressed in some dimensionless form* The differential 
equation may then be solved by use of Hermite polynomials (see the 
standard texts [11], [31] and [27]). 
c. Solution with Hermite orthogonal functions. If in Equation 
(24d) we have the conductivity expressed through (24e) such that 
-?l(x) - x2 - 1 (40) 
the differential equation may be solved in terms of Hermite1 s orthogonal 
functions (see [11], [31] or [27]). 
d. Solution with Mathieu functions. If in Equation (24d) we 
have the conductivity expressed through (24#) such that 
71(x) * 16 b cos 2x (41) 
the solution may be found in terms of Mathieu functions. 
e. Special solutions by the Schrodinger equation. Let the 
following special relation exist in (24#) 
(1/4)(k^)2 - (l/2)(k^) - 0 (42) 
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Then we solve (24d) like the Sehrodinger equation for a free mass point 
in a potential-free medium. Equation (24d) reduces to the following 
l^/dx2 + n2^  - 0 (43) 
Its solutions are 
Tq « Ex + F for n2 • 0 (44a) 
• A^sin(nx) + B^cos(nz) for n2 > 0 (44b) 
2 
Tg - AgSinh(nx) + BgCOsh(nx) for n < 0 (44c) 
By solving (42) we find the conductivity pattern to be 
kx • (ax + b)2 - a2x2 + 2abx + b2 (45) 
Instead of (42) let us take the general case where we write for 
7^(x), f(x). Then we have 
(l/4)(k^kx)2 - (l/2)(k^kx) - f(x) (46) 
Depending on the form of f(x) we may find different solutions for (24d). 
If in (46) we take f(x) equal to a constant C 
f(x) - C (47) 
We get by integrating (46) (see below) that 
- (B/2C)[1 - cos C^/2(x + D)] (48) 
Where B, C and D are constant coefficients which may be shown to fit 
the field data for many cases. 
When we use Equation (47) we notice that (24d) reduces to the 
famous Sehrodinger equation for a constant potential. If the constant 
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C changes abruptly in the middle of the flow medium, we have the famous 
problem of the potential barrier or "square well". Equation (46) was 
solved for both (43) and (47) by making the following substitutions 
dk/dx - w (49) 
d^k/dx2 - w dw/dk (50) 
Another example is when in (46) 
f(x) - Ax2/2 (51) 
This is the famous Sehrodinger problem of the harmonic oscillator. 
The patterns of the conductivity k in (45) and (48) may be adapted 
to a wide variety of cases. Especially versatile is the expression in 
(48). This is the only solution, from those presented in this thesis, 
where nonmonotonous variation of k with the coordinates can be accounted 
for. 
f. Asymptotic solutions from the Sehrodinger equation. When 
V^(x), as defined in (24s), is small, it may be discarded from (24d). 
We may then find simplified approximate solutions as was done in 
Section III D for slightly curved media. 
Other asymptotic solutions can be achieved if only the second 
derivative of kg is small, and can be ignored in (24a). 
If values of k^ are substituted from (27) into (24s) we realize 
that the approximation can be done for very large or very small values 
of u, depending on the exponent a. 
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For farther information of cases b, c, d and e of this section, 
see the general texts [11], [13], [27], [31], [46], and [20]. 
Let us pause for a moment to recapitulate. We have seen how 
variable conductivity in the x and y directions may be accounted for 
in basic differential equations separated out from (4a) and from (4b) 
for the two-dimensional potential function and stream function. We 
have also seen how variable conductivity may be accounted for in the 
z-direction for three-dimensional flow when the z-direction corresponds 
to the axis of symmetry. We have yet to take the horizontal variation 
of conductivity into account for the latter case of axially symmetric 
flow, which is done in the next part. We most also show how to 
satisfy the boundary conditions simultaneously with the satisfying of 
variable conductivity. This will be done in Section V of the thesis. 
3. Solutions for the separated equations, involving radial changes of 
the conductivity, for the potential and stream functions in axially 
syetric flow 
The procedure here is identical with the one used in the preceding 
part. It will be briefly repeated in a similar order. 
We shall concern ourselves here with the solution of the following 
equations. For the potential function in axial symmetry we have from 
equations (12b), (13b), (15b), (19) and (22b) 
or 
(52b) 
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or 
or 
where 
and 
\ + (k^/kr + 1/r) + n\ - 0 (52c) 
Y2 + [n2 - V2(r)]I - 0 (52d) 
I2 - (rkr)1/2 (52e) 
-72(r) - (1/4) (k^Ar + 1/r)2 - (1/2) (k^ + 2k^/rk^) (52f) 
For the stream function in aadal symmetry we have from (12c), (13c), 
(15c), (19) and (22c) 
krB* + (k^ - kr/r)R2 + kn^ - 0 (53a) 
or 
• VVr " 0 <53b) 
or 
B2 + (kyAr - l/r)B2 + n\ - 0 (53c) 
or 
where 
Ig + [n2 - V3(r)]I3 - 0 (53d) 
I3 - (kr/r)1/2B2 (53*) 
and 
"v3(r) - (1/4) (k^Ar - 1/r)2 - (l/2)(k^Ar - 2k^/rk^ + 2/r2) (53f) 
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a. Solutions In terra of Bessel functions. Let the conductivity 
vary radially with the following pattern 
kr - are (54) 
This pattern will not be proper when the axis of symmetry (r • o) is 
within the flow medium, since the would be zero and water could not 
flow. The coordinate translation used in the two-dimensional case 
(26) cannot be used here without changing the nature of the differential 
equation. 
Equation (52b) transforms into a Bessel differential equation by 
the following substitution 
\ - r**/2U (55) 
It then reduces to the following equation 
U* + (l/r)U + [n2 - (e/2)2/r2]D - 0 (56) 
This is a Bessel equation and the unknown function U is given by 
Zp(nr), where are Bessel functions of order p given either by (59a) 
or (59b) below. We now find of (55) to be given by 
B1 - r"pZp(nr) (n f 0) (57) 
where 
P - ||| (58) 
and 
Z^(nr) » A^Jp(nr) + B^^(nr) for n2> 0 (59a) 
and 
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Zp(nr) • Aglp(nr) + B^(nr) for n2< 0 (59b) 
2 
The singular solution (for n - 0) is found from (52b) by a straight­
forward integration. 
Bi(n • o) - /[G/rky]dr + D (a + 0) (60) 
By substituting (54) into (60) and performing the integration, we get 
®l(n » 0) " /tc/*r<X + ^ dr + D - -[C/(aare)3 + D; a f 0 (61) 
When the exponent a is zero, the usual case of uniform conductivity 
results, as presented in Section II of this thesis. 
Let the exponent e be 
Then we see, remembering (54), by comparing (52b) with (24b) that the 
axially symmetric flow may be simulated by a two-dimensional flow with 
the same as (24b) with kx is constant. 
To solve the equation for the stream function (53b), when the 
conductivity varies radially, as in (54), ** make the following 
substitution 
B2 « r(1 ~ e/2^ V (< 
Equation (53b) then transforms into a Bessel differential equation of 
the following form 
a • -1 (62) 
uniform conductivity. In other words, (52b) with k • ar becomes 
w" + (1/rV + [n2 - (1 - a/2)2/r2]V - 0 (64) 
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The solutions for non-aero n values are 
where 
B2 - r^Zp(nr) (65*) 
p - Il - a/2 I (65b) 
Z • AjJ (nr) + BjH (nr) for n2 > 0 (66a) 
or 
Zp - Aglp(nr) + BgKp(nr) for n2c 0 (66b) 
2 
The singular solution, for n • 0, is found from (53b) by a straight­
forward integration 
®2(n - 0) " Z[C/(*r" " 1)Mr 
- {C/[a(« - 2)ra ~ 2]} + B 
When the exponent a equals two, the stream function in axially 
2 
symétrie flow can be simulated (compare (53b) for k • ar with (52b) 
for kp * constant) by a potential function of axially symmetric flow in 
a uniform medium. 
Let the conductivity pattern be 
k - ar 
T 
in which ease the stream function can be simulated by a two-dimensional 
flow in a uniform medium (coipare (53b) when k » ar with (24b) when 
k - constant). 
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b. Solutions in term* of Hermite polynomials. When in 
Equation (52b) 
2 
kp » (a/r)e (68) 
^hsrc r is expressed in some dimensionless form; or when in Equation 
(53b) 
2 
kr - are"* (69) 
then (52b) or (53b), respectively, can be solved in terms of Hermite 
polynomials. 
e. Solution in terms of Hermite orthogonal functions. When in 
(52d) 
V2(r) « 1 - r2 (70a) 
or in (53d) 
?3(r) - 1 - r2, (70b) 
(52d) or (53d), respectively, can be solved in terms of Hermite 
orthogonal functions. 
d. Solution in terms of Mathieu fonctions. These solutions 
can be found for (52d) and (53d) if 
?2(r) - 16 b cos 2r (71a) 
or 
Vg(r) - 16 b cos 2r (71b) 
respectively. 
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e. Special solutions of the Sehrodinger equation. Equation 
(52d) and (53d) may be solved when 
V2(r) - f(r) (72) 
or 
V3(r) - f(r) (73) 
for special values of f (r). Especially useful are the cases where 
f(r) - 0 
f(r) - C 
and 
f(r) » Ar2/2 
which correspond to well-known solutions of Sehrodinger1 s equation. 
For more details and for reference texts, see preceding sections. 
f. Asyapotic solutions from the Sehrodinger equation. When the 
derivatives of ky are negligibly small, 7^ and 7^ in (52f) and (53*) 
simplify. The problem then reduces to an homogeneous axially symmetric 
flow with a correction factor which is expressed in (52e) and (53e), 
respectively. Furthermore, if the radial dimension is large, the 
problem is further si^lified by reducing to a two-dimensional case 
with the same correction factor. For a detailed illustration of such 
approximate treatment, see Section IU D, on the flow through slightly 
curved media. A simplification can be achieved also if only the radial 
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dimensions are large or if only the second derivative of is small. 
D. Special Examples of Axially Symmetric Flow with 
Horizontally Varying Conductivity 
1. Introduction 
As we have already stated in Section 17 A 3, it would be unusual 
to find cases of varying conductivity with an axially symmetric 
pattern in undisturbed media. For disturbed media, axial variability 
in conductivity may be encountered. Several possibilities of this 
nature arise when a well is dug in the soil and water motion takes 
place. The conductivity may vary due to physical and chemical changes 
in the soil. It may also vary due to the hydrodynamic nature of 
filtration flow. 
2. Changes in conductivity due to physical, chemical and biological 
effect# 
The drilling of a well and radial water flow into it may cause 
changes of conductivity in an axially symétrie pattern. Such changes 
may be censed by several different processes. Drilling a well may cause 
a release of the natural pressure in soil. Depending on the method of 
drilling, it may also add new pressure to the soil. A decrease in the 
pore pressure of the water may effect a consolidation of the soil near 
the well. 
The flow of water may cause a translocation of fine soil particles 
which in turn will change the conductivity according to a radial 
pattern. 
Ill 
The water flow may impose chemical and physico-chemical changes 
in the soil. Leaching by relatively pure water may cause a dispersion 
of the clay particles and then reduce conductivity. Penetration of 
salts from a substratum may be caused by the lowering of the ground 
water level. Cation exchange may take place and, depending on the kind 
of cations and their concentrations, such an exchange will increase or 
decrease the conductivity. 
Due to changes in aeration conditions and due to chemic 1 changes 
in the soil, different biological activities may take place. Such 
activities are capable of changing the soil conductivity, at least 
temporarily. 
3. Changes in conductivity due to hydrodynanic effects 
It is an observed fact that Darcy's law of filtration fails for 
Reynolds numbers bigger than unity. When the law fails, a modified 
flow equation in one dimension may be written (see references below) 
as follows 
-dflf/dr - + B 2^ (74) 
Here, q is the flux in one-dimensional flow, in the r direction; 0 is 
the potential; À and B are constants of resistivity, depending on the 
soil micro-characteristics and the kinematic viscosity of the water. 
The second term in the right-hand side of (74) becomes negligible for 
small Reynolds numbers. Reynolds number is defined as follows 
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where D is a typical soil particle diameter or a typical length measure 
of the soil pore; q is the average velocity of water; p is the dynamic 
viscosity (Newton's viscosity); and p is the fluid density. When 
the second term on the right-hand side of (74) is negligible, we can 
identify the coefficient of resistivity, A with the reciprocial of 
the hydraulic conductivity k in Darcy's law 
Equation (74) was found as early as 1901 by Forehheimer [93 • It was 
corroborated by many others [24], [34, pp. 56-693, and [363 and also 
by the writer [473. The latter performed his experiments with air flow 
through cracked clay cores. The flow data from each core was plotted 
according to the following equation 
which is equivalent to (74). A perfectly straight line was found. From 
the slope and the intercept of this line the coefficients A and B were 
calculated. The non-linear equation (74) was derived by a dimensional 
analogy with formulas for the drag force of fluid on immersed bodies. 
Solution for the drag force on a sphere with Reynolds numbers smaller 
than 1 has been found by Stokes. Solution for slightly bigger Reynolds 
nuribers has been found by Osseen (see Dryden et al. [7, pp. 295-3323). 
Solution for large Reynolds numbers was found by Goldstein [10]. 
Op - -kr df/dr (75) 
-(dff/dr)/q • A + Bq (76) 
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It should be emphasized that the fact that the flow is not linear 
does not imply that it is not laminar. In this sense, the attempt to 
simulate the flow in porous media by a bundle of straight capillary 
pipes is very misleading. The linearity of the laminar flow equation 
in a straight capillary tube (Poiseuille's law) arises from an exact 
solution of Navier-Stokes equations (see Drydan et al. [7, p. 177]). 
The linearity of filtration flow evolves from the approximation of 
Navier-Stokes equation when the inertia terms are neglected for sm*n 
Reynolds numbers [7, p. 295]. Irmay [17] used the Navier-Stokes 
equation to study the filtration law. Instead of using dimensional 
analysis and comparisons with specific solutions of Navier-Stokes 
equation, he derived Equation (74) by averaging the different terms of 
Navier-Stokes equation in the soil matrix. Actually, without admitting 
it, he neglects in the process of averaging some correlation terms which 
are not exactly zero. Irmay's derivation is elegant and instructive, 
especially for those who doubt the rigorousness of a dimensional 
analysis. 
From all the above it is clear that the equivalent conductivity 
near a well may decrease due to increased flux concentration. 
4. Solution for nonlinear, horizontal flow into a well 
In the case of horizontal or almost horizontal flow, into a well, 
the flux q at any point may be expressed as follows 
-q - Q/(2kts) (77) 
114 
Here, Q is the total discharge into the well; and in the case of 
confined flow, * is the thickness of the aquifer and is a constant. 
By substituting the value of q from (77) into (74)# we obtain the 
following differential equation 
dp/dr « AQ/2nzr + BQ2/4*2z2r2 (78) 
This equation is readily soluble by integration. Let a be the radius 
of the well where Çf * 0^ and let b denote the radius of influence 
where the potential is We obtain by integrating (78) from a to b 
?2 - " (AQ/2*s)ln(b/a) + (BQ2/4*2e2) (1/a - 1/b) (79) 
By integrating (78) from a to any radius r we obtain 
02 - 0i - (AQ/2*z)ln(r/a) + (BQ2/4*2s2) (1/a - 1/r) (80) 
To put the explicit value of Q in (80) we may solve from (79) utilising 
special field measurements. The constants A and B can be derived from 
(80) by data of pxaping experiments. 
An approximate solution of (79) can be obtained by ignoring first 
the second term in the right-hand side and solving the resulting 
equation for Q. The value of Q so obtained is then substituted in the 
second term in the right-hand side of (79) and the resulting equation 
solved for Q. The result is 
Q - 2m{[(02 - ^ )/(A In |)] - [B(02 - 0L)2/(A In |)^3(j ~ ç)} (81) 
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This is an excellent approximation. It has the advantage that the first 
term on the right of (81) describes the solution for exact Darcy lav 
flow when A • 1/k. The second term gives the effect of departure from 
Darcy* s law. Info shall not discuss this equation further. 
Instead of (78) we get a more complicated equation if the water 
flows with a free surface which descends toward the well. It is 
customary in such a case to make the following approximation 
dflf/dr - dz/dr (82) 
Consequently (78) transforms to 
dz/dr • AQ/2ezr + BQ2/4it2s2r2 ($3) 
where z is one of the variables. The further we get from the well, the 
better is the approximation achieved by this equation, and the smaller 
is the weight of the non-linear term. We shall not attempt to solve 
(83) here. 
E. Solutions for Anisotropic Media 
Without going into many details we should note that all the 
solutions suggested in this thesis can be applied to nooisotropic 
media. This is done by siaple transformation as suggested in reference 
[32]. This substitution should be applied before the separation of 
variables. In view of this possibility and the methods suggested in 
the preceding sections we can find, at least formally, the general 
solution for saturated potential flow in two dimensions and in axial 
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symmetry In almost any kind of a porous medium. However, the matching 
of boundary conditions may be iapractically cumbersome* The reader 
will find a more extensive discussion about nonisotropie flow problems 
in references [293, [15], [2, pp. 5-6] and [35, PP* 63-68). A 
comprehensive review of this problem is in [28, pp. 216-285], 
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7. STEADY FLOW SOLUTIONS WITH NOSUNIFOEM CONDUCTIVITY 
FOB SPECIFIC BOUHDAEY CONDITIONS 
A. Introduction 
In the preceding section we presented the general theory of 
potential flow in media of nonuniform conductivity. Solutions were 
found for a wide variety of conductivity patterns. The methods of 
adoption of these solutions to specific boundary conditions do not vary 
in principle, as we shall show, from the usual methods of boundary 
fitting for flows with uniform conductivities. In this section we 
shall review some of the procedures and generalize them for all possible 
cases of saturated steady flow problems. 
The mathematical techniques in the following sections are by no 
means original. They can be found in many texts on mathematical 
physics, ordinary differential equations and advanced calculus for 
engineers. The problems with which we concern ourselves in this 
section appear in texts dealing with subjects like Hermitian operators, 
Sturm-Liouville equations and boundary conditions; also orthogonality 
and completeness of series, Fourier analysis or approximation in the 
mean. 
It is our purpose to demonstrate, by means of general treatment, 
the relative simplicity and generality of the boundary fitting pro­
cedures as applied to the flow problems, whether of uniform or non­
uniform conductivity. 
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In defining an expression for the variable conductivity, care 
Host be taken that the expression will not lead to negative values of 
conductivity. Some problems say arise In computation if the conductivity 
vanishes at the boundary. In fitting Infinite series of Be s sel 
function one should carefully examine if zero eigenvalue (or character­
istic number) is a possible root of the eigenvalue problem. If this 
is the case the fitting is done like with the Fourier cosine series. 
Finally we shall treat a specific solution with specific boundary 
conditions. À problem with the same geometry but with uniform 
conductivity was solved by Kirkham. and van Bavel [233 and is discussed 
in Section III A of this thesis. 
B. Heradtian Operators and Orthogonal Solutions 
It was shown in the preceding sections that all partial differ­
ential equations of saturated flow of incompressible fluid can be 
separated and represented by three ordinary differential equations 
(Equations (12), Section IV). It was also shown that these three 
equations can be presented in a Sture-Liouville equation form (Equation 
(13)t Section IT). All three of these equations can be presented in 
the following standard form 
L(B) - (pD1)' + n2pU - 0 (1) 
where L is an operator, p is a known differentiate function of the 
independent variable (in our case one of the coordinates) and U is the 
unknown function of the independent variable (coordinate). For the 
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following discussion we use x as the Independent variable of (1), 
Let us assuae that and are two possible solutions of (1) 
for two different values of n, namely i and j, respectively. From 
Equation (1) we can write 
L(D1) - (po£)f + i2pV± - 0 (2) 
L(Oj) - (pu])' + d2pUd " 0 (3) 
We now multiply (2) by and (3) by and subtract the result of (3) 
from the result of (2). We get 
UjKUp - Uj.Kty - Uj(pU*)' - U±(pUj)' + (i2 - j2)pD1Dj - 0 (4) 
By integrating (4) between the limits a and b along the axis x and by 
rearranging we get 
aV* D^pD^'dxBi(pU^),dx - (j2 - l2)f pU^dx (5) 
W j 
We define the following operator M 
M(D) - (pU)' (6) 
It will be proved in general that the left-hand aide of (5) vanishes. 
In such a case the operator M in (6) is said to be Hermitian and the 
solutions and 0^ in (2), (3) and (5) are shown to be orthogonal 
with the weight function p. Thus we have the following relations 
between two solutions for different eigenvalues n 
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J* pUjUjdx - 0 (1 i j) (7) 
The proof Is achieved in the following maimer. We integrate one 
of the terms on the left-hand side of (5) twice, through integration 
by parts. We get the following 
( U^pU^'dx - [UjpU^ - [U^pUi]l> + g 'dx (8) 
The liait s of integration a and b are actually boundaries of the 
unknown fonction U along the axis x. In most of the cases at least 
one of the three terms U , U, and p vanishes at each of the boundaries. 
Consequently the two terms on the right-hand side of (8) vanish. In 
ease that each solution is separately fitted at the boundaries (a) 
and (b), the above conclusion is achieved also when none of the functions 
i 
U, U , or p vanish at the boundaries a and b. In any case the two first 
terms on the right-hand side of (8) are identical and cancel each other. 
Thus we proved that 
^ Oj(P%)'dx " £ O^pU^'dx (9) 
Because we assumed that 
j2 - i2 y 0 (10) 
we can see from (5) that (7) is an identity. 
In most cases the final, fitting to the boundary conditions is done 
by determining the coefficients in an Infinite series which is made of 
the solutions DQ for different values of the eigenvalue n. The 
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calculations of these coefficients is made possible by the fact that 
these different solutions U are orthogonal to each other with the 
weight function p, as in (7). p is the coefficient defined in (1). 
Comparison of (1) with (11), "the separated flow equations", 
Section 17, gives the following identities for the weight functions. 
For the potential function and the stream function in two-dimensional 
flow we get 
p - kx or p - ky (11) 
It is clear that for the uniform case p reduces to unity, as the 
solutions reduce to sine and cosine terms. 
For the solutions of the stream function and the potential function 
in terms of the elevation z we get 
p - kz (12) 
For the solutions of the potential in terms of the radius r we get 
P - rkr (13) 
For the solutions of the stream function in terms of the radius r we 
get 
P * kr/r (14) 
Thus we have identified the weight functions for the orthogonal solutions 
in all cases of saturated steady flow with uniform or nonuniform 
conduct ivit ie s. 
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C. Approximation in the Mean 
The subject "approximation in the mean" is considered in some 
treatises under the subject "expansions in series of orthogonal 
functions". 
To solve the partial differential equations of flow we first 
separated the variables and thereby reduced each partial differential 
equation to two ordinary differential equations (see Section IV B 3). 
To make the discussion siaplier we shall refer here to the stream 
function in axi ally symétrie flow. By changing only the notation the 
discussion can be extended to other cases. Due to the separation of 
variables we arrive at three pairs of separated solutions as follows 
• - Z0B0 + % + % (15) 
(see Section IV B 3). Here ZQ, Z^, and 2^ are solutions of the ordinary 
differential equation (Uf), Section IV, in terms of the coordinate s 
2 for the eigenvalues n being of the value zero, or of positive values, 
or of negative values, respectively. Similarly, B0, B^, Eg are 
solutions of the ordinary differential equation (lie), Section IV, 
2 in terms of the radius r, for the eigenvalues n being of the value 
zero, or of positive values, or of negative values, respectively. 
In general the ZQBq includes only four possible terms. The solu­
tions Z^B^ and Z^Rg may have an infinite number of terms for all 
possible values of tha eigenvalue n, and so they can form infinite 
series. 
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In fitting the general solution to the boundary conditions ne 
first try to choose those terms which will conform individually to the 
boundary values. One of the boundary conditions will generally deter­
mine the eigenvalues n. Thus, finally we can express the general 
solution of + in terms of infinite series. Bach term in the infinite 
series has a different eigenvalue n and generally satisfies all 
boundary conditions but one. The fitting to this last boundary 
condition is done by adjusting the coefficients in the infinite series 
(Fourier series are the most common), so that the series will describe 
the condition function on this last boundary. This last fitting of 
the infinite series is called "an approximation in the mean" [4> p. 40]. 
It is with this procedure that we are concerned in this section. For 
the following a convenient reference is [4, pp. 34-52 and 11, pp. 
229-2393. 
Let the boundary condition be 
* • f(z) along r-a 0 < z< d 
or 
3<j>/dr - g(z) along r-b 0 <rz<;d 
Let the general form of + be 
4. » E AnZ(n,:)a(%yr) 
n 
It is obvious that for both forms of conditions (for the function 
itself or for its normal derivative) that the R function is a constant 
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at r • » or r • b, varying only with n; and that the Z function varies 
with * and n. Otherwise the boundary condition may be given along the 
r coordinate for a given z-"value; then the function Z becomes constant 
and the function R varies. 
At any rate, it is obvious that in deriving the coefficients of 
the infinite series one of the functions, B or Z, can be lumped with 
the coefficient Afi. Thus ire shall study the following equation 
£ A Z(n,z) • f(z) 0 < z < d (16) 
n 
In this equation f(z) varies continuously or piece-wise continuously 
and A is to be determined. 
n 
To comply with the notation in the preceding section we rewrite 
(16) as follows. 
E An U(n,x) « f (x) a < x < b (17) 
n 
The determination of the coefficients A^ is achieved by the least 
square method. We express the series in (17) for a limited number of 
terms with the eigenvalues ordered according to their size with N the 
biggest value of n as follows 
n-N 
Sjj - 2 Ah D(n,z), n - n2, n^, ... (17) 
By taking a finite number of terms, will approximate f(z) at the 
2 boundary with an error e^ such that 
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3 v n-s 
i " 2 K D(n,z)]2 dt (18) 
N 
* 
n 
2 We nov require that the error square e^ will be a nHninmm by adjusting 
the coefficients A . 
n 
It is easy to see that (17) will remain an equality if we 
1/2 
multiply it through by the square root of the weight function [p(x)3 . 
Accordingly, instead of (18) we can write for an error B, the square 
of %hich is to be minimized 
s/ » £b {[p(x)]1/2 f(x) - Z An[p(x)]1/2 U(x,n)}2 dx (19) 
n"%^ 
2 2 
If Eg is minimi zed in (19), so is e^ in (18). The condition of 
minimising the error is met by taking the partial derivative of the 
error with respect to each Afi and equating to zero. There result M 
equations of the following form 
J* {[p(x)]f(x) - Z A [p(x)]1/2 U(n,x)}[p(x)]1/'2 U(m,x)dx - 0 (20) 
a N 
Equation (20) is arrived at by taking the partial derivative of (19) 
with respect to one coefficient A& and equating to zero. By rearranging 
(20) we get 
/b Cp(x)]1/2 U(m,x)£ A^[p(x) ]^ 2^ U(n,x)dx « /b p(x)U(m,x)f(x)dx (21) 
In view of the orthogonality of the eigenfunetions UQ with the weight 
function p(x) (see (4))> the integrated terms on the left-hand side of 
(21) vanish, unless m • n. Thus (21) reduces to the following 
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Ah f p(x)[U(*,x)]2 dx « £ p(x)U(a,x)f(x)dx (22) 
By rearranging (22) we find the general expression for the coefficients 
A as follows 
The different weight functions p were explained and derived in the 
preceding section. U(n,x) are the different eigenfunetions for 
different values of the eigenvalues n. Each varies along the coordinate 
x (or any other) between a and b. The function f(x) is the boundary 
value along a boundary in the x direction (other coordinate constant). 
The above developments apply to boundary values given along one 
coordinate at a constant value of other coordinates. When the boundaries 
are not this simple, perturbation methods may be considered [31, pp. 
1Q38-1062]. We shall not discuss such methods. 
A. 
n £ p(x)[U(n,x)]2 dx 
(23) 
D. Example of a Specific Flow Problem in Axial Symmetry 
and Nonuniform Conductivity 
1. Presentation of the problem 
We assume the conductivity to vary as follows 
(24) 
where 
k - 1 
r 
(25) 
and 
k$ - (az + 0)2 (26) 
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and a and 0 are constants, and where we emphasize that is not a 
component of conductivity in the v-direction and k is not a component 
of conductivity in the s-direction; both kf and k£ are scalar functions 
of its subscript. The breaking of k into its two factors of (24) is 
purely a mathematical artifice. In (24-26) the coordinates are the 
radius r and the elevation z, in cylindrical coordinates and with 
axial symmetry. 
In the example we solve the boundaries and the boundary conditions 
are identical with those in the case solved by Kirkham and van Bavel 
[233 (also discussed in Section III A of this thesis). For convenience 
of reference, the boundary conditions will be registered below in terms 
of the stream function +. 
boundary la: 6*/6r = a h c z < d r • a 
boundary lb: d<j>/dr = 0 ' o < z < h r - a 
boundary 2: ty/dz • 0 z • d a < r ^  b 
boundary 3: d^/dz • 0 o^z^d r « b 
boundary 4: ty/dr - 0 z • 0 a< r^< b 
The partial differential equation for the stream function is 
presented in Section IV, Equation (9b). In Section IV B 3, we separated 
the variables according to Equations (lOd) and (lOf) there. From the 
separation we obtained the following two ordinary differential equations, 
(see (llg) and (llh) of Section IV) 
Figure 9* Boundaries for the flow problem discussed in Section V D 1. 
t z  
PONDED WATER 
IMPERMEABLE LAYER 
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k r" + (k" - k /r)R* - n^k R » 0 (27) 
r r r r 
k z" + kY + iÀ Z - 0 (28) 
z z z 
2. Solution of the flow equation in terms of the stream function 
In view of our assumption of (25), Equation (27) reduces to the 
simple case of uniform conductivity. This case is solved in Section II 
of this thesis. The solutions of (27) for ky • 1 are as follows 
\ - r[A2I1(nr) + B^(nr)] (n2 > 0) (29) 
R2 " r[C2J1(mr) + DgK^mr)] (-a2 - n2C 0) (30) 
Bq - Br2 + F (n2 - 0) (31) 
where the coefficients Ag, B^, C2, 02, E and F are real constants. The 
solution for (28) in terms of the coordinate z are suggested in Section 
IV C 3 •• As suggested there we first transform (28) to the Schrodinger 
equation form. The transformation needed is 
Y(z) - p1/2 Z(z) (32) 
where in our case 
pi/2 _ k^ l/2 _ + p (33) 
After the transformation, equation (28) reduces to the following 
l" + [n2 - 7(z)]T - 0 (34) 
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where 
-V(z) = (l/4)(k^Az)2 - (l/2)(k^Az) (35) 
By substituting the value of k^ from (26) to (35) we find that in our 
case V(z) vanishes. Thus equation (28) that was reduced to (34) is 
further reduced to give 
l" + n2! - 0 (36) 
This last equation is solved in a straightforward manner to give 
Y^ • A^sin(nz) + B^ cos(nz) (n2 > 0) (37) 
%2 * C^sinh(nz) + cos(nz) (n2<. 0) (38) 
Yq « Gz + H (n2 - 0) (39) 
where A^, B^, C^, D^, G and H are real constants. 
Considering again the transformation (32) and the explicit value 
of kg (26), the solutions of (28) can be written as follows 
Z^ • (az + p) ^ "[A^ sin(nz) + cos(nz) ] (n2 > 0) (40) 
Zg " (az + P) ^ [C^ sinh(mz) + cosh(mz)] (-m2 « n2< 0) (41) 
ZQ - (az f P) ^ [Gz + H] (n2 « 0) (42) 
The general solution of our problem is found by combining Equations 
(29), (30), (31), (40), (41), and (42) in the general combination 
t - ZqR0 + Z1R1 + Z2R2 (43) 
for which the boundary conditions need to be satisfied as below. 
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3. Fitting to the boundary conditions 
It may be easily verified that the following solutions satisfy 
conditions 3 and 4 
4» « H + Z (as + An sin(nz)rR1(nr) (44) 
n 
where 
I^(nr) K^(nr) 
Ix(nb) ~ K^(nb) 
V™0 " ICW K0(na) 
I^(nb) + Ko(nb) 
and 1^ are modified Be s sel functions (see Section II of the thesis). 
We have yet to satisfy conditions 2, la, and lb, and to find the 
eigenvalues n and the coefficients A^. 
Condition 2 when applied to the solution in (44) implies, after 
differentiating, equating to zero, and factoring out the proper terms, 
that 
sin(nd) * (n/a)(ad + p)cos(nd) (46) 
or in a form more convenient for computation 
tan(a) - m(l + p/ad) (47) 
where 
m • nd 
Thus the values of nd or of n are determined. 
Conditions la and lb when applied to (44) imply the following 
Z nAna(oz + p)"1sin(nz) - J Jj (48) 
n 
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Nov we mske use of the discussion about the approximation in the mean 
in Section C of this part of the thesis. Comparison of (48) with (44) 
shows that (az + p) ^ sin(nz) is one of the solutions in z (see Equation 
(40)). A direct application of (23) gives 
j/d (-a)p(z)(az + p) 1sin(nz)dz 
nA a - —? 15 2 (49) 
p(z)(az + p) sin (nz)dz 
As in Equation (12), the weight function p(z) is identified here with 
k^. It was also so identified in (33). By introducing the explicit 
value of kg from (26) into (49) and by rearranging we get 
, ,/d (az + p)sin(nz)dz 
An n ^-d 5 (50) 
sin (ns)dz 
The integral in the denominator is found as follows 
Q/d ein2(nz)dz - d/2 - (l/2n)sin(2nd) 
- d/2 -(l/2n)sin(nd)cos(nd) 
We may substitute the values of sin(nd) from (46) and express the 
integral in the denominator in still another form as follows 
d/2 - (l/2n)sin(nd)cos(nd) • d/2 -[(ad + p)/2a]cos2(nd) (52) 
The integral in the numerator of (50) is found as follows 
h/d (az + p)sin(nz)dz » [~(az/d)cos(nz) 
9 d d 
+ (a^i )sin(nz)] - [(p/h)cos(nz)] (53) 
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After ne expand the right-hand side of (53) and introduce the value of 
sin(nd) from (46), we get for the numerator of (50) 
(l/n)(oh + p)cos(nh) - (a/h2)sin(nh) (54) 
We can now express the coefficients Aq explicitly by introducing to 
(50) the expression in (51) for the denominator, and the expression 
from (54) for the numerator. After slight rearrangement we get 
_ 1_ (ah + B)cos(nh) - (g/n)sin(nh) , . 
n n2 d/2 - (l/4n)sin(2nd) 
4. Calculation of the constant H and the discharge 
The constant H in (44) is determined by assuming that $ - 0 at 
(4 " a) and (z - d). We get in a straightforward manner that 
H • - 2 (ad + p) 1 Aq sin(nd)aB^(na) (56) 
21 
The discharge Q can be calculated by integrating the flux component 
over the soil surface at (* - d) 
b 
Q - - / 2*r(k/r)(d<fr/dr)dr (57) 
a 
The value of the conductivity k at (z • d) is obtained from (26) as 
k - kykg » (ad + p)2, (58) 
Thus we get from (57) 
Q - - (ad + p)22%[*(r - b, z - d) - *(r - a, s - d)] (59) 
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But as we have already aesnaed 
<Kr * a» z » d) « 0 (60) 
and as can be found from the solution of (44) and (45) 
*(r • b, z - d) » H (61) 
Thus from (59) and (56) we get 
Q • (ad + 0) 1 2n E Afasin(nd)aB1(nd) (62) 
n 
and 
* _ _ 1_ (oh + P.)eo»(nb.) - (gft)sin(nh) ,, x 
n n2 d/2 - (l/2n)sin(2nd) W) 
5. An Independent solution in terms of the potential 
One way to solve for the potential in our special exaaple (and 
other exanples) is to start from the basic differential equation and use 
exactly the same method employed in the preceding sections for the 
stream function. The variables are separated, and we get two ordinary 
differential equations. The one in terms of the radius r is identical 
with the equation in r for uniform conductivity. Its solutions are 
&L - -yo(nr) + B^0(nr) (n2 > 0) (64) 
R2 • C2Jo(mr) + D2N2(mr) (-®2 • n2< 0) (65) 
BQ • B ln(r/c) + F (n2 - 0) (66) 
The ordinary differential equation in terms of z is identical with 
the same one for * (see Equation (28)). Therefore, its solutions are 
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given in (40), (41), and (42). The general solution for 0, the 
potential, can be expressed as follows 
f - Vo+ ®1h * % (67) 
where the different terms are defined in Equations (40), (41), (64), 
(65), and (66). The solution has now to be fitted to the boundary-
conditions of the potential corresponding to the boundary conditions 
on the stream function (Section V D 1). The two sets of conditions, 
for the stream function and the potential function, relate to each 
other according to the orthogonality relations in Section II C. 
It can be verified that the specific solution of 0 in our ease 
can be expressed as follows 
0 • d + Z[An sin(nz) + B cos(nz)]B0(nr)(dz + 0) ^  (68) 
B 
where 
IQ(nr) KQ(nr) 
L,(nb) + £(nb) 
Bo(nr) " I0(«»a) K0(na) (69) 
tjTnbT + K^(nb) 
This solution satisfies condition 3 on the potential. Condition 4 
on the potential requires that 
-ap"*Bn + P~1nAn - 0 (70) 
Thus 
An - m~Xf\ (71) 
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Equation (68) may nov be written as follows 
Çt - d + (az + p) 1 £ BQ[a(nP) ^sin(nz) + cos(nz)]Ro(nr) (72) 
Condition 2 on the potential implies that 
(ad + p) ^ "[an ^p ^sin(nd) + cos(nd)] « 0 (73) 
or 
sin(nd) - npa ^cos(nd) (74) 
This equation determines the eigenvalues n. It aay be written in the 
more convenient form 
tan (a) • mp(ad) 1 (75) 
Where 
m « nd (76) 
Conditions la and lb require that 
g BQ(az + p)"1[a(np) 1sin(nz) + cos(nz)] 
£ • h, (0 <z <h) 
- z, (h «< z ^ d) 
Consequently, ve calculate BQ in a straightforward manner, obtaining 
Bn " 'rA (78l) 
(77) 
vhere 
aQ • ^ h(az + p)[(d/pn)sin(nz) + cos(nz)]dz 
+ z(az + p)[(a/pn)sin(nz) + cos(nz)]dz (78b) 
and 
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bn [(a/n0)sin(nx) + cos(nz)]2da (78c) 
The integrals in (78) can be easily solved, and (74) can be used 
to simplify the expressions. It is noted that the solution for 0 does 
not have the same eigenvalues as the solution for 4>. 
6. Remark on orthogonality between the stream function and the potential 
function 
It has been shown in several places that the stream lines and 
potential lines are orthogonal both in the cases of uniform and non­
uniform flow. In fact, in Section II of this thesis we derived the 
stream function by assuming such orthogonality. 
By using the orthogonality relations we should be able, at least 
formally, to derive * from 0 and vice versa. Alternatively, it should 
be formally possible to demonstrate the orthogonality between the 
independent solutions of Çf and <f>. Such a procedure is demonstrated for 
a case of uniform conductivity in Section IH A. 
In our specific example, solved above, it is not easy to transform 
from solution in terms of the potential p to solution in terms of the 
stream function *. Nevertheless, the orthogonality exists and in the 
flow net the streamlines should be normal to the potential lines. 
Should we attempt to calculate the discharge from the expression 
for the potential (72), we would have to differentiatiate with respect 
to one variable and integrate with respect to the other. This is still 
possible in our specific example. It may, however, become very hard 
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in some other problems. In any rate the advantage in using the stream 
function for solution is obvious in our example. 
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71. APPENDIX I. NOTES ON THE MEASUREMENT OF SOIL WATER VAPOR PRESSURE 
A. Introduction 
We assume that a proper free energy function has been defined by 
using the Legendre transformation on the first lav of thermodynamics 
(see Somerfeld 139, p. 42]). The-formulation of the first law of 
thermodynamics should include all types of work such as that included 
in Soamerfeld [39, p. 49]. If the water in the liquid phase is in 
equilibrium with the water in the vapor phase, then a properly defined 
free energy (per mole of water) must be the same in the vapor and 
liquid phases. Assuming that the soil gaseous phase can be considered 
as an ideal gas, the only two intensive variables in the free energy 
expression of the water vapor phase are the partial pressure and the 
temperature. It is certainly easier, then, to measure the free energy 
in the vapor phase than In the liquid phase. When measuring any 
entity by direct contact with the liquid phase, we cannot be sure that 
we achieve an equilibrium without any constraints. 
The problem in measuring the soil vapor pressure is that its 
relative change is very small. Let us regard the measurements of 
water "tension" on a pressure plate as the osmotic pressure that 
compensates for the reduction in soil moisture content (see Taylor 
[41]). The wilting point of plants occurs around a tension of 15 
atmospheres. This is equivalent to about a 1 percent reduction in the 
vapor pressure of water. 
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All the methods that were devised, to date, for measuring directly 
the vapor pressure are based on measuring the difference between the 
ambient temperature and the dew point. (Korven and Taylor [25], 
Richards and Gen Ogata [34]). As these differences are extremely small, 
-3 —L 
temperature control within 10 to 10 centigrade is essential. Even 
then the sensitivity and accuracy of these methods is very limited 
and only several points can be measured in the interesting range of 
vapor pressure variations (98 to 100 percent relative humidity). 
Three methods were considered as possible ways to solve this 
problem. One of them was tried and was found inadequate. The other 
two did not pass the stage of planning and small preparatory work. 
The three methods will be described here very briefly without many 
technical or theoretical details. 
B. Unsuccessful Use of Humidity Sensing Elements 
The humidity sensing elements are made as printed circuits on 
an absorptive surface. The change in humidity is measured by the 
change in resistance across gaps in the circuit. Such elements are 
available commercially^. As a rule they are made of some plastic 
material with or without some sensitive coating. It was generally 
found that sensitivity decreased when close to air saturation. Slight 
^ American Instrument Co., Inc. - Solvet Spring Maryland in 
metropoltian Washington, D.C. ; Warren Components Division, Bl-Tronics, 
Inc., P.O. Box 479, Warren, Pa.; Minneapolis-Honeywell Regulator 
Company, Minneapolis 8, Minn., Toronto 17, Ontario, Canada. 
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changes in ambient temperature or CO^ content caused big variations in 
reading. The 1 percent range between 99 percent and 100 percent 
relative humidity, is equal to or smaller than the experimental error 
of the measurement. 
C. The Use of Osmotic Pressure Transducer 
Let a cell with constant volume contain a standard solution whose 
vapor pressure is by several percent smaller than vapor pressure of 
pure water. Through a semi-permeable membrane, inserted as one of the 
cell walls, the solution comes in contact with vapor atmosphere of 
the soil. If soil vapor pressure is bigger, the cell will build up an 
osmotic pressure without adding a great amount of water. The relation 
between the osmotic pressure and the difference in vapor pressure can 
be calculated from van't Hoff»s equation. It can otherwise be found 
by calibrating at only a few points and interpolating by the theoretical 
formula, doe percent difference in vapor pressure will give rise to 
a pressure of 14 to 15 atmospheres. 
In building such an instrument, the following technical problems 
are involved. It is necessary to measure pressure accurately with very 
small signals. It has to be remembered that to detect pressure differ­
ences, some change in volume is required, which should be kept to a 
mi ni mum. This problem may be solved by using straingage pressure 
transducers. They consist of straingages attached to a metal cylinder. 
They detect pressure chenge by the slight elastic deformation of the 
cylinder under pressure variations. Such transducers are available 
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commercially . The working range of their different types range from 
measurements of blood pressure to the weighing of heavy trucks. 
The second problem is of finding a good semi-perms able membrane 
combined with a proper solute. The membrane must be permeable enough 
so that equilibrium will be established relatively fast. It should 
also be reasonably stable chemically and biologically and capable of 
withstanding high pressures. In case that too long a period is needed 
to achieve equilibrium, an alternative method can be devised with some 
sacrifice of accuracy. A cell which is in a given level of free energy 
is put in contact with soil atmosphere. The rate of pressure build-up 
may serve as a measure of the soil water vapor pressure. 
85 D. The Use of Krypton (Kr ) for Laboratory Measurement 
of Vapor Pressure 
In the space within the plastic bag (see Figure 10) there is 
a (gaseous) Krypton radioisotope emitting beta particles and water 
vapor above a standard water solution. In the space surrounding the 
plastic bag there exists water vapor in equilibrium with water in a 
dish of wet soil. The concentration of the standard solution is so 
adjusted that the vapor pressure inside the plastic bag is slightly 
less than the vapor pressure of the soil water. 
By choosing a thin enough plastic film that will bend under the 
slightest pressure difference, we can obtain an equality of the total 
^Baldwin-Lima-Hamilton, Electronics and Instrumentation Division, 
Walton 54» Massachusetts. 
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Figure 10. Schematic arrangement for the use of Kr for measuring 
vapor pressure. 
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pressure in the inside and outside of the plastic bag. The following 
equation then holds 
P
. * PY * Pk 
where 
Pg • the soil water vapor pressure 
Py • the water vapor pressure in the plastic bag 
P^ • the Krypton pressure. 
We assume that P^ is known. P^ can be measured by assaying, by 
means of a Geiger counter, the Krypton activity within a shielding 
base that provides a permanent geometry and allows, through ducts, 
free passage of gas. The count will be almost proportional to P^. 
Changes in counting due to variations in self-absorption should be 
negligible, as the total absolute pressure of the krypton and water 
vapor is small. 
The vapor pressure of the solution is a known standard for a 
given temperature. The absolute partial pressure of the Krypton P^ 
can be determined in proportion to the radioactive counting rate, once 
a calibration measurement has been made. A change in the pressure 
difference between the known water vapor pressure, and P^ the 
unknown soil water vapor pressure, will cause a movement of the 
plastic bag and compression or expansion of the krypton. Change in 
the krypton pressure will, in turn, be detected by a change in the 
U7 
activity count rate. The equation Pg • + P^ will under each 
circumstance give Pg. We can reach any degree of sensitivity of the 
measurement, by making P^ and P^ as close as possible and by extending 
the radioactivity counting period. 
Several other arrangements are possible where compression of 
Krypton would compensate for slight differences in vapor pressure. 
Only the principle of the idea is presented here. 
Figure 11. Schematic arrangement for unsaturated flow experiment. 
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711. APPENDIX II. USE OF RADIO TRACER FOB DISTINGUISHING BETWEEN THE 
FLUX IN THE LIQUID Ph«B£ AND THE FLUX IN THE 
VAPOR PHASE, IN UNSATURATED HATER FLOW 
Several transfer mechanises effect the movement of water in the 
soil. It is important to be able to distinguish between them and to 
measure how each one is related to specific driving forces and mobility 
coefficients. 
Water transfer mechanisms may be divided into two groups. Che 
group includes mass flow and diffusion»! processes in the liquid phase 
or in the liquid-gas interface. The second group includes mass flow 
and diffusions! flow which occurs in the gaseous phase, at least over 
part of the flow path. 
A sinple suggested experiment is described which offers a possi­
bility of distinguishing between these two groups (see Figure 11). The 
soil core is dried from the top. We let the processes of evaporation 
from the top, and water supply from the bottom, reach a steady state. 
The water flux in the liquid phase is designated by q^, and the 
flux through the gaseous phase is designated by q^. In the steady 
state we have for any level in the soil colum the following equation 
of continuity 
+ q^ • q - constant; (l) 
or alternatively 
div q - 0; (2) 
or in one dimension x (the coordinate x is measured upward with the 
origin located where the soil is water-saturated at its bottom) 
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dq/dx - 0 (3) 
Consequently 
dq^/dx - - dq^dx (4) 
The physical Interpretation of the left-hand side is the following. 
The divergence of the gaseous phase is an expression of the net evapora­
tion within the infinitesimal volume (here, length) element. It is 
expected that the divergence of the gaseous flux in our experiment has 
the same sign (positive) at every point of the soil core. In other 
words, the gaseous flux pattern along the x axis is expected to be 
monotonically increasing. This expectation seems to be achieved in 
the suggested experiment. 
Vfe have the following boundary conditions on the flux. 
q^ • q and q^ • 0 at x - 0 
(5) 
q^, - 0 and q^ « q at x • L 
A radioactive salt is introduced into the water that feeds into 
the core to form a saturated solution. This salt should satisfy the 
following requirements 
a. The radioactivity must originate in the anion. In this way, 
adsorption and exchange of radioactive material on the 
soil particles will be kept to a «rtnlmua. 
b. The radioactive material should be a gamma emitter, so 
that self-absorption in the soil will be kept to a minimum. 
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c. The salt mat be of small solubility in water but soluble 
enough to give a measurable activity. 
An increase of the gaseous flux over a length element dx implies 
net evaporation within this element. As the water is saturated with 
the radioactive salt, the local evaporation will cause a proportional 
sedimentation of active salt. Assuming a steady state flow and 
monotonie flux pattern, there is no other reason for change in local 
radioactivity. 
The following equation will relate the change in activity to the 
change in gaseous flux at a point x 
^ dt - A-g dt (6) 
where 
t is the time 
A is a proportionality coefficient 
c is the activity in terms of counts per unit time (e is a 
function of x and t and its units will depend on A; c may 
be, for example, counts per minute per unit volume of moist 
bulk soil). 
The constant A can be found by integration of (6) over time and 
length. Thus 
t2 L *2 L 
/ / (de/dt)dx dt - A / / (dq/dx)dx dt (7) 
t, 0 ^ 0 ® 
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Integrating the left-hand side with respect to t and the right-hand 
side with respect to x and then t, we find upon taking the boundary 
conditions into account the result 
L L 
/ et2dx - / ctldx - A(tg - t^)q (8) 
where and are the values of c at a distance x at times t2 and 
tl respectively (where q is the total flux passing through the column). 
The remaining integration on the left-hand side of (8) is performed 
numerically from values which are to be measured, of c 2^ and e^ along 
the x axis. Consequently we can calculate A. By rearrangement of (8) 
we obtain L 
{ (6t2 " Ctl)te 
A (*2 - (9) 
The term in the denominator is simply the total amount of water 
vapor that passed through the core during the time period t^ - t^. 
It is possible now to calculate the vapor or the liquid flux at 
every point through the medium. By integration of (6) from zero to 
x we get 
1 ™ de 
'I ^  <10> 
In a steady state we have at some value x » x 
(u) 
154 
On substituting into (10) and considering the value of A from (9), w 
obtain 
30-0 
r (et2 " etl)ai 
OgW - ^  q (12) 
-g (=t2 " «tl)dI 
The right-hand side of this equation consists of experimentally 
measurable data. The fraction consists of the count change integrated 
from the bottom of the core to any point z divided by the integrated 
count change along uhe conplete core. 
Since this procedure was conceived, a reference of work using 
successfully the same idea was called to our attention. A short 
description of the actual experiment is brought by A. I. Veinik from 
the Academy of Science of the Byeloruaian SSR, Minsk, U.S.S.E. in 
"Radioisotopes in Scientific Research™, Proceedings of the International 
Conference held in Paris, September 1957 by U.N.E.S.C.O. volume I, 
pp. 260-472. Pergamon Press, New York, 1958. 
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VIII. APPENDIX III. THE GENERAL DERIVATION OF THE STEADY STATE 
STREAM FUNCTION 
A. The Differential Equation and its Complete Integral 
In Section II of this thesis we derived the stream function in 
axLally symmetric flow. We first assumed a function form of a velocity 
potential and from it derived the stream function by assuming ortho-
gonolity between the two. 
We now observe that the deviation of the stream function should be 
independent of the existence or validity of the physical concept of a 
potential in filtration flow. Actually the only fundamental observable 
phenonomen is that there exists a stream of water. We shall therefore 
attempt here to derive the different stream functions using only 
kinematical considerations. tie shall show that the stream functions 
for different flow cases can be derived all in a standard formal 
manner. The general differential equation of a stream line is (see 
Dryden et al. [7, pp. 31-35, 41]) 
^ ^  ^  " dt (1) 
where dx, dy and ds are the cartesian components of an infinitesimal 
portion of the path line ds, and u, v and w are the cartesian comments 
of the flux along the axes s, y and z; and dt is the time increment 
needed for a mass "point" in our simulated contineum to sweep through 
the portion of the path line ds. 
The general solution of (1) can be expressed (see Webster [44, 
pp. 58-63J, Hildebrand, [11, pp. 368-378]) by the following three 
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scalar functions 
f(x,y,s,t) » a (2a) 
g(x,y,s,t) - b (2b) 
h(x,y,z,t) - c (2c) 
This type of solution is called the complete integral, to distinguish 
from the general integral (Webster [44, pp. 63-64]). 
The functions f, g and h mast be functionally independent; that 
is, in terms of the Jacobian we must have 
An equivalent way to express the independence of f, g and h in vector 
operator terms is as follows 
(Vf)'(Vg x Vh) i 0 (4&) 
or 
(7h)e(VfX Vg) y 0 (4b) 
or 
(vg)*(vh xvf) y 0 (4c) 
(see Hildebrand [11, p. 363]). The geometrical meaning of equations 
(4) is that the normals to f, g and h at any given instant are not all 
three coplanar and no two are colinear. 
In a case of a steady state flow it should be possible (at least 
formally) to eliminate the time t from equation (2). The complete 
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Integral then reduces to the general form 
f(x,y,z) - a (5a) 
g(x,y,i) - b (5b) 
The function h most then be functionally dependent on f and g or 
(Vh)'(Vf xvg) - 0 (6) 
It will be shown later in (13) that 
(VfxVg)yo (7) 
and therefore we must have 
(7h) - 0 (8) 
or by integration we get that 
h - h(t) (9) 
In a similar way we consider the case where the flow is two 
dimensional or axially symmetric. For example, in a cartesian system 
where the flow is independent of the coordinate a, we k&vs 
w - 0 (10) 
This in turn implies that equation (1) reduce to the following 
dx - 0 (lia) 
tub) 
The complete solution, then, reduces to 
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f(x, y) - a (12a) 
g(z) - a - b (12b) 
h » h(t) (12c) 
Equations (2), (5), (12) give implicit solutions for the stream 
function in the forms of families of surfaces, We showed also how the 
solution can be reduced when symmetry exists. In the following sections 
of this appendix we shall impose conditions to find the explicit 
expressions for the flux and the stream function. 
The general integral F of (l) may be expressed (Hildebrand [11, 
p. 371], Webster [44, p* 63]) by any different able function of f, g 
and h of (2) in the form 
The flux vector, at a given instant, is parallel to the instant­
aneous curve, where the two surfaces f and g intersect. Consequently 
we may express the flux vector q in the following form 
where S is some scalar function of the coordinates. We may replace f 
and g in (13) by any two different able functions F^(f) and F^(g). We 
can then express q in an alternative form with a different scalar 
function S 
5. The General Integral and the Flux Vector 
F(f,g,h) - 0 
q - S (Vf xyg) (13) 
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q « S(dF1/3f)(3F2/5g)[( f) ( g)] (14) 
As and F^ are arbitrary, S may also be arbitrary, as long as f and 
g have not yet been specifically determined. 
Several values of S are of interest. In the case of a steady, 
incorqpressible, homogeneous fluid flow we may choose to express the 
flux by putting into (13) S • 1 in the following form 
q - Vf x Vg (15) 
where f and g are two scalar functions of the coordinates. 
In the case of compressible fluid flow we may put 
S - p (16) 
where p is the density of the fluid or another expression of concentra­
tion. The general expression for the flux is then 
qp - qp - p[Vf X V g ]  (17a) 
In the case of saturated flow in porous media, as in soil, we may 
choose 
S - k (17b) 
where k is the hydraulic conductivity. 
C. Equation of Continuity 
The condition of conservation of matter is already implied in 
(15) and (17). It is easy to verify that in (15) 
V-q • 0 (18) 
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For aid in vectorial operations, see Wylie [46, p. 454 formulas (13) 
and (16)] or any other standard text. 
Similarily in (17), remembering that we have a steady state flow, 
we have 
V» (pq) » 0 (19) 
(see Wylie [46, p. 454, formulas (11), (13) and (16)]). By developing 
(19) according to (1?) in a cartesian system we get, using Jacobian 
notation 
(20) 
All this means is that p is a function of f and g which are in turn 
functions of the space coordinates, as we have already assumed. In the 
nonsteady state the continuity equation will yield the Jacobian form 
£ £ # " - 8  t a )  
Here the density may be considered as functionally independent or as an 
independent coordinate by itself. 
D. The Condition of Irrotationality 
By applying the condition of irrotationality we finally can 
tinrive the explicit forms for the stream function differential 
equations. 
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1. The general ease 
The condition of irrotationality is expressed vector!ally as follows 
Vxq - 0 (22) 
For the steady state case we get from (15) and (17) for an 
incompressible fluid 
V X[7f xvg] " 0 (23) 
and we get for a compressible fluid 
Vx [p7f * Vg] - 0 (24a) 
and we get for a porous medium as soil 
Vx[kVf x- Vg] - 0 (24b) 
Each of equations (22), (23), (24a) and (24b) can be expanded into 
three separate equations for each one of the three components, with 
each component vanishing. These equations are the differential equations 
for the stream function in three-dimensional space. 
2. Two-dimensional flow in cartesian coordinate» 
In this case the complete solution for the steady state is 
f(x,y) « a (25a) 
g(z) - z  (25b) 
as we have found in (12) 
Equation (23) can now be written explicitly as follows 
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N5<C(df/dx)lx + (df/dy)ly] X (lz)> - 0 (26) 
or 
Vx[-(df/dx)ly + (df/dy)lx] - 0 (2?) 
or by further expanding 
(d2f/dx2) + (d2f/dy2) - 0 (28) 
This is of course the familiar Laplace equation in two dimensions, which 
is Applicable to an incompressible, homogeneous, uniform, steady flow-
as Darcy law flow in soil. 
Vx{p[-(df/dx)ly + (df/dy)lx]> - 0 (29) 
or 
? VX[-(df/3x)ly + (df/dy)lx] 
(30) 
+ (Vp) x[-(df/3x)l + (df/dy)l ] » 0 y * 
or by further expanding 
-p[(a2f/ax2) + (a2f/dy2)] - a%ax~ ayiy " ^ (3ia) 
This result is also well known. For nonuniform conductivity k we 
replace in (29), (30) and (31) the concentration p by the conductivity 
k (see Equations (16) and (18)). Thus, we get the equation for the 
stream function in two-dimensional steady flow with nonuniform 
conductivity as follows 
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-k[(d2f/dx2) + (d2f/dy2)] - 3k 8f _ ak a t  m Q  dx dx dy dy (31b) 
3. Axially symmetric flow 
From the three orthogonal axes, in a right-handed system, the 
second one is taken to be the azimuth 6. We have several choices for 
the other two axes. For analogy with the deviation of the stream 
function, in Section II of this thesis, we shall use the cylindrical 
system where r is the radius and z the elevation. Any other axially 
symmetric system may be used. (See Morse and Feshbach [31, pp. 508-
523 and 655-666]). 
The complete solution in axial symmetry and in cylindrical 
coordinates is similar to Equation (12) 
f(r,z) - a 
g(e) - 6 
(32a) 
(32b) 
Equation (23) then reads 
VX{[(df/dr)lr + (df/dz)lz] (l6/r)] - 0 (33) 
for noncompressible fluid. 
Equation (24) for compressible fluid reads 
(34) 
+ (7p)XC(f (y»3-o 
By introducing to Equation (14) 
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S - k (35) 
where k is the hydraulic conductivity, we get from (24) 
kVX[(f£lr + !fl„)X<V>] 
+ (Vk) x [(j£ xr + J£ 12) X (lg/p)] - 0 
Equations (33), (34) and (36) reduce after expansion to 
i2f 1 31 a2i 
(36) 
+ (37) 
or dz 
for the noncompressible uniform case; to 
k ( Ô " ? I  +  7 § >  +  i l f  +  t I - 0  < 3 8 )  
or 02 
for nonuniform conductivity; and to 
+ (39) 
or dz 
for compressible fluid in a steady state. In case of nonuniform 
conductivity and compressible fluid we would get 
(40) 
These results validate in an independent manner the derivations of 
the basic differential equations for the stream functions throughout 
this thesis and extend them. 
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