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Abstract. The design optimization of water distribution systems, con-
sidering multi-period restrictions with time varying demand patterns, is
a complex optimization problem present in modern cities. Taking into
account this issue, we propose a hybrid optimization technique based on
Simulated Annealing (HSA) enhanced with a local search procedure, in
order to obtain good quality networks designs. The SA performance is
very sensitive to the choice of the cooling scheme, which includes pa-
rameters as the cooling function and the initial temperature. For this
reason, we have analysed the HSA behaviour using proportional, expo-
nential, logarithmic and a new random cooling functions and three dif-
ferent initial temperatures. An extensive experimentation using diﬀerent
benchmark networks has been carried out to test our proposals. More-
over, a comparison with an approach from the literature has revealed the
goodness to solve this network design problem.
Keywords: Water Distribution Network Design, Optimization, Simu-
lated Annealing, Cooling Schedule
1 Introduction
Water is one of the most important natural resources, being an essential com-
modity for human life. Therefore, a safe, adequate, and accessible supply of
potable water is one of the basic necessities in any modern city. A distribution
system therefore consists of pipe lines of various sizes for carrying water, valves
for controlling the ﬂow, service connections to the individual homes, and dis-
tribution reservoirs for storing the water to be fed into the distribution pipes.
Therefore, the design of a water distribution network plays an important role.
The solution concerning the layout, design, and operation of the network of pipes
should result from good planning and management procedures. In this way, this
problem known as Water Distribution Network Design (WDND), requires to
manage an important number of variables (pipes, pipe diameters, demand nodes,
water pressure, reservoirs, etc.), and constraints (water velocity, pressure, etc.).
Consequently, even for simple networks, this problem is very diﬃcult to solve,
in particular it is classiﬁed as NP-hard [1].
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The ﬁrst research works regarding the optimization of WDND were con-
cerned with the single-period, single-objective, gravity-fed design optimization
problem. These preliminary works applied linear programming [2, 3], and non-
linear programming [4, 5]. Further research proposed metaheuristics to solve
these problems. In these area, trajectory-based proposals were applied, such as:
Simulated Annealing [6–8] and Tabu Search [9]. Population-based metaheuris-
tics were also considered, for example, Genetic Algorithms [10–12], Ant Colony
Optimization [13, 14], Scatter Search [15], and Diﬀerential Evolution [16].
Recently, more complex and realistic formulations were considered, such as
the extension to a multi-period setting (time varying demand patterns). Far-
mani et al. [17] formulated the design problem as a multi-objective optimization
problem and applied a multi-objective evolutionary algorithm. In [11], a genetic
algorithm was used to solve six small instances, which also incorporated the
velocity constraint on the water ﬂowing through the distribution pipes. This
constraint was also taken into account in [18], but the authors used mathemati-
cal programming on bigger, closer-to-reality instances. A Diﬀerential Evolution
(DE) algorithm was proposed in [19] to minimize the cost of the water distri-
bution network. Another version of a DE algorithm to solve this problem was
presented in [20]. An Iterative Local Search [21] was speciﬁcally-designed in or-
der to consider that every demand node has 24 hrs water demand pattern and a
new constraint, which imposes a limit on the maximal velocity of water through
the pipes.
In this work, we have designed a hybrid Simulated Annealing (HSA) to im-
prove and optimize the distribution network design considering time varying
demand patterns and the maximum water velocity constraint [21]. This HSA en-
hances the layout of the network by using a local search technique. The method-
ology devised in this work characterizes the HSA behaviour regarding the main
control algorithmic parameter (temperature), and it is summarized as follows.
We evaluate HSA with four diﬀerent schemes to schedule the cooling process.
Moreover, we consider three initial temperatures for each variant from low to
high values. This work is based on a previous research [22], incorporating the
analysis of the temperature impact on the HSA’s performance. We test the per-
formance of our proposals with a set of networks with diﬀerent sizes expressed by
number of pipes and characteristics. We then will compare the HSA algorithm
with the literature. The planned analyses and comparisons will help us to claim
that our proposals outperform the state-of-the-art. In order to get some mean-
ingful conclusions, we present some studies considering relevant aspects such as
cost values, HSA’s behavior, and computational eﬀort.
The remainder of this article is structured as follows. Section 2 introduces the
problem deﬁnition. Section 3 explains our algorithmic proposal, HSA, to solve
the WDND optimization problem and the HSA’s variants. Section 4 describes
the experimental analysis and the methodology used. Then, the sections 5 and
6 present the result analysis of the variants and the comparison with an ILS [21]
from the literature, respectively. Finally, Section 7 summarizes our conclusions
and sketches our future work.
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2 Multi-Period Water Distribution Network Design
The objective of the WDND problem is to minimize the total investment cost
(TIC) in a water distribution network design. The problem can be characterized
as: simple-objective, multi-period, and gravity-fed. Two restrictions are consid-
ered: the limit of water speed in each pipe and the demand pattern that varies
in time. The network can be modeled by a connected graph, which is described
by a set of nodes N = {n1, n2, ...}, a set of pipes P = {p1, p2, ...}, a set of loops
L = {l1, l2, ...}, and a set of commercially available pipe types T = {t1, t2, ...} .
The TIC is obtained by the formula shown in Equation 1,
minTIC =
X
p∈P
X
t∈T
LpICtxp,t (1)
where ICt is the cost of a pipe p of type t, Lp is the length of the tube, and xp,t
is the binary decision variable that determines whether the tube p is of type t
or not. The objective function is limited by: physical laws of mass and energy
conservation, minimum pressure demand in the nodes, and the maximum speed
in the pipes, for each time τ ∈ T . These laws are explained in the following
paragraphs.
Mass conservation law: It must be satisﬁed for each node N in each period
of time τ . This law establishes that the volume of water ﬂowing towards a node
in a unit of time must be equal to the ﬂow that leaves it (see Equation 2),
X
n1∈N/n
Q(n1,n),τ−
X
n2∈N/n
Q(n,n2),τ =WDn,τ−WSn,τ ∀n ∈ N ∀τ ∈ T (2)
where Q(n1,n),τ is the ﬂow from node n1 to node n at time τ , WSn,τ is the
external water supplied and WDn,τ is the external water demanded.
Energy conservation law: It states that the sum of pressure drops in a closed
circuit in an instant of time τ is zero. These drops can be approximated using
the Hazen-Williams equations with the parameters used in EPANET 2.0 [23]
(the hydraulic solver used in this paper), as indicated in Equation 3.
X
p∈l
"
10.6668yp,τQ
1.852
p,τ LpP
t∈T (xp,tC
1.852
t D
4.871
t
#
= 0 ∀l ∈ L ∀τ ∈ T (3)
In Equation 3, yp,τ is the sign of Qp,τ that indicates changes in the water ﬂow
direction relative to the deﬁned ﬂow directions, Qp,τ is the amount of water
ﬂowing through pipe p in time τ , Lp is the pipe length, Ct is the Hazen-Williams
roughness coeﬃcient of pipe type t, and Dt is the diameter of pipe type t.
Minimum pressure head requirements: for each node n in each period of
time τ , it must be satisﬁed (see Equation 4),
Hminn,τ ≤ Hn,τ ∀n ∈ N ∀τ ∈ T (4)
being Hmin the minimum node pressure and Hn,τ the node’s current pressure.
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Maximum water velocity: The water velocity vp,τ can not exceed the maxi-
mum stipulated speed vmaxp,τ . Equation 5 shows this relationship.
vp,τ ≤ vmaxp,τ ∀p ∈ P ∀τ ∈ T (5)
3 HSA for the Multi-Period WDND Problem
Simulated Annealing (SA), proposed by Kirkpatrick et al. [24], is a simple and ef-
ﬁcient trajectory-based metaheuristic. SA is based on the principles of statistical
thermodynamics, which models the physical process of heating a material and
then slowly lowering the temperature to decrease defects, thus minimizing the
system energy. In a similar way, at each virtual annealing temperature, the SA
algorithm generates a new potential solution (or neighbour of the current state)
to the problem considered by altering the current state, according to a prede-
ﬁned criterion. The acceptance of the new state is then based on the satisfaction
of the Metropolis criterion, and this procedure is iterated until convergence.
At the beginning (with a high temperature), SA accepts solutions with high
cost values under a certain probability in order to explore the search space
and to escape from local optima. During the annealing process this probability
decreases according to temperature cooling; intensifying the search and reducing
the exploration in order to exploit a restricted area of the search space.
SA evolves by a sequence of transitions between states and these transitions
are generated by transition probabilities. Consequently, SA can be mathemati-
cally modeled by Markov chains, where a sequence of chains is generated by a
transition probability that is calculated involving the current temperature.
(a)
(b)
Pipe ID Length (m)
1 31
2 20
3 35
4 37
5 24
6 50
7 12
8 65
(c)
Diam. Roughness
Cost(mm) unitless
60 130 22
80 130 35
100 130 38
150 130 50
200 130 61
(d)
Fig. 1. Diﬀerent solutions or network designs. (a) Solution 1; (b) Solution 2; (c) Pipe
lengths; (d) Available pipe types with their corresponding costs.
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Table 1. Diﬀerent solutions or network designs in vector representation.
Solution
Pipe ID 1 2 3 4 5 6 7 8 Feasibility
Length (m) 31 20 35 37 24 50 12 65 TIC
1
diam. (mm) 150 150 80 80 100 60 60 80 feasible
cost 1550 1000 1225 1295 912 1100 264 2275 9621
2
diam. (mm) 150 150 80 60 100 60 60 80 infeasible
cost 1550 1000 1225 814 912 1100 264 2275 9140
The proposal consists in adapting and hybridizing the SA algorithm to solve
the Multi-Period WDND optimization problem. Furthermore, diﬀerent mecha-
nisms to control the temperature cooling are incorporated to the Hybrid Simu-
lated Annealing (HSA) algorithm. Although in [7] the authors also proposed an
SA for two small instances of the WDND problem, in this work we solve a more
complex and realistic version of this problem with a SA hybridised, using ﬁfty
large and diverse network conﬁgurations. Another diﬀerence lies in using other
mechanisms to control the temperature cooling.
The ﬁrst design issue is to deﬁne the representation of a solution. In this
case, a solution to the WDND problem is a network, as shown in Figure 1 (a)
and (b), which is represented by a vector. Each vector element is the diameter
selected for the pipe it represents. Table 1 shows the vectors that correspond
to the candidate solutions in Figure 1(a) and (b). The total investment cost for
each solution is calculated by the Equation 1, using the input data from tables
(c) and (d) of Figure 1. The ﬁrst solution is hydraulically feasible (satisfying all
constraints mentioned in Section 2) and the second one is infeasible (violating
the minimum pressure constraint in node 7).
Algorithm 1 HSA Algorithm to solve the WDND optimization Problem
1: k = 0;
2: initTemp(T )
3: initialize(S0);
4: TIC0 = evaluate(S0);
5: repeat
6: repeat
7: k = k + 1;
8: S1 = MP-GRASP LS(S0);
9: TIC1=evaluate(S1);
10: if TIC1 < TIC0 then
11: S0 = S1;
12: TIC0 = TIC1
13: end if
14: generate S2 = perturbation operator(S0);
15: TIC2 = evaluate(S2);
16: if (TIC2 < TIC0) or (exp((TIC2−TIC0)/T ) > random(0, 1)) then
17: S0 = S2;
18: TIC0 = TIC2
19: end if
20: until (k mod MCL) == 0
21: update(T );
22: until stop criterion is met
23: return S0;
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The pseudo-code of the HSA algorithm proposed to solve the WDND opti-
mization problem is shown in Algorithm 1. HSA begins with the initialization
of the temperature (line 2). After that, HSA generates a feasible initial solution
S0 applying both HighCost and Lowcost mechanisms proposed in [21] (line 3),
which is then evaluated (line 4). For the last process, HSA uses the EPANET 2.0
toolkit [23] to solve the hydraulic equations, since this hydraulic solver is applied
in most existing works. Once the initialization process ends, an iterative process
starts (lines 5 to 22). As a ﬁrst step in the iteration, the hybridization is carried
out in order to intensify the search into the current region of the solution space.
In this way a feasible solution, S1, is obtained by applying the MP-GRASP local
search [21] to S0 (line 8), and then a greedy selection mechanism is performed
(lines 10-13). As a consequence, S0 can be replaced by S1 if this is better than
S0. In the next step, a perturbation operator is used to obtain a feasible neigh-
bor, S2, from S0 (line 12), in order to explore another areas of the search space.
This perturbation randomly changes some pipe diameters. If S2 is worse than
S0, S2 can be accepted under the Boltzmann probability (line 16, second condi-
tion). In this way, at high temperatures (T ) the exploration of the search space
is strengthened. In contrast, at low temperatures the algorithm only exploits a
promising region of the solution space, intensifying the search. In order to update
T , a cooling schedule is used (line 21) and it is applied after a certain number
of iterations (k) given by the Markov Chain Length (MCL) (line 20). Finally,
SA ends the search when the total evaluation number is reached or the T0.
Most of the HSA search components are ﬁxed in function of the problem to
be solved. Consequently, the search space, cost (evaluation) function, perturba-
tion operator, and local search are directly related to the WDND problem. The
main search component to be deﬁned is the temperature and their annealing
schedule. Therefore one of the most important issues in HSA is how to control
the annealing or cooling process so that the system cools gradually from a higher
temperature, ultimately freezing to a global minimum state. Many attempts have
been made to derive or suggest good schedules [25]. At the same level of impor-
tance, the choice of the right initial temperature is also crucial, which must not
be too high to conduct a random search for a period of time but high enough to
allow moves to almost neighborhood state. In this work, we propose to analyse
the impact on the success of the HSA imposed by the appropriate setting of the
initial temperature and the cooling scheme, which are related with the problem
nature and the values of the objective function.
3.1 HSA’s Variants: Cooling Scheme
This section describes the diﬀerent HSA’s variants which include the most known
cooling process in the literature and a new one proposed in this work, which are
identiﬁed as HSAcoolingprocess.
The ﬁrst HSA’s variant applies the proportional cooling scheme, also called
geometric schedule [24], which is denominated HSAProp. The temperature is
updated using the Equation 6:
Tk+1 = α ∗ Tk (6)
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where α is a constant close to, but smaller than, 1. Particularly, we calculate α
as follows:
α =
k
k + 1
(7)
This scheme is the most popular cooling function, since the temperature de-
cay is not too slow neither too fast allowing to achieve an equilibrium between
exploitation and exploration.
HSAExp uses the exponential cooling scheme [24] to produce the tempera-
ture decay. The Equation 8 describes these process, where the constant αk < 1 is
calculated as shown in the Equation 9. This schedule quickly cools the temper-
ature reducing the required time and iterations to converge to a good solution.
In big and complex problems, this becomes in a disadvantage, given that the
equilibrium between the exploitation and exploration is broken.
Tk+1 = Tk ∗ αk (8)
αk =
ek
e1+k
(9)
HSALog employs the logarithmic cooling scheme [26], which modiﬁes the
temperature, as shown in the Equation 10. In this Equation, the chain converges
to a global and minimal energy value, where the constant C is computed as the
Equation 11 shows. This schedule is too slow to be applied in practice but has
the property of the convergence proof to a global optimum [27].
Tk+1 = C ∗ Tk (10)
C =
ln(k)
ln(1 + k)
(11)
Furthermore, we propose a fourth HSA’s variant, named HSARand. This new
variant combines the three previous explained cooling schemes in only one sched-
ule process. In each iteration, HSARand randomly selects one of these schemes in
order to reduce the temperature. In this way, we try to enhance HSA by aggre-
gating the advantages of these three schemes and mitigating their disadvantages.
3.2 HSA’s Variants: Initial Temperature
As previously mentioned, the choice of the right initial temperature has an im-
portant role in the HSA performance to ﬁnd good solutions. A classical and
intuitive method is used in this work as described in Kirkpatrick et al. [24].
It consists in computing a temperature such that the acceptance ratio is ap-
proximately equal to a given value χ0. Given a Ts seed temperature, the initial
temperature is computed by the procedure shown in Algorithm 2. The output,
T0, is determined such that, when applying the Boltzmann criterion, worse solu-
tions are accepted with a high probability value. To achieve this, the algorithm
starts from a Ts that is increased until the aforementioned acceptance is reached.
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Algorithm 2 Pseudocode of algorithm for setting initial temperature T0
1: function initTemp (Ts)
2: T0 = Ts;
3: initialize(S1);
4: TIC1=evaluate(S1);
5: while acceptability rate is not reached do
6: update T0 ;
7: S2 = S1;
8: TIC2=evaluate(S2);
9: for i=0 to test do
10: S2 = MP-GRASP LS(S1);
11: TIC2=evaluate(S2);
12: end for
13: end while
14: return T0
In this work, we propose to study the impact of using three diﬀerent Ts in
the performance of the diﬀerent HSA’s variants proposed. In particular, Ts takes
values in {1, 100, 1000}, from small to large seeds, which are very dissimilar seeds
allowing a diﬀerent number of HSA iterations of the main loop. These algorithms
are identiﬁed by incorporating Ts in the name of the HSA’s variant, for example
HSARand100 means HSARand variant with Ts set to 100.
4 Experiments with HSA’s Variants
This section explains the design of experiments followed in this work so that
our conclusions could be both objective and valid. In order to evaluate the
HSA’s variants, the HydroGen instances of WDND optimization problem [28]
are solved. These instances arise from 10 diﬀerent distribution networks, named
as HG-MP-i with i ∈ {1, 10} (see Table 2 for more speciﬁcations). A set of 16
diﬀerent pipe types is used and their characteristics and costs can be found in
Table 3. The demand nodes are divided into ﬁve categories (domestic, industrial,
energy, public services, and commercial demand nodes), each one with a corre-
sponding base load and demand pattern3. In this way, each HG-MP-i network
consists of ﬁve diﬀerent instances, totalling 50 instances.
In our experiments, we use four diﬀerent types of cooling schemes (see Sec-
tion 3.1) and also Ts seed temperature (in Section 3.2), yielding to 12 diﬀer-
ent HSA’s variants (HSAPropTs , HSAExpTs , HSALogTs , and HSARandTs with
Ts ∈ {1, 100, 1000}). We consider an acceptance probability χ0 of 0.8. The stop
condition of the HSA’s variants is to reach 100.000 evaluations of the objective
function. We performed 30 independent runs of each instance because of the
stochastic nature of the algorithms, in order to gather meaningful experimental
data and apply statistical conﬁdence metrics to validate our results and conclu-
sions. As a result, a total of 18000 executions (50× 4× 3× 30) were carried out.
Before performing the statistical tests, we ﬁrst checked whether the data fol-
lowed a normal distribution by applying the Shapiro-Wilks test. Where the data
was distributed normally, we later applied an ANOVA test. Otherwise, we used
3 The base loads can be found in the EPANET input ﬁles of the instances
ASAI, Simposio Argentino de Inteligencia Artificial
48JAIIO - ASAI - ISSN: 2451-7585 - Página 46
Table 2. Information on the HydroGen networks.
Network Meshedness Pipes Demand Water
HG-MP-1 0.2 100 73 1
HG-MP-2 0.15 100 78 1
HG-MP-3 0.1 99 83 1
HG-MP-4 0.2 198 143 1
HG-MP-5 0.15 200 155 1
HG-MP-6 0.1 198 166 1
HG-MP-7 0.2 299 215 2
HG-MP-8 0.15 300 232 2
HG-MP-9 0.1 295 247 2
HG-MP-10 0.2 397 285 2
Table 3. Available pipe types and their corresponding costs.
Number Diam. (mm) Roughness Cost Number Diameter Roughness Cost
1 20 130 15 9 200 130 116
2 30 130 20 10 250 130 150
3 40 130 25 11 300 130 201
4 50 130 30 12 350 130 246
5 60 130 35 13 400 130 290
6 80 130 38 14 500 130 351
7 100 130 50 15 600 130 528
8 150 130 61 16 1,000 130 628
the KruskalWallis (KW) test. This statistical study allows us to assess whether
or not there were meaningful diﬀerences between the compared algorithms with
a conﬁdence level of 99%.
5 Analysis of the Results Obtained by our Proposals
In this section, we summarize and analyse the results of using the 12 proposed
HSA’s variants for all the WDND problem instances, following the next method-
ology. First, we analyse the behavior of these variants considering the results
shown in the tables 4, 5, and 6, taking the diﬀerent Ts into account, respec-
tively. The columns 2-5 show the average of the best TIC values found by the
four variants for the 50 instances grouped by their corresponding distribution
network. The minimal TIC values found by each group are boldfaced. In the
last column, the results of the KW test are summarized, where the symbol “+”
indicates that the behavior of the four HSA’s variants are statistically similar,
while the symbol “-” speciﬁes that these behaviors are signiﬁcantly diﬀerent.
Secondly, we analyse the computational eﬀort for each HSA proposed, consider-
ing the total time execution time (measured in seconds) of the search, as shown
in the Figure 2.
Analysing the results from Table 4, a similar statistical behavior between
the HSA’s variants with Ts = 1 is observed (colomun 6), although HSAProp1
ﬁnds the minimal TIC values in the 60% of the networks. HSARand1 obtains the
minimum in a 20% of the networks, whereas the remaining HSA’s variants in a
10% each one. From the study of the results shown in Table 5, the signiﬁcant
statistical diﬀerences between the HSA algorithms are present. In this case, the
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Table 4. Averages of the best TIC values found by each HSA’s variant with Ts = 1.
Network HSAProp1 HSAExp1 HSALog1 HSARand1 KW
HG-MP-1 340872.6 342077.0 342065.8 341584.8 +
HG-MP-2 302643.2 314129.6 307264.8 301988.2 +
HG-MP-3 392959.4 396474.8 396860.2 392993.4 +
HG-MP-4 764435.8 783772.8 778993.6 766045.2 +
HG-MP-5 773268.0 767347.6 773764.4 782044.2 +
HG-MP-6 792741.4 808084.6 810206.4 803241.0 +
HG-MP-7 910839.2 953582.8 926824.2 918531.2 +
HG-MP-8 978102.0 1008866.6 966027.2 969844.4 +
HG-MP-9 928715.6 951837.8 943209.2 929009.2 +
HG-MP-10 925406.2 949786.4 917229.2 910357.2 +
Table 5. Averages of the best TIC values found by each HSA’s variant with Ts = 100.
Network HSAProp100 HSAExp100 HSALog100 HSARand100 KW
HG-MP-1 340965.4 342736.2 342136.8 339255.0 -
HG-MP-2 302986.2 304191.2 302875.0 302693.6 -
HG-MP-3 393433.4 393408.2 392823.4 395317.6 -
HG-MP-4 763320.6 768556.0 762387.8 759030.6 -
HG-MP-5 777919.0 769613.2 774843.0 774762.2 -
HG-MP-6 790831.4 793095.6 783136.4 774950.0 -
HG-MP-7 938746.4 915456.6 899668.6 903309.4 -
HG-MP-8 951530.6 987936.0 955793.6 989918.8 -
HG-MP-9 931709.2 929255.8 930488.2 919305.6 -
HG-MP-10 912964.4 918225.8 913257.4 902029.0 -
Table 6. Averages of the best TIC values found by each HSA’s variant with Ts = 1000.
Network HSAProp1000 HSAExp1000 HSALog1000 HSARand1000 KW
HG-MP-1 341634.4 345761.2 345582.2 343972.0 +
HG-MP-2 303277.2 307080.0 303702.6 303988.4 -
HG-MP-3 399776.8 403734.2 399038.8 400959.2 -
HG-MP-4 771927.0 796273.0 771515.0 766651.6 -
HG-MP-5 770892.2 781893.2 773441.8 781434.8 -
HG-MP-6 786640.2 809303.8 789264.0 795116.2 -
HG-MP-7 919760.2 965366.4 905722.2 920034.8 -
HG-MP-8 987764.0 1014962.0 960103.2 952484.0 -
HG-MP-9 933601.4 954523.0 918491.2 907094.6 -
HG-MP-10 908888.2 949537.4 917604.4 929312.0 -
HSARand100 ﬁnds the best TIC values in the 60% of the networks, followed by
HSALog100 with the 20%. A poor performance can be observed in HSAProp100
and HSAExp100. When the Ts = 1000 is considered, the KW results indicate
that the behavior of all HSA variants is statistically diﬀerent for almost every
network. Both HSAProp1000 and HSAExp1000 obtain the best solutions in 40% of
the networks each one, the remaining 20% of the best TIC values are achieved
by HSALog1000. Finally, when the boldfaced values of these tables are compared,
a relevant result is inferred because when Ts = 100 the best network designs are
found in the 80% of the networks.
Regarding the computational eﬀort point of view, the Figure 2 shows the
HSA’s execution times (in seconds) to carry out the maximum number of eval-
uations for each test case, grouped by distribution network. Similar execution
times are observed when the HSA’s variants initialize the temperature with
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Fig. 2. Average total search time of HSA’s variants for each Ts. a) Ts=1, b) Ts=100,
and c) Ts=1000.
Ts = 1. However, diﬀerences in the total execution time are observed when Ts is
set to the remaining values. Being the HSAProp100 and HSAProp1000 the fastest
variants for the search, whereas the HSALog100andHSALog1000 are the slowest
ones. These observations are supported by KW tests with α = 0.01.
Analysing the network speciﬁcations (see Table 2) and the execution times
together, we observe that the number of pipes and demand nodes inﬂuence the
time spent by the HSA’s variants. In this way, three groups of three networks
can be formed exhibiting similar execution times, except the HG-MP-10 network
that is out of these sets. The grouped instances have consecutive numbers, e.g.
the set of the HG-MP-1, 2, and 3 networks have similar number of pipes and
demand nodes, and so on. Furthermore, analysing what happened into each set,
the following behavior is detected. The HSA’s variants that design networks with
more demand nodes spend less execution time than when they solve the other
two cases. This happen because more feasible networks can be designed and,
consequently, HSA needs less time to ﬁnd one of them. Finally, the HG-MP-10
network is the most expensive case to solve, due to it is the biggest instances
considering the number of pipes and demand nodes.
Summarizing, HSARand under each Ts value is a very good choice to solve
the WDND problem. The reason of this is that HSARand ﬁnds more times the
best known TIC values than the remaining variants, spending a reasonable ex-
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Table 7. The best known TIC values found by our proposals and ILS.
Network Best Known TIC Alg.
HG-MP-1 339255.0 HSARand100
HG-MP-2 301988.2 HSARand1
HG-MP-3 392823.4 HSALog100
HG-MP-4 752400.0 ILS
HG-MP-5 762000.0 ILS
HG-MP-6 774950.0 HSARand100
HG-MP-7 899668.6 HSALog100
HG-MP-8 951530.6 HSAProp100
HG-MP-9 907094.6 HSARand1000
HG-MP-10 902029.0 HSARand100
ecution time. Furthermore, the HSA’s runtime is aﬀected by the growing and
combination of the number of pipes and demand nodes.
6 Comparison of HSA’s Variants with the Literature
The performance of the HSA’s variants are compared with the ILS proposed
in [21]. This metaheuristic is chosen from literature for this purpose, since its
authors also used the HydroGen instances to test it. To ensure a fair comparison,
both algorithms use the same stop criterion that is set in 100,000 Epanet calls.
In this way, our results can be contrasted against ones of the state-of-the-art,
allowing to know the level of quality reached by our proposals.
In Table 7, the best known TIC values for the 50 instances, grouped by their
corresponding distribution network, are shown. Additionally, the algorithm that
found each value is speciﬁed. Analysing this table, better TIC values are found
when they are solved by HSA in the 80% of the problem instances.
On the one hand, the HSARand is the variant that ﬁnds the best known TIC
values in the 50% of the distribution networks. The advantage of this variant
arises out from the combination of the three traditional cooling schemes in only
one schedule process.
On the other hand, when the focus is on the seed of the initial temperature,
the HSA’s variants with Ts = 100 achieve the best results. This achievement is
a consequence of the initial temperature is not too high to carry out a random
search for a long period of time but high enough to allow moves between diﬀerent
regions of the search space.
7 Conclusions
This article introduces the HSA to solve the WDND problem by combining
Simulated Annealing with a local search [21]. HSA is evaluated using the three
traditional cooling schemes (HSAProp, HSAExp, HSALog) and the proposed one
in this work ( HSARand). Furthermore, other important control parameter, such
as the initial temperature, is also considered. The performance of these HSA’s
variants is tested with 50 instances that come from 10 diﬀerent HydroGen net-
works.
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Regarding the comparison between the HSA’s variants, the following conclu-
sions are drawn. HSARand that uses the random schedule process under any Ts,
outperforms the remaining variants, because it achieves the best network designs
in a reasonable execution times. In adittion, if the initial temperature is consid-
ered, the Ts = 100 allows to ﬁnd the best TIC values by means of an appropriate
balance between the exploration and exploitation of the search space.
When proposals are contrasted against ILS [21], the next remarks are ob-
tained. The HSA’s variants outperform ILS in the 80% of the WDND problem
instances. Resulting HSARand as the best option to solve this problem, in par-
ticular when Ts = 100.
A challenging extension of this work will be to propose and analyse diﬀerent
ways to set the length of the Markov Chain. We are also interested in testing
larger dimension instances, as close as possible to real scenarios.
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