We present a new explicit construction for expander graphs with nearly optimal spectral gap. The construction is based on a series of ¾-lift operations. Let be a graph on Ò vertices. A ¾-lift of is a graph À on ¾Ò vertices, with a covering map À . It is not hard to see that all eigenvalues of are also eigenvalues of À. In addition, À has Ò "new" eigenvalues. We conjecture that every -regular graph has a ¾-lift such that all new eigenvalues are in the range ¾ Ô ½ ¾ Ô ½ (If true, this is tight , e.g. by the Alon-Boppana bound). Here we show that every graph of maximal degree has a ¾-lift such that all "new" eigenvalues are in the range Ô ÐÓ ¿ Ô ÐÓ ¿ for some constant . This leads to a polynomial time algorithm for constructing arbitrarily large -regular graphs, with second eigenvalue Ç´Ô ÐÓ ¿ µ. The proof uses the following lemma (Lemma 3.6): Let be a real symmetric matrix with zeros on the diagonal. Let be such that the Ð ½ norm of each row in is at most . Suppose that Ü Ý Ü Ý « for every Ü Ý ¾ ¼ ½ Ò with Ü Ý ¼. Then the spectral radius of is Ç´«´ÐÓ ´ «µ · ½µµ. An interesting consequence of this lemma is a converse to the Expander Mixing Lemma.
Introduction
An -regular graph is called a -expander, if all its eigenvalues but the first are in . Such graphs are interesting when is fixed, , and the number of vertices in the £ This research is supported by grants from the Israeli Ministry of Science and the Israel Science Foundation.
graph tends to infinity. Applications of such graphs in computer science and discrete mathematics are many, see for example [22] for a survey. It is known that random -regular graphs are good expanders ( [12] , [17] , [14] ), yet many applications require an explicit construction. Some known construction appear in [24] , [19] , [7] , [23] , [5] , [25] , [1] and [28] ). The Alon-Boppana bound says that ¾ Ô ½ Ó´½µ (cf. [27] ).
The graphs of [23] and [25] satisfy ¾ Ô ½, for infinitely many values of , and are constructed very efficiently. However, the analysis of the eigenvalues in these construction relies on deep mathematical results. Thus, it is interesting to look for construction whose analysis is elementary. The first major step in this direction is a construction based on iterative use of the zig-zag product [28] . This construction is simple to analyze, and is very explicit, yet the eigenvalue bound falls somewhat short of what might be hoped for. The graphs constructed with the zig-zag product have second eigenvalue Ç´ ¿ µ, which can be improved, with some additional effort to Ç´ ¾ ¿ µ. Here we introduce an iterative construction based on ¾-lifts of graphs, which is close to being optimal and gives Ç´Õ ÐÓ ¿ µ.
A graph is called a -lift of a "base graph" if there is a ½ covering map Î´ µ Î´ µ. Namely, if Ý ½ Ý ¾ are the neighbors of Ü ¾ , then every Ü ¼ ¾ ½´Ü µ has exactly one vertex in each of the subsets ½´Ý µ. See [9] for a general introduction to graph lifts. The study of lifts of graphs has focused so far mainly on random lifts [9, 10, 11, 21, 16] . In particular, Amit and Linial show in [10] that w.h.p. a random -lift has a strictly positive edge expansion. It is not hard to see that the eigenvalues of the base graph are also eigenvalues of the lifted graph. These are called by Joel Friedman the "old" eigenvalues of the lifted graph. In [16] he shows that w.h.p. a ran-Here we study ¾-lifts of graphs. We conjecture that every regular graph has a ¾-lift with all new eigenvalues at most ¾ Ô ½ in absolute value. It is not hard to show (e.g., using the Alon-Boppana bound [27] ) that if this conjecture is true, it is tight. We prove (in Theorem 3.4) a slightly weaker result; every graph of maximal degree has a ¾-lift with all new eigenvalues Ç´Ô ÐÓ ¿ µ in absolute value. Under some natural assumptions on the base graph (the graph is´ª´Ô ÐÓ µ ÐÓ Òµ-sparse according to definition 3.9), such a ¾-lift can be found efficiently. This leads to a polynomial time algorithm for constructing families of -regular expander graphs, with second eigenvalue Ç´Ô ÐÓ ¿ µ.
A useful property of expander graphs is the so-called Expander Mixing Lemma. Roughly, this lemma states that the number of edges between two subsets of vertices in an expander graph is what is expected in a random graph, up to an additive error that depends on the second eigenvalue.
A key lemma in this paper (Lemma 3.6) shows a close connection between the combinatorial discrepancy in a symmetric martix, and its spectral radius. This key lemma implies the following converse to the Expander Mixing Lemma: Let be a -regular graph on Ò vertices, such that for every two subsets of vertices, and , ´ µ Ò « Ô for some « . Then all eigenvalues of but the first are, in absolute value, Ç´« ÐÓ ´ «µµ. The fact that the bound is tight up to a logarithmic factor is surprising. It is known that expansion implies a spectral gap (cf. [3] ), but the actual bounds are weak, and indeed expansion alone does not imply strong bounds on the spectral gap [2] .
The paper is organized as follows. After defining the basic objects -expander graphs, signed graphs and ¾-liftsin section 2, we present the main results in section 3. In sub-section 3.1 we observe that the spectrum of ¾-lifts has a simple characterization, which suggests an iterative construction of expander graphs. It reduces the problem of constructing expander graphs to finding a signing of the edges with a small spectral radius. In sub-section 3.2 we show that such a signing always exists. In sub-section 3.3 we show how to find such a signing efficiently. An alternative method is given in the appendix. Finally, in section 4 we prove the converse to the Expander Mixing Lemma mentioned above.
Definitions

Let
Î µ be a graph on Ò vertices, and let be its adjacency matrix. Let ½ ¾ Ò be the eigenvalues of . We say that is an´Ò µ ÜÔ Ò Ö if is -regular, and Ñ Ü ¾ Ò . If ¾ Ô ½ we say that is Ramanujan.
A signing of the edges of is a function × ´ µ ½ ½ . The signed adjacency matrix of a graph with a signing × has rows and columns indexed by the vertices of . The´Ü Ýµ entry is ×´Ü Ýµ if´Ü Ýµ ¾ and ¼ other-
wise.
A ¾-lift of , associated with a signing ×, is a graph defined as follows. Associated with every vertex Ü ¾ Î are two vertices, Ü ¼ and Ü ½ , called the fiber of Ü. If´Ü Ýµ ¾ , and ×´Ü Ýµ ½ then the corresponding edges in aré
½, then the corresponding edges in are´Ü ¼ Ý ½ µ and´Ü ½ Ý ¼ µ. The graph is called the base graph, and a ¾-lift of . By the spectral radius of a signing we refer to the spectral radius of the corresponding signed adjacency matrix. When the spectral radius of a signing of a -regular graph is Ç´Ô µ we say that the signing (or the lift) is Quasi-Ramanujan.
The support of a vector Ü ¾ Ê Ò is ×ÙÔÔ´Üµ ¾ Ò Ü ¼ . For Ú Ù¾ ½ ¼ ½ Ò , denote Ë´Ùµ ×ÙÔÔ´Ùµ, and Ë´Ù Úµ ×ÙÔÔ´Ùµ ×ÙÔÔ´Úµ. It will be convenient to assume throughout that Î´ µ ½ Ò .
Quasi-Ramanujan ¾-Lifts and Quasi-Ramanujan Graphs
Preliminaries
The eigenvalues of a ¾-lift of can be easily characterized in terms of the adjacency matrix and the signed adjacency matrix: Lemma 3.1 Let be the adjacency matrix of a graph , and × the signed adjacency matrix associated with a ¾-lift . Then every eigenvalue of and every eigenvalue of × are eigenvalues of . Furthermore, the multiplicity of each eigenvalue of is the sum of its multiplicities in and × .
The easy proof is omitted from this extended abstract. We follow Friedman's ( [16] ) nomenclature, and call the eigenvalues of the old eigenvalues of , and those of × the new ones.
Consider the following scheme for constructinǵ Ò µ-expanders. Start with ¼ Ã ·½ , the complete graph on · ½ vertices 1 . Its eigenvalues are , with multiplicity ½, and ½, with multiplicity . We want to define as a ¾-lift of ½ , such that all new eigenvalues are in the range . Assuming such a ¾-lifts always exist, the constitute an infinite family of´Ò µ-expanders. It is therefore natural to look for the smallest ´ µ such that every graph of degree at most has a ¾-lift, with new eigenvalues in the range . In other words, a signing with spectral radius . We note that ´ µ ¾ Ô ½ follows from the Alon-Boppana bound. We next observe: 
Proposition 3.2 Let
be a -regular graph which contains a vertex that does not belong to any cycle of bounded length, then no signing of has spectral radius below ¾ Ô ½ Ó´½µ.
To see this, note first that all signing of a tree have the same spectral radius. This follows e.g., from the easy fact that any ¾-lift of a tree is a union of two disjoint trees, isomorphic to the base graph. The assumption implies that contains an induced subgraph that is a full -ary tree Ì of unbounded radius. The spectral radius of Ì is ¾ Ô ½ Ó´½µ.
The conclusion follows now from the interlacing principle of eigenvalues. Nonetheless, there are several interesting examples of arbitrarily large -regular graphs for which there is a signing with spectral radius strictly smaller than ¾ Ô ½. One such example is the ¿-regular graph Ê defined as follows. Î´Êµ Figure 1 ). Let × be the signed adjacency matrix. It is easy to see that ¾ × is a matrix with ¿ on the diagonal, and two ½'s in each row and column. Thus, its spectral radius is , and that of × is Ô ¾ Ô ¾.
Quasi-ramanujan ¾-lifts for every graph
We conjecture that every graph has a signing with small spectral radius: Conjecture 3.3 Every -regular graph has a signing with spectral radius at most ¾ Ô ½.
The conjecture holds for extensive numerical tests which we have conducted. In this subsection we show a close upper bound: Theorem 3.4 Every graph of maximal degree has a signing with spectral radius Ç´Ô ¡ ÐÓ ¿ µ.
The theorem is an easy consequence of the following two lemmata. The first shows that with positive probability the Rayleigh quotient is small for vectors in Ú Ù¾ ½ ¼ ½ Ò .
The second shows how to conclude from this that all eigenvalues are small. Lemma 3.5 For every graph of maximal degree , there exists a signing × such that for all Ú Ù¾ ½ ¼ ½ Ò the following holds:
where × is the signed adjacency matrix.
Lemma 3.6 Let
be an Ò ¢ Ò real symmetric matrix such that the Ð ½ norm of each row in is at most . Assume that for any two vectors, Ù Ú ¾ ½ ¼ ½ Ò , with ×ÙÔÔ´Ùµ ×ÙÔÔ´Úµ or ×ÙÔÔ´Ùµ ×ÙÔÔ´Úµ:
Then the spectral radius of is Ç´«´ÐÓ ´ «µ · ½µµ. We want to use the Lovász Local Lemma [13] , with the following dependency graph on the Ù Ú : There is an edge
Since we are interested only in connected subsets, this is clearly bounded by the number of rooted directed subtrees on Ð vertices, with a root in Ë´Ù Úµ. It is known (cf. [20] ) that there are at most ´Ð ½µ Ð ½ ¡ Ð ½ such trees (a similar argument appears in [18] . The bound on the number of trees is essentially tight by [4] ).
In order to apply the Local Lemma, we need to define for such Ù and Ú numbers ¼ Ù Ú ½. It is required that:
Then in (2) we get:
as required.
Proof: (Lemma 3.6) Fix Ü ¾ Ê Ò . We need to show that Ü Ü Ü ¾ Ç´« ÐÓ ´ «µµ. By losing only a multiplicative factor of ¾, we may assume that the absolute value of every non-zero entry in Ü is a negative powers of ¾: Clearly we may assume that Ü ½ ½ ¾ . To bound the effect of rounding the coordinates, denote Ü ¦´½ · AE µ¾ Ø , with ¼ AE ½ and Ø ½, an integer. Now round Ü to a vector Ü ¼ by choosing the value of Ü ¼ to be sign´Ü µ ¡¾ Ø ·½ with probability AE and sign´Ü µ ¡¾ Ø with probability ½ AE . The expectation of Ü ¼ is Ü . As the coordinates of Ü ¼ are chosen independently, and the diagonal entries of are ¼'s, the ex-
the maximal index such that × ¼. Denote by Ü the sign vector of Ü restricted to Ë , that is, the vector whose 'th coordinate is the sign of Ü if ¾ Ë , and zero otherwise. By our assumptions, for all ½ :
Also, since the Ð ½ norm of each row is at most , for all ½ :
We wish to bound: We get that:
Note that the denominator in (5) is É, so to prove the lemma it's enough to show that the numerator,
is bounded by
Indeed, let us compare the coefficients of the terms Ü Ü in both expressions (Since Ü Ü Ü Ü , it's enough to consider ). For this coefficient is ¾ ¾ in (6), and ¾ ¾ · ¾ ´¾ ·µ in (7) . For ·, it is ¾ ´ · µ·½ in (6) , and in (7) it is ¾ ´ · µ·½ · ¾ ´¾ ·µ · ¾ ´¾ ·µ . For · , in (6) the coefficient is again ¾ ´ · µ·½ . In (7) it is:
An explicit construction of quasi-ramanujan graphs
For the purpose of constructing expanders, it is enough to prove a weaker version of Theorem 3.4. Roughly, that every expander graph has a ¾-lift with small spectral radius. In this sub-section we show that when the base graph is a good expander (in the sense of the definition below), then w.h.p. a random ¾-lift has a small spectral radius. This, in turn, leads to a deterministic polynomial time algorithm for constructing arbitrarily large expander graphs. . Then there is a deterministic polynomial time algorithm for finding a signing × of such that the following holds:
1. The spectral radius of × is Ç´Ô ÐÓ ¿ µ.
is´´ µ ½ · Ð Ó Òµ-sparse,
where × is the signed adjacency matrix, and is the corresponding ¾-lift.
The theorem implies that iterative ¾-lifts can be used to construct arbitrarily large graphs with a nearly optimal spectral gap. Recall the construction from the beginning of this section. Start with a -regular graph ¼ which is an´Ò Clearly this is a polynomial time algorithm that yields á Ò Ç´Ô ÐÓ ¿ µµ-expander graph.
In some applications, a stronger notion of explicitness is required. An expander graph is said to be strongly explicit if there's a polynomial time algorithm that given two vertices Ù Ú ¾ Î decides if they're adjacent. (Note that here polynomial time means ÔÓÐÝÐÓ ´Òµ.) We do not know how to achieve such explicitness using the ¾-lift schema, but suggest a construction in this direction in the appendix. The proof of Theorem 3.10 is essentially a derandomization of the following lemma, using the method of conditional expectation (cf. [8] ). . Then for a random signing of (where the sign of each edge is chosen uniformly at random) the following hold w.h.p.:
is´´ µ ½ · Ð Ó Òµ-sparse
where × is the random signed adjacency matrix, and is the corresponding ¾-lift. Proof: (Lemma 3.11) Following the same arguments and notations as in the proof of Lemma 3.5, we have that there are at most Ò ¡ connected subsets of size . With probability at most ½¼ requirement (1) 
If Ë´Ü Ýµ ÐÓ Ò, then clearly Ë´Ü ¼ Ý ¼ µ ÐÓ Ò and from the assumption that is´´ µ ÐÓ Òµ-sparse
Observe that Ë´Ùµ Ë´Üµ · Ë´Ü ¼ µ and Ë´Úµ Ë´Ýµ · Ë´Ý ¼ µ , so in particular Ù Ú ´ µ Ô Ë´Ùµ Ë´Úµ , and requirement (2) (assuming Ò is not very small). By the Chernoff bound, the probability that Ù Ú ´ µ Ù Ú is at most:
Since Ë´Üµ Ë´Ýµ ½¼¼ ÐÓ , and Ë´Úµ ½ ¾ ÐÓ Ò. There are at most ÐÓ Ò·½ ÐÓ Ò·½ pairs Ù Ú with Ë´Ù Úµ connected and of size ÐÓ Ò · ½ , so by the union bound, w.h.p., requirement (2) holds.
Proof: (Theorem 3.10) Consider a random signing ×. For each closed path Ô in of length Ð ¾ ÐÓ Ò define a random variable Ô equal to the product of the signs of its edges. From Lemma 3.11 and Lemma 3.6, the expected value of the trace of Ð × , which is the expected value of the sum of these variables, is Ç´Ô ÐÓ ¿ µ Ð (since Ð is even the sum is always positive). For each Ù Ú ¾ ¼ ½ Ò , with Ë´Ù Úµ Ð Ó Ò · ½ , and Ë´Ù Úµ connected, define Ù Ú to be Ð if Ù Ú ´ µ Ù Ú , and ¼ otherwise. In the proof of Lemma 3.11 we've seen that the probability that Ù Ú is not ¼ is at most ½¼ ÐÓ Ò , thus the expected value of Ù Ú is at most Ð Ó Ò . Let be the sum of the Ù Ú 's.
Recall that there are at most Ò´ µ ÐÓ Ò·½ pairs´Ù Úµ such that Ë´Ù Úµ ÐÓ Ò · ½ , and Ë´Ù Úµ connected. Hence, the expected value of is less than Ð Ó Ò . Let · . Note that the expected value of is approximately that of , Ç´Ô ÐÓ ¿ µ Ð . The expectation of Ô and Ù Ú can be easily computed even when the sign of some of the edges is fixed, and that of the other is chosen at random. As there is only a polynomial number of variables, using the method of conditional probabilities (cf.
[8]) one can find a signing × such that the value of is at most its expectation. For this value of , ØÖ´ Ð × µ Ç´Ô ÐÓ ¿ µ Ð , and
Clearly, the spectral radius of × is Ç´Ô ÐÓ ¿ µ. In the proof of Lemma 3.11 we've seen that if is´´ µ ÐÓ Òµsparse then so is , for any signing of . For our choice of × all Ù Ú ¼ , hence is actually´´ µ ÐÓ Ò· ½ µ -sparse.
An alternative method for derandomization, using an almost -wise independent sample space, is given in the appendix.
Random ¾-lifts
Theorem 3.4 states that for every graph there exists a signing such that the spectral radius of the signed matrix is small. The proof shows that for a random signing, this happens with positive, yet exponentially small, probability. The following example shows the limitations of this argument and in particular, that there exist graphs for which a random signing almost surely fails to give a small spectral radius.
Consider a graph composed of Ò ´ · ½ µ disjoint copies of Ã ·½ (the complete graph on · ½ vertices). If all edges in one of the components are equally signed, then × has spectral radius . For fixed and Ò large, this event will occur with high probability. Note that connectivity is not the issue here -it is easy to modify this example and get a connected graph for which, w.h.p., the spectral radius of × is ª´ µ.
However, for a random -regular graph, it is true that a random ¾-lift will, w.h.p., yield a signed matrix with small spectral radius. This follows from the fact that, w.h.p., a random -regular graph is an´Ò Ç´Ô µµ-expander ( [17, 15, 14] ). In particular, by the Expander Mixing Lemma, it iś Ç´Ô µ ÐÓ Òµ-sparse. By Lemma 3.11, w.h.p., a random ¾-lift yields a signed matrix with a small spectral radius.
A converse to the Expander Mixing Lemma
So far, we have concentrated on the algebraic approach to expansion in graphs. Namely, that a graph is an´Ò µ-expander if all eigenvalues but the largest are, in absolute value, at most . A combinatorial definition says that a -regular graph on Ò vertices is ań Ò µ-edge expander if every set of vertices, Ï, of size at most Ò ¾, has at least Ï neighbors emanating from it. The two notions are closely related. Thus (cf. [8] ), an´Ò µ-expander is also an´Ò ¾ µ-edge expander. Conversely, an´Ò µ-edge expander is also an´Ò ¾ ¾ µ-expander 2 . Thus, though the two notions of expansion are qualitatively equivalent, they are far from being quantitatively the same. While algebraic expansion yields good bounds on edge expansion, the reverse implications are very weak. It is also known that this is not just a failure of the proofs and indeed this estimate is nearly tight [2] . Is there, we ask, another combinatorial property that is equivalent to spectral gaps? We next answer this question.
For two subsets of vertices, Ë and Ì, let ´Ë Ìµ denote the number of edges between them. A very useful property of´Ò µ-expanders is known as the Expander Mixing Lemma (cf. [8] ): For every two subsets of vertices, and , of an´Ò Clearly is symmetric, and the sum of the absolute value of the entries in each row is at most ¾ . The first eigenvalue of is . The other eigenvalues of are also eigenvalues of . Thus, for the corollary to follow from Lemma 3.6 it suffices to show that for any two vectors, Ù Ú ¾ ¼ ½ Ò : Ù Ú Ù Ò Â Ú Ù Ú « Ù Ú This is exactly the hypothesis for the sets Ë´Ùµ and Ë´Úµ.
The corollary is actually tight, up to a constant multiplicative factor. The example we know of is somewhat involved, and will appear in the full paper. The proof showed that finding a good signing is equivalent to finding a signing such that the value of is at most its expected value. We now show that this conclusion is also true when rather than choosing the sign of each edge uniformly and independently, we choose the signing from ań¯ [26] suggest an explicit construction of such sample spaces. When Ç´ÐÓ Ñµ and ½ ¯ ÔÓÐÝ´Ñµ, the size of the sample space is polynomial in Ñ (simpler constructions are also given in [6] ). We shall immediately see that the expected value of does not change significantly when the signing is chosen from such a sample space. Hence, an alternative way of efficiently finding a good signing is to go over the entire sample space. For at least one point in it, the value of is at most its expected value, and thus the signing is good. In fact, it follows that w.h.p. (say, ½ ½ Ò ¾ for an appropriate choice of¯), choosing an element uniformly at random from ª Ñ leads to a good signing.
A.2. A probabilistic strongly explicit construction
The constructions of section 3.3 and of the previous subsection are explicit in the sense that given Ò and they suggest a polynomial (in Ò) time algorithm for constructing an´Ò µ-good expander. However, in some applications a stronger notion of explicitness is required. Namely, an algorithm that given Ò, and ¾ Ò , decides in time polylog´Òµ whether and are adjacent. We do not know how to achieve such explicitness using the ¾-lifts schema, but we can do so probabilistically. Consider the following:
