We are dealing with differential forms on 3-dimensional strictly pseudoconvex CR manifolds. Considering Rumin complex introduced in [17] and its decomposition (see [10]), we are able to define two objects. The first one is a differential complex on strictly pseudoconvex CR manifolds with a finite dimensional cohomology space, leading to a CR invariant. The second one is a notion of CR quadratic differential on spherical CR manifolds. Finally, we give examples of quasiconformal maps in the Heisenberg group which preserve horizontal and vertical trajectories of several CR quadratic differentials.
Introduction
A 3-dimensional strictly pseudoconvex CR manifold is a 3-manifold endowed with a contact structure and a complex structure on it. This is a natural extension of the notion of Riemann surface. Holomorphic forms and holomorphic quadratic differentials on Riemann surfaces are classical and wellstudied objects. One would like analogous objects on strictly pseudoconvex CR manifolds. On such manifolds, a Dolbeault type complex has been introduced by Kohn and Rossi [12] (see also [5, 9] ). It is known as the tangential Cauchy-Riemann or ∂ b complex and was used for various purposes. The cohomology of this complex gives finite dimensional spaces as long as the manifold has dimension greater than 5. But, for 3-dimensional manifolds, its cohomology spaces can all be infinite dimensional even for the nicest compact strictly pseudoconvex CR manifolds.
Rumin [17] constructed an adapted differential complex on contact manifolds and, in [10] , the authors gave a decomposition of Rumin complex on strictly pseudoconvex CR manifolds. The Garfield-Lee decomposition of the Rumin complex leads to cohomology spaces isomorphic to the corresponding ones in the ∂ b complex. In order to have a finite dimensional space and a CR invariant, we introduce another differential complex on strictly pseudoconvex CR manifolds, inspired by Rumin complex and its decomposition.
In another direction, a CR manifold M is called spherical (see [6] ) if it is locally equivalent to the sphere S 3 endowed with its standard CR structure. On such a manifold, one can define a Teichmüller space (see [20] ) using the theory of quasiconformal mappings in the Heisenberg group developed by Korányi and Reimann in [13, 14] . The distance on this Teichmüller space is defined in the same way than the one for the Teichmüller space of a Riemann surface so that understanding quasiconformal mappings minimizing the maximal distortion in a class of quasiconformal mappings (for instance in an isotopy class) is of general interest. In the case of Riemann surfaces, it is known that the construction (and uniqueness) of extremal quasiconformal mappings is carried out by holomorphic quadratic differerentials. Here, we define CR quadratic differentials as an analogue of holomorphic quadratic differentials on spherical CR manifolds and interpret the results obtained in [3, 4] and by the author in [19] about minimizers of a mean distortion functional in terms of trajectories of CR quadratic differentials.
Rumin complex and its Garfield-Lee decomposition are defined in section 1. Section 2 is devoted to the introduction of another differential complex, heavily inspired by Rumin complex and its Garfield-Lee decomposition. In opposite to the ∂ b cohomology, the complex has a finite dimensional cohomology space (if the manifold is compact) and is a CR invariant. It is also different from Rumin complex since it is not an acyclic resolution of the constant sheaf. In section 3, we study the Garfield-Lee decomposition of Rumin complex on spherical CR manifolds. This study allows us to define so called CR quadratic differentials. Section 4 is an interpretation of the results obtained in [3, 4, 19] in terms of trajectories of CR quadratic differentials. In particular, we find explicitly every quasiconformal maps between cylinders or spherical annuli which dilate horizontal trajectories of different CR quadratic differentials.
Let Ω • (M ) be the algebra of differential forms on M . If U is a (sufficiently small) open subset of M , let ω U be a 1-form with kernel P. Then, two such forms differ only by multiplication with a nowhere vanishing real valued function so that the differential ideal generated by all these ω U , denoted I • , is well defined. To be precise, for every k, with the convention that Ω k = {0} if k < 0,
Consider also F • the annihilator of I • . That is, for every k,
Moreover, let E k := Ω k (M ) I k, then it is easy to see that
We have then two natural differential operators
where pr E 1 is the canonical projection from Ω 1 (M ) to E 1 . In order to get a differential complex, one needs to define an operator D : E 1 −→ F 2 such that d P • D : E 1 −→ F 3 and D • d P : E 0 −→ F 2 vanish. Rumin in [17] defines D : E 1 −→ F 2 in the following way. Proof. If β ∈ Ω 1 represents α, locally, there is a unique function f U ∈ C ∞ (U ) such that
Indeed, if f U ∈ C ∞ (U ), then
Thus,
Since (dω U ) |P is nondegenerate, there is a unique such function. So, there is a unique α U ∈ Ω 1 (U ) representing α on U and such that d α U ∈ F 2 (U ). Uniqueness ensures that these α U define a global 1-form α ∈ Ω 1 (M ) representing α and such that d α ∈ F 2 (M ).
D being defined, we just have to verify that d P • D and D • d P vanish. If α ∈ E 1 , let γ ∈ Ω 1 be the unique representative of α such that dγ ∈ F 2 . Then,
We write H k R (M ) the cohomology spaces corresponding to this complex.
It is proved in [17] that this complex is locally exact and so it is an acyclic resolution of the constant sheaf. Its cohomology spaces are then isomorphic to the corresponding ones in de Rham cohomology. In the following, we will denote H • dR (M ) the de Rham cohomology. Remark 1.1.3. The spaces E k and F k can be interpreted as spaces of sections of vector bundles. Let A be the subbundle of T * M of forms vanishing on the contact distribution P. Then, E 1 is the space of sections of the bundle
Let ∧ 2 be the subbundle of ∧ 2 T * M of forms vanishing on P 2 , then F 2 is the space of sections of ∧ 2 .
Garfield-Lee decomposition of Rumin complex on strictly pseudoconvex CR manifolds
In [10] , the authors give a decomposition of the Rumin complex on a strictly pseudoconvex CR manifold.
for every open set U in M . If M is a 3-dimensional manifold, the second condition is automatically verified for every rank
Let now (M, V ) be a 3-dimensional strictly pseudoconvex CR manifold. Then, P = V ⊕ V is a contact structure on M and we can consider Rumin complex on M . In order to decompose the Rumin complex, a first step is to decompose the spaces E k and F k . Let p, q be non-negative integers, then define
with the standard convention that a (p, q)-form with p < 0 or q < 0 is 0. The only non-trivial spaces are
It is also clear that CE k = ⊕ p+q=k E p,q and CF k = ⊕ p+q=k F p,q and, for p + q = 1, d P induces
which allows us to decompose d P in two operators d ′ :
When p + q = 1, things are not as easy. In general,
which gives a decomposition in three operators
To be precise,
so that D + vanishes on E 1,0 and
which means that D ′′ vanishes on E 0,1 . Relations d P • D = D • d P = 0 and the decomposition according to the bidegree give the following: 
Their cohomology spaces are denoted H p,q G−L (M ). It is clear that the H p,q G−L are CR invariants of the manifold. Moreover, Theorem 1 in [10] states that the H p,q G−L are isomorphic to their corresponding spaces in the ∂ b -complex.
Remark 1.2.4. As for Rumin complex, we can see spaces E p,q and F p,q as spaces of sections of complex line bundles. Let B 1,0 (resp. B 0,1 ) be the subbundle of CT * M of forms vanishing on V (resp. the subbundle of CT * M of forms vanishing on V ). Then, E 1,0 is the space of sections of
Let ∧ 1,1 (resp. ∧ 2,0 ) be the subbundle of ∧ 2 of forms with vanishing interior product with every vector of V (resp. the subbundle of ∧ 2 of forms with vanishing interior product with every vector of V ). Then F 1,1 is the space of sections of ∧ 1,1 and F 2,0 is the space of sections of ∧ 2,0 .
Local description
We provide now a local description for forms and for the operators d P , d ′ , d ′′ , D, D ′ and D ′′ (refer to [1] for details). Let Z be a nowhere vanishing vector field of V in an open set U ⊂ M . We can assume that L ω (Z, Z) = 1. Let R be the Reeb vector field of ω, that is, the only vector field such that ι R dω = 0 and ω(R) = 1.
Then, (Z, Z, R) is a frame of CT M in U and we denote (ζ, ζ, ω) its dual coframe. By definition of R and Z, we have
Locally, we can write a form α according to its bidegree in the following way
Classical differential calculus on manifolds give
Thus
Then we have
Thus, we find
We can show the same way that, for f ∈ C ∞ (U, C), we have
Operators d ′ , d ′′ , D ′ , D ′′ and D + , are then
and the others vanish.
An example : Heisenberg manifolds
In this section, we compute explicitly the Garfield-Lee cohomology space
The left-invariant vector field
gives a CR structure V = span(Z) on H such that left translations are CR diffeomorphisms (that is, diffeomorphisms preserving V ). Thus, if L is a lattice on H, then H L has a natural CR structure induced by V . Moreover,
is an invariant contact form on H and ker Ω = V ⊕ V . Ω and V define a strictly pseudoconvex structure on H L so that Rumin complex and its Garfield-Lee decomposition are defined on it. The Reeb vector field for Ω is R = 2 ∂ ∂t and we can verify that L ω (Z, Z) = 1. Moreover, the dual coframe of (Z, Z, R) is (dz, dz, Ω) and easy computations show
implying that the functions a, b and c from the previous section vanish.
Consequently, for f ∈ C ∞ (U, C), where U is an open subset of H, we have
Thus, a form α ∈ ker D ′′ := ker D ′′ :
Let us fix for the example, L =< (1, 0), (i, 0) >. 
In particular, (x → 1, x → e −πx 2 , x → e −2πx 2 , · · · ) defines an infinite linearly independant family of K L (H).
We will come back later to ker D ′′ : E 1,0 −→ F 1,1 which seems natural as an analogue of holomorphic forms. But the fact that the space is infinite dimensional motivates the introduction of another differential complex.
2 Another differential complex, definitions and computations
Definition of the complex
Let us introduce a new differential complex on strictly pseudoconvex 3dimensional CR manifolds heavily inspired by Rumin complex and its Garfield-Lee decomposition. Let (M, V ) be a compact strictly pseudoconvex 3dimensional CR manifold. We consider again spaces E p,q , F p,q and operators d P , d ′ , d ′′ , D, D ′ , D ′′ and D + . The complex is:
where CR(M ) is the space of CR functions on M . In the case of compact Riemann surfaces, the space of holomorphic forms is the space of d-closed (1, 0)-forms. Since there are no nonconstant holomorphic functions on compact Riemann surfaces, there are no d-exact (1, 0)-forms except 0. Meaning that, the space of holomorphic forms on a compact Riemann surface identifies with the space
Thus, we will be interested in the space:
Since the space H 1,0 (M ) takes into account only (1, 0)-forms, we can notice that
Remark 2.1.1. Local exactness of the complex seems to be a tricky question. The local exactness for the part
follows from local exactness of Rumin complex. Indeed, let γ ∈ E 1,0 be a D-closed form. Then, using local exactness of Rumin complex, locally,
, meaning that f is actually a CR function. Thus, locally, there is a CR function f such that
For the part
this is just local exactness of Rumin complex. A difficulty arises for the part
Here, local exactness of Rumin complex says that, for every d P -closed form γ ∈ F 2 , there is, locally, a form α ∈ E 1 such that
But α has no reason to be a (1, 0)-form.
For the Heisenberg group, the question of local exactness is linked with solving linear PDEs involving Lewy's operator
Let U be an open subset of H,
is here to remove constants later), and
Then, we saw (in a slightly different way) that
To sum up, the question of local exactness of the part
reformulates has: let f, g be C ∞ functions satisfying Zf = Zg. Does the system
says that the equation
has (locally) a CR solution if and only if
ZZf
However, there is something sure:
is not an acyclic resolution of the constant sheaf since, as we will see in Proposition 2.2.5, there is a strictly pseudoconvex CR manifold M such that
The advantage of the space
Proof. The inclusion ker(D :
It is easy to see that Rumin operators d P and D are natural (that is, for every contact transform f :
Moreover, a CR diffeomorphism preserves the bidegree. So, H 1,0 is a CR invariant :
and (N, W ) be strictly pseudoconvex 3dimensional CR manifolds and f : M −→ N be a CR diffeomorphism. Then f * induces an isomorphism from H 1,0 (N ) on H 1,0 (M ).
Circle bundles over surfaces
An important class of 3-dimensional manifolds is circle bundles over surfaces. Let (M, V ) be a strictly pseudoconvex 3-dimensional CR manifold endowed with a free action of U (1). The quotient Σ = M U (1) is a compact surface of genus g and we denote Π : M −→ Σ the projection. Since Π is a submersion, it induces an injective morphism Π * :
Lemma 2.2.1. Let N be a circle bundle over a compact surface S of genus g and let e be the Euler class of the bundle. Then
Proof. Gysin exact long sequence reads here as:
with 0 to the left of H 1 dR (S) and to the right of H 1 dR (S) and where e ∧ is the exterior product by e. If e = 0, then e ∧ is an isomorphism. So, we have the following exact sequence:
If e = 0, then we have:
Since we know the H k dR (Σ), the result follows easily.
This lemma has as important consequence that Π * :
when the circle bundle has non vanishing Euler class. Moreover, we saw that we can see H 1,0 (M ) as a subset of H 1 R (M, C). Consequently, in the case of a circle bundle with non vanishing Euler class, H 1,0 (M ) is isomorphic to a subspace of H 1 dR (Σ, C).
For the rest of the section, we will assume that Π : M −→ Σ has non vinishing Euler class. We have the following commutative diagram:
We will write simply
According to what we said, H 1,0 is isomorphic to the space
Thus, in order to understand H 1,0 (M ), we need essentially to understand
and, perhaps the most natural subspace in it is:
which can be understood in two (in a sense extremal) cases.
Proof. Let α be a 1-form on Σ such that Π * α ∈ E 1,0 , let S be a non trivial vector tangent to a fiber and J the complex structure on the contact distribution P. Then, Π * α is a representative of Π * α satisfying
Since S and JS form a basis of P,
It means that Π * α = 0.
Since Π * is injective, α = 0.
If the action of U (1) on M is CR, then Σ inherits of a natural Riemann surface structure for which the projection Π is CR. In that case,
where K(Σ) is the space of holomorphic forms on Σ.
Since Π is a CR submersion, we deduce that for every
Proof. First,
Moreover,
Since p dR (K(Σ)) is isomorphic to K(Σ) and φ −1 (B) is isomorphic to H 1,0 (M ), the results follows.
An example of a CR manifold endowed with a CR action of U (1) is the Heisenberg manifold.
We fix the lattice L = Z 3 , acting by translations on H (which is here again endowed with the law (p, q, s)(p ′ , q ′ , s ′ ) = (p + p ′ , q + q ′ , s + s ′ + pq ′ )) and M = H L .
∂ ∂s and let Z 1,0 (M ) be the space of all Zg for L-invariant CR functions g. Then,
. As we saw previously, the space of L-invariant functions on H is the space of functions of the form:
An easy computation shows that such a function is in B 1,0 (M ) if and only if the f n satisfy
Solving, we find
and g is a constant function on C. Thus, B 1,0 (M ) is the space of functions of the form:
with C n ∈ C. In the same way, we can show that Z 1,0 (M ) is the space of functions of the form:
3 The case of spherical CR manifolds, CR quadratic differentials
Differential forms on spherical CR manifolds
We begin this section with some reminders of spherical CR geometry (see [6] ). Definition 3.1.1 (Spherical CR manifold). A 3-dimensional spherical CR manifold is a CR 3-manifold locally CR-diffeomorphic to the sphere S 3 endowed with its standard CR structure (that is the CR structure coming from seeing S 3 as the unit sphere in C 2 ).
It is well-known that P U (2, 1) is the group of CR automorphism of S 3 and that it verifies a Liouville type theorem.
Moreover, it is also well-known that the Heisenberg group endowed with the CR structure given in section 1.3 is CR diffeomorphic to S 3 minus one point. With that in mind, one can see a spherical CR manifold as a manifold endowed with a (P U (2, 1), H)-structure. That is, a manifold with an atlas of charts with value in H and transition functions in P U (2, 1). Such an atlas will be called a spherical CR atlas. Having a spherical CR atlas will allow us to define (1, 0) and (0, 1) forms with cocycle relations.
and only if g 1 and g II = g 2 + i|g 1 | 2 are CR functions. Then, we can verify the following formulas for a CR diffeomorphism g = (g 1 , g 2 ) of H:
and
Moreover, if f ∈ C ∞ (H, C) and g = (g 1 , g 2 ) is a CR diffeomorphism, then
Let (M, V ) be a spherical CR manifold and (U, ϕ) a chart of M and denote
Denote g = ψ • ϕ −1 the transition map (which is a CR diffeomorphism between domains of H), then
The same thing can be done for (0, 1)-forms. So, we can define:
Moreover, we saw that the operators D ′ and D ′′ on (1, 0)-forms on H are:
and D ′ and D + on (0, 1)-forms on H are:
Since the operators D ′ , D ′′ and D + commute with CR maps, we can define: • D ′ -closed if for every i,
• D ′′ -closed if for every i,
2. Let α = (f i ) i be a (0, 1)-form on M. Then α is said:
CR quadratic differentials
Before getting to spherical CR manifolds, we begin with quadratic differentials on any open subset U of H. In this section, we will use bundles ∧ p,q , B p,q and A defined in remarks 1.1.3 and 1.2.4. A quadratic differential on a subset U of H is a section of le complex line bundle ∧ 1,0 ⊗ ∧ 1,0 over U .
Since ∧ 1,0 ⊗∧ 1,0 is naturally isomorphic to B 1,0 ⊗ B 1,0 B 1,0 ⊗ A + A ⊗ B 1,0, a quadratic differential is the class modulo the contact form ω of a form qdz 2 with q ∈ C ∞ (U ). We write such classes [qdz 2 ] ω . Then, we define an operator
A quadratic differential on a spherical CR manifold is a section of the line bundle ∧ 1,0 2 over the manifold. As for (1, 0)-forms, it can be understood with cocycle relations. Let q be a quadratic differential on a spherical CR manifold M and (U i , ϕ i :
That is,
So we define:
Definition 3.2.1 (Quadratic diffenrential). A quadratic differential q on a spherical CR manifold M is a section of the line bundle (∧ 1,0 ) 2 . If (U i , ϕ i :
is a spherical CR atlas of M , q can be seen as a collection of functions q i ∈ C ∞ (U ′ i ) such that, for every i, j,
Let q be a quadratic differential on a spherical CR manifold M and (U i , ϕ i :
Then, D defines an operator from quadratic differentials on M to sections of the line bundle ∧ 1,1 ⊗ A over M .
Proof. In order to prove the proposition, we just need to verify that for every i, j with U i ∩ U j = ∅, we have
For that, it is enough to prove that we have,
Proof. First, we compute
Then, compute
But, using formulas given in section 3.1, we have:
Finally,
Which proves the lemma. Now, the result follows from the lemma and the fact that
since q is a quadratic differential on M .
Thus, we can define:
Definition 3.2.4 (CR quadratic diffenrential). A CR quadratic differential on a spherical CR manifold M is a quadratic differential q on M satisfying Dq = 0. Let us explain how the operator D is a natural extension of d ′′ : C ∞ −→ C ∞ (∧ 0,1 ) and D ′′ in the case of a spherical CR manifold M . For k ∈ N, define k-th order differential on a spherical CR manifold as a section of the line bundle (∧ 1,0 ) k over M (when k = 0, a k-th order differential is a function on M ). On an open subset U of H a k-th order differential is the class modulo ω of a form αdz
is a spherical CR atlas of M , then a k-th order can be seen as a collection of functions α i ∈ C ∞ (U ′ i ) satisfying
On an open subset U of H, define
For k = 0, A −1 is the dual bundle of A which is naturally isomorphic to CT M P . Then, we have a bundle isomorphism 
Thus, on a spherical CR manifold, the operator d ′′ on functions is D 0 , the operator D ′′ on (1, 0)-forms is D 1 and the operator D on quadratic differentials is D 2 . In that sense, D is a natural extension of d ′′ and D ′′ . Now, we wish to give examples which illustrate the fact that the CR condition Z 3 q i = 0 can be restrictive.
CR quadratic differentials with symmetries

Heisenberg manifolds
Let L be a lattice in H. We denote ∆ = P (L) where P (z, t) = z. Then, ∆ is a lattice in C and P induces a circle bundle P : H L −→ C ∆ . We denote Q ∆ (C) the space of ∆-invariant holomorphic quadratic differentials on C. The pull-back by P of an element of Q ∆ (C) defines a L-invariant CR quadratic differential on H. We can say a little more than this. Let ∆ = P −1 (∆), meaning that
that is, the space of ∆-invariant CR quadratic differentials on H.
Proof. First, it is clear that the pull-back by P of an element of Q ∆ (C) is an element of Q ∆ (H). Let q be an element of Q ∆ (H). Since q is ∆-periodic, we have q(z, t + t 0 ) = q(z, t 0 ) for every z, t, t 0 and so ∂ ∂t q = 0.
Meaning that q actually defines a quadratic differential on C ∆ . We just have to show that it is a holomorphic one. Since Z 3 q = 0, we have
From it, we deduce that
This is true for every w ∈ ∆\{0}. In particular, if we take two R linearly independant complex numbers w 1 and w 2 in ∆, we have
which is possible only if λ = 0. So, ∂ ∂z q is constant and doing the same reasoning we deduce that ∂ ∂z q vanishes. So q is a ∆-invariant holomorphic function on C.
C-fuchsian complex hyperbolic groups
An important class of spherical CR manifolds is given by representations of surface groups in P U (2, 1) (refer to [11, 15] for more about the subject). Let H 2 C be the complex hyperbolic plane. There are several models for it, we will essentially use two of them: the unit ball in C 2 (whose boundary is, of course, S 3 with its standard CR structure) and Siegel domain E := {(z 1 , z 2 ) ∈ C 2 | Im(z 2 ) > |z 1 | 2 } (whose boundary is naturally identified to H with its CR structure). Spherical CR geometry can be seen as the geometry of the boundary of H 2 C . Let us fix a compact surface Σ of genus g ≥ 2 and denote π 1 its fundamental group. We are interessed in the space Hom(π 1 , SU (2, 1)) SU (2, 1)
where SU (2, 1) acts by conjugaison. A representation ρ : π 1 −→ SU (2, 1) is called complex hyperbolic quasifuchsian if ρ is discrete, faithful, convex cocompact and totally loxodromic. The complex hyperbolic quasifuchsian space Q C (Σ) is the subset of Hom(π 1 , SU (2, 1))/SU (2, 1) formed by such representations.
In H 2 C , there are two types of totally geodesic submanifolds: complex lines and Lagrangian planes. In the unit ball model, it corresponds (up to isometry) to the following two ways of embedding a disc in H 2 C . The first one is given by u −→ (u, 0) and the second one by u −→ (ℜ(u), ℑ(u)). Thus, it gives two types of complex hyperbolic quasifuchsian representations • A homomorphism ρ : π 1 −→ SU (2, 1) is said R-Fuchsian if ρ(π 1 ) preserves a Lagrangian plane. In that case, ρ is conjugated to a homomorphism ρ ′ : π 1 −→ SO(2, 1) −→ SU (2, 1).
• A homomorphism ρ : π 1 −→ SU (2, 1) is said C-Fuchsian if ρ(π 1 ) preserves a complex line. In that case, ρ is conjugated to a homomorphism ρ ′ : π 1 −→ S(U (1) × U (1, 1)) −→ SU (2, 1).
So, a C-Fuchsian representation induces a complex hyperbolic structure on a disc bundle over Σ. Indeed, as said, a complex line in H 2 C is, up to isometry, D × {0}. So, if ρ(π 1 ) preserves D × {0}, it acts on it by isometries. In other words, the projection (z, w) −→ z induces a disc bundle
where ρ is the representation associated to ρ, with value in SU (1, 1) .
To get from complex hyperbolic geometry to spherical CR geometry, we just have to get to the boundary of H 2 C . For that, we extend the projection (z, w) −→ z on ∂H 2 C = S 3 and we remove from it the preimage of the unit circle. In other words, we consider the projection
Since SU (2, 1) acts by CR diffeomorphisms on S 3 and since ρ preserves S 1 × {0}, we obtain a spherical CR structure on the circle bundle over Σ:
In the models of Heisenberg group and upper half-plane, one may check that (z, w) −→ z gives the projection
where H * = H\{z = 0}. Thus, denoting Λ = ρ(π 1 ) and Γ = ρ(π 1 ) < SL(2, R), Π induces a circle bundle:
If we see the C-fuchsian group Λ as a subgroup of the group of CR diffeomorphisms of H ∪ {∞}, we can describe the associated Fuchsian group Γ as the group of all isometries γ of H for which there is an element δ ∈ Λ such that Π • δ = γ • Π. We can also begin with a Fuchsian group Γ in order to define a C-Fuchsian group by choosing for each element γ of Γ a unique lift by Π and doing it so that we obtain a group. In practice, if we have a system of generators (γ 1 , · · · , γ 2g ) of Γ, we juste have to choose, for each γ i , one (and only one) lift by Π denoted γ i . Then, the group generated by the γ i is C-Fuchsian. A Fuchsian group Γ can also be used in order to define the lifted group of Γ,
For the following, let Λ be a C-Fuchsian group, Γ its associated Fuchsian group and Γ the lifted group of Γ. Let q be a holomorphic quadratic differential on H Γ . Up to universal cover, we can see q as a holomorphic function q : H −→ C such that (q • γ)(γ ′ ) 2 = q for every γ ∈ Γ, we denote the space of these functions Q Γ (H) . We define the pull-back by Π of q by:
Indeed, let γ = (γ 1 , γ 2 ) ∈ Γ and denote γ the element of Γ such that
Then, denote Q Λ (H * ) the space of Λ-invariant CR quadratic differentials on Proof. If β ∈ K Γ (H), we define the pull-back by Π of β:
One can easily verify that Π * is an injective morphism from K Γ (H) to K Γ (H * ). We need to show that it is also surjective. Let α ∈ K Γ (H * ). Then, for all γ = (γ 1 , γ 2 ) ∈ Γ, (α • γ)Zγ 1 = α. In particular, if (z, t) ∈ H * and γ is the rotation around the vertical axis with angle arg(z), we get:
Consequently, there is a smooth function β :
for all (z, t) ∈ H * . We just have to show that β ∈ K Γ (H). First, by hypothesis on α, for every γ ∈ Γ, we have
So, β defines a smooth (1, 0)-form on H/Γ. We need to show that β is holomorphic. For that, denote δ = ∂β. Then, δ is a d-exact (1, 1)-form on H/Γ. Since H/Γ is a closed manifold, Stokes theorem ensures that
But, from Z 2 α = 0, we deduce that
Moreover, for every γ ∈ Γ, we have
Thus, (ℑ(w)) 2 ∂β ∂w defines a holomorphic function on H/Γ, holomorphic function which is necessarily constant.So, there is a complex number c such that δ = cω where ω is the hyperbolic volume form on H/Γ. Since the integral of δ on H/Γ vanishes, δ vanishes identically. In other words, β is a holomorphic form on H/Γ. Proof. The proof is similar to the one of the previous proposition. As said, the pull-back by Π defines an injective morphism from Q Γ (H) to Q Γ (H * ). Take Q ∈ Q Γ (H * ). Using the same reasoning as in the previous proposition, there is a smooth function q : H −→ C such that Q = (ZΠ) 2 (q • Π) and (q • γ)(γ ′ ) 2 = q for every γ ∈ Γ. We just have to show that q is holomorphic. First, remark that (ℑ(w)) 2 ∂q ∂w defines a holomorphic form on H/Γ. Indeed, since (q • γ)(γ ′ ) 2 = q for every γ ∈ Γ, differentiating with respect to w, we get
for all γ ∈ Γ. Thus,
for all γ ∈ Γ. In other words, (ℑ(w)) 2 ∂q ∂w defines a (1, 0)-form one H/Γ. Moreover, from Z 3 Q = 0, we deduce, with an easy calculus, that
So, there are three folomorphic functions h, j and k such that
for all w. We compute then
But, ∂ ∂w (ℑ(w)) 2 ∂q ∂w and −1 2(ℑ(w)) 2 define (1, 1)-forms on H/Γ. So w 2 h + wk + j defines a holomorphic function on H/Γ. Thus,
Since ∂ ∂w (ℑ(w)) 2 ∂q ∂w defines an exact (1, 1)-form, Stokes theorem implies that c = 0. Consequently, (ℑ(w)) 2 ∂q ∂w defines a holomorphic form on H/Γ. Assume know that this form isn't 0. Then 
, p ∈ Ω is uniformly bounded. We say that f is K-quasiconformal if H(., f ) L ∞ ≤ K. As in the case of the complex plane, we have equivalent analytic definitions of quasiconformality. A sufficiently regular (C 2 is enough) quasiconformal map between domains of H has to be a contact map for the contact structure induced by the form ω = dt − izdz + izdz, meaning that f * ω = λω for a nowhere vanishing real function λ. Moreover, denoting f = (f 1 , f 2 ) with f 1 the complex part of the map and f 2 the real one, then, if f is an orientation-preserving quasiconformal map, it satisfies a system of PDEs quite similar to Beltrami equation. Indeed, in that case, there is a complex valued function µ ∈ L ∞ (called Beltrami coefficient) with µ L ∞ < 1 such that
Define the distortion function of the map f by
for p ∈ Ω where it makes sense and the maximal distortion of f by
It is known that a conformal (i.e. 1-quasiconformal) map f : Ω −→ Ω ′ is the restriction to Ω of the action of an element of SU (2, 1) (see [13, p. 337 ] for the smooth case and [7, p. 869] for the general one).
By analogy with the case of the complex plane, in order to understand extremal properties of a quasiconformal map between domains of H, we look at its behaviour on a well chosen family of Legendrian curves that foliates the domain. First, let γ = (γ 1 , γ 2 ) : I −→ H be a C 1 curve. γ is Legendrian if and only ifγ for every curve γ :]a, b[−→ Ω in Γ. Elements of adm(Γ) are called densities. Define the modulus of Γ by
Then, we have the following theorem (see e.g. [3, p. 177]). Using quasiconformal mappings in the Heisenberg group, one can define the Teichmüller space of a spherical CR manifold (see [20] ) so that understanding quasiconformal mappings minimizing the maximal distortion in a class of quasiconformal mappings (for instance an isotopy class) is of general interest. In that direction, Tang, in [18] , constructed and prove uniqueness of a quasiconformal map with minimal distortion between CR circle bundles over flat tori. In [3, 4, 19] , the authors constructed and prove uniqueness of quasiconformal mappings minimizing a mean distortion functional between several domains of the Heisenberg group. As in the case of Riemann surfaces, these results were all obtained using well chosen family of curves.
Quasiconformal maps preserving trajectories of a quadratic differential
As an end, we provide examples of quasiconformal maps between domains of H minimizing the maximal distortion or a mean distortion functional in a class of quasiconformal maps and explicit the CR quadratic differentials involved in those examples. First of all, we need to define: Definition 4.2.1 (Trajectories of a CR quadratic differential). Let M be a spherical CR manifold and q a CR quadratic differential on M . Let γ : I −→ M be a parametrized Legendrian curve (that is, a curve everywhere tangent to the contact distribution). γ is called:
• horizontal trajectory for q if, for every s ∈ I, q (γ ′ (s)) > 0
• vertical trajectory for q if, for every s ∈ I, q (γ ′ (s)) < 0. 2. Let f : M −→ N be a quasiconformal map between two spherical CR manifolds. Let q be a CR quadratic differential on M and q ′ a CR quadratic differential on N . We say that f preserves horizontal (resp. vertical) trajectories of (q, q ′ ) if for every horizontal (resp. vertical) trajectory γ for q, f • γ is a horizontal (resp. vertical) trajectory for q ′ .
We say that f preserves trajectories of (q, q ′ ) if it preserves both horizontal and vertical trajectories of (q, q ′ ). In this way, we obtain a domain
where c > 0. And the curves δ x,t are vertical trajectories for the CR quadratic differential q = [dz 2 ] ω .
Horizontal trajectories for q lying in Ω are the curves 
For y ≥ 0, denote
and consider the class F of all quasiconformal mappings f : Ω −→ Ω ′ which extend homeomorphically to the boundary with
Then, the map f 0 defined by
which is what is expected of a Teichmüller homeomorphism. 
and consider the class F of all quasiconformal maps f : C −→ C ′ which extend homeomorphically to the boundary with
Then, the map f 0 defined by .
Moreover, let ∆ be the family of all Legendrian curves connecting ∂C 0 and ∂C b . Then, since ρ 0 ∈ adm(∆), it is extremal for ∆. Thus,
Denote ∆ ′ the corresponding family in C ′ . Then, by hypothesis on F, for every f ∈ F one has f (∆) = ∆ ′ and the third point in Theorem 4.1.1 gives for every f ∈ F
Thus, since bc a = b ′ c ′ a ′ , one has, for every f ∈ F,
Meaning precisely that f 0 minimizes the maximal distortion in F. Moreover, f 0 maps the vertical trajectory s −→ δ z,t (s) to the vertical tra-
ab ′ and t ′ = a ′ a t and the horizon-
The next examples concern quasiconformal maps minimizing a mean distortion functional. They are the main objects considered in [3, 4, 19] . 
Consider two holomorphic maps
Then, consider the domains in H, Ω = Π −1 (Ω) and 
Now, let f : Ω −→ Ω ′ be a quasiconformal map and λ > 0. We say that f λ-dilates horizontal trajectories of ( q φ , q ψ ) if for every (y, α)
) is an element of adm Γ φ (resp. of adm Γ ψ ). We say that Γ φ (resp. Γ ψ ) satisfy the pull-back density condition if Π * ρ φ (resp. Π * ρ ψ ) is extremal for Γ φ (resp. for Γ ψ ). Then, we have the following (see Proposition 3.17 in [19] ). Theorem 4.2.5. Assume that Γ φ and Γ ψ satisfy the pull-back density condition. Let f : Ω −→ Ω ′ be a C 2 quasiconformal map that a ′ a -dilates horizontal trajectories of ( q φ , q ψ ). Then, there is a C 2 quasiconformal map g : Ω −→ Ω ′ such that
Remark 4.2.6. The map g of the above theorem a ′ a -dilates horizontal trajectories of (q φ , q ψ ). Moreover, according to Theorem 3.9 in [19] , g is symplectic with respect to the hyperbolic area forms on Ω and Ω ′ .
The next examples are applications of this theorem in order to find all quasiconformal maps in appropriate classes of quasiconformal maps between domains of H which dilate horizontal trajectories. For cylinders, there is, up to composition with a vertical rotation, a unique quasiconformal map (in an appropriate class of quasiconformal maps) which dilates horizontal trajectories. For cylinders from which a smaller cylinder has been removed, there can be no quasiconformal map (in an appropriate class of quasiconformal maps) which dilates horizontal trajectories. Finally, for spherical annuli, there is a 2-parameter family of quasiconformal maps (in an appropriate class of quasiconformal maps) which dilate horizontal trajectories. 
and the trajectories of the CR quadratic differential
Vertical trajectories are the cylindrical radii 
Let Γ 0 be the family of all horizontal trajectories of q. Then, Theorem 2.9 in [19] states that the map f 0 defined by
is a quasiconformal map in F which minimizes the mean distortion in F for the extremal density of Γ 0 and it is the unique such minimizer up to composition with a vertical rotation. Moreover, f 0 a ′ a -dilates horizontal trajectory of q: f sends the horizontal trajectory s −→ γ z (s) to the horizontal trajectory
. But it only preserves vertical trajectories of q: f sends the vertical trajectory s −→ δ z,t (s) to the vertical
Theorem 4.2.5 says more: up to composition with a vertical rotation, f 0 is the only C 2 quasiconformal map in F which a ′ a -dilates horizontal trajectories of q.
Indeed, let f be a quasiconformal map in F which a ′ a -dilates horizontal trajectories of q. Then, according to theorem 4.2.5, there is a quasiconformal map g : R a,b −→ R a ′ ,b ′ such that Π • f = g • Π. Since f a ′ a -dilates horizontal trajectories of q, for every x + iy ∈ R a,b , ℜ(g(x + iy)) = a ′ a x.
Then, Theorem 3.9 in [19] states that g must be a symplectomorphism with respect to the hyperbolic area form of the upper half-plane. Thus, ϕ = ℑ(g) satisfies for every x + iy ∈ R a,b , a ′ a ∂ϕ ∂y (x + iy) 1 ϕ(x + iy) 2 = 1 y 2 .
Solving, we find for every x + iy ∈ R a,b ,
ϕ(x + ib) = b ′ and so, h is constant with value b ′ − a a ′ b . Thus, g is completely determined and so f is also determined up to composition with a vertical rotation (this is a consequence of Theorem 3.9 in [19] ). Then, f is, up to composition with a vertical rotation, f 0 .
On the other hand, there is no C 2 quasiconformal map in F which b ′ bdilates vertical trajectories of q. Indeed, let f be such a map and write it in cylindrical coordinates r = |z|, θ = arg(z) and t = t as (R, Θ, T ). Then, the fact that f sends vertical trajectories to s −→ δ z,t The contact form ω in cylindrical coordinates is dt + 2r 2 dθ.
Since f is contact, R, Θ and T satisfy
Then, differentiating it with respect to r gives
∂T ∂θ
and reporting this expression in (2), we obtain
This, together with the fact that ∂R ∂θ = 0 implies that there is a map g :
Since
Again, Theorem 3.9 in [19] implies that g is a symplectomorphism with respect to the hyperbolic area form of the upper half-plane which leads to
Since g maps {w ∈ R a,b | ℜ(w) = 0} on {w ∈ R a ′ ,b ′ | ℜ(w) = 0}, it must be the dilation with factor b ′ b which is impossible by the hypothesis ab ′ a ′ b > 1.
Consider two domains
for a, b, a ′ , b ′ > 0 with a(b ′ + 1) a ′ (b + 1) > 1 and the trajectories of the CR quadratic differential q = [−z 2 dz 2 ] ω .
Let F be the class of quasiconformal maps from D a,b to D a ′ ,b ′ which extend homeomorphically and map the two boundary annuli to their corresponding ones and the two boundary cylinders to their corresponding ones. Denote γ z the horizontal trajectories of q. Then, Example 3.20 in [19] states that a quasiconformal map g 0 ∈ F which a ′ a -dilates horizontal trajectories of q exists if and only if ab b + 1 = a ′ b ′ b ′ + 1 (meaning that the rectangles {w ∈ C | 0 < ℜ(w) < a, 1 < ℑ(w) < b + 1} and {w ∈ C | 0 < ℜ(w) < a ′ , 1 < ℑ(w) < b ′ + 1} have the same hyperbolic area). If it is the case, then g 0 is, up to composition with a vertical rotation, the restriction to D a,b of the map f 0 : C a,b+1 −→ C a ′ ,b ′ +1 given previously (with b replaced by b + 1 and b ′ by b ′ + 1). Example 4.2.8. For the last example, consider two spherical annuli A a and A a k for a > 1 and 0 < k < 1, where Let F be the class of all quasiconformal maps from A a to A a k which extend homeomorphically to the boundary and map the boundary Korányi spheres of A a to the respective boundary Korányi spheres of A a k . Let f k be the radial stretch map defined in logarithmic coordinates by f k (ξ, ψ, η) = kξ, tan −1 tan ψ k , η .
Then, Theorem 2 in [3] states that f k minimizes the mean distortion in F for the extremal density of the family of horizontal trajectories of q in A a . In On the other hand, as in the case of cylinders, there is no C 2 quasiconformal map in F which 1-dilate vertical trajectories of q. The proof of this goes along the same lines as the one for cylinder, except that it is more convenient to use logarithmic coordinates.
