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Abstract—We present DeepFPC, a novel deep neural network
designed by unfolding the iterations of the fixed-point continua-
tion algorithm with one-sided `1-norm (FPC-`1), which has been
proposed for solving the 1-bit compressed sensing problem. The
network architecture resembles that of deep residual learning
and incorporates prior knowledge about the signal structure
(i.e., sparsity), thereby offering interpretability by design. Once
DeepFPC is properly trained, a sparse signal can be recovered
fast and accurately from quantized measurements. The proposed
model is evaluated in the task of direction-of-arrival (DOA) es-
timation and is shown to outperform state-of-the-art algorithms,
namely, the iterative FPC-`1 algorithm and the 1-bit MUSIC
method.
Index Terms—Deep unfolding, interpretable deep residual
learning, 1-bit compressed sensing, DOA estimation.
I. INTRODUCTION
SPARSE representation and compressed sensing (CS) [1],[2] have led to good performance in various applications,
including image processing [3]–[5], wireless communications
[6], [7], and direction-of-arrival (DOA) estimation [8]–[10]. A
variety of methods have been proposed to solve the related
reconstruction problem, such as matching pursuit [11], [12],
basis pursuit [13], non-convex optimization [14], [15], and
Bayesian algorithms [16]. A more recent approach follows
the paradigm of deep learning, which has shown success in
many inference problems. Nevertheless, deep neural networks
(DNNs) are considered black boxes—as their inner processes
and generalization capabilities are not fully understood—and
do not incorporate prior knowledge about the signal structure.
Deep unfolding [17] promises to bridge the gap between
analytical and deep-learning-based methods by designing
DNNs as unrolled iterations of optimization algorithms. By
incorporating knowledge about signal priors by design, deep
unfolded networks offer interpretability compared to conven-
tional DNNs, and have been shown to outperform traditional
optimization-based methods and DNN models. Examples of
such networks include LISTA [17], LAMP [18], ADMM-
Net [19], `1-`1-RNN [20], iRestNet [21] and LeSITA [22].
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Following this research line, we propose a novel deep
unfolded network, dubbed DeepFPC, to perform sparse sig-
nal recovery from quantized measurements. Each layer of
DeepFPC corresponds to an iteration of the fixed point
continuation algorithm with one-sided `1-norm minimization
(FPC-`1), which is among the best-performing sparsity-free
algorithms (i.e., it does not require knowing the sparsity level)
for solving the 1-bit CS problem [23]. Our contribution is as
follows: (i) we design a novel DNN that unfolds an iterative
algorithm for sparse approximation from 1-bit measurements.
Interestingly, the resulting network architecture resembles that
of deep residual learning, implying that the model has the
potential to be deeply trained. (ii) We show that DeepFPC
offers higher signal reconstruction accuracy and speed than
the iterative FPC-`1 algorithm. (iii) We apply DeepFPC in the
DOA estimation problem and show that it outperforms the
state-of-the-art FPC-`1 [23] and 1-bit MUSIC [24] methods.
In the rest of the letter, Section II reviews the background
and, Sections III and IV present the proposed model and its
application in DOA estimation, respectively. Section V reports
the experiments and Section VI draws the conclusion.
II. BACKGROUND ON THE FPC-`1 METHOD
In 1-bit CS, the task is to recover a signal from quantized
measurements,
y = sign(Φx + ε), (1)
where y = [y1 y2 . . . yM ]
T ∈ {−1, 1}M is the binary
measurement vector, Φ ∈ RM×N is the sampling matrix,
x ∈ RN is the sparse vector with K  N nonzero entries,
ε ∈ RM is a noise component, and sign(·) is the sign function
[sign(z) = 1 if z > 0, and − 1 otherwise]. A well-established
algorithm for 1-bit CS recovery solves the following problem
using the fixed-point continuation (FPC) method [25]:
min
x
‖x‖1 + λ
M∑
i=1
h ([YΦx]i) s.t. ‖x‖2 = 1, (2)
where λ > 0, Y = diag(y), and
∑M
i=1 h ([YΦx]i) is the
consistent term, which can be specified as the one-sided `1-
norm, i.e., h(z) := max{0,−z}, or the one-sided `2-norm,
i.e., h(z) := (max{0,−z})2. Since the signal magnitude has
been lost during the 1-bit quantization process, the signal is
normalized with the unit `2-norm (‖x‖2 = 1) to avoid a trivial
solution. It is shown that the one-sided `1-norm results in
better performance than the one-sided `2-norm [23]; hence,
the FPC-`1 algorithm will be considered in what follows.
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2The FPC method [26] states that a way to solve Problem (2)
is to iteratively update x as
u = Sν
(
x(r) − τg(x(r))
)
, (3a)
x(r+1) = u/‖u‖2, (3b)
where τ > 0, ν = τ/λ, g(x) is the gradient of the consistent
term, and Sν(·) , sign(·)  max{| · | − ν, 0} is the soft-
thresholding operator. If the consistent term is specified as the
one-sided `1-norm, the gradient g(x) can be computed as
g(x) = ΦT (sign (Φx)− y) . (4)
Consequently, the sparse signal can be reconstructed by the
method with proper values for τ , λ and initialization x(0).
III. THE PROPOSED DEEPFPC MODEL
We now present our DeepFPC architecture, which stems
from unfolding the FPC-`1 updates in (3), and describe how it
should be trained to achieve high reconstruction performance.
A. The Deep Unfolded Residual Network Architecture
Replacing the gradient expression of (4) in (3a), the latter
can be written as
u = Sν
(
x(r) + C sign(Bx(r)) + Ay
)
, (5)
where A = τΦT , B = Φ and C = −τΦT . Following the
principles in [17], we can write R iterations of the update
rule defined by (5) and (3b) in the form of neural-network
layers. The inputs to the network are an initial estimate
of the signal x(0) and the (binary) measurement vector y,
which corresponds to the bias term in DNN architectures. The
matrices A, B, C are trainable linear weights that may vary
per layer, and Sν(·) and sign(·) play the role of element-wise
non-linear activation functions.
We have empirically observed that the normalization step in
(3b) is not required to be applied after every layer; in effect,
we have found that when normalization is performed after the
final layer, the recovery performance is higher (we refer to
Section V-A for details). We conjecture that since the network
is trained with signal examples, it does not learn to produce the
zero solutions with finite layers. Furthermore, since the sign(u)
function is non-differential we approximate it using the hy-
perbolic tangent function tanh(κu) = e
κu−e−κu
eκu+e−κu with κ→∞.
Hence, each layer in the proposed DeepFPC updates the signal
estimate as x(r+1) = Sν
(
x(r) + C tanh(κBx(r)) + Ay
)
,
whereas the last layer normalizes the final estimate x? =
x(R)/‖x(R)‖2.
The block diagram of DeepFPC is depicted in Fig. 1.
Interestingly, the network applies residual learning by design;
specifically, at each layer, the input to the soft-thresholding
non-linearity is fed with a shortcut connection from the pre-
vious layer output. This makes the DeepFPC network similar
to the ResNet architecture [27] and implies that DeepFPC has
the potential to be deeply trained.
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Fig. 1. The block diagram of the proposed DeepFPC.
B. Training Strategies
The trainable parameters per layer r = 1, 2, . . . , R of
DeepFPC are the weight matrices Ar, Br, Cr and the soft-
thresholding threshold νr. These parameters can either vary
per layer (untied weights strategy) or be shared over all layers
(tied weights strategy). Experimentation showed that allowing
νr to vary per layer leads to much better performance. On
the contrary, allowing Ar, Br and Cr to be untied across
layers does not notably improve performance and inflicts a
significant memory overhead. Therefore, in order to maintain
the memory complexity, we choose to train νr independently
per layer, and share the weight-matrices A, B and C over
all layers; we refer to Section V-A for further specifics. We
optimize the trainable parameter set Ξ = {A,B,C,ν}, with
ν = {ν1, ν2, . . . , νr, . . . , νR}, using the training data set
{yd,xd}Dd=1 by minimizing a quadratic loss function as
L(Ξ) = 1
D
D∑
d=1
∥∥x? (yd; Ξ)− xd∥∥2
2
, (6)
where D is the batch size. The following remarks are helpful
when training the DeepFPC model.
Remark 1: 1-bit CS targets reducing the number of bits per
sample rather than decreasing the number of samples; hence,
Φ in (1) can have more rows than columns, i.e., M > N .
This means that the size of the weight matrices in DeepFPC
is typically larger than those in alternative deep-unfolded
networks for signal recovery such as LISTA [17] and LeSITA
[22]. Therefore, in order to avoid converging to undesired local
minima, we adhere to the training strategy reported in [18],
[28]. Specifically, the parameters are not learned for all layers
directly; instead, we successively learn Ξ(1),Ξ(2), ...,Ξ(R),
where Ξ(r) represents the parameters of all layers up to r, i.e.,
Ξ(r) = {A,B,C, {νt}rt=1}. Moreover, when training Ξ(r),
we first initialize νr with νr−1 and learn νr layer-wise by
fixing Ξ(r−1). Then, global learning is performed for Ξ(r).
Remark 2: In Section III-A, we introduced the hyperparame-
ter κ to control the smoothness of the tanh(κx) function. With
κ→∞, the function converges to the sign function. However,
selecting a large κ in training leads to gradient vanishing,
which in turn results in very slow convergence. To combat this
problem, we use the continuation method [29]–[31]: we set κ
small at the beginning of the training process and increase it
gradually with epoches.
IV. APPLICATION OF DEEPFPC IN DOA ESTIMATION
We now deploy DeepFPC to address the DOA estimation
problem, a typical sparse recovery problem [8], [32]. Applying
1-bit CS to this problem has the following advantages. Firstly,
3as the sensor number and array size keep increasing, 1-bit CS
reduces hardware complexity and cost. Secondly, it alleviates
the need for accurate calibration of all sensors, inconsistencies
in which degrade the performance of alternative methods [33].
The 1-bit measuring model for the DOA estimation problem
at the t−th snapshot can be expressed as [34]
z(t) = Q (Λs(t) + n(t)) . (7)
where z(t) ∈ CM is measured by an M -element uniform
linear array (ULA), Λ ∈ CM×N is the extended steering
matrix, and s(t) ∈ CN denotes the signal waveforms on the
pre-defined grid of many candidate directions. Only K (K 
N) entries are non-zeros in s(t), corresponding to the K
narrowband far-field signals impinge onto the ULA. Q(·)
denotes the sign function operated on the complex domain, i.e.,
Q(ς) = sign(<{ς}) + j · sign(={ς}). The complex measuring
process can be converted to the real domain as
z˜(t) = sign
(
Λ˜s˜(t) + n˜(t)
)
(8)
where
z˜(t) =
[ <{z(t)}
={z(t)}
]
, Λ˜ =
[ <{Λ} −={Λ}
={Λ} <{Λ}
]
,
s˜(t) =
[ <{s(t)}
={s(t)}
]
, n˜(t) =
[ <{n(t)}
={n(t)}
]
.
As the one-snapshot model in (8) has become an 1-bit CS
problem, we use the DeepFPC to recover the original vector
s˜(t) from 1-bit measurements z˜(t) and determine the DOA.
Alternatively, in the multiple-snapshot case, we can write
Z˜ = sign
(
Λ˜S˜ + N˜
)
, (9)
where Z˜ ∈ R2M×L, L is the number of snapshots. N˜ ∈
R2M×L, and S ∈ C2N×L consists of 2N jointly 2K sparse
vectors, i.e., 2K nonzero rows. With this model, we aim to
solve the following problem to estimate the DOA [34], [35]:
minS˜ ‖S˜‖1,1 + λ
∥∥∥max{−(Z˜ Λ˜S˜) ,0}∥∥∥
1,1
s.t. ‖s˜(t)‖2 = 1, t = 1, 2, · · · , L,
(10)
where  denotes the element-wise product and ‖S˜‖p,q is the
mixed `p,q-norm [34]. The objective function can be written as∑L
t=1 ‖s˜(t)‖1 +λ‖max{−(z˜(t) Λ˜s˜(t)),0}‖1, which means
that solving the multi-snapshot model is equivalent to solving
each single snapshot problem indexed by t independently.
Namely, DeepFPC can be trained using single measurement
vectors and then applied to the multi-snapshot case.
V. EXPERIMENTAL RESULTS
A. Sparse Signal Reconstruction
We first assess the performance of DeepFPC in sparse
signal recovery. The model is implemented in Python (using
TensorFlow [36]) and trained with the ADAM optimizer [37]
using an exponentially decaying step-size. We consider a set
of 1000 pairs {yd,xd}1000d=1 for training and a different set of
1000 pairs for testing. We assume that the signal dimension
is N = 500 and the sparsity level is K = 25. The support
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Fig. 2. Recovery performance comparison between FPC-`1 and DeepFPC in
terms of averaged NMSE versus number of layers/iterations.
TABLE I
TRAINING TIME AND RECOVERY ERROR OF A 20-LAYER NETWORK.
Type Training time [s] Performance [dB]
tied A,B,C, untied ν 10218.15 -18.63
untied A,B,C, untied ν 10452.01 -18.42
tied A,B,C, tied ν 10194.81 -15.34
locations are randomly chosen from the uniform distribution,
and their values are drawn i.i.d. from the standard normal. The
measuring matrix Φ is randomly drawn from a zero-mean
Gaussian distribution with variance 1/M . The measurement
vectors have a dimension of M = 1000 and are generated
according to (1). The normalized mean square error (NMSE),
defined as NMSE , ‖x? − x‖22 / ‖x‖22, with x? being the
reconstructed vector, is used as the performance metric.
Fig. 2 shows the performance comparison between
DeepFPC and the FPC-`1 algorithm in terms of the aver-
aged NMSE for a different number of layers/iterations. Two
versions of DeepFPC are considered: one with normalization
performed only at the final layer and one with normalization
performed per layer. It is clear that the former model sig-
nificantly improves performance; therefore, we consider this
design choice in what follows. Importantly, DeepFPC (with
normalization at the final layer) systematically outperforms
the FPC-`1 regardless of the number of layers/iteration, with
the converged result of DeepFPC being better than the original
algorithm with a 2dB margin.
We also conduct an experiment to determine whether the
parameters A,B,C and ν should be tied or not. Three 20-
layer networks are trained with: (i) tied A,B,C and untied ν;
(ii) untied A,B,C,ν; and (iii) tied A,B,C,ν. The training
time and recovery error for these networks are reported in
Table I. We see that allowing νr to be separately learned
per layer r = 1, . . . , R but maintaining A,B,C shared
across layers strikes the best trade-off between computational
complexity and recovery performance.
B. DOA Estimation
In this section, we evaluate the performance of DeepFPC
in the task of DOA estimation in comparison to recent
benchmarks, namely, the FPC-`1 [34] and 1-bit MUSIC [24]
algorithms. 1-bit MUSIC has achieved state-of-the-art perfor-
mance but assumes prior knowledge on the number of targets;
this knowledge—which might not be available in a real-life
setup—is not required by FPC-`1 and the proposed DeepFPC.
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Fig. 3. DOA estimation error for three methods (M = 40): (a) MAE versus
SNR with snapshot number L = 3; (b) MAE versus SNR with snapshot
number L = 10; (c) MAE versus snapshot number L with SNR=5dB and
(d) MAE versus snapshot number L with SNR=20dB.
We consider an 8-layer DeepFPC, since the performance
improves slowly over this number of layers as shown in
Fig. 2. DeepFPC is trained using a training set of 1000 signal-
measurement pairs, generated according to (7). The DOAs
in the training set are drawn from the uniform distribution
and their number varies from 2 to 10. In [34] and [35]
the target signals are assumed to be quadrature phase shift
keying (QPSK) modulated, and the sampling grid is carefully
designed across equally spaced spatial frequencies so as to
reduce coherence between the steering matrix columns. In
this experiment, we consider a more challenging scenario: the
target signals are drawn from the standard normal and the
grid is formed by uniformly spaced sampling with 1◦ (i.e.,
N = 180), where the number of sensors is set to 40.
We employ a testing set of 500 pairs, considering K = 6
(i.e., the number of narrowband far-field signals impinge
onto the ULA) with DOAs set to [−40◦,−16.7◦,−4.2◦, 1.6◦,
15.7◦, 60◦]. The test signals are drawn from the standard
normal distribution. Unlike the training set, the measure-
ments in the testing set are contaminated by i.i.d. Gaussian
noise. The signal-to-noise ratio (SNR) in dB is defined as
SNR = 10 log10
(
σ2s/σ
2
n
)
, where σ2s and σ
2
n are respec-
tively the variances for the signal and the noise. The results
for different methods are averaged over R = 500 Monte
Carlo runs. The mean absolute error (MAE) is used as
metric to evaluate the DOA estimation performance: MAE =
1
JK
∑J
j=1
∑K
k=1 |αˆk,j − αk|, where αk,j denotes the k-th
DOA estimate in the j-th run, and αk is the true DOA of
the k-th signal. The FPC-`1 algorithm [34] operates in an
outer-inner iteration loop. In the inner loop, it recovers the
sparse vector with a fixed regularization parameter λi, and in
the outer loop, λi is updated as λi = cλi−1. Here, we set
c = λ0 = 1.1, the step size τ = 0.01, and the numbers of
inner and outer iterations are 200 and 20, respectively.
Fig. 3(a),(b) plot the MAE versus the SNR for 3 and
10 snapshots, respectively, whereas Fig. 3(c),(d) depict the
MAE versus the number of snapshots for SNR values of 5dB
5 10 15 20
Snapshot number
10-1
100
101
102
M
AE
(°)
Fig. 4. Comparisons of MAE versus snapshot numbers between FPC-`1 and
DeepFPC for the optimized and uniform grid (SNR = 20dB).
and 20dB, respectively. The results show that, even though
DeepFPC stems from FPC-`1, it systematically outperforms
the latter independent of the SNR level or the number of
snapshots. Furthermore, DeepFPC performs significantly bet-
ter than MUSIC at medium to high SNRs without requiring
prior knowledge on the number of targets. It is worth observing
that, in a high SNR environment (20dB), the MAE achieved
by DeepFPC is an order of magnitude lower than that of
MUSIC [see Fig. 3(d)]. DeepFPC is trained using noise-free
signals; hence, in low SNRs, it is outperformed by MUSIC. We
experimentally found that the robustness of DeepFPC against
high-level noise is not effectively improved by using noisy
signals for training. Hence, improving the DOA estimation
accuracy of DeepFPC in the low SNR regime is an open
problem, which we plan to address in subsequent work.
In the previous simulation, the grid was uniformly spaced,
without considering the coherence between the columns of
the steering matrix Λ. When the grid is designed such that
θi = sin
−1[2i/M ], i = 0, 1, . . . ,M − 1, the columns of Λ
form an orthogonal system, which helps improving the re-
covery performance of conventional algorithms like FPC-`1
[38]. Fig. 4 depicts the MAE performance of the different
approaches versus the snapshot number when the grid is
optimized and the SNR is set to 20dB. Contrasting these
results with those in Fig. 3(d)—which depicts results with
a uniform grid—, we corroborate that the FPC-`1 algorithm
achieves better performance, which is equivalent to that of
MUSIC. We also observe that the performance of DeepFPC
is not notably influenced by the grid structure and remains
significantly above the performance of FPC-`1 and MUSIC.
To sum up, the proposed DeepFPC outperforms the con-
ventional FPC-`1 algorithm for sparse signal recovery. In the
task of DOA estimation, although its performance is relatively
limited at low SNRs, DeepFPC performs significantly better
than MUSIC and FPC-`1 at medium and high SNRs. More-
over, unlike MUSIC, DeepFPC does not require information
about the target number, and it is less sensitive than FPC-`1
to the grid setting.
VI. CONCLUSION
We proposed a novel deep neural network called DeepFPC,
designed by unfolding the FPC-`1 recovery algorithm for 1-bit
CS. We showed that, once properly trained, DeepFPC delivers
much higher sparse signal recovery performance than the basic
5algorithm. We also demonstrated the capacity of DeepFPC in
the task of DOA estimation. Experimentation has shown that
DeepFPC systematically outperforms FPC-`1 and performs
better than the one-bit MUSIC algorithm for medium and high
SNRs. DeepFPC can be applied to other 1-bit CS problems
in the domains of image processing, channel estimation and
localization.
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