Abstract: Our aim in this paper is to study higher-order (in space) Allen-Cahn and Cahn-Hilliard models. In particular, we obtain well-posedness results, as well as the existence of the global attractor. We also give, for the Allen-Cahn models, numerical simulations which illustrate the effects of the higher-order terms and the anisotropy.
Introduction
The Allen-Cahn (see [4] ) and Cahn-Hilliard (see [8, 9] ) equations are central in materials science. They both describe important qualitative features of binary alloys, namely, the ordering of atoms for the Allen-Cahn equation and phase separation processes (spinodal decomposition and coarsening) for the Cahn-Hilliard equation. These two equations have been much studied from a mathematical point of view; we refer the readers to the review papers [14, 34] and the references therein.
Both equations are based on the so-called Ginzburg-Landau free energy,
where u is the order parameter, F is a double-well potential and Ω is the domain occupied by the system (we assume here that it is a bounded and regular domain of ℝ 3 , with boundary Γ; we can of course also consider bounded and regular domains of ℝ and ℝ 2 ). The Allen-Cahn equation (which corresponds to an L 2 -gradient flow of the Ginzburg-Landau free energy) then reads
where f = F , while the Cahn-Hilliard equation (which corresponds to an H −1 -gradient flow) reads ∂u ∂t + α∆ 2 u − ∆f(u) = 0.
In (1.1), the term |∇u| 2 models short-ranged interactions. It is however interesting to note that such a term is obtained by truncation of higher-order ones (see [9] ); it can also be seen as a first-order approximation of a nonlocal term accounting for long-ranged interactions (see [18, 19] ).
Caginalp and Esenturk recently proposed in [7] (see also [11] ) higher-order phase-field models in order to account for anisotropic interfaces (see also [26, 40, 45] for other approaches which, however, do not provide an explicit way to compute the anisotropy). More precisely, these authors proposed the following modified free energy, in which we omit the temperature:
where, for α = (k 1 , k 2 , k 3 ) ∈ (ℕ ∪ {0}) 3 , |α| = k 1 + k 2 + k 3 and, for α ̸ = (0, 0, 0),
(we agree that D (0,0,0) v = v). The corresponding higher-order Allen-Cahn and Cahn-Hilliard equations then read
We studied in [13] (see also [12] ) the corresponding higher-order isotropic models, namely, 
In particular, these models contain sixth-order Cahn-Hilliard models. We can note that there is currently a strong interest in the study of sixth-order Cahn-Hilliard equations. Such equations arise in situations such as strong anisotropy effects being taken into account in phase separation processes (see [42] ), atomistic models of crystal growth (see [5, 6, 16, 17] ), the description of growing crystalline surfaces with small slopes which undergo faceting (see [39] ), oil-water-surfactant mixtures (see [20, 21] ) and mixtures of polymer molecules (see [15] ). We refer the reader to [10, 22, 23, 25, 27-32, 35-38, 43, 44, 46] for the mathematical and numerical analysis of such models. They also contain the Swift-Hohenberg equation (see [30, 32] ). Our aim in this paper is to study the well-posedness of (1.3) and (1.4). We also prove the dissipativity of the corresponding solution operators, as well as the existence of the global attractor. We finally give, for the Allen-Cahn models, numerical simulations which show the effects of the higher-order terms and the anisotropy. and we introduce the elliptic operator A k defined by
where
) denotes the usual L 2 -scalar product, with associated norm ‖ ⋅ ‖. More generally, we denote by ‖ ⋅ ‖ X the norm on the Banach space X; we also set ‖ ⋅ ‖ −1 = ‖(−∆) −1/2 ⋅ ‖, where (−∆) −1 denotes the inverse minus Laplace operator associated with Dirichlet boundary conditions. We can note that
is bilinear, symmetric, continuous and coercive, so that
is indeed well defined. It then follows from elliptic regularity results for linear elliptic operators of order 2k (see [1] [2] [3] ) that A k is a strictly positive, selfadjoint and unbounded linear operator with compact inverse, with domain
We further note that
We finally note that (see, e.g., [41] )
Similarly, we can define the linear operator A k = −∆A k ,
which is a strictly positive, selfadjoint and unbounded linear operator with compact inverse, with domain
We finally consider the operatorÃ k = (−∆) −1 A k , wherẽ
note that, as −∆ and A k commute, the same holds for (−∆) −1 and A k , so thatÃ k = A k (−∆) −1 . We have the following result: 
Proof. We first note thatÃ k clearly is linear and unbounded. Then, since (−∆) −1 and A k commute, it easily follows thatÃ k is selfadjoint. Next, the domain ofÃ k is defined by
, it follows from the elliptic regularity results of [1] [2] [3] 
(Ω) and recalling that k ≥ 2, we deduce thatÃ k has compact inverse. We now note that, considering the spectral properties of −∆ and A k (see, e.g., [41] ) and recalling that these two operators commute, −∆ and A k have a spectral basis formed of common eigenvectors. This yields that, for all s 1 , s 2 ∈ ℝ, (−∆) s 1 and A s 2 k commute. Having this, we see thatÃ
Finally, as far as the equivalences of norms are concerned, we can note that, for instance, the norm ‖Ã
Throughout the paper, the same letters c, c and c denote (generally positive) constants which may vary from line to line. Similarly, the same letter Q denotes (positive) monotone increasing and continuous functions which may vary from line to line.
The Allen-Cahn theory

Setting of the problem
We consider in this section the following initial and boundary value problem, for k ≥ 2 (for k = 1, the problem can be treated as in the original Allen-Cahn equation; see, e.g., [13] ):
Remark 3.1. For k = 1 (anisotropic Allen-Cahn equation), we have an equation of the form
and, for k = 2 (fourth-order anisotropic Allen-Cahn equation), we have an equation of the form
We actually rewrite (3.1) in the equivalent form
As far as the nonlinear term f is concerned, we assume that
In particular, the usual cubic nonlinear term f(s) = s 3 − s satisfies these assumptions.
A priori estimates
We multiply (3.4) by ∂u ∂t and integrate over Ω and by parts. This gives
is not necessarily nonnegative). We can note that, owing to the interpolation inequality
This yields, employing (3.8),
noting that, owing to Young's inequality,
We then multiply (3.4) by u and have, owing to (3.7) and the interpolation inequality (3.10),
hence, proceeding as above and employing, in particular, (3.8),
Summing (3.9) and (3.13), we obtain a differential inequality of the form
satisfies, owing to (3.11),
Note indeed that
It follows from (3.14)-(3.15) and Gronwall's lemma that
Next, we multiply (3.4) by A k u and find, owing to the interpolation inequality (3.10),
It follows from the continuity of f and F, the continuous embedding
Summing (3.14) and (3.19), we have a differential inequality of the form
We then rewrite (3.4) as an elliptic equation, for t > 0 fixed,
Multiplying (3.20) by A k u, we obtain, owing to the interpolation inequality (3.10),
hence, owing to (3.18),
Next, we differentiate (3.4) with respect to time and find
We can note that, if 
It follows from (3.17) (for r = 1), (3.26) and the uniform Gronwall's lemma that 27) and from (3.25)-(3.26) and Gronwall's lemma that
We finally deduce from (3.21) and (3.27)-(3.28) that
and 
Proof. The proofs of existence and regularity in (i) and (ii) follow from the a priori estimates derived in the previous subsection and, e.g., a standard Galerkin scheme. Let now u 1 and u 2 be two solutions to (3.1)-(3.2) with initial data u 0,1 and u 0,2 , respectively. We set u = u 1 − u 2 and u 0 = u 0,1 − u 0,2 and have ∂u ∂t
Multiplying (3.31) by u, we obtain, owing to (3.6) and the interpolation inequality (3.10),
It follows from (3.34) and Gronwall's lemma that
Hence the uniqueness is proved, as well as the continuous dependence with respect to the initial data in the L 2 -norm.
It follows from Theorem 3.2 that we can define the continuous (for the
is dissipative in Φ, owing to (3.16) , in the sense that it possesses a bounded absorbing set B 0 ⊂ Φ (i.e., for all B ⊂ Φ bounded, there exists t 0 = t 0 (B) ≥ 0 such that t ≥ t 0 implies S(t)B ⊂ B 0 ).
Remark 3.3.
We can also prove the continuous dependence with respect to the initial data in the H k -and H 2k -norms and it then follows from (3.30) 
that S(t) is defined, continuous and dissipative in (H
Actually, it follows from (3.29) that S(t) possesses a bounded absorbing set B 1 such that B 1 is compact in Φ and bounded in H 2k (Ω). It thus follows from classical results (see, e.g., [33, 41] ) that we have the following result.
Theorem 3.4. The semigroup S(t) possesses the global attractor A which is compact in Φ and bounded in H 2k (Ω).
Remark 3.5. It follows from (3.35) that we can extend S(t) (by continuity and in a unique way) to L 2 (Ω).
Remark 3.6. (i)
We recall that the global attractor A is the smallest (for the inclusion) compact set of the phase space which is invariant by the flow (i.e., S(t)A = A for all t ≥ 0) and attracts all bounded sets of initial data as time goes to infinity; it thus appears as a suitable object in view of the study of the asymptotic behavior of the system. We refer the reader to, e.g., [33, 41] for more details and discussions on this.
(ii) We can also prove, based on standard arguments (see, e.g., [33, 41] ) that A has finite dimension, in the sense of covering dimensions such as the Hausdorff and the fractal dimensions. The finite-dimensionality means, very roughly speaking, that even though the initial phase space has infinite dimension, the reduced dynamics can be described by a finite number of parameters (we refer the interested reader to, e.g., [33, 41] for discussions on this subject).
Remark 3.7. We can also consider periodic boundary conditions, namely, u is Ω-periodic, in which case we
In that case, we consider the operator A k = I + A k (in order to have a strictly positive operator), where A k is as above, but based on Sobolev spaces with periodic functions (see, e.g., [41] ), and rewrite (3.1) in the form
where g(s) = f(s) − s (note that g satisfies properties which are similar to (3.5)-(3.8)).
The Cahn-Hilliard theory
Setting of the problem
We consider the following initial and boundary value problem, for k ∈ ℕ, k ≥ 2 (the case k = 1 can be treated as in the original Cahn-Hilliard equation; see, e.g., [13] ): 
Keeping the same notation as in the previous section, we rewrite (4.1) as
As far as the nonlinear term f is concerned, we assume that the assumptions of the previous section hold and that f is of class C 2 .
A priori estimates
We multiply (4.4) by (−∆) −1 ∂u ∂t . This gives
We then multiply (4.4) by (−∆) −1 u and have, owing to (3.7) and the interpolation inequality (3.10) and proceeding as in the previous section,
Summing (4.5) and (4.6), we obtain a differential inequality of the form
It follows from (4.7)-(4.8) and Gronwall's lemma that 
Multiplying next (4.4) byÃ k u, we find, owing to the interpolation inequality (3.10) and proceeding as in the previous section,
Summing (4.7) and (4.11), we have a differential inequality of the form
We also multiply (4.4) by ∂u ∂t and obtain, noting that f is of class
Summing finally (4.12) and (4.13), we find a differential inequality of the form
In particular, it follows from (4.14)-(4.15) that
We then differentiate (4.4) with respect to time and have
We multiply (4.17) by (−∆) −1 ∂u ∂t and obtain, owing to (3.6) and the interpolation inequality (3.10), d dt
which yields, employing the interpolation inequality In particular, this yields, owing to (4.10) and employing the uniform Gronwall's lemma,
We finally rewrite (4.4) as an elliptic equation, for t > 0 fixed,
Multiplying (4.22) by A k u, we find, owing to the interpolation inequality (3.10),
In particular, it follows from (4.21) (for r = 1) and (4.23) that 
which yields, noting that ‖A
Combining (4.25) with (4.14), it follows from (4.15) and the interpolation inequality (3.10) that
so that, owing to (4.24), 
(
ii) If we further assume that u
0 ∈ H k+1 (Ω) ∩ H k 0 (Ω), then, for all T > 0, u ∈ L ∞ (ℝ + ; H k+1 (Ω) ∩ H k 0 (Ω)) and ∂u ∂t ∈ L 2 (0, T; L 2 (Ω)).
(iii) If we further assume that f is of class C k+1 and u
The proofs of existence and regularity in (i), (ii) and (iii) follow from the a priori estimates derived in the previous subsection and, e.g., a standard Galerkin scheme.
Let now u 1 and u 2 be two solutions to (4.1)-(4.2) with initial data u 0,1 and u 0,2 , respectively. We set u = u 1 − u 2 and u 0 = u 0,1 − u 0,2 and have ∂u ∂t
Multiplying (4.27) by (−∆) −1 u, we obtain, owing to (3.6) and the interpolation inequalities (3.10) and (4.19),
It follows from (4.30) and Gronwall's lemma that
Hence the uniqueness is proved, as well as the continuous dependence with respect to the initial data in the H −1 -norm.
It follows from Theorem 4.4 that we can define the family of solving operators
where Φ = H k 0 (Ω). This family of solving operators forms a semigroup which is continuous with respect to the H −1 -topology. Finally, the following theorem is a consequence of (4.9).
Theorem 4.5. The semigroup S(t) is dissipative in Φ.
Remark 4.6. (i) Actually, it follows from (4.24) that we have a bounded absorbing set B 1 which is compact in Φ and bounded in H 2k (Ω). This yields the existence of the global attractor A which is compact in Φ and bounded in H 2k (Ω).
(ii) It follows from (4.26) that, if f is of class
iii) It follows from (4.31) that we can extend S(t) (by continuity and in a unique way) to H −1 (Ω).
Remark 4.7.
The case of periodic boundary conditions is more delicate, since, integrating (formally) (4.1) over Ω, we have the conservation of mass, namely, ⟨u(t)⟩ = ⟨u 0 ⟩, t ≥ 0, where
As a consequence, we cannot expect to find compact attractors on the whole phase space and have to deal with the nonlocal term ⟨f(u)⟩ (see, e.g., [41] ).
Numerical simulations
In this section, we give numerical simulations which show the effects of the anisotropy for the generalized Allen-Cahn equations when k = 1, 2 and 3 in the domain Ω = (0, 1) × (0, 1) (see Figure 1) . In particular, this shows how the coefficients of highest orders affect the solutions. Furthermore, we compare the solutions when different values of k, time steps or coefficients are taken. The numerical method applied here is a P1-finite element in space and a forward Euler discretization in time. The numerical simulations are performed with the software Freefem++ (see [24] ).
For instance, when k = 2, the generalized Allen-Cahn equation reads
where, here and in all the simulations, f(s) = s 3 − s. We further assume that u is Ω-periodic. Finally, we take as initial condition a cross in the center of the computational domain, that is, the initial value in the middle cross is −0.8, while, in the complementary set, it is equal to 0.8, as shown in the following Figure 2 .
∂x 2 = ω and ∂ 2 u ∂y 2 = p, then, integrating by parts, the system which needs to be solved reads
where the test functions v, ξ , ζ all belong to H 1 per (Ω). Next, we introduce the discretization T h ofΩ and set
As mentioned above, we use a P 1 -finite element for the space discretization and a forward Euler scheme for the time discretization. Let u
for all v, ξ, ζ ∈ V h . We proceed in a similar way for k = 1 and 3. In particular, for k = 3, we have to deal with a system of five second-order equations.
As far as the time step dt is concerned, when k = 1, we take dt = 10 −7 (in Figure 3 and Figure 7) , dt = 10 −6 (in Figure 4 ) and dt = 10 −5 (in Figure 8) . When k = 2, we take dt = 10 −7 and, when k = 3, we take dt = 10 −10 (in Figure 6 and Figure 12 ) and dt = 10 −8 (in Figure 10) or dt = 10 −7 (in Figure 3 and Figure 7 ). Here, we use a grid with 150 2 points on the domain Ω. Figure 2 shows the initial condition. 
The isotropic case
When all the coefficients are set equal to 1, then, as expected, there is no isotropy. The figures below however show the effects of higher-order terms. In the next figures, we take a different time step. We also note that the higher k is, the smaller the time step has to be taken, since the solution evolves faster in time. 
Anisotropy in the x-direction
We consider the following situations: (i) k = 1, a 10 = 1 and a 01 = 0.01.
(ii) k = 2, a 20 = 1 and the other coefficients are set equal to 0.01. (iii) k = 3, a 30 = 1 and the other coefficients are set equal to 0.01.
We first investigate the anisotropy in the x-direction after 40 iterations, comparing different values of k when the time step is the same. We then illustrate the case when k, as well as the time step, remain unchanged, but the number of iterations increases. We can note that we would have similar results in the y-direction. 
