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MODELO ARQUITECTÓNICO DE MULTIPATH:
INTERPRETACIÓN ABSTRACTA
En el Modelo Arquitectónico de Multipath [124] se define la representación de los elementos
que constituyen el estado del Modelo de Ejecución de Multipath y la realización de las opera-
ciones que lo modifican. La definición del Modelo Arquitectónico de Multipath se realiza para
cada una de las dos fases propuestas por el modelo de ejecución. Este capítulo se centra en la
fase de interpretación abstracta de un programa Prolog (MAM-AI), mientras que la fase de
interpretación real de un programa será descrita en el capítulo siguiente.
La interpretación abstracta es necesaria para obtener información del comportamiento de
un programa que es utilizada en la posterior fase de interpretación real. La información a
calcular en esta fase agrupa a la establecida según el modelo de ejecución más la información
necesaria motivada por la definición del propio modelo arquitectónico. Los datos a calcular
según la definición concreta del modelo arquitectónico dependen básicamente de la forma de
representar los términos Prolog en Multipath así como de los vínculos de las variables existentes
en un momento de la ejecución.
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La primera sección de este capítulo está dedicada a definir la representación de los tér-
minos Prolog y de los vínculos de las variables, con el fin de enumerar posteriormente todos
los objetivos a realizar en esta fase. En las siguientes secciones, se detalla la representación
del estado de la ejecución y la realización de las operaciones que forman la interpretación
abstracta. Por último, se describe la etapa de compilación del programa Prolog inicial junto
con la información obtenida hacia el formato utilizado para su representación en la fase de
interpretación real del programa.
5.1 Representación de los términos Prolog
El modelo arquitectónico de Multipath soporta cuatro tipos de datos distintos para los términos
Prolog: variables, constantes, estructuras y listas. En el lenguaje Prolog no se admiten decla-
raciones de tipos de datos para los términos que se emplean. Por ello, la identificación del tipo
de datos se debe realizar en tiempo de ejecución. Cada uno de los diferentes tipos se identifica,
durante la interpretación real, por un campo en cada una de las referencias realizadas a términos
Prolog. Este campo se denomina tag.
La descripción concreta de la representación de los términos Prolog y sus referencias se
divide en los dos apartados siguientes. En primer lugar, se describen las constantes, estructuras
y listas (figura 5.1). Posteriormente, se describe para las variables (figura 5.2). En estas figuras
se nombran las distintas zonas de memoria que pueden contener términos Prolog en Multipath.
La descripción completa de las zonas de memoria y registros utilizados en la fase de interpre-
tación real de Multipath se realiza en el capítulo siguiente.
5.1.1 Constantes, estructuras y listas
El valor del campo tag en una referencia a constante es tcon. Por otra parte, existen dos tipos
de términos constantes: átomos y enteros. Su identificación se realiza mediante otro campo
stag, que contiene el valor tatm para los átomos y el valor tnum para los enteros. En caso de
una referencia a átomo, el campo cval (resto de bits) contiene la dirección de la memoria
STRINGS, donde están almacenados los códigos ASCII de los caracteres que forman un átomo.
En caso de una referencia a entero, el campo cval contiene directamente su representación en
complemento a dos.
Las estructuras en Prolog están formadas por un functor (nombre de la estructura) y un
cierto número de elementos indicado mediante su andad. Cada uno de estos elementos corres-
ponde a cualquiera de los términos Prolog soportados. En Multipath, una referencia a una
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CONSTANTES
Referencia a átomo
TAG STAG CVAL
icon tatm ©STRINGS
Referencia a entero
tcon tnurru enteroi Itnuml
ESTRUCTURAS
Referencia a estructura
tstr @HEAP: @HEAP:
argl
LISTAS
functor
argn
Referencia a lista
TAG VAL
tlst @HEAP: @HEAP: car
cdr
Figura 5.1: Representación de constantes, estructuras y listas en Multipath.
estructura contiene el valor tstr en el campo tag. El resto de la referencia está formado por
el campo val. Este campo apunta a la memoria HEAP, donde están almacenados de forma
secuencial el nombre de la estructura y su aridad, como una constante atómica, y las referencias
a cada uno de los elementos que la forman.
Los términos estructurados que se utilizan en un programa se crean dinámicamente a
medida que pueden ser referenciados durante su ejecución. Esta forma de representar las estruc-
turas recibe el nombre de structure-copying, y fue definida por primera vez en [13]. En con-
traposición se encuentra la representación denominada structure-sharing [11]. En esta última
forma de representar las estructuras se almacena una única vez y de forma estática el esqueleto
de las estructuras que aparecen en el programa. El esqueleto identifica el functor, la aridad y
los elementos de la estructura que no contienen variables. Durante la creación dinámica de
estructuras sólo se almacenan los términos correspondientes a las variables que aparecen en el
esqueleto.
Las listas se pueden considerar como un caso particular del tipo estructura. Una lista de
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n elementos es equivalente a una estructura de nombre implícito "•" formada por dos elementos:
el primer elemento de la estructura (car) corresponde al primer elemento de la lista y el segundo
elemento de la estructura (cdr) corresponde a otra lista formada por los n-1 elementos restantes
de la lista. Por ejemplo, la lista [a,b,c] es equivalente a la estructura »(a, »(b, *(c,[]))). El valor
del campo tag para referenciar una lista es tlst. De forma análoga a las estructuras, el campo
cval contiene la dirección de la memoria HEAP donde están almacenadas las referencias a los
dos elementos (car y cdr) de la lista. El nombre de la estructura y su aridad no se almacenan,
al ser implícitos. El caso particular de una lista vacía ([]) se representa como una constante
atómica con un valor especial (NIL) para el puntero asociado al campo cval. Por otra parte, el
lenguaje admite la utilización del operador "I" para identificar al segundo argumento de la
estructura (cdr). Por ejemplo, la lista [a I b] es equivalente a la estructura »(a, b).
En el sistema PLM se utilizó otra forma de representar las listas denominada cdr-coding
[36]. En esta codificación de las listas se debe comprobar el valor de un bit de la siguiente
posición al car para saber si esa posición contiene una referencia al cdr de la lista o bien ya
almacena el car del cdr. Esta forma de almacenar las listas ahorra espacio en memoria pero
complica la realización de la unificación, y no ha sido utilizada posteriormente en ningún otro
sistema.
5.1.2 Variables
Recordemos que una variable Prolog puede estar vinculada a otras variables pero únicamente
puede llegar a estar vinculada a un único término no variable. En este caso, la variable está
instanciada. En caso que la variable no esté vinculada a ningún término o a otras variables no
instanciadas, la variable está libre. A nivel arquitectónico, una variable corresponde a una posi-
ción de memoria cuyo contenido es un único vínculo: sea una referencia a otra variable creada
anteriormente, a un término no variable o bien una indicación que la variable no posee ningún
vínculo. En caso que una variable esté vinculada a otra variable, se debe acceder a la variable
vinculada para poder determinar si la variable inicial está libre o instanciada, operación que se
denomina derreferenciación.
Una de las principales diferencias de la máquina abstracta propuesta en Multipath con
respecto a la WAM estriba en la forma de representar las variables. Existen dos aspectos orto-
gonales a considerar en la representación de este término Prolog: cómo se accede a una variable
desde el programa y cómo se almacena durante la ejecución el vínculo visible de una variable
para cada camino recorrido. Cada uno de estos aspectos permite una clasificación de las variables
que es descrita en los apartados siguientes.
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VARIABLES
Direccionamiento de variables temporales
X i - I referencia a variable I el contenido del registro Xi
• establece el tipo de vinculo y su dirección
Direccionamiento de variables permanentes
Yn =|tvrs I @base + n I de forma implícita el tipo de la variable es simple
' ' — ' y la dirección se calcula en modo desplazamiento
Referencia a variable simple
|tvrs | @HEAP o ©STACK | @"TAPK--| víncul° g1"^"
Referencia a variable múltiple
|tvrm| @HEAP_UE | @HEAP_UE¡: vínculo local,
Referencia a variable nula
tvrv
Figura 5.2: Representación de las variables en Multipath.
5.1.2.1 Direccionamiento de las variables
Todas las variables que se utilizan en un programa se crean dinámicamente y su ámbito de
visibilidad está restringido a la cláusula en que aparecen. Es necesario poder establecer un
mecanismo que permita referenciar una variable dentro de la cláusula con el fin de poder acceder
a los vínculos obtenidos durante las unificaciones precedentes. Con este objetivo, las variables
se clasifican de forma estática, según su utilización en una cláusula, en los siguientes tipos:
anónimas, temporales y permanentes.
Las variables anónimas son aquellas que se utilizan una única vez a lo largo de toda la
cláusula. En este caso, no es necesario conocer la dirección donde se haya creado ya que nunca
serán referenciadas posteriormente en la cláusula.
Las variables temporales son aquellas variables que son utilizadas en más de un predicado
de la cláusula (sea la cabecera o algún objetivo del cuerpo) que cumplen la condición que entre
la primera y la última utilización no se modifican los registros Xi. Estos registros Xi son los
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encargados de almacenar la referencia a la variable, es decir, a la posición de memoria donde
está almacenado el vínculo de la variable. Ejemplos de variables temporales corresponden a
aquellos casos en que una variable se utiliza en la cabecera y en el primer objetivo de la
cláusula, o bien, cuando los objetivos existentes hasta su última utilización corresponden a
predicados built-in (del tipo is/2), que no pueden realizarse mediante procedimientos Prolog.
Las variables permanentes engloban al resto de variables. Debido a que el contenido de
un registro Xi puede perderse cuando se activa un objetivo (no se preserva el valor de los
registros durante la resolución de un objetivo), la dirección donde está almacenado el vínculo
de estas variables debe calcularse respecto a la dirección base de una estructura de datos que
permanezca fija durante la ejecución de una cláusula. Esta estructura de datos se denomina
entorno (env) y se crea al principio de la ejecución de una cláusula en la memoria STACK
mediante la instrucción ALLOCATE. Cada variable permanente de una cláusula se referencia
mediante la notación Yn, de forma que la dirección del vínculo de la variable se calcula sumando
la constante n a la dirección base del entorno actual.
5.1.2.2 Almacenamiento de los vínculos de las variables
En el modelo de ejecución los vínculos de las variables (variable/término) están contenidos en
el denominado Entorno de Vínculos Global (EVG) o en los Entornos de Vínculos Locales
(EVLs), según el vínculo de la variable sea común a todos los caminos explorados simultánea-
mente o bien el vínculo sea local a cada uno de esos caminos. A nivel de modelo arquitectónico,
las variables se clasifican de forma dinámica en dos tipos: simples y múltiples, según el número
de vínculos que deben almacenar durante la ejecución del programa.
Una variable simple es aquella que durante toda su vida sólo debe almacenar un único
vínculo, que es global a todos los caminos que se puedan explorar simultáneamente. Una refe-
rencia a variable simple contiene el valor tvrs en el campo tag. La referencia al vínculo de
la variable está almacenado en la posición de la memoria HEAP o STACK que indique el
campo val. Si la variable no posee ningún vínculo, el contenido de la posición de memoria es
otra variable simple que apunta a la misma dirección.
Una variable múltiple es aquella que en algún momento de su vida almacena vínculos
locales a cada uno de los caminos recorridos simultáneamente. Una referencia a variable múl-
tiple contiene el valor tvrm en el campo tag. En este caso, los vínculos locales a cada camino
están almacenados en las memorias HEAP_UE. Existe una memoria HEAP_UE asociada a cada
camino. El vínculo local a cada camino está almacenado en la misma posición de memoria y
viene indicado por el contenido del campo val existente en la referencia a la variable. Si una
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variable múltiple no tiene asociado un vínculo local, el contenido de la posición de memoria
es otra variable múltiple que apunta a la misma dirección.
Una variable temporal puede ser simple o múltiple según indique el campo tag del registro
Xi asociado. Una variable permanente es simple ya que se accede siempre a la memoria STACK
para buscar su vínculo global. Por otra parte, cualquier variable simple puede estar vinculada
a otra variable múltiple pero nunca al revés: desde el momento que una variable está vinculada
a otra múltiple todos los posibles vínculos posteriores a otras variables deben ser múltiples.
Adicionalmente, en la MAM se realiza una optimización consistente en considerar la
existencia de otro tipo de variables, denominadas variables nulas. Una variable nula (su etiqueta
es tvrv) puede ser simple o múltiple, pero tiene la característica que el vínculo o los posibles
vínculos que se obtengan durante la ejecución no son utilizados posteriormente. La no utilización
significa que el valor del vínculo no influye en determinar el flujo de control de la ejecución
ni se referencia en predicados con efectos laterales (del tipo write/i). En este tipo de variables,
el campo val no contiene información. El objetivo al introducir este tipo de variables consiste
en reducir la cantidad de memoria necesaria para almacenar los vínculos de variables múltiples
y el tiempo de ejecución necesario para el cálculo de dichos vínculos.
5.2 Objetivos de la interpretación abstracta
La interpretación abstracta realiza tres grandes tareas a nivel lógico: la transformación del pro-
grama Prolog en otro semánticamente equivalente con un menor número de operaciones a
realizar, el cálculo de información necesaria en la interpretación real y la compilación al formato
utilizado en dicha fase de interpretación real.
Dentro de estas tres grandes tareas se debe particularizar en las acciones concretas a
realizar. A las acciones básicas de la interpretación abstracta definidas en el modelo de ejecución
se deben añadir las acciones que son motivadas por la proposición de un modelo arquitectónico
concreto. A continuación se recuerdan las acciones motivadas por el propio modelo de ejecución,
ya descritas en el capítulo anterior:
• Determinación de los puntos de entrada a procedimientos.
• Inserción de instrucciones de corte en el cuerpo de las cláusulas.
• Determinación de la función de indexación para cada punto de entrada.
• Determinación del atributo de indeterminismo de cada objetivo.
98 MODELO ARQUITECTÓNICO DE MULTIPATH: INTERPRETACIÓN ABSTRACTA
El Modelo Arquitectónico de Multipath que se propone en este trabajo requiere que la
fase de interpretación abstracta realice una acción adicional. Esta acción se engloba dentro de
la tarea de añadir información al programa y consiste en la determinación del tipo dinámico
de una variable:
• Determinación del tipo dinámico para cada variable.
A continuación se detallan las condiciones que permiten averiguar este tipo y el resultado
que se espera obtener con esta acción.
5.2.1 Número de vínculos visibles de una variable
Existen dos causas que provocan la necesidad de que una variable sea múltiple:
(1) El hecho de vincular una variable a un término durante el cálculo de una solución
de un objetivo explorado en anchura. Si esta misma variable es accedida posterior-
mente durante el cálculo de otra solución del objetivo o cuando todas las soluciones
se han reunido en un único flujo de control, entonces la variable debe ser múltiple
para permitir diferenciar el vínculo visible de la variable en cada uno de los caminos
recorridos (ver figura 5.3a).
(2) El hecho de vincular una variable a un término que depende del vínculo que posee
otra variable. Si esta última variable posee varios vínculos visibles, entonces la
variable inicial debe tener también varios vínculos visibles. Esta causa de creación
de variables múltiples puede suceder en cualquier momento de la exploración del
X libre
X? a(X,[_IX]):-... »» X/cdr(A2)
...:-..., X is Y+l,... ^ X/Y+1
(b)
Figura 5.3: Causas que motivan que el tipo dinámico de una variable sea MÚLTIPLE:
(a) Acceso a una variable vinculada durante la exploración en anchura de un objetivo.
(b) Vinculación de una variable a un término que es función de otra variable múltiple.
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árbol de búsqueda, tanto por la presencia de una variable en la cabecera que se
unifica con un elemento de un término estructurado como por la semántica de algu-
nos predicados predefinidos (ver figura 5,3b).
A nivel de modelo de ejecución se establece un criterio óptimo para determinar si el
vínculo de una variable es global o bien debe ser local a cada camino (ver subapartados 4.2.2.3,
4.2.2.7 y 4.2.2.9). Este criterio óptimo de determinación del número mínimo de variables múl-
tiples debe aplicarse dinámicamente durante la ejecución del programa. Sin embargo, su reali-
zación generaría una serie de inconvenientes a nivel del modelo arquitectónico: la penalización
por la comprobación del posible cambio dinámico del tipo de una variable (simple a múltiple,
o vicecersa) y la pérdida de orden entre la creación lógica de las variables y la obtención de
la dirección que la identifica en su memoria correspondiente. Este último inconveniente provoca
que la eliminación de las variables del Entorno de Vínculos no pueda realizarse sencillamente
siguiendo el orden LIFO, tal como se realiza en la WAM, sino que deberían utilizarse técnicas
de recolección de basura más complejas.
La primera decisión fundamental en el Modelo Arquitectónico de Multipath consiste en
la necesidad de conocer el tipo dinámico de una variable (simple, múltiple o nula) en el
momento de la creación de la variable con el fin de evitar los dos inconvenientes comentados
en el párrafo anterior. Una vez que una variable ha sido creada no puede modificarse su tipo
posteriormente. Esta decisión se favorece de la posibilidad que ofrece la etapa de interpretación
abstracta del programa para encontrar situaciones en que se puede asegurar que el tipo de una
variable va a ser simple durante toda su vida o bien de la posibilidad de establecer simples
condiciones a evaluar en la creación de una variable que permiten asegurar que su tipo debe
ser simple. Cuando no pueda asegurarse que el tipo de una variable es simple, se debe crear
como múltiple.
En este sentido, el Modelo Arquitectónico de Multipath se basa completamente en el
Modelo de Ejecución de Multipath, excepto en el criterio de determinación del número de
vínculos de una variable. El criterio que se aplica consiste en obtener información referente al
tipo dinámico de las variables durante la fase de interpretación abstracta y utilizar esta infor-
mación para establecer el tipo definitivo de una variable en el momento de su creación durante
la interpretación real. En concreto, la interpretación abstracta clasifica las variables en 4 tipos
basándose en la siguiente heurística:
Variables NULAS: Corresponden a aquellas variables que cumplen todas las condiciones
siguientes:
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• La variable no es visible en ningún predicado con efectos laterales.
• La variable se vincula únicamente a términos básicos, es decir, que no contienen
variables libres.
• Una vez la variable está instanciada no es visible en ningún objetivo posterior.
El cumplimiento de estas condiciones garantiza que la variable es nula: en ningún
momento es necesario acceder a estas variables para determinar el vínculo de otras variables
o para decidir el flujo de control de la ejecución. Las variables anónimas, desde el punto de
vista de clasificación estática, son las principales candidatas para ser variables nulas.
Variables SIMPLES: Existen varias alternativas que permiten garantizar que una variable
sea simple:
• Una variable aparece en la cabecera de la cláusula y se unifica con un argumento
del objetivo que pretende resolver. En este caso, la variable debe almacenar un único
vínculo que corresponde a una referencia al argumento, corresponda este argumento
a una variable simple o múltiple.
• Una variable que aparece en la cabecera de una cláusula dentro de un término
estructurado y el correspondiente argumento del objetivo a resolver ya está instan-
ciado a dicho término. En este caso, el único vínculo de la variable será una refe-
rencia al correspondiente elemento del término estructurado que posea el objetivo.
• Una variable instanciada fuera del ámbito de un objetivo explorado en anchura,
considerando que la pregunta inicial del programa se explora siempre en profundi-
dad.
Variables S/M: Son variables que cumplen alguna o las dos siguientes condiciones:
• Se crean durante la activación de un objetivo que puede ser explorado en anchura
y son vinculadas a términos básicos en todas sus soluciones.
• El número de vínculos de la variable depende únicamente del tipo dinámico de otra
u otras variables que son accesibles en el momento de crearla.
En estos casos, la interpretación abstracta genera instrucciones adicionales para detectar
en tiempo de ejecución si el objetivo es finalmente explorado en profundidad y/o si el vínculo
de cada una de las variables de que depende es único. Si se cumplen estas condiciones en
tiempo de ejecución, la variable se crea simple. En caso contrario, la variable debe crearse
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múltiple.
Variables MÚLTIPLES: Corresponde al tipo dinámico por defecto que poseen todas las
variables del programa y únicamente puede modificarse en caso que se cumplan las condiciones
establecidas para los tres casos anteriores.
La misión que debe realizar la interpretación abstracta puede entenderse como la evalua-
ción de una función TYPE para cada variable del programa cuyo dominio de salida especifica
el tipo dinámico de la variable (VOID (nula), SINGLE (simple), S/M o MÚLTIPLE (múltiple)).
En caso de ser tipo S/M, se añaden las condiciones que influyen en la determinación del tipo
final de la variable durante su creación:
TYPE(var) = (VOID, SINGLE, S/M(traversal,fvar}, MÚLTIPLE)
La definición del cuerpo de esta función aplica las heurísticas comentadas anteriormente
de clasificación de las variables. Las condiciones que incluyen pueden conocerse a través del
resultado de las funciones FUNCT definidas en el capítulo anterior.
5.2.2 Estado de la ejecución y operaciones
En este apartado se resume de forma completa el estado de la ejecución (EJj^) y las operaciones
(OP[A) que deben realizarse en la fase de interpretación abstracta de un programa, teniendo en
cuenta el Modelo de Ejecución de Multipath y las consecuencias que ocasiona la definición del
Modelo Arquitectónico de Multipath en la fase de interpretación real.
EJIA = (PRG, INFO, FUNCT}
PRG = fepj, ..., ep¡}
EP = { [clj,..., dj] I {arg, (ftermj.fcljj,..., cljj]}, ..., {termn,[clnl,..., clnj]} } }
CL = [hd,gl] glkl
HD = [arg], ..., arghd]
GL = {eph [argj, ..., arggl]}
INFO = {
ATTR(gl) = {NONDET, SEMIDET, OTHER}
TYPE(var) = {VOID, SINGLE, S/M(traversal,(var}, MÚLTIPLE}
}
FUNCT= {
NSOL_EP(ep):nsol, SUCC_CL(cl):succ,
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IN_EP_ARG(ep, arg):dterm, IN_GL_ARG(gl, arg):dterm,
OUT_CL_VAR(cl,arg):dterm, IN_GL_VAR(gl,var):dterm,
O UT_CL_ARG(d, arg):dterm, O UT_EP_ARG(ep, arg):dterm,
INEP_CL_ARG(d,arg):dterm, INEP_GL_ARG(gl,arg):dterm
= Pre-proceso —* Análisis Global — * Post-proceso — » Compilación
En las secciones posteriores se describe la representación del estado de la ejecución (alma-
cenamiento y codificación) y la realización de las operaciones según se propone en esta fase
del Modelo Arquitectónico de Multipath, denominada MAM-AI.
5.3 Representación del estado de la ejecución
Los tres elementos del estado de la ejecución descritos a nivel de modelo de ejecución (PRG,
INFO y FUNCT) se almacenan de forma conjunta en diferentes zonas de memoria. Cada una
de estas zonas de memoria almacena estructuras de datos del mismo tipo. Dada una zona de
memoria mem, la estructura de datos que contiene se simboliza como tmem.
Los dos siguientes apartados describen, en una visión horizontal, estas zonas de memoria
y estructuras de datos. En los tres apartados que les siguen, se da un enfoque vertical de la
representación del estado de la ejecución utilizando estos elementos arquitectónicos.
5.3.1 Zonas de memoria
Se utilizan 1 1 zonas de memoria (EP, CL, GL, VR, TP, RN, DS, RS, DT, RT y AL) durante
la fase de interpretación abstracta.
Las memorias EP, CL, GL y VR contienen estructuras de datos tEP, tCL, tGL y tVR,
respectivamente. Su funcionalidad es almacenar toda la información de un programa referente
a puntos de entrada, cláusulas, objetivos y variables.
La memoria TP contiene la representación de los términos Prolog correspondientes a los
argumentos de las cabeceras de las cláusulas y de los objetivos del programa. Respecto a esta
zona de memoria es importante únicamente destacar que cualquier referencia a una variable se
representa mediante una referencia a la estructura de datos tVR que almacena su información.
Esta zona de memoria no es descrita de forma pormenorizada posteriormente.
El resto de zonas de memoria contienen la representación de las funciones pertenecientes
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a FUNCT. A continuación se describe su funcionalidad según representen funciones que evalúan
a nsol, suce o dterm.
La memoria RN almacena el resultado de evaluar la función NSOLJEP para todos los
posibles valores de su dominio de entrada.
Las memorias DS y RS almacenan la definición del cuerpo y el resultado de la función
SUCC_CL para todos los posibles valores de su dominio de entrada.
Las memorias DT, RT y AL contienen estructuras de datos que almacenan la definición
del cuerpo, el resultado y los alias existentes, respectivamente, de todas las funciones que
evalúan un elemento del dominio dterm. El concepto de alias hace referencia a aquellas variables
libres que están vinculadas entre si antes de instanciarse a un término no básico. Una descripción
más amplia de la necesidad de establecer los alias existentes en funciones relacionadas se realiza
en el subapartado 5.3.5.1.
5.3.2 Estructuras de datos
Este apartado está dedicado a describir los diferentes campos de que constan las estructuras de
datos que se almacenan en las zonas de memoria descritas anteriormente. La nomenclatura que
se utiliza para enumerar los tipos de datos de los campos sigue el siguiente formato:
nat: Contiene un elemento de tipo natural.
enum: Contiene un elemento de un tipo enumerado. Los valores concretos
del tipo se muestran en la descripción del campo.
setN(í/po): Contiene un conjunto de N elementos (no importa el orden de alma-
cenamiento de los elementos) de tipo tipo.
: Contiene una lista de N elementos (importa el orden) de tipo tipo.
rtipo; Contiene una referencia a un elemento de tipo tipo.
La estructura de datos tEP está formada por los campos:
NGL: nat ; número de objetivos padre del punto de entrada.
NA: nat ; número de argumentos del punto de entrada
GL: setNGL(rtGL) ; referencias a todos los objetivos padre.
IND: .nat ; indica el número de argumento a partir del cual realizar
la indexación (en caso de no realizarse indexación el
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valor del campo es NO_IND)
NT: nat ; en caso de indexación, contiene el número de términos
distintos que deben comprobarse.
LTERM: list^TÍTP) ; en caso de indexación, contiene los términos que se
deben comprobar en tiempo de ejecución.
NCL: listjyjYÌnat) ; especifica el número de cláusulas a probar para cada
uno de los términos que se utilizan en la indexación.
En caso de no realizarse indexación, la lista está for-
mada por un sólo elemento.
LCL: HstNT(listjvjcL(rtCL)); en caso de indexación, contiene la lista de cláusulas
asociada a cada término; cuando no se realiza
indexación, está formado por un único elemento que
especifica la lista de cláusulas candidatas a unificar
NSOL: rtRN ; contiene una referencia al resultado de NSOL_EP.
IN_ARG: listNA(rtRT) ; contiene referencias al resultado de la función
IN_EP_ARG para cada uno de los argumentos.
IN_ALIAS: rtAL ; referencia a los alias existentes en los argumentos en
el inicio de la ejecución del punto de entrada.
OUT_ARG: HstNA(rtRT) ; resultado de la función OUT_EP_ARG para cada uno
de los argumentos de entrada.
OUT_ALIAS: rtAL ; referencia a los alias existentes en los argumentos des-
pués de ejecutar el punto de entrada.
La estructura de datos tCL está formada por los campos:
EP: rtEP ; referencia al punto de entrada de la cláusula.
NGL: nat ; número de objetivos en el cuerpo.
NVR: nat ; número de variables definidas en la cláusula.
ARG: listNA(ep)(rtTP) ; lista de referencias a los términos Prolog correspon-
dientes a los argumentos de la cabecera de la cláusula.
GL: HstNGL(rtGL) ; lista de referencias a los objetivos del cuerpo.
LVR: HstNVR(rtVR) ; lista de referencias a la información de las variables.
SUCC_F: rtDS ; referencia a la definición de la función SUCC_CL.
SUCC: rtRS ; referencia al resultado de la función SUCC_CL.
OUT_ARG_F: listNA(ep)(rtDT); lista de referencias a las definiciones de las funció-
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nés OUT_CL_ARG, una para cada argumento.
OUT_ARG: HstNA(ep)(rtRT); lista de referencias al resultado de OUT_CL_ARG.
OUT_ALIAS: rtAL ; referencia a los alias existentes en los argumentos des-
pués de ejecutar la cláusula.
INEP_ARG: listjxjA(ep)(rtRT); resultados de las funciones INEP_CL_ARG, uno para
cada argumento.
La estructura de datos tGL está formada por los campos:
CL: rtCL ; referencia a la cláusula a la que pertenece el objetivo.
NA: nat ; número de argumentos.
ARG: list^AÍrtTP) ; lista de referencias a los términos Prolog correspon-
dientes a los argumentos del objetivo.
IN_ARG_F: listNA(rtDT) ; lista de referencias a las definiciones del cuerpo de las
funciones IN_GL_ARG.
IN_ARG: HstNA(rtRT) ; lista de referencias al resultado de las funciones
IN_GL_ARG.
IN_ALIAS: rtAL ; referencias a los alias existentes en los argumentos.
VAR_F: listjx|YR(QL)(rtDT); lista de referencias a las definiciones del cuerpo de las
funciones IN_GL_VAR.
VAR: listNVR(CL)(rtRT) ; lista de referencias al resultado de las funciones
IN_GL_VAR.
VAR_ALIAS: listNVR(CL)(rtAL); lista de alias correspondiente a cada variable de la
cláusula a que pertenece el objetivo.
INEP_ARG: list(rtRT) ; resultados de las funciones INEP_GL_ARG.
ATTR: enum ; atributo de indeterminismo del objetivo.
La estructura de datos tVR está formada por los campos:
CL: rtCL ; referencia a la cláusula en que es visible la variable.
T_STA: enum ; tipo estático de la variable.
DEP: rtRD ; dependencias de la variable.
OUT_F: rtFT ; referencia al cuerpo de la función OUT_CL_VAR.
OUT: rtFT ; referencia al resultado de la función OUT_CL_VAR.
TJDYN: enum ; tipo dinámico de la variable.
El resto de estructuras de datos son descritas en el apartado 5.3.5.
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5.3.3 Representación de PRG
PRG se encuentra almacenado de forma distribuida entre las diferentes zonas de memoria que
se han descrito anteriormente. Los puntos de entrada, las cláusulas y los objetivos de que consta
un programa se acceden a partir de las estructuras de datos almacenadas en EP, CL, GL, VR
y TP.
La información relacionada con un punto de entrada se accede mediante una referencia
a una estructura de datos tEP. Esta estructura permite conocer el número de argumentos que
tiene el punto de entrada, la función de indexación si es definida, y la lista de cláusulas alter-
nativas para resolver los objetivos padre que tiene asociados.
La información relacionada con cada cláusula del programa se accede mediante una refe-
rencia a la estructura de datos tCL asociada. Esta estructura permite conocer cada uno de los
términos Prolog de los argumentos de la cabecera y la lista de objetivos del cuerpo de la cláusula.
La información relacionada con cada objetivo de un programa se accede mediante una
referencia a la estructura de datos tGL asociada. Dicha estructura permite conocer los términos
Prolog utilizados como argumentos en el objetivo y la referencia a su punto de entrada.
5.3.4 Representación de INFO
INFO contiene una función ATTR para cada objetivo del programa y una función TYPE para
cada variable del programa. El cuerpo de estas funciones se representa mediante código que
será ejecutado durante las operaciones de la interpretación abstracta.
El resultado de la función ATTR se almacena en el campo ATTR de la estructura tGL
asociada a cada objetivo.
El resultado de evaluar la función TYPE se almacena en el campo T_DYN de la estructura
tVR asociada a cada variable en cuestión.
5.3.5 Representación de FUNCT
Obsérvese que las funciones FUNCT están distribuidas en distintas estructuras de datos según
correspondan a información a calcular referente a un punto de entrada, a una cláusula, a un
objetivo o a una variable. En primer lugar, es importante recordar que en cada una de estas
funciones debe establecerse el dominio del resultado y la definición del cuerpo. Por ello, a
nivel arquitectónico se divide la descripción de la representación de estas funciones en dos
partes: representación del resultado y representación del cuerpo.
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5.3.5.1 Representación del resultado
El resultado de las funciones FUNCT se representa mediante estructuras de datos tRN, tRS
y tRT, según la función evalúe a un elemento del dominio nsol, suec o dterm, respectivamente.
Cada una de estas estructuras de datos almacena dos campos: el campo RES contiene el
valor del resultado y el campo STA contiene el estado en que se encuentra su evaluación. Una
función puede estar en 3 estados: (i) DEFINED, corresponde al estado inicial en que todas las
funciones están pendientes de ser evaluadas; (ii) EVALUATING, la función está en proceso de
evaluarse, y aún necesita el cálculo de otras funciones para su evaluación final; y (iii) EVALUA-
TED, la función ya está calculada. En relación al resultado, a continuación se establece el dominio
de salida que poseen los cuatro tipos de funciones.
El dominio de la función SUCC_CL (tipo succ) sigue el siguiente formato general:
succ = (sol, (op, i, dterm), ..., (op, i, dterm), side_effects)
cuyo significado se interpreta a partir del elemento sol, que puede tomar los valores YES, NO,
O UNKNOWN.
• YES: Establece que la cláusula conduce a una solución. Para este valor se permite
indicar la conjunción de condiciones que deben cumplir los argumentos de entrada
para que la cláusula sea solución de un objetivo. Estas condiciones se establecen
mediante un operador op (los operadores permitidos se definen en el siguiente sub-
apartado) que, aplicado sobre el argumento i, debe evaluar a un dominio de términos
concreto dterm (ver dominio dterm).
• NO: Asegura que la cláusula va a fracasar en resolver cualquier objetivo. Este valor
permite la creación de nuevos puntos de entrada en los cuales se evita la ejecución
de este tipo de cláusulas. No obstante, hay que tener en cuenta la existencia de
predicados Prolog predefinidos que ocasionan efectos laterales. Por ello, únicamente
puede eliminarse la cláusula cuando dicha cláusula está libre de efectos laterales,
es decir, cuando side_effects está desactivado.
• UNKNOWN: Significa que no se puede asegurar si la cláusula va a tener éxito o va a
fracasar en la resolución de un objetivo. Este valor se define para todas las funciones
pertenecientes a FUNCT debido a que el nivel de detalle con que se realiza la
interpretación abstracta puede no ser lo suficientemente elevado como para poder
discernir un valor más exacto.
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El dominio de la función NSOLJEP (tipo nsol) especifica el número de soluciones que
se obtendrán en la satisfacción de cualquier objetivo padre de un punto de entrada. El formato
general de los valores pertenecientes a este dominio sigue el mismo patrón que el dominio del
tipo succ:
nsol = (num, (..., (op, i, dterm), ...), side_effects)
cuyo significado también se interpreta a partir del elemento num, que puede tomar los valores
ZERO, ONE, MORE_THAN_ONE O UNKNOWN:
• ZERO: El punto de entrada no conduce a calcular ninguna solución.
• ONE: Únicamente una cláusula del punto de entrada puede tener éxito. Al igual que
en el dominio de succ, se permiten indicar las condiciones que deben cumplir los
argumentos de entrada para poder obtener dicha solución.
• MORE_THAN_ONE: El punto de entrada puede tener más de una solución. También se
permite especificar las condiciones que aseguran que el punto de entrada es inde-
terminista para una determinada activación de un objetivo padre.
El dominio de las funciones que evalúan a dterm, es decir, a un subconjunto del universo
de Herbrand que puede poseer un argumento o una variable en tiempo de ejecución real, viene
simbolizado por:
dterm = (dt, nb)
donde el elemento dt tiene como objetivo identificar el tipo de datos y el elemento nb tiene
como objetivo especificar si el término es el mismo para todos los caminos recorridos o son
visibles términos diferentes en cada camino. Estos dos elementos especifican siempre el caso
peor que puede presentar en tiempo de ejecución un argumento o una variable en todas las
posibles activaciones de los puntos de entrada, cláusulas y objetivos involucrados. Debe obser-
varse que la definición concreta de los valores que puede tomar el dominio de salida de esta
función caracterizan el grado de refinamiento de la información que se obtiene mediante la
interpretación abstracta.
Los valores concretos que pueden corresponder a nb son:
• SINGLE: En tiempo de ejecución únicamente va a ser visible un término.
• MÚLTIPLE: En cada uno de los caminos recorridos es visible un término distinto.
Los valores concretos que pueden corresponder a dt son:
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• ALL: Corresponde al caso general en que el tipo de datos es cualquiera de los cuatro
tipos soportados: constantes, estructuras, listas o variables.
• GND: Corresponde a un término que no posee variables libres (término básico).
• VAR: Corresponde a una variable libre.
• CON (VAL): Corresponde a una constante. En este tipo se añade el argumento VAL,
que indica el valor que tiene la constante cuando todas las activaciones coinciden
de valor o la marca UNKNOWN cuando puede variar el valor de la constante según la
activación.
• STR(FUNCTOR, ELEM): Corresponde a una estructura. En este tipo se añade el valor
del functor y una especificación del dominio de términos que engloba a todos los
elementos de la estructura.
• LSTÍELEM): Corresponde a una lista. Se añade una especificación del dominio de
términos que poseen los elementos de la lista.
El tipo LST especifica el caso general de una lista que puede contener desde O elementos
(lista vacía) hasta un cierto número variable de elementos. A su vez, el cdr de la lista puede
corresponder al caso general en que corresponde a cualquier tipo de datos soportado. Siempre
que sea posible se permite restringir la información de la siguiente manera:
• LSTO: El término es una lista vacía.
• LST+: El término es una lista de 1 elemento como mínimo.
• LSTc: El término es una lista en la que todos los cdr corresponden a otra lista que
referencia el resto de elementos.
• LST+C: Engloba los dos casos anteriores.
El dominio de términos con que se especifican los elementos de los términos estructurados
(ELEM) también contiene una identificación del tipo de datos y del número de vínculos. El tipo
de datos puede corresponder a:
• ALL: Caso general.
• GND: Los elementos son básicos.
• VAR, CON, STR, LST: Especifica un tipo de datos fijo para todos los elementos.
• SGND, LGND: Especifica una estructura o una lista con todos sus elementos básicos.
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Debe observarse que el hecho de no poder asegurar que un término sea básico (contiene
variables libres) dificulta en gran medida el grado de refinamiento en la información que se
obtiene mediante la interpretación abstracta. Esto es debido a que cualquier variable libre en
un término no básico puede estar vinculada a otras variables del programa y, en consecuencia,
cualquier instanciación de estas variables debe ser visible también en el término original. Con
el fin de aumentar el grado de refinamiento de la información se añade información referente
a todos los alias (o elementos vinculados) entre un conjunto de términos relacionados. En este
sentido, las funciones que determinan el dominio de términos asociados a todos los argumentos
de un punto de entrada, cláusula u objetivo contienen una lista de los alias que aparecen. Esta
información se obtiene a través de los campos denominados IN_ALIAS o OUT_ALIAS en las
estructuras de datos tEP, tCL o tGL. El formato general de una lista de alias referentes a
argumentos es el siguiente:
alias = set»( (op,i), ..., (opj) )
donde cada elemento del conjunto especifica todos los términos vinculados a través de argu-
mentos (i, ..., j). Cada operador op permite acceder al propio elemento (i) o, en caso de término
compuesto, permite acceder al car(i), al cdr(i), o especificar un elemento cualquiera de un
término compuesto elem(i).
La lista de alias también es necesaria en aquellas funciones que determinan el dominio
de términos de las variables visibles en una cláusula. Esta información se obtiene mediante el
campo VAR_ALIAS en la estructura tGL. En este caso, el formato es idéntico al de la lista de
alias entre argumentos, donde los operadores op se aplican sobre variables visibles en la cláusula.
5.3.5.2 Representación del cuerpo
La representación concreta de cada una de estas funciones se basa en la distinción de las
funciones según dependan o no dependan del código del programa fuente. La dependencia
respecto al código fuente significa que el cuerpo de estas funciones se define según los argu-
mentos concretos que tenga una cláusula en su cabecera o en sus objetivos.
El cuerpo de las funciones que no dependen del programa fuente se representan mediante
código a ejecutar durante la operación de análisis global o de post-proceso. Puede considerarse
el cuerpo de estas funciones como procedimientos cuya misión es la evaluación de la función
correspondiente. Las funciones que se engloban en este tipo son: NSOL_EP, IN_EP_ARG y
OUT_EP_ARG.
El cuerpo de las funciones que dependen del programa fuente se representa mediante una
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estructura de datos que almacena el árbol asociado al cuerpo de la función. Entre las funciones
de este tipo se encuentra la función que determina las condiciones de éxito de una cláusula
(SUCC_CL), almacenadas en estructuras de datos tDS; y el resto de funciones FUNCT no
mencionadas en el párrafo anterior, que calculan un subconjunto del universo de Herbrand (tipo
dterm) asociado a un argumento o una variable, almacenadas en estructuras de datos tDT.
En el cuerpo de las funciones FUNCT pueden aparecer constantes (corresponden al domi-
nio de salida de la función), operadores (permiten realizar transformaciones entre constantes
del dominio) y otras funciones pertenecientes a FUNCT (según las dependencias que presente
el programa). A continuación se detallan los operadores permitidos en estas funciones.
El cuerpo de la función NSOL_EP consta únicamente de un operador:
• or (list (suce) ) :nsoi. El operador or recibe como argumentos las condiciones de
éxito de las cláusulas que forman un punto de entrada y calcula el número de
soluciones del punto de entrada.
En el cuerpo de las funciones SUCC_CL pueden aparecer los siguientes operadores:
• uni f (dterm, dterm) : succ. Establece las condiciones que deben cumplirse para que
los dos argumentos del operador unifiquen.
• and (succ, succ ) : succ. Establece la conjunción de las dos condiciones de éxito
indicadas por los dos argumentos del operador.
Los operadores que pueden intervenir en las funciones que evalúan sobre el dominio
dterm son los siguientes:
• uni f (dterm, dterm) : dterm. Establece el dominio de términos resultante después
de unificar los dos dominios de términos que indican los argumentos del operador.
• union (list (dterm) ) ¡dterm. Establece el dominio de términos que engloba a la
lista de dominios de los argumentos.
• intersectiondist(dterm) ) :dterm. Establece el dominio de términos común a
toda la lista de dominios de los argumentos.
• cdr (dterm) : dterm. Retorna el dominio de términos del cdr asociado a la lista que
tiene como argumento.
• car (dterm) : dterm. Retorna el dominio de términos del car asociado a la lista que
tiene como argumento.
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• eiem(dterm) rdterm. Retorna el dominio de términos de los elementos del término
estructurado que tiene como argumento.
• val (dterm, gì ) : dterm. A partir de un dominio de términos, que puede corresponder
a un término no básico, evalúa un nuevo dominio de términos aplicando todos los
alias de las variables libres que aparecen, obtenidos hasta después de haber ejecutado
el objetivo gl.
5.4 Realización del pre-proceso
El objetivo de esta operación es inicializar los elementos que forman el estado de la ejecución.
PRG contiene inicialmente tantos puntos de entrada como procedimientos tiene el pro-
grama Prolog fuente. En cada punto de entrada no se realiza indexación y la lista de cláusulas
candidatas sigue el orden textual de aparición de cada cláusula del procedimiento.
Las funciones pertenecientes a INFO se inicializan a UNKNOWN o al valor que proporcione
el programador, si ha introducido las directivas pertinentes.
Se establece la definición de las funciones FUNCT que dependen del programa Prolog y
se inicializa su resultado a DEFINED. En concreto, se reservan las estructuras de datos necesarias
en cada una de las memorias e inicializa su contenido según se ha establecido en la definición
del cuerpo de las funciones FUNCT. La generación del grafo de cada una de las funciones se
realiza mediante un análisis local de las cláusulas que forman el programa.
En el apéndice B se muestra un ejemplo con la definición de funciones FUNCT asociadas
a los puntos de entrada, cláusulas y objetivos de un determinado procedimiento.
5.5 Realización del análisis global
El objetivo de esta operación es la evaluación de las funciones FUNCT.
La evaluación de una función FUNCT para unos parámetros de entrada concretos no se
realiza hasta que todas las funciones de que depende, conocidas a partir de la definición del
cuerpo de la función, están evaluadas. Por otra parte, la evaluación de los operadores que
pueden aparecer en la definición de una función se realiza mediante tablas que especifican el
valor de su resultado para todos los posibles valores que pueden poseer los opérandes.
En consecuencia, la evaluación de todas las funciones FUNCT se realiza a partir de la
necesidad de evaluar inicialmente el número de soluciones (función NSOL_EP) de todos los
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DEFINICIÓN EVALUACIÓN
F = or(const,op(F)) >- F = const
F = or(const, op(const))
FI = consti
F l = or(const l, op 1 (F2)) F2 = const2
F2 = or(const2, op2(Fl)) ^ F1 = or(constl, op2(F2)F
 F2 = or(const2,opl(Fl)
... (repetir los dos últimos pasos
... hasta encontrar el punto fijo)
Figura 5.4: Evaluación de funciones FUNCT con dependencias recursivas.
objetivos que forman la pregunta del programa. La evaluación de estas funciones implica la
evaluación de todas las funciones que dependen de ellas y para todos los posibles parámetros
de entrada. Las funciones que no necesitan evaluarse para obtener el resultado de NSOL_EP
son INEP_GL_ARG y INEP_CL_ARG. Estas funciones son evaluadas posteriormente.
Un punto importante en la evaluación de las funciones es la detección de posibles ciclos
debido a la presencia de recursividad en el programa. Cuando se detectan ciclos cerrados en
la definición de una o más funciones, debe realizarse la evaluación de dichas funciones. Para
ello, en primer lugar se aplican los valores terminales para la función y, posteriormente, se
aplica el operador que los modifica según la recursividad que presente la función. La figura
5.4 muestra dos ejemplos con recursividad en la definición de varias funciones. En el primer
caso una función F depende únicamente de si misma, mientras que en el segundo caso dos
funciones FI y F2 dependen entre si. En ambos casos se detalla la secuencia de pasos para
realizar su evaluación.
Por último, la evaluación de operadores unif en funciones que evalúan dterm ocasiona
como efecto lateral la inclusión de los alias que se generan en la estructura de datos asociada
a estas funciones. Se genera un alias siempre que se unifica dos términos que corresponden a
variables libres. La función SUCC_CL también puede generar efectos laterales una vez eva-
luada. Este efecto lateral permite la creación de nuevos puntos de entrada siempre que la función
evalúa a NO, es. decir, la cláusula no soluciona ninguna activación de un objetivo padre.
En el apéndice B se muestra un ejemplo del resultado de funciones FUNCT asociadas a
los puntos de entrada, cláusulas y objetivos de un determinado procedimiento.
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5.6 Realización del post-proceso
El objetivo en realizar esta operación consiste en realizar el resto de transformaciones en el
programa y calcular la información adicional que debe proporcionarse a la siguiente fase de
interpretación real. Para ello, se utiliza el resultado de las funciones evaluadas anteriormente.
El orden en que se realizan las acciones durante este post-proceso es el siguiente: inserción de
operadores de poda, inserción de funciones de indexación, cálculo del atributo de indetermi-
nismo de los objetivos y cálculo del tipo dinámico de las variables.
La inserción de operadores de poda tras la cabecera o un cierto objetivo de una cláusula
se realiza siempre que el resultado de las funciones INEP_CL_ARG y INEP_GL_ARG sea
incompatible con la función SUCC_CL evaluada para el resto de las cláusulas del punto de
entrada. Obsérvese que no es necesario definir ni evaluar estas funciones en la última cláusula
de todos los puntos de entrada.
Posteriormente, se determina la conveniencia de insertar una función de indexación en
cada punto de entrada. Para ello, se utiliza el dominio de términos que poseen los argumentos
de entrada (funciones IN_EP_ARG) y las condiciones de éxito de las cláusulas (funciones
SUCC_CL). Para poder establecer la función de indexación, deben existir argumentos de
entrada, cuyo dominio de términos asegure la eliminación de un cierto número de cláusulas del
punto de entrada. Se escoge el argumento que elimina un número promedio de cláusulas mayor.
Este número promedio se obtiene calculando las cláusulas que se eliminan para cada posible
término del dominio del argumento.
A continuación, se evalúa el atributo de indeterminismo de cada objetivo. Este atributo
se calcula a partir de la función NSOL_EP asociada al punto de entrada del objetivo. Existe
una correspondencia directa entre el resultado de esta función y el atributo. Siempre que la
función NSOL_EP evalúa a MORE_THAN_ONE, el atributo vale NONDET. El atributo es SEMIDET
cuando se cumplen las siguientes condiciones: la función NSOL_EP evalúa a ONE, existe más
de una cláusula alternativa por probar, y las condiciones de éxito de las cláusulas dependen de
argumentos con posibilidad de tener términos distintos en los caminos recorridos (campo nb
del dominio de términos igual a MÚLTIPLE). En cualquier otro caso, el atributo es OTHER. Durante
esta fase del post-proceso, se afina incrementalmente el valor del campo nb de los dominios
de términos por el hecho de establecer que nuevos objetivos pueden ser explorados en anchura.
En concreto, desde el momento en que se vincula una variable a un término dentro del ámbito
de un objetivo al que se recomienda una exploración en anchura (su atributo es igual a NONDET
o SEMIDET), el campo nb de los dominios de términos posteriores en que la variable es visible
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pasa a ser MULTIPLE. Este campo también pasa a ser MULTIPLE siempre que se vincula una
variable a un término que depende de otro con múltiples vínculos (p. ej., en X/car(Y); X/cdr(Y)
y X is Y+l, cuando Y tiene un dominio de términos MÚLTIPLE).
En último lugar, se evalúa el tipo dinámico de las variables del programa. El algoritmo
seguido en esta acción sigue el siguiente orden:
• Se localizan aquellas variables que son consideradas NULAS o SIMPLES siguiendo el
criterio establecido en el apartado 5.2.1. En estos casos, el tipo de exploración de
los objetivos no influye.
• Las variables vinculadas durante la exploración de un objetivo en anchura que se
crean en el momento de activar el objetivo poseen el tipo s/M(TRAVERSAL).
• Las variables que se han vinculado a términos que dependen de otras variables
múltiples pasan a ser de tipo S/M y se añaden en las condiciones de este tipo las
referencias a las variables de que dependen.
• El resto de variables poseen el tipo MÚLTIPLE.
5.7 Realización de la compilación
La última fase de la interpretación abstracta consiste en la traducción del programa Prolog
transformado (PRG) y la información adicional obtenida (INFO):
PRG = fep, epj
EP = { [el, clj] I (arg, {{term¡,[cln,..., cl,j]} ftermn,[cln, clnj]} } }
CL = [hd, gl,, ..., glk]
HD = [arg,, ..., arghg]
GL = (eph [arg], .... arggt]}
INFO = {
ATTR(gl) = {NONDET, SEMIDET, OTHER)
TYPE(var) = (VOID, SINGLE, S/M(traversal,{var}), MULTIPLE}
}
en el formato adecuado para su posterior interpretación real. Este formato se denomina MAM
(Máquina Abstracta de Multipath) y está constituido por un conjunto de instrucciones, directa-
mente interpretables, cuya semántica permite realizar las operaciones del modelo de ejecución
de la interpretación real. Las instrucciones MAM se dividen en instrucciones de control (en la
tabla 5.1) e instrucciones de unificación (en la tabla 5.2). Los siguientes apartados están dedi-
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cados a identificar los elementos considerados hasta ahora durante la interpretación abstracta
(PRG e INFO) con sus correspondientes instrucciones MAM. Esta descripción se realiza para
un punto de entrada del programa. Téngase en cuenta que un programa está formado por un
conjunto de puntos de entrada.
5.7.1 Indexación
Un punto de entrada contiene opcionalmente una función de indexación que, aplicada sobre
uno de los argumentos del objetivo padre, indica la lista de cláusulas susceptibles de poder
unificar.
La función de indexación se especifica con las instrucciones englobadas en el tipo
INDEXACIÓN. El formato general de un punto de entrada es el siguiente:
CÓDIGO DE OPERACIÓN
INDEXACIÓN
SELECCIÓN DE CLAUSULAS
ACTIVACIÓN DE OBJETIVOS
ARGUMENTOS
switch-on-term
switch-on-constant
switch-on-structure
Xi, Lv/F, Lc/F, Ll/F, Ls/F
NumTc, LTc
NumTs, LTs
try-me-else
retry-me-else
trust-me
try
retry
trust
Lr
Lr
Leí
Leí
Leí
cali
call-nondet
call-semidet
exec
exec-nondet
exec-semidet
allocate
deallocate
proceed
escape
exit
Lep,N
Lep, N
Lep,N
Lep
Lep
Lep
Built-in
Tabla 5.1: Instrucciones de CONTROL
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Lep: SWITCH-ON-TERM (Xi, Lvar/FAIL, Lcnt/FAIL, Llst/FAIL, Lstr/FAIL)
Lvar: lista de cláusulas
List: lista de cláusulas
Lent: SWITCH-ON-CONSTANT (NumTc, LTc)
Ltc:
{ constante¡, Lcon¡ }
Lcon¡: lista de cláusulas
Lstr: SWITCH-ON-STRUCTURE (NumTs, LTs)
Lts:
{ functoFj, Lstr¡ }
Lstr¡: lista de cláusulas
donde la primera instrucción especifica el argumento sobre el que se realiza la indexación y
las etiquetas de las listas de cláusulas a tratar según el tipo de datos que posea este argumento.
Los tipos de datos que se consideran son variables, constantes, listas y estructuras. También se
permite especificar la posibilidad de fracaso para un tipo de datos en concreto. Si el tipo de
datos es constante o estructura, existen dos instrucciones adicionales que permiten especificar
la lista de cláusulas para cada constante o nombre de estructura (functor) específico en que se
puede diferenciar un número diferente de cláusulas a unificar.
Es conveniente recordar que la indexación es una optimización que también se aplica en
la WAM, pero que no se introdujo en la descripción hecha en el capítulo 2 para facilitar su
resumen y centrarse únicamente en los aspectos específicos de realización del modelo de eje-
cución convencional de Prolog. La diferencia existente en la indexación realizada en la MAM
respecto a la WAM radica en la posibilidad de aplicarla sobre aquel argumento que permite
eliminar un mayor número de cláusulas. En la WAM, la indexación se aplica implícitamente
sobre el primer argumento.
5.7.2 Lista de cláusulas
La lista de cláusulas (referenciada por la etiqueta de salida de la indexación o por la etiqueta
del punto de entrada en caso de no realizar la indexación) se identifica mediante instrucciones
del tipo SELECCIÓN DE CLÁUSULAS. El formato general para representar una lista de cláu-
sulas admite dos posibilidades:
Label: TRY-ME-ELSE (Lrl)
Leí]: cláusula 1
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Lrj: RETRY-ME-ELSE (Lri)
Lcl¡: cláusula i
TRUST-ME
Lcln: cláusula n
o bien
Label TRY (Lcl^
RETRY (Lcl¡)
TRUSTn (Lcln)
Lcl¡: cláusula i
donde la primera cláusula candidata a unificar se especifica con la instrucción TRY-ME-ELSE
o TRY. La diferencia entre ambas instrucciones consiste en identificar la situación en que el
código de la cláusula esté almacenado de forma contigua a la instrucción (con TRY-ME-ELSE)
o en cualquier otra dirección de la memoria (con TRY). Esta última opción permite compartir
el código de una cláusula en más de un punto de entrada. La última cláusula se especifica con
la instrucción TRUST-ME o TRUST y las restantes cláusulas con instrucciones RETRY-ME-
ELSE o RETRY.
5.7.3 Cláusula
Cada cláusula se identifica por una etiqueta (Lcl¡), y está formada por instrucciones que repre-
sentan la cabecera y el cuerpo de la cláusula. Adicionalmente, se introducen instrucciones
ALLOCATE, DEALLOCATE y PROCEED. La estructura general de una cláusula es:
Lcl¡: ALLOCATE
cabecera de la cláusula
objetivo 1 del cuerpo de la cláusula
objetivo j-1 del cuerpo de la cláusula
DEALLOCATE
objetivo j del cuerpo de la cláusula
Las instrucciones ALLOCATE y DEALLOCATE sirven para reservar y eliminar el espacio
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de memoria (denominado entorno) necesario para almacenar las variables permanentes. Por
ello, estas instrucciones sólo deben usarse cuando la cláusula contiene variables permanentes.
Por otra parte, en la MAM, al igual que en la WAM, también se realiza la optimización de la
última llamada (LCO) consistente en eliminar el entorno de una cláusula antes de activar el
último objetivo de su cuerpo. El objetivo de esta optimización es reducir el espacio de memoria
necesario para los procedimientos con recursividad de cola, de forma que se requiere un espacio
similar al que se utilizaría en un procedimiento iterativo.
Sin embargo, esta optimización introduce un posible conflicto en aquellas variables per-
manentes que son libres y que se almacenan en un entorno que es eliminado por causa de esta
optimización. En todas los accesos a estas variables o a variables que tengan como vínculo a
estas variables se produciría una referencia a una posición de memoria inexistente. Este tipo
de variables permanentes se denominan inseguras. Existen dos situaciones que pueden provocar
el acceso a una variable insegura:
• La referencia a una variable permanente en un argumento del último objetivo de la
cláusula.
• La referencia, en un elemento de un término estructurado, a una variable que puede
estar vinculada a un término creado antes de ejecutar la cláusula.
Las referencias a estas variables se realiza con instrucciones especiales, que serán descritas más
adelante.
Cuando la cláusula contiene únicamente una cabecera, la estructura del código MAM es:
Lcl¡: cabecera de la cláusula
PROCEED
5.7.4 Cabecera de una cláusula
La especificación de los argumentos de la cabecera de una cláusula se realiza mediante ins-
trucciones del tipo UNE En la tabla 5.2 se enumeran todas las instrucciones de este tipo.
Existen distintas instrucciones UNF para representar los posibles términos de los argumentos
que pueden aparecer en la cabecera. A su vez, existen instrucciones diferentes para representar
un mismo término con el objetivo de especificar la información detectada durante el análisis
global del programa acerca del tipo de datos de los argumentos de los objetivos padre.
La información que se ha obtenido mediante la interpretación abstracta y que va a ser
usada en la generación de código MAM es:
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CÓDIGO DE OPERACIÓN ARGUMENTOS
UNF
unf_i_{ix/y}
unf_i_create- var- { x/y }
unf_i[/-tv]_con
unf_ix[/-tnv/-tl/-tv]_ref-lst
unf_ix[/-tnv/-tv]_ref-str-ftr
Xi, {Xij/Yn}
Xi, {Xj/Yn}
Xi, Cnt
Xij
Xij, Ftr
UNF_ARG: modo READ o WRITE
unf/create-arg_{ix/y/uns-ix/uns-y}
unf/create-arg_create-vr[s/m/x/v]-{x/y/a}
unf/create-arg_cnt
{Xij/Yn/Xij/Yn}
{Xj/Yn/k}
Cnt
UNF ARG: modo READ
unf-arg_{ix/y/uns-ix/uns-y}
unf-arg_create-var- { x/y /a }
unf-arg[/-tv]_con
unf-arg[/-tnv/-tl/-tv]_ref-lst
unf-arg[/-tnv/-tv]_ref-str-ftr
{Xij/Yn/Xij/Yn}
{Xj/Yn/k}
Cnt
Ftr
PUT I
put_{ ix/y/uns-y }_i
put_create- vr[s/m/x]- { x/y }_i
put_con_i
put_ref-lst_i
put_ref-str-ftr_i
set-s/m
{Xij/Yn/Yn},Xi
(Xj/Yn},Xi
Cnt, Xi
Xi
Ftr, Xi
Bool, NX, Ny, ..., Xj, ..., Yn,...
CRÉATE ARG: modo WRITE
create-arg_{ ix/y/uns-ix/uns-y }
create-arg_create-vr[s/m/x/v]- { x/y /a }
create-arg_con
create-arg_ref-lst
create-arg_ref-str-ftr
{ Xij/Yn/Xij/Yn }
{Xi/Yn/k}
Cnt
Ftr
Tabla 5.2: Instrucciones de UNIFICACIÓN
Tipo estático de las variables que aparecen en la cláusula. Según este tipo, las varia-
bles se clasifican en anónimas, temporales y permanentes.
Tipo dinámico de las variables. Según este tipo, las variables pueden ser nulas,
simples, s/m o múltiples.
Dominio de términos asociado a los argumentos reales de entrada a la cláusula. El
dominio de términos tal como se ha definido en la interpretación abstracta intenta
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concretar el tipo de datos y especificar si el término es básico. Los valores que se
utilizan durante la compilación son: término general, variable libre, término instan-
ciado (no variable libre), y lista no vacía.
La información especificada en el segundo punto debe conocerse necesariamente ya que
el modelo arquitectónico establece que el tipo dinámico de una variable ha de decidirse en el
momento de su creación. Sin embargo, la información especificada en el tercer punto es tratada
como una optimización del código generado. Por el hecho de restringir el dominio de términos
asociado a los argumentos reales es posible simplificar el algoritmo general de unificación. El
criterio utilizado durante la compilación consiste en utilizar instrucciones específicas para anotar
información calculada en la interpretación abstracta siempre que repercutan en disminuir el
grado de complejidad del algoritmo de unificación general.
Para describir el código MAM asociado a la cabecera de cláusula, se particulariza con la
siguiente cabecera, que pretende abarcar los diferentes casos que pueden producirse:
h(A, 1, [BIC], B, s(a,[l,2])) :- . . .
Primer argumento (A)
El primer argumento corresponde a una variable. El tipo dinámico de la variable es simple ya
que esta variable únicamente debe almacenar un vínculo hacia el correspondiente argumento
de entrada. Según el tipo estático de la variable, las posibles codificaciones son las siguientes.
Si la variable es anónima (se podría haber escrito como "_")> no hace falta ninguna instrucción
para representarla. Si la variable es temporal, se representa como
unf_i_create-var-x (XI, Xj)
teniendo en cuenta que esta instrucción no sería necesaria si el primer argumento no se modifica
antes de utilizar la variable A en el primer objetivo del cuerpo de la cláusula. Si la variable
es permanente se representa como
unf_i_create-var-y (XI, Yn)
En adelante, la notación utilizada para indicar la posibilidad que una variable sea temporal
o permanente consiste en agrupar entre llaves las diferentes opciones. De esta forma, la repre-
sentación general del primer argumento, teniendo en cuenta que la variable que se crea puede
ser temporal o permanente, es
unf_i_create-var-{x/y} (XI, {Xj/Yn})
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Segundo argumento (1)
El segundo argumento es una constante numérica. El código MAM depende de la información
obtenida acerca del dominio de términos del argumento de entrada asociado.
Si este argumento corresponde a cualquier término Prolog, se representa como
unf_i_con (X2, &1)
Si el argumento es una variable libre, se representa como
unf_i-tv_con (X2, &1)
La notación utilizada para simbolizar distintas alternativas del código de operación que
comparten los mismos opérandes consiste en agrupar las alternativas entre corchetes. De esta
forma, la representación general del segundo argumento es
unf_i[/-tv]_con (X2, &1)
La ventaja de poder identificar la segunda situación consiste en asegurar que la unificación
nunca puede fracasar.
Tercer argumento ([BiCJ)
El tercer argumento corresponde a una lista en la que tanto su car como su cdr corresponden
a dos variables.
El siguiente código MAM refleja la situación general, sin información adicional acerca
del dominio de términos del argumento de entrada correspondiente:
unfjx_ref-lst (X3)
unf/create-arg_create-vrs-{x/y} ({Xj/Yn})
unf/create-arg_create-vr[s/m/x/v]-{x/y/a} ({Xj/Yn/1})
donde la primera instrucción especifica la unificación del tercer argumento con una referencia
a una lista y las dos siguientes instrucciones realizan la unificación con el car y el cdr de la
lista. La unificación de los elementos de términos estructurados se efectúa con instrucciones
UNF/CREATE-ARG. Estas instrucciones tratan los dos posibles modos de unificación de ele-
mentos de términos estructurados, según si el correspondiente elemento del argumento de
entrada ya está creado (modo READ) o si el elemento debe crearse debido a que el argumento
de entrada corresponde a una variable libre (modo WRITE) [80].
Siguiendo con el ejemplo, el primer elemento (car) corresponde a una variable simple ya
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que aparece también en otro argumento de la cabecera, en concreto, el cuarto. En caso que la
unificación de la lista se efectúe en modo WRITE, la variable a crear poseerá un único vínculo
que corresponde al término que posea el cuarto argumento de entrada.
En el segundo argumento (cdr) debe considerarse la posibilidad de tener que crear una
variable si la unificación se realiza en modo WRITE. En este momento, se utiliza la información
obtenida acerca del tipo dinámico de la variable. En el ejemplo se ha especificado la notación
general ([s/m/v/x]), que considera las cuatro posibilidades: la variable es simple (s); la variable
es múltiple (m); la variable es nula (v) o la variable es s/m (x). En este último caso, las
condiciones se comprueban antes de crear la variable mediante instrucciones SET-S/M, que
determinan el tipo concreto (simple o múltiple) que debe poseer la variable en tiempo de eje-
cución. Esta instrucción tiene como argumentos el número de variables temporales y perma-
nentes de que depende la variable, así como sus referencias, y un booleano que indica si depende
del tipo de exploración del siguiente objetivo a ejecutar.
Independientemente del tipo dinámico de la variable, ésta puede ser temporal, permanente
o anónima, según la clasificación estática. La notación utilizada en el código de operación es
{x/y/a}. Cuando la variable es temporal, el operando de la instrucción especifica un registro
Xj; cuando es permanente, el operando es Yn; y cuando es anónima, el operando (k) indica el
número de elementos consecutivos del término estructurado que se deben unificar.
Si el dominio de términos de este argumento del objetivo padre corresponde a una lista
no vacía (ti) o a un término no variable (tnv), se asegura que el modo de unificación es READ.
Existen instrucciones específicas de unificación de argumentos cuando el modo es READ. En
estas instrucciones no es necesario especificar el tipo dinámico de las variables ya que se calcula
siempre en tiempo de ejecución. Otra ventaja adicional que se obtiene cuando el término es
una lista no vacía, consiste en asegurar que la unificación con una referencia a lista nunca
puede fracasar. En estos dos casos, la representación de este tercer argumento se realizaría con
las siguientes instrucciones:
unf_ix[-tl/-tnv]_ref-lst (X3)
unf-arg_create-var-{x/y/a} (Xj/Yn/1)
unf-arg_create-var-{x/y/a} (Xj/Yn/1)
Si el dominio de términos de este argumento del objetivo padre es una variable libre (tv),
se garantiza que el modo de unificación es WRITE y, por tanto, se deben crear los elementos
de la lista. Por otra parte, cuando el modo de unificación es WRITE se asegura que nunca va
a fracasar la unificación de la variable libre correspondiente al argumento real con el término
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estructurado de la cabecera. Esta información es importante a la hora de realizar las operaciones
de unificación en el modelo propuesto ya que evita tener que sincronizarse con la finalización
de las unificaciones que, de forma concurrente, se ejecutan para cada camino recorrido. En esta
situación, la codificación se realiza con las siguientes instrucciones:
unfjx-tv_ref-lst (X3)
create-arg_create-vrs-{x/y/a} (Xj/Yn/1)
create-ar&_create-vr[s/m/x/v]-{x/y/a} (Xj/Yn/1)
Cuarto argumento (B)
El cuarto argumento de la cabecera ejemplo, corresponde a una variable existente también en
la cabecera que ya ha sido unificada previamente. El tratamiento general es el siguiente:
unfJL{ix/y} (X4, {Xj/Yn})
donde la variable temporal o permanente {Xj/Yn} debe coincidir con la variable que se haya
utilizado en la instrucción anterior de unificación.
Existe otra posibilidad de codificar la misma situación con una instrucción menos. Res-
pecto a la descripción realizada para el tercer argumento, puede evitarse la instrucción anterior
si se substituye la instrucción de creación de la variable del car por una de estas tres instruc-
ciones:
unf/create-arg_uns-ix (X4), unf-arg_uns-ix (X4) o create-arg_uns-ix (X4)
según se trate del modo general de unificación, del modo READ o del modo WRITE, respec-
tivamente. En este caso, debe tenerse en cuenta que la variable apuntada por X4 es insegura:
puede hacer referencia a una variable permanente que está libre, almacenada en un entorno
eliminado o que puede ser eliminado posteriormente debido a la optimización de la recursividad
de cola. La información referente al dominio de términos también se utiliza en estos casos.
Existen tres instrucciones análogas a las anteriores que son utilizadas cuando el dominio del
argumento de entrada no corresponde a una variable libre y, por tanto, no hace falta gestionarla
como insegura:
unf/create-arg_ix (X4), unf-arg_ix (X4) o create-arg_ix (X4)
Quinto argumento (s(a, [1, 2]))
El quinto y último argumento de la cabecera corresponde a una estructura. Sin tener información
específica del dominio de términos del argumento de entrada, su codificación es:
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unf_ix_ref-str-ftr (X5, s/2)
un!7create-arg_con (a)
unfycreate-arg_create-vrs-x (X6)
unfjx_ref-lst (X6)
unf/create-arg_con (&1)
un£^create-arg_create-vrs-x (X7)
unf_!x_ref-lst (X7)
unf7create-arg_con (&2)
unf/create-arg_con ([])
Cuando el argumento de entrada no corresponde a una variable libre, se especifica el
modo READ de unificación. Si a su vez, algún elemento de la estructura vuelve a ser otro
elemento estructurado, se permite indicar el modo de unificación si es conocido:
unf_ix-tnv„ref-str-ftr (X5, s/2)
unf-arg_con (a)
unf-arg-tl_ref-lst
unf-arg_con (&1)
unf-arg-tl_ref-lst
unf-arg_con (&2)
unf-arg_con ([])
Si el argumento corresponde a una variable libre, se utilizan instrucciones de unificación
en modo WRITE. Cualquier otra estructura anidada también puede especificarse de forma segura
en modo WRITE:
unf_ix-tv_ref-str-ftr (X5, s/2)
create-arg_con (a)
create-arg_ref-lst
create-arg_con (&1)
create-arg_ref-lst
create-arg_con (&2)
create-arg_con ([])
Para finalizar este apartado de descripción de la codificación de la cabecera de una cláu-
sula, nótese que el orden de representación de sus argumentos no tiene que realizarse forzosa-
mente en el orden de escritura. Es posible reordenar el código de cada argumento si ello puede
conducir a disminuir el tiempo de ejecución del programa. Las únicas dependencias que hay
que respetar son:
• La instrucción de creación de una variable debe preceder a cualquier instrucción de
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acceso a la misma variable.
• Las instrucciones que manipulan los elementos de términos estructurados deben
seguir el orden textual de dichos elementos.
5.7.5 Cuerpo de una cláusula
La especificación de cada uno de los predicados u objetivos del cuerpo de una cláusula se
realiza mediante las instrucciones del tipo PUT, que especifican sus argumentos, y de la ins-
trucción CALL, que especifica el punto de entrada correspondiente para resolver el objetivo.
En el último objetivo del cuerpo de la cláusula, la instrucción CALL se debe substituir por la
instrucción EXEC.
Existen distintas instrucciones PUT para representar los posibles términos de los argu-
mentos. La tabla 5.2 muestra todas las instrucciones de tipo PUT existentes en la MAM. Las
instrucciones son análogas a las utilizadas en la especificación de la cabecera, pero con la
simplificación que ahora siempre se deben crear los términos, por lo que las unificaciones son
en modo WRITE.
A continuación se describe brevemente la representación de un argumento i del cuerpo
de una cláusula según los cuatros tipo de datos que son soportados.
Si un argumento corresponde a una variable, cabe diferenciar si es la primera vez que se
utiliza (por tanto se crea la variable):
put_create-vr[s/m/x]-{x/y}_i (Xj/Yn, Xi)
donde el tipo de la variable puede simple (s), múltiple (m) o s/m (x).
Si la variable ya ha sido utilizada previamente o aparece en la cabecera de la cláusula
(con lo cual no se debe crear):
put_{ix/y}_i ({Xj/Yn}, Xi)
Si se referencia una variable permanente en el último objetivo de la cláusula, debe utili-
zarse la instrucción que considera el caso de una variable insegura:
put_uns-y_i (Yn, Xi)
En esta última situación, puede utilizarse la instrucción que referencia una variable per-
manente siempre que el dominio de términos de la variable indique que no es libre.
Si un argumento corresponde a un término constante se representa:
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put_con_i (constante, Xi)
Si un argumento corresponde a una estructura se representa:
put_ref-str-ftr_i (functor, Xi)
create-arj»_... (eleni 1)
create-arg_...
create-arg_... (elem aridad)
Si un argumento corresponde a una lista se representa:
put_ref-lst_i (Xi)
create_arg_... (car)
create_arg_... (cdr)
Cuando el último elemento de una lista o estructura es otro término estructurado puede
utilizarse la instrucción:
create-arg_ref-lst o create-arg_ref-str-ftr
para iniciar la descripción de los elementos de la estructura anidada.
Por último, la especificación del punto de entrada correspondiente al objetivo se realiza
de la forma:
call[/-nondet/-semidet] (Lep, N)
donde se observa que el código de operación especifica el atributo de indeterminismo del obje-
tivo (si no se indica nada, se sobreentiende que es OTHER) y el segundo parámetro de la
instrucción (N) indica el número de variables permanentes existentes en ese momento en el
entorno. Se utiliza la misma optimización que en la WAM (environment trimming) consistente
en numerar las variables permanentes en orden creciente según el objetivo en que se utilizan
por última vez: cuanto antes deja de utilizarse una variable, mayor es su número. De esta forma,
puede disminuir dinámicamente el espacio necesario para almacenar el entorno de una cláusula.
El apéndice B contiene el código MAM completo para uno de los programas benchmark
que se han utilizado en la evaluación del sistema Multipath.
5.8 Resumen y contribuciones
En este capítulo se ha descrito la fase de interpretación abstracta del Modelo Arquitectónico
de Multipath. La misión de esta fase es realizar un análisis global de determinismo y de tipos
de datos del programa de cara a transformar el código original y calcular información dinámica.
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Este proceso permite optimizar la ejecución real del programa. Se ha descrito también la codi-
ficación de la salida de esta fase mediante instrucciones MAM. El programa obtenido constituye
la entrada de la siguiente fase de ejecución, denominada interpretación real.
Las principales contribuciones que se aportan en esta fase del modelo arquitectónico son
las siguientes:
• Definición de un dominio abstracto de tipos de datos de los argumentos y variables
de un programa, junto con un dominio abstracto de determinismo de los objetivos,
que permiten realizar las acciones propuestas por el modelo de ejecución.
• Definición de las funciones caracterizadoras del análisis de determinismo y de tipos
de datos del programa. Se representan a partir de una compilación abstracta de las
cláusulas que constituyen el programa.
• Evaluación recursiva de todas las funciones caracterizadoras.
• Definición de las instrucciones MAM y la representación de los términos Prolog.
De forma coherente, estos elementos arquitectónicos están integrados dentro de la
fase de interpretación real de un programa, pero necesitan ser conocidos durante la
interpretación abstracta.
6
MODELO ARQUITECTÓNICO DE MULTIPATH:
INTERPRETACIÓN REAL
El modelo de ejecución Multipath descrito en el capítulo 4 establece dos fases de ejecución:
una interpretación abstracta del programa y una posterior interpretación real del programa. El
modelo arquitectónico de la primera fase ha sido descrito en el capítulo 5. En este capítulo se
describe el modelo arquitectónico correspondiente a la fase de interpretación real de un pro-
grama.
El modelo arquitectónico de la interpretación real en el sistema Multipath se basa en el
propuesto por la WAM, al cual se le añaden los elementos propios que facilitan la realización
del modelo de ejecución. Este modelo arquitectónico se denomina Máquina Abstracta de
Multipath (MAM) [124].
La primera característica diferenciadora del modelo propuesto en la MAM es la definición
de dos tipos de motores que colaboran en la ejecución de un programa. La principal ventaja
de definir estos dos tipos de motores radica en la posibilidad de hacer factible tanto una rea-
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lización secuencial como una realización paralela del sistema Multipath, en función de los
recursos que se disponga. El tipo de sincronización entre las tareas a ejecutar por los dos
motores y el acceso remoto a estructuras de datos cumplen una serie de restricciones que
facilitan la realización concreta del sistema en un amplio abanico de arquitecturas paralelas.
En las próximas secciones se introducen los dos tipos de motores existentes en la MAM,
caracterizados por los elementos arquitectónicos que los componen (instrucciones, zonas de
memoria, estructuras de datos y registros), así como los diferentes estados en que se pueden
encontrar. Recuérdese que los términos Prolog soportados se han descrito en el capítulo 5 con
el fin de justificar las acciones a realizar durante la fase de interpretación abstracta. Posterior-
mente, se describe la representación utilizada en la MAM del estado de la ejecución y la
realización las distintas operaciones que lo actualizan. Esta descripción del modelo arquitectó-
nico de la MAM está enfocada a introducir la necesidad de sus elementos arquitectónicos y
ubicarlos correctamente en el motor pertinente.
6.1 Motores
El modelo de ejecución de Multipath permite la explotación del denominado paralelismo de
caminos por la existencia de operaciones a realizar para cada uno de los datos visibles en los
caminos recorridos simultáneamente. El modelo arquitectónico introduce el concepto de moto-
res (engines) como el mecanismo necesario para poder ejecutar las tareas concurrentes existentes
en Multipath y proporciona la potencialidad necesaria para permitir realizaciones concretas del
sistema tanto en arquitecturas secuenciales como en arquitecturas paralelas. Existen dos tipos
de motores (principal y de unificación) que son descritos en los dos apartados siguientes.
6.1.1 Motor Principal (ME)
El Motor Principal, denominado ME, tiene la responsabilidad de controlar la ejecución de
todas las operaciones descritas en el modelo de ejecución. Además, ejecuta totalmente las fun-
ciones que determinan la exploración del árbol de búsqueda y las operaciones que afectan de
forma global a varios caminos de este árbol de búsqueda. Existe un ME en la MAM.
El ME se caracteriza por las zonas de memoria, estructuras de datos y registros que
gestiona (figura 6.1), así como las instrucciones que es capaz de ejecutar (tabla 5.1 y tabla 5.2).
En las siguientes secciones se describe de forma detallada la necesidad de cada una de estas
zonas de memoria. Una primera descripción del uso de estas zonas de memoria es la siguiente:
las memorias CODE y STRINGS almacenan las instrucciones de que consta un programa; la
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Figura 6.1: Elementos arquitectónicos de la MAM distribuidos según pertenezcan al ME o a un UE.
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memoria HEAP almacena términos Prolog estructurados, junto con variables temporales y varia-
bles inseguras; la memoria STACK almacena las estructuras de datos que representan a los
puntos de selección (cp) y a los puntos de indexación (ip), y también almacena las variables
permanentes en las estructuras de datos denominadas entornos (env); la memoria TRAIL alma-
cena direcciones de variables vinculadas que han sido creadas anteriormente a un punto de
selección con alternativas pendientes; y la memoria SBG almacena estructuras de datos deno-
minadas bg, que contienen información asociada a cada objetivo en anchura.
Por otra parte, el ME puede estar en dos estados: RUNNING o SUSPENDED. El registro
STATE indica el estado en que se encuentra el ME. Inicialmente, el estado del ME es RUN-
NING. Las causas que pueden provocar un cambio de estado se describen en las próximas
secciones.
6.1.2 Motor de Unificación (UE)
Un Motor de Unificación, denominado UE, tiene la responsabilidad de ejecutar aquellas ope-
raciones que afectan de forma local a los caminos del árbol de búsqueda. Estas operaciones
son indicadas mediante comandos por el ME. El número de UEs es un parámetro del modelo
arquitectónico denominado NUM_UE. Los UEs no tienen una visión completa del programa
que se ejecuta. Únicamente están a la espera de recibir comandos y procesarlos adecuadamente
para retornar el resultado al ME.
Las zonas de memoria, estructuras de datos y registros que gestionan los UEs se muestran
en la figura 6.1. En una primera visión, cada UE dispone de tres zonas de memoria: HEAP_UE,
que almacena los vínculos de variables múltiples; CTRL_UE, que almacena estructuras de datos,
denominadas cp_ue, para gestionar los puntos de selección; y TRAIL_UE, que almacena las
direcciones de variables múltiples creadas antes de cualquier cp_ue que posea el UE.
El número de caminos que gestiona cada UE es una decisión arquitectónica que influye
notablemente en el rendimiento del sistema. En un primer prototipo se comprobó la pérdida de
rendimiento si cada UE gestiona más de un camino simultáneamente. Por ello, cada UE es
responsable de un único camino y, en consecuencia, el parámetro NUM_UE coincide con el
parámetro NUM_CAMINOS definido en el modelo de ejecución.
El registro STATE_UE almacena el estado de un UE. Los estados en que se puede encon-
trar un UE son:
• CURRENT. El UE está activo y es el responsable de gestionar uno de los caminos
que se recorren simultáneamente.
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• SOLUTION(bg). El UE es el encargado de gestionar un camino que représenta
una solución calculada previamente de un objetivo en anchura (bg). El objetivo en
anchura se identifica por el contenido del registro SWFJQE.
• WAITING(ip,term). El UE se asocia a un término Prolog (term) de un punto de
indexación (ip) que aún falta por explorar. El punto de indexación se identifica a
partir del registro SWF_UE. El término Prolog se identifica mediante el registro
TERM_UE.
• FAILED(cp). El UE se asocia a un camino que ha fracasado pero que tiene puntos
de selección con alternativas aún por explorar. El punto de selección más joven (cp)
está almacenado en el registro SWF_UE.
• AVAILABLE. Correspondiente a un UE que está disponible para ser utilizado en
la exploración en anchura de otro camino del árbol de búsqueda.
En todos los estados, excepto CURRENT, un UE está inactivo o suspendido, en el sentido
que no corresponde a ninguno de los caminos que se recorren simultáneamente. Inicialmente,
existe un UE en estado CURRENT, correspondiente al único camino que se explora en el
momento de comenzar la ejecución del programa, y NUM_UE-1 UEs en estado AVAILABLE,
es decir, disponibles para poder ser utilizados posteriormente en un recorrido en anchura. Las
causas que pueden provocar un cambio de estado se describen en las siguientes secciones.
El ME necesita conocer el número de UEs que están en cada uno de los diferentes estados
para poder decidir el tipo de exploración del árbol. Por ello, existen dos registros NCUE y
ÑAUE que indican el número de UEs en estado CURRENT y AVAILABLE, respectivamente;
y 3 campos (NFUE en un cp; NWUE en cada alternativa de un ip; NSUE en un bg) que indican
el número de UEs en estado FAILED(cp), WAITING(ip.term) y SOLUTION(bg), respectiva-
mente.
6.2 Representación del estado de la ejecución en la MAM
El estado de la ejecución en Multipath se caracteriza por los siguientes elementos:
EJ,R = fBD, OAA, OPA, EAV, AP, COA}
A continuación se describen los elementos arquitectónicos que lo representan y se indica
su ubicación en el motor pertinente.
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6.2.1 Representación de BD
La Base de Datos (BD) está constituida por la salida proporcionada por la interpretación abs-
tracta. Esta información era denominada PRG e INFO a nivel de modelo de ejecución:
PRG =
EP = { [el,,..., clj] I {arg, {{terml·ldu ..... cl ¡j) ..... {termn,[clnl ..... clnj]} } }
CL = [ha, gl¡, .... glk]
HD - [arg j , ..., arg^]
GL = [eph [arg j , ..., arggl]}
INFO = {
ATTR(gl) = {NONDET, SEMIDET, OTHER}
TYPE(var) = {VOID, SINGLE, S/M(traversal, ¡vor}), MULTIPLE)
i
En la MAM, al igual que en la WAM, la BD es activa, por lo que en su representación
se utilizan instrucciones que son interpretadas para realizar las operaciones del modelo de eje-
cución. Las instrucciones MAM han sido descritas en el capítulo 5. La BD se almacena en las
memorias CODE y STRINGS pertenecientes al ME. La memoria CODE almacena los puntos
de entrada a procedimientos, cláusulas y objetivos del programa. La memoria STRINGS alma-
cena los códigos ASCII correspondientes a las constantes atómicas existentes en el programa.
6.2.2 Representación de EAV
El Entorno Actual de Vínculos (EAV) es el elemento que simboliza, en el modelo de ejecución,
todos los vínculos de las variables visibles en los caminos que se recorren simultáneamente y
que se han obtenido en las operaciones de unificación realizadas desde el inicio del programa
hasta el momento actual de la ejecución.
A nivel de modelo de ejecución, EAV se considera dividido en dos partes: un Entorno
de Vínculos Global (EVG), que representa los vínculos visibles globalmente en todos los cami-
nos; y un conjunto de Entornos de Vínculos Locales (EVL), formado por los vínculos locales
a cada camino que se recorre:
EAV = {{EVL}, ..., {..., var/vínculo, ...}, ..., EVLNCA}, EVG}
A nivel de modelo arquitectónico, debe especificarse cómo se representan los vínculos
del EAV y cómo se obtiene la substitución de una variable. La figura 6.2 muestra una repre-
sentación gráfica de las variables visibles en un momento del programa y sus vínculos, que
constituyen a nivel lógico el hasta ahora mencionado Entorno Actual de Vínculos.
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Figura 6.2: Representación de EAV en la MAM.
Debe observarse que cuando dos variables están vinculadas, solamente se almacena una
referencia de una variable hacia la otra. Por otra parte, cuando una variable está vinculada a
un término no variable, el término se almacena en aquella variable con la que esté vinculada
que aún no posea un vínculo. Por ello, sólo existe un vínculo por variable visible en cada
camino. De esta forma, si una variable es simple, debe guardarse un único vínculo, que es
global a todos los caminos; y si una variable es múltiple, debe poder almacenarse un vínculo
distinto para cada camino recorrido simultáneamente. A continuación se describe cómo se iden-
tifica una variable del Entorno de Vínculos y dónde se almacena su/s vínculo/s según sea simple
o múltiple.
Las variables visibles en un cierto instante son las variables temporales y las variables
permanentes. No se considera en este apartado a las variables nulas ya que sus vínculos no se
utilizan nunca. La referencia a una variable temporal está contenida en un registro Xi. Si el
campo tag del registro indica que es una variable simple, la dirección (campo val) corresponde
a la memoria HEAP. Si el tag indica que es una variable múltiple, la dirección corresponde a
las memorias HEAP UÈ. Esta dirección de memoria contiene el vínculo de la variable. En
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caso de ser múltiple, los distintos vínculos se almacenan en la misma posición de todas las
memorias HEAPJUE.
La dirección de una variable permanente (Yn) se calcula mediante la suma de la dirección
base del entorno actual (contenido del registro E) más el desplazamiento, que corresponde con
el número de la variable permanente. Si la variable es simple (se detecta porque su campo tag
es distinto de tvrm), el contenido de esta posición de memoria almacena el vínculo. Si la
variable es múltiple, el campo val almacena la dirección de las memorias HEAP_UE donde
están almacenados los vínculos correspondientes.
Si una variable no está vinculada con ningún término, el contenido de su dirección corres-
ponde a una variable que apunta a la misma dirección de memoria. En la MAM se cumple
que cuando una variable simple apunta a otra, siempre se almacena el puntero en la variable
con dirección mayor, considerando el espacio de direcciones de la memoria STACK más alto
que el de la memoria HEAP. De esta manera se evita que pueda haber referencias incorrectas
a variables creadas anteriormente cuando se elimina el espacio asignado por las variables más
jóvenes. Por su parte, cuando una variable múltiple apunta a otra, también se almacena el
puntero en la que tiene una dirección mayor. Una variable múltiple nunca puede apuntar a una
simple, pero sí al revés. En este caso, siempre la variable simple es más joven que la múltiple.
Las zonas de memoria que representan a EAV se caracterizan por el espacio utilizado
desde el inicio del programa hasta el momento actual de la ejecución. El registro H apunta a
la primera posición libre de la memoria HEAP, mientras que el registro HUE apunta a la primera
posición libre de las memorias HEAP_UE. Por su parte, el registro E apunta al entorno actual
y limita el espacio de la memoria STACK que se utiliza en la representación del Entorno de
Vínculos. Las memorias HEAP_UE que contienen los vínculos de las variables múltiples son
aquellas que pertenecen a los UEs que están en estado CURRENT. El número de UEs en este
estado se almacena en el registro NCUE.
Durante la operación de unificación, es preciso substituir los vínculos de las variables que
intervienen. Para conocer si la variable está instanciada a un término o si la variable es libre,
se aplica la operación de derreferenciación.
Un aspecto importante de la MAM es la determinación del motor responsable de acceder
a las variables según se trate de una variable simple o múltiple. En este sentido, el ME es el
responsable de gestionar las variables simples, mientras que las variables múltiples son gestio-
nadas por los UEs. Los registros H, HUE y E son accedidos únicamente por el ME. Cualquier
acceso a una variable múltiple provoca el envío de un comando hacia los UEs en estado
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CURRENT para que terminen la tarea que debe realizarse. En el comando se especifica la
acción y la/s dirección/es de las variables múltiples implicadas.
El acceso a cada una de las zonas de memoria que representa a EAV cumple una serie
de restricciones: la memoria STACK ùnicamente es accedida por el ME; la memoria HEAP es
accedida por el ME (para lectura o escritura) y por los diferentes UEs (únicamente para lectura),
y las memorias HEAP_UE únicamente son accedidas por los UEs.
6.2.2.1 Representación del EAV en los UEs
Otra cuestión importante a determinar viene provocada por el hecho de que los UEs se crean
dinámicamente a lo largo de la ejecución de un programa y, por tanto, hay que decidir la
representación de la parte del EAV que es visible para el nuevo UE. Este aspecto también se
considera en aquellos sistemas que explotan el paralelismo O, cuando se crean varios procesos
para intentar resolver un objetivo, cada uno de estos procesos con una cláusula alternativa
diferente.
Existen tres grandes alternativas para resolver esta cuestión en los sistemas orientados a
paralelismo O [33]:
• Compartición de Entornos.
Un proceso comparte los vínculos comunes con otros procesos creados posterior-
mente. La técnica más utilizada basada en esta alternativa es Hash-Windows [9].
• Inicialización de Entornos.
En el momento de creación de un proceso se inicializa su Entorno de Vínculos con
todos aquellos que le son visibles. La técnica más utilizada basada en esta alternativa
es Binding Arrays [133].
• Recálculo de Entornos.
Todos los procesos tratan de resolver el programa desde el principio, por lo que
cada uno de ellos calcula su Entorno de Vínculos de forma independiente. Sistemas
que utilizan esta idea son: Prolog Multi-Sequential Machine [2] y su sucesor BC-
machine [3].
La tercera alternativa no se puede aplicar en la MAM ya que este modelo arquitectónico
está orientado tanto a una ejecución secuencial como paralela. No tiene sentido en una ejecución
secuencial que cada UE vuelva a ejecutar las instrucciones MAM para obtener los vínculos
visibles. Sin embargo, las dos primeras alternativas pueden llegar a ser realizadas en la MAM.
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Las ventajas e inconvenientes de estas alternativas se indican a continuación.
La compartición de entornos evita la penalización en cuanto a tiempo de ejecución para
realizar la inicialización de las zonas de memoria pertinentes. Sin embargo, tiene el inconve-
niente de que el tiempo de acceso a una variable no es constante al tener que comprobar si
una variable está ubicada en el espacio de direcciones propio o en el de otro proceso. La
obtención del vínculo de una variable puede suponer tener que recorrer una cadena de procesos
predecesores para encontrar el valor válido. Esta alternativa está orientada hacia aquellos sis-
temas con memoria compartida.
La inicialización de entornos posee la ventaja de permitir un acceso en tiempo constante
a los vínculos de las variables pero posee el inconveniente de la penalización en tiempo de
ejecución durante la inicialización de un proceso. En esta alternativa, cada proceso accede
únicamente a su memoria local de vínculos, excepto en la inicialización en que debe accederse
a la memoria de otro u otros procesos. Esta alternativa puede realizarse en sistemas de memoria
compartida o distribuida.
Concretando, en la MAM se realiza la inicialización de entornos basada en la copia de
todos los vínculos de variables múltiples obtenidos desde el inicio del programa hasta el
momento de la creación de un UE. La creación dinámica de un UE se produce cuando se
decide recorrer en anchura una alternativa del árbol de búsqueda después de haber encontrado
una solución. Las acciones que se efectúan en este momento son las siguientes:
• Se reserva un UEj disponible (en estado AVAILABLE).
• Supongamos que UE¡ es el UE que estaba en estado CURRENT en el momento de
crear el punto de selección asociado a la alternativa a recorrer. Se copia el Entorno
de Vínculos Local (EVL, almacenado en la memoria HEAP_UE) perteneciente a
UEj sobre el EVL perteneciente a UEj.
• A partir de este momento UE¡ es responsable de recorrer el mismo camino que
llevaba hasta ahora UE¡.
j restaura el estado de su EVL con el contenido existente en el momento de
crear el punto de selección (operación de backtracking). A partir de este momento,
UEj es responsable de recorrer el camino asociado a la alternativa que se pretende
explorar.
La figura 6.3 muestra gráficamente las acciones que se realizan durante la inicialización
de un nuevo UE.
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Figura 6.3: Initialization de UEs.
6.2.3 Representación de OAA y COA
En el modelo de ejecución, OAA corresponde al objetivo en anchura que se está intentado
resolver en un momento determinado, y se identifica por la lista de objetivos a resolver tras la
resolución del objetivo. Por su parte, COA corresponde al conjunto de todos los objetivos en
anchura que están activos en un momento de la ejecución. Para cada uno de estos objetivos
(OA) se mantiene información sobre todas las soluciones calculadas (EV) y el siguiente objetivo
en anchura que hay que intentar resolver cuando se comience a ejecutar su continuación (OAS):
OAA = [glj, ..., gloaa]
COA = /..., {OA, EV, OAS}, ...}
En la MAM existe una nueva zona de memoria que representa a COA, perteneciente al
ME y que se denomina SBG. Esta memoria contiene estructuras de datos, denominadas bg,
que almacenan la información que caracteriza a un objetivo en anchura, es decir, OA, EV y
OAS. Cada uno de estas estructuras bg se identifica por la dirección donde se encuentra alma-
cenada en la memoria SBG. Por otra parte, la figura 6.4 esquematiza los elementos arquitec-
tónicos de la MAM que representan a COA y OAA. A continuación se describen estos elementos
arquitectónicos.
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SBG
CBG
TBG
Figura 6.4: Representación de OAA y COA en la MAM.
bg
CP
H
HUE
NSUE
NBG
Empezando por OA, la lista de continuación de un objetivo (OP) se representa mediante
su dirección de inicio a la memoria de código (campo CP) y las siguientes direcciones de
continuación almacenadas en los entornos (campo env.CP) de la memoria STACK. El campo
E de un bg contiene la dirección del primer entorno.
Los Entornos de Vínculos (EV) correspondientes a las soluciones ya calculadas son ges-
tionados por los UEs en estado SOLUTION. La representación de estos Entornos coincide con
la realizada en el apartado anterior para los Entornos Actuales. En la estructura bg se almacena
el espacio ocupado por las zonas de memoria que lo representan, mediante los campos H, HUE
y E. Para conocer el número de UEs que se encuentran en este estado se utiliza el campo NSUE.
El Objetivo en Anchura Siguiente (OAS) se representa mediante el campo NBG que
contiene la dirección base de la información asociada a este objetivo.
El resto de campos de la estructura bg se utilizan en la realización de las operaciones del
modelo arquitectónico y no corresponden a la representación de COA.
El Objetivo en Anchura Actual OAA se representa mediante el registro CBG, que contiene
la dirección base dentro de SBG de la estructura bg asociada a este objetivo.
El registro TBG delimita todos los objetivos en anchura que son visibles en un momento
de la ejecución. Este registro apunta a la primera posición libre de SBG.
6.2.4 Representación de OPA
OPA es la denominación utilizada en el modelo de ejecución que indica la lista de objetivos
que faltan por resolver para solucionar el objetivo en anchura actual. Cada objetivo se identifica
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Figura 6.5: Ejemplo de representación de un OPA en la MAM.
por el punto de entrada asociado, los argumentos, y el atributo de indeterminismo (a) asociados:
OPA = [..., {epk [argj, ..., argj, a}, ...]
En la MAM esta lista viene implícitamente representada a partir del registro P, que apunta
a la dirección de la memoria de código que contiene el primer objetivo; el registro CP, que
apunta al primer objetivo de continuación; y el registro E, que apunta al primer entorno (env)
de la memoria STACK, a partir del cual y en el campo E, se pueden obtener el resto de
direcciones de continuación.
Como que los entornos (env's) de la STACK están encadenados desde el inicio del pro-
grama, se debe establecer la condición que determina la finalización de OPA, es decir, el
momento en que se soluciona el objetivo en anchura actual (OAA). La finalización de OPA se
produce cuando una dirección de continuación coincide con la dirección de inicio de los Obje-
tivos Pendientes (OP) que identifican al objetivo en anchura actual (QAA), y que está almace-
nada en el campo CP del elemento apuntado por CBG.
En la figura 6.5 se muestran los elementos arquitectónicos que se utilizan en la represen-
tación de OPA.
6.2.5 Representación de AP
Las Alternativas Pendientes AP que establece el modelo de ejecución corresponden a puntos
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de selección o puntos de indexación:
AP = (..., {cp, OA, OP, EV}, ..., {ip, OA, OP, [..., fterm¡, EV-V}, ...]},...)
En la MAM existen dos estructuras de datos (cp e ip, ver la figura 6.6) que contienen
toda la información que identifica a estos dos puntos. Estas estructuras de datos se almacenan
en la memoria STACK. Ambos puntos tienen en común los campos que representan OA y OP.
OA se identifica mediante el campo CBG que contiene la dirección base del elemento corres-
pondiente de SBG. OP se identifica mediante los campos asociados a los registros Xi (corres-
ponden a los argumentos del primer objetivo), el campo CP y la dirección del primer entorno
guardada en el campo E. El punto de selección o de indexación más joven se accede mediante
el registro B.
Un punto de selección se almacena en la estructura de datos cp. Además de la información
anterior, contiene el Entorno de Vínculos (EV). El EV de un punto de selección está asociado
a UEs que estaban en estado CURRENT en el momento de su creación. Este EV puede haber
sido modificado en algún momento posterior de la ejecución. Por ello, en un cp se almacena
el espacio ocupado por cada zona de memoria del EV en el momento de su creación (en los
campos H, E y HUE) más la información que permite recuperar este estado en un momento
posterior.
Para poder recuperar posteriormente el estado de un EV, se almacenan todos los vínculos
que se producen desde el momento de la creación del punto de selección en una zona de
memoria denominada TRAIL. Esta zona de memoria también está dividida en una parte global
y una parte local. La parte global, direcciones de variables simples, se almacena en la memoria
TRAIL perteneciente al ME. La parte local, direcciones de variables múltiples, se almacena en
memorias TRAILJJE, cada una de ellas perteneciente a un UÈ. Para restaurar el estado de
EV existente en el momento de crear un cp se deshacen todos los vínculos producidos desde
ese momento hasta el instante de la ejecución en que se quiere recuperar su estado.
Los vínculos de variables simples producidos desde la creación de un cp hasta el momento
actual de la ejecución están comprendidos entre la dirección almacenada en el campo TR del
cp y la dirección actual de la memoria TRAIL, que contiene el registro TR. Por otra parte, se
introduce una nueva estructura de datos, denominada cp_ue, que es almacenada en la memoria
CTRLJUE de un UE. De esta forma, los vínculos de variables múltiples producidos en cada
UE son todos aquellos existentes entre la dirección indicada por el campo TR_UE de un cp_ue
y la dirección de la cima de la memoria TRAIL_UE, que contiene el registro TR_UE.
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Figura 6.6: Representación de AP en la MAM.
Esto significa que los UEs que fracasan en la ejecución y que mantienen algún punto de
selección con alternativas pendientes no pueden liberarse (pasar a estado AVAILABLE), sino
que pasan a un estado FAILED, preveyendo que, posteriormente, el ME determine que es
necesario recuperar el estado existente de un EVL en el momento de la creación de un punto
de selección.
En resumen, un EV de un punto de indexación se identifica mediante el campo NCUE
almacenado en un cp, que indica el número de EVL existentes en el momento de la creación
del punto de selección; y el campo NFUE, que indica el número de UEs en estado FAILED
en un momento concreto de la ejecución. El resto de EV se encuentran en estado CURRENT
y, por tanto, se conoce el número concreto mediante el registro NCUE. Para poder obtener el
estado del EV en el momento de crear el cp se deben deshacer todos los vínculos producidos
en los UEs en estado CURRENT y en estado FAILED(cp), y se restauran los punteros a la
cima de las zonas de memoria que contienen las variables.
Un punto de indexación se almacena en la estructura de datos ip. El registro IP apunta
al ip más joven. Además de la información común con los puntos de selección, contiene una
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lista formada por los diferentes términos que faltan por tratar, así como los Entornos de Vínculos
asociados a cada término en el momento de crear el punto de indexación. Los UEs responsables
de gestionar los EVL de estos Entornos de Vínculos se encuentran en el estado WAI-
TING(ip,term), suspendidos esperando que en algún momento el ME decida explorar su alter-
nativa correspondiente.
La información específica de un ip corresponde al número de alternativas o términos por
tratar, que se guarda en el campo NTERM. Además, para cada alternativa contiene el término
asociado al argumento indexado (campo TERMj), la dirección a la memoria CODE de la lista
de cláusulas susceptible de unificar (campo Pj), el espacio de las zonas de memoria que alma-
cenan los EV (campos H, HUE y E) y el campo NWUEj que indica el número de UEs que
se encuentran en estado WAITING.
6.3 Realización de las operaciones en la MAM
En esta sección se describe la realización, mediante la Máquina Abstracta de Multipath (MAM),
de las operaciones definidas en el modelo de ejecución.
6.3.1 Realización de Selección de Objetivo
Es la primera operación que se define a nivel lógico en el Modelo de Ejecución de Multipath,
y consiste en seleccionar el primer objetivo de OPA.
Teniendo en cuenta el Modelo Arquitectónico, en el momento de iniciar esta operación,
el registro P contiene la dirección de la memoria CODE donde se almacenan las instrucciones
que representan este objetivo. La selección del objetivo se consigue ejecutando dichas instruc-
ciones. En concreto, las instrucciones de tipo PUT_I crean los términos Prolog correspondientes
a los argumentos del objetivo y permiten referenciarlos a través de los registros Xi. Por otro
lado, la instrucción CALL (o EXEC) determina la dirección del punto de entrada asociado al
objetivo. La información referente al atributo de indeterminismo está incluida en el código de
operación de esta última instrucción. Este atributo se almacena en el registro ATTR.
La ejecución de la instrucción CALL también modifica el registro CP para que contenga
la dirección de continuación del objetivo, establece el número de argumentos del procedimiento
(que se almacena en el registro NA), y determina el tamaño actual del entorno, que no se
guarda en ningún registro al poder obtenerse directamente de la memoria CODE a través del
registro CP. Si la instrucción de activación del punto de entrada corresponde a EXEC se realizan
las mismas acciones excepto la modificación del registro CP.
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El paralelismo de caminos que exhibe Multipath ya es posible explotarlo en la MAM
durante esta primera operación cuando se debe crear una variable múltiple. Existen instrucciones
que provocan la creación incondicional de estas variables (PUT_CREATE-VRM o CREATE-
ARG_CREATE-VRM, según la variable corresponda a un argumento de un objetivo o perte-
nezca a un elemento de un término estructurado, respectivamente) e instrucciones de creación
condicional (PUT_CREATE-VRX o CRÉATE-ARG_CREATE-VRX).
Este último tipo de instrucciones consultan un bit de condición (TF) que indica el tipo
que debe tener la variable (simple o múltiple). Este bit de condición se activa mediante la
instrucción SET-S/M que evalúa dicho tipo en función de las dependencias que posee la variable.
El criterio que se aplica es el siguiente:
* Si una variable depende del tipo de exploración que se va a realizar del próximo
objetivo, se comprueba si el número de UEs en estado AVAILABLE es menor que
el número de UEs en estado CURRENT. El cumplimiento de esta condición garan-
tiza que el objetivo va a ser explorado en profundidad y, por tanto, la variable puede
ser simple.
• Si una variable depende del tipo que posee otra u otras variables, la variable a crear
es simple si se recorre un único camino del árbol de búsqueda. Aunque una variable
múltiple no puede pasar a simple una vez ya está creada, todas las variables nuevas,
que se vinculan a variables múltiples con un único vínculo local, sí pueden crearse
simples ya que estas unificaciones se gestionan con comandos especiales.
Cuando se encuentra una instrucción de creación de una variable múltiple, el ME envía
un comando UE-INI-VRM a los UEs en estado CURRENT, que ocasiona la inicialización de
una variable múltiple libre en su memoria HEAP_UE correspondiente. El ME no necesita ningún
resultado por parte de los UEs tras la ejecución de este comando.
6.3.2 Realización de Selección de Cláusula Inicial
La Selección de la Cláusula Inicial consta de dos suboperaciones independientes. En primer
lugar, la determinación de la lista de cláusulas susceptibles de unificar (función de indexación)
y, posteriormente, la selección de la primera cláusula perteneciente a esta lista. Las instrucciones
que intervienen en esta operación son las de INDEXACIÓN (SWITCH-ON-TERM, SWITCH-
ON-CONSTANT y SWITCH-ON-STRUCTURE) y la instrucción TRY (o su simétrica TRY-
ME-ELSE).
La dirección de la lista de cláusulas coincide con la dirección del punto de entrada si no
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INDEXACIÓN (Xi, Lv, Ll, Ltc, Lts) retorna @/FAIL {
Td 4- deref(Xi);
opción tag(Td) {
<tvrs>: si Lv = FAIL entonces cotnando(UE-FAIL); fsi;
retorna Lv;
<tlst>: si Ll = FAIL entonces
comando(UE-FAIL);
sino
mode 4- READ; binding <- SINGLE; S <- val(Td);
fsi;
retorna Ll;
<tcon>: si 3 Ti E Ltc I matchfTd, Ti) entonces
retorna @(Ti)
sino
comando(UE-FAIL);
retorna FAIL;
<tstr>:
<tvrm>:
fsi;
si 3 Ti G Lts I match(val(Td), Ti) entonces
mode *- READ; binding <- SINGLE; S
retorna @(Ti)
sino
comando(UE-FAIL);
retorna FAIL;
fsi;
Newlp 4- preallocate_ip();
comando(UE-SWITCH(Td,Ns,NewIp));
Lista <— genera_lista_de_términos_diferentes();
NumTerm <— elem(Lista);
si NumTerm = O entonces
retorna FAIL;
val(Td)+l;
sino
si NumTerm > 1 entonces
crea_ip(cdr(Lista));
crea_bg();
fsi;
X 4— car(Lista);
comando(UE-W2C(NewIP, Term)); fsi;
si estructura(X) entonces
calcularfmode, binding, S);
fsi;
retorna @(X)
fsi
fopción
Algoritmo 6.1: Indexation.
contiene instrucciones de INDEXACIÓN. En caso de realizar indexación, el comportamiento
de sus instrucciones es el siguiente (ver algoritmo 6.1).
En primer lugar se derreferencia el argumento indicado en la instrucción SWITCH-ON-
TERM. En caso de no corresponder a una variable múltiple, se obtiene la dirección de la lista
de cláusulas asociada al término obtenido o se produce un fracaso en la ejecución, en función
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de si el término pertenece a la lista de tipos unificables o no.
En caso que la derreferenciación obtenga una variable multiple, el ME necesita conocer
el número de vínculos distintos que hay en todos los caminos y el número de caminos en los
cuales se obtiene el mismo vínculo para el argumento indexado. Para ello, envía un comando
UE-SWITCH a los UEs en estado CURRENT. Este comando puede ejecutarse en paralelo pero
el ME necesita sincronizarse con su finalización. Por ello, el ME pasa a estado SUSPENDED
y permanece en él mientras no hayan acabado todos los UEs. El comando UE-SWITCH ordena
para cada UE que obtenga la derreferenciación de la variable múltiple, comprueba si es un
término unificable y cambie de estado según las siguientes condiciones. Si el término no es
permitido, ocasiona un fracaso local: el UE pasa a estado FAILED, si posee algún punto de
selección, o pasa a estado AVAILABLE, en caso contrario. Si el término es permitido, el UE
pasa a estado WAITING, en espera de que el ME decida pasar a explorar la alternativa asociado
a dicho término.
Cuando finaliza el comando, el ME vuelve a estado RUNNING y evalúa el número de
términos (o alternativas) distintos. Si el número de alternativas es O, se produce un fracaso; si
existe una alternativa, se obtiene la dirección de la lista de cláusulas almacenada en una ins-
trucción de INDEXACIÓN. Si hay más de una alternativa, se crea un punto de indexación (ip),
ordenando los términos según el orden: variable, lista, constantes y estructuras. Se obtiene el
primer término según este orden y a continuación se envía un comando UE-W2C, que provoca
el cambio de estado WAITING a CURRENT en los UEs correspondientes.
Una vez realizada la indexación se debe determinar la dirección de la primera cláusula.
La dirección de esta cláusula coincide con la dirección de la lista de cláusulas si no existe la
instrucción TRY, es decir, cuando sólo hay una cláusula candidata. En caso de haber más de
una cláusula candidata, el comportamiento de la instrucción TRY (o TRY-ME) es el siguiente:
crea un punto de selección (cp) en la memoria STACK; envía el comando UE-CREATE-CP,
que no requiere sincronización; comprueba si debe crearse un nuevo objetivo en anchura (bg)
en la memoria SBG y, por último, obtiene la dirección de la cláusula (en caso de la instrucción
TRY es su parámetro y en caso de TRY-ME es la dirección de la siguiente instrucción).
El comando UE-CREATE-CP tiene como objetivo crear un punto de selección local
(estructura de datos cp_ue) en la memoria CTRLJJE de cada UE en estado CURRENT. La
existencia de un punto de selección local en un UE posibilita que el ME envíe, posteriormente,
un comando a dicho UE para que restaure el contenido de su Entorno de Vínculos Local con
el fin de explorar otra alternativa del punto de selección.
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Por último, se indican las causas que provocan la creación de un nuevo objetivo en
anchura (bg) durante esta operación de Selección de Cláusula Inicial:
• Siempre que se haya creado un punto de indexación.
• Cuando se crea un punto de selección con atributo NONDET y el número de UEs
en estado AVAILABLE es mayor o igual que el número de caminos actuales.
• Cuando se crea un punto de selección con atributo SEMIDET y el número de cami-
nos actuales es mayor que uno.
La segunda causa restringe la exploración en anchura en el momento de empezar la eje-
cución de un objetivo indeterminista si no existen recursos suficientes (número de UEs en
estado AVAILABLE en este momento) que permitan obtener un mínimo de dos soluciones por
camino de entrada al objetivo. La tercera causa evita la exploración en anchura de un objetivo
determinista si sólo se recorre un camino.
Por otra parte, un objetivo en anchura (bg) posee el campo TYPE que proporciona infor-
mación relativa a la posibilidad o no de explorar en anchura cualquier alternativa de un punto
de selección que pertenezca al ámbito de dicho objetivo en anchura. Este campo puede tener
dos valores:
• ONLY_IP: El objetivo en anchura se ha creado por la existencia de un punto de
indexación pero la exploración de las alternativas de sus puntos de selección debe
realizarse en profundidad.
• ALL_CP/IP: Valor que posee este campo en cualquier otra situación.
El valor ONLYJP permite la exploración en anchura de las alternativas de un punto de
indexación pero no de los puntos de selección que se creen durante la satisfacción del objetivo.
Debe tenerse en cuenta que el tipo dinámico de las variables se determina únicamente a partir
de los puntos de selección a los que se recomienda una exploración en anchura. Si se explorara
en anchura un punto de selección al que se recomienda su exploración en profundidad, podría
obtenerse un tipo dinámico de las variables inconsistente en el momento de su vinculación. Por
su parte, el valor ALL_CP/IP permite la exploración en anchura de cualquier alternativa, per-
tenezca a un punto de indexación o de selección.
6.3.3 Realización de la Unificación
Una vez concluida la operación de determinación de la cláusula candidata a resolver un objetivo,
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se realiza la unificación entre el objetivo y la cabecera de dicha cláusula. En este momento,
los registros Xi permiten acceder a los argumentos que posee el objetivo a resolver (argumentos
formales) y el registro P apunta a instrucciones de tipo UNF que especifican los argumentos
de la cabecera de la cláusula (argumentos reales).
La función de este apartado es describir el comportamiento de estas instrucciones, con-
siderando en primer lugar la realización del proceso de unificación general; posteriormente, la
realización de la unificación cuando se conoce el tipo de uno de los dos términos; y finalmente,
la realización de optimizaciones en la unificación por conocer información calculada durante
la interpretación abstracta del programa.
6.3.3.1 Unificación general
Las instrucciones UNF_I_{IX/Y} realizan la unificación general entre dos términos cuales-
quiera. En todas estas instrucciones, el primer operando (I) simboliza el argumento formal
accesible a partir de un registro Xi. Las dos posibilidades que existen para el segundo operando
simbolizan otro argumento formal o una variable temporal (IX), o una variable permanente (Y).
El algoritmo iterativo utilizado en la realización de una unificación general utiliza una
zona de memoria, denominada PDL, que es gestionada en forma de pila y contiene los términos
que faltan por unificar (ver algoritmo 6.2).
La unificación en Multipath no realiza la comprobación denominada occurs check, con-
sistente en verificar que no se trata de unificar una variable libre con un término estructurado
en el cual aparezca la misma variable. En este situación (poco frecuente), surge una recurrència
que ocasionaría un bucle en el momento de derreferenciar la variable. Pocos sistemas gestionan
esta comprobación por la penalización que supone, y por ello, recae en el programador la
responsabilidad de asegurar la no existencia de este tipo de unificaciones.
El ME es el motor responsable de iniciar la unificación, derreferenciando los dos términos
de partida para obtener los vínculos que poseen. Cuando los términos a unificar corresponden
a dos variables múltiples o a una variable múltiple y un término instanciado, y el número de
caminos recorridos es mayor que uno, el ME envía un comando de unificación para que los
UEs acaben de realizar la unificación de forma local a cada camino. En cualquier otro caso,
el ME efectúa la unificación de forma completa. Esto incluye el caso en que se unifica una
variable simple libre con los términos asociados a una variable múltiple, en el que el ME
simplemente vincula la variable simple a la variable múltiple.
Los vínculos de variable simples obtenidos durante la unificación se almacenan en aquella
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UNIFICACIÓN (TI, T2) retorna BOOLEANO (
push(PDL, TI); push(PDL, T2);
mientras no vacío(PDL) y NCUE > O hacer
Tdl <- deref(pop(PDL));
si tag(Tdl) = <tvrm> y NCUE=1 entonces comando(UE-DEREF-l(Tdl)); fsi;
Td2 <- deref(pop(PDL));
si tag(Tdl) = <tvrm> y NCUE=1 entonces comando(UE-DEREF-l(Td2)); fsi;
si tag(Tdl) = <tvrv> o tag(Td2) = <tvrv> entonces /* no hacer nada */
sino si tag(Tdl) = <tvrs> o tag(Td2) = <tvrs> entonces
bind(Tdl,Td2);
sino si tag(Tdl) = <tvrm> o tag(Td2) = <tvrm> entonces
si tag(Tdl)=<tcon> o tag(Td2) = <tcon> entonces
comando(UE-UNF_T_CON(Td 1 ,Td2));
sino
comando(UE-UNF_T_T(Tdl,Td2));
fsi; fsi; fsi;
sino si tag(Tdl) = tag(Td2) entonces
si tag(Tdl) = <tcon> entonces
si Tdl o Td2 entonces
comando(UE-FAIL);
fsi;
sino si tag(Tdl) = <tlst> entonces
push(PDL, load(value(Tdl)); push(PDL, load(value(Td2));
push(PDL, load(value(TdI)+l); push(PDL, load(value(Td2)+l));
sino si tag(Tdl) = <tstr> entonces
si load(value(Tdl) o load(value(Td2)) entonces
comando(UE-FAIL);
sino
V i:l..aridad
push(PDL, load(value(Tdl)+i));
push(PDL, Ioad(value(Td2)+i));
fsi;
fsi; fsi; fsi;
fsi; fsi; fsi; fsi;
(mientras;
retorna (NCUE > 0);
Algoritmo 6.2: Unificación general realizada por el ME.
variable simple a la que esté vinculada que aún no almacene ningún vínculo. En caso de vincular
dos variables simples libres, el vínculo se almacena en la variable que posea una dirección
mayor. Estas variables están almacenadas en la memoria HEAP o STACK.
Un aspecto importante en esta operación de unificación es la explotación de paralelismo
de caminos. El modelo de ejecución permite la ejecución paralela de todas aquellas unificaciones
en que aparezcan variables múltiples. En la MAM, la ejecución concurrente es posible en el
momento en que el ME envía un comando de unificación a los UEs en estado CURRENT. La
unificación local puede realizarse en paralelo en los distintos UEs.
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UNIFICACIÓNJJE (TI, T2) retorna BOOLEANO {
push(PDL_UE, Tl); push(PDL_UE, T2);
mientras no vacío(PDL_UE) hacer
Tdl <- deref_ue(pop(PDL_UE));
Td2 <- deref_ue(pop(PDL_UE));
si tag(Tdl) = <tvrv> o tag(Td2) = <tvrv> entonces continuar; fsi;
si tag(Tdl) = <tvrm> o tag(Td2) = <tvrm> entonces
bind_ue(Tdl,Td2);
sinó si tag(Tdl) = tag(Td2) entonces
si tag(Tdl) = <tcon> entonces
si Tdl o Td2 entonces
retorna FALSO;
fsi;
sinó si tag(Tdl) = <tlst> entonces
push(PDL_UE, load(value(Tdl));
push(PDL_UE, load(value(Td2));
push(PDL_UE, Ioad(value(Tdl)+l);
push(PDL_UE, load(value(Td2)+l));
sinó si tag(Tdl) = <tstr> entonces
si load(value(Tdl) o load(value(Td2)) entonces
retorna FALSO;
sino
V i:l..aridad
push(PDL_UE, load(value(Tdl)+i));
push(PDL_UE, load(value(Td2)+i));
fsi;
fsi; fsi; fsi;
sinó retorna FALSO
fsi; fsi;
f mien tras;
retorna CIERTO ;
Algoritmo 6.3: Unificación general realizada por un UE.
Los comandos que el ME puede enviar a los UEs en estado CURRENT son:
• UE-UNF_T_T, cuando se requiere realizar la unificación general de dos variables
múltiples de forma local en cada camino, o bien entre una variable múltiple y un
término estructurado. El algoritmo 6.3 muestra la unificación general que se realiza
de forma local a cada camino en un UE.
• UE-UNF_T_CON, cuando se debe unificar una variable múltiple con un término
constante.
En estos dos comandos, el ME necesita conocer el resultado de la unificación: si
ha tenido éxito (el UE correspondiente permanece en estado CURRENT) o si fracasa
la unificación local (el UE pasa a estado FAILED si tiene algún cp activo o a
AVAILABLE en caso contrario)
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• UE-DEREF-1, cuando sólo se explora un camino del árbol de búsqueda y se quiere
unificar una variable múltiple.
En este caso, el ME necesita obtener el vínculo de la variable múltiple. Después de
obtenerlo, el ME prosigue con la unificación. Este comportamiento es necesario por
la optimización realizada en la determinación del tipo dinámico de las variables que
dependen del tipo de otras variables. Cuando el número de caminos recorridos es
uno (NCUE=1), estas variables se crean como simples. Esto obliga a hacer un tra-
tamiento especial de las variables múltiples por parte del ME cuando NCUE=1 para
evitar que ninguna variable múltiple deba tener que vincularse a otra variable simple.
Esta circunstancia está prohibida en la MAM.
• UE-FAIL, cuando el ME detecta un fracaso global durante la unificación.
Este comando tiene la misión de forzar un fracaso en cada uno de los caminos
actuales. El ME necesita saber cuantos UEs pasan a estado AVAILABLE y cuantos
a estado FAILED.
Los vínculos de variables múltiples obtenidos durante la unificación local en un camino
se almacenan en la memoria HEAPJUE asociada a ese camino. En este caso, los vínculos de
variables libres siempre se almacenan en aquella variable que posea una dirección más alta.
La unificación finaliza con éxito si al finalizar el proceso existe como mínimo un UE en
estado CURRENT.
6.3.3.2 Casos particulares de unificación
No se utiliza el algoritmo general de unificación cuando un argumento formal de la cabecera
de la cláusula corresponde a un término no variable o a una variable que aún no está creada.
En este caso, la interpretación abstracta ha generado instrucciones específicas para tratar cada
uno de los posibles casos (ver sección 5.8.4 dedicada a la compilación de la cabecera de una
cláusula).
A continuación se describe el comportamiento de las instrucciones que realizan la unifi-
cación de un argumento real con una variable que debe crearse, una constante, una lista o una
estructura.
Las instrucciones UNF_I_CREATE-VAR-{X/Y} realizan la unificación de un argumento
real (I) con una variable, que se debe crear, que puede ser temporal (X) o permanente (Y).
Esta unificación siempre tiene éxito y se crea una variable simple que contiene un vínculo hacia
el otro término a unificar, independientemente del tipo que posea.
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La instrucción UNF_I_CON realiza la unificación de un argumento real (I) con un término
constante (CON) perteneciente a la cabecera de la cláusula. Esta instrucción vincula el argu-
mento a la constante, si el argumento es una variable libre; o comprueba si los dos términos
coinciden, si el argumento no es una variable libre.
La unificación de un término estructurado se realiza con instrucciones específicas para
comprobar el tipo de datos del término a unificar e instrucciones para realizar la unificación
de todos los elementos que forman el término estructurado de la cabecera de la cláusula. Estas
instrucciones siempre deben ser ejecutadas en orden secuencial.
Las instrucciones UNF_IX_REF-LST o UNF_IX_REF-STR-FTR (según el argumento de
la cabecera sea una lista o una estructura) realizan la comprobación del tipo de datos del
argumento real. Cuando el término es una estructura, adicionalmente se comprueba que los dos
functors coincidan. Se envían comandos a los UEs cuando el argumento real derreferencia a
una variable múltiple. Por otra parte, estas instrucciones son las encargadas de inicializar 3
registros que son utilizados en las instrucciones posteriores de unificación de los elementos.
Estos registros son los siguientes:
Registro BINDING:
Tiene la función de indicar el número de vínculos visibles que posee el argumento
real. Contiene el valor SINGLE cuando el argumento real posee un único vínculo
visible en todos los camino recorridos y el valor MÚLTIPLE cuando posee un vín-
culo distinto en cada uno de los caminos.
Registro MODE:
Tiene la función de indicar el modo de unificación del término estructurado. Con-
tiene el valor READ cuando el argumento real corresponde a un término estructurado
ya creado y el valor WRITE cuando el argumento real corresponde a una variable
libre. En este último caso, la unificación debe crear los distintos elementos en la
memoria HEAP.
Registro S:
Tiene la función de indicar la dirección de la memoria HEAP en que se almacena
el siguiente elemento del término estructurado. Este registro tiene significado cuando
el modo de unificación es READ.
Cuando el registro BINDING contiene el valor MÚLTIPLE, los UEs son los encargados
de realizar la unificación de cada uno de los vínculos locales. En este sentido, cada UE posee
dos registros: MODE_UE, que identifica el modo de unificación en el camino asociado; y S_UE,
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que contiene la dirección de la memoria HEAP asociada al siguiente elemento a unificar.
Las instrucciones que realizan la unificación de los elementos del término estructurado
pertenecen al tipo UNF-ARG y son las siguientes:
UNF/CREATE-ARGJIX/Y/UNS-IX/UNS-Y} :
Realizan la unificación del elemento correspondiente del término estructurado con
una variable. Esta variable puede ser otro argumento de la cabecera o una variable
temporal (IX), una variable permanente (Y), o bien, los dos casos anteriores cuando
la variable tiene posibilidades de ser insegura (UNS-IX o UNS-Y). Recuérdese que
una variable es insegura cuando es libre y reside en un entorno (env) de la memoria
STACK que es eliminado por motivo de la optimización de recursividad de cola.
Para evitar referencias a zonas de memoria eliminadas, las instrucciones UNS-{IX/
Y} no permiten la existencia de vínculos de la memoria HEAP a la memoria
STACK.
UNF/CREATE-ARG_CREATE-VR[S/M/X/V]-{XA7A}
Realizan la unificación del elemento correspondiente con una variable que debe
crearse. Esta variable puede ser temporal (X), permanente (Y), o anónima (A). En
este último caso, el parámetro permite especificar una constante que indica el número
de variables anónimas que deben crearse.
SÍ el modo de unificación es READ, el tipo dinámico de la variable a crear viene
determinado por el número de vínculos visibles en el elemento del argumento real.
Si el modo de unificación es WRITE, el tipo de la variable viene indicado en el
propio código de operación.
UNF/CREATE-ARG_CNT:
Realiza la unificación de un elemento del argumento real con una constante.
Todas estas instrucciones acceden a los registros MODE, BINDING y S. Se envían coman-
dos a los UEs en estado CURRENT para completar la unificación cuando el registro BINDING
contiene el valor MÚLTIPLE o bien, en caso contrario, cuando al derreferenciar un término se
obtiene una variable múltiple. Obsérvese que cuando un elemento del término estructurado es
otro término estructurado, este último debe crearse antes de la unificación el elemento estruc-
turado. Posteriormente, se utiliza una instrucción UNF/CREATE-ARG_IX para unificar dicho
elemento a partir de una variable temporal que permite acceder a su valor.
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6.3.3.3 Optimizacion.es adicionales
A las instrucciones de unificación descritas anteriormente se les puede añadir información cal-
culada en la interpretación abstracta. El comportamiento de estas instrucciones se describe a
continuación.
UNF_I-TV_CON:
El argumento real corresponde a una variable libre (I-TV). En este caso, la unifi-
cación no puede fracasar nunca.
UNF_I-{TNV/TL/TV}_REF-LST:
El argumento real corresponde a un término no variable (I-TNV); a una lista (I-
TL); o a una variable libre (I_TV). En el primer caso, el modo de unificación
siempre será READ. En el segundo caso, la unificación siempre tiene éxito. En el
último caso, el modo de unificación es WRITE y siempre tiene éxito la unificación.
UNFJL- {TNV/TV} _REF-STR-FTR:
El argumento real corresponde a un término no variable (I-TNV), implicando que
el modo es READ; o bien, corresponde a una variable libre (I-TV), implicando
modo WRITE y que la unificación no fracasa nunca.
Por otra parte, las instrucciones de unificación de elementos estructurados también admiten
la posibilidad de considerar un modo de unificación establecido de forma estática por la inter-
pretación abstracta. La unificación de elementos en modo READ se consigue con las instruc-
ciones UNF-ARG. La unificación de elementos en modo WRITE se consigue con instrucciones
del tipo CREATE-ARG. Las características principales son:
• No necesitan consultar el registro MODE
• Se añaden instrucciones de unificación del último elemento de un término estruc-
turado con otros término estructurado. Estas instrucciones permiten unificar secuen-
cialmente términos estructurados anidados.
Todas instrucciones también envían los comandos oportunos a los UEs en estado
CURRENT siguiendo el mismo criterio que el utilizado en la unificación general.
6.3.4 Realización de Inferencia
El Modelo de Ejecución establece que esta operación debe añadir en EAV los vínculos obtenidos
en la Unificación y substituir el objetivo que ha unificado con éxito por los objetivos del cuerpo
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de la cláusula.
En el Modelo Arquitectónico, esta operación se realiza incluida en las operaciones previas.
En concreto, los vínculos se añaden incrementalmente durante la unificación. Por otro lado, la
substitución del objetivo por el cuerpo de la cláusula se consigue en el momento que finalizan
las instrucciones UNF ya que el registro P pasa a apuntar al primer objetivo del cuerpo. Además,
el registro CP apunta a la dirección de continuación, acción realizada durante la ejecución de
la instrucción CALL en la Selección de Objetivo.
Si durante la Unificación se ejecuta la instrucción ALLOCATE, la dirección de continua-
ción también se almacena en el entorno (env) actual. De esta forma, al finalizar la cláusula se
podrá restaurar esta dirección en caso que se modifique por la ejecución de alguna instrucción
CALL durante la selección de un objetivo del cuerpo de esta cláusula.
6.3.5 Realización de Solución?
Según el Modelo de Ejecución esta función determina si se ha solucionado un objetivo en
anchura, comprobando si OPA es una lista vacía después de haber realizado una inferencia.
En el Modelo Arquitectónico, la posibilidad de encontrar una solución se detecta al fina-
lizar la ejecución de los objetivos del cuerpo de una cláusula mediante la instrucción PROCEED.
Esta instrucción sólo aparece en las cláusulas que representan hechos (no contienen objetivos
en su cuerpo), después de haber realizado la unificación de la cabecera.
La ejecución de la instrucción PROCEED únicamente modifica el registro P a partir del
contenido del registro CP para que pase a apuntar a la dirección de la memoria CODE del
primer objetivo de la lista de continuación.
Para detectar si OPA es una lista vacía se comprueba si los registros CP y E, que iden-
tifican la lista de continuación del programa contienen las mismas direcciones que los campos
CP y E de la estructura bg asociado al objetivo en anchura actual, que identifica la lista de
continuación de dicho objetivo (algoritmo 6.4).
En caso de haber encontrado una solución, el Modelo de Ejecución establece que los
SOLUCIÓN? () retorna BOOLEANO {
retorna( (CBG->CP = CP) y (CBG->E = E) )
Î
Algoritmo 6.4: Condición de Solución.
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Entornos Actuales de Vínculos (EAV) pasan a ser Entornos de Vínculos (EV) correspondientes
a soluciones del objetivo en anchura. En el modelo arquitectónico, esta operación se puede
realizar mediante un comando de cambio de estado de forma que los UEs en estado CURRENT
pasen a estado SOLUTION. Sin embargo, esta operación no se efectúa en este momento sino
que el envío del comando se retrasa hasta las operaciones de Avance o de Retroceso. De esta
forma, se ahorran cambios de estado innecesarios si un UE que ha encontrado una solución es
requerido a volver a cambiar de estado posteriormente durante la operación de Avance.
6.3.6 Realización de Exploración en Anchura?
Esta función determina, tras encontrar una solución a un objetivo en anchura, si es posible
realizar una exploración en anchura del árbol de búsqueda tal como determina el modelo de
ejecución. El algoritmo 6.5 refleja estas condiciones, que son detalladas a continuación.
En primer lugar, se almacena en el objetivo en anchura actual (apuntado por CBG) las
cimas de las memorias HEAP, HEAP_UE y TRAIL. Estos valores son necesarios para poder
realizar posteriormente la recolección de basura.
Posteriormente, se consulta el cp o ip más joven existente en la memoria STACK. Si la
creación de este punto fue anterior a la creación del objetivo en anchura del cual se ha encon-
trado una solución, no se puede realizar la exploración en anchura. Esta condición consiste en
comparar el campo BG del punto de selección o indexación con el registro CBG. Los valores
que contienen son las direcciones base de las estructuras bg asociadas al objetivo en anchura
de la alternativa y al objetivo en anchura de la solución. Las estructuras bg asociadas a objetivos
más jóvenes siempre se crean en direcciones más altas.
En caso que la alternativa pueda conducir a una nueva solución del mismo objetivo en
EXPLORACIÓN_EN_ANCHURA () retorna BOOLEANO {
CBG->H <- H;
CBG->HUE <- max(CBG->HUE, HUE);
CBG->TR <- TR;
si B = NIL retorna( FALSO ) fsi;
si B->CBG < CBG retorna( FALSO ) fsi;
si B.TYPE = CP y B.CBG.TYPE = ALL_CP/IP y ÑAUE >= B.NCUE-B.NFUE
retorna( CIERTO )
fsi;
si IP o NIL entonces retorna( CIERTO ) fsi;
retorna( FALSO );
Algoritmo 6.5: Condición de Exploración en Anchura?.
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anchura, es preciso diferenciar la posibilidad que esta alternativa pertenezca a un cp o a un ip.
Si pertenece a un ip siempre se permite la exploración en anchura. Si pertenece a un cp, se
permite si su objetivo asociado es de tipo ALL_CP/IP y existen como mínimo el mismo número
de UEs disponibles (en estado AVAILABLE) como UEs existentes en el momento de creación
del cp (campo B.NCUE) menos los UEs que han fracasado desde la creación hasta el momento
actual (campo B.NFUE). Por último, es posible también la exploración en anchura del punto
de indexación (ip) más joven, aunque existan puntos de selección más jóvenes que éste.
6.3.7 Realización de Avance
La operación de Avance se realiza cuando se determina que, tras la obtención de una solución
de un objetivo en anchura, no es posible realizar una exploración en anchura.
En esta operación (ver algoritmo 6.6), el ME envía un comando UE-S2C, que ocasiona
que todos los UEs que estaban en estado SOLUTION pasen a estado CURRENT, para proseguir,
junto con los UEs que habían encontrado la solución, la exploración en profundidad de la
continuación del objetivo en anchura. Este comando no precisa sincronización.
Posteriormente, se modifican los registros P y E para que apunten a la continuación del
objetivo; también se actualizan los registros H y HUE para que pasen a apuntar a la primera
posición libre de las memorias HEAP y HEAP_UE; se eliminan todos los objetivos en anchura
de SBG sin posibilidad de encontrar más soluciones (recolección de basura), y se actualiza
CBG para que apunte al siguiente objetivo en anchura.
6.3.8 Realización de Exploración en Profundidad?
La condición que determina si se realiza una exploración en profundidad se evalúa tras obtener
un fracaso en una unificación.
AVANCE () retorna NULO {
comando( UE-S2C );
P <- CBG->P;
E <- CBG->E:
H <- CBG->H;
HUE <- CBG->HUE;
CBG->FLAG <- FALSO;
si B o NIL y B->CBG < CBG entonces TBG <- CBG fsi;
CBG <- CBG->NBG;
Algoritmo 6.6: Avance.
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EXPLORACIÓN_EN_PROFUNDIDAD? () retorna BOOLEANO {
YBG ^— bg in SBG I bg es el más joven con soluciones;
si B = NIL y YBG = NIL entonces FIN_PROGRAMA fsi;
si YBG o NIL entonces
H <- YBG->H;
untrail(YBG->TR);
sino
H <- B->H;
untrail(B->TR);
fsi;
si B = NIL retornaC FALSO ); fsi;
si B->CBG < YBG retorna( CIERTO ); fsi;
si B.TYPE=CP y B->CBG->TYPE=ALL_CP/IP y ÑAUE >= B->NCUE-B.NFUE
entonces retorna( FALSO )
fsi;
si IP o NIL entonces retorna( FALSO ) fsi;
retorna( CIERTO );
}
Algoritmo 6.7: Condición de Exploración en Profundidad?.
Las acciones que se definen en el modelo arquitectónico en la evaluación de esta condición
se muestran en el algoritmo 6.7. De forma resumida, pueden enumerarse de la siguiente manera.
En primer lugar, se busca en la memoria SBG el objetivo más joven con soluciones
(denominado YBG en el algoritmo) y se realiza la operación de recolección de basura: todas
aquellas zonas de memoria reservadas posteriormente a dicho objetivo YBG pueden ser recu-
peradas.
A partir de este momento, se actúa como en la operación de exploración en anchura: si
la alternativa más joven de STACK está asociada a un objetivo más joven que YBG pasa a
realizarse la operación de avance, es decir, se explora en profundidad. En caso contrario, si la
alternativa corresponde a un ip o a un cp de tipo ALL_CP/IP con el número de UEs AVAI-
LABLE necesario, puede ser explorada en anchura. También retrocede si existe alguna alter-
nativa en la memoria STACK que corresponda a un ip. En caso que rio se cumpla ninguna de
estas alternativas, procede con la operación de avance.
6.3.9 Realización de Retroceso
Esta operación debe realizar el retroceso en el árbol de búsqueda. Corresponde a la operación
de backtracking en el modelo convencional. En el Modelo de Ejecución de Multipath tiene
como objetivo adicional permitir la exploración en anchura de otras ramas del árbol aun cuando
no se ha llegado a las hojas del árbol de búsqueda.
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La realización de esta operación exhibe un comportamiento distinto según la alternativa
que se ha decidido explorar pertenezca a un punto de selección o a un punto de indexación
(ver algoritmo 6.8).
Si la alternativa elegida corresponde a un punto de selección (cp), las acciones se resumen
en enviar un comando UE-BACKTRACK, un comando UE-BACKWARD-CURRENT, un
comando UE-BACKWARD-SOLUTION y, finalmente, restaurar los registros necesarios del cp.
El comando UE-BACKTRACK va dirigido a los UEs en estado FAILED y tiene como
objetivo que los UEs deshagan los vínculos realizados desde la creación del punto de selección.
Los UEs pasan a estado CURRENT ya que serán los responsables de recorrer la nueva alter-
nativa.
El comando UE-BACKWARD-CURRENT va dirigido a los UEs en estado CURRENT.
Ante este comando, un UE comprueba si debe recorrer la nueva alternativa o no, es decir, si
tiene visible el cp hacia el que se retrocede. En caso negativo, el UE pasa a estado SOLUTION
del objetivo en anchura actual. En caso positivo, reserva un UE en estado AVAILABLE. En
este momento, se copia el Entorno de Vínculos hacia el nuevo UE y éste último pasa a estado
SOLUTION del objetivo solucionado. El UE original realiza la operación de backtracking y
pasa a estado CURRENT, como responsable de recorrer la alternativa elegida.
El comando UE-BACKWARD-SOLUTION va dirigido a los UEs en estado SOLUTION.
Puede suceder que un UE en este estado deba recorrer la alternativa elegida. Esta posibilidad
RETROCESO (B) retorna NULO {
si B->TYPE = CP entonces (* punto de selección *)
comando( UE-BACKTRACK );
si NCUE>0 entonces comando( UE-BACKWARD-CURRENT ) fsi;
si CBG->FLAG entonces comando( UE-BACKWARD-SOLUTION ) fsi;
restaurar de cp(Ai, P, E, CP, CBG, TBG, HUE)
sino (* punto de indexación *)
comando( UE-C2S );
comando( UE-W2C );
si ip interno entonces CBG->FLAG «- CIERTO
sino restaurar TBG
fsi;
restaurar de ip( Ai, P, E, CP, CBG, HUE);
si ultima alternativa entonces eliminar_ip(); fsi;
selección de cláusula inicial
fsi
Algoritmo 6.8: Retroceso.
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es debida a que las alternativas de la memoria STACK no se exploran en orden LIFO: cualquier
punto de indexación puede ser explorado aunque existan puntos de selección más jóvenes por
explorar. En esta situación, pueden existir UEs que están en estado SOLUTION pero son res-
ponsables de explorar otras alternativas pendientes. En este caso, se procede como en el anterior
comando. Se reserva un nuevo UE, se le copia el Entorno de Vínculos, el nuevo UE reemplaza
al UE original como solución del objetivo, y el UE original realiza backtracking para pasar a
explorar la nueva alternativa.
La siguiente operación a realizar después del Retroceso a un punto de selección es la
Selección de Siguiente Cláusula.
Si la alternativa elegida corresponde a un punto de indexación (ip), las acciones se resumen
en enviar un comando UE-C2S, un comando UE-W2C, y restaurar los registros pertinentes del
punto de indexación.
El comando UE-C2S provoca que los UEs en estado CURRENT pasen a estado SOLU-
TION del objetivo solucionado. El comando UE-W2C va dirigido a los UEs en estado WAI-
TING responsables de recorrer la siguiente alternativa del ip. Estos UEs pasa a estado
CURRENT.
Posteriormente, el ME pasa a determinar la dirección donde está almacenada la primera
cláusula de la alternativa elegida del ip. Puede suceder que el término tenga una única cláusula,
con lo cual, la dirección está almacenada en el campo P del ip; o bien, puede tener más de
una cláusula candidata, con lo que la dirección del campo P apunta a una instrucción TRY.
Esta instrucción crea un nuevo cp en la memoria STACK y establece la dirección de inicio de
la primera cláusula.
La siguiente operación a realizar después del Retroceso a un punto de indexación es la
Unificación.
6.3.10 Realización de Selección de Siguiente Cláusula
El campo BP del punto de selección más joven (accedido mediante el registro B) apunta a la
dirección de la siguiente cláusula. Esta cláusula está encabezada por una instrucción RETRY
o TRUST.
La ejecución de la instrucción RETRY modifica el registro P para que apunte a la siguiente
cláusula y el campo BP del cp para que contenga la dirección de la próxima cláusula.
La instrucción TRUST elimina el cp ya que la cláusula elegida es la última susceptible
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de unificar. En este caso, se envía un comando UE-REMOVE-CP a los UEs en estado
CURRENT para que también eliminen su punto de selección local (estructura de datos cp_ue).
6.4 Sincronización de los comandos
El Modelo Arquitectónico de Multipath establece que cualquier operación que deba realizarse
a nivel local relacionada con un camino específico del árbol de búsqueda se indica a nivel de
comandos. El ME es el responsable de enviar los comandos. A su vez, cada comando es recibido
y ejecutado por los UEs que se encuentran en el estado requerido por el comando.
En este apartado se resumen en dos tablas todos los comandos MAM. La tabla 6.1 contiene
los comandos que afectan a tareas de control de flujo del recorrido de un árbol de búsqueda,
mientras que la tabla 6.2 agrupa a todos los comandos utilizados en la unificación de términos
Prolog. Para cada comando se indica el código de operación, los argumentos, el estado de los
UEs hacia los cuales va dirigido y el resultado que espera el ME.
El modelo arquitectónico deja abierta la posible realización de Multipath tanto en un
sistema secuencial como en un sistema paralelo. En un sistema secuencial un comando se
ejecuta en el mismo momento en que se detecta su necesidad, realizando la tarea que conlleva
asociada de forma consecutiva para todos los UEs que se encuentran en el estado adecuado.
En el contexto de un sistema paralelo, el modelo arquitectónico ofrece la posibilidad de
explotar el paralelismo de caminos definido en el modelo de ejecución ya que la tarea asociada
a un comando puede ejecutarse de forma concurrente en todos los UEs que se encuentran en
CÓDIGO DE OPERACIÓN ARGUMENTOS ESTADO INICIAL RESULTADOS
INDEXACION
ue-switch Vrm, IdSw, IP CURRENT State, Term, Mode, S
INDETERMINISMO
ue-create-cp
ue-remove-cp
ue-backtrack
ue-backward-current
ue-backward-solution
B
B
CBG, B
CBG.B
CURRENT
CURRENT
FAILED(B)
CURRENT
SOLUTION(CBG)
State
State
CAMBIO DE ESTADO
ue-s2c
ue-c2s
ue-w2c
CBG
CBG
IP, TERM
SOLUTION(CBG)
CURRENT
WAITING(IPTERM)
Tabla 6.1: Comandos de CONTROL
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CÓDIGO DE OPERACIÓN
ue-unf_t_t
ue-unf_t_con
ue-unf_tv_con
ue-unf_t_ref-lst
ue-unf_tl_ref-lst
ue-unf_tv_ref-lst
ue-unf-l_t_ref-lst
ue-unf-l_tl_ref-lst
ue-unf_t_ref-str-ftr
ue-unf_tnv_ref-str-ftr
ue-unf_tv_ref-str-ftr
ue-unf- l_t_ref-str-ftr
ue-unf- l_tnv_ref-str-ftr
ue-unf-rw-arg_t
ue-unf-rd-arg_t
ue-unf-rw-arg_con
ue-unf-rd-arg_con
ue-unf-rd-arg-tv_con
ue-unf-rd-arg_ref-lst
ue-unf-rd-arg-tl_ref-lst
ue-unf-rd-arg-tv_ref-lst
ue-unf-rd-arg- l_ref-lst
ue-unf-rd-arg-l-tl_ref-lst
ue-unf-rd-arg_ref-str-ftr
ue-unf-rd-arg-tnv_ref-str-ftr
ue-unf-rd-arg-tv_ref-str-ftr
ue-unf- rd-arg-l_ref-str-ftr
ue-unf-rd-arg- 1 -tnv_ref-str-ftr
ue-deref- 1
ue-deref-rd-arg- 1
ue-deref-rw-arg-ini-vrm
ue-deref-rd-arg-ini-vrm
ue-mi-vrm
ue-fail
ARGUMENTOS
Vrm, Vrm
Vrm, Con
Vrm, Con
Vrm, Lst
Vrm
Vrm, Lst
Vrm, Lst
Vrm
Vrm, Ftr, Str
Vrm, Ftr
Vrm, Str
Vrm, Ftr, Str
Vrm, Ftr
Term
Term
Con
Con
Con
Lst
Lst
Lst
Ftr, Str
Ftr
Ftr, Str
Ftr, Str
Ftr
Vrm
aVrm
aVrm
aVrm
ESTADO INICIAL
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
RESULTADOS
State
State
State, Mode
State, Mode, S
S
State, Mode
State
State, Mode, S
State, S
State
State
State
State
State, Mode
State, Mode, S
S
State, Mode
State
State, Mode, S
State, S
Term
Term
State
Tabla 6.2: Comandos de UNIFICACIÓN
el estado requerido. Es importante remarcar que las acciones a ejecutar en cada UE son inde-
pendientes entre si ya que afectan únicamente a datos locales a cada camino del árbol de
búsqueda.
A nivel de modelo arquitectónico, cuando el ME envía un comando pasa a estado SUS-
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PENDED. Es importante establecer el mecanismo de sincronización de la finalización del
comando, que permite pasar el ME otra vez a estado RUNNING. En este sentido, los comandos
se clasifican en dos tipos:
• Comandos WRITE. Engloban a todos los comandos de los cuales el ME no necesita
ningún resultado.
• Comandos READ. Engloban al resto de comandos en los cuales el ME necesita
algún resultado.
La ventaja que poseen los comandos WRITE radica en que el ME no necesita esperarse
a su finalización para proseguir con la siguiente instrucción. Una vez enviado el comando, el
ME pasa directamente a estado RUNNING.
Sin embargo, en los comandos READ, el ME se sincroniza con la finalización de su
ejecución en todos los UEs implicados. Posteriormente, procesa el resultado que provoca esta
espera. Existen 4 tipos distintos de resultados: (i) STATE: indica el estado de un UE después
de finalizar la ejecución del comando (el ME necesita actualizar el número total de UEs en
cada estado); (ii) MODE: indica el modo de unificación de términos estructurados (el ME puede
optimizar la unificación de términos estructurados cuando el modo es común a todos los UEs);
(iii) S: indica la dirección del primer elemento de un término estructurado (el ME trata direc-
tamente las unificaciones cuando el número de caminos actuales es uno); y (iv) TERM: refe-
rencia a un término Prolog (el ME lo necesita en el comando UE-SWITCH y en algunos
comandos que se envían cuando existe un único camino actual).
6.5 Recolección de basura
La recolección de basura es una operación importante en un sistema en que la mayor parte de
los datos que maneja son creados dinámicamente. A continuación se resume las gestión llevada
a cabo en diversas zonas de memoria de la MAM en el contexto de esta operación.
Memorias HEAP y HEAP_UE. El rango de direcciones potencialmente visibles en cada
una de estas zonas de memoria se actualiza en cada fracaso de una unificación. El puntero a
la cima de cada memoria se obtiene de la estructura de datos cp (en una operación de Retroceso)
o en la estructura de datos bg (en una operación de Avance). No se realiza recolección de
basura de aquellas partes de la memoria HEAP pertenecientes al rango de direcciones visibles
que nunca pueden ser accedidas. En la memoria HEAP_UE también pueden existir zonas inac-
cesibles ya que al realizar la operación de Avance siempre se continúa con el máximo valor
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que tenga el puntero a esta zona en todas las soluciones obtenidas.
Memorias STACK y CTRLJJE. Los estructuras de datos cp o ip almacenadas en la
memoria STACK se eliminan cuando se empieza a ejecutar la última alternativa de un punto
de selección o de un punto de indexación, respectivamente. Las estructuras de datos env se
eliminan antes de ejecutar el último objetivo de una cláusula (optimización de recursividad de
cola). El rango de direcciones visibles viene determinado por la estructura de datos (cp, ip o
env) más joven que aún no se ha eliminado. Las estructuras de datos cp_ue almacenadas en
las memorias CTRLJJE se eliminan durante la ejecución del comando UE-REMOVE-CP.
Memorias TRAIL y TRAIL_UE. El espacio ocupado por estas memorias se elimina
durante la operación de Retroceso en el momento en que se deshacen los vínculos globales
(memoria TRAIL) o locales a cada UE (memorias TRAIL_UE).
Memoria SBG. En la operación de Avance se eliminan todas aquellas estructuras de
datos bg que no tienen soluciones y sin posibilidad de encontrar ninguna otra solución (el
registro TBG se actualiza a partir del valor existente en B.CBG). Esta misma gestión también
se realiza en la operación de Retroceso, cuando se ejecuta tras un fracaso en la Unificación.
6.6 Predicados predefinidos
Tanto el Modelo de Ejecución como el Modelo Arquitectónico de Multipath se han descrito
teniendo en cuenta únicamente el comportamiento declarativo de los predicados de que consta
un programa. Sin embargo, en el lenguaje Prolog se establecen un conjunto de predicados
predefinidos (built-in) con el fin de que pueda ser utilizado, no tan sólo como un método
automático de resolución de problemas considerados como demostración de teoremas, sino que
también pueda utilizarse en la programación de cualquier tipo de algoritmos de resolución de
problemas.
En líneas generales, la realización de predicados predefinidos sigue la misma idea que en
un predicado declarativo. El ME realiza las acciones indicadas por la semántica del predicado
siempre que los datos sean globales a todos los caminos. En caso de obtener alguna variable
múltiple cuando se recorre más de un camino, se envía el comando adecuado a los UEs en
estado CURRENT.
El operador de corte (!) no presenta ningún problema específico en el sistema Multipath
ya que el orden dé ejecución de las cláusulas de un procedimiento siempre coincide con el
orden secuencial. A nivel arquitectónico, es necesario introducir un registro denominado BO,
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cuya función es apuntar al primer punto de selección que no debe ser eliminado por un operador
de corte. Este registro también existe en la WAM.
Los predicados assert/1 y retract/1 no son tratados por la complejidad que acarrea su
realización y por no ser parte directamente relacionada con el objetivo que se pretende obtener
con el sistema Multipath.
Otros predicados con efectos laterales (por ejemplo, read/1 o write/1) necesitan señalizar
el recorrido del árbol de búsqueda. Los procedimientos que contienen predicados de este tipo
deben ser ejecutados explorando únicamente un camino del árbol de búsqueda. Para ello, se
inserta un punto de indexación al iniciar el procedimiento que tiene tantas alternativas como
caminos locales existen en ese momento. En cada una de las alternativas se recorre únicamente
un camino.
6.7 Resumen y contribuciones
En este capítulo se ha descrito la fase de interpretación real del Modelo Arquitectónico de
Multipath. Esta descripción se ha realizado para cada uno de los elementos que forman el estado
de la ejecución y para cada operación que lo transforma, tal como define el Modelo de Ejecución
de Multipath. El modelo arquitectónico define una forma de representar y almacenar los ele-
mentos del estado de la ejecución, así como la semántica de las instrucciones que permiten la
realización de estas operaciones.
La contribución global que se aporta en esta fase del modelo arquitectónico es la definición
completa de la Máquina Abstracta de Multipath (MAM). Los aspectos innovadores más impor-
tantes que presenta hacen referencia a la posibilidad de realizar una exploración parcial en
anchura del árbol de búsqueda y de ejecutar de forma concurrente comandos que operan sobre
datos locales a los caminos recorridos.
7
REALIZACIÓN SECUENCIAL DE MULTIPATH
El último nivel de descripción de Multipath consiste en la realización concreta del sistema. En
este nivel se identifican los elementos hardware y software en los que se mapea el Modelo
Arquitectónico de Multipath.
En primer lugar, es preciso indicar que la primera fase del modelo, correspondiente a la
interpretación abstracta, debería llevarse a cabo totalmente por software. Sin embargo, hay que
tener en cuenta que el objetivo principal de este trabajo es evaluar el rendimiento en tiempo
de ejecución de la búsqueda parcial en anchura aplicada en algoritmos indeterministas. El desa-
rrollo del software necesario para realizar la fase de interpretación abstracta constituye un obje-
tivo secundario que se incluye dentro de los trabajos futuros por realizar. En este sentido, se
ha optado por utilizar un compilador de Prolog a WAM [37] e introducir de forma manual las
modificaciones necesarias para conseguir el código MAM. Las instrucciones MAM así obtenidas
reflejan el resultado de aplicar las operaciones que se han definido en el modelo arquitectónico
para esta fase de interpretación abstracta. Teniendo en cuenta estas premisas, la descripción que
sigue a continuación afecta únicamente a la fase de interpretación real de un programa.
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Una de las características más relevantes de la fase de interpretación real del modelo
arquitectónico estriba en la flexibilidad de poder aplicarlo en diferentes sistemas ya existentes
con un hardware de propósito general orientado tanto a la ejecución secuencial como paralela
de las aplicaciones. Se ha optado por evaluar el comportamiento de Multipath en ambos siste-
mas. En este capítulo se describen los aspectos propios de la realización de la Máquina Abstracta
de Multipath en un entorno secuencial y se remite al capítulo posterior la descripción de la
realización paralela en un multiprocesador con memoria compartida.
7.1 Interpretación real en SMAM
La realización secuencial de la fase de interpretación real del Modelo Arquitectónico de Mul-
tipath se denomina SMAM. En este entorno secuencial existe únicamente una Unidad de Pro-
ceso (PU) que ejecuta las acciones asociadas en el modelo arquitectónico al Motor Principal
(ME) y a los Motores de Unificación (UEs).
Inicialmente, la PU realiza las acciones asociadas al ME: búsqueda, decodificación y
ejecución de las instrucciones MAM. Tal como define el modelo arquitectónico, durante la
ejecución de una instrucción, el ME puede enviar un comando a los UEs con la finalidad de
que realicen la operación pertinente, de forma local, en los caminos que se encuentren en el
estado apropiado. En este entorno secuencial, enviar un comando significa que la PU pasa a
comportarse como un UE, y ejecuta la acción asociada al comando para todos los UEs involu-
crados. Al finalizar el comando, la PU vuelve a comportarse como el ME, y pasa a ejecutar
las acciones existentes tras el comando.
La ejecución de las acciones del ME y de los UEs se realiza mediante interpretación
software. El código asociado a las instrucciones y a los comandos MAM se ha desarrollado en
lenguaje C. La entrada del intérprete corresponde al código objeto de las instrucciones MAM
y al parámetro NUM_UE, que especifica el número máximo de UEs que pueden ser utilizados,
es decir, el número máximo de caminos visibles en un momento de la ejecución. El código
objeto se obtiene a través de una etapa de ensamblaje y de montaje de los ficheros fuente que
contienen el código MAM textual de los programas a ejecutar. La figura 7.1 muestra las etapas
de que consta esta fase de interpretación real.
El valor de un registro asignado a un UE particular se obtiene a través de indexar un
vector que contiene los valores de dicho registro para todos los UEs. La indexación se realiza
a través de un identificador de UE cuyo valor está comprendido entre el rango [O, NUM_UE-1].
Con el fin de evitar la consulta del registro de estado en que se encuentra cada UE para
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Figura 7.1: Interpretación real llevada a cabo mediante una etapa de ensamblaje, montaje y
ejecución.
comprobar si debe ejecutar el comando o no, la PU dispone de unas estructuras de datos adi-
cionales que indican los identificadores de UEs que se encuentran en cada posible estado. Con
este objetivo, se definen los registros:
• VCUE: Dirección base de la zona de memoria donde se encuentran los identifica-
dores de los UEs en estado CURRENT.
• VAUE: Identifica a los UEs en estado AVAILABLE.
y los siguientes campos:
• VFUE: Identifica a los UEs en estado FAILED sobre un cierto punto de selección,
y se almacenan en la estructura de datos cp de la memoria STACK.
• VSUE: Identifica a los UEs en estado SOLUTION de un cierto objetivo en anchura,
y se almacenan en la estructura de datos bg de la memoria SBG.
• VWUE: Identifica a los UEs en estado WAITING sobre una determinado grupo de
caminos de un punto de indexación, y se almacenan en la estructura de
datos ip de la memoria STACK.
7.2 Benchmarks
El conjunto de benchmarks que han sido analizados corresponden a programas que exhiben
indeterminismo. Por tanto, existen acciones dentro del algoritmo que pueden resolverse de dis-
tintas formas y, además, la comprobación de si las soluciones locales obtenidas en estas acciones
conducen a una solución global del programa no se realiza hasta un momento posterior de la
ejecución.
La descripción particular de cada uno de estos benchmarks es la siguiente:
• BITSPAL: Encuentra todas las listas palindrómicas formadas por 20 elementos binarios
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[110] (1024 soluciones).
• CUBE: Soluciona el puzzle Instant Insanity [115] (64 soluciones).
• Q10: Encuentra todas las maneras de colocar 10 reinas en un tablero de ajedrez
de 10x10 sin que se maten entre ellas (724 soluciones).
• Q17_l: Variación del anterior benchmark en que sólo se pide la primera solución,
siendo el número de reinas igual a 17 y el tablero de 17x17.
• HAM: Encuentra todos los caminos hamiltonianos de un grafo (60 soluciones).
• TRI: Corresponde a la versión estructurada del programa triangle de [115] (133
soluciones).
• TURTLES: Programa del mismo nombre correspondiente a un puzzle especificado en
[115] (1 solución).
• ZEBRAS: Otro problema lógico cuya descripción también está en [115] (4 soluciones).
En todos los benchmarks se explora el árbol de búsqueda completo para encontrar todas
las soluciones, excepto en el programa ql7_l en el que únicamente se explora aquella parte
del árbol de búsqueda necesaria para encontrar la primera solución.
7.3 Rendimiento de SMAM frente a WAM
El intérprete software de SMAM se ha ejecutado en una estación de trabajo Digital Alpha
Station 5/166 cuya CPU es un Alpha 21164.
La evaluación del sistema Multipath se basa en comparar su rendimiento con respecto a
la ejecución de los mismos benchmarks mediante la WAM. Para ello, se ha desarrollado otro
intérprete software de la WAM (junto con su ensamblador y montador correspondiente), escrito
con el mismo estilo de programación que el intérprete de la SMAM, al cual también se le han
aplicado el mismo tipo de optimizaciones a nivel de compilación. Con ello se pretende comparar
la ejecución de ambos intérpretes en las mismas condiciones.
7.3.1 Comportamiento previsible
Las ventajas que ofrece Multipath en una ejecución secuencial provienen, por el hecho de
recorrer a la vez varios caminos del árbol de búsqueda de un programa, de la reducción del
número total de instrucciones de control y de instrucciones de datos que operan con variables
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Figura 1.2: Previsión del comportamiento IDEAL y REAL de la SMAM respecto la WAM.
simples. Las características propias de cada programa repercuten en el rendimiento de Multipath:
conforme el programa se comporte de forma más indeterminista, Multipath será capaz de reco-
rrer simultáneamente un mayor número de caminos y, por tanto, sus beneficios serán más evi-
dentes.
Con el fin de caracterizar a los benchmarks, definimos la tasa de indeterminismo como
el cociente entre el número medio de UEs activas (en estado CURRENT) durante la ejecución
del programa y el número máximo de UEs (parámetro NUM_UE). Esta razón depende única-
mente del benchmark y permanece de forma casi constante conforme varía el parámetro
NUMJJE. Cuanto mayor sea la tasa de indeterminismo de un programa mayor será la ganancia
de Multipath para un mismo valor de NUM_UE.
El comportamiento que es lógico prever en cuanto a tiempo de ejecución de la SMAM
respecto la WAM en la exploración de todo el árbol de búsqueda de un programa se muestra
en la figura 1.2. -,.
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En primer lugar, el tiempo de ejecución de la WAM se desglosa en dos componentes:
• Penalización por profundidad, consistente en el tiempo gastado debido a la repe-
tición de las instrucciones de control y de datos ocasionada por la exploración en
profundidad.
• Trabajo útil, formado por el resto de tiempo y que consiste en la ejecución mínima
(una única vez) de las diferentes instrucciones de control y de datos necesarias para
recorrer todo el árbol de búsqueda.
El comportamiento ideal de SMAM conforme se aumente NUM_UE, es decir, se tienda
hacia una exploración total en anchura, reducirá la penalización por profundidad. En el caso
límite de una exploración total en anchura, el tiempo de ejecución pasará a ser únicamente el
tiempo de trabajo útil. La pendiente de esta reducción está influenciada por la tasa de indeter-
minismo. Cuanto mayor sea esta tasa, la velocidad de disminución del tiempo de ejecución será
mayor.
Por otra parte, es lógico prever que la gestión de la exploración en anchura realizada en
Multipath introduzca un nuevo tipo de penalización. Los inconvenientes que plantea Multipath
se pueden desglosar en tres factores principales:
• El hecho de gestionar nuevos registros y estructuras de datos a los existentes en la
WAM.
• La aplicación de la técnica de copia de entornos durante la inicialización de un UE.
• El incremento en el tiempo medio de acceso a memoria conforme se aumenta el
grado de exploración en anchura. Esto es debido al aumento del working set con
que trabaja el programa y la consiguiente degradación del rendimiento de la jerarquía
de memoria.
La penalización ocasionada por el primer factor se define como penalización fija por
anchura, mientras que los dos últimos factores ocasionan la denominada penalización variable
por anchura. Todo ello significa que el comportamiento real de SMAM diferirá respecto al
comportamiento ideal de la siguiente forma:
• El tiempo de ejecución de SMAM cuando NUM_UE = 1 (equivale a realizar una
exploración en profundidad) es ligeramente superior al tiempo de WAM ya que no
pueden aplicarse las ventajas de exploración en anchura y se introduce la penaliza-
ción por la gestión de nuevos elementos arquitectónicos (penalización fija por
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anchura).
• Conforme se aumenta NUM_UE cabe esperar una reducción del tiempo de ejecución
marcada por la razón de indeterminismo del programa aunque con una velocidad
menor a la del comportamiento ideal debido a la penalización variable por anchura.
• Otro punto importante en la curva del comportamiento real corresponde a aquel
momento en que todas las penalizaciones de la SMAM (penalización fija y penali-
zaciones variables por copia de entornos y por incremento del tiempo medio de
acceso a memoria) aumentan significativamente hasta un punto en que la penaliza-
ción global supera las ventajas de Multipath y, por consiguiente, el tiempo de eje-
cución de SMAM se incrementa.
7.3.2 Datos experimentales
El tiempo de ejecución concreto para todos los benchmarks se muestra en la figura 7.3. En
cada gráfica, el tiempo de ejecución de SMAM se ha obtenido variando el número máximo de
UEs (parámetro NUMJUE del modelo arquitectónico) desde 1 hasta 1000. El tiempo de eje-
cución WAM se muestra como una constante para poder apreciar la diferencia de rendimiento.
En todos los benchmarks, excepto para ql7_l, se calculan todas las soluciones del pro-
grama. En estos casos, el árbol de búsqueda a recorrer en WAM y en SMAM es el mismo,
por lo que puede aplicarse la predicción del comportamiento de Multipath descrita anterior-
mente. En este sentido, se aprecia como el tiempo de ejecución de cada benchmark se ajusta
al comportamiento real previsible. Antes de pasar a analizar con más detalle los resultados,
nótese como en todos los benchmarks excepto uno (ham), SMAM ofrece una ganancia respecto
a WAM que en algún caso (bitspal) puede ser de más de un orden de magnitud.
Los factores que influencian en mayor medida el rendimiento de Multipath son:
• La tasa de indeterminismo.
• El número de copias efectuadas.
• El tiempo medio de acceso a memoria por referencia.
Un análisis de estos tres factores permite clasificar los distintos benchmarks. En este
sentido, la figura 7.4 nos muestra el valor de estos factores. En cada una de las gráficas se
muestran únicamente aquellos benchmarks que facilitan su visión. A continuación se indica el
procedimiento utilizado para obtener la información necesaria en cada gráfica.
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Figura 7.3: Tiempo de ejecución de SMAM y WAM para el conjunto de benchmarks analizados.
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El cálculo de la tasa de indeterminismo para un cierto valor del parámetro NUM_UE
requiere conocer el número medio de UEs activas durante la ejecución del programa. Este
número se obtiene como el cociente entre el número de instrucciones MAM ejecutadas y el
número de instrucciones MAM que se ejecutan cuando NUM_UE es igual a 1. La aplicación
de este criterio supone que la distribución de las instrucciones a lo largo de todo el árbol de
búsqueda es homogénea.
La gráfica correspondiente a las copias se mide en millones de palabras y se calcula a
partir del número de copias de entornos realizadas multiplicada por .el tamaño medio de un
entorno.
La influencia del tiempo de acceso a memoria se muestra en dos gráficas. Por un lado,
se muestra la tasa de miss en el primer nivel de la memoria caché del procesador Alpha 21164,
obtenido mediante simulación utilizando la herramienta de instrumentalización atom [105]. Por
otro lado, se muestra el coste de cada referencia a memoria medido en ciclos del procesador.
Este dato corresponde a una estimación ya que se calcula considerando que cada instrucción
ejecutada por el procesador que no genera acceso a memoria tiene un coste fijo (t). De esta
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forma, el tiempo de ejecución de una instrucción que genera acceso a memoria se calcula
dividiendo el tiempo total del programa menos el tiempo no gastado en memoria (obtenido a
partir de t) entre el número total de accesos a memoria. Este dato es bastante exacto cuando
el working set es elevado y, en cualquier caso, permite tener una estimación del incremento
del tiempo de acceso a memoria conforme aumenta el tamaño del programa.
La observación de las dos gráficas relativas al coste de las referencias a memoria confirma
una de las previsiones realizada respecto al modelo. A medida que se incrementa el grado de
exploración en anchura de un programa existe un incremento lineal en el tiempo medio de
acceso a memoria. Cuando el número de UEs es bajo cada referencia a memoria tiene un coste
medio entre 1 y 2 ciclos de reloj. Cuando el número de UEs se incrementa hasta 1000, cada
referencia a memoria llega a tardar entre 6 y 8 ciclos. Cada benchmark tiene una pendiente
diferente al incrementar el número de UEs pero no discrimina lo suficiente para poder catalo-
garlos.
Debe tenerse en cuenta que el Modelo Arquitectónico de Multipath podría ser realizado
en un sistema con soporte a la ejecución multithreading [56]. Con este tipo de soporte, se
intenta reducir al máximo la penalización por cambio de contexto entre threads. En este sentido,
las acciones asociadas a un UE corresponderían a un thread, y la PU podría explotar la con-
currencia existente entre los threads para esconder la latencia a memoria principal en aquellos
casos en que se produjese un fallo en el acceso a la memoria caché.
Los factores que discriminan en mayor medida el comportamiento de un programa son
la tasa de indeterminismo y el número de copias efectuadas. Así, por ejemplo, el benchmark
que mejor explota las ventajas de Multipath es bitspal. Es el programa que presenta una mayor
tasa de indeterminismo y, a la vez, el número de copias que se efectúan es despreciable. En
este caso, con un número relativamente pequeño de UEs se obtiene el tiempo correspondiente
al denominado trabajo útil. Conforme el número de UEs se incrementa, el tiempo aumenta
ligeramente por el hecho de tratar con un working set más grande. Debido a que es el programa
con mayor tasa de indeterminismo, la penalización por profundidad es muy alta. Multipath la
elimina, llegando a reducir el tiempo de ejecución respecto la WAM en más de un orden de
magnitud.
El efecto de disminuir el grado de indeterminismo de un programa se puede observar en
el programa tri. En este caso, el número de copias también es relativamente bajo pero la tasa
de indeterminismo es la menor de todos los programas. Ello motiva que la pendiente de dis-
minución del tiempo de ejecución conforme aumentamos NUM_UE es menor y, por consi-
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guíente, el número de UEs óptimo tiende a incrementarse. En este benchmark, el tiempo de
ejecución llega a ser hasta más de 4 veces menor respecto a la WAM.
El principal problema de Multipath corresponde a la penalización introducida por la copia
de entornos. Esto se puede observar en los benchmarks cube, qlO, ham, zebras y turtles. Con
una tasa de indeterminismo relativamente pequeña (desde el 10% hasta el 5%), si el número
de copias no es excesivamente alto (cosa que sucede en todos excepto en el benchmark ham)
siempre existe un número óptimo de UEs en que el tiempo de ejecución es menor que el de
WAM. Sin embargo, cuando el número de copias se incrementa enormemente (alrededor de 25
millones de palabras en ham) el rendimiento de Multipath es ligeramente inferior al de WAM.
La conclusión más evidente es que el tamaño de los entornos (número de variables múl-
tiples de un programa) y el número total de copias de entornos son dos factores que influyen
en gran medida en el rendimiento de Multipath. Por otra parte, las ventajas son mucho mayores
cuanto más indeterminista se comporta un programa, como era de esperar desde un principio.
En resumen, la ganancia de SMAM en los benchmarks analizados puede llegar a ser de hasta
13 veces en el mejor caso, de 0.7 en el peor de los casos y entre 2 y 5 veces en un término
medio. Las técnicas descritas en el capítulo 5 respecto a gestión concurrente de entornos deben
constituir el primer punto de mira de cara a aumentar en mayor medida aún la eficiencia del
modelo propuesto en Multipath.
En el caso de encontrar una única solución del programa, el rendimiento entre la SMAM
y la WAM se comporta de forma errática según varía NUM_UE ya que, aparte de los tres
factores mencionados, depende también de la cantidad de exploración del árbol de búsqueda
necesaria para encontrar la primera solución. Existirán situaciones en que MAM explore una
menor parte del árbol y la reducción del tiempo de ejecución es realmente importante y otras
situaciones en que explora una mayor parte del árbol de tal forma que no se consigue reducir
el tiempo de la WAM.
7.4 Determinación automática del número óptimo de UEs
En la sección anterior se ha demostrado que el rendimiento de Multipath es muy significativo.
Sin embargo, también es cierto que el parámetro NUM_UE puede provocar una diferencia de
rendimiento notable y, por otra parte, su valor óptimo depende de las características concretas
de cada programa.
Es deseable que el número óptimo de UEs pueda ser calculado automáticamente por el
sistema. En este sentido, se propone la siguiente estrategia:
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• Calcular de forma estática el tiempo medio en ejecutar un camino de un subconjunto
del árbol de búsqueda para un rango de valores de NUM_UE, y elegir aquel valor
que minimice dicho tiempo.
Para poder aplicar con éxito esta estrategia es necesario que el recorrido del árbol de
búsqueda sea homogéneo durante toda la ejecución del programa. Para comprobar esta condi-
ción, se ha calculado el tiempo medio en recorrer un camino del árbol de búsqueda en base a
explorar todo el árbol completo y, por otra parte, el tiempo medio por camino obtenido al
explorar únicamente los primeros 16K caminos. La figura 7.5 muestra el tiempo obtenido para
cada benchmark aplicando este criterio. Se puede comprobar que prácticamente no existen dife-
rencias significativas en el cálculo del tiempo medio por camino. En consecuencia, en estos
benchmarks el recorrido del árbol de búsqueda se considera que es homogéneo.
En base a esta conclusión, y antes de la fase de interpretación real, se realiza una fase
adicional, denominada interpretación real reducida (IR*), con la finalidad de calcular el número
de UEs óptimo para un benchmark. En esta fase se aplica la estrategia indicada anteriormente
y, en concreto, recorre los primeros 16K caminos del árbol de búsqueda midiendo el tiempo
gastado en recorrer, de estos 16K, los últimos 8K caminos. Los primeros 8K forman parte del
transitorio inicial y no son considerados a la hora de calcular el tiempo medio por camino. Este
recorrido se repite para un rango de NUM_UE igual a [20, 500]. Posteriormente, se ordenan
todos los tiempos medios por camino y se obtiene el valor óptimo para el parámetro NUM_UE.
La figura 7.6 simboliza las fases de ejecución de que consta la realización secuencial de Mul-
tipath.
Otra ventaja adicional que se consigue con esta nueva fase de interpretación real reducida
es la de poder discernir entre aplicar el modelo Multipath o el modelo convencional de ejecu-
ción. Al igual que se determina el tiempo medio en ejecutar un camino en la SMAM, también
se calcula para la WAM. A la hora de decidir el número óptimo de UEs puede obtenerse que
es más recomendable ejecutar el modelo convencional. En este sentido, en el sistema Multipath
nunca se incrementa el tiempo de ejecución respecto al modelo convencional. En cambio, se
puede disminuir en gran medida según las características concretas del programa.
El cálculo automático del valor óptimo de NUM_UE parte de la condición de que el
programa se comporte de forma homogénea durante toda su ejecución. En caso que esta premisa
no se cumpla, se propone ejecutar dinámicamente un algoritmo que, en caso de una variación
substancial del tiempo medio por camino, modifique el parámetro NUM_UE con el fin de
adaptarse a los cambios que pueda presentar el árbol de búsqueda. Esta propuesta no ha sido
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Figura 7.5: Tiempo medio de ejecución de un camino, según todo el árbol (SMAM) o un subconjunto
inicial de caminos (EST.).
180 REALIZACIÓN SECUENCIAL DE MULTIPATH
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NUMJJE
IR Solución/es
Figura 7.6: Fases de ejecución de la realización secuencial de Multipath.
realizada en la versión actual de Multipath.
7.5 Rendimiento de Multipath
En este apartado se resumen los datos más significativos de la ejecución secuencial de Multipath.
En la figura 7.6 se observa el speed-up relativo entre Multipath y la ejecución convencional
de Prolog identificada por la WAM. Hay que destacar que Multipath se comporta como la
WAM en el peor de los casos con un speed-up igual a 1 y que, en el mejor de los casos, el
speed-up llega a 13. En un punto intermedio se encuentran el resto de benchmarks con speed-
ups entre 1.20 y 4.28. Respecto al benchmark que calcula sólo la primera solución (ql7_l) el
speed-up también es significativo llegando hasta aproximadamente una orden de magnitud.
La tabla 7.1 muestra de forma numérica los datos más representativos. En primer lugar,
el tiempo de ejecución de Multipath y de la WAM, junto con el speed-up relativo entre los dos
12.90
9.68
bitspal cube ham qlO tri turtles zebrasql7_l
Figura 7.7: Speed-up Multipath vs. WAM.
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Tiempo Multipath (s)
Tiempo WAM (s)
Speed-up
Num_ue óptimo
Instr. WAM (mil)
Instr. MAM-1 (mil)
Tiempo SMAM-1 (s)
Tasa indeter. (%)
Copias (Mwords)
Tasa miss (%)
Ciclos / réf. mem.
Var. simples
Var. múltiples
Var. nulas
Instr. MAM (mil)
Com. MAM (mil)
bitspal
3.89
50.20
12.90
114
229641
205524
51.07
56.08
0.01
6.35
2.30
1
20
0
3214
278
cube
2.27
4.38
1.93
128
13664
13898
5.95
10.68
6.27
5.62
2.19
1703
53258
0
1016
285
ham
1.53
(2.32)
1.53
1.00
WAM
(92)
5074
4833
1.91
(6.80)
(23.76)
(11.71)
(2.26)
(482)
(29454)
(0)
(772)
(505)
qlO
1.94
5.64
2.91
210
16187
15007
4.25
7.03
6.94
9.59
2.79
32576
61957
0
1016
272
tri
0.96
4.11
4.28
445
14537
9524
3.21
1.60
0.13
5.32
1.78
7111
1620
0
1339
444
turtles
4.10
5.68
1.39
86
15412
13767
7.40
4.06
3.05
4.43
1.56
10731
114670
6436
3945
2271
zebras
3.08
3.69
1.20
156
8748
8581
6.73
5.01
1.85
5.53
2.48
7
33
45825
1097
760
ql7_l
0.22
2.13
9.68
32
6219
5745
1.61
6.25
0.16
1.60
1.33
42670
15117
0
621
108
Tabla 7.1: Resumen de los datos más significativos de la ejecución secuencial de Multipath.
modelos. También se indica el número de UEs óptimo en la ejecución de Multipath. Nótese
que en el benchmark ham se determina cómo óptima la ejecución convencional de la WAM.
En este benchmark, los datos correspondientes a la ejecución forzando la utilización de SMAM
se indican entre paréntesis.
A continuación se indica el número de instrucciones ejecutadas para cada programa en
el modelo WAM y, seguidamente, las instrucciones y tiempo de ejecución de SMAM cuando
NUM_UE es igual a 1. La comparación entre el número de instrucciones ejecutadas en ambos
modelos permite observar la ganancia obtenida en Multipath por el efecto de reducir la cantidad
de indeterminismo de un programa. Nótese que pueden existir casos en que no exista tal ganan-
cia. Esto sucede si el número de instrucciones obviadas es menor en comparación con las
instrucciones adicionales que deben introducirse en la MAM. Téngase en cuenta que el objetivo
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principal en Multipath es la exploración eficiente del árbol de búsqueda y, como objetivo secun-
dario, se encuentra la reducción del indeterminismo. De cualquier forma, existe una ganancia
significativa en los benchmarks q 10, tri y ql7_l.
En el siguiente grupo de datos se indica la tasa de indeterminismo, el número de palabras
copiadas, la tasa de miss en el acceso al primer nivel de memoria caché y el número medio
de ciclos por referencia a memoria. Estos valores permiten caracterizar el comportamiento de
Multipath, y han sido analizados en el apartado 7.3 dedicado al rendimiento del sistema.
Por último, se indica el número total de variables que se crean en cada programa, según
su clasificación en variables simples, múltiples o nulas, y el número de instrucciones y comandos
MAM ejecutados. Estos datos permiten conocer la proporción de variables simples respecto de
variables múltiples y la de comandos por instrucción. Un programa se comporta mejor cuando
el número de variables simples se incrementa, el número de variables múltiples disminuye y
el número medio de comandos por instrucción se décrémenta.
7.6 Comparación con Multilog
En este último apartado se compara el rendimiento de Multipath respecto a Multilog, el único
sistema existente en la literatura que también aplica una exploración parcial en anchura. Téngase
en cuenta que la definición inicial de Multipath y Multilog apareció publicada por primera vez
en 1993 de forma simultánea, de tal manera que los dos trabajos se han desarrollado indepen-
diente y concurrentemente desde entonces.
Antes de activar el objetivo: X corresponde a una variable libre.
..., s(X),...
Después de resolver el objetivo: todas las soluciones vinculan X
a una misma estructura q/4, variando en cada solución sus elementos.
, X=q(_,_,_,_), s(X),...
La transformación permite crear una única vez la estructura con lo que,
en cada solución, tan solo se vinculan las variables de sus elementos.
Figura 7.8: Ejemplo de transformación de un programa por detección de patrones comunes en las
soluciones.
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Speed-up Multipath
Speed-up Multilog
Speed-up relativo
bitspal
12.90
12.40
1.04
cube
3.91
3.10
1.26
qlO
2.91
1.40
2.07
tri
4.28
1.40
3.05
Tabla 7.2: Comparación del sistema Multipath con Multilog
Para poder comparar el rendimiento de Multipath con el de Multilog es necesario intro-
ducir una técnica presentada en Multilog. Esta técnica consiste en determinar un patrón (tém-
plate) que caracterice a todas los vínculos de una variable en cada una de las soluciones
obtenidas a través de un objetivo explorado en anchura [109]. Si se encuentra este patrón, se
crea al principio de la activación del objetivo. De esta forma se evita tener que crear la misma
estructura asociada al vínculo de una variable en todas las soluciones que se calculen (ver figura
7.7).
En Multilog no se propone ningún proceso automático para poder aplicar todas sus pro-
puestas (incluida este tratamiento de los patrones).
En Multipath se ha definido el proceso de interpretación abstracta con el objetivo de
determinar los objetivos susceptibles de ser explorados en anchura, el número de caminos
óptimo de exploración en anchura, el tipo dinámico de las variables y la aplicabilidad de técnicas
de reducción del indeterminismo. Sin embargo, no se ha descrito una gestión de los patrones
en el sistema Multipath ya que no se ha definido el proceso automático de detección y trans-
formación del código Prolog que requiere.
La contemplación de cada uno de los benchmarks nos permite observar que la gestión
de los patrones únicamente sería aplicable en el programa cube. Se ha realizado manualmente
la transformación del código, notándose una ganancia substancial en este programa en que
puede ser aplicada. En concreto, la ejecución de este programa ofrece un speed-up de 2.02
respecto a la versión de Multipath descrita hasta ahora. Teniendo en cuenta esta modificación,
y que sólo se conocen datos de la ejecución de Multilog para otros tres benchmarks [108], se
presenta en la tabla 7.2 la comparación del rendimiento entre Multipath y Multilog. El speed-
up corresponde a la ganancia de cada sistema respecto a la versión WAM utilizada en cada
uno de ellos. Nótese que el speed-up relativo refleja, en todos los benchmarks, que existe una
ganancia en el rendimiento del sistema Multipath, llegando a ser hasta 3 veces más rápido que
Multilog.
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7.7 Resumen y contribuciones
En este capítulo se ha presentado y analizado la realización secuencial de Multipath. El análisis
se ha concentrado en la fase de interpretación real, que está basada en la Máquina Abstracta
de Multipath, y se denomina SMAM. Se han determinado los factores que determinan el ren-
dimiento de SMAM y se ha comparado la ejecución de Multipath con la ejecución convencional
de Prolog y con el sistema Multilog.
En base a los resultados obtenidos, las principales conclusiones son las siguientes:
• Una ejecución secuencial que explora parcialmente en anchura un árbol de búsqueda
es, por regla general, más eficiente que la tradicional exploración en profundidad.
• Los factores que influencian en gran medida el rendimiento de la ejecución de
SMAM son la tasa de indeterminismo de un programa y el número de copias rea-
lizadas.
• Dado un programa, es posible determinar la conveniencia de aplicar una exploración
fija en profundidad o una exploración parcial en anchura y, en este último caso,
calcular el grado óptimo de exploración en anchura.
• Para los benchmarks analizados, el speed-up de Multipath respecto la ejecución
convencional varía desde 1.00, en el peor de los casos, hasta 12.90, en el mejor de
ellos. El speed-up de Multipath respecto Multilog varía desde 1.04 hasta 3.05
8
REALIZACIÓN PARALELA DE MULTIPATH
La segunda realización de Multipath se ha llevado a cabo en un entorno paralelo. Al igual que
en la realización secuencial, en este capítulo se discuten únicamente los aspectos relacionados
con la realización de la fase de interpretación real de un programa.
El objetivo en este caso es disponer de una herramienta con la que poder medir el ren-
dimiento de una ejecución paralela del modelo arquitectónico. El mapeo de la Máquina Abs-
tracta de Multipath en este entorno de ejecución paralela se denomina PMAM. La primera
decisión que se ha llevado a cabo consiste en utilizar un sistema paralelo de propósito general
ya existente, y programar las acciones del modelo arquitectónico totalmente en software
mediante un lenguaje de programación soportado por dicho sistema (lenguaje C). El estudio
del comportamiento de Multipath en este sistema se orienta hacia detectar las características
que debe poseer un programa para obtener una ganancia significativa respecto la ejecución
secuencial y, por otra parte, distinguir, si existen, los principales motivos de penalización que
presente. En este caso, pueden proponerse aquellos elementos específicos a introducir en el
hardware con vistas a obtener la mayor eficiencia posible.
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8.1 Interpretación real en PMAM
La representación del control de flujo que propone el Modelo Arquitectónico de Multipath se
refleja en la figura 8.1a. Por un lado, existe el secuenciamiento propio del ME, que es el
resultado de ejecutar las operaciones que se han definido para este motor. Por otro lado, existe
la concurrencia, que permite el paralelismo de caminos existente en Multipath, entre las ope-
raciones ejecutadas por los UEs. Cada una de las operaciones en que se divide el trabajo de
un UE corresponde a la ejecución de un comando. Por su parte, el trabajo del ME también se
divide en operaciones, que están limitadas por el envío de dos comandos consecutivos. El tipo
de dependencias que existen entre las operaciones del ME y de los UEs son las siguientes:
• Operaciones UE: El inicio de una operación en un UE concreto depende del envío
del comando correspondiente y de que el UE se encuentre en el estado requerido.
Todas las operaciones UE asociadas a un mismo comando son independientes entre
si. Para un mismo UE, todas sus operaciones deben respetar el secuenciamiento
indicado por el orden en que se han enviado los comandos.
• Operaciones ME: En el secuenciamiento global del ME existe un punto donde
existen dependencias de control, que corresponde con la sincronización requerida
ME¡
ME¡
comando(sin resultados)
comando(con resultados)
UE¡
resultado
MU UUs
comando(sin resultados)
comando(con resultados)
resultado
(a)
Figura 8.1: Secuenciamiento en Multipath:
(a) Control de flujo entre las operaciones definidas en MAM.
(b) Planificación de las operaciones a unidades de proceso en PMAM.
(b)
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tras el envío de un comando. Hay dos posibilidades: (i) el comando no requiere
sincronización, y (ii) el comando sí requiere sincronización. En el primer caso, el
ME puede continuar ejecutando la siguiente operación de forma concurrente con
todas las operaciones UE anteriores que estén pendientes. En el segundo caso, el
ME debe esperar a que finalice la última operación UE asociada al comando.
Este tipo de proceso responde a una estrategia SPMD (Single Program Multiple Data).
No obstante, y por motivos de disponibilidad, la versión paralela de la fase de interpretación
real de Multipath, que simbolizamos como PMAM, se realiza en un multiprocesador con memo-
ria compartida denominado SGI Power Challenge XL, que dispone de 8 procesadores MIPS
R8000. Este multiprocesador responde a un modelo de proceso MIMD (Multiple Instructions
Multiple Data). Una realización simple de Multipath en esta arquitectura MIMD dejaría al
sistema operativo la decisión de distribuir la carga ocasionada por las operaciones potencial-
mente paralelas a tareas que serían ejecutadas entre todas las unidades de proceso disponibles.
Sin embargo, la penalización por el cambio de contexto entre las tareas que ejecutasen estas
operaciones es demasiado grande frente a la baja granularidad que poseen. Recuérdese que los
comandos están asociados a unificaciones entre términos Prolog. Por ello, se propone una estra-
tegia de planificación y de distribución de la carga controlada por el intérprete PMAM.
En este sentido, se definen dos tipos de unidades de proceso (ver figura 8. Ib):
• Unidad Principal (MU). Es la responsable de ejecutar las operaciones del ME.
• Unidad de Unificación (UU). Cada UU es responsable de ejecutar las operaciones
de un conjunto de UEs. Existe un número parametrizable de UUs en esta versión
de Multipath, que es simbolizado por NUM_UU.
El número total de unidades de proceso presentes en el sistema es 1 + NUM_UU.
A continuación se describen las características más relevantes de esta realización. En
primer lugar, se describe la planificación de operaciones UÈ a UUs,"así como la información
adicional que requiere la MU. Posteriormente, se describe la gestión de los comandos y, en
último lugar, la distribución de la carga.
8.1.1 Planificación de UEs a UUs
Al igual que en la versión secuencial, es importante destacar la necesidad de agilizar el cono-
cimiento del estado en que se encuentra un UE para determinar si debe ejecutar un comando
o no. En lugar de tener un registro de estado en cada UE, se gestiona un vector de UEs para
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NCJJU
VC UU
CP_UU IP UU BG UU
Figura 8.2: Estructuras de datos asociadas a la planificación de los UEs asignados a cada UU.
cada posible estado conteniendo la identificación de todos los UEs que se encuentran en dicho
estado.
Estos vectores son los responsables de determinar el orden en que se ejecutarán, en cada
UU, las operaciones UE correspondientes a un mismo comando. La figura 8.2 muestra las
estructuras de datos asociadas a la asignación de UEs a UUs. En concreto, cada UU dispone
de un registro denominado NC_UU, que contiene el número total de UEs asignadas a dicha
UU en estado CURRENT; y de un registro VC_UU, que contiene la dirección base de todos
los identificadores de UEs en estado CURRENT. Para los estados FAILED, WAITING y SOLU-
TION, cada UU dispone de unos vectores adicionales denominados CP_UU, IP_UU y BG_UU,
respectivamente. Los elementos que almacenan están asociados con los puntos de selección
(cp); puntos de indexación (ip) y objetivos en anchura (bg) que posea el ME en un momento
de la ejecución, y contienen dos campos que reflejan el número de UEs y la dirección base
del vector de identificadores de UEs. Recuérdese que un UE puede estar en estado FAILED
de un cp determinado; en estado WAITING de un ip y un término concreto; o en estado
SOLUTION de un bg determinado. Los comandos que afectan a UEs en estos estados tienen
un parámetro, a partir del cual, una UU indexa en estas estructuras de datos para acceder al
vector de UEs correspondiente.
Debido a que el sistema está realizado en un multiprocesador con memoria compartida,
todas las estructuras de datos propuestas en MAM para los UEs son accesibles por cualquier
UU. En este sentido, no hay ninguna restricción en cuanto a la planificación de UEs a una UU.
Un UE puede ser asignado a cualquier UU.
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Respecto a los UEs que se encuentran en estado AVAILABLE, la unidad de proceso
encargada de controlar su gestión es la MU. En este sentido, la MU posee un vector denominado
VAUE, que permite conocer en un momento determinado todas las UEs asociadas a este estado.
8.1.2 Gestión de los comandos
El envío de los comandos por parte de la MU y su recepción por parte de las UUs se gestiona
por medio de una zona de memoria compartida denominada workpool. Asociado al workpool
se definen una serie de bits de sincronización que notifican la existencia de nuevos comandos
y la finalización de estos. La figura 8.3 muestra gráficamente la estructura del workpool y los
bits de gestión del sincronismo. A continuación, se describe de forma textual con más detalle.
8.1.2.1 Workpool
El workpool tiene capacidad para almacenar MAX_COMANDOS, y cada entrada contiene una
serie de campos que almacenan el código de operación (CO) y los argumentos de un comando.
Existen tres campos para los argumentos (Al, A2 y A3), que corresponde con el número máximo
de parámetros que puede tener un comando (ver tablas 6.1 y 6.2). El registro iWP_MU apunta
siempre a la entrada del workpool en que debe publicarse el siguiente comando.
A nivel de modelo arquitectónico, se han definido 4 posibles tipos de resultados en los
comandos. En PMAM, se tratan los dos tipos siguientes: (i) STATE, que corresponde a una
MU
PRESENCIA
ITER MU
iWP MU
CO
WORKPOOL
Al A2 A3
uu
FIN
ITER_UU
iWPJJU
Figura 8.3: Estructuras de datos asociadas a la gestión de los comandos.
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indicación del estado de cada UE tras finalizar la ejecución del comando; y (ii) MODE, que
corresponde a una indicación del modo de unificación de términos estructurados. Este modo
puede ser READ o WRITE en cada UE. Para ello, existen 5 registros (RI a R5) que almacenan
los resultados calculados en una UU referentes a estos dos tipos de resultados.
Para el primer tipo, en lugar de retornar un vector con la información asociado a cada
UE, una UU únicamente devuelve el número total de UEs en estado CURRENT (en RI), y el
número de UEs (en R2) y dirección base de los identificadores de UEs en estado AVAILABLE
(en R3). El número de UEs en estado FAILED asociados a cada punto de selección es calculado
por la MU a partir de la información existente en CP_UU.
Para el segundo tipo de resultados, una UU devuelve en el registro R4 una indicación
acerca de si tiene UEs asignadas en modo READ; y en el registro R5 una indicación sobre si
existen UEs que realizan la unificación en modo WRITE.
Los comandos que no retornan un resultado de este tipo tienen un tratamiento especial,
y son descritos en el apartado siguiente.
8.1.2.2 Sincronización
Existe necesidad de sincronización en las UUs para saber si existe un nuevo comando por
procesar y en el MU para conocer la finalización de un comando.
Se define un bit de presencia de comando por cada entrada del workpool, que es actua-
lizado por la MU y consultado por las UUs. Este bit contiene el valor 1 (en pasadas pares por
el workpool) y el valor O (en pasadas impares) para indicar la presencia de un nuevo comando.
El registro ITER_MU indica si se está recorriendo el workpool en una iteración par o impar.
De esta forma, se evita tener que inicializar el bit de presencia cada vez que la MU trata la
finalización de un comando.
Por otra parte, se define un bit por entrada del workpool y por UU que simboliza la
finalización de un comando en una determinada UU. Al igual que el bit de presencia, el valor
1 indica finalización en pasadas pares y el valor O corresponde a la finalización en pasadas
impares. De esta forma, cada bit es únicamente actualizado por una UU y consultado por la
MU. El siguiente comando que debe leer una UU viene indicado por el registro iWP_UU.
La publicación de comandos requiere comprobar en primer lugar que el workpool no esté
lleno y, posteriormente, almacenar el código de operación y los argumentos de los comandos.
Por último, se activa el bit de presencia según el tipo de pasada por el workpool, indicada por
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ITER_MU.
En aquellos comandos que precisan resultados se realiza una espera activa consultando
todos los bits de finalización. Una vez finalizado el comando, la MU actualiza el número de
UEs en estado CURRENT, AVAILABLE y FAILED, y el registro MODE.
Los comandos que se realizan de forma especial son los siguientes:
• UE-SWITCH: Las UUs actualizan en la propia ejecución del comando las estructuras
de datos de la MU correspondientes al punto de indexación involucrado. Esta actua-
lización requiere exclusión mutua, que se consigue con llamadas al sistema opera-
tivo. La MU debe esperarse a la finalización completa del comando para proseguir.
• UE-BACKWARD: Existen dos comandos de este tipo (-CURRENT y -SOLUTION)
que son enviados siempre que se inicia la exploración en anchura de nuevas alter-
nativas del árbol de búsqueda. En el momento de enviar este tipo de comandos, la
MU conoce el número global de UEs en estado AVAILABLE que serán requeridos
por las distintas UUs. La MU publica un vector con los identificadores de los UEs
necesarios. Cada UU recoge los identificadores que necesita, con exclusión mutua,
e inicializa los nuevos UEs mediante la técnica de copia de entornos. Estos nuevos
UEs finalizan el comando en estado SOLUTION, y los UEs a los que iba dirigido
el comando pasan a estado CURRENT.
• UE-SINGLE: Con este nombre se engloba a todos aquellos comandos que se envían
cuando sólo existe un único UE en estado CURRENT. El código de operación de
estos comandos siempre incluye el substring "-1". Estos comandos los ejecuta direc-
tamente la MU, tras esperar la finalización de cualquier comando precedente.
8.1.3 Distribución de la carga
Al principio de la ejecución, existe un único UE activo (en estado CURRENT) que está asignado
a una UU. El número de UEs activos a lo largo de la ejecución se modifica por varias causas.
En primer lugar, se incrementa el número de UEs activos cuando se realiza la operación
de Avance. En este momento, se reúnen todas las soluciones obtenidas y los UEs que las
gestionan pasan a ser activos. Por otra parte, en la operación de Retroceso a un punto de
selección pasan a ser activos los UEs que ya existían en el momento de crear este punto de
selección. Obsérvese que en el momento de encontrar una solución pueden crearse nuevos UEs,
pero no son activos ya que pasan a estado SOLUTION, esperando la obtención de nuevas
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soluciones. Por último, siempre que se realiza una Unificación o una Indexación, existe la
posibilidad de obtener un fracaso en algún UE y, por tanto, disminuye el número de UEs activos.
El algoritmo de distribución de la carga en Multipath se ejecuta en el momento de reunir
todas las soluciones en la operación de Avance. Hasta este momento, cada UE en estado SOLU-
TION estaba asignado a la UU que había encontrado la solución. El algoritmo de distribución
asigna de forma equitativa todos los UEs que pasan a ser activos entre todas las UUs. La
distribución de UEs a UUs se establece aplicando un criterio que favorece la localidad. En
concreto, todas las UEs que ya estaban asignadas a una UU continúan asignadas a la misma
UU. Todas aquellas UEs que sobrepasan el número medio son recogidas por las UUs que no
disponían de suficientes, mediante exclusión mutua.
Cuando se retrocede a un punto de selección no es necesario distribuir la carga, ya que
se recupera el mismo número de UEs y la misma asignación que existía en el momento de su
creación.
Se ha comprobado experimentalmente que la carga de todas las UUs es aproximadamente
la misma aplicando este algoritmo de distribución. Por tanto, no es necesario distribuir la carga
de forma más frecuente, a medida que los UEs van fracasando durante la ejecución de unifi-
caciones. Además, una aplicación más frecuente de este algoritmo decrementaría la localidad
en el acceso a los datos.
8.2 Rendimiento de PMAM frente a SMAM
Se han ejecutado los mismos benchmarks utilizados en la realización secuencial de Multipath.
El tiempo de ejecución obtenido en PMAM se muestra en la figura 8.4. Para cada benchmark,
se indica el tiempo requerido para ejecutarlo variando el grado de exploración parcial en anchura
(desde 1 hasta 1000 UEs) y el número de unidades de unificación (desde 1 hasta 7 UUs).
También se visualiza el tiempo de ejecución de la realización secuencial en este sistema
(SMAM).
El comportamiento de un programa se caracteriza en función de varios parámetros que
marcan la posible ganancia y/o pérdida de la realización paralela respecto la secuencial. En
primer lugar, la ganancia con respecto a la versión secuencial es función de la tasa de inde-
terminismo de un programa. Cuanto más indeterminista sea un programa mayor será la cantidad
de proceso paralelo que podrá explotar el programa. Recuérdese que este parámetro representa
el cociente entre el número medio de UEs activas respecto el número máximo de UEs, esto es
NUM_UE. Tal como se ha descrito en el capítulo anterior, el programa bitspal exhibe la mayor
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Figura 8.4: Tiempo de ejecución de PMAM.
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tasa de indeterminismo (alrededor de un 60%) mientras que el resto oscila entre el 2% y el 10%.
Por otra parte, hay que tener en cuenta los factores que penalizan la ejecución paralela
de Multipath. Existen tres motivos básicos que disminuyen la eficiencia de esta realización:
• Penalización por conflictos en la red de interconexión con memoria. La realiza-
ción de Multipath en un sistema multiprocesador con memoria compartida incre-
menta el peso de este factor. Téngase en cuenta que el modelo arquitectónico
necesita una gran cantidad de estructuras de datos residentes en memoria, hecho
característico de los sistemas orientados a Prolog [114]. Además, este factor se ve
aumentado por la técnica de inicialización de UEs basada en la copia de entornos.
• Penalización por la publicación de comandos. Este factor introduce un conside-
rable aumento del tiempo de ejecución debido a la gestión del workpool para enviar
y recibir un comando. Téngase en cuenta que en el envío de un comando debe
comprobarse si el workpool no está lleno, guardar sus parámetros y su código de
operación e indicar la presencia de un nuevo comando en el bit de sincronización.
Estas acciones, así como sus análogas para recibir un comando, notificar su finali-
zación y recoger los posibles resultados se realizan exclusivamente por software.
• Penalización por la sincronización. La sincronización constituye un factor de pena-
lización intrínseco en el propio modelo arquitectónico. El ME debe esperarse a la
finalización en un subconjunto de los comandos para poder disponer de los resul-
tados que proporcionan.
Estos factores de penalización se ponen de manifiesto en mayor medida en aquellos pro-
gramas con un bajo nivel de paralelismo. Por ejemplo, en los programas tri, turtles y zebras,
con una tasa de indeterminismo relativamente pequeña, se envían un elevado nùmero de coman-
dos y, por tanto, la penalización por la publicación de estos comandos es más significativa que
la cantidad de trabajo en paralelo a realizar. En estos benchmarks se observa un incremento
del tiempo de ejecución conforme aumentamos el número de UUs para un mismo nivel de
exploración en anchura.
En los benchmarks cube, ham y qlO existe una ganancia con respecto a la versión secuen-
cial pero queda limitada en mayor medida por el tiempo gastado en sincronización.
El programa en que se obtiene un mayor rendimiento es bitspal. Posee el mayor nivel de
paralelismo y además los inconvenientes anteriormente indicados se reflejan en menor medida.
Durante la ejecución se envían un menor número de comandos; a su vez, existe un porcentaje
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mayor de comandos que no requieren sincronización; y, por ùltimo, es el programa que presenta
un número de copias despreciable.
Otro aspecto importante que se refleja de las gráficas corresponde al número óptimo de
UEs en cada benchmark. En la ejecución paralela este parámetro se incrementa respecto al
obtenido en la ejecución secuencial.
8.3 Mejoras en la sincronización
La sincronización que se requiere efectuar durante la ejecución es un factor, introducido en el
propio modelo arquitectónico, que penaliza el rendimiento del sistema. Con la intención de
mejorar el comportamiento de la versión paralela de Multipath se han propuesto dos optimiza-
ciones que afectan a la sincronización que se realiza en los comandos que generan resultados.
Estas dos optimizaciones consisten en:
• La sincronización en un comando de unificación, que necesita como respuesta saber
si tiene éxito o fracasa en todos los UEs activos, espera a que se obtenga un
número mínimo de UEs cuyo estado final sea CURRENT. Este número mínimo
debe garantizar que el flujo de control tras la ejecución del comando va a ser el
mismo que una vez finalizado completamente el comando.
• En un comando de unificación no se realiza sincronización, sino que la MU continúa
con una ejecución especulativa del código que le sigue, considerando que la uni-
ficación tiene éxito en algún UE.
La primera propuesta tiene en cuenta que, una vez se han obtenido 2 UEs en estado
CURRENT, el control de flujo siempre va a proseguir por las mismas instrucciones. En concreto,
el primer UE garantiza que no se produce fracaso en el comando y el segundo UE garantiza
que nunca serán enviados comandos del tipo UE-SINGLE. La aplicación de esta técnica precisa
la gestión de 3 variables en la MU que especifican si el número de UEs en estado CURRENT,
FAILED o AVAILABLE contienen el valor correctamente actualizado o no. Siempre que la
MU necesita consultar en un momento posterior esta información, espera la finalización del
último comando publicado que la puede modificar. En este tipo de sincronización, la MU con-
sidera que el modo de unificación en comandos no finalizados completamente corresponde al
caso general READ/WRITE, es decir, no puede optimizar los comandos posteriores de unifi-
cación de elementos de términos estructurados ya que no sabe si todos los UEs se encuentran
en modo READ o en modo WRITE. Con referencia al workpool, se necesita introducir un bit
por comando y por UU que especifica si existen como mínimo dos UEs que han finalizado con
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Figura 8.5: Speed-up de PMAMb y PMAMc frente a PMAMa.
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éxito la ejecución de un comando en una UU.
La segunda propuesta se basa en la mayor probabilidad de que un comando de unificación
finalice con éxito. En las sincronizaciones anteriores existen tres continuaciones diferentes tras
un comando de unificación (fracaso, éxito con 1 UE o éxito con más de un UE). La ejecución
especulativa considera únicamente dos continuaciones (fracaso o éxito). De esta forma se
aumenta la probabilidad de elegir la alternativa correcta y también se simplifica la gestión que
requiere. No obstante, se pierde la posibilidad de efectuar las optimizaciones que podían rea-
lizarse cuando se exploraba un único camino. En este sentido, un objetivo con atributo SEMI-
DET siempre será explorado en anchura y el tipo dinámico de una variable que depende del
número de vínculos de otra variable siempre será MÚLTIPLE.
Por otra parte, la ejecución especulativa prosigue hasta aquel punto en que restaurar el
estado de la ejecución en una predicción incorrecta es demasiado complejo. En concreto, se
efectúa una espera completa en aquellos puntos en que se eliminan estructuras de datos de la
MAM o se crean estructuras de datos nuevas que no son eliminadas en la operación de back-
tracking. Con esta condición, restaurar el estado de la ejecución en una predicción incorrecta
significa que únicamente hay que deshacer, en la propia operación de backtracking, todos los
vínculos que hayan podido ser calculados en una ejecución innecesaria. Esta alternativa para
mejorar la penalización por sincronización también incorpora una consulta a cada instrucción
MAM de la finalización de comandos pendientes. Esta comprobación permite deshacer los
trabajos realizados en una predicción incorrecta lo antes posible.
La figura 8.5 muestra la ganancia, para cada benchmark y para un número de UUs entre
1 y 7, de las dos anteriores propuestas con respecto la sincronización descrita inicialmente en
PMAM (en la gráfica es referenciada como PMAMa). La espera de un número mínimo de UEs
se simboliza como PMAMb y la versión con ejecución especulativa se simboliza como PMAMc.
El valor de speed-up corresponde a la ganancia media calculada a partir de los tiempos de
ejecución obtenidos al variar NUM_UE en el rango [1, 1000]. Se puede" observar una ganancia
real en las dos versiones propuestas, que puede llegar hasta más de un 20%. Por otro lado, no
existe una diferencia realmente significativa entre las dos alternativas. Esto es debido a que la
cantidad de trabajo ejecutado de forma especulativa hasta tener que hacer una sincronización
completa no es lo suficientemente grande.
De todas formas, existe un mayor número de casos en que la ejecución especulativa tiene
un mejor comportamiento que la espera parcial, en especial, cuando se aumenta el número de
UUs. Ello nos ha llevado a escogerla como la forma de realizar la sincronización en Multipath.
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8.4 Rendimiento global de Multipath
En esta sección se analiza el rendimiento de Multipath respecto la ejecución convencional
simbolizada por la WAM. Hay que tener en cuenta que la ganancia de Multipath en una eje-
cución paralela se ve afectada por la ganancia obtenida por pasar del modelo convencional a
la ejecución secuencial y por la ganancia al pasar de una ejecución secuencial a una ejecución
paralela de Multipath.
La figura 8.6 muestra el efecto individual de cada uno de estos dos factores para los
benchmarks analizados. En esta gráfica se considera un número concreto de UEs (700) y un
número también concreto de UUs (5). Se observa que el rendimiento en secuencial sigue aproxi-
madamente el mismo comportamiento visto en el capítulo anterior. Téngase en cuenta que en
esta gráfica no se contempla el número óptimo de UEs sino un valor fijo para todos los ben-
chmarks. El rendimiento en paralelo oscila con speed-ups entre 1 y 4, según el benchmark.
Obsérvese que las características dinámicas de cada benchmark en cuanto a tasa de inde-
terminismo, número de copias efectuadas y proporción de comandos enviados por instrucción
influyen en el modelo de ejecución que se le adapta mejor. Por ello, se contempla la posibilidad
de utilizar la misma técnica descrita en el capítulo anterior para la ejecución secuencial, de
cara a poder determinar de forma automática el modelo que mejor se adapta a cada benchmark,
es decir, la WAM, una ejecución secuencial de Multipath o una ejecución paralela de Multipath.
En base al comportamiento homogéneo del árbol de búsqueda en cada programa, es posible
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Figura 8.6: Speed-up de WAM a SMAM y de SMAM a PMAM.
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realizar un preproceso en el que a partir del tiempo en ejecutar una misma parte inicial del
árbol de búsqueda en cada modelo es capaz de determinar el que tiene una ejecución más
rápida. A diferencia de la realización secuencial, este preproceso no se ha programado en la
realización paralela y, en consecuencia, los datos de Multipath que siguen a continuación se
han calculado después de ejecutar los benchmarks para todas las posibles configuraciones.
La figura 8.7 muestra el speed-up global de la realización paralela de Multipath respecto
la WAM. Se observa como existen programas (ham) en que el modelo WAM ofrece el mejor
rendimiento; programas (tri) en que el mejor resultado se obtiene mediante una ejecución
secuencial de la MAM; y el resto de casos en que la ejecución paralela de la MAM ofrece el
mejor resultado. Dentro de este último grupo, los programas turtles y zebras ofrecen una ganan-
cia del 25% respecto la WAM; los programas cube y qlO tienen un crecimiento lineal hasta 5
UUs del speed-up, llegando a valores alrededor de 4; y en el programa bitspal se obtienen
speed-ups realmente significativos desde 18 hasta 45, variando el número de UUs desde 1 hasta
7, respectivamente.
Por último, se resumen en la tabla 8.1 los datos más característicos de esta versión de
Multipath para cada uno de los benchmarks analizados. En primer lugar, se indica el tiempo
de ejecución WAM; el tiempo de ejecución de SMAM (para un valor fijo de UEs igual a 700
D lUUs
a 2 UUs
n 3 UUs
o 4 UUs
B 5 UUs
• 6 UUs
• 7 UUs
turtles zebras
Figura 8.7: Speed-up global de Multipath frente a WAM.
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Tiempo WAM (s)
Tiempo SMAM-700 (s)
Num_ue óptimo SMAM
Tiempo SMAM-opt (s)
Tiempo PMAM5-700 (s)
Num_ue óptimo PMAM5
Tiempo PMAM5-opt (s)
Speed-up MULTIPATH
Instr. MAM-700
Instr. MAM-700 por ejec. espec.
Comandos MAM-700.
Sincronizaciones PMAM5-700
Núm. medio UEs PMAM5-700
bitspal
142.6
22.4
88
7.8
6.12
500
3.54
40.28
406769
2068
60555
8252
507.82
cube
11.0
9.9
86
6.3
4.10
660
3.94
2.79
218494
1318
59651
24979
64.00
ham
3.8
13.1
2
7.3
6.66
920
5.63
1.00
109163
1913
61677
30870
45.07
qlO
14.2
9.6
112
5.6
4.70
720
4.25
3.34
230235
31
62186
24405
65.19
tri
11.7
6.5
438
2.7
6.81
1000
5.78
4.33
545431
182480
252395
8521
26.24
turtles
16.0
16.2
84
12.3
11.29
700
11.29
1.42
690474
91760
411751
147356
22.99
zebras
9.8
11.7
77
7.4
6.38
700
6.38
1.54
276328
25840
189582
30102
34.26
Tabla 8.1: Resumen de los datos más significativos de la ejecución paralela de Multipath.
y para el valor óptimo), y el tiempo de ejecución de PMAM con 5 UUs (también para los dos
casos anteriores en cuanto a número de UEs). El speed-up de Multipath respecto la ejecución
convencional se muestra a continuación. El cálculo de este valor tiene en cuenta la posibilidad
de detectar el modelo que mejor se adapta a cada benchmark. Posteriormente, se indican algunos
datos estadísticos que influyen en el rendimiento de Multipath, para un valor fijo de NUM_UE
igual a 700. En concreto, se muestra el número total de instrucciones ejecutadas; las instruc-
ciones ejecutadas de forma especulativa correspondientes a predicciones incorrectas; el número
de comandos publicados; el número total de sincronizaciones en la ejecución del programa y
el número medio de UEs activas, dato a partir del cual se calcula la tasa de indeterminismo
del programa.
8.5 Mejoras hardware
Se ha observado que Multipath posee un rendimiento excelente en aquellos programas con un
alto grado de indeterminismo. Para lograr un mayor rendimiento en aquellos programas que no
exhiben tanto indeterminismo es preciso introducir en el hardware del sistema elementos espe-
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cíficos que disminuyan las penalizaciones que se producen en una interpretación estrictamente
software.
En relación con la penalización observada por la gestión del workpool de comandos, se
hace totalmente necesaria la definición de registros hardware e instrucciones específicas en el
lenguaje máquina de manipulación del workpool.
Por otra parte, sería recomendable evitar las esperas activas de sincronización mediante
la gestión de interrupciones hardware que indicasen la finalización de los comandos. Esto faci-
litaría que la MU pueda colaborar ejecutando comandos en aquellas UUs que estuvieran más
cargadas.
En relación con los conflictos en el acceso a memoria, debe tenerse en cuenta que el
modelo arquitectónico propone zonas de memoria locales a cada UE. Un multiprocesador con
una parte local del espacio de direcciones en cada unidad de proceso reduciría los conflictos
por accesos a las memorias CTRLJJE y TRAIL_UE. La memoria HEAP_UE podría asignarse
al espacio local siempre que exista hardware de soporte a las copias durante la inicialización
de estas memorias. De la misma forma que se ha descrito en la realización basada en un sistema
O
bitspal cube ham qlO tri turtles zebras
Figura 8.8: Speed-up máximo alcanzable por Multipath en un arquitectura con hardware específico
frente al speed-up real obtenido en PMA.M. El speed-up se calcula respecto SMAM.
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monoprocesador, la existencia de una arquitectura orientada a ejecución multithreading también
ayudaría a esconder la latencia en el acceso a memoria ya que todos las operaciones UE relativas
a un mismo comando podrían ser fácilmente relacionadas con un thread del sistema.
Se ha simulado el comportamiento de Multipath eliminando las penalizaciones que se
incurren en la versión actual de Multipath con el objetivo de conocer cuál es el límite en el
rendimiento que se podría obtener con una arquitectura más adecuada al modelo [42]. En con-
creto, se ha supuesto que: (i) no existen conflictos en el acceso a memoria, (ii) la MU colabora
en la ejecución de comandos cuando es preciso una sincronización, y (iii) no existe penalización
en la publicación y lectura de los comandos en el workpool. La figura 8.8 muestra el speed-
up límite que se puede conseguir frente al speed-up real que se ha conseguido en esta realización
paralela de Multipath. Como puede observarse existe un gran potencialidad de aumentar el
rendimiento de Multipath si se consideran arquitecturas más adecuadas que faciliten el modelo
de proceso SPMD.
8.6 Resumen y contribuciones
En este capítulo se ha descrito y analizado la realización paralela de Multipath. Los aspectos
específicos de mapear la Máquina Abstracta de Multipath en un entorno paralelo (PMAM)
hacen referencia a la asignación de los motores de unificación a las unidades de proceso, la
gestión de los comandos MAM y la distribución de la carga del sistema.
En base a los resultados obtenidos, las principales conclusiones son las siguientes:
• La ejecución paralela de MAM es recomendable en programas que exhiben un alto
grado de indeterminismo.
• Los factores que degradan en mayor medida el rendimiento de PMAM son las
esperas por sincronización, la penalización por la publicación y recepción de los
comandos y los conflictos en la red de interconexión. Respecto a la sincronización,
la propuesta de ejecución especulativa tiene una ganancia de un 20% sobre la espera
de la finalización completa de comandos de unificación.
• Para los benchmarks en que es aconsejable la ejecución paralela, el speed-up global
de Multipath respecto la WAM varía de 3.34 a 40.28 con 6 unidades de proceso.
• Se ha comprobado que existe una alta potencialidad para aumentar el rendimiento
en una arquitectura paralela con hardware específico para el modelo de proceso
SPMD.
9
CONCLUSIONES Y FUTUROS TRABAJOS
Este capítulo finaliza el trabajo realizado en esta tesis con una enumeración de las principales
conclusiones a que se ha llegado y una descripción de las líneas futuras de trabajo relacionadas
con el mismo tema.
9.1 Conclusiones
El diseño del sistema Multipath se ha realizado teniendo como principal punto de mira incre-
mentar la eficiencia en la ejecución de aquellos programas que poseen un cierto grado de
indeterminismo. Un programa presenta indeterminismo en el momento en que existen acciones,
u objetivos, a ejecutar dentro del programa que tienen más de una solución.
La principal contribución de esta tesis es la definición de un nuevo modelo de ejecución
que practica una exploración parcial en anchura del árbol de búsqueda de un programa inde-
terminista. La idea básica es ejecutar la continuación de un objetivo indeterminista simultánea-
mente para un cierto número de soluciones de dicho objetivo.
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Los factores que intervienen positivamente respecto el recorrido tradicional, identificado
por una exploración en profundidad, son
• La disminución del número de instrucciones necesarias para controlar el flujo de la
ejecución y de instrucciones que operan sobre datos compartidos en todos los cami-
nos recorridos simultáneamente.
• La posibilidad de explotar concurrencia entre las instrucciones que operan sobre
datos locales a los caminos recorridos (paralelismo de caminos).
La segunda gran contribución viene marcada por la definición del modelo arquitectónico.
Este modelo constituye una visión a más bajo nivel del modelo de ejecución, en la cual se
adopta una forma de representación de los elementos que forman el estado de la ejecución y
una forma de realización de las operaciones que lo transforman a lo largo de dicha ejecución.
Este modelo deja abierta la posibilidad de realizar el sistema Multipath en diferentes plataformas
hardware.
Anteriormente se han comentado las ventajas que ofrece a nivel lógico la exploración
parcial en anchura. Es comprensible que su realización presente también una serie de inconve-
nientes. Los factores que intervienen negativamente en el rendimiento de Multipath son:
• Permitir la visibilidad en un momento dado de la ejecución del entorno de vínculos
de más de un camino del árbol de búsqueda. Esta penalización se pone de manifiesto
en la inicialización de los entornos mediante copias y en la mayor complejidad en
la semántica de las instrucciones al tener que gestionar nuevas estructuras de datos
y zonas de memoria.
• El aumento del espacio de memoria necesario en la ejecución, y la consiguiente
pérdida de localidad en el acceso a los datos.
El rendimiento de la exploración parcial en anchura depende de las características propias
de cada programa, que repercutirán en dar un mayor o menor peso a las ventajas y a los
inconvenientes. Multipath establece de forma automática el grado óptimo de exploración parcial
en anchura para cada programa.
El criterio utilizado se basa en un análisis global de determinismo y de tipos de datos
con el fin de determinar los objetivos en que es recomendable el cálculo de más de una solución
y de establecer a priori el tipo dinámico de las variables. En el primer caso, se ahorra la creación
de estructuras de datos adicionales en la activación de aquellos objetivos que no manifiestan
las ventajas de una exploración en anchura. En el segundo caso, el establecimiento del tipo de
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las variables en el momento de su creación evita la penalización por el cambio dinámico de
tipo a lo largo de su vida.
La determinación de la exploración parcial en anchura más adecuada se completa con
una ejecución reducida de una primera parte del árbol de búsqueda para diferentes grados de
exploración en anchura. El grado de exploración óptima viene determinado por aquél que ofrece
un menor tiempo medio en recorrer un camino, e incluye la posibilidad de escoger, como un
caso particular más, una exploración fija en profundidad realizada a partir de la WAM. En caso
de un comportamiento heterogéneo del árbol de búsqueda, se propone modificar dinámicamente
el grado de exploración en anchura hasta encontrar el que se adapta mejor a las características
concretas del programa en un cierto momento de la ejecución.
A partir de los resultados obtenidos en una ejecución secuencial y en otra ejecución
paralela de Multipath, se indican a continuación las principales conclusiones.
9.1.1 Rendimiento de una ejecución secuencial de Multipath
En una ejecución secuencial, la exploración parcial en anchura es, por regla general, más efi-
ciente que la exploración en profundidad. Únicamente es aconsejable la exploración en profun-
didad en aquellos programas en que el número de copias de entornos es muy elevada. Multipath
detecta estos casos mediante la ejecución reducida del principio del árbol de búsqueda.
El rendimiento de Multipath respecto la ejecución convencional identificada por la
Máquina Abstracta de Warren es muy significativo. En el peor de los casos, es capaz de ejecutar
un programa siguiendo el modelo convencional y, por tanto, no incrementa nunca el tiempo de
ejecución de los programas. En el mejor caso de todos los programas analizados, se consigue
un speed-up de más de un orden de magnitud.
Frente al sistema Multilog, que también realiza una exploración parcial en anchura, Mul-
tipath consigue reducir el tiempo de ejecución hasta una tercera parte.
Nótese que cuando se quieren encontrar todas las soluciones de un programa, su árbol
de búsqueda es el mismo, independientemente del tipo de exploración. En este sentido, las
ventajas de la exploración parcial en anchura provienen del hecho de reducir el número de
instrucciones necesarias para recorrerlo. No obstante, cuando se quiere encontrar únicamente
una solución, se recorre una parte diferente del árbol de búsqueda según el tipo de exploración.
En estos casos, el rendimiento de la exploración parcial en anchura depende también de la
proporción del árbol de búsqueda recorrida respecto la exploración en profundidad. Si las solu-
ciones están uniformemente distribuidas en el árbol de búsqueda, Multipath ofrece un mayor
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rendimiento. En el típico programa de las reinas, Multipath ofrece un speed-up de un orden de
magnitud a la hora de encontrar la primera solución.
9.1.2 Rendimiento de una ejecución paralela de Multipath
En una ejecución paralela, la ventaja adicional de la exploración en anchura radica en la posi-
bilidad de explotar el paralelismo de caminos, inherente en el modelo de ejecución. Este tipo
de paralelismo es de baja granularidad ya que, básicamente, corresponde a la ejecución concu-
rrente de comandos de unificación entre términos Prolog.
La ejecución paralela de Multipath se ha efectuado en un sistema multiprocesador de
propósito general con memoria compartida. El rendimiento específico de la ejecución paralela
respecto la secuencial es destacable en aquellos programas con una tasa elevada de indetermi-
nismo. En los otros casos, la penalización por la publicación y recepción de los comandos
paralelos, así como las esperas necesarias para la sincronización en espera de sus resultados,
afectan en gran medida el rendimiento.
Se han propuesto técnicas que minimizan la penalización debida a la sincronización, basa-
das en una ejecución especulativa, que mejoran el rendimiento de Multipath en un 20%.
La simulación de Multipath en una arquitectura paralela orientada al proceso SPMD per-
mite observar su alta potencialidad para obtener un rendimiento más elevado.
9.1.3 Efecto de la reducción del indeterminismo
Como un objetivo secundario, el modelo de ejecución de Multipath también presenta técnicas
de disminución del grado de indeterminismo de un programa. Siempre que sea posible, es
conveniente reducir el árbol de búsqueda lo antes posible. Nótese que no siempre es posible
convertir un programa indeterminista en otro determinista. En estas situaciones es cuando la
exploración parcial en anchura practicada en Multipath se ofrece una como una alternativa
totalmente recomendable.
Multipath presenta tres técnicas de reducción del árbol de búsqueda, que se simbolizan
como transformaciones a realizar en el código de entrada. Estas tres técnicas se caracterizan
por el momento en que se reduce el árbol de búsqueda: de forma estática, en el momento de
activar un objetivo y en el momento en que se han satisfecho objetivos del cuerpo de una
cláusula. La reducción del indeterminismo en Multipath es una aplicación directa de los resul-
tados obtenidos en el análisis global de determinismo y de tipos de datos, que ya es necesario
realizar para optimizar la exploración parcial en anchura.
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En el conjunto de benchmarks analizados, el porcentaje de reducción del número de ins-
trucciones a ejecutar oscila entre el 5% y el 35%.
9.2 Líneas futuras de trabajo
El diseño de Multipath constituye un trabajo muy general en el que se aborda el gap, o diferencia
semántica, entre un lenguaje declarativo y el lenguaje máquina de un computador. En este
sentido, existen gran cantidad de aspectos que requieren una investigación más profunda. A
continuación se describen las principales líneas de investigación que, personalmente, considero
más atractivas.
9.2.1 Incorporación de nuevos elementos declarativos en el lenguaje
La definición del lenguaje al que está orientado un sistema constituye la primera gran decisión.
Un lenguaje imperativo está más cerca del lenguaje máquina y, por tanto, es el más adecuado
en aquellas aplicaciones de cálculo intensivo que requieren un código determinista lo más efi-
ciente posible. Sin embargo, si se prima la eficacia en la fase de desarrollo de software es
imprescindible incorporar en el lenguaje elementos declarativos, que facilitan la especificación
de qué es lo que se desea obtener en vez de cómo obtenerlo. En el campo de la inteligencia
artificial, el establecimiento de potentes lenguajes declarativos es crucial de cara a facilitar el
aprendizaje del conocimiento y la resolución automática de problemas.
Prolog constituye un intento de elevar la capacidad declarativa del lenguaje: unificación,
indeterminismo y variables de asignación única son su principales elementos declarativos. En
Multipath se ha elegido Prolog ya que permite la posibilidad de especificar indeterminismo en
un algoritmo. Resulta más cómodo poder especificar que un procedimiento puede tener más de
una solución que no tener que tratar explícitamente en un bucle el cálculo de cada solución
del procedimiento y, posteriormente, comprobar si es una solución global del programa. Por
otra parte, al programar completamente el flujo de control en un lenguaje imperativo se pierde
la visión de la funcionalidad del código y, por tanto, de la posibilidad de realizar transforma-
ciones automáticas del código.
Sin embargo, existen otros aspectos declarativos que deben ser introducidos en el lenguaje.
Para que un lenguaje sea utilizado ampliamente, situación que no se produce actualmente con
el lenguaje Prolog, debe ser lo suficientemente flexible para especificar cómodamente cualquier
tipo de algoritmo y existir potentes modelos de ejecución que sean capaces de traducir eficaz-
mente la diferencia semántica respecto al lenguaje máquina de un computador de propósito
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general.
Como investigador en el área de arquitectura y tecnología de computadores, creo más
interesante partir de elementos declarativos particulares. Lo importante es poder automatizar el
uso del modelo de ejecución más apropiado en cada caso y saber cuantificar el coste/rendimiento
de introducir nuevos elementos arquitectónicos en el lenguaje máquina del computador.
9.2.7.7 Paradigma CLP
El paradigma de la programación lógica con restricciones (CLP) incorpora un nuevo elemento
declarativo: permite especificar las propiedades que deben cumplir las variables, en lugar de
tener que especificar el flujo de control necesario para calcular su valor.
Este paradigma constituye el principal punto de partida en trabajos posteriores relaciona-
dos con Multipath. Una de las mayores ventajas de la contribución principal de Multipath, la
exploración parcial en anchura, radica en que no está ligada forzosamente a un lenguaje par-
ticular. Se puede aplicar siempre que exista indeterminismo en un programa, y el paradigma
de CLP también admite esta posibilidad [127].
9.2.2 Generalización del modelo de ejecución
El modelo de ejecución es el encargado de especificar cómo debe ejecutarse un programa, es
decir, determina el flujo de control que queda invisible al programador cuando utiliza un len-
guaje con elementos declarativos. Como característica primordial de un modelo de ejecución,
éste debe estar abierto a la posibilidad de adoptar diferentes estrategias y seleccionar la más
adecuada para cada programa. Otra de las principales cualidades de un modelo de ejecución
es la poder definir más de una fase en la interpretación de un programa. La realimentación de
información del comportamiento de un programa es vital para poder optimizar ejecuciones
posteriores. No siempre es posible encontrar un modelo matemático que de forma estática y
determinista indique el flujo de control óptimo.
Multipath aplica esta idea con varias fases en la interpretación de un programa Prolog:
abstracta, reducida y real. Cada fase tiene como objetivo proporcionar información que permite
ejecuciones posteriores más eficientes. Sin embargo, el modelo de ejecución de Multipath se
queda ceñido a la gestión del indeterminismo y la posible aplicación de una búsqueda fija en
profundidad o una búsqueda parcial en anchura y, en este último caso, la explotación del para-
lelismo de caminos.
Dentro de este campo de trabajo, englobado como generalización del modelo de ejecución,
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se proponen dos líneas que pueden atacarse independientemente o de forma conjunta.
9.2.2.7 Combinación de paralelismo de caminos con paralelismo O
Una de las fuentes de paralelismo más atrayentes en Prolog es el paralelismo O. En este punto,
la principal línea de trabajo futura es la incorporación en el modelo de ejecución de la posibi-
lidad de combinar el paralelismo de caminos con el paralelismo O.
Ambos tipos de paralelismo tienen una gestión común en muchos puntos. El problema
de permitir la visibilidad de más de un entorno de vínculos también se presenta en el paralelismo
O, y ya se encuentra solucionado en Multipath. Por otra parte, el paralelismo O posee una
granularidad más gruesa que el paralelismo de caminos y sería recomendable su aplicación en
aquellas unidades de proceso que no estén fuertemente acopladas. Es más adecuado explotar
el paralelismo de caminos cuando las unidades de unificación están fuertemente acopladas con
la unidad de proceso principal.
9.2.2.2 Ejecución de objetivos fuera de orden
Multipath presenta la misma regla de selección de objetivos que la ejecución convencional de
Prolog. Los objetivos se activan en el mismo orden textual de escritura. Sin embargo, la eje-
cución de objetivos fuera de orden presenta también ventajas.
La posibilidad de ejecutar en primer lugar los objetivos deterministas frente a los inde-
terministas permite reducir el árbol de búsqueda de un programa. La gestión de este tipo de
flujo de control ya se ha aplicado en el sistema Andorra-I [97] con resultados positivos. Este
tipo de ejecución es un buen candidato a integrar y mejorar en Multipath.
Respecto a la posibilidad de aceptar el paradigma CLP como lenguaje del sistema, es
necesario definir un modelo de ejecución que integre la ejecución retrasada de objetivos. En
estos sistemas [81], la activación de los objetivos no se realiza en el orden textual del programa
sino en el momento en que se cumplen las condiciones para su evaluación, es decir, el proceso
es conducido por los datos.
9.2.3 Optimización del modelo arquitectónico
El modelo arquitectónico de Multipath permite la visualización simultánea de múltiples caminos
del árbol de búsqueda con un método simple, pero costoso, como es la inicialización de entornos
mediante copia. La principal ventaja reside en que el acceso al vínculo de cualquier variable
requiere un único acceso a su entorno. La inicialización de motores es costosa ya que requiere
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copiar todos los vínculos de variables múltiples del entorno padre, aun cuando existan variables
que nunca serán referenciadas en el entorno hijo.
Aunque Multipath presenta un substancial incremento de rendimiento respecto la ejecución
convencional, alrededor de la mitad del tiempo de la ejecución de la mayoría de los programas
se gasta en copias de entornos.
9.2.3.1 Compartición de los entornos de vínculos
La principal línea de investigación en este aspecto radica en permitir la compartición de entornos
entre los motores de la Máquina Abstracta de Multipath y gestionar dinámicamente el acceso
al entorno de vínculos. En concreto, la inicialización de entornos no requeriría copia, pero el
acceso a los vínculos de las variables que se referencien supondría una búsqueda en todos los
entornos padre [43].
Este método implica dividir el rango de direcciones de un entorno en dos partes: la pen-
diente de inicializar y la parte creada posteriormente a la inicialización del motor. Para el primer
espacio de direcciones es conveniente saber si necesita obtenerse el vínculo de un variable de
los entornos padre o si ha sido referenciado anteriormente y, por tanto, contiene ya el vínculo
correcto. Esta optimización de copia en demanda de vínculos de un entorno padre permite
acelerar accesos posteriores a la misma variable.
9.2.4 Finalización y mejora de la realización secuencia!
La realización secuencial de Multipath se basa en la emulación de las instrucciones del modelo
arquitectónico mediante un lenguaje imperativo soportado por el sistema. Por otra parte, el
análisis del rendimiento del sistema se ha concentrado únicamente en la fase de ejecución real
de un programa. Asimismo, la posibilidad de ejecución concurrente que proporcionan los
comandos definidos en el modelo arquitectónico se traduce en la programación de un bucle
que ejecuta secuencialmente la tarea de un comando para cada motor.
En referencia a todos estos aspectos, se plantean diferentes alternativas a seguir como
líneas futuras de trabajo, que se citan a continuación.
9.2.4.1 Programación de los algoritmos de la interpretación abstracta
La interpretación real de un programa se basa en información calculada durante la interpretación
abstracta. En este trabajo se ha dado mayor prioridad al análisis del rendimiento de la ejecución
real del programa frente a la ejecución abstracta. Por ello, únicamente se han establecido los
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algoritmos y las estructuras de datos de la fase de interpretación abstracta que justifican la
posibilidad de calcular de forma automática los resultados que se desean obtener. El hecho de
ahorrar el tiempo requerido en el desarrollo del software de esta fase ha permitido concentrar
los esfuerzos en la fase de ejecución real. En cualquier caso, la información que calcula siempre
puede ser proporcionada por el programador.
Una vez demostrada la eficacia del modelo durante la ejecución real, se hace recomendable
completar todo el sistema con la programación de la ejecución abstracta e investigar en aquellos
aspectos que permitan disminuir su tiempo de ejecución.
9.2.4.2 Generación de código nativo
Otra forma de aumentar el rendimiento del sistema es generar código nativo en el lenguaje
máquina del procesador. Actualmente, el intérprete C de la Máquina Abstracta de Multipath
realiza la búsqueda, decodificación y ejecución de las instrucciones MAM.
Una primera optimización consistiría en expandir cada instrucción MAM de un programa
en el código en lenguaje C equivalente.
A otro nivel de optimización, la traducción directa de las instrucciones MAM al lenguaje
máquina del procesador permitiría efectuar optimizaciones que, con el intérprete actual escrito
en lenguaje C, no son posible realizar. Téngase en cuenta que las instrucciones MAM tienen
un alto nivel semántico y requieren aprovechar al máximo los recursos arquitectónicos del
procesador. Sin embargo, con esta opción, se perdería la portabilidad del sistema Multipath a
diferentes plataformas hardware.
9.2.4.3 Multipath en un procesador multithreading
Este es la línea de investigación que considero más atractiva en un futuro más inmediato. El
código de los comandos de Multipath es independiente para cada motor de unificación y cons-
tituye una fuente potencial para establecer el flujo de control de los threads en una arquitectura
multithreading. El principal objetivo en estas arquitecturas es esconder la latencia del acceso a
la memoria por tener diversos threads preparados ya para el proceso de los datos, y que pueden
pasar a ser ejecutados por la CPU en cualquier momento.
El estudio de los elementos hardware necesarios para minimizar la penalización introdu-
cida en la creación y eliminación de threads, así como en el cambio de contexto entre threads,
es un trabajo a nivel de arquitectura de un computador, en el que Multipath puede ser consi-
derado como una aplicación particular más a ejecutar en el computador. En este caso, se hace
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viable la introducción de elementos hardware en la arquitectura de un computador, ya que éste
no pierde la generalidad a que está aplicado.
9.2.5 Aumento de la eficacia de la ejecución paralela
La ejecución paralela de Multipath ha puesto de manifiesto la necesidad de añadir elementos
hardware en la arquitectura de un computador paralelo con el objetivo de aumentar la eficacia
en la ejecución de aplicaciones como Multipath. Estas aplicaciones se caracterizan por un
modelo de proceso Single Program Multiple Data (SPMD). En el caso concreto de Multipath,
el programa corresponde al código a ejecutar en cada comando y los datos pertenecen a los
entornos de vínculos para los cuales se ejecuta un comando.
9.2.5.1 Soporte hardware para un modelo de proceso SPMD
Los aspectos específicos que introducen una mayor penalización son la gestión del workpool,
las esperas debidas a la sincronización y los conflictos en la red de interconexión con memoria.
En el capítulo 8 se han propuesto los elementos hardware que facilitarían este modelo de
proceso.
Estos elementos forman la base para empezar una nueva línea de investigación relacionada
con el sistema Multipath, pero lo suficientemente general como para ser aplicable en todos
aquellos programas que presentan el mismo modelo de proceso.
Apéndice A
BENCHMARKS
Este apéndice contiene el código Prolog de los programas benchmark utilizados en el análisis
del rendimiento del sistema Multipath.
BITSPAL
?- gen_Iist(L), bits(L), palindrome(L), fail.
gen_list([X 1 ,X2,X3,X4,X5,X6,X7,X8,X9,X 10,
Y1,Y2,Y3,Y4,Y5,Y6,Y7,Y8,Y9,Y10]).
palindrome(L):- rev(L,[],L).
rev([],R,R).
rev([HIT],Sofar,R):- rev(T,[HISofar],R).
bits«]).
bits([HIT]):- bits(T), bit(H).
bit(O). bit(l).
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CUBE
?- sol(6,X), write(X), nl, fail.
sol(C,X) :- cubes(C,Q), sol(Q
sol([QIQs],A,F) :-
set(Q,P),
check(A,P),
sol(Qs,[PIA],F).
check([],VAR).
check([q(Al,Bl,Cl,Dl)IAs],P) :-
P = q(A2,B2,C2,D2),
Al \= A2, Bl \== B2, Cl \== C2, Dl \= D2,
check(As.P).
set(q(Pl,P2,P3),P)
set(q(Pl,P2,P3),P)
set(q(Pl,P2,P3),P)
set(q(Pl,P2,P3),P)
set(q(Pl,P2,P3),P)
set(q(Pl,P2,P3),P)
- rotate(Pl,P2,P).
- rotate(P2,Pl,P).
- rotate(Pl,P3,P).
- rotate(P3,Pl,P).
- rotate(P2,P3,P).
- rotate(P3,P2,P).
rotate(p(Cl,C2),p(C3,C4),q(Cl,C2,C3,C4)).
rotate(p(Cl ,C2),p(C3,C4),q(C 1 ,C2,C4,C3)).
rotate(p(Cl,C2),p(C3,C4),q(C2,Cl,C3,C4)).
rotate(p(C 1 ,C2),p(C3,C4))q(C2,Cl ,C4,C3)).
cubes(4,[q(P(0, 1 )>P(2,0)>P( 1 ,3)),
q(p(3,3),p(2,0),p(l,2)),
q(p(0,0),p(3,0),p(l,2))]).
cubes(5,[q(p(2,l),p(l,4),p(3,l)),
q(p(3,2),p(2,0),p(3,4)),
q(p(l,0),p(2,2),p(0,4)),
q(P(4)2),P(413),p(0)3))])-
cubes(6,[q(p(0,5),p(l,5),p(3,l)),
q(p(2,l),p(3,4),p(4,0)),
q(P(3,0),p(4,5),p(2,4)),
q(p(0,2),P(0,2),p(5,2))>
q(p(4,4),p(2,3),p(4,5))]).
cubes(7,[q(p(5,l),p(0,5),p(3,l)),
q(P(2,3),pd,4),P(4,0)),
q(p(3,6),p(0>0),p(2,4)),
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q(p(l,5),p(3,2),p(5,2)),
q(p(5,0),p(2,3),p(4,5)),
q(p(4,2),p(2,6),p(0,3))]).
O10
?- queens2(10,Q), write(Q), ni, fail.
queens2(N,Qs) :-
range(l,N,Ns),
queens3(Ns,[],Qs).
range(N,N,[N]).
range(N,M,[NIT]) :-
N < M ,
Npl is N+l,
range(Npl,M,T).
queens3([],Qs,Qs).
queens3(UnplacedQs,SafeQs,Qs) :-
select(UnplacedQs,Remainder,Q),
not_attack(SafeQs,Q),
queens3(Remainder,[QISafeQs],Qs).
select([XIXs],Xs,X).
select([YIYs],[YIZs],X) :-
select(Ys,Zs,X).
not_attack(Xs,X) :-
not_attack(Xs,X,l).
not_attack([],_,_).
not_attack([YIYs],X,N) :-
YpN is Y+N,
X =\= YpN,
YmN is Y-N,
X =\= YmN,
NI is N+l,
not_attack(Ys,X,Nl).
O17 i
?- queens2(17,Q), write(Q), ni.
HAM
?- ham(X), write(X), ni, fail.
ham(X) :-
cycle_ham([a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p,q,r,s,t],X).
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cycle_ham([XIY],[X,TIL]):-
chain_ham([XIY],[],[TIL]),
edge(T,X).
chain_ham([X],L,[XIL]).
chain_ham([XIY],K,L):-
delete(Z,Y,T),
edge(X,Z),
chain_ham([ZIT],[XIK],L).
delete(X,[XIY],Y).
delete(X,[UIY],[UIZ]):-
delete(X,Y,Z).
edge(X,Y):-
connect(X,L),
el(Y,L).
connect(0,[ 1 ,2,3,4,5,6,7,8,9]).
connect( 1 ,[0,2,3,4,5,6,7,8,9]).
connect(2,[0, 1 ,3,4,5,6,7,8,9]).
connect(3,[0, 1 ,2,4,5,6,7,8,9]).
connect(4,[0, 1 ,2,3,5,6,7,8,9]).
connect(5,[0, 1 ,2,3,4,6,7,8,9]).
connect(6,[0, 1 ,2,3,4,5,7,8,9]).
connect(7,[0, 1 ,2,3,4,5,6,8,9]).
connect(8,[0, 1 ,2,3,4,5,6,7,9]).
connect(9,[0, 1 ,2,3,4,5,6,7,8]).
connect(a,[b,j,k]).
connect(b,[a,c,p]).
connect(c,[b,d,l]).
connect(d,[c,e,q]).
connect(e,[d,f,m]).
connect(f,[e,g,r]).
connect(g,[f,h,n]).
connect(h,[i,g,s]).
connect(i,[j,h,o]).
connect(j,[a,i,t]).
connect(k,[o,l,a]).
connect(l,[k,m,c]).
connect(m,[l,n,e]).
connect(n,[m,o,g]).
connect(o,[n,k,i]).
connect(p,[b,q,t]).
connect(q,[p,r,d]).
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connect(r,[q,s,f]).
connects, [r,t,h]).
connect(t,[p,sj]).
TRI
main :- play(3,[l,l,l,l,l, 0,1,0,0,1, 1,1,1,0,1],X), write(X), ni, fail.
play(13,B,[]) :- !.
play(M,Board,[PIX]) :-
move(P,Board,NewBoard),
Ml is M+l,
play (M 1 ,NewBoard,X).
move(l, [ 1, 1,X3, OIR],
[ O, 0,X3, 1IR]).
move(2, [XI, 1,X3, 1.X5.X6, OIR],
[XI, 0,X3, 0,X5,X6, 1IR]).
move(3, [X1,X2,X3, 1,X5,X6, 1,X8,X9,X10, OIR],
[X1,X2,X3, 0,X5,X6, 0,X8,X9,X10, 1IR]).
move(4, [X1.X2, 1,X4, 1,X6,X7, OIR],
[X1,X2, O.X4, 0,X6,X7, 1IR]).
move(5, [X1,X2,X3,X4, 1,X6,X7, 1,X9,X10,X11, OIR],
[X1,X2,X3,X4, 0,X6,X7, 0,X9,X10,X11, 1IR]).
move(6, [X1,X2,X3,X4,X5, 1,X7,X8, 1,X10,X11,X12, OIR],
[X1,X2,X3,X4,X5, 0,X7,X8, 0,X10,X11,X12, 1IR]).
move(7, [ 1,X2, 1,X4,X5, OIR],
[ 0,X2, 0,X4,X5, 1IR]).
move(8, [X1,X2, 1,X4,X5, 1,X7,X8,X9, OIR],
[X1.X2, 0,X4,X5, 0,X7,X8,X9, 1IR]).
move(9, [X1,X2,X3,X4,X5, 1,X7,X8,X9, 1,X11,X12,X13,X14, 0],
[X1,X2,X3,X4,X5, 0,X7,X8,X9, 0,X11,X12,X13,X14, 1]).
move(10, [XI, 1.X3.X4, 1,X6,X7,X8, OIR],
[XI, 0,X3,X4, 0,X6,X7,X8, 1IR]).
move(ll, [X1,X2,X3,X4, 1,X6,X7,X8, 1,X10,X11,X12,X13, OIR],
[X1,X2,X3,X4, 0,X6,X7,X8, 0,X10,X11,X12,X13, 1IR]).
move(12, [X1,X2,X3, 1,X5,X6,X7, 1,X9,X10,X11,X12, OIR],
[X1,X2,X3, 0,X5,X6,X7, 0,X9,X10,X11,X12, 1IR]).
move(13, [X1,X2,X3,X4,X5,X6,X7,X8,X9,X10, 1, 1, OIR],
[X1,X2,X3,X4,X5,X6,X7,X8,X9,X10, O, O, 1IR]).
move(14, [X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11, 1, 1, OIR],
[X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11, O, O, 1IR]).
move(15, [X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11,X12, 1, 1, 0],
[X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11,X12, O, O, 1]).
move(16, [X1,X2,X3,X4,X5,X6, 1, 1, OIR],
[X1,X2,X3,X4,X5,X6, O, O, 1IR]).
move(17, [X1,X2,X3,X4,X5,X6,X7, 1, 1, OIR],
[X1,X2,X3,X4,X5,X6,X7, O, O, 1IR]).
move(18, [X1,X2,X3, 1, 1, OIR],
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[X1.X2.X3, O, O, 1 IR]).
move(19, [ O, 1,X3, 1IR],
[ 1, 0,X3, OIR]).
move(20, [XI, 0,X3, 1.X5.X6, 1IR],
[XI, 1.X3, 0,X5,X6, OIR]).
move(21, [X1,X2,X3, 0,X5,X6, 1,X8,X9,X10, 1IR],
[X1.X2.X3, 1.X5.X6, 0,X8,X9,X10, OIR]).
move(22, [XI,X2, O.X4, 1.X6.X7, 1IR],
[XI,X2, 1,X4, 0,X6,X7, OIR]).
move(23, [X1,X2,X3,X4, 0,X6,X7, 1,X9,X10,X11, 1IR],
[X1,X2,X3,X4, 1.X6.X7, 0,X9,X10,X11, OIR]).
move(24, [X1,X2,X3)X4,X5, 0,X7,X8, 1,X10,X11,X12,
[X1,X2,X3,X4,X5, 1.X7.X8, 0,X10,X11,X12, OIR]).
move(25, [ O.X2, 1.X4.X5, 1IR],
[ 1.X2, 0,X4,X5, OIR]).
move(26, [XI,X2, O.X4.X5, 1,X7,X8,X9, 1IR],
[XI,X2, 1.X4.X5, 0,X7,X8,X9, OIR]).
move(27, [X1,X2,X3,X4,X5, 0,X7,X8,X9, 1,X11,X12,X13,X14, 1],
[X1,X2,X3,X4,X5, 1,X7,X8,X9, 0,X11,X12,X13,X14, 0]).
move(28, [XI, 0,X3,X4, 1,X6,X7,X8, 1IR],
[XI, 1.X3.X4, 0,X6,X7,X8, OIR]).
move(29, [X1,X2,X3,X4, 0,X6,X7,X8, 1,X10,X11,X12,X13, 1IR],
[X1,X2,X3,X4, 1,X6,X7,X8, 0,X10,X11,X12,X13) OIR]).
move(30, [X1.X2.X3, 0,X5,X6,X7, 1,X9,X10,X11,X12, 1IR],
[X1.X2.X3, 1,X5,X6,X7, 0,X9,X10,X11,X12, OIR]).
move(31, [X1,X2,X3,X4)X5,X6,X7,X8,X9,X10, O, l, 1IR],
[X1>X2,X3,X4,X5>X6,X7,X8,X9,X10, 1, O, OIR]).
move(32, [X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11) O, l, 1IR],
[X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11, 1, O, OIR]).
move(33, [X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11,X12, O, 1, 1],
[X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11,X12, 1, O, 0]).
move(34, [X1,X2,X3,X4,X5,X6, O, l, 1IR],
[X1,X2,X3,X4,X5,X6, 1, O, OIR]).
move(35, [X1,X2,X3,X4,X5,X6,X7, O, l, 1IR],
[X1,X2,X3,X4,X5,X6,X7, 1, O, OIR]).
move(36, [X1.X2.X3, O, l, 1IR],
[X1.X2.X3, 1, O, OIR]).
TURTLES
?- turtles(Z), write(Z), ni, fail.
turtIes([N01-T01, N02-T02, N03-T03, N04-T04,
N05-T05, N06-T06, N07-T07, N08-T08,
N09-T09, N10-T10, Nil-Til , N12-T12]) :-
Cards = [All, A12, A13, A14,
A21, A22, A23, A24,
A31, A32, A33, A34],
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perm(T06,R06,B06(L06,N06), argl(N06,Cards,l),
flip(T06,B02),
perm(T02,R02,B02,L02,N02), argl(N02,Cards,2),
flip(L06,R03),
perm(T05,R05,B05,L05,N05), argl(N05,Cards,3),
flip(L02,R01),
flip(T05,B01),
perm(T01,R01,B01,L01,N01)( argl(N01,Cards,4),
flip(R06,L07),
perm(T07,R07,B07,L07,N07), argl(N07,Cards,5),
flip(T07,B03),
flip(R02,L03),
perm(T03,R03,B03,L03,N03), argl(N03,Cards,6),
flip(R07,L08),
perm(T08,R08,B08,L08>N08)> argl(N08,Cards,7),
flip(T08,B04),
flip(L04,R03),
perm(T04,R04,B04,L04,N04), argl(N04,Cards,8),
flip(B06,T10),
perm(T10,R10,B10,L10,N10), argl(N10,Cards,9),
flip(B05,T09),
flip(L10,R09),
perm(T09,R09,B09,L09,N09), argl(N09,Cards,10),
flip(B07,Tll),
flip(R10,Lll),
perm(Tll,Rll)Bll!Lll,Nll), argl(Nll,Cards,ll),
flip(B08,T12),
flip(Rll,L12),
perm(T12,R12,B12,L12,N12), argl(N12,Cards,12).
flip(tg,hg). flip(tp.hp). flip(to,ho). flip(tb,hb).
flip(hg.tg). flip(hp,tp). flip(ho.to). flip(hb,tb).
perm(tg,tp,hb,ho,l).
perm(tg,tp,hb,ho,2). perm(tp,hb,ho,tg,2). perm(hb,ho,tg,tp,2). perm(ho,tg,tp,hb,2).
perm(tb,tp,hb,ho,3)- perm(tp,hb,ho,tb,3)- perm(hb,ho,tb,tp,3). perm(ho,tb,tp,hb,3)-
perm(tg,hb,hp,to,4). perm(hb,hp,to,tg,4). perm(hp,to,tg,hb,4). perm(to,tg,hb,hp,4).
perm(to,hb,hg,tp,5). perm(hb,hg,tp,to,5). perm(hg,tp,to,hb,5). penn(tp,to,hb,hg,5).
perm(hg,hp,tb,to,6). perm(hp,tb,to,hg,6). perm(tb,to,hg,hp,6). perm(to,hg,hp,tb,6).
perm(tb,tp,hg,ho,7). perm(tp,hg,ho,tb,7). perm(hg,ho,tb,tp,7). perm(ho,tb,tp,hg,7).
perm(tg,to,hg,hp,8). perm(to,hg,hp,tg,8). penn(hg,hp,tg,to,8). perm(hp,tg,to,hg,8).
perm(to,tp,hg,hb,9). perm(tp,hg,hb,to,9). perm(hg,hb,to,tp,9). perm(hb,to,tp,hg,9).
perm(ho,tp,tg,ho,10). perm(tp,tg,ho,ho,10). perm(tg,ho,ho,tp,10). perm(ho,ho,tp,tg,10).
perm(hb,hg,to,tp,ll). perm(hg,to,tp,hb,ll). perm(to,tp,hb,hg,ll). perm(tp,hb,hg,to,ll).
perm(to,hp,hg,tb,12). perm(hp,hg,tb,to,12). perm(hg,tb,to,hp,12). perm(tb,to,hp,hg,12).
argl(l,[XIY],X).
argl(N,[AIL],X) :- N > 1, NI is N-l, argl(Nl,L,X).
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ZEBRAS
?- solve(Houses), print(Houses), ni, fail.
solve(Houses) :-
init(Houses),
nextTo(house(ivory,Al,A2,A3,chesterfields), house(Bl,B2,fox,B3,B4), Houses),
nextTo(house(Cl,japanese,C2,C3,parliaments), house(purple,D 1 ,D2,D3,D4), Houses),
nextTo(house(El,norwegian,E2,E3,E4), house(blue,Fl,F2,F3,F4), Houses),
nextTo(house(Gl,american,G2,G3,G4), house(Hl,H2,H3,water,H4), Houses),
nextTo(house(Il,I2,I3,I4,kools), house(Jl,J2,horse,J3,J4), Houses),
nextTo(house(Kl,K2,K3,K4,seven_stars), house(Ll,L2,zebra,L3,L4), Houses),
member(house(red,english,M 1 ,M2,M3), Houses),
member(house(N 1 ,spanish,dog,N2,N3), Houses),
member(house(green,01,02,coffee,O3), Houses),
member(house(Pl,ukranian,P2,tea,P3), Houses),
member(house(yellow,Ql,Q2,Q3,kools), Houses),
member(house(Rl,R2,parrot,whiskey,R3), Houses),
member(house(S 1 ,S2,S3,orangeJuice,lucky_strikes), Houses),
member(house(Tl,T2,snails,T3,winstons), Houses).
init([house(Xll,norwegian,X13,X14,X15),
house(X21,X22,X23,X24,X25),
house(X31 ,X32,X33,milk,X35),
house(X41,X42,X43,X44,X45),
house(X51 ,X52,X53,X54,X55),
house(X61 ,X62,X63,X64,X65)]).
member(X,[XIA]).
member(X,[Al,XIA2]).
member(X,[A 1 ,A2,XIA3]).
member(X,[Al,A2,A3,XIA4]).
member(X,[Al,A2,A3,A4,XIA5]).
member(X,[Al,A2,A3,A4,A5,X]).
nextTo(A,B,[A,BIX]).
nextTo(A,B,[B,AIX]).
nextTo(A,B,[Xl,A,BIX2]).
nextTo(A,B,[Xl,B,AIX2]).
nextTo(A,B,[Xl,X2,A,BIX3]).
nextTo(A,B,[Xl,X2,B,AIX3]).
nextTo(A,B,fXl ,X2,X3,A,BIX4]).
nextTo(A,B,[Xl,X2,X3,B,AIX4]).
nextTo(A,B,[Xl,X2,X3,X4,A,B]).
nextTo(A,B,[Xl,X2,X3,X4,B,A]).
print([]).
print([XIY]) :- write(X), ni, print(Y).
Apéndice B
INTERPRETACIÓN ABSTRACTA DEL
BENCHMARK Q10
En este apéndice se describe el resultado obtenido en cada una de las operaciones de la fase
de interpretación abstracta del benchmark q 10. Estas operaciones se denominan pre-proceso,
análisis global, post-proceso y compilación.
En referencia al pre-proceso y al análisis global, se muestran únicamente los aspectos
concernientes a un único procedimiento del programa. En este caso, se pretende reflejar un
ejemplo con la definición completa de las funciones que permiten realizar el análisis de deter-
minismo y de tipos de datos de un programa, así como también un ejemplo con la evaluación
de estas funciones.
En referencia a las operaciones de post-proceso y de compilación, se muestra la salida
obtenida para todo el programa.
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Procedimiento queens3/3
El procedimiento queens3/3 del benchmark q 10 es el siguiente:
queens3([],Qs,Qs).
queens3(UnpIacedQs,SafeQs,Qs) :-
select(UnplacedQs,Remainder,Q),
not_attack(SafeQs,Q),
queens3(Remainder,[QISafeQs],Qs).
Los objetivos asociados a este procedimiento (objetivos padre) son dos: el tercer objetivo
de la segunda cláusula de este procedimiento y el segundo objetivo de la cláusula queens2/2
(ver código completo en el apéndice A):
..., queens3(Remainder,[QISafeQs],Qs), ...
..., queens3(Ns,[],Qs), ...
Pre-proceso
Esta operación inicializa el estado de la ejecución de la interpretación abstracta. En concreto,
define un punto de entrada al procedimiento con los dos objetivos padre asociados. Este punto
de entrada no posee función de indexación y contiene dos cláusulas alternativas.
..., queens3_el(Ns,[],Qs), ... % referenciado como glO
% ENTRY_POINT(queens3_el/3). % referenciado como epl
queens3_el(Al,A2,A3) :-
queens3_cl(Al,A2,A3); %
queens3_c2(Al,A2,A3). %
% CLAUSE(queens_cl/3) % referenciada como cll
queens3_cl([],Qs,Qs).
% CLAUSE(queens3_c2/3) % referenciada como cl2
queens3_c2(UnplacedQs,SafeQs,Qs) : -
select(UnpIacedQs,Remainder,Q), % referenciado como gil
not_attack(SafeQs,Q), % referenciado como gl2
queens3(Remainder,[QISafeQs],Qs). % referenciado como gl3
También define las funciones FUNCT a partir de un análisis local de cada cláusula. La
notación con que se describen estas funciones FUNCT utiliza los operadores y constantes defi-
nidas en el capítulo 5.
% Funciones FUNCT asociadas al punto de entrada epl
% Los objetivos padre son: pgl(epl) = {glO, gl3}
% Las cláusulas del punto de entrada son: cl(epl) = [cll, el2]
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NSOL_EP(epl) = orf SUCC_CL(cl) ) V cl e cl(epl)
IN_EP_ARG(epl,i) = unionf IN_GL_ARG(gl, i) ) V gì e pgl(epl); i=l,2,3
OUT_EP_ARG(epl,i) = unionf OUT_CL_ARG(cl, i) ) V cl e cl(epl); ¿=7,2,3
% Funciones FUNCT asociadas a la cláusula ell
% Las variables de esta clàusula son: var(cll) = [ Qs:l ]
SUCC_CL(cll) =
andf uniff IN_GL_ARG(gl,l), (LSTO , SINGLE) ),
uniff IN_GL_ARG(gl, 2), \mif(IN_GL_ARG(gl, 3) )
) V gì e pgl(epl)
OUT_CL_ARG(cll,J) = (LSTO, SINGLE)
OUT_CL_ARG(cll,2) = OUT_CL_VAR(cll, 1)
OUT_CL_ARG(cll,3) = OUT_CL_VAR(cll, 1)
OUT_CL_VAR(cU,l) = uniff IN_EP_ARG(epJ,2), IN_EP_ARG(epl,3) )
INEPjCL_ARG(dl,l) = intersectionf IN_EP_ARG(epl,l), (LSTO, SINGLE) j
INEP_CL_ARG(cll,2) = IN_EPJíRG(epl,2)
INEPjCL_ARG(cll,3) = IN_EP_ARG(epl,3)
% Funciones FUNCT asociadas a la cláusula cl2
% Las variables de esta clàusula son: var(cll) = [UnplacedQs:!, SafcQs:2, Qs:3, Remainder:4, Q:5]
% Los objetivos de esta clàusula son: gl(cl2) = [ gli, gl2, gI3 ]
SUCC_CL(d2) = andf andf NSOL_EP(ep(gll)), NSOL_EP(ep(gl2)) ), NSOL_EP(ep(gl3)) )
OUT_CL_ARG(cl2,l) = OUT_CL_VAR(d2,l)
OUT_CL_ARG(cl2,2) = OUT_CL_VAR(cl2,2)
OUT_CL_ARG(cl2,3) = OUT_CL_VAR(cl2,3)
OUT_CL_VAR(cl2,l) = valf OUT_EP_ARG(ep(gll),l), gl3 )
OUTjCL_VAR(d2,2) = cdrf OUT_EP_ARG(ep(gl3),2) )
OUTjCL_VAR(d2,3) = OUT_EP_ARG(ep(gl3),3)
OUT_CL_VAR(cl2,4) = OUT_EP_ARG(ep(gl3),l)
OUT_CL_VAR(cl2,5) = carf OUT_EP_ARG(ep(gl3),2) )
% Funciones FUNCT asociadas al objetivo gli
¡N_GL_ARG(gll,J) = IN_GL_VAR(gll,l)
IN_GL_ARG(gll,2) = IN_GL_VAR(gll,4)
IN_GL_ARG(gll,3) = IN_GL_VAR(gll,5)
IN_GL_VAR(gll,l) = IN_EP_ARG(epl,l)
IN_GL_VAR(gll,4) = (VAR, SINGLE)
IN_GL_VAR(gll,5) = (VAR, SINGLE)
% Funciones FUNCT asociadas al objetivo gl2
lN_GL_ARG(gl2,l) = IN_GL_VAR(gl2,2)
IN_GL_ARG(gl2,2) = ¡NJ3L_VAR(gl2,5)
IN_GL_VAR(gl2,2) = valf IN_EP_ARG(epl,2), gli )
IN_GL_VAR(gl2,5) = OUT_EP_ARG(ep(gl2),2)
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% Funciones FUNCT asociadas al objetivo gI3
lN_GL_ARG(gl3,l) = ¡N_GL_VAR(gl3,4)
IN_GL_ARG(gl3,2) = ( LST+f or(IN_GL_VAR(gl3,5), &lem(lN_GL_VAR(gl3,5))) ), SINGLE )
IN_GL_ARG(gl3,3) = IN_GL_VAR(gl3,3)
IN_GL_VAR(gl3,2) = valf OUT_EP_ARG(ep(gl2),l),gl2 )
lN_GL_VAR(gl3,3) = valf IN_EP_ARG(epl,3),gl2 )
IN_GL_VAR(gl3,4) = valf OUT_EP_ARG(ep(gll),2),gl2 )
IN_GL_VAR(gl3,5) = valf OUT_EP_ARG(ep(gl2),2),gl2 )
Análisis global
El análisis global evalúa todas las funciones FUNCT y obtiene los puntos de entrada de un
procedimiento. En el procedimiento queens/3 se han obtenido dos puntos de entrada.
..., queens3_e2(Ns,[],Qs),...
% ENTRY_POINT(queens3_el/3).
queens3_el(Al,A2,A3) :-
queens3_cl(Al,A2,A3);
queens3_c2(A 1,A2, A3).
% ENTRY_POINT(queens3_e2/3).
queens3_e2(Al,A2,A3) :-
queens3_c2(Al,A2,A3).
% CLAUSE(queens3_cl).
queens3_c 1 ([],Qs,Qs).
% CLAUSE(queens3/c2).
queens3_c2(UnplacedQs,SafeQs,Qs) :-
select_el(UnpIacedQs,Rentainder,Q),
not_attack_el(SafeQs,Q),
queens3_el(Remainder,[QISafeQs],Qs).
El resultado de las funciones FUNCT es el siguiente
% Funciones FUNCT asociadas al punto de entrada epl
NSOL_EP(epl) = (OTHER, ( ) , NO)
IN_EP_ARG(epl,l) = (LSTc (CON»UNKNOWN) »UNKNOWN)
IN_EP_ARG(epl,2) = (LST+c(CON,UNKNOWN) , SINGLE)
IN_EP_ARG(epl,3) = (VAR, SINGLE)
OUT_EP_ARG(epl, J) = ( LSTc (CON, UNKNOWN) , UNKNOWN)
OUT_EP_ARG(epl,2) = (LST+c (CON, UNKNOWN) .SINGLE) )
OUT_EP_ARG(epl,3) = (LST+c (CON, UNKNOWN) »SINGLE)
% Funciones FUNCT asociadas al punto de entrada ep2
NSOL_EP(ep2) = (OTHER, ( ) ,NO)
IN_EP_ARG(ep2,l) = f LST+c (CON, UNKNOWN) .UNKNOWN)
IN_EP_ARG(ep2,2) = (LSTO , SINGLE)
IN_EP_ARG(ep2,3) = (VAR, SINGLE)
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OUT_EP_ARG(ep2,l) = (LST+c(CON,UNKNOWN) »UNKNOWN)
OUT_EP_ARG(ep2,2) = (LSTO, SINGLE)
OUT_EP_ARG(ep2,3) = (LST+c (CON, UNKNOWN) , SINGLE)
% Funciones FUNCT asociadas a la cláusula ell
SUCC_CL(cll) = (YES, (ARG, 1, LSTO) , NO)
OUT_CL_ARG(cll,l) = ( LSTO , UNKNOWN)
OUT_CL_ARG(cll,2) = (LSTc (CON, UNKNOWN) , SINGLE) )
OUT_CL_ARG(cll,3) = (LST+c (CON, UNKNOWN) , SINGLE) )
INEP_CL_ARG(cll, 1) = (LSTO, UNKNOWN )
% Funciones FUNCT asociadas a la cláusula cl2
SUCC_CL(cl2) = (UNKNOWN, ( (ARG,1,LST+) , OTHER) ,NO)
OUT_CL_ARG(cl2,l) = (LSTc (CON, UNKNOWN) , UNKNOWN) )
OUT_CL_ARG(cl2,2) = (LSTc (CON, UNKNOWN) , SINGLE) )
OUT_CL_ARG(cl2,3) = (LST+c (CON, UNKNOWN) , SINGLE) )
% Funciones FUNCT asociadas al objetivo gli
¡N_GL_ARG(gll,I) = (LSTc (CON, UNKNOWN) .UNKNOWN) )
IN_GL_ARG(gll,2) - (VAR, SINGLE)
IN_GL_ARG(gll,3) = (VAR, SINGLE)
% Funciones FUNCT asociadas al objetivo gl2
IN_GL_ARG(gl2,l) = (LSTc (CON, UNKNOWN) , S INGLE) )
IN_GL_ARG(gl2,2) = (CON, UNKNOWN)
% Funciones FUNCT asociadas al objetivo gl3
IN_GL_ARG(gl3,l) = (LSTc (CON, UNKNOWN) , UNKNOWN) )
IN_GL_ARG(gl3,2) = (LST+c (CON,UNKNOWN) , SINGLE) )
IN_GL_ARG(gl3,3) = (VAR, S INGLE)
Post-proceso
La operación de post-proceso determina la función de indexación, la posible inserción de instruc-
ciones de corte, el atributo de indeterminismo y el tipo dinàmico de las variables. A continuación
se muestra el resultado obtenido para todo el programa q 10.
% PROGRAM_ENTRY_POINT(main/0).
?- main_cl.
% CLAUSE(main_cl/0).
:- type(main_cl/0, Q, SINGLE).
main_cl :-
queens2_el(10,Q), writeln(Q), fail.
% ENTRY_POINT(queens2_el/2).
queens2_el(Al,A2) :-
queens2_cl(Al,A2).
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% CLAUSE(queens2_cl).
:- type(queens2_cl, Ns, SINGLE).
queens2_cl(N,Qs) :-
range_e2(l,N,Ns),
queens3_e2(Ns,[],Qs).
% ENTRY_POINT(range_el/3).
range_el(Al,A2,A3) :-
range_cl(Al,A2,A3);
range_c2(Al,A2,A3).
% ENTRY_POINT(range_e2/3).
range_e2(Al,A2,A3) :-
range_c2(Al,A2,A3).
% CLAUSE(range_cl/3).
:- type(range_cl/3, N, SINGLE).
range_cl(N,N,[N]) :-
t^
% CLAUSE(range_c2/3).
:- type(range_c2/3, T, SINGLE).
:- type(range_c2/3, Npl, SINGLE).
range_c2(N,M,[NIT]) :-
N <M,
Npl is N+l,
range_el(Npl,M,T).
% ENTRY_POINT(queens3_el/3).
queens3_el(Al,A2,A3) :-
( Al == [] -> queens3_cl(Al,A2,A3) ;
( list(Al) •> queens3_c2(Al,A2,A3) ;
error)).
% ENTRY_POINT(queens3_e2/3).
queens3_e2(Al,A2,A3) :-
queens3_c2(A 1,A2, A3).
% CLAUSE(queens3_cl).
queens3_cl([],Qs,Qs) :-
;_
% CLAUSE(queens3_c2).
:- attr(queens3_c2/3, Gl, NONDET).
:- type(queens3_c2/3, Remainder, S/M(traversal, Al)).
:- type(queens3_c2/3, Q, S/M(traversal, Al)).
queens3_c2(UnplacedQs,SafeQs,Qs) : -
select_el(UnpIacedQs,Remainder,Q),
not_attack_el(SafeQs,Q),
queens3_el(Remainder,[QISafeQs],Qs).
% ENTRY_POINT(select_el/3).
select_el(Al,A2,A3) :-
( Al == [] -> fail ;
( Hst(Al) -> (seIect_cl(Al,A2,A3) ; seIect_c2(Al,A2,A3))
error)).
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% CLAUSE(seIect_cl/3).
select_cl([XIXs],Xs,X).
% CLAUSE(select_c2/3).
:- type(select_cl/3, Zs, S/M(traversal,cdr(Al)).
select_c2([YIYs],[YIZs],X) :-
select_el(Ys,Zs,X).
% ENTRY_POINT(not_attack_el/2).
not_attack_el(Al,A2) :-
not_attack_cl(Al,A2).
% CLAUSE(not_attack_cl/2).
not_attack_cl(Xs,X) :-
not_attack_el(Xs,X,l).
% ENTRY_POINT(not_attack_el/3).
not_attack_el(Al,A2,A3) :-
( Al == [] -> not_attack_cl(Al,A2,A3) ;
( list(Al) -> not_attack_c2(Al,A2,A3) ;
error)).
% CLAUSE(not_attack_cl/3).
not_attack/cl([],_,_).
% CLAUSE(not_attack_c2/3).
:- type(not_attack_c2/3, YpN, S/M(car(Al)).
:- type(not_attack_c2/3, YmN, S/M(car(Al)).
:- type(not_attack_c2/3, NI, SINGLE).
not_attack_c2([YIYs],X,N) :-
YpN is Y+N,
X =\= YpN,
YmN is Y-N,
X =\= YmN,
NI is N+l,
not_attack_el(Ys,X,Nl).
Compilación
El código correspondiente a la Máquina Abstracta de Multipath (instrucciones MAM) del bench-
mark q 10 es el siguiente.
program('qlO')
label('main_cl_0')
allocate
put_con_i(&10, Al)
put_create-vrs-y_i(Yl, A2)
call('queens2_el_2', 1)
put_y_i(Yl, Al)
escape('writeln_l')
deallocate
fail
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Iabel('queens2_el_2')
Iabel('queens2_cl_2')
allocate
unf_i_create-var-y(A2, Y2)
put_ix_i(Al, A2)
put_con_i(&l, Al)
put_create-vrs-y_i(Yl, A3)
call('range_e2_3', 2)
put_y_i(Yl, Al)
put_con_i('[]% A2)
put_y_i(Y2, A3)
deallocate
exec('queens3_e2_3')
label('range_el_3')
label('range_el_3_al')
try_me_else('range_el_3_a2')
label('range_cl_3')
unf_i_ix(Al, A2)
unf_ix-tv_ref-lst(A3)
create-arg_ix(Al)
create-arg_con('[]')
neck-cut
proceed
Iabel('range_el_3_a2')
trust_me
Iabel('range_e2_3')
Iabel('range_c2_3')
allocate
unf_i_create-var-y(Al, Y4)
unf_i_create-var-y(A2, Y3)
unf_ix-tv_ref-lst(A3)
create-arg_y(Y4)
create-arg_y(Y2)
put_y_i(Y4, Al)
put_y_Í(Y3, A2)
escape('<_2')
put_create-vrs-y_i(Yl, Al)
put_y_i(Y4, A2)
put_con_i(&l, A3)
escape('add_imp_3')
put_y_i(Yl, Al)
put_y_i(Y3, A2)
put_y_i(Y2, A3)
deallocate
exec('range_el_3')
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Iabel('queens3_el_3')
switch_on_term(Al, '_error_0', 'queens3_cl_3% 'queens3_c2_3', '_error_0')
Iabel('queens3_cl_3')
unf_i_ix(A2, A3)
proceed
Iabel('queens3_c2_3')
Iabel('queens3_e2_3')
allocate
unf_i_create-var-y(A2, Y4)
unf_i_create-var-y(A3, Y2)
set-s/m(true, 1, O, Al)
put_create-vrx-y_i(Yl, A2)
put_create-vrx-y_i(Y3, A3)
call-nondet('select_el_3', 4)
put_y_i(Y4, Al)
puUÜ(Y3, A2)
call('not_attack_el_2% 4)
put_y_i(Yl, Al)
put_ref-lst_ix(A2)
create-arg_y(Y3)
create-arg_y(Y4)
put_y_i(Y2, A3)
deallocate
exec('queens3_el_3')
label('select_el_3')
switch_on_term(Al, 'error_0', fail, 'select_el_3_al% 'error_0')
Iabel('select_el_3_al')
try_me_else('select_el_3_a2')
unf_ix-tl_ref-lst(Al)
unf-arg_ix(A3)
unf-arg_ix(A2)
proceed
label('select_el_3_2')
trust_me
unf_ix-tI_ref-lst(Al)
unf-arg_create-var-x(X4)
unf-arg_create-var-x(X5)
set-s/m(true, 1, O, X5)
unf_ix-tv_ref-lst(A2)
create-arg_ix(X4)
create-arg_create-vrx-x(X6)
put_ix_i(X5, Al)
put_ix_i(X6, A2)
exec('select_el_3')
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label('not_attack_el_2')
put_con_i(&l, A3)
exec('not_attack_el_3')
label('not_attack_el_3')
switch_on_term(Al, 'error_0', 'not_attack_cl_3', <not_attack_c2_3', 'error_0')
label('not_attack_cl_3')
proceed
Iabel('not_attack_c2_3')
unf_ix-tl_ref-Ist(Al)
unf-arg_create-var-x(X9)
unf-arg_create-var-x(X4)
unf_i_create-var-x(X6, A2)
unf_i_create-var-x(X7, A3)
set-s/m(false, 1, O, X9)
put_create-vrx-x_i(X10, Al)
put_ix_i(X9, A2)
put_ix_j(X7, A3)
escape('add_imp_3')
put_ix_i(X6, Al)
put_ix_i(X10, A2)
escape('=\=_2')
put_create-vrx-x_i(X8, Al)
put_ix_i(X9, A2)
put_ix_i(X7, A3)
escape('sub_imp_3')
put_ix_i(X6, Al)
put_ix_i(X8, A2)
escape('=\=_2')
put_create-vrs-x_i(X5, Al)
put_ix_i(X7, A2)
put_con_i(&l, A3)
escape('add_imp_3')
put_ïx_i(X4, Al)
put_ix_i(X6, A2)
put_ix_i(X5, A3)
exec('not_attack_el_3')
label('error_0')
quit(O)
cndprogram
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