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Abstract
We introduce various measures of forward classical communication for bipartite
quantum channels. Since a point-to-point channel is a special case of a bipartite chan-
nel, the measures reduce to measures of classical communication for point-to-point
channels. As it turns out, these reduced measures have been reported in prior work of
Wang et al. on bounding the classical capacity of a quantum channel. As applications,
we show that the measures are upper bounds on the forward classical capacity of a
bipartite channel. The reduced measures are upper bounds on the classical capacity
of a point-to-point quantum channel assisted by a classical feedback channel. Some of
the various measures can be computed by semi-definite programming.
Contents
1 Introduction 2
2 Notation 4
3 Measures of forward classical communication for a bipartite channel 6
3.1 Basic measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Properties of the basic measure . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3 Related measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 Measure of classical communication for a point-to-point channel . . . . . . . 21
∗Alibaba Quantum Laboratory, Alibaba Group, Bellevue, Washington, USA
†Hearne Institute for Theoretical Physics, Department of Physics and Astronomy, and Center for Com-
putation and Technology, Louisiana State University, Baton Rouge, Louisiana 70803, USA
‡Information Systems Laboratory, Stanford University, Stanford, California 94305, USA
§Center for Theoretical Physics and Department of Mathematics, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139, USA
¶Institute for Quantum Computing, Baidu Research, Beijing 100193, China
‖Stanford Institute for Theoretical Physics, Stanford University, Stanford, California 94305, USA
1
ar
X
iv
:2
01
0.
01
05
8v
1 
 [q
ua
nt-
ph
]  
2 O
ct 
20
20
4 Applications 25
4.1 Bounding the forward classical capacity of a bipartite channel . . . . . . . . 25
4.2 Bounding the classical capacity of a point-to-point quantum channel assisted
by a classical feedback channel . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5 Employing the sandwiched Re´nyi relative entropy 33
6 Exploiting symmetries 35
7 Examples 39
7.1 Partial swap bipartite channel . . . . . . . . . . . . . . . . . . . . . . . . . . 39
7.2 Noisy CNOT gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
7.3 Point-to-point depolarizing channel . . . . . . . . . . . . . . . . . . . . . . . 42
8 Conclusion 42
A Alternative formulation of measure of forward classical communication for
a bipartite channel 49
1 Introduction
The goal of quantum Shannon theory [Hay17, Hol19, Wat18, Wil17] is to characterize the
information-processing capabilities of quantum states and channels, for various tasks such as
distillation of randomness, secret key, entanglement or communication of classical, private,
and quantum information. With the goal of simplifying the theory or relating to practical
communication scenarios, often assisting resources are allowed, such as shared entanglement
[BW92, BSST02, Hol02a] or public classical communication [BDSW96, BN05].
One of the earliest information-theoretic tasks studied in quantum Shannon theory is
the capacity of a point-to-point quantum channel for transmitting classical information or
generating shared randomness [Hol73, Hol98, SW97]. It is well known that the capacity for
these two tasks is equal, and so we just refer to them both as the classical capacity of a
quantum channel. A formal expression for the classical capacity of a quantum channel is
known, given by what is called the regularized Holevo information of a quantum channel (see,
e.g., [Hay17, Hol19, Wat18, Wil17] for reviews). On the one hand, it is unclear whether this
formal expression is computable for all quantum channels [WCPG11], and it is also known
that the Holevo information formula is generally non-additive [Has09]. On the other hand,
for some special classes of channels [Sho02, Kin03, KMNR07], the regularized Holevo infor-
mation simplifies to what is known as the single-letter Holevo information. Even when this
simplification happens, it is not necessarily guaranteed that the resulting capacity formula
is efficiently computable [BS07].
This difficulty in calculating the classical capacity of a quantum channel has spurred
the investigation of efficiently computable upper bounds on it [WXD18, WFT19, FF19].
The main idea driving these bounds [WXD18] is to imagine a scenario in which the sender
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and receiver of a quantum channel could be supplemented by the assistance of a coding
scheme that is simultaneously non-signaling and “positive-partial-transpose” (PPT) assisted
[LM15, WXD18]. These latter coding scenarios could be considered fictitious from a physical
perspective, but the perspective is actually extremely powerful when trying to provide an
upper bound on the classical capacity, while being faced with the aforementioned difficulties.
The reason is that the simultaneous constraints of being non-signaling and PPT-assisted are
semi-definite constraints and ultimately lead to upper bounds that are efficiently computable
by semi-definite programming.
Another thread that has been pursued on the topic of classical capacity, after the initial
investigations of [Hol73, Hol98, SW97], is the classical capacity of a quantum channel assisted
by a classical feedback channel. This direction started with [BN05] and was ultimately
inspired by Shannon’s work on the feedback-assisted capacity of a classical channel [Sha56],
in which it was shown that feedback does not increase capacity. For the quantum case,
it is known that a classical feedback channel does not enhance the classical capacity of
1) an entanglement-breaking channel [BN05], 2) a pure-loss bosonic channel [DQSW19],
and 3) a quantum erasure channel [DQSW19]. The first aforementioned result has been
strengthened to a strong-converse statement [DW18]. However, due to the quantum effect of
entanglement, it is also known that feedback can significantly increase the classical capacity
of certain quantum channels [SS09]. More generally, [BDSS06] discussed several inequalities
relating the classical capacity assisted by classical feedback to other capacities, and [GMW18]
established inequalities relating classical capacities assisted by classical communication to
other notions of feedback-assisted capacities.
In this paper, we generalize these tasks further by considering the forward classical capac-
ity of a bipartite quantum channel, and we develop various upper bounds on this operational
communication measure for a bipartite channel. This communication task has been previ-
ously been studied for the special case of bipartite unitary channels [BHLS03] (see also
[HL05, HS10, HL11] for studies of classical communication over bipartite unitary channels).
To be clear, a bipartite channel is a four-terminal channel involving two parties, who each
have access to one input port and one output port of the channel [CLL06] (see Figure 1).
The forward classical capacity of a bipartite channel is the optimal rate at which Alice can
communicate classical bits to Bob, with error probability tending to zero as the number of
channel uses becomes large.
A bipartite channel is an interesting communication scenario on its own, but it is also
a generalization of a point-to-point channel, with the latter being a special case with one
input port trivial and the output port for the other party trivial. In the same way, it is a
generalization of a classical feedback channel. This relationship allows us to conclude upper
bounds on the classical capacity of a point-to-point channel assisted by classical feedback.
Interestingly, we prove that the most recent upper bound from [FF19], on the unassisted
classical capacity, is actually an upper bound on the classical capacity assisted by classical
feedback. As such, we now have an efficiently computable upper bound on this feedback-
assisted capacity.
The rest of the paper is structured as follows. We begin in Section 2 by establishing
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Figure 1: Depiction of a bipartite channel. A bipartite channel is a four-terminal channel in
which Alice has access to the input system A and the output system A′, and Bob has access
to the input system B and the output system B′.
some notation. In Section 3, we introduce a measure of forward classical communication
for a bipartite channel. Therein, we establish several of its properties, including the fact
that it is equal to zero for a product of local channels, equal to zero for a classical feedback
channel, and that it is subadditive under serial compositions of bipartite channels. We
then introduce several variants of the basic measure and show how they reduce to previous
measures from [WXD18, WFT19, FF19] for point-to-point channels. In Section 4, we detail
several of the applications mentioned above: we establish that our measures of forward
classical communication (in particular the ones based on geometric Re´nyi relative entropy)
serve as upper bounds on the forward classical capacity of a bipartite channel and on the
classical capacity of a point-to-point channel assisted by a classical feedback channel. In
Section 5, we explore the same applications but using the sandwiched Re´nyi relative entropy
instead of the geometric Re´nyi relative entropy, and in Section 6, we show how these bounds
simplify if the channels possess symmetry. In Section 7, we evaluate our bounds for several
examples of bipartite and point-to-point channels. We finally conclude in Section 8 with a
summary and some open questions for future work.
2 Notation
Here we list various notations and concepts that we use throughout the paper. A quantum
channel is a completely positive and trace-preserving map. We denote the unnormalized
maximally entangled operator by
ΓRA := |Γ〉〈Γ|RA, (2.1)
|Γ〉RA :=
d−1∑
i=0
|i〉R|i〉A, (2.2)
where R ' A with dimension d and {|i〉R}d−1i=0 and {|i〉A}d−1i=0 are orthonormal bases. The
notation R ' A means that the systems R and A are isomorphic. The maximally entangled
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state is denoted by
ΦRA :=
1
d
ΓRA, (2.3)
and the maximally mixed state by
piA :=
1
d
IA. (2.4)
The Choi operator of a quantum channel NA→B (and more generally a linear map) is denoted
by
ΓNRB := NA→B(ΓRA). (2.5)
A linear map MA→B is completely positive if and only if its Choi operator ΓMRB is posi-
tive semi-definite, and MA→B is trace preserving if and only if its Choi operator satisfies
TrB[Γ
M
RB] = IR.
We denote the transpose map acting on the quantum system A by
TA(·) :=
d−1∑
i,j=0
|i〉〈j|A(·)|i〉〈j|A. (2.6)
A state ρAB is a positive partial transpose (PPT) state if TB(ρAB) is positive semi-definite.
The partial transpose is its own adjoint, in the sense that
Tr[YABTA(XAB)] = Tr[TA(YAB)XAB] (2.7)
for all linear operators XAB and YAB.
The following post-selected teleportation identity [Ben05] plays a role in our analysis:
NA→B(ρSA) = 〈Γ|ARρSA ⊗ ΓNRB|Γ〉AR, (2.8)
as it has in previous works on feedback-assisted capacities [BW18, BDW18, Das18, KDWW19,
DBW20, FF19]. We also make frequent use of the identities
TrA[XAB] = 〈Γ|RA(IR ⊗XAB)|Γ〉RA, (2.9)
XAB|Γ〉AR = TR(XRB)|Γ〉AR. (2.10)
Given channels NA→B and MB→C , the Choi operator ΓM◦NRC of the serial composition
MB→C ◦ NA→B is given by
ΓM◦NRC = 〈Γ|BSΓNRB ⊗ ΓMSC |Γ〉BS (2.11)
= TrB[Γ
N
RBTB(Γ
M
BC)], (2.12)
where B ' S, the operator ΓNRB is the Choi operator of NA→B, and ΓMSC is the Choi operator
of MB→C .
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3 Measures of forward classical communication for a
bipartite channel
3.1 Basic measure
Before defining the basic measure of forward classical communication for a bipartite channel,
let us recall some established concepts from quantum information theory.
A bipartite channel MAB→A′B′ is a completely positive-partial-transpose preserving (C-
PPT-P) channel if the output state ωRAA′B′RB := MAB→A′B′(ρRAABRB) is a PPT state for
every PPT input state ρRAABRB [Rai99, Rai01, LM15, CdVGG20]. To be clear, the channel
MAB→A′B′ is defined to be C-PPT-P if TB′RB(ωRAA′B′RB) ≥ 0 for every input state ρRAABRB
that satisfies TBRB(ρRAABRB) ≥ 0. Let ΓMAA′BB′ denote the Choi operator of MAB→A′B′ :
ΓMAA′BB′ :=MAˆBˆ→A′B′(ΓAAˆ ⊗ ΓBBˆ), (3.1)
where Aˆ ' A and Bˆ ' B. It is known that MAB→A′B′ is C-PPT-P if and only if its Choi
operator ΓMAA′BB′ is PPT (i.e., TBB′(Γ
M
AA′BB′) ≥ 0) [LM15, CdVGG20]. Equivalently, it is
known thatMAB→A′B′ is C-PPT-P if and only if the map TB′ ◦MAB→A′B′ ◦TB is completely
positive.
A C-PPT-P channel is not capable of generating entanglement shared between Alice and
Bob at a non-trivial rate when used many times [BDW18, DBW20]. As such, Alice cannot
reliably communicate quantum information to Bob at a non-zero rate when using a C-PPT-
P channel. This feature is helpful for us in devising a measure that serves as an upper
bound on the forward classical capacity of a bipartite channel or on the classical capacity of
a point-to-point channel assisted by classical feedback.
A bipartite channel MAB→A′B′ is non-signaling from Alice to Bob [BGNP01, ESW02] if
the following condition holds [PHHH06]
TrA′ ◦MAB→A′B′ = TrA′ ◦MAB→A′B′ ◦ RpiA, (3.2)
where RpiA is a replacer channel, defined as RpiA(·) := TrA[·]piA, with piA := IA/dA the max-
imally mixed state on system A. To interpret this condition, consider the following. For
Bob, the reduced state of his output system B′ is obtained by tracing out Alice’s output
system A′. Note that the reduced state on B′ is all that Bob can access at the output in
this scenario. If the condition in (3.2) holds, then the reduced state on Bob’s output system
B′ has no dependence on Alice’s input system. Thus, if (3.2) holds, then Alice cannot use
MAB→A′B′ to send a signal to Bob.
One of our main interests in this paper is to bound the classical capacity of a quantum
channel assisted by a classical feedback channel from Bob to Alice. In such a protocol, local
channels are allowed for free, as well as the use of a classical feedback channel. Both of these
actions can be considered as particular kinds of bipartite channels and both of them fall
into the class of bipartite channels that are non-signaling from Alice to Bob and C-PPT-P
(call this class NSA 6→B ∩ PPT). As such, if we employ a measure of bipartite channels that
involves a comparison between a bipartite channel of interest to all bipartite channels in
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NSA 6→B ∩ PPT, then the two kinds of free channels would have zero value and the measure
would indicate how different the channel of interest is from this set (i.e., how different it is
from a channel that has no ability to send quantum information and no ability to signal from
Alice to Bob). This is the main idea behind the measure that we define below in Definition 1,
but one should keep in mind that the measure below does not follow this reasoning precisely.
In Definition 1, although we motivated the measure for bipartite channels, we define it
more generally for completely positive bipartite maps, as it turns out to be useful to do so
when we later define other measures.
Definition 1 Let MAB→A′B′ be a completely positive bipartite map. Then we define
Cβ(MAB→A′B′) := log2 β(MAB→A′B′), (3.3)
β(MAB→A′B′) := inf
SAA′BB′ ,
VAA′BB′∈Herm

‖TrA′B′ [SAA′BB′ ]‖∞ :
TBB′(VAA′BB′ ± ΓMAA′BB′) ≥ 0,
SAA′BB′ ± VAA′BB′ ≥ 0,
TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ]
 , (3.4)
where Herm denotes the set of Hermitian operators and ΓMAA′BB′ is the Choi operator of
MAB→A′B′:
ΓMAA′BB′ :=MAˆBˆ→A′B′(ΓAAˆ ⊗ ΓBBˆ). (3.5)
In the above, Aˆ ' A, Bˆ ' B,
ΓAAˆ :=
dA−1∑
i,j=0
|i〉〈j|A ⊗ |i〉〈j|Aˆ, ΓBBˆ :=
dB−1∑
i,j=0
|i〉〈j|B ⊗ |i〉〈j|Bˆ, (3.6)
and piA := IA/dA.
In Appendix A, we prove that β(MAB→A′B′) can alternatively be expressed as follows:
β(MAB→A′B′) = infSAB→A′B′ ,VAB→A′B′∈HermP

‖SAB→A′B′‖1 :
TB′ ◦ (VAB→A′B′ ±MAB→A′B′) ◦ TB ≥ 0,
SAB→A′B′ ± VAB→A′B′ ≥ 0,
TrA′ ◦SAB→A′B′ = TrA′ ◦SAB→A′B′ ◦ RpiA
 , (3.7)
where HermP is the set of Hermiticity preserving maps, ‖SAB→A′B′‖1 is the trace norm of the
bipartite map SAB→A′B′ , and the notation LAB→A′B′ ≥ 0 means that the Hermiticity preserv-
ing map LAB→A′B′ is completely positive. With the expression in (3.7), it might become more
clear that β(MAB→A′B′) involves a comparison ofMAB→A′B′ to other Hermiticity-preserving
bipartite maps, which involves the C-PPT-P condition and the non-signaling constraint. In
Appendix A, not only do we prove the equality above, but we also explain these concepts in
more detail.
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Since SAA′BB′±VAA′BB′ ≥ 0 implies that SAA′BB′ ≥ 0, we can also express β(MAB→A′B′)
as follows:
inf
SAA′BB′ ,
VAA′BB′∈Herm

λ :
TrA′B′ [SAA′BB′ ] ≤ λIAB
TBB′(VAA′BB′ ± ΓMAA′BB′) ≥ 0,
SAA′BB′ ± VAA′BB′ ≥ 0,
TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ]
 (3.8)
By exploiting the equality constraint TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ], we find that
‖TrA′B′ [SAA′BB′ ]‖∞ = ‖TrB′ [TrA′ [SAA′BB′ ]]‖∞ (3.9)
= ‖TrB′ [piA ⊗ TrAA′ [SAA′BB′ ]]‖∞ (3.10)
= ‖piA ⊗ TrAA′B′ [SAA′BB′ ]‖∞ (3.11)
=
1
dA
‖TrAA′B′ [SAA′BB′ ]‖∞ . (3.12)
Then we find that
β(MAB→A′B′) := inf
SAA′BB′ ,
VAA′BB′∈Herm

1
dA
‖TrAA′B′ [SAA′BB′ ]‖∞ :
TBB′(VAA′BB′ ± ΓMAA′BB′) ≥ 0,
SAA′BB′ ± VAA′BB′ ≥ 0,
TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ]
 . (3.13)
Since SAA′BB′ ± VAA′BB′ ≥ 0 implies that SAA′BB′ ≥ 0, we can also rewrite β(MAB→A′B′) as
β(MAB→A′B′) := inf
λ,SAA′BB′≥0,
VAA′BB′∈Herm

λ :
1
dA
TrAA′B′ [SAA′BB′ ] ≤ λIB,
TBB′(VAA′BB′ ± ΓMAA′BB′) ≥ 0,
SAA′BB′ ± VAA′BB′ ≥ 0,
TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ]
 . (3.14)
3.2 Properties of the basic measure
We now establish several properties of Cβ(NAB→A′B′), which are basic properties that we
might expect of a measure of forward classical communication for a bipartite channel. These
include the following:
1. non-negativity (Proposition 2),
2. stability under tensoring with identity channels (Proposition 3),
3. zero value for classical feedback channels (Proposition 4),
4. zero value for a tensor product of local channels (Proposition 5),
5. subadditivity under serial composition (Proposition 6),
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6. data processing under pre- and post-processing by local channels (Corollary 7),
7. invariance under local unitary channels (Corollary 8),
8. convexity of β (Proposition 9).
All of the properties above hold for bipartite channels, while the second and fifth through
eighth hold more generally for completely positive bipartite maps.
Proposition 2 (Non-negativity) Let NAB→A′B′ be a bipartite channel. Then
Cβ(NAB→A′B′) ≥ 0. (3.15)
Proof. We prove the equivalent statement β(NAB→A′B′) ≥ 1. Let λ, SAA′BB′ , and VAA′BB′
be arbitrary Hermitian operators satisfying the constraints in (3.14). Then consider that
λdB = λTrB[IB] (3.16)
≥ 1
dA
TrAA′BB′ [SAA′BB′ ] (3.17)
≥ 1
dA
TrAA′BB′ [VAA′BB′ ] (3.18)
=
1
dA
TrAA′BB′ [TBB′(VAA′BB′)] (3.19)
≥ TrAA′BB′ [ΓNAA′BB′ ] (3.20)
=
1
dA
TrAB[IAB] (3.21)
= dB. (3.22)
This implies that λ ≥ 1. Since the inequality holds for all λ, SAA′BB′ , and VAA′BB′ satisfying
the constraints in (3.14), we conclude the statement above.
Proposition 3 (Stability) Let MAB→A′B′ be a completely positive bipartite map. Then
Cβ(idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜) = Cβ(MAB→A′B′). (3.23)
Proof. Let SAA′BB′ and VAA′BB′ be arbitrary Hermitian operators satisfying the constraints
in (3.4) for MAB→A′B′ . The Choi operator of idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜ is given by
ΓA¯A˜ ⊗ ΓMAA′BB′ ⊗ ΓB¯B˜. (3.24)
Let us show that ΓA¯A˜ ⊗ SAA′BB′ ⊗ ΓB¯B˜ and ΓA¯A˜ ⊗ VAA′BB′ ⊗ ΓB¯B˜ satisfy the constraints in
(3.4) for idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜. Consider that
TBB′(VAA′BB′ ± ΓMAA′BB′) ≥ 0 (3.25)
⇐⇒ TBB′(ΓA¯A˜ ⊗ VAA′BB′ ⊗ ΓB¯B˜ ± ΓA¯A˜ ⊗ ΓMAA′BB′ ⊗ ΓB¯B˜) ≥ 0 (3.26)
9
⇐⇒ TBB′B¯B˜(ΓA¯A˜ ⊗ VAA′BB′ ⊗ ΓB¯B˜ ± ΓA¯A˜ ⊗ ΓMAA′BB′ ⊗ ΓB¯B˜) ≥ 0 (3.27)
SAA′BB′ ± VAA′BB′ ≥ 0 (3.28)
⇐⇒ ΓA¯A˜ ⊗ SAA′BB′ ⊗ ΓB¯B˜ ± ΓA¯A˜ ⊗ VAA′BB′ ⊗ ΓB¯B˜ ≥ 0 (3.29)
TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ] (3.30)
⇐⇒ TrA′A˜[ΓA¯A˜ ⊗ SAA′BB′ ⊗ ΓB¯B˜] = IA¯ ⊗ piA ⊗ TrAA′ [SAA′BB′ ⊗ ΓB¯B˜] (3.31)
= piA¯ ⊗ piA ⊗ TrAA′A¯A˜[ΓA¯A˜ ⊗ SAA′BB′ ⊗ ΓB¯B˜]. (3.32)
Also, consider that
1
dAdA¯
‖TrAA′A¯A˜B′B˜[ΓA¯A˜ ⊗ SAA′BB′ ⊗ ΓB¯B˜]‖∞
=
1
dAdA¯
‖dA¯ TrAA′B′ [SAA′BB′ ⊗ IB¯]‖∞ (3.33)
=
1
dA
‖TrAA′B′ [SAA′BB′ ]⊗ IB¯‖∞ (3.34)
=
1
dA
‖TrAA′B′ [SAA′BB′ ]‖∞ . (3.35)
Thus, it follows that
β(MAB→A′B′) ≥ β(idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜). (3.36)
Now let us show the opposite inequality. Let SA¯A˜AA′BB′B¯B˜ and VA¯A˜AA′BB′B¯B˜ be arbitrary
Hermitian operators satisfying the constraints in (3.4) for idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜. Set
S ′AA′BB′ :=
1
dA¯dB¯
TrA¯A˜B¯B˜[SA¯A˜AA′BB′B¯B˜], (3.37)
V ′AA′BB′ :=
1
dA¯dB¯
TrA¯A˜B¯B˜[VA¯A˜AA′BB′B¯B˜]. (3.38)
Consider that
Γid⊗N⊗id
A¯A˜AA′BB′B¯B˜ = ΓA¯A˜ ⊗ ΓMAA′BB′ ⊗ ΓB¯B˜. (3.39)
Then
TBB′B¯B˜(VA¯A˜AA′BB′B¯B˜ ± ΓA¯A˜ ⊗ ΓMAA′BB′ ⊗ ΓB¯B˜) ≥ 0 (3.40)
=⇒ TrA¯A˜B¯B˜[TBB′B¯B˜(VA¯A˜AA′BB′B¯B˜ ± ΓA¯A˜ ⊗ ΓMAA′BB′ ⊗ ΓB¯B˜)] ≥ 0 (3.41)
⇐⇒ TBB′(VAA′BB′ ± dA¯dB¯ΓMAA′BB′) ≥ 0 (3.42)
⇐⇒ TBB′(V ′AA′BB′ ± ΓMAA′BB′) ≥ 0. (3.43)
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Also
SA¯A˜AA′BB′B¯B˜ ± VA¯A˜AA′BB′B¯B˜ ≥ 0 (3.44)
=⇒ TrA¯A˜B¯B˜[SA¯A˜AA′BB′B¯B˜ ± VA¯A˜AA′BB′B¯B˜] ≥ 0 (3.45)
⇐⇒ S ′AA′BB′ ± V ′AA′BB′ ≥ 0, (3.46)
and
TrA˜A′ [SA¯A˜AA′BB′B¯B˜] = piA¯A ⊗ TrA¯A˜AA′ [SA¯A˜AA′BB′B¯B˜] (3.47)
=⇒ TrA¯A˜A′B¯B˜[SA¯A˜AA′BB′B¯B˜] = TrA¯B¯B˜[piA¯A ⊗ TrA¯A˜AA′ [SA¯A˜AA′BB′B¯B˜]] (3.48)
= piA ⊗ TrA¯A˜AA′B¯B˜[SA¯A˜AA′BB′B¯B˜] (3.49)
⇐⇒ TrA′ [S ′AA′BB′ ] = piA ⊗ TrAA′ [S ′AA′BB′ ]. (3.50)
Finally, let λ be such that
1
dAdA¯
TrA¯A˜AA′B′B˜[SA¯A˜AA′BB′B¯B˜] ≤ λIBB¯. (3.51)
Then it follows that
TrB¯
[
1
dAdA¯
TrA¯A˜AA′B′B˜[SA¯A˜AA′BB′B¯B˜]
]
≤ TrB¯[λIBB¯] (3.52)
⇐⇒ 1
dAdA¯
TrA¯A˜AA′B′B¯B˜[SA¯A˜AA′BB′B¯B˜] ≤ dB¯λIB (3.53)
⇐⇒ 1
dA
TrAA′B′ [S
′
AA′BB′ ] ≤ λIB. (3.54)
Thus, we conclude that
β(MAB→A′B′) ≤ β(idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜). (3.55)
This concludes the proof.
Proposition 4 (Zero on classical feedback channels) Let ∆B→A′ be a classical feed-
back channel:
∆B→A′(·) :=
d−1∑
i=0
|i〉A′〈i|B(·)|i〉B〈i|A′ , (3.56)
where A′ ' B and d = dA′ = dB. Then
Cβ(∆B→A′) = 0. (3.57)
Proof. We prove the equivalent statement that β(∆B→A′) = 1. In this case, the A and B′
systems are trivial, so that dA = 1, and the Choi operator of ∆B→A′ is given by
Γ∆BA′ = ΓBA′ , (3.58)
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where
ΓBA′ :=
dB−1∑
i=0
|i〉〈i|B ⊗ |i〉〈i|A′ . (3.59)
Pick SBA′ = VBA′ = ΓBA′ . Then we need to check that the constraints in (3.4) are satisfied
for these choices. Consider that
TB(VBA′ ± Γ∆BA′) ≥ 0 (3.60)
⇐⇒ TB(ΓBA′ ± ΓBA′) ≥ 0 (3.61)
⇐⇒ ΓBA′ ± ΓBA′ ≥ 0, (3.62)
and the last inequality is trivially satisfied. Also,
SBA′ ± VBA′ ≥ 0 (3.63)
⇐⇒ ΓBA′ ± ΓBA′ ≥ 0, (3.64)
and the no-signaling condition TrA′ [SAA′BB′ ] = piA ⊗ TrAA′ [SAA′BB′ ] is trivially satisfied
because the A system is trivial, having dimension equal to one. Finally, let us evaluate the
objective function for these choices:
1
dA
‖TrAA′B′ [SAA′BB′ ]‖∞ = ‖TrA′ [SA′B]‖∞ (3.65)
=
∥∥TrA′ [ΓBA′ ]∥∥∞ (3.66)
= ‖IB‖∞ (3.67)
= 1. (3.68)
Combined with the general lower bound from Proposition 2, we conclude (3.57).
Proposition 5 (Zero on tensor product of local channels) Let EA→A′ and FB→B′ be
quantum channels. Then
Cβ(EA→A′ ⊗FB→B′) = 0. (3.69)
Proof. We prove the equivalent statement that β(EA→A′ ⊗ FB→B′) = 1. Set SAA′BB′ =
VAA′BB′ = Γ
E
AA′ ⊗ ΓFBB′ , where ΓEAA′ and ΓFBB′ are the Choi operators of EA→A′ and FB→B′ ,
respectively. We need to check that the constraints in (3.4) are satisfied for these choices.
Consider that
TBB′(VAA′BB′ ± ΓEAA′ ⊗ ΓFBB′) ≥ 0 (3.70)
⇐⇒ TBB′(ΓEAA′ ⊗ ΓFBB′ ± ΓEAA′ ⊗ ΓFBB′) ≥ 0 (3.71)
⇐⇒ ΓEAA′ ⊗ TBB′(ΓFBB′)± ΓEAA′ ⊗ TBB′(ΓFBB′) ≥ 0, (3.72)
and the last inequality trivially holds because TBB′ acts as a positive map on Γ
F
BB′ . Also,
SAA′BB′ ± VAA′BB′ ≥ 0 (3.73)
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⇐⇒ ΓEAA′ ⊗ ΓFBB′ ± ΓEAA′ ⊗ ΓFBB′ ≥ 0, (3.74)
and
TrA′ [SAA′BB′ ] = TrA′ [Γ
E
AA′ ⊗ ΓFBB′ ] (3.75)
= IA ⊗ ΓFBB′ (3.76)
= piA ⊗ TrAA′ [ΓEAA′ ⊗ ΓFBB′ ] (3.77)
= piA ⊗ TrAA′ [SAA′BB′ ]. (3.78)
Finally, consider that the objective function evaluates to
‖TrA′B′ [SAA′BB′ ]‖∞ =
∥∥TrA′B′ [ΓEAA′ ⊗ ΓFBB′ ]∥∥∞ (3.79)
= ‖IAB‖∞ (3.80)
= 1. (3.81)
Combined with the general lower bound from Proposition 2, we conclude (3.69).
Proposition 6 (Subadditivity under composition) LetM1AB→A′B′ ,M2A′B′→A′′B′′ be bi-
partite completely positive maps, and define
M3AB→A′′B′′ :=M2A′B′→A′′B′′ ◦M1AB→A′B′ . (3.82)
Then
Cβ(M3AB→A′′B′′) ≤ Cβ(M2A′B′→A′′B′′) + Cβ(M1AB→A′B′). (3.83)
Proof. We prove the equivalent statement that
β(M3AB→A′′B′′) ≤ β(M2A′B′→A′′B′′) · β(M1AB→A′B′). (3.84)
Let S1AA′BB′ and V
1
AA′BB′ satisfy
TBB′(V
1
AA′BB′ ± ΓM
1
AA′BB′) ≥ 0, (3.85)
S1AA′BB′ ± V 1AA′BB′ ≥ 0, (3.86)
TrA′ [S
1
AA′BB′ ] = piA ⊗ TrAA′ [S1AA′BB′ ], (3.87)
and let S2A′A′′B′B′′ and V
2
A′A′′B′B′′ satisfy
TB′B′′(V
2
A′A′′B′B′′ ± ΓM
2
A′A′′B′B′′) ≥ 0, (3.88)
S2A′A′′B′B′′ ± V 2A′A′′B′B′′ ≥ 0, (3.89)
TrA′′ [S
2
A′A′′B′B′′ ] = piA′ ⊗ TrA′A′′ [S2A′A′′B′B′′ ]. (3.90)
Then it follows that
TBB′B′B′′(V
1
AA′BB′ ⊗ V 2A′A′′B′B′′ ± ΓM
1
AA′BB′ ⊗ ΓM
2
A′A′′B′B′′) ≥ 0, (3.91)
13
S1AA′BB′ ⊗ S2A′A′′B′B′′ ± V 1AA′BB′ ⊗ V 2A′A′′B′B′′ ≥ 0. (3.92)
This latter statement is a consequence of the general fact that if A, B, C, and D are
Hermitian operators satisfying A±B ≥ 0 and C ±D ≥ 0, then A⊗C ±B ⊗D ≥ 0. To see
this, consider that the original four operator inequalities imply the four operator inequalities
(A±B) ⊗ (C ±D) ≥ 0, and then summing these four different operator inequalities in
various ways leads to A⊗ C ±B ⊗D ≥ 0.
Now apply the following positive map to (3.91)–(3.92):
(·)→ (〈Γ|A′A′ ⊗ 〈Γ|B′B′)(·)(|Γ〉A′A′ ⊗ |Γ〉B′B′), (3.93)
where
|Γ〉A′A′ :=
∑
i
|i〉A′ |i〉A′ , (3.94)
|Γ〉B′B′ :=
∑
i
|i〉B′ |i〉B′ . (3.95)
This gives
TBB′′(V
3
AA′′BB′′ ± ΓM
2◦M1
AA′′BB′′) ≥ 0, (3.96)
S3AA′′BB′′ ± V 3AA′′BB′′ ≥ 0, (3.97)
where
V 3AA′′BB′′ := (〈Γ|A′A′ ⊗ 〈Γ|B′B′)(V 1AA′BB′ ⊗ V 2A′A′′B′B′′)(|Γ〉A′A′ ⊗ |Γ〉B′B′), (3.98)
ΓM
2◦M1
AA′′BB′′ := (〈Γ|A′A′ ⊗ 〈Γ|B′B′)(ΓM
1
AA′BB′ ⊗ ΓM
2
A′A′′B′B′′)(|Γ〉A′A′ ⊗ |Γ〉B′B′), (3.99)
S3AA′′BB′′ := (〈Γ|A′A′ ⊗ 〈Γ|B′B′)(S1AA′BB′ ⊗ S2A′A′′B′B′′)(|Γ〉A′A′ ⊗ |Γ〉B′B′), (3.100)
and we applied (2.11) to conclude that
(〈Γ|A′A′ ⊗ 〈Γ|B′B′)(ΓM1AA′BB′ ⊗ ΓM
2
A′A′′B′B′′)(|Γ〉A′A′ ⊗ |Γ〉B′B′) = ΓM
2◦M1
AA′′BB′′ . (3.101)
Also, consider that
TrA′′ [S
3
AA′′BB′′ ]
= TrA′′ [(〈Γ|A′A′ ⊗ 〈Γ|B′B′)(S1AA′BB′ ⊗ S2A′A′′B′B′′)(|Γ〉A′A′ ⊗ |Γ〉B′B′)] (3.102)
= (〈Γ|A′A′ ⊗ 〈Γ|B′B′)(S1AA′BB′ ⊗ TrA′′ [S2A′A′′B′B′′ ])(|Γ〉A′A′ ⊗ |Γ〉B′B′) (3.103)
= (〈Γ|A′A′ ⊗ 〈Γ|B′B′)(S1AA′BB′ ⊗ piA′ ⊗ TrA′A′′ [S2A′A′′B′B′′ ])(|Γ〉A′A′ ⊗ |Γ〉B′B′) (3.104)
=
1
dA′
(〈Γ|A′A′ ⊗ 〈Γ|B′B′)(S1AA′BB′ ⊗ IA′ ⊗ TrA′A′′ [S2A′A′′B′B′′ ])(|Γ〉A′A′ ⊗ |Γ〉B′B′) (3.105)
=
1
dA′
〈Γ|B′B′(TrA′ [S1AA′BB′ ]⊗ TrA′A′′ [S2A′A′′B′B′′ ])|Γ〉B′B′ (3.106)
=
1
dA′
〈Γ|B′B′(piA ⊗ TrAA′ [S1AA′BB′ ]⊗ TrA′A′′ [S2A′A′′B′B′′ ])|Γ〉B′B′ (3.107)
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= piA ⊗ 1
dA′
〈Γ|B′B′(TrAA′ [S1AA′BB′ ]⊗ TrA′A′′ [S2A′A′′B′B′′ ])|Γ〉B′B′ . (3.108)
Now consider that
TrAA′′ [S
3
AA′′BB′′ ] =
1
dA′
〈Γ|B′B′(TrAA′ [S1AA′BB′ ]⊗ TrA′A′′ [S2A′A′′B′B′′ ])|Γ〉B′B′ . (3.109)
So we conclude that
TrA′′ [S
3
AA′′BB′′ ] = piA ⊗ TrAA′′ [S3AA′′BB′′ ]. (3.110)
Finally, consider that∥∥TrA′′B′′ [S3AA′′BB′′ ]∥∥∞
=
∥∥TrA′′B′′ [(〈Γ|A′A′ ⊗ 〈Γ|B′B′) (S1AA′BB′ ⊗ S2A′A′′B′B′′) (|Γ〉A′A′ ⊗ |Γ〉B′B′)]∥∥∞ (3.111)
=
∥∥[(〈Γ|A′A′ ⊗ 〈Γ|B′B′) (S1AA′BB′ ⊗ TrA′′B′′ [S2A′A′′B′B′′ ]) (|Γ〉A′A′ ⊗ |Γ〉B′B′)]∥∥∞ (3.112)
≤ ∥∥TrA′′B′′ [S2A′A′′B′B′′ ]∥∥∞ ∥∥[(〈Γ|A′A′ ⊗ 〈Γ|B′B′) (S1AA′BB′ ⊗ IA′B′) (|Γ〉A′A′ ⊗ |Γ〉B′B′)]∥∥∞
(3.113)
=
∥∥TrA′′B′′ [S2A′A′′B′B′′ ]∥∥∞ ∥∥TrA′B′ [S1AA′BB′ ]∥∥∞ . (3.114)
Since S3AA′′BB′′ and V
3
AA′′BB′′ are particular choices that satisfy the constraints in (3.96)–
(3.110), we conclude that
β(M3AB→A′′B′′) ≤
∥∥TrA′′B′′ [S2A′A′′B′B′′ ]∥∥∞ ∥∥TrA′B′ [S1AA′BB′ ]∥∥∞ . (3.115)
Since S1AA′BB′ and V
1
AA′BB′ are arbitrary Hermitian operators satisfying the constraints in
(3.85)–(3.87) and S2A′A′′B′B′′ and V
2
A′A′′B′B′′ are arbitrary Hermitian operators satisfying the
constraints in (3.88)–(3.90), we conclude (3.83).
Corollary 7 (Data processing under local channels) Let MAB→A′B′ be a completely
positive bipartite map. Let KAˆ→A, LBˆ→B, NA′→A′′, and PB′→B′′ be local quantum channels,
and define the bipartite completely positive map FAˆBˆ→A′′B′′ as follows:
FAˆBˆ→A′′B′′ := (NA′→A′′ ⊗ PB′→B′′)MAB→A′B′(KAˆ→A ⊗ LBˆ→B). (3.116)
Then
Cβ(FAˆBˆ→A′′B′′) ≤ Cβ(MAB→A′B′). (3.117)
Proof. Apply Propositions 5 and 6 to find that
Cβ(FAˆBˆ→A′′B′′) ≤ Cβ(NA′→A′′ ⊗ PB′→B′′) + Cβ(MAB→A′B′) + Cβ(KAˆ→A ⊗ LBˆ→B) (3.118)
= Cβ(MAB→A′B′). (3.119)
This concludes the proof.
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Corollary 8 (Invariance under local unitary channels) LetMAB→A′B′ be a completely
positive bipartite map. Let UA, VB, WA′, and YB′ be local unitary channels, and define the
bipartite completely positive map FAˆBˆ→A′′B′′ as follows:
FAB→A′B′ := (WA′ ⊗ YB′)MAB→A′B′(UA ⊗ VB). (3.120)
Then
Cβ(FAB→A′B′) = Cβ(MAB→A′B′). (3.121)
Proof. Apply Corollary 7 twice to conclude that Cβ(MAB→A′B′) ≥ Cβ(FAB→A′B′) and
Cβ(FAB→A′B′) ≥ Cβ(MAB→A′B′).
Proposition 9 (Convexity) The measure β is convex, in the following sense:
β(MλAB→A′B′) ≤ λβ(M1AB→A′B′) + (1− λ) β(M0AB→A′B′), (3.122)
where M0AB→A′B′ and M1AB→A′B′ are completely positive bipartite maps, λ ∈ [0, 1], and
MλAB→A′B′ := λM1AB→A′B′ + (1− λ)M0AB→A′B′ . (3.123)
Proof. Let SxAA′BB′ and V
x
AA′BB′ satisfy the constraints in (3.4) forMxAB→A′B′ for x ∈ {0, 1}.
Then
SλAA′BB′ := λS
1
AA′BB′ + (1− λ)S0AA′BB′ , (3.124)
V λAA′BB′ := λV
1
AA′BB′ + (1− λ)V 0AA′BB′ , (3.125)
satisfy the constraints in (3.4) for MλAB→A′B′ . Then it follows that
β(MλAB→A′B′) ≤
∥∥TrA′B′ [SλAA′BB′ ]∥∥∞ (3.126)
≤ λ∥∥TrA′B′ [S1AA′BB′ ]∥∥∞ + (1− λ)∥∥TrA′B′ [S0AA′BB′ ]∥∥∞ , (3.127)
where the second inequality follows from convexity of the∞-norm. Since the inequality holds
for all SxAA′BB′ and V
x
AA′BB′ satisfying the constraints in (3.4) for MxAB→A′B′ for x ∈ {0, 1},
we conclude (3.122).
3.3 Related measures
We now define variations of the bipartite channel measure from (3.4). We employ generalized
divergences to do so, and in doing so, we arrive at a large number of variations of the basic
bipartite channel measure.
Let D denote a generalized divergence [PV10, SW12], which is a function that satisfies
the following data-processing inequality, for every state ρ, positive semi-definite operator σ,
and quantum channel N :
D(ρ‖σ) ≥D(N (ρ)‖N (σ)). (3.128)
In this paper, we make two additional minimal assumptions about a generalized divergence:
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1. First, we assume that
D(1‖c) ≥ 0 (3.129)
for c ∈ (0, 1]. That is, if we plug in a trivial one-dimensional density operator ρ (i.e.,
the number 1) and a trivial positive semi-definite operator with trace less than or equal
to one, then the generalized divergence evaluates to a non-negative real.
2. Next, we assume that
D(ρ‖ρ) = 0 (3.130)
for every state ρ. We should clarify that this assumption is quite minimal. The reason
is that it is essentially a direct consequence of (3.128) up to an inessential additive
factor. That is, (3.128) implies that there exists a constant c such that
D(ρ‖ρ) = c (3.131)
for every state ρ. To see this, consider that one can get from the state ρ to another
state ω by means of a trace and replace channel Tr[·]ω, so that (3.128) implies that
D(ρ‖ρ) ≥D(ω‖ω). (3.132)
However, by the same argument, D(ω‖ω) ≥ D(ρ‖ρ), so that the claim holds. So the
assumption in (3.130) amounts to a redefinition of the generalized divergence as
D′(ρ‖σ) :=D(ρ‖σ)− c. (3.133)
Let us list particular choices of interest for a generalized divergence. The quantum relative
entropy [Ume62] is defined as
D(ρ‖σ) := Tr[ρ(log2 ρ− log2 σ)] (3.134)
if supp(ρ) ⊆ supp(σ) and it is equal to +∞ otherwise. The sandwiched Re´nyi relative
entropy is defined for all α ∈ (0, 1) ∪ (1,∞) as [MLDS+13, WWY14]
D˜α(ρ‖σ) := lim
ε→0+
1
α− 1 log2 Tr[(σ
−(1−α)/2α
ε ρσ
−(1−α)/2α
ε )
α], (3.135)
where σε := σ+εI. In the case that supp(ρ) ⊆ supp(σ), we have the following simplification:
D˜α(ρ‖σ) = 1
α− 1 log2 Tr[(σ
−(1−α)/2αρσ−(1−α)/2α)α]. (3.136)
The sandwiched Re´nyi relative entropy obeys the data-processing inequality in (3.128) for
α ∈ [1/2, 1) ∪ (1,∞) [FL13, Wil18]. Some basic properties of the sandwiched Re´nyi relative
entropy are as follows [MLDS+13, WWY14]: for all α > β > 0
D˜α(ρ‖σ) ≥ D˜β(ρ‖σ), (3.137)
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and
lim
α→1
D˜α(ρ‖σ) = D(ρ‖σ). (3.138)
The Belavkin–Staszewski relative entropy [BS82] is defined as
D̂(ρ‖σ) := Tr[ρ log2(ρ1/2σ−1ρ1/2)] (3.139)
if supp(ρ) ⊆ supp(σ) and it is equal to +∞ otherwise. The geometric Re´nyi relative entropy
is defined for all α ∈ (0, 1) ∪ (1,∞) as [PR98, Mat13, Mat18, KW20]
D̂α(ρ‖σ) := lim
ε→0+
1
α− 1 log2 Tr[σε(σ
−1/2
ε ρσ
−1/2
ε )
α], (3.140)
where σε := σ+εI. In the case that supp(ρ) ⊆ supp(σ), we have the following simplification:
D̂α(ρ‖σ) = 1
α− 1 log2 Tr[σ(σ
−1/2ρσ−1/2)α]. (3.141)
The geometric Re´nyi relative entropy obeys the data-processing inequality in (3.128) for
α ∈ (0, 1) ∪ (1, 2]. Some basic properties of the geometric Re´nyi relative entropy are as
follows [KW20]: for all α > β > 0
D̂α(ρ‖σ) ≥ D̂β(ρ‖σ), (3.142)
and
lim
α→1
D̂α(ρ‖σ) = D̂(ρ‖σ). (3.143)
We are also interested in the hypothesis testing relative entropy [BD10, BD11, WR12],
defined for ε ∈ [0, 1] as
DεH(ρ‖σ) := − log2 inf
Λ≥0
{Tr[Λσ] : Tr[Λρ] ≥ 1− ε, Λ ≤ I} . (3.144)
The property in (3.129) holds for all of the relative entropies that we have listed above,
while the property in (3.130) holds for all of them except for the hypothesis testing relative
entropy. For the hypothesis testing relative entropy, the constant c in (3.131) is equal to
− log2(1− ε), and the alternative definition in (3.133) is sometimes used [DKF+13].
A generalized channel divergence between a quantum channel NA→B and a completely
positive map MA→B is defined from a generalized divergence as follows [LKDW18]:
D(N‖M) := sup
ρRA
D(NA→B(ρRA)‖MA→B(ρRA)), (3.145)
where the optimization is with respect to all bipartite states ρRA, with the system R arbi-
trarily large. By a standard argument (detailed in [LKDW18]), the following simplification
occurs
D(N‖M) := sup
ψRA
D(NA→B(ψRA)‖MA→B(ψRA)), (3.146)
where the optimization is with respect to all pure bipartite states with R ' A. Using this,
we define the following:
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Definition 10 For a bipartite channel NAB→A′B′, we define the following measure of forward
classical communication:
Υ(NAB→A′B′) := infMAB→A′B′ :β(MAB→A′B′ )≤1D(NAB→A
′B′‖MAB→A′B′), (3.147)
where the optimization is with respect to completely positive bipartite maps MAB→A′B′.
Using the quantum relative entropy, the sandwiched Re´nyi relative entropy, the Belavkin–
Staszewski relative entropy, and the geometric Re´nyi relative entropy, we then obtain the
following respective channel measures: Υ(NAB→A′B′), Υ˜α(NAB→A′B′), Υ̂(NAB→A′B′), and
Υ̂α(NAB→A′B′), defined by substituting D with D, D˜α, D̂, and D̂α.
We now establish some properties of Υ(NAB→A′B′), analogous to those established earlier
for Cβ(NAB→A′B′) in Section 3.2.
Proposition 11 (Non-negativity) Let NAB→A′B′ be a bipartite channel. Then
Υ(NAB→A′B′) ≥ 0. (3.148)
Proof. We prove the first inequality and the proof of the second inequality is similar.
Consider that
Υ(NAB→A′B′)
= inf
MAB→A′B′ :β(MAB→A′B′ )≤1
D(NAB→A′B′‖MAB→A′B′)
≥ inf
MAB→A′B′ :β(MAB→A′B′ )≤1
D(NAB→A′B′(ΦRA ⊗ ΦBS)‖MAB→A′B′(ΦRA ⊗ ΦBS))
≥ inf
MAB→A′B′ :β(MAB→A′B′ )≤1
D(Tr[NAB→A′B′(ΦRA ⊗ ΦBS)]‖Tr[MAB→A′B′(ΦRA ⊗ ΦBS)])
= inf
MAB→A′B′ :β(MAB→A′B′ )≤1
D(1‖Tr[MAB→A′B′(ΦRA ⊗ ΦBS)]) (3.149)
The first inequality follows because D(NAB→A′B′‖MAB→A′B′) involves an optimization over
all possible input states, and we have chosen the product of maximally entangled states. The
second inequality follows from the data-processing inequality for the generalized divergence.
Thus, the inequality follows if we can show that
Tr[MAB→A′B′(ΦRA ⊗ ΦBS)] ≤ 1. (3.150)
Let λ, SAA′BB′ , and VAA′BB′ be arbitrary Hermitian operators satisfying the constraints in
(3.14) for MAB→A′B′ . Then, we find that
λdAdB = λTrAB[IAB] (3.151)
≥ TrAA′BB′ [SAA′BB′ ] (3.152)
≥ TrAA′BB′ [VAA′BB′ ] (3.153)
= TrAA′BB′ [TBB′(VAA′BB′)] (3.154)
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≥ TrAA′BB′ [TBB′(ΓMAA′BB′)] (3.155)
= TrAA′BB′ [Γ
M
AA′BB′ ] (3.156)
= Tr[ΓMAA′BB′ ], (3.157)
which is equivalent to
λ ≥ Tr[MAB→A′B′(ΦRA ⊗ ΦBS)]. (3.158)
Taking an infimum over λ, SAA′BB′ , and VAA′BB′ satisfying the constraints in (3.14) for
MAB→A′B′ and applying the assumption β(MAB→A′B′) ≤ 1, we conclude (3.150).
Proposition 12 (Stability) Let NAB→A′B′ be a bipartite channel. Then
Υ(NAB→A′B′) = Υ(idA¯→A˜⊗NAB→A′B′ ⊗ idB¯→B˜). (3.159)
Proof. The definition of the generalized channel divergence in (3.145) implies that it is
stable, in the sense that
D(NAB→A′B′‖MAB→A′B′) =D(idA¯→A˜⊗NAB→A′B′ ⊗ idB¯→B˜ ‖ idA¯→A˜⊗MAB→A′B′ ⊗ idB¯→B˜),
(3.160)
for every channelNAB→A′B′ and completely positive mapMAB→A′B′ . Combining with Propo-
sition 3 and the definition in (3.147), we conclude (3.159).
Proposition 13 (Zero on classical feedback channels) Let ∆B→A′ be a classical feed-
back channel:
∆B→A′(·) :=
d−1∑
i=0
|i〉A′〈i|B(·)|i〉B〈i|A′ , (3.161)
where A′ ' B and d = dA′ = dB. Then
Υ(∆B→A′) = 0. (3.162)
Proof. This follows from Proposition 4. Since β(∆B→A′) = 1, we can pickMB→A′ = ∆B→A′ ,
and then
D(∆B→A′‖MB→A′) =D(∆B→A′‖∆B→A′) = 0. (3.163)
So this establishes that Υ(∆B→A′) ≤ 0, and the other inequality Υ(∆B→A′) ≥ 0 follows from
Proposition 11.
Proposition 14 (Zero on tensor product of local channels) Let EA→A′ and FB→B′ be
quantum channels. Then
Υ(EA→A′ ⊗FB→B′) = 0. (3.164)
Proof. Same argument as given for Proposition 13, but use Proposition 5 instead.
We now establish some properties that are more specific to the Belavkin–Staszewski and
geometric Re´nyi relative entropies (however the first actually holds for quantum relative
entropy and other quantum Re´nyi relative entropies).
20
Proposition 15 Let NAB→A′B′ be a bipartite channel. Then for all α ∈ (1, 2],
Υ̂(NAB→A′B′) ≤ Υ̂α(NAB→A′B′) ≤ Cβ(NAB→A′B′). (3.165)
Proof. Pick MAB→A′B′ = 1β(NAB→A′B′ )NAB→A′B′ in the definition of Υ̂(NAB→A′B′) and
Υ̂α(NAB→A′B′) and use the fact that, for c > 0, D̂(ρ‖cσ) = D̂(ρ‖σ)− log2 c and D̂α(ρ‖cσ) =
D̂α(ρ‖σ)− log2 c for all α ∈ (1, 2]. We also require (3.142).
Proposition 16 (Subadditivity) For bipartite channels N 1AB→A′B′ and N 2A′B′→A′′B′′, the
following inequality holds for all α ∈ (0, 1) ∪ (1, 2]:
Υ̂α(N 2A′B′→A′′B′′ ◦ N 1AB→A′B′) ≤ Υ̂α(N 2A′B′→A′′B′′) + Υ̂α(N 1AB→A′B′). (3.166)
Proof. This inequality is a direct consequence of the subadditivity inequality in Eq. (18) of
[FF19], Proposition 42 of [KW20], and the fact that if M1 and M2 are completely positive
bipartite maps satisfying β(M1), β(M2) ≤ 1, then β(M2 ◦M1) ≤ 1 (see Proposition 6).
3.4 Measure of classical communication for a point-to-point chan-
nel
Let MA→B′ be a point-to-point completely positive map, which is a special case of a com-
pletely positive bipartite map with the Bob input B trivial and the Alice output A′ trivial.
We first show that β in (3.4) reduces to the measure from [WXD18].
Proposition 17 Let MA→B′ be a point-to-point completely positive map. Then
β(MA→B′) := inf
SB′ ,VAB′∈Herm

Tr[SB′ ] :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
IA ⊗ SB′ ± VAB′ ≥ 0
 . (3.167)
Proof. In this case, the systems A′ and B are trivial. So then the definition in (3.4) reduces
to
β(MA→B′) = inf
SAB′ ,VAB′∈Herm

‖TrB′ [SAB′ ]‖∞ :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
SAB′ ± VAB′ ≥ 0,
SAB′ = piA ⊗ TrA[SAB′ ]
 . (3.168)
The last constraint implies that the optimization simplifies to
β(MA→B′) = inf
SAB′ ,VAB′∈Herm

‖TrB′ [piA ⊗ TrA[SAB′ ]]‖∞ :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
piA ⊗ TrA[SAB′ ]± VAB′ ≥ 0
 (3.169)
= inf
S′
B′ ,VAB′∈Herm

‖TrB′ [piA ⊗ S ′B′ ]‖∞ :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
piA ⊗ S ′B′ ± VAB′ ≥ 0
 (3.170)
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= inf
S′
B′ ,VAB′∈Herm

Tr[S ′B′ ] ‖piA‖∞ :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
piA ⊗ S ′B′ ± VAB′ ≥ 0
 (3.171)
= inf
S′
B′ ,VAB′∈Herm

1
dA
Tr[S ′B′ ] :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
piA ⊗ S ′B′ ± VAB′ ≥ 0
 (3.172)
= inf
SB′ ,VAB′∈Herm

Tr[SB′ ] :
TBB′(VAB′ ± ΓMAB′) ≥ 0,
piA ⊗ SB′ ± VAB′ ≥ 0
 . (3.173)
This concludes the proof.
More generally, consider that the definition in (3.147) becomes as follows for a point-to-
point channel NA→B′ :
Υ(NA→B′) := infMA→B′ :β(MA→B′ )≤1D(NA→B
′‖MA→B′), (3.174)
which leads to the quantities Υ̂(NA→B′) and Υ̂α(NA→B′), for which we have the following
bounds for α ∈ (1, 2]:
Υ̂(NA→B′) ≤ Υ̂α(NA→B′) ≤ Cβ(NA→B′). (3.175)
Note that the quantities given just above were defined in [WFT19, FF19], and our observation
here is that the definition in (3.147) reduces to them.
The next proposition is critical for establishing our upper bound proofs in Section 4. It
states that if one share of a maximally classically correlated state passes through a completely
positive mapMA→B′ for which β(MA→B′) ≤ 1, then the resulting operator has a very small
chance of passing the comparator test, as defined in (3.178).
Proposition 18 (Bound for comparator test success probability) Let
ΦAˆA :=
1
d
d−1∑
i=0
|i〉〈i|Aˆ ⊗ |i〉〈i|A (3.176)
denote the maximally classically correlated state, and let MA→B′ be a completely positive
map MA→B′ for which β(MA→B′) ≤ 1. Then
Tr[ΠAˆB′MA→B′(ΦAˆA)] ≤
1
d
, (3.177)
where ΠAˆB′ is the comparator test:
ΠAˆB′ :=
d−1∑
i=0
|i〉〈i|Aˆ ⊗ |i〉〈i|B′ , (3.178)
and Aˆ ' A ' B′.
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Proof. Recall the expression for β(MA→B′) in (3.167). Let SB′ and VAB′ be arbitrary
Hermitian operators satisfying the constraints for β(MA→B′). An application of (2.8) implies
that
MA→B′(ΦAˆA) = 〈Γ|AA˜ΦAˆA ⊗ ΓMA˜B′|Γ〉AA˜, (3.179)
where A˜ ' A. This means that
Tr[ΠAˆB′MA→B′(ΦAˆA)] = Tr[ΠAˆB′〈Γ|AA˜ΦAˆA ⊗ ΓMA˜B′ |Γ〉AA˜] (3.180)
= Tr[TB′(ΠAˆB′)〈Γ|AA˜ΦAˆA ⊗ ΓMA˜B′|Γ〉AA˜] (3.181)
= Tr[ΠAˆB′〈Γ|AA˜ΦAˆA ⊗ TB′(ΓMA˜B′)|Γ〉AA˜] (3.182)
≤ Tr[ΠAˆB′〈Γ|AA˜ΦAˆA ⊗ TB′(VA˜B′)|Γ〉AA˜] (3.183)
= Tr[TB′(ΠAˆB′)〈Γ|AA˜ΦAˆA ⊗ VA˜B′|Γ〉AA˜] (3.184)
= Tr[ΠAˆB′〈Γ|AA˜ΦAˆA ⊗ VA˜B′|Γ〉AA˜] (3.185)
≤ Tr[ΠAˆB′〈Γ|AA˜ΦAˆA ⊗ IA˜ ⊗ SB′ |Γ〉AA˜] (3.186)
= Tr[ΠAˆB′〈Γ|AA˜ΦAˆA ⊗ IA˜|Γ〉AA˜ ⊗ SB′ ] (3.187)
= Tr[ΠAˆB′ TrA[ΦAˆA]⊗ SB′ ] (3.188)
=
1
d
Tr[ΠAˆB′IAˆ ⊗ SB′ ] (3.189)
=
1
d
Tr[SB′ ]. (3.190)
Since this holds for all SB′ and VAB′ satisfying the constraints for β(MA→B′), we conclude
that
Tr[ΠAˆB′MA→B′(ΦAˆA)] ≤
1
d
. (3.191)
This concludes the proof.
We finally state another proposition that plays an essential role in our upper bound proofs
in Section 4.
Proposition 19 Suppose that NA→B is a channel with A ' B that satisfies
1
2
∥∥NA→B(ΦRA)− ΦRB∥∥1 ≤ ε, (3.192)
for ε ∈ [0, 1) and where ΦRB := 1d
∑
i |i〉〈i|R ⊗ |i〉〈i|B and d = dR = dA = dB. Then
log2 d ≤ infMA→B :β(MA→B)≤1D
ε
H(NA→B(ΦRA)‖MA→B(ΦRA)), (3.193)
and for all α ∈ (1, 2],
log2 d ≤ infMA→B :β(MA→B)≤1 D̂α(NA→B(ΦRA)‖MA→B(ΦRA)) +
α
α− 1 log2
(
1
1− ε
)
. (3.194)
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Proof. We begin by proving (3.193). The condition
1
2
∥∥NA→B(ΦRA)− ΦRB∥∥1 ≤ ε (3.195)
implies that
Tr[ΠRBNA→B(ΦRA)] ≥ 1− ε, (3.196)
where ΠRB :=
∑
i |i〉〈i|R ⊗ |i〉〈i|B is the comparator test. Indeed, applying a completely
dephasing channel ∆B(·) :=
∑
i |i〉〈i|(·)|i〉〈i| to the output of the channel NA→B and applying
the data-processing inequality for trace distance, we conclude that
ε ≥ 1
2
∥∥NA→B(ΦRA)− ΦRB∥∥1 (3.197)
≥ 1
2
∥∥(∆B ◦ NA→B)(ΦRA)−∆B(ΦRB)∥∥1 (3.198)
=
1
2
∥∥(∆B ◦ NA→B)(ΦRA)− ΦRB∥∥1 . (3.199)
Let ωRB := (∆B ◦ NA→B)(ΦRA) and observe that it can be written as
ωRB =
1
d
∑
i,j
p(j|i)|i〉〈i|R ⊗ |j〉〈j|B (3.200)
for some conditional probability distribution p(j|i). Then
1
2
∥∥(∆B ◦ NA→B)(ΦRA)− ΦRB∥∥1
=
1
2
∥∥∥∥∥1d∑
i,j
p(j|i)|i〉〈i|R ⊗ |j〉〈j|B − 1
d
∑
i,j
δi,j|i〉〈i|R ⊗ |j〉〈j|B
∥∥∥∥∥
1
(3.201)
=
1
2
1
d
∑
i
∥∥∥∥∥∑
j
(p(j|i)− δi,j)|j〉〈j|B
∥∥∥∥∥
1
(3.202)
=
1
2
1
d
∑
i
[
(1− p(i|i)) +
∑
j 6=i
p(j|i)
]
(3.203)
=
1
d
∑
i
(1− p(i|i)) (3.204)
= 1−
∑
i
1
d
p(i|i). (3.205)
This implies that ∑
i
1
d
p(i|i) ≥ 1− ε. (3.206)
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Now consider that
Tr[ΠRBNA→B(ΦRA)] = Tr[∆B(ΠRB)NA→B(ΦRA)] (3.207)
= Tr[ΠRB(∆B ◦ NA→B)(ΦRA)] (3.208)
= Tr[ΠRBωRB] (3.209)
=
∑
i
1
d
p(i|i). (3.210)
So we conclude that
Tr[ΠRBNA→B(ΦRA)] ≥ 1− ε. (3.211)
Applying the definition of the hypothesis testing relative entropy from (3.144), we conclude
that
inf
MA→B :β(MA→B)≤1
DεH(NA→B(ΦRA)‖MA→B(ΦRA))
= inf
MA→B :β(MA→B)≤1
[
− log2 inf
ΛRB≥0
{
Tr[ΛRBMA→B(ΦRA)] :
Tr[ΛRBNA→B(ΦRA)] ≥ 1− ε, ΛRB ≤ IRB
}]
(3.212)
= − log2 sup
MA→B :β(MA→B)≤1
inf
ΛRB≥0
{
Tr[ΛRBMA→B(ΦRA)] :
Tr[ΛRBNA→B(ΦRA)] ≥ 1− ε, ΛRB ≤ IRB
}
. (3.213)
Now consider that
sup
MA→B :β(MA→B)≤1
inf
ΛRB≥0
{
Tr[ΛRBMA→B(ΦRA)] :
Tr[ΛRBNA→B(ΦRA)] ≥ 1− ε, ΛRB ≤ IRB
}
≤ sup
MA→B :β(MA→B)≤1
Tr[ΠRBMA→B(ΦRA)] (3.214)
≤ 1
d
, (3.215)
where the last inequality follows from Proposition 18. Then applying a negative logarithm
gives (3.193).
The inequality in (3.194) follows as direct application of the following relationship be-
tween hypothesis testing relative entropy and the geometric Re´nyi relative entropy:
DεH(ρ‖σ) ≤ D̂α(ρ‖σ) +
α
α− 1 log2
(
1
1− ε
)
, (3.216)
as well as the previous proposition. The proof of (3.216) follows the same proof given for
[CMW16, Lemma 5].
4 Applications
4.1 Bounding the forward classical capacity of a bipartite channel
We now apply the bipartite channel measure in (3.147) to obtain an upper bound on the
forward classical capacity of a bipartite channel NAB→A′B′ . We begin by describing a for-
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ward classical communication protocol for a bipartite channel and then define the associated
capacities.
Fix n,M ∈ N and ε ∈ [0, 1]. An (n,M, ε) protocol for forward classical communication
using a bipartite channel NAB→A′B′ begins with a reference party preparing the state ΦpRAˆ
and sending the Aˆ system to Alice, where Φ
p
RAˆ is the following classically correlated state:
Φ
p
RAˆ
:=
M∑
m=1
p(m)|m〉〈m|R ⊗ |m〉〈m|Aˆ, (4.1)
and p(m) is a probability distribution over the messages. Alice acts on the system Aˆ with a
local encoding channel E (0)
Aˆ→A′′1A1
, resulting in the following state:
σRA′′1A1 := E
(0)
Aˆ→A′′1A1
(Φ
p
RAˆ). (4.2)
Bob prepares the local state τB′′1B1 , so that the initial global state of the reference, Alice,
and Bob is
σRA′′1A1 ⊗ τB′′1B1 . (4.3)
The systems A1B1 are then fed into the first use of the channel, producing the output state
ρ
(1)
RA′′1A
′
1B
′′
1B
′
1
:= NA1B1→A′1B′1(σ
(1)
RA′′1A1B
′′
1B1
), (4.4)
σ
(1)
RA′′1A1B
′′
1B1
:= σA′′1A1 ⊗ τB′′1B1 . (4.5)
Then Alice applies the local channel E (1)A′′1A′1→A′′2A2 to her systems, and Bob applies the local
channel F (1)B′′1B′1→B′′2B2 to his systems. The systems A2B2 are fed into the next channel use,
leading to the state
ρ
(2)
RA′′2A
′
2B
′′
2B
′
2
:= NA2B2→A′2B′2(σ
(2)
RA′′2A2B
′′
2B2
), (4.6)
σ
(2)
RA′′2A2B
′′
2B2
:= (E (1)A′′1A′1→A′′2A2 ⊗F
(1)
B′′1B
′
1→B′′2B2)(ρ
(1)
RA′′1A
′
1B
′′
1B
′
1
). (4.7)
This process iterates n− 2 more times, and we define
ρ
(i)
RA′′i A
′
iB
′′
i B
′
i
:= NAiBi→A′iB′i(σ
(i)
RA′′i AiB
′′
i Bi
), (4.8)
σ
(i)
RA′′i AiB
′′
i Bi
:= (E (i−1)A′′i−1A′i−1→A′′i Ai ⊗F
(i−1)
B′′i−1B
′
i−1→B′′i Bi)(ρ
(i−1)
RA′′i−1A
′
i−1B
′′
i−1B
′
i−1
), (4.9)
for i ∈ {3, . . . , n}. The final channel output state ρ(n)RA′′nA′nB′′nB′n is processed a final time with
the local channels E (n)A′′nA′n→∅ := TrA′′nA′n and F
(n)
B′′nB′n→Bˆ
, where ∅ indicates a trivial system, to
produce the final protocol state
ωp
RBˆ
:= (E (n)A′′nA′n→∅ ⊗F
(n)
B′′nB′n→Bˆ
)(ρ
(n)
RA′′nA′nB′′nB′n
). (4.10)
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Figure 2: Depiction of a protocol for forward classical communication over a bipartite chan-
nel, by making n = 4 uses of the bipartite channel NAB→A′B′ .
For an (n,M, ε) protocol, the final state ωp
RBˆ
satisfies the following condition
max
p
1
2
∥∥∥ωp
RBˆ
− ΦpRBˆ
∥∥∥
1
≤ ε, (4.11)
where the maximization is over all probability distributions p(m) and
Φ
p
RBˆ
:=
M∑
m=1
p(m)|m〉〈m|Aˆ ⊗ |m〉〈m|Bˆ. (4.12)
Figure 2 depicts such a protocol with n = 4.
Let us denote the set consisting of the initially prepared state and the sequence of local
channels as the protocol P(n):
P(n) :=
{
E (0)
Aˆ→A′′1A1
⊗ τB′′1B1 ,
{
E (i−1)A′′i−1A′i−1→A′′i Ai ⊗F
(i−1)
B′′i−1B
′
i−1→B′′i Bi
}n
i=2
, E (n)A′′nA′n→∅ ⊗F
(n)
B′′nB′n→Bˆ
}
.
(4.13)
Then we can write the final state ωRBˆ as
ωp
RBˆ
= CAˆ→Bˆ(Φ
p
RAˆ), (4.14)
where
CAˆ→Bˆ := L(n) ◦ N ◦ L(n−1) · · · ◦ L(2) ◦ N ◦ L(1) ◦ N ◦ L(0), (4.15)
L(0) acts on system Aˆ of ΦRAˆ to prepare the state σ(1)RA′′1A1B′′1B1 ,
L(i−1) ≡ E (i−1)A′′i−1A′i−1→A′′i Ai ⊗F
(i−1)
B′′i−1B
′
i−1→B′′i Bi , (4.16)
for i ∈ {2, . . . , n}, and
L(n) ≡ E (n)A′′nA′n→∅ ⊗F
(n)
B′′nB′n→Bˆ
. (4.17)
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The n-shot forward classical capacity of a bipartite channel NAB→A′B′ is then defined as
follows:
Cn,ε(NAB→A′B′) := sup
M∈N, P(n)
{
1
n
log2M : ∃(n,M, ε) protocol P(n)
}
. (4.18)
The forward classical capacity and strong converse forward classical capacity of the bipartite
channel NAB→A′B′ are defined as
C(NAB→A′B′) := inf
ε∈(0,1)
lim inf
n→∞
Cn,ε(NAB→A′B′), (4.19)
C˜(NAB→A′B′) := sup
ε∈(0,1)
lim sup
n→∞
Cn,ε(NAB→A′B′). (4.20)
From the definitions, it is clear that
C(NAB→A′B′) ≤ C˜(NAB→A′B′). (4.21)
An (n,M, ε) randomness transmission protocol is exactly as specified above, but with
p(m) = 1/M (i.e., the uniform distribution) in (4.1). Let us define
ΦRAˆ :=
1
M
M∑
m=1
|m〉〈m|R ⊗ |m〉〈m|Aˆ (4.22)
Then the error criterion for such a protocol is
1
2
∥∥ωRBˆ − ΦRBˆ∥∥1 ≤ ε, (4.23)
where ωRBˆ is defined as in (4.14) but with Φ
p
RAˆ replaced by ΦRAˆ. Also,
ΦRBˆ :=
1
M
M∑
m=1
|m〉〈m|Aˆ ⊗ |m〉〈m|Bˆ. (4.24)
We define the following quantities for the randomness transmission capacity of NAB→A′B′ :
Rn,ε(NAB→A′B′) = sup
M∈N, P(n)
{
1
n
log2M : ∃(n,M, ε) RT protocol P(n)
}
, (4.25)
where RT is an abbreviation for “randomness transmission.” The randomness transmission
capacity and strong converse randomness transmission capacity of the bipartite channel
NAB→A′B′ are defined as
R(NAB→A′B′) := inf
ε∈(0,1)
lim inf
n→∞
Rn,ε(NAB→A′B′), (4.26)
R˜(NAB→A′B′) := sup
ε∈(0,1)
lim sup
n→∞
Rn,ε(NAB→A′B′). (4.27)
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From the definitions, it is clear that
R(NAB→A′B′) ≤ R˜(NAB→A′B′). (4.28)
Since every (n,M, ε) forward classical communication protocol is an (n,M, ε) randomness
transmission protocol, the following inequality holds
Cn,ε(NAB→A′B′) ≤ Rn,ε(NAB→A′B′). (4.29)
By the standard expurgation argument (throwing away the worst half of the codewords to
give maximal error probability ≤ 2ε), the following inequality holds
Rn,ε(NAB→A′B′)− 1 ≤ Cn,2ε(NAB→A′B′). (4.30)
By employing definitions, we conclude that
C(NAB→A′B′) = R(NAB→A′B′) ≤ C˜(NAB→A′B′) ≤ R˜(NAB→A′B′). (4.31)
In what follows, we establish an upper bound on the strong converse randomness trans-
mission capacity of NAB→A′B′ , and by the inequalities above, this gives an upper bound on
the forward classical capacity and strong converse forward classical capacity of NAB→A′B′ .
Theorem 20 The following upper bound holds for the n-shot randomness transmission ca-
pacity of a bipartite channel NAB→A′B′:
Rn,ε(NAB→A′B′) ≤ Υ̂α(NAB→A′B′) + α
n (α− 1) log2
(
1
1− ε
)
, (4.32)
for all α ∈ (1, 2] and ε ∈ [0, 1).
Proof. Consider an arbitrary n-shot randomness transmission protocol of the form described
above. Focusing in particular on (4.11) and (4.14), we apply (3.194) of Proposition 19 to
conclude that
log2M ≤ infMAˆ→Bˆ :β′(MAˆ→Bˆ)≤1
D̂α(CAˆ→Bˆ(ΦRAˆ)‖MAˆ→Bˆ(ΦRAˆ)) +
α
α− 1 log2
(
1
1− ε
)
(4.33)
≤ Υ̂α(CAˆ→Bˆ) +
α
α− 1 log2
(
1
1− ε
)
, (4.34)
where the inequality follows from the definition in (3.174) with D set to D̂α. Eq. (4.14)
indicates that the whole protocol is a serial composition of bipartite channels. Then we find
that
Υ̂α(CAˆ→Bˆ) = Υ̂α(L(n) ◦ N ◦ L(n−1) · · · ◦ L(2) ◦ N ◦ L(1) ◦ N ◦ L(0)) (4.35)
≤ nΥ̂α(N ) +
n∑
i=0
Υ̂α(L(i)) (4.36)
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= nΥ̂α(N ). (4.37)
The inequality follows from Proposition 6 and the last equality from Proposition 14. We
also implicitly used the stability property in Proposition 12. Then we find that
1
n
log2M ≤ Υ̂α(N ) +
α
n(α− 1) log2
(
1
1− ε
)
. (4.38)
Since the upper bound holds for an arbitrary protocol, this concludes the proof.
Theorem 21 The following upper bound holds for the strong converse randomness trans-
mission capacity of a bipartite channel NAB→A′B′:
R˜(NAB→A′B′) ≤ Υ̂(NAB→A′B′), (4.39)
where Υ̂(NAB→A′B′) is defined from (3.147) using the Belavkin–Staszewski relative entropy.
Proof. Applying the bound in (4.32) and taking the n→∞ limit, we find that the following
holds for all α ∈ (1, 2] and ε ∈ [0, 1):
lim sup
n→∞
Rn,ε(NAB→A′B′) ≤ lim sup
n→∞
[
Υ̂α(NAB→A′B′) + α
n (α− 1) log2
(
1
1− ε
)]
(4.40)
= Υ̂α(NAB→A′B′). (4.41)
Since the upper bound holds for all α ∈ (1, 2], we can take the infimum over all these values,
and we conclude that the following holds for all ε ∈ [0, 1):
lim sup
n→∞
Rn,ε(NAB→A′B′) ≤ Υ̂(NAB→A′B′). (4.42)
Here we applied the definitions of Υ̂(NAB→A′B′) and Υ̂α(NAB→A′B′), the monotonicity in-
equality in (3.142), the limit in (3.143), Corollary A.2 of [MH11], and reasoning similar to
that given for Lemma 10 of [CMW16]. Indeed, the geometric Re´nyi relative entropies are
ordered and converge to the Belavkin–Staszewski relative entropy in the limit as α → 1
[KW20]. The upper bound holds for all ε ∈ (0, 1) and so we conclude the statement of the
theorem.
4.2 Bounding the classical capacity of a point-to-point quantum
channel assisted by a classical feedback channel
One of the main applications in our paper is an upper bound on the classical capacity of a
point-to-point quantum channel assisted by classical feedback. For a point-to-point channel
NA→B′ , this capacity is denoted by C←(NA→B′).
In what follows, we briefly define the classical capacity of a point-to-point quantum
channel NA→B′ assisted by classical feedback. Before doing so, let us first expand the notion
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of an n-shot protocol for forward classical communication from the previous section, such
that each use of the bipartite channel is no longer constrained to be identical. The final state
of such a protocol is then a generalization of that in (4.14):
ωp
RBˆ
= (L(n) ◦ N (n) ◦ L(n−1) · · · ◦ L(2) ◦ N (2) ◦ L(1) ◦ N (1) ◦ L(0))(ΦpRAˆ), (4.43)
and the protocol is an (n,M, ε) protocol if the inequality
max
p
1
2
∥∥∥ωp
RBˆ
− ΦpRBˆ
∥∥∥
1
≤ ε (4.44)
holds with Φ
p
RBˆ the classically correlated state as defined in (4.12). Note that the following
bound holds for all (n,M, ε) forward classical communication protocols, with n,M ∈ N and
ε ∈ (0, 1], and α ∈ (1, 2]:
log2M ≤
n∑
i=1
Υ̂α(N (i)AB→A′B′) +
α
α− 1 log2
(
1
1− ε
)
, (4.45)
by following the same steps given in the proof of Theorem 20.
With the more general definition in hand, we define an (n,M, ε) protocol for classical
communication over a point-to-point channel NA→B′ assisted by a classical feedback channel
as a special case of a (2n,M, ε) protocol of the form above, in which every N (i) with i odd
is replaced by a classical feedback channel ∆Bi→A′i (with di := dBi = dA′i and trivial input
system Ai and trivial output system B
′
i) and every N (i) with i even is replaced by the forward
point-to-point channel NA→B′ (such that the input system Bi and the output system A′i are
trivial). The final state of the protocol is given by
ωRBˆ := (L(2n) ◦ NA2n→B′2n ◦ L(2n−1) ◦∆B2n−1→A′2n−1 ◦ L(2n−2)◦
· · · ◦ L(2) ◦ NA2→B′2 ◦ L(1) ◦∆B1→A′1 ◦ L(1))(ΦRAˆ). (4.46)
Let P(2n) denote the protocol, which consists of L(0), L(1), . . . , L(2n). This protocol is depicted
in Figure 3.
The n-shot classical capacity of the point-to-point channel NA→B′ assisted by classical
feedback is defined as
Cn,ε← (NA→B′) = sup
M∈N, P(2n)
{
1
n
log2M : ∃(n,M, ε) protocol P(2n)
}
. (4.47)
That is, it is the largest net rate at which messages can be transmitted up to an ε error
probability. The classical capacity of the point-to-point channel NA→B′ assisted by classical
feedback is defined as the following limit:
C←(NA→B′) := inf
ε∈(0,1)
lim inf
n→∞
Cn,ε← (NA→B′), (4.48)
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Figure 3: Depiction of a protocol for classical communication over a point-to-point channel
with classical feedback, by making n = 2 uses of the point-to-point channel NA→B′ . This
protocol is related to the one in Figure 2, by replacing every odd use of NAB→A′B′ with the
classical feedback channel ∆B→A′ and every even use of NAB→A′B′ with the point-to-point
channel NA→B′ .
and the strong converse classical capacity as
C˜←(NA→B′) := sup
ε∈(0,1)
lim sup
n→∞
Cn,ε← (NA→B′). (4.49)
The following inequality is an immediate consequence of definitions:
C←(NA→B′) ≤ C˜←(NA→B′). (4.50)
Theorem 22 Fix n ∈ N and ε ∈ [0, 1). The n-shot classical capacity Cn,ε← (NA→B′) of the
point-to-point channel NA→B′ assisted by classical feedback is bounded from above as follows:
Cn,ε← (NA→B′) ≤ Υ̂α(NA→B′) +
α
n (α− 1) log2
(
1
1− ε
)
, (4.51)
for all α ∈ (1, 2].
Proof. Applying the bound in (4.45) with the choices in (4.46), we conclude that the
following bound holds for all α ∈ (1, 2] and for an arbitrary (n,M, ε) classical communication
protocol assisted by a classical feedback channel:
log2M ≤ nΥ̂α(NA→B′) +
n∑
i=1
Υ̂α(∆B2i−1→A′2i−1) +
α
α− 1 log2
(
1
1− ε
)
(4.52)
= nΥ̂α(NA→B′) + α
α− 1 log2
(
1
1− ε
)
. (4.53)
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The equality follows from Proposition 13. This then implies the following bound
1
n
log2M ≤ Υ̂α(NA→B′) +
α
n(α− 1) log2
(
1
1− ε
)
. (4.54)
Since the bound in (4.54) holds for an arbitrary protocol, we conclude the statement of the
theorem after applying the definition in (4.47).
Theorem 23 The strong converse classical capacity of a point-to-point quantum channel
NA→B′ assisted by a classical feedback channel is bounded from above as follows:
C˜←(NA→B′) ≤ Υ̂(NA→B′). (4.55)
Proof. The reasoning here is the same as that given in the proof of Theorem 21.
5 Employing the sandwiched Re´nyi relative entropy
In this section, we explore what kinds of bounds we can obtain on the previously defined
capacities, by making use of the sandwiched Re´nyi relative entropy.
Let us define the amortized sandwiched Re´nyi divergence of the completely positive maps
NA→B and MA→B as follows [WBHK20]:
D˜Aα (NA→B‖MA→B) := sup
ρRA,σRA
D˜α(NA→B(ρRA)‖MA→B(σRA))− D˜α(ρRA‖σRA), (5.1)
for α ∈ (0, 1) ∪ (1,∞), where the optimization is over all density operators ρRA and σRA.
By exploiting the definition of the sandwiched Re´nyi relative entropy, it follows that the
quantity above does not change if we optimize more generally over positive semi-definite
operators ρRA and σRA with strictly positive trace.
The amortized sandwiched Re´nyi divergence is subadditive in the following sense:
Proposition 24 (Subadditivity) Let N 1A→B, N 2B→C, M1A→B, and M2B→C be completely
positive maps. Then
D˜Aα (N 2 ◦ N 1‖M2 ◦M1) ≤ D˜Aα (N 1‖M1) + D˜Aα (N 2‖M2), (5.2)
for all α ∈ (0, 1) ∪ (1,∞).
Proof. Let ρRA and σRA be arbitrary positive semi-definite operators. Then
D˜α(N 2B→C(N 1A→B(ρRA))‖M2B→C(M1A→B(σRA)))− D˜α(ρRA‖σRA)
= D˜α(N 2B→C(N 1A→B(ρRA))‖M2B→C(M1A→B(σRA)))− D˜α(N 1A→B(ρRA)‖M1A→B(σRA))
+ D˜α(N 1A→B(ρRA)‖M1A→B(σRA))− D˜α(ρRA‖σRA) (5.3)
≤ D˜Aα (N 1‖M1) + D˜Aα (N 2‖M2). (5.4)
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The desired inequality follows because ρRA and σRA are arbitrary.
The regularized sandwiched Re´nyi divergence of the completely positive maps NA→B and
MA→B is defined for α ∈ (0, 1) ∪ (1,∞) as follows:
D˜regα (NA→B‖MA→B) := lim
n→∞
1
n
D˜α(N⊗nA→B‖M⊗nA→B), (5.5)
and the limit exists, as argued in [FF20, Theorem 5.4].
The following equality holds for all α > 1 [FF20, Theorem 5.4]:
D˜Aα (NA→B‖MA→B) = D˜regα (NA→B‖MA→B). (5.6)
As such, by applying (5.6) and Proposition 24, it follows that
D˜regα (N 2 ◦ N 1‖M2 ◦M1) ≤ D˜regα (N 1‖M1) + D˜regα (N 2‖M2) (5.7)
for all α > 1.
We can then replace the use of the geometric Re´nyi relative entropy in Theorems 20
and 22 with the regularized sandwiched Re´nyi relative entropy and arrive at the following
statements:
Corollary 25 The following upper bound holds for the n-shot randomness transmission ca-
pacity of a bipartite channel NAB→A′B′:
Rn,ε(NAB→A′B′) ≤ Υ˜regα (NAB→A′B′) +
α
n (α− 1) log2
(
1
1− ε
)
, (5.8)
for all α > 1 and ε ∈ [0, 1), where
Υ˜regα (NAB→A′B′) := infMAB→A′B′ :β(MAB→A′B′ )≤1 D˜
reg
α (NAB→A′B′‖MAB→A′B′). (5.9)
Corollary 26 The following upper bound holds for the n-shot randomness transmission ca-
pacity of a point-to-point channel NA→B′ assisted by a classical feedback channel:
Cn,ε(NA→B′) ≤ Υ˜regα (NA→B′) +
α
n (α− 1) log2
(
1
1− ε
)
, (5.10)
for all α > 1 and ε ∈ [0, 1), where
Υ˜regα (NA→B′) := infMA→B′ :β(MA→B′ )≤1 D˜
reg
α (NA→B′‖MA→B′). (5.11)
These bounds are not particularly useful, because the quantities Υ˜regα (NAB→A′B′) and
Υ˜regα (NA→B′) may be difficult to compute in practice. However, see the discussions in [FF20,
Section 5.1] for progress on algorithms for computing D˜regα (N‖M). In the next section, we
show how these bounds simplify when the channels of interest possess symmetry.
34
6 Exploiting symmetries
In this section, we discuss how to improve the upper bounds in Corollaries 25 and 26 when
a bipartite channel and point-to-point channel possess symmetries, respectively.
We begin by recalling the definition of a bicovariant bipartite channel [DBW20]. Let G
and H be finite groups, and for g ∈ G and h ∈ H, let g → UA(g) and h→ VB(h) be unitary
representations. Also, let (g, h) → WA′(g, h) and (g, h) → YB′(g, h) be unitary representa-
tions. A bipartite channel NAB→A′B′ is bicovariant with respect to these representations if
the following equality holds for all group elements g ∈ G and h ∈ H:
NAB→A′B′ ◦ (UA(g)⊗ VB(h)) = (WA′(g, h)⊗ YB′(g, h)) ◦ NAB→A′B′ , (6.1)
where UA(g)(·) := UA(g)(·)UA(g)†, with similar definitions for VB(h),WA′(g, h), and YB′(g, h).
A bipartite channel is bicovariant if it is bicovariant with respect to groups that have represen-
tations as unitary one-designs, i.e., 1|G|
∑
g∈G UA(g)(X) = Tr[X]piA and 1|H|
∑
h∈H VB(h)(Y ) =
Tr[Y ]piB. Two bipartite maps NAB→A′B′ and MAB→A′B′ are jointly bicovariant if they are
bicovariant with respect to the same representations, i.e., if (6.1) holds for both NAB→A′B′
and MAB→A′B′ .
Proposition 27 Let NAB→A′B′ be a bipartite channel that is bicovariant with respect to
unitary representations as defined above. Then
Υ(NAB→A′B′) = infMAB→A′B′∈C:β(MAB→A′B′ )≤1 supψRAB∈S
D(NAB→A′B′(ψRAB)‖MAB→A′B′(ψRAB)),
(6.2)
where S is the set of all pure states ψRAB such that the reduced state ψAB satisfies
ψAB =
1
|G| |H|
∑
g∈G,h∈H
(UA(g)⊗ VB(h))(ψAB), (6.3)
and C is the set of all completely positive bipartite maps that are bicovariant with respect to
the unitary representations defined above. In the case that NAB→A′B′ is bicovariant, then
Υ(NAB→A′B′) =
inf
MAB→A′B′∈C1:β(MAB→A′B′ )≤1
D(NAB→A′B′(ΦAˆA ⊗ ΦBBˆ)‖MAB→A′B′(ΦAˆA ⊗ ΦBBˆ)), (6.4)
where ΦAˆA ⊗ ΦBBˆ is a tensor product of maximally entangled states and C1 is the set of all
completely positive bicovariant mapsMAB→A′B′ (i.e., covariant with respect to one-designs).
Proof. Let ψRAB be an arbitrary pure state. Define
ρAB :=
1
|G| |H|
∑
g∈G,h∈H
(UA(g)⊗ VB(h))(ψAB). (6.5)
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Let φρSAB ∈ S be a purification of ρAB. Another purification of ρAB is given by
ψρGHRAB := |ψρ〉〈ψρ|GHRAB, (6.6)
|ψρ〉GHRAB := 1√|G| |H| ∑
g∈G,h∈H
|g〉G|h〉H(UA(g)⊗ VB(h))|ψ〉RAB. (6.7)
LetMAB→A′B′ be an arbitrary completely positive map satisfying β(MAB→A′B′) ≤ 1. Define
MAB→A′B′ := 1|G| |H|
∑
g∈G,h∈H
(WA′(g, h)⊗ YB′(g, h))†MAB→A′B′(UA(g)⊗ VB(h)), (6.8)
and observe that MAB→A′B′ ∈ C. Consider that
D(NAB→A′B′(φρSAB)‖MAB→A′B′(φρSAB))
=D(NAB→A′B′(ψρGHRAB)‖MAB→A′B′(ψρGHRAB)) (6.9)
≥D
(
1
|G| |H|
∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗ (NAB→A′B′ ◦ (UA(g)⊗ VB(h)))(ψRAB)
∥∥∥∥∥
1
|G| |H|
∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗ (MAB→A′B′ ◦ (UA(g)⊗ VB(h)))(ψRAB)
)
(6.10)
=D
(
1
|G| |H|
∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗ ((WA′(g, h)⊗ YB′(g, h)) ◦ NAB→A′B′)(ψRAB)
∥∥∥∥∥
1
|G| |H|
∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗ (MAB→A′B′ ◦ (UA(g)⊗ VB(h)))(ψRAB)
)
(6.11)
=D
(
1
|G| |H|
∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗NAB→A′B′(ψRAB)
∥∥∥∥∥
1
|G| |H|
∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗Mg,hAB→A′B′(ψRAB)
)
(6.12)
≥D(NAB→A′B′(ψRAB)‖MAB→A′B′(ψRAB)). (6.13)
The first equality holds because all purifications are related by an isometric channel acting
on the purifying system, the channel NAB→A′B′ commutes with the action of this isometric
channel because they act on different systems, and the generalized divergence is invariant un-
der the action of isometric channels. The first inequality follows by acting with a completely
dephasing channel on the systems GH and then applying the data-processing inequality.
The second equality follows from the bicovariance of NAB→A′B′ with respect to the given
representations. The third equality follows by applying the unitary∑
g∈G,h∈H
|g, h〉〈g, h|GH ⊗W †A′(g, h)⊗ Y †B′(g, h), (6.14)
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and from the unitary invariance of the generalized divergence. We have also defined
Mg,hAB→A′B′ := (WA′(g, h)⊗ YB′(g, h))† ◦MAB→A′B′ ◦ (UA(g)⊗ VB(h)). (6.15)
The last inequality follows from tracing over the registers GH and from the data-processing
inequality. Since the inequality holds for all pure states, we conclude that
sup
φSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)) ≥D(NAB→A′B′‖MAB→A′B′) (6.16)
≥ Υ(NAB→A′B′). (6.17)
The second inequality follows because MAB→A′B′ satisfies β(MAB→A′B′) ≤ 1 if MAB→A′B′
does. This in turn is a consequence of the convexity of β (Proposition 9) and its invariance
under local unitary channels (Corollary 8). Since the inequality holds for all MAB→A′B′
satisfying β(MAB→A′B′) ≤ 1, we conclude that
inf
MAB→A′B′ :β(MAB→A′B′ )≤1
sup
φSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)) ≥ Υ(NAB→A′B′).
(6.18)
However, the definition of Υ(NAB→A′B′) implies that
Υ(NAB→A′B′) ≥ infMAB→A′B′ :β(MAB→A′B′ )≤1 supφSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)).
(6.19)
So we conclude the equality
Υ(NAB→A′B′) = infMAB→A′B′ :β(MAB→A′B′ )≤1 supφSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)).
(6.20)
Now suppose thatMAB→A′B′ is an arbitrary completely positive map satisfying β(MAB→A′B′) ≤
1, and let φSAB ∈ S. Then by (6.16), we conclude that
sup
φSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB))
≥ inf
MAB→A′B′∈C:β(MAB→A′B′ )≤1
sup
φSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)). (6.21)
Since this holds for all MAB→A′B′ satisfying β(MAB→A′B′) ≤ 1, we conclude that
Υ(NAB→A′B′) ≥ inf
MAB→A′B′∈C:β(MAB→A′B′ )≤1
sup
φSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)).
(6.22)
However, from the definition of Υ(NAB→A′B′), we have the inequality
Υ(NAB→A′B′) ≤ inf
MAB→A′B′∈C:β(MAB→A′B′ )≤1
sup
φSAB∈S
D(NAB→A′B′(φSAB)‖MAB→A′B′(φSAB)).
(6.23)
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Thus, the equality in (6.2) follows. The equality in (6.4) follows because the only state
satisfying (6.3) for one-designs is the tensor product of maximally mixed states, and the
tensor product of maximally entangled states purifies this state.
Recall from Section 5 that the bounds in Corollaries 25 and 26 are not particularly useful
on their own because Υ˜regα (NAB→A′B′) may be difficult to compute in practice. However,
if the bipartite channel is bicovariant, then (6.4) implies that the regularized quantity is
bounded from above by a single-letter quantity:
Υ˜regα (NAB→A′B′) ≤ Υ˜α(NAB→A′B′). (6.24)
We then obtain the following:
Corollary 28 The following upper bound holds for the n-shot randomness transmission ca-
pacity of a bicovariant bipartite channel NAB→A′B′:
Rn,ε(NAB→A′B′) ≤ Υ˜α(NAB→A′B′) + α
n (α− 1) log2
(
1
1− ε
)
, (6.25)
for all α > 1 and ε ∈ [0, 1).
By applying the same reasoning in the proof of Theorem 21, we conclude the following:
Corollary 29 The following upper bound holds for the strong converse randomness trans-
mission capacity of a bicovariant bipartite channel NAB→A′B′:
R˜(NAB→A′B′) ≤ Υ(NAB→A′B′). (6.26)
Let G be a group and let UA(g) and VB′(g) be unitary representations of g. A point-
to-point channel NA→B′ is covariant with respect to these representations if the following
equality holds for all g ∈ G [Hol02b]:
NA→B′ ◦ UA(g) = VB′(g) ◦ NA→B′ . (6.27)
A point-to-point channel is covariant if it is covariant with respect to a one-design.
By applying the same reasoning as given above, we have the following results:
Corollary 30 The following upper bound holds for the n-shot classical capacity of a covari-
ant point-to-point channel NA→B′ assisted by a classical feedback channel:
Cn,ε← (NA→B′) ≤ Υ˜α(NA→B′) +
α
n (α− 1) log2
(
1
1− ε
)
, (6.28)
for all α > 1 and ε ∈ [0, 1).
Corollary 31 The following upper bound holds for the strong converse classical capacity of
a covariant point-to-point channel NA→B′:
C˜←(NA→B′) ≤ Υ(NA→B′). (6.29)
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7 Examples
In this section, we apply the bounds to some key examples of bipartite and point-to-point
channels. The Matlab code used to generate the plots below is available with the arXiv
posting of our paper.
7.1 Partial swap bipartite channel
The partial swap unitary is defined for p ∈ [0, 1] as [FHS+12, ADO16]
SpAB :=
√
1− pIAB + i√pSAB, (7.1)
SAB :=
d−1∑
i,j=0
|i〉〈j|A ⊗ |j〉〈i|B, (7.2)
where A ' B and d = dA = dB. The following identity holds
SpAB = e
itSAB , (7.3)
where p = cos t. Thus, we can understand the unitary operator SpAB as arising from time
evolution according to the Hamiltonian SAB. We then define the bipartite partial swap
channel as
SpAB(·) := SpAB(·)(SpAB)†. (7.4)
Suppose that p = 1. Then the channel SpAB is equivalent to a swap channel. In this
case, the forward classical capacity is equal to 2 log2 d. This follows by an argument given
in [BHLS03]. To see that the rate 2 log2 d is achievable, consider the following strategy.
On the first use of the channel, Alice inputs one classical dit to her input and Bob inputs
one share of a maximally entangled state. Bob can decode the classical dit, and after the
first channel use, they share a maximally entangled state Φd. Before the second channel
use, Alice can employ a super-dense coding strategy [BW92]. She applies one of the d2
Heisenberg–Weyl unitaries to her share of Φd and transmits it through her input to the
channel. Bob again prepares Φd and sends one share through his channel input. Bob can
then decode the message Alice sent, by performing a Bell measurement, and they again share
Φd. They then repeat this procedure many times. Even though the first channel use allows
for only log2 d bits to be transmitted, all of the other channel uses allow for 2 log2 d bits to be
transmitted. So in the limit of many channel uses, the rate 2 log2 d is achievable. An upper
bound of 2 log2 d is argued in [BHLS03] by employing a simulation argument. Alternatively,
it can be seen from our approach by employing Theorem 21 and Proposition 15, and picking
SAA′BB′ = VAA′BB′ = IAA′BB′ in the definition of Cβ. These choices satisfy the constraints
and log2 ‖TrA′B′ [SAA′BB′ ]‖∞ = 2 log2 d.
At the other extreme, when p = 0, the channel SpAB reduces to the tensor product
of identity channels. Since this channel is a product of local channels, Theorem 21 and
Proposition 14 imply that C(SpAB) = 0. Thus, the partial swap unitary interpolates between
these two extremes.
39
0 0.2 0.4 0.6 0.8 1
p
0
0.5
1
1.5
2
R
at
e
Geometric Renyi Upsilon Information
Figure 4: Upper bound on the forward classical capacity of the partial swap bipartite channel
in (7.4), with d = 2.
Interestingly, the partial swap unitary is not bicovariant for p ∈ (0, 1) because the general
definition involves both the identity and the swap. As such, our bound from Theorem 21 is
useful in such a case. By employing a semi-definite program to calculate Υ̂α(SpAB) for d = 2
and α = 1 + 2−`, with ` = 4, we arrive at the plot given in Figure 4.
We remark that the partial swap channel is bicovariant with respect to all unitaries of the
form U ⊗ U . As such, by applying Proposition 27, we conclude that it suffices to maximize
Υ̂α(SpAB) over input states ψRAB possessing the following symmetry:
ψAB =
∫
dU (UA ⊗ UB)ψAB(UA ⊗ UB)†, (7.5)
where dU denotes the Haar measure. States possessing this symmetry are known as Werner
states [Wer89] and can be written in terms of a single parameter q ∈ [0, 1] as follows:
W
(q,d)
AB := (1− q)
2
d (d+ 1)
Π+AB + q
2
d (d− 1)Π
−
AB, (7.6)
where Π±AB := (IAB ± SAB) /2 are the projections onto the symmetric and antisymmetric
subspaces of A and B, with SAB defined in (7.2). Additionally, by exploiting the same
symmetry, it suffices to minimize over completely positive bipartite maps MAB→A′B′ such
that
MAB→A′B′ =
∫
dU (UA′ ⊗ UB′)† ◦MAB→A′B′ ◦ (UA ⊗ UB). (7.7)
This is equivalent to their Choi operators satisfying
ΓMAA′BB′ =
∫
dU (UA′ ⊗ UB′ ⊗ UA ⊗ UB)(ΓMAA′BB′), (7.8)
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Figure 5: Upper bound on the forward classical capacity of the noisy CNOT bipartite channel
in (7.9), with d = 2.
where U denotes the complex conjugate. This further reduces the number of parame-
ters needed in the optimization task, which is useful for computing Υ̂α(SpAB) for higher-
dimensional partial swap bipartite channels.
7.2 Noisy CNOT gate
Another example of a bipartite channel of interest is a noisy CNOT gate, defined as follows:
DpAB(·) := (1− p) CNOTAB(·)CNOTAB + pRpiAB(·), (7.9)
where
CNOTAB :=
d−1∑
i=0
|i〉〈i|A ⊗X(i)B, (7.10)
X(i)B :=
d−1∑
j=0
|i⊕ j〉〈j|, (7.11)
RpiAB(·) := TrAB[·]piAB, (7.12)
piAB := IAB/dAdB. (7.13)
When p = 0, the channel is a perfect CNOT gate, and when p = 1, it is a replacer channel.
Thus, when p = 0, the result from [BHLS03] applies, implying that C(Dp=0AB ) = log2 d, and
when p = 1, the forward classical capacity C(Dp=0AB ) = 0.
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Figure 6: Lower and upper bounds on the classical-feedback-assisted classical capacity of
the qubit depolarizing channel in (7.14), with d = 2. The dashed vertical line indicates that
the qubit depolarizing channel is entanglement breaking for p ≥ 2/3, so that the Holevo
information is equal to the feedback-assisted capacity for these values [BN05, DW18].
This channel is bicovariant, as argued in [DBW20], and so Corollary 29 applies. Evalu-
ating the Υ-information of DpAB, we obtain the plot in Figure 5.
7.3 Point-to-point depolarizing channel
We finally consider the point-to-point depolarizing channel, defined as
Dp(X) := (1− p)X + pTr[X]pi, (7.14)
pi := I/d. (7.15)
It was already established in [FF19] that Υ(Dp) is an upper bound on its (unassisted)
classical capacity, and the Holevo information is equal to its classical capacity [Kin03]. Our
contribution here is that Υ(Dp) is an upper bound on its classical capacity assisted by
a classical feedback channel. Figure 6 plots this upper bound and also plots the Holevo
information lower bound when d = 2. The latter is given by 1 − h2(p/2), where h2 is the
binary entropy function. Note that the depolarizing channel is entanglement breaking for
p ≥ d
d+1
. As such, the bounds from [BN05, DW18] apply, so that, for p ≥ d
d+1
, the Holevo
information 1− h2(p/2) is equal to the classical capacity assisted by classical feedback.
8 Conclusion
In this paper, we established several measures of classical communication and proved that
they are useful as upper bounds on the classical capacity of bipartite quantum channels.
42
We did so by establishing several key properties of these measures, which played essential
roles in the upper bound proofs. One of the most critical properties is that the measures are
subadditive under serial composition of bipartite channels, which is a property that is useful
in the analysis of feedback-assisted protocols. One important application of our results is
improved upper bounds on the classical capacity of a quantum channel assisted by classical
feedback, which is a problem that has been analyzed in the literature for some time now
[BN05, BDSS06, DW18, GMW18, DQSW19].
Going forward from here, an open question is whether our bounds could be improved
in any way. The recent techniques of [FF20] might be helpful here. As a key example, we
wonder whether classical feedback could increase the classical capacity of the depolarizing
channel. We also wonder whether our new bounds on the classical capacity assisted by
classical feedback generally improve upon the entropy bound from [DQSW19].
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A Alternative formulation of measure of forward clas-
sical communication for a bipartite channel
In this appendix, we prove the equality in (3.7), and we also provide the background needed
to understand it. We also provide an alternate proof of Proposition 6, in order to showcase
the utility of the expression in (3.7).
By definition, PA→B is Hermiticity preserving if PA→B(XA) is Hermitian for every Her-
mitian XA.
A linear map PA→B is Hermiticity preserving if and only if its Choi operator is Hermitian.
Suppose that the Choi operator ΓPRB is Hermitian. Then by the standard construction,
PA→B(XA) = 〈Γ|ARXA ⊗ ΓPRB|Γ〉AR. (A.1)
Since ΓPRB is Hermitian and XA is also, it follows that PA→B(XA) is Hermitian. Now suppose
that PA→B is Hermiticity preserving. then
(ΓPRB)
† = (PA→B(ΓRA))† = PA→B(Γ†RA) = PA→B(ΓRA) = ΓPRB. (A.2)
To every Hermitian operator RAA′BB′ , there is an associated Hermiticity-preserving map,
defined as
RAB→A′B′(XAB) = (〈Γ|AAˆ ⊗ 〈Γ|BBˆ)(XAB ⊗RAˆA′BˆB′)(|Γ〉AAˆ ⊗ |Γ〉BBˆ). (A.3)
Consider that
RAB→A′B′(XAB) = (〈Γ|AAˆ ⊗ 〈Γ|BBˆ)(XAB ⊗RAˆA′BˆB′)(|Γ〉AAˆ ⊗ |Γ〉BBˆ) (A.4)
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= (〈Γ|AAˆ ⊗ 〈Γ|BBˆ)(IAB ⊗ TAˆBˆ(XAˆBˆ)RAˆA′BˆB′)(|Γ〉AAˆ ⊗ |Γ〉BBˆ) (A.5)
= TrAˆBˆ[TAˆBˆ(XAˆBˆ)RAˆA′BˆB′ ]. (A.6)
Also, if RAA′BB′ ≥ 0, then RAB→A′B′ is completely positive. We also make the abbreviation
RAB→A′B′ ≥ 0 ⇐⇒ RAB→A′B′ ∈ CP. (A.7)
Then consider that, for completely positive RAA′BB′ ,
‖TrA′B′ [RAA′BB′ ]‖∞ = sup
ρAB≥0,Tr[ρAB ]=1
Tr[ρAB TrA′B′ [RAA′BB′ ]] (A.8)
= sup
ρAB≥0,Tr[ρAB ]=1
Tr[(ρAB ⊗ IA′B′)RAA′BB′ ] (A.9)
= sup
ρAB≥0,Tr[ρAB ]=1
Tr[RAB→A′B′(ρAB)] (A.10)
=: ‖RAB→A′B′‖1 . (A.11)
Thus, the function β(MAB→A′B′) for a completely positive mapMAB→A′B′ can be written
as
β(MAB→A′B′) :=
inf
SAB→A′B′ ,VAB→A′B′∈HermP

‖SAB→A′B′‖1 :
TB′ ◦ (VAB→A′B′ ±MAB→A′B′) ◦ TB ≥ 0,
SAB→A′B′ ± VAB→A′B′ ≥ 0,
TrA′ ◦SAB→A′B′ = TrA′ ◦SAB→A′B′ ◦ RpiA
 , (A.12)
whereRpiA(·) := TrA[·]piA and piA := IA/dA is the maximally mixed state. Note that SAB→A′B′ ≥
0 follows because SAB→A′B′ ± VAB→A′B′ ≥ 0 and adding these allows us to conclude that
SAB→A′B′ ≥ 0.
For a point-to-point channel NA→B′ , this translates to
β(NA→B′) := infSA→B′ ,VA→B′∈HermP

‖SA→B′‖1 :
TB′ ◦ (VA→B′ ±MA→B′) ≥ 0,
SA→B′ ± VA→B′ ≥ 0,
SA→B′ = SA→B′ ◦ RpiA
 (A.13)
= inf
SB′∈PSD,VA→B′∈HermP

∥∥RSA→B′∥∥1 :
TB′ ◦ (VA→B′ ±MA→B′) ≥ 0,
RSA→B′ ± VA→B′ ≥ 0
 (A.14)
= inf
SB′∈PSD,VA→B′∈HermP

Tr[SB′ ] :
TB′ ◦ (VA→B′ ±MA→B′) ≥ 0,
RSA→B′ ± VA→B′ ≥ 0
 , (A.15)
where RSA→B′(·) = TrA[·]SB′ is a replacer map. Thus,
β(NA→B′) = inf
SB′∈PSD,VA→B′∈HermP

Tr[SB′ ] :
TB′ ◦ (VA→B′ ±MA→B′) ≥ 0,
RSA→B′ ± VA→B′ ≥ 0
 (A.16)
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This kind of formulation is general. For example, consider the following SDP for the
diamond norm:
1
2
‖N −M‖ = infZRB≥0
{‖TrB[ZRB]‖∞ : ZRB ≥ ΓNRB − ΓMRB} . (A.17)
Using the above rephrasing, we can rewrite this optimization as
1
2
‖N −M‖ = infZA→B∈CP {‖ZA→B‖1 : ZA→B ≥ NA→B −MA→B} . (A.18)
We can use the expression in (A.12) to provide an alternate proof of Proposition 6:
Proposition 32 Let M1AB→A′B′ and M2A′B′→A′′B′′ be completely positive maps. Then
β(M2A′B′→A′′B′′ ◦M1AB→A′B′) ≤ β(M2A′B′→A′′B′′) · β(M1AB→A′B′). (A.19)
Proof. Let S1AB→A′B′ and V1AB→A′B′ be Hermiticity preserving maps satisfying the con-
straints in (A.12) for M1AB→A′B′ , and let S2A′B′→A′′B′′ and V2A′B′→A′′B′′ be Hermiticity pre-
serving maps satisfying the constraints in (A.12) for M2A′B′→A′′B′′ . Then pick
S3AB→A′′B′′ = S2A′B′→A′′B′′ ◦ S1AB→A′B′ , (A.20)
V3AB→A′′B′′ = V2A′B′→A′′B′′ ◦ V1AB→A′B′ . (A.21)
Also, set
M3AB→A′′B′′ =M2A′B′→A′′B′′ ◦M1AB→A′B′ (A.22)
Then it follows that
TB′′ ◦ (V3AB→A′′B′′ ±M3AB→A′′B′′) ◦ TB ≥ 0, (A.23)
S3AB→A′′B′′ ± V3AB→A′′B′′ ≥ 0. (A.24)
This follows from the general observation that if A ± B ≥ 0 and C ± D ≥ 0, then A ◦ C ±
B ◦ D ≥ 0. This in turns follows because
A+ B ≥ 0, A− B ≥ 0, C +D ≥ 0, C − D ≥ 0, (A.25)
implies that
0 ≤ (A+ B) ◦ (C +D) = A ◦ C +A ◦ D + B ◦ C + B ◦ D, (A.26)
0 ≤ (A+ B) ◦ (C − D) = A ◦ C −A ◦ D + B ◦ C − B ◦ D, (A.27)
0 ≤ (A− B) ◦ (C +D) = A ◦ C +A ◦ D − B ◦ C − B ◦ D, (A.28)
0 ≤ (A− B) ◦ (C − D) = A ◦ C −A ◦ D − B ◦ C + B ◦ D. (A.29)
Now add the first and last to get A ◦ C + B ◦ D ≥ 0 and the second and third to get
A ◦ C − B ◦ D ≥ 0.
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Now consider that
TrA′′ ◦S3AB→A′′B′′ = TrA′′ ◦S2A′B′→A′′B′′ ◦ S1AB→A′B′ (A.30)
= TrA′′ ◦S2A′B′→A′′B′′ ◦ RpiA′ ◦ S1AB→A′B′ (A.31)
= TrA′′ ◦S2A′B′→A′′B′′ ◦ PpiA′ ◦ TrA′ ◦S1AB→A′B′ (A.32)
= TrA′′ ◦S2A′B′→A′′B′′ ◦ PpiA′ ◦ TrA′ ◦S1AB→A′B′ ◦ RpiA (A.33)
= TrA′′ ◦S2A′B′→A′′B′′ ◦ RpiA′ ◦ S1AB→A′B′ ◦ RpiA. (A.34)
Since the first two lines show that TrA′′ ◦S3AB→A′′B′′ = TrA′′ ◦S2A′B′→A′′B′′ ◦ RpiA′ ◦ S1AB→A′B′ ,
we conclude that
TrA′′ ◦S3AB→A′′B′′ = TrA′′ ◦S3AB→A′′B′′ ◦ RpiA. (A.35)
Finally, consider that ∥∥S3AB→A′′B′′∥∥1 = ∥∥S2A′B′→A′′B′′ ◦ S1AB→A′B′∥∥1 (A.36)
≤ ∥∥S2A′B′→A′′B′′∥∥1 · ∥∥S1AB→A′B′∥∥1 . (A.37)
The inequality follows because the trace norm on superoperators is submultiplicative. So
S3AB→A′′B′′ and V3AB→A′′B′′ satisfy the constraints in (A.12) for M3AB→A′′B′′ , so we conclude
that
β(M3AB→A′′B′′) ≤
∥∥S2A′B′→A′′B′′∥∥1 · ∥∥S1AB→A′B′∥∥1 . (A.38)
Since the argument holds for all S1AB→A′B′ and V1AB→A′B′ satisfying the constraints in (A.12)
for M1AB→A′B′ , and for all S2A′B′→A′′B′′ and V2A′B′→A′′B′′ satisfying the constraints in (A.12)
for M2A′B′→A′′B′′ , we conclude the statement of the proposition.
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