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 INTRODUCTION    
GENERALE
                                                     
 
L’expertise en situation de crise est une composante essentielle des missions de la Sécurité Civile. Elle 
représente généralement l’instigateur initial de la gestion de crise, en informant les services institution-
nels et opérationnels de la survenance d’un évènement dangereux. La recherche présentée dans ce 
mémoire s’intéresse au risque naturel le plus fréquent à la surface de la Terre et l’un des plus dévasta-
teurs : les inondations. Les occurrences d’inondation sont nombreuses et de formes différentes. Parmi 
ces différentes manifestations, un phénomène plus spécifique provoque régulièrement des dommages 
importants et un dérèglement des procédures opérationnelles de gestion de crise : la crue à cinétique 
rapide ou crue éclair. 
Les crues à cinétique rapide 
En France, la surveillance et l’expertise hydrologique des cours d’eau principaux sont assurées par les 
services de prévision des crues (SPC) au niveau régional1 et par le service central d’hydrométéorologie 
et d’appui à la prévision des inondations (SCHAPI) au niveau national. Dans le cadre des crues à ciné-
tique rapide, le service de prévision des crues « Grand Delta » (SPC-GD), de part sa localisation géo-
graphique à proximité du massif des Cévennes, représente un service opérationnel compétent, dans la 
mesure où une grande partie du territoire placé sous sa surveillance est soumis à ce type de phéno-
mène. Il est, de part l’insuffisance des connaissances sur les processus hydrologiques relatifs aux 
crues à cinétique rapide, régulièrement confronté à des problématiques complexes d’expertise en si-
tuation de crise. 
La dernière occurrence catastrophique provoquée par ce type de crues correspond au 8 et 9 sep-
tembre 2002 dans le département du Gard. Pendant près de 24h, le département et ses bassins ver-
sants amont sont touchés par des pluies diluviennes provoquant une montée soudaine des cours 
d’eau. La rapidité de cet événement et son étendu géographique ont provoqué des dommages impor-
tants et de fortes défaillances dans la chaîne d’alerte hydrométéorologique (HUET et al., 2003a).  
Après cette situation de crise de grande ampleur, de nombreux retours d’expérience et recherches en 
hydrométéorologie se sont focalisés sur l’analyse du phénomène et l’évaluation des causes possibles 
des défaillances organisationnelles. Dès l’autonome 2002, une réforme des services d’annonce de 
crues (SAC), alors en place, a été annoncée et matérialisée par loi du 30 juillet 2003 relatif à la création 
des services de prévision des crues. Cette réforme avait ainsi pour objectifs principaux, une meilleure 
prévision de ces phénomènes potentiellement dangereux et une amélioration nécessaire des circuits 
de communication entre les partenaires de la gestion de crise « inondation » (VINET, 2007). 
1 Régional s’entends ici plutôt par grands bassins hydrologiques 
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 Ainsi, depuis cet évènement, de nombreuses initiatives ont vu le jour pour répondre à ces nouveaux 
objectifs opérationnels. L’amélioration de la gestion de crise « inondation » nécessite l’implication de 
nombreux champs disciplinaires, tant technologiques que scientifiques. Il n’existe donc a priori pas une 
réponse univoque qui permettrait de mener à bien la protection des citoyens et de leurs infrastructures 
mais une complémentarité dans les approches menées. L’un des axes d’amélioration passe par une 
culture quotidienne de veille technologique permettant une évolution des outils et des méthodes exis-
tants dédiés à l’expertise hydrométéorologique. La présente recherche s’inscrit donc clairement dans 
ce courant de perfectionnement de la nouvelle mission des services de prévision des crues, en em-
pruntant plus exactement la voie technologique. 
L’informatique distribuée 
Depuis le milieu des années 90, l’informatique connait une révolution dans la manière de traiter et de 
partager les données. A la vision originelle du poste informatique centralisant l’ensemble des logiciels 
et des données, est venue se greffer une conception nouvelle basée sur la distribution des ressources 
informatiques : l’informatique distribuée. 
De nombreux champs de recherche se sont développés autour de ce nouveau concept. Globalement, il 
est possible de distinguer plusieurs caractéristiques principales : 
- le calcul parallèle cherchant à optimiser et à accélérer les traitements informatiques entre des 
processeurs distincts, 
- le calcul intensif qui, en s’appuyant sur un grand nombre de ressources informatiques, permet 
de prendre en charge un nombre important de données, 
- la dimension collaborative offerte par la connexion de ressources informatiques géographi-
quement distantes et dont le porte-drapeau est certainement le réseau Internet. 
L’ensemble de ces caractéristiques et les progrès relatifs au matériel (mémoire, processeurs, bande 
passante, etc.) ont progressivement amené Ian Foster du laboratoire national américain Argonne et 
Carl Kesselman de l'université de Californie du Sud (FOSTER et KESSELMAN, 2004) à concevoir une 
solution technologique capable d’intégrer et de virtualiser des ressources informatiques géographique-
ment distantes au sein d’un système d’information unique : la technologie grille. 
À l’heure actuelle, et grâce aux efforts de recherche internationaux depuis plus de 10 ans, cette techno-
logie tend à devenir une solution informatique générique de grande échelle offrant des capacités de 
calcul et de stockage importantes et un pouvoir de collaboration jamais atteints. Dans ce sens, elle 
ouvre de nouvelles opportunités dans le besoin croissant d’interdisciplinarité requis pour la résolution 
de problématiques complexes, telles que celles des sciences de la Terre. 
En Europe, un effort similaire a été mené depuis le début des années 2000 et a donné naissance à 
l’architecture de grille EGEE (Enabling Grid for E-sciencE). Récemment passée en phase de produc-
tion, cette architecture assure une offre de calcul et de stockage à la demande à plus de 140 institu-
tions, dont la plus connue est le CERN (Organisation européenne pour la recherche nucléaire) et son 
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 accélérateur de particules LHC (Large Hadron Collider). Sa structuration en sous-ensembles théma-
tiques, appelés « organisation virtuelle » (VO), permet d’une part une gouvernance harmonisée et 
d’autre part l’intégration constante de nouveaux partenaires tant dans la fourniture de ressources in-
formatiques que dans l’utilisation de ces dernières. 
Ainsi, une telle situation permet d’entrevoir un recours à cette solution technologique, pour les problé-
matiques relatives à l’expertise hydrométéorologique des crues à cinétique rapide, et plus largement, 
pour l’amélioration des systèmes opérants de la Sécurité Civile. À titre d’exemple, le projet européen 
CYCLOPS (Cyber Infrastructure for Civil protection Operative ProcedureS) tend à illustrer cette hypo-
thèse, part le rapprochement des communautés « grille » et « Sécurité Civile » dans le contexte 
d’expertise des risques naturel (MAZZETTI, 2006). 
La problématique générale 
Ainsi, la problématique générale de cette recherche s’appuie sur les fondements théoriques de 
l’expertise en situation de crise et de la technologie grille. Elle cherche à évaluer les aptitudes techno-
logiques de la grille, en tant que solution informatique innovante, à soutenir les activités opérationnelles 
relatives à l’expertise hydrométéorologique des crues à cinétique rapide en situation de crise. 
Cette problématique a fait émerger deux objectifs sous-jacents : 
- la nécessaire amélioration des capacités de prévision des crues à cinétique rapide par le re-
cours à des ressources informatiques supplémentaires et à des méthodes propres à la géoma-
tique, 
- la consolidation des moyens de collaboration et de partage des services opérationnels au vu 
des défaillances des circuits de communication durant l’inondation de 2002. 
Le rôle central et la longue expérience du service de prévision des crues « Grand Delta » dans la ges-
tion de l’expertise hydrologique des crues à cinétique rapide en font un objet d’étude naturel. Ce choix 
est de plus renforcé par l’implication continue de ce service dans l’amélioration générale de l’hydrologie 
opérationnelle. 
Le plan de thèse 
Ce manuscrit est composé de 4 parties représentant la démarche globale développée dans cette re-
cherche. 
La partie 1 « Cadre institutionnel et états de l’art scientifiques » s’attache à définir et décrire le contexte 
général de la gestion des crues à cinétique rapide (chapitre 1) et à analyser les fondements théoriques 
des technologies sélectionnées dans cette recherche (chapitre 2). Plus précisément, le chapitre 1 « Les 
crues à cinétique rapide : phénomène et gestion opérationnelle » est dédié à la définition de l’aléa 
« crue à cinétique rapide » et au positionnement de son expertise dans le champ plus large de la ges-
tion de crise. Dans le chapitre 2 « L’informatique distribuée : une composante nouvelle des sociétés 
modernes », l’informatique distribuée et ses concepts fondamentaux sont présentés dans l’objectif 
d’établir une vision précise des motivations scientifiques ayant amenés au développement de la tech-
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nologie grille. En fin de chapitre, le concept de science de l’information géographique est décrit et cor-
rélé à l’informatique distribuée. 
La partie 2 « Technologie grille et géomatique pour l’expertise hydrométéorologique en situation de 
crise » correspond à la mise en problématique de cette recherche. Le chapitre 3 « l’expertise hydromé-
téorologique des crues à cinétique rapide » décrit l’existant technologique et organisationnel du service 
de prévision des crues « Grand Delta » et les besoins en matière d’expertise hydrologique. En paral-
lèle, le chapitre 4 « La technologie grille et la géomatique : vecteurs d’innovation » développe une ana-
lyse précise des capacités informatiques de la grille et la prise en charge des problématiques liées aux 
sciences de la Terre et à la géomatique. En fin de partie, une proposition méthodologique est dévelop-
pée grâce à une analyse croisée entre besoins, contraintes et opportunités. 
La partie 3 « Méthodologie expérimentale» décrit de manière précise les développements méthodolo-
giques menés dans cette recherche. Le chapitre 5 « Grillification de l’application ALHTAÏR » présente 
la méthodologie mise en oeuvre pour exécuter un modèle hydrologique sur les ressources de 
l’architecture de grille EGEE. Le chapitre 6 « Interfaçage entre la grille EGEE et le SPC-GD » s’attache 
à décrire deux solutions pour accéder aux ressources de grille dans un contexte opérationnel de ges-
tion de crise. 
La partie 4 « Résultats et perspectives : vers l’adoption potentielle de la technologie grille » établit une 
évaluation des performances de la méthodologie proposée dans cette recherche, et par extension des 
capacités offertes par la technologie grille (chapitre 7 « Expérimentations de l’ordonnanceur RRM-
Grid »). Enfin, le chapitre 8 « Perspectives opérationnelles et scientifiques de G-ALHTAÏR » s’appuie 
sur l’ensemble des besoins détaillés dans le chapitre 3 et des potentialités générales des technologies 
abordées dans cette recherche pour proposer plusieurs axes d’innovation à mener à la suite de cette 
thèse. 
Finalement, cette thèse, en établissant des relations fortes entre la communauté opérationnelle de 
l’expertise hydrologique et certains membres français et européens de la communauté « grille » tend à 
consolider sa dimension opérationnelle. 
 
 
 
  
PARTIE 1 
 
Cadre institutionnel et états de 
l’art scientifiques 
 
« … Dans la nuit, le vent est passé au sud, poussant vers les Cévennes un plafond de nuages lourds 
qui défilent devant la lune. Les arbres, les volets, les portes de la maison, tout a commencé à respirer 
sous l’influence du souffle tiède aux odeurs de mer et de garrigue. A l’intérieur des maisons, une agita-
tion inquiète a pris possession des corps endormis. Abandonné par le sommeil, debout devant la fe-
nêtre, je contemple la nuit noire… tout le vallon bruisse, et la somme des ces milliers de frottements de 
feuilles forment une rumeur ample et sourde. Poc ! Un impact unique mais puissant retentit sur le velux. 
Je lève les yeux. Une large auréole d’eau s’achève de s’étaler à l’endroit où est tombée la première 
goutte. Durant quelques secondes on pourrait croire qu’elle restera la seule. Mais une seconde arrive, 
et bientôt les autres suivent à une cadence qui accélère comme une locomotive à vapeur quittant le 
quai. Un crépitement continu envahit bientôt le silence de la pièce obscure. AU lever du jour, la pluie 
forme un rideau continu devant les fenêtres, transformant le versant opposé de la vallée en une simple 
ombre à peine perceptible. Pour un normand comme moi, la pluie peut prendre deux formes extrêmes : 
le fin crachin qui dure, ou la violente mais passagère pluie d’orage. L’épisode cévenol, c’est les deux à 
la fois. Une pluie lourde, et sui dure, dure, tant qu’on n’arrive pas à comprendre comment le ciel peut 
produire tant d’eau sans s’assécher à jamais. » 
Rêve éveillé, Marc Lemonier 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
  
Chapitre 1 
Les crues à cinétique rapide : phénomène 
et gestion opérationnelle 
 
1.1. Les crues à cinétique rapide : un risque majeur 
1.2. Cadre institutionnel et opérationnel de la gestion de crise « Inondation » 
 
 
Ce chapitre définit les processus météorologiques et hydrologiques impliqués 
dans le phénomène de crue à cinétique rapide et la modélisation pluie-débit adaptée à la 
reconstitution de son débit. Sa faible occurrence et les dégâts qu’elle occasionne parfois 
la positionne en tant risque naturel majeur. Dans ce contexte, le cadre opérationnel qui 
permet son suivi et sa prévision en situation de crise est approfondi. 
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INTRODUCTION 
L’élément central de cette recherche correspond à la « crue éclair ». Ce phénomène naturel a 
généralement lieu dans des bassins versants de petite taille, caractérisés par des pentes raides, et 
soumis à des précipitations orageuses de forte intensité et de durée relativement longue. La période la 
plus propice, selon différentes études, s’étale du mois de septembre au mois de novembre (Automne). 
De manière générale, les zones touchées par ces crues éclair, sont majoritairement caractérisées par 
des conditions climatiques de type méditerranéen, bien que certains auteurs les considèrent de la 
même manière que les crues torrentielles touchant des zones montagneuses. La définition précise de 
ce phénomène peut s’avérer variable suivant les critères choisis (hydrologiques, pluviométriques, com-
portementaux, etc.) pour le caractériser. Dans le cadre de cette étude, la crue éclair est considérée 
comme un phénomène naturel de faible extension géographique mais dont l’intensité, la rapidité de 
génération et la faible occurrence limite l’expertise hydrométéorologique des opérations de prévision de 
la gestion de crise. Ainsi, le terme crue à cinétique rapide est préféré à celui de crue éclair et est consi-
déré ici comme un risque majeur menaçant les territoires anthropisés. 
En France, la zone géographique concernée par ce type d’évènement se situe dans le quart 
sud-est du territoire métropolitain, et plus précisément dans les régions montagneuses proches du 
pourtour méditerranéen. Il s’agit globalement des contreforts orientaux du massif pyrénéen, et méridio-
naux du massif alpin et du Massif Central. La zone de référence de cette, de part la plus forte probabili-
té d’occurrence des crues éclair, correspond au territoire amont des Cévennes surveillé par le service 
de prévision « Grand Delta » ou SPC-GD. 
L’objet de ce chapitre, est donc de préciser les processus météorologiques et hydrologiques 
qui caractérisent ce type de phénomène, ainsi que les moyens scientifiques et opérationnels mis en 
œuvre pour les étudier et les comprendre. Dans une seconde partie, étant donné les fortes incertitudes 
et la difficulté globale de les prévoir, les moyens institutionnels et opérationnels mis en place au niveau 
français pour organiser leur analyse et leur caractérisation en situation de crise sont présentés. Ce 
premier chapitre doit donc amener le lecteur à comprendre les enjeux actuels de la gestion opération-
nelle des crues à cinétique rapide. 
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I - 1. Les crues à cinétique rapide : un risque majeur 
Dans ce paragraphe, il s’agit de présenter les phénomènes hydrométéorologiques générateurs des 
crues éclair et les moyens informatiques utilisés pour les modéliser. Le terme de « crue à cinétique 
rapide » est préféré au terme « crue éclair », plus représentatif de la contrainte temporelle de cet aléa 
naturel. 
I - 1.1. La gestion du risque « inondation » 
Malgré ces particularités physiques, les crues à cinétique rapide peuvent être considérées dans le 
champ plus large du risque « inondation ». Ainsi, il semble nécessaire de définir précisément les 
termes fondamentaux relatifs à la science des risques, et en particulier, le positionnement de la prévi-
sion hydrométéorologique en situation de crise « inondation ». 
I - 1.1.1. Fondements théoriques : aléa, vulnérabilité et risques majeurs 
I - 1.1.1.1. La notion de risque 
De manière générale, le risque résulte de la relation entre la société et son environnement. Comme 
l’aborde DAUTUN (2007), « les risques ont toujours été inhérents à nos sociétés » au point que DUPONT 
(2003) aborde le concept de « civilisation du risque ». Le concept de risque tel qu’on l’utilise de nos 
jours est né avec l’avènement socio-économique des sociétés industrielles. De part, les activités de 
plus en plus sophistiquées qu’elle génère, la société met potentiellement en danger sa population et 
ses infrastructures. De la même manière, l’urbanisation croissante et l’extension des villes confrontent 
de plus en plus les populations avec des éléments naturels potentiellement menaçant (feux de forêts, 
inondations, etc.). 
Le risque peut être d’ordre naturel, technologique ou anthropique. Il existe de nombreuses définitions 
suivant le point de vue de l’observateur et les problématiques étudiées (AYRAL et GRIOT, 2001). Selon 
les Nations Unies, le risque correspond à l’ « espérance mathématique de pertes en vies humaines, 
blessés, dommages aux biens et atteinte à l'activité économique au cours d'une période de référence 
et dans une région donnée, pour un aléa particulier ». Il s’agit d’une définition générale, qui permet 
cependant de relever plusieurs notions fondamentales du risque : l’espace, le temps et l’incertitude. Ce 
point de vue est confirmé par VEYRET (2004) qui considère le risque comme un « objet géographique » 
caractérisé par « sa dimension spatiale et ses aspects temporels ». Plus simplement, selon les Nations 
Unies, « Le risque est le produit de l'aléa par la vulnérabilité », alors que DAUPHINE (2001) propose de 
définir le risque plutôt comme une fonction de l’aléa et de la vulnérabilité, étant donné la subjectivité de 
la perception du risque par les sociétés : 
ܴ݅ݏݍݑ݁ ൌ ܨሺ݈ܽ±ܽǡ ݒݑ݈݊±ݎܾ݈ܽ݅݅ݐ±ሻ 
Ainsi, le risque naturel est le résultat d’un phénomène naturel, dont la gravité dépend de l’occurrence et 
de l’intensité d’un aléa, et de la vulnérabilité d’une cible (enjeux environnementaux, humains, et éco-
nomiques) (Figure 1). 
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Figure 1 : Le risque naturel entre Nature et Société (tirée de AYRAL, 2001) 
De plus, toujours d’après la Figure 1, la prise en compte et la réduction d’un risque naturel dépend des 
opérations de protection et de prévention développées par une société. 
I - 1.1.1.2. L’aléa 
Un aléa, principal d’objet d’étude de cette recherche, est caractérisé par une intensité, une fréquence, 
une extension spatiale, et une période temporelle d’occurrence (VEYRET, 2004). Il existe comme pour le 
risque un grand nombre de définitions. L’Institut des Risques Majeurs (IRMa) définit l’aléa comme une 
« possibilité de l'apparition d'un phénomène résultant de facteurs ou de processus qui échappent au 
moins en partie à l'homme » (AYRAL et GRIOT, 2001), ce qui correspond bien à l’aspect fortement im-
prévisible d’une crue à cinétique rapide ou crue éclair. L’évaluation des caractéristiques d’un aléa né-
cessite d’appréhender les processus physiques en jeu. Cette évaluation passe généralement par 
l’utilisation d’une instrumentation adaptée capable de collecter et transmettre les données relatives aux 
processus physiques en jeu. De manière générale, la caractérisation précise et stricte d’un aléa reste 
encore de nos jours un idéal à atteindre. Cette difficulté est d’autant plus exacerbée que la fréquence 
de l’aléa en jeu est faible (HAZIZA, 2007). 
I - 1.1.1.3. La vulnérabilité 
La vulnérabilité quant à elle est polysémique et peut avoir une dimension qualitative, quantitative ou 
semi-quantitative. Pour AYRAL (2001), « la vulnérabilité est l’étude des dommages potentiels sur les 
enjeux ». La notion d’enjeux est définie par le Ministère de l’Écologie, de l’Énergie, du Développement 
Durable et de la Mer (MEEDDM) comme les « personnes, biens, équipements, environnement mena-
cés par l'aléa et susceptibles de subir des préjudices ou des dommages ». De manière générale, étu-
dier la vulnérabilité consiste à évaluer la valeur économique des enjeux susceptibles d’être endomma-
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gés par un aléa. VEYRET (2004) distingue une composante objective, la valeur socio-économique des 
territoires menacés, et une composante subjective, liée à la perception du danger. Finalement, la vul-
nérabilité permet d’intégrer une dimension sociale à l’étude des risques (HAZIZA, 2007). 
I - 1.1.1.4. Le risque majeur 
Si le terme « gravité » correspond à une valeur quantitative de dommages, elle augmente avec 
l’imprédictibilité et l’intensité de l’aléa, et l’importance des dommages (LEFEVRE et SCHNEIDER, 2003). 
Dans ce mémoire, l’aléa considéré est relatif aux crues à cinétique rapide qui sont par nature difficile-
ment prévisible en temps et en lieu, et qui occasionnent régulièrement des dommages socio-
économiques paralysant le fonctionnement des territoires concernés pendant quelques jours. Dans ce 
contexte, le terme de « risque majeur » est employé. D’un point de vue social, le risque majeur est 
rattaché à l’idée de catastrophe, souvent « révélateur d’une rupture socio-économique » (VEYRET, 
2004)  
Ainsi, cette recherche se focalise sur les risques naturels, et en particulier sur les inondations provo-
quées par des phénomènes de crues à cinétique rapide. Ce type d’aléa a de tout temps menacé les 
populations. La manière d’appréhender les risques naturels, suit globalement les conceptions du rap-
port Société – Nature (VEYRET, 2004) : 
- Une séparation entre l’aléa naturel et la société, considérés indépendamment pour réduire le 
risque, 
- Les éléments naturels sont fortement transformés par les sociétés, la nature est donc considé-
rée comme anthropisée2. L’aléa devient donc un « révélateur de la vulnérabilité » (VEYRET, 
2004). 
Dans le massif des Cévennes, inclus dans la zone d’étude « Grand Delta » de cette recherche, des 
crues à cinétique rapide touchent régulièrement les populations. Les actions anthropiques passées et 
présentes jouent certainement un rôle non négligeable sur le déclenchement de ce phénomène naturel, 
cependant leur contribution dans la génération de ce type de crues n’est toujours pas avéré (MARTIN et 
al., 2008). Dans les zones à plus fort développement économique, touchées par le champ d’inondation, 
résultant de la crue amont, l’effet anthropique est certainement plus marqué. L’imperméabilisation des 
sols, résultant de l’urbanisation, et plus largement la modification du cycle de l’eau augmente significa-
tivement les volumes ruisselés et a fortiori la vulnérabilité des populations face à l’inondation (HAZIZA, 
2007). Cette question de l’étude du risque naturel est complexe, la manière de l’aborder dépend forte-
ment de la finalité des travaux engagés.  
Dans le cadre de ces travaux, l’objectif sous-jacent est d’améliorer la prise en compte de l’aléa « crue 
éclair », par les services opérationnels en vue de diminuer la vulnérabilité des populations et de leurs 
biens soumises à cet aléa. La réduction de la vulnérabilité d’un territoire, et par extension les risques 
qui le concerne, passe par de nombreuses mesures tant structurelles qu’organisationnelles. VEYRET 
(2004) identifie trois actions principales d’amélioration : 
                                                     
2 Terme concernant l’action de la société sur les espaces naturels 
15 
 
Chapitre 1 : Les crues à cinétique rapide 
- La meilleure connaissance des processus physiques, 
- La mise en place d’aménagements adaptés, 
- Un usage des territoires intégrant le danger. 
L’ensemble de ces actions peuvent être réalisées à différentes étapes de la gestion du risque, avant en 
phase de prévention, pendant (prévision et gestion de crise) ou après un évènement catastrophique 
(retours d’expérience). Dans le cadre de cette étude, une attention particulière est donnée à la compo-
sante « prévision » de la gestion de crise, de l’émergence de l’évènement naturel à risque au retour à 
la normale météorologique (Figure 2). 
 
Figure 2 : Cycle du risque et positionnement scientifique de cette recherche 
I - 1.1.2. La prévision hydrométéorologique en situation de crise 
I - 1.1.2.1. La crise : définitions et caractéristiques fonctionnelles 
L’intensité de l’aléa et la difficulté de le prévoir précisément sont clairement des facteurs prépondérants 
dans l’apparition d’une crise, cependant de nombreux autres facteurs peuvent créer des conditions 
propices à son établissement.  
Ainsi, avant d’aborder la gestion de crise, à part entière, il convient de définir cette notion de crise. Une 
situation de crise trouve son origine dans l’émergence d’un évènement soudain de faible probabilité 
d’occurrence, assimilable à un risque majeur. Il est possible de caractériser une crise par des (DAUTUN, 
2007 ; LAGADEC, 1991 in DAUTUN, 2004) : 
- défaillances organisationnelles et techniques, 
- capacités de réaction des organisations affectées, 
- processus de décision faussés par de nombreuses incertitudes, 
- temps d’action limités corrélés à une évolution rapide de la situation. 
Il en résulte une situation où les services opérationnels et décisionnels ont, d’une part des difficultés à 
appréhender précisément l’aléa et, sont d’autre part potentiellement vulnérables à ce dernier. 
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Ainsi, la gestion de crise, avec la réflexion multi-institutionnelle et le développement de stratégies adap-
tées qu’elle engendre, concoure à réduire le nombre de « crises de grande ampleur » (DAUTUN, 2007). 
La gestion de crise, centrée ici sur la phase de réponse, regroupe ainsi un ensemble d’institutions, aux 
compétences souvent différentes, qui coopèrent et s’unissent pour endurer le phénomène menaçant et 
ses conséquences directes. La réussite de cet objectif impose au préalable le développement de 
cadres réglementaires permettant une formalisation des rôles et des missions de tous les partenaires 
impliqués dans la gestion de crise (phase de prévention).  Les plans d’urgence et de secours sont le 
reflet de cette nécessité.  Ils cherchent à définir précisément l’organisation des secours à adopter pour 
répondre aux dommages engendrés par une catastrophe. Par exemple, le Plan Communal de Sauve-
garde (PCS) permet à l’échelle communale d’inventorier le ou les risques et de mettre en place des 
stratégies opérationnelles, des systèmes opérants et des politiques publiques pour les réduire. Aux 
échelles départementale, zonale et nationale, le plan ORSEC (Organisation de la Réponse de SEcurité 
Civile) répond aux mêmes objectifs par une organisation multi-institutionnelle compétente et effective 
pour gérer les secours, et plus largement la réponse opérationnelle, de manière unifiée et homogène 
(MIAT, 2006). 
La gestion de crise permet, par les actions de prévision en situation de crise, d’une part de limiter la 
vulnérabilité de la société face à un évènement dommageable et d’autre part de tenir informé, tout au 
long de la phase de réponse, la population sur les risques la menaçant. Ce devoir de communication 
en situation de crise (LEFEVRE et SCHNEIDER, 2003), garant de la sécurité des citoyens et réduisant les 
risques de crise, passe généralement par les médias, tels que la télévision, les radios et Internet. 
Finalement, ces situations catastrophiques, où la vulnérabilité « globale » de la société est temporaire-
ment accrue, ont un effet souvent dramatique sur les enjeux mais permettent potentiellement une amé-
lioration de la gestion des catastrophes à venir, par l’établissement de retours d’expérience3. 
I - 1.1.2.2. La prévision hydrométéorologique comme élément fondamental 
de la gestion de crise « inondation » 
La prévision cherche à spécifier voire anticiper les caractéristiques physiques de l’aléa, juste avant et 
tout le long de la gestion de crise. L’objectif principal de la prévision est d’informer en temps réel les 
services de la Sécurité Civile, en charge de la protection de la population, et la population elle-même, 
sur le développement potentiel d’un aléa. Dans le cas des inondations, cette information cruciale « fait 
appel à de multiples disciplines scientifiques », telles que l’hydrologie, la météorologie, la climatologie 
et l’hydraulique, (DAUPHINE, 2004). 
Selon DAUPHINE (2004), il existe trois types de prévision : 
- empirique, basée sur les faits historiques, elle ne permet pas de spécifier précisément les ca-
ractéristiques de l’aléa, 
- déterministe, basée sur les causes réelles de l’aléa et qui doit permettre de spécifier en date et 
lieu l’occurrence de ce dernier grâce à la connaissance des processus physiques en jeu, 
                                                     
3 Le retour d'expérience (REX) est « l'analyse détaillée d'un événement passé, dans le but d'améliorer la connaissance et 
de renforcer si nécessaire, la chaîne de sécurité » (HUET, 2005). 
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- probabiliste, basée sur la probabilité d’occurrence d’un phénomène de type décennale, cen-
tennale ou milléniale où une période de retour4 est prévue ou prévisible pour l’évènement à 
venir. Dans le cas des crues, si l’intensité d’un évènement hydrologique peut être appréhendée 
au travers de cette approche, ses caractéristiques spatio-temporelles sont souvent difficiles à 
spécifier. 
A ces trois types de prévision vient se rajouter l’approche par scénarios qui peut être rattachée aux 
autres approches et qui cherche à définir différentes situations à venir en se basant sur des conditions 
initiales et des cheminements différents (DAUPHINE, 2004). Ainsi, un jeu de scénarios peut être déve-
loppé grâce à des prévisions basées sur des équations déterministes sur lesquelles les paramètres et 
les données d’entrée varient d’un scénario à l’autre. 
L’ensemble de ces méthodes de prévision sont souvent basées sur la mise en place de bases de con-
naissances ainsi que sur le développement de systèmes d’information prenant en charge des modèles. 
Cependant, l’anticipation d’un aléa, qui se distingue de la prévision par sa plus grande précision spatio-
temporelle, appelle à une expertise humaine capable de détecter les « signaux avertisseurs » en 
« phase d’incubation » de l’aléa (Dautun, 2007). Ainsi, Veyret (2004) distingue trois stades 
d’appréhension de l’aléa en phase de prévision : 
- la vigilance, 
- la pré-alerte, 
- l’alerte ou l’alarme. 
Pour appuyer cette expertise tout au long du processus de prévision, des systèmes de surveillance en 
temps-réel sont utilisés. Ces moyens d’observation sont nombreux et essentiels pour la caractérisation 
de l’aléa (images radar et satellitales, réseaux de mesures et de télémesures, etc.). Si les prévisions 
manquent généralement de précisions quantitatives sur l’aléa menaçant, elles indiquent quasi-
systématiquement une situation dangereuse à venir, notamment grâce à ces systèmes d’observation. 
Cependant, ces faiblesses dans la prévision peuvent conditionner l’irruption d’une situation de crise. 
Dans le cas des crues éclair, les services institutionnels doivent avoir une véritable capacité 
d’anticipation, en améliorant d’une part la connaissance des processus hydrologiques en jeu et d’autre 
part en offrant une capacité de gestion de l’information hydrométéorologique en temps-réel, permettant 
d’endosser les délais courts spécifiques aux crues à cinétique rapide. Dans ce sens, il s’agit de mieux 
spécifier les caractéristiques hydrométéorologiques de ces crues. 
 
 
 
                                                     
4 Moyenne à long terme du temps ou du nombre d'années séparant un événement de grandeur donnée d'un second évé-
nement d'une grandeur égale ou supérieure (Glossaire International d’Hydrologie : http://hydrologie.org/glu/aglo.htm) 
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I - 1.2. Dimension hydrométéorologique des crues éclair 
I - 1.2.1. Fondements théoriques 
                                                     
Il existe plusieurs définitions du terme « inondation ». Par exemple, le dictionnaire français 
d’hydrologie5 s’accorde sur une définition assez générale où l’inondation correspond à « la submersion 
temporaire, naturelle ou artificielle, d’un espace terrestre » par les eaux. D’un point de vue hydrolo-
gique, une inondation désigne « un recouvrement d’eau qui déborde du lit mineur » (LEFEVRE et 
SCHNEIDER, 2003). SALOMON (1997) insiste sur le caractère exceptionnel de ce phénomène et le relie à 
l’augmentation du débit d’un cours d’eau, généralement nommé « crue », lorsque la crue est assez 
puissante elle est ainsi susceptible d’entraîner le débordement du cours d’eau provoquant ainsi une 
inondation dans le lit majeur. 
La caractérisation d’une crue se fait au moyen d’une hauteur d’eau (m), d’un débit (m3/s), voire d’une 
vitesse (m/s) (LEFEVRE et SCHNEIDER, 2003). Le volume d’eau observable en un point donné (exutoire) 
résulte de l’accumulation directe ou indirecte des eaux provenant de zones géographiques amont. Il est 
communément admis que le bassin versant représente « l’unité fonctionnelle fondamentale » pour 
l’analyse des phénomènes hydrologiques (AMBROISE, 1991). Selon le dictionnaire français d’hydrologie, 
un bassin versant est une région délimitée, drainée par un cours d’eau et ses tributaires, dont elle 
constitue l’aire d’alimentation. Ainsi, la compréhension et l’analyse d’une crue à un exutoire donné ainsi 
que l’inondation potentielle qu’elle provoque, est basée sur les phénomènes géographiques (géologie, 
sol, occupation du sol, artefacts, etc.) agissant sur le bassin versant correspondant à cet exutoire. 
D’une région à l’autre du globe, il existe de nombreux types d’inondations régies par des situations 
physiques et anthropiques différentes. La typologie exhaustive proposée par LEFEVRE et SCHNEIDER 
(2003) peut être revisitée en insistant sur la dimension temporelle de la prévision (anticipation) de ces 
évènements : 
- Anticipation longue : 
o les inondations littorales où les eaux des cours d’eau en crue ne sont pas évacuées du 
fait d’un niveau de mer élevé (marée), 
o les inondations de plaine associées à des bassins versants de très grande taille et à 
des pluies peu intenses mais de longue durée ; 
- Anticipation courte : 
o les ruptures de digues, de barrages ou d’embâcles, 
o les débâcles glaciaires résultant de la rupture d’embâcles glaciaires, 
o les inondations urbaines dont l’infiltration de l’eau est fortement limitée par 
l’imperméabilité des aménagements et la saturation du pluvial, 
5 http://webworld.unesco.org/water/ihp/db/glossary/glu/indexdic.htm 
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o les inondations torrentielles dont la durée est souvent courte et caractérisées par une 
charge solide considérable, 
o les inondations rapides caractérisées par des temps de concentration courts (entre 6 
et 12h), et des débits très importants (KOBIYAMA et GOERL, 2007). 
Les phénomènes hydrologiques abordés dans ce travail concernent exclusivement les inondations 
rapides, c'est-à-dire causées par un évènement pluvieux intense et des conditions hydrologiques et 
morphologiques relativement propices. LEFEVRE et SCHNEIDER (2003) en distingue trois types (instanta-
née, subite et rapide) qui différent par leur extension géographique, leur durée et leur débit de pointe.  
A ces considérations d’ordre hydrologique, le présent travail, adoptant une vision opérationnelle, utilise 
plutôt l’expression, « crue à cinétique rapide », représentative de délais opérationnels courts. L’analyse 
hydrométéorologique qui suit, s’appuie cependant sur le cas des crues éclair régulièrement observées 
dans le massif des Cévennes. 
I - 1.2.2. Phénomènes météorologiques 
Le facteur prépondérant de la génération d’une crue éclair est relatif aux précipitations. De manière 
générale, une augmentation de débit sur de courts délais est provoquée par des pluies orageuses ca-
ractérisées par des intensités horaires parfois très élevées (75 mm/h à 300 mm/h) (KELSCH et al., 
2001). Plusieurs types de perturbations atmosphériques sont susceptibles d’engendrer de tels phéno-
mènes hydrologiques (FAURE et al., 1994) : 
- des « champs pluvieux frontaux […] de 5 à 15 km de large » (FAURE et al., 1994) dus à la ren-
contre d’un front froid avec une masse d’air  chaud et humide. La localisation des précipitations 
est directement corrélée à celle du front froid, 
- des masses d’air, chargées en humidité, formées au dessus de la mer Méditerranée et remon-
tant vers le Nord. Dans certains cas, l’ensemble de ces structures d’orages monocellulaires se 
répartissent en ligne pour former un système occupant une vaste zone (centaines de km) : un 
« système convectif de méso-échelle » ou SCM (Figure 3) (RIVRAIN, 1997). 
 
Figure 3 : Système convectif de méso-échelle en V (tirée de RIVRAIN, 1997 - Image radar RHEA) 
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De manière schématique, dans les Cévennes, les mois d’automne offrent des conditions climatiques 
propices au développement d’un SCM, caractérisées par la présence : 
- d’une situation dépressionnaire au Nord de la France, relativement stationnaire, formée par 
des masses d’air froid provenant de l’Arctique, le terme de « goutte froide » est souvent em-
ployé pour désigner cette masse d’air froid polaire situé en altitude dans nos régions. Selon 
l’altitude de ces gouttes froides, on observe des pluies continues ou de forte intensité asso-
ciées à des orages, 
- d’un anticyclone centré sur le sud-est de l’Europe, 
- d’un pouvoir convectif fort de la mer Méditerranée due à ses eaux chaudes. 
Les masses d’air froid de basses pressions remontent du sud-ouest de l’Europe et rencontrent les 
masses de hautes pressions provoquant ainsi un flux de sud à sud-est. Au dessus de la Méditerranée, 
le fort gradient thermique entre les basses et les hautes altitudes provoquent une augmentation de la 
turbulence de l’air et de la condensation. Cette situation découle généralement sur la formation de sys-
tèmes orageux dont la dimension peut croître avec l’apport d’air humide. Une situation météorologique 
spécifique en V est souvent observée où les cellules orageuses se forment en Méditerranée à la pointe 
du V et se déplacent vers le Nord (Figure 3). Cette situation météorologique est généralement caracté-
risée par une capacité régénérative forte et des cellules orageuses fortement pluvieuses. La difficulté 
de prévoir leur formation et leur évolution (répartition spatiales des champs pluvieux et durée de vie) 
rend par conséquent l’anticipation des réactions hydrologiques problématiques.  
De plus, à une échelle plus grande, les systèmes convectifs perturbés arrosant régulièrement les Cé-
vennes, correspondant contreforts méridionaux du Massif Central, peuvent engendrer un effet orogra-
phique brutal (VIERS, 1968), du fait de la proximité entre la mer méditerranée et le massif montagneux 
des Cévennes, qui favorise des précipitations régulières à forte intensité (Figure 4). Dans ces condi-
tions, souvent stationnaires, il est question d’épisode cévenol6 qui peut durer plusieurs heures du fait 
du blocage orographique par le massif des Cévennes. 
                                                     
6 Si ce phénomène, encore mal expliqué (NEPPEL et al., 1998), peut s’activer tout au long de l’année, les relevés statistiques 
de ces 50 dernières années dénotent leur prédominance à l’automne (65% des évènements ont eu lieu en septembre, 
octobre et novembre 
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Figure 4 : L'épisode cévenol (source : Météo-France) 
La forte localisation de ces phénomènes et leur rapidité de génération représentent, comme dans le 
cas d’un SCM, des facteurs limitant à leur prévision en situation opérationnelle. 
Finalement, dans les deux cas, il apparait indéniable que les précipitations engendrées provoquent des 
réactions hydrologiques sur les bassins versants concernés. Cependant, à pluie supposée équivalente, 
cette réaction hydrologique et les débits observés aux exutoires sont régulièrement différents. Ainsi, au 
facteur pluviométrique déjà considéré viennent se greffer d’autres éléments d’ordre hydrologique, géo-
logique, géomorphologique, pédologique, écologique et anthropique intéressants à analyser. 
I - 1.2.3. Définition et processus hydrologiques d’une crue à cinétique rapide 
                                                     
D’une manière générale, la structure géologique en place et de manière plus précise la perméabilité de 
la roche mère sous-jacente conditionne d’une certaine façon les caractéristiques des écoulements en 
profondeur et en surface. De plus, les modelés du paysage, dépendants du substratum et du climat, 
ont des caractéristiques structurelles qui contraignent de manière prépondérante les modalités d’action 
des autres facteurs géographiques (GAUME, 2002). Suivant l’échelle considérée, la forme du paysage 
caractérisable par le système « pente – orientation – altitude » va aussi agir sur l’état et les processus 
hydrologiques. De ce point de vue, il est essentiel de considérer les phénomènes hydrologiques à plu-
sieurs échelles. La forme et la longueur du bassin versant ainsi que la densité et l’organisation du ré-
seau hydrographique sont à l’origine de réponses hydrologiques différentes. A une échelle plus grande 
(au sens géographique7 du terme), c'est-à-dire celle du versant, ces variations géométriques détermi-
nent les propriétés hydrodynamiques de la surface et du sol. 
De manière schématique, les processus hydrologiques concourant à l‘alimentation d’un cours d’eau 
sont liés aux échanges hydrologiques entre l’atmosphère, la biosphère et le sol et, aux échanges hy-
driques entre la biosphère et le sol. Il s’agit au travers de cette analyse d’identifier les processus mis en 
jeu pour déterminer la part des eaux précipitées qui contribue directement ou indirectement à 
l’écoulement des cours d’eau, le terme de « pluie nette » est utilisé. Les gouttes d’eau issues des pré-
 
7 Une grande échelle couvrira un petit territoire (1/5 000ème par exemple) et une petite échelle un grand territoire (1/100 
000ème par exemple) 
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cipitations arrivent dans la biosphère par gravité. Une proportion de cette eau rentre en contact avec le 
sol et une autre avec la végétation (biosphère). Pour la seconde, deux processus principaux sont ob-
servés : 
- l’interception, variable d’une espèce végétale à l’autre, qui retient une part de la pluie brute. 
Une faible part de l’eau interceptée peut ruisseler le long du tronc et contribué aux processus 
hydrologiques au sol, 
- l’évapotranspiration, qui à l’inverse retransmet à l’atmosphère l’eau transpirée par le couvert 
végétal. 
Dans le cadre des crues à cinétique rapide, l’intensité et la durée des précipitations observées, particu-
lièrement importantes, tendent à minimiser la contribution des processus « atmosphère – biosphère » 
et à exacerber ceux agissant au niveau du sol. Ainsi, le devenir des précipitations qui atteignent effecti-
vement le sol se partage entre l’infiltration et le ruissellement direct. 
Les processus hydrologiques, sont régis par la perméabilité et l’infiltrabilité du sol (COSANDEY et al., 
2003). Elles représentent respectivement la capacité d’un sol à « laisser passer l’eau » et la quantité 
d’eau susceptible de s’infiltrer dans le sol. Ainsi, le ruissellement de surface ainsi que les transferts 
souterrains, contribuant au débit des cours d’eau, sont appréhendés au travers de ces deux caractéris-
tiques. La Figure 5, proposée par AMBROISE (1998), illustre les principaux processus à l’origine des 
écoulements de crue. 
 
Figure 5 : Genèse des débits de crues : principaux processus superficiels et souterrains                                        
(tirée d’AMBROISE, 1998) 
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Plusieurs types d’écoulement sont générés lors d’un évènement de crue pour les petits bassins ver-
sants touchés par des crues à cinétique rapide (Tableau 1). Leur localisation et la part de leur contribu-
tion à l’écoulement de crue sont relativement difficiles à évaluer. 
 Types de ruissellement Processus 
Éc
ou
le
m
en
ts
 d
e 
su
rf
ac
e 
Dépassement de l’infiltrabilité 
L’intensité des précipitations dépasse le seuil 
d’infiltrabilité du sol et provoque un ruissellement 
direct (HORTON, 1933). 
Saturation du sol 
les précipitations tombent sur ces surfaces quasiment 
imperméables, il est question de ruissellement par le 
bas 
Exfiltration 
Les précipitations sur des sols non saturés peuvent 
chasser des eaux souterraines préexistantes. Il est 
question de l’effet piston 
Éc
ou
le
m
en
ts
 d
e 
su
bs
ur
fa
ce
 Écoulement hypodermique 
Eau circulant dans la frange supérieure du sol dont 
l’infiltration est bloquée par un milieu sous-jacent 
fortement saturé 
Intumescence de nappe 
Excédent hydrique d’une nappe peu profonde sou-
vent perchée 
Écoulement par macro-pores 
Transfert d’eau du à la présence de fissures et de 
tunnels formés par les animaux ou les racines. 
Tableau 1 : Synthèse des types de ruissellement (d’après GAUME, 2002) 
Qualitativement, la contribution à l’écoulement de crue provient d’une part du ruissellement de surface 
et d’autre part de processus hydrologiques dans le sol et les substratums. Ces processus concourent à 
ce ruissellement et alimentent directement le réseau hydrographique du bassin versant. Les moyens 
technologiques (disponibilité des données, moyens d’observations, etc.) ne permettent pas à l’heure 
actuelle d’identifier précisément la répartition de ces phénomènes sur un bassin versant. Il est possible 
d’assigner globalement (Figure 6) : 
- des phénomènes de saturation de sol aux zones aux pentes les plus faibles et les abords des 
cours d’eau (fond de vallée), 
- le processus hortonien aux sols peu profonds de plus grandes pentes (haut de versant). 
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Figure 6 : Représentation des différents processus de génération de l'écoulement en fonction du milieu naturel        
(tirée d’ANDERSON et BURT, 1990) 
Cependant, cette répartition des phénomènes reste très conceptuelle étant donné d’une part le 
manque de connaissance sur l’épaisseur et la structure du sol, et d’autre part, les processus de trans-
fert, moteurs prépondérant de l’écoulement de crue, qui restent difficilement identifiables. Tous ces 
types de ruissellement, sans exception, ont lieu à chaque évènement pluvieux et contribuent au débit 
d’eau à l’exutoire du bassin versant. C’est donc bien dans la quantification et la localisation précise de 
ces processus que les efforts doivent être menés. Cette variabilité spatio-temporelle des processus 
météorologiques et hydrologiques et, des vitesses de transferts hydrauliques, conditionnés par des 
facteurs structuraux (morpho-pédologiques et topographiques) du bassin versant, est abordée par de 
nombreux auteurs dont AMBROISE (1998), AYRAL (2005), BEVEN (2001), BOUVIER et al. (2004), CAPORALI 
(2007), CHIANG et al. (2007), COLLIER (2007), ESTUPINA BORRELL (2004), GAUME (2002), HAZIZA (2007) 
et MARCHANDISE (2007).  
A terme, l’augmentation de systèmes de mesures performants in situ et la prise en compte de chaque 
processus par des modèles hydrologiques et hydrauliques spécifiques pourraient permettre une meil-
leure compréhension du fonctionnement hydrologique et du cheminement de l’eau sur les bassins ver-
sants concernés par ces crues éclair. Cependant, à l’heure actuelle, les services opérationnels utilisent 
des modèles parcimonieux permettant uniquement de caractériser globalement le débit à l’exutoire et 
d’évaluer un niveau potentiel de risque. 
Ce travail de recherche a pour objet d’étude, les crues à cinétique rapide, qui sont théoriquement con-
cernés par les processus hydrologiques abordés précédemment. D’un point de vue hydrologique, cette 
appellation générale manque certainement de précision en englobant des évènements caractérisés par 
différents processus hydrologiques, débits de pointe et temps de réponse. Cependant, dans un con-
texte opérationnel, l’information critique concerne la prévisibilité de dépassement de seuils de débits, 
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plutôt que l’identification précise des processus hydrologiques et leur répartition à l’échelle du bassin 
versant. L’ensemble des éléments cités et une synthèse du recueil de définitions de KOBIYAMA et 
GOERL (2007), permettent de définir une crue à cinétique rapide comme : 
Une augmentation soudaine du débit à l’exutoire d’un bassin versant encaissé et de petite 
taille (quelques centaines de km2) provoquée par des pluies orageuses localisés et station-
naires (de l’ordre de la centaine de mm/h) dans des délais courts (généralement de 6 à 12h) 
limitant leur prévisibilité et la réactivité des services opérationnels 
Si la durée de la crue éclair est généralement de l’ordre de quelques heures, les évènements catastro-
phiques observés sont souvent caractérisés par plusieurs pointes de crue, rallongeant ainsi la durée du 
phénomène et a fortiori l’inondation des plaines avals. 
I - 1.3. La modélisation des phénomènes de crues à cinétique rapide 
Il s’agit dorénavant d’analyser les modèles et les plateformes hydrologiques existants destinés à la 
simulation et à la prévision des crues à cinétique rapide en situation opérationnelle. 
I - 1.3.1. La modélisation pluie-débit 
Dans ce paragraphe, il est question d’identifier les grandes approches pour la modélisation hydrolo-
gique utilisées pour simuler et/ou prévoir les crues à cinétique rapide. Il existe un grand nombre de 
modèles dédiés, mais aucune solution parfaite n’existe à l’heure actuelle, certainement du fait de 
l’hétérogénéité spatio-temporelle des phénomènes hydrométéorologiques et du manque de connais-
sance les concernant (cf. §.I - 1.2.3). L’objet de ce paragraphe n’est donc pas de développer une étude 
exhaustive des différents courants de pensée en hydrologie, mais d’aborder la question suivant un œil 
opérationnel, un accent sera ainsi donné aux approches qui ont été testées dans le cadre de la prévi-
sion opérationnelle des crues éclair.  
De manière générale, les modèles s’étendent d’une approche physique, à une approche empirique 
selon leur niveau de conceptualisation (ESTUPINA BORRELL, 2004). Les caractéristiques des modèles 
répondent à des objectifs et des philosophies différentes : 
- stochastique/déterministe suivant que le modèle soit basé sur des paramètres faisant appel au 
calcul de probabilités ou à des lois physiques connues, 
- continu/évènementiel suivant que le modèle soit activé lors d’une occurrence exceptionnelle ou 
exécuté quelque soit les conditions hydrologiques, 
- globaux/ distribués suivant que le bassin versant soit considéré comme homogène hydrologi-
quement ou constitué de sous-ensembles représentant son hétérogénéité fonctionnelle. 
Différentes classifications existent donc, celle abordée ici s’inspire des classifications proposées par 
AMBROISE (1998) ; CONSANDEY et al. (2002) ; GAUME (2002) ; GNOUMA (2006). 
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Ainsi, il convient dorénavant de présenter les trois types de modèles principalement utilisés dans la 
modélisation des crues éclair, à savoir les modèles empiriques, physiques et conceptuels. 
I - 1.3.1.1. Modèles empiriques 
L’étude statistique d’échantillons d’évènements passés permet de définir une relation statistique pou-
vant exister entre la pluie et le débit. Ces études ne prennent finalement en compte que les entrées et 
sorties de l’hydrosystème8 étudié. L’inconvénient de ces modèles se situe dans l’impossibilité 
d’identifier les lois physiques du phénomène qui s’y rattachent. Cependant, dans le cadre de 
l’ingénierie hydrologique et notamment la prévision opérationnelle des crues rapides ce type 
d’approche a montré son efficacité. A titre d’exemple, l’approche par réseaux de neurones, critiqué 
pour sa trop grande abstraction mathématique et son nombre « trop important de variables », a montré 
des résultats très encourageants dans la prévision à court terme des crues à cinétique rapide (TOU-
KOUROU et al., 2009). 
I - 1.3.1.2. Modèles physiques 
Ce type de modèle implique un réseau de mesures relativement dense et étendu. Ces modèles sont 
basés sur les lois physiques de la mécanique des fluides pour modéliser l’ensemble des processus 
hydrologiques, présentés précédemment. Les données d’entrée sont en principe des données collec-
tées sur le terrain ou par télédétection. Cependant, la méconnaissance des phénomènes hydrologiques 
à l’échelle du bassin versant et la difficulté de les mesurer in situ apparaît comme un facteur limitant à 
l’utilisation de ces modèles en hydrologie opérationnelle (ESTUPINA BORRELL, 2004 ; MARCHANDISE, 
2007). Dans ce sens, certains modèles opérationnels sont basés sur une approche physique où cer-
tains paramètres sont calés suivant des approches empiriques et/ou conceptuelles. Le modèle spatiali-
sé9 SHE (Système Hydrologique Européen) appartient à cette famille (ABBOTT et al., 1986). SHE est 
utilisé pour modéliser l’ensemble des processus hydrologiques présents dans le cycle de l’eau, c’est-à-
dire de la pluie jusqu'au débit du cours d’eau. Il peut être utilisé pour modéliser la contribution nei-
geuse, l’évapotranspiration ainsi que tous les processus d’échanges en atmosphère et sol. Il utilise la 
loi des équations de Darcy pour la description des zones saturées et non saturées (BEVEN, 2001). 
En conclusion, ces modèles physiques sont difficilement utilisables en situation opérationnelle du fait 
de leur complexité et de leur utilisation sur des bassins versants expérimentaux de petite taille. D’autre 
part, les besoins en calcul et la difficulté de disposer de l’ensemble des données d’entrée qu’ils requiè-
rent apparaissent comme des facteurs limitant. 
I - 1.3.1.3. Modèles conceptuels 
Dans le cadre de ces modèles, les processus hydrologiques et hydrauliques sont simplifiés par 
l’utilisation de réservoirs interconnectés, conditionnés par les données d’entrée, et des paramètres 
préalablement calés sur des évènements passés. Par exemple, le modèle semi-empirique américain 
SCS (Soil Conservation Service) est basé sur le seul paramètre de coefficient d'aptitude au ruisselle-
                                                     
8 Cette approche permet d’analyser les processus hydrologiques longitudinaux, latéraux et verticaux composant le cycle 
hydrologique d’un bassin versant (Cosandey et al., 2003) 
9 Le terme « spatialisé » signifie que les processus hydrologiques sont spatialement caractérisés 
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ment (GAUME, 2002 ; BOUVIER et al., 2004). Dans d’autres cas, un réservoir peut être utilisé pour modé-
liser les processus « atmosphère – sol » et/ou pour décrire ceux agissant dans le sol. Généralement, 
on parle respectivement de modules de production, qui transforme la pluie brute en pluie nette et de 
transfert qui propage l’eau à l’exutoire ou aux mailles connexes (AYRAL, 2005). Le modèle TOPMODEL, 
basé sur des aires contributives variables, en est un exemple (BEVEN et KIRBY, 1979 ; ESTUPINA BOR-
RELL, 2004). En mode spatialisé, ces modèles conceptuels permettent d’aborder les processus hydro-
logiques en se rapprochant d’une approche physique où différents processus hydrologiques peuvent 
être appréhendés au travers par exemple de calage de paramètres différents (AMBROISE, 1998). Il est 
aisé de comprendre que ces modèles dont les paramètres peuvent être nombreux souffrent d’une dé-
connexion entre le paramètre (calé le plus souvent) et la réalité physique qu’il propose de modéliser 
(perméabilité, capacité d’infiltration, etc.). 
I - 1.3.1.4. Synthèse des capacités de modélisation des crues à cinétique 
rapide 
Ces différents types de modèle ont montré leur efficacité et leurs limites dans différentes applications. 
La particularité hydrologique des crues éclair et la difficulté de les observer précisément rendent leur 
modélisation délicate et souvent imprécise. A l’heure actuelle, il ne semble pas exister de solutions 
opérationnelles idéales pour les modéliser et surtout les anticiper précisément.  De manière générale, 
AMBROISE (1998) rappelle que le « choix d’un modèle pose un dilemme : 
- soit un modèle simple, facile à caler mais à domaine de validité étroit, ayant un faible pouvoir 
d’extrapolation ; 
- soit un modèle détaillé, à large domaine de validité mais difficile à caler, fournissant des simu-
lations correctes mais assorties d’une large incertitude ». 
Dans ce contexte, ESTUPINA BORRELL (2004) s’attache malgré tout à définir le modèle à envisager pour 
répondre au mieux à ces contraintes de modélisation des crues éclair : 
«  un modèle hydrologique a priori déterministe, distribué en surface et en temps, perceptuel et à base 
physique […] il sera préférable que les temps de calcul soient courts et que les paramètres du modèle 
soient porteurs d’un maximum de sens physique de façon à être mesurables, anticipables ou portables 
(il faut limiter les procédures de calage à partir de longues chroniques d’observations pluie - débit) » 
Cette difficulté à anticiper les crues éclair par la modélisation, impose donc d’adapter les capacités de 
modélisation des services opérationnels, en développant des approches intégrant plusieurs capacités 
de décision et/ou en s’attachant à combler l’incertitude de la prévision par le recours à des indicateurs 
de niveaux de risque. Enfin, la variabilité des processus hydrologiques engagés durant les crues éclair 
limitent a priori l’utilisation d’un modèle unique. Ces dernières années, l’hydrologie opérationnelle s’est 
donc orientée vers des solutions : 
- intégrant et conjuguant des capacités d’expertise pluri-thématique telle que la météorologie et 
hydrologie,  
- diversifiant et multipliant les approches de modélisation de ces deux champs scientifiques,  
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- offrant des fonctionnalités de visualisation, d’interrogation, de comparaison et de collabora-
tions. 
Elles ont suggéré le recours à des plateformes de modélisation, qu’il convient maintenant 
d’approfondir. 
I - 1.3.2. Les plateformes de modélisation 
Les 4 plateformes de modélisation présentées ci-après ont en commun d’être associées à une ap-
proche opérationnelle. En fait, leur concepteur les considèrent comme des modèles à part entière, 
alors que dans cette étude, elles sont abordées au travers de la notion de plateforme du fait de leur 
aspect composite, intégrant fonctionnalités SIG (Systèmes d’information Géographique) et différents 
modèles hydrologiques. Ainsi, le terme de « modèle » est réservé aux fonctions « métier » d’une plate-
forme que l’on désignera donc comme le support technologique de la modélisation hydrométéorolo-
gique multi-modèles. 
I - 1.3.2.1. ATHYS, ATelier HYdrologique Spatialisé 
Il s’agit d’une plateforme développée par l’Institut de Recherche pour le Développement (IRD) pour 
gérer les problématiques liées à l’eau (inondation, études d’impact, etc.) (BOUVIER et DELCLAUX, 1996). 
Elle intègre de manière homogène plusieurs modèles hydrologiques avec en parallèle des fonctionnali-
tés de gestion et d’analyse de données spatiales basées sur le logiciel libre GRASS (NETELER et MITA-
SOVA, 2004). Elle est donc composée de trois modules principaux : 
- MERCEDES (Maillage Élémentaire Régulier Carré pour l'Étude Des Écoulements Superficiels) 
fournissant plusieurs modules de production et de transfert (TOPMODEL, SCS, ondes cinéma-
tiques, etc.), 
- VISHYR permettant la préparation et l’analyse statistique des données hydro-climatiques sta-
tionnelles, 
- VICAIR regroupe un ensemble de fonctionnalités traitement des données géoréférencées et 
d’analyse spatiale. 
Au vue de cette plateforme, l’information géographique et hydrologique peut être gérée de manière 
continue en adéquation avec les différentes étapes de la recherche en hydrologie (ANCTIL et al., 2005). 
Des analyses statistiques peuvent être effectuées sur l’ensemble des données. De plus, le calage des 
modèles et les analyses post-évènementielles (BOUVIER et al., 2004) sont facilités du fait de l’intégrité 
préalable des données. 
I - 1.3.2.2. MARINE (Model of Anticipation of Runoff and INondations for 
Extreme events 
La plateforme MARINE offre des capacités de modélisation hydrologique et hydraulique à base phy-
sique spatialement et temporelle distribuée (ESTUPINA-BORRELL et al., 2006). L’originalité de cette ap-
proche réside dans l’intégration de données satellitales permettant d’intégrer les caractéristiques struc-
turelles des bassins versants et des cours d’eau, et dans les 4 différents algorithmes de modélisation : 
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- de l’infiltration (hydrologie) 
o par le concept de Horton 
o par le modèle de Green & Ampt 
- du ruissellement (hydraulique) 
o par le concept des isochrones variables 
o par une résolution locale de l’équation de l’onde cinématique 
 
 
Figure 7 : Structure de la plateforme MARINE (tirée d’ESTUPINA-BORRELL, 2004) 
L’objectif principal de cette plateforme est sa capacité à construire dynamiquement des chaînes de 
modélisation adaptées à la variabilité des processus hydrologiques des crues éclair (Figure 7). Elle 
permet de modéliser les débits des bassins versants amont et leur propagation sur les plaines avals. 
L’efficacité de cette approche a été démontrée et justifiée par son intégration dans le projet opération-
nel PACTES (Prévention et Anticipation des Crues au moyen des TEchniques Spatiales), qui « vise à 
mettre à disposition des utilisateurs des produits permettant de réaliser une prévision et une prévention 
efficaces des phénomènes de crues » (ESTUPINA-BORRELL et al., 2006). Enfin, les fonctionnalités SIG 
sont implicitement intégrées à l’aspect modélisation hydrologique pour soutenir l’approche multi-
scalaire de cet outil. 
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I - 1.3.2.3. ALHTAÏR, Alarme Hydrologique Territoriale Automatisée par 
Indicateur de Risque 
Cette plateforme est aujourd’hui opérationnelle dans le service de prévision des crues « Grand Delta » 
(SPC-GD) (BRESSAND, 2002 ; AYRAL et al., 2007). Sa structure est caractérisée par un faible couplage 
entre les fonctionnalités SIG et la modélisation hydrologique. On peut distinguer trois composants prin-
cipaux : 
- HYDROKIT qui fournit un ensemble de fonctionnalités SIG pour la préparation des donnés to-
pographiques et des paramètres du modèle principal. Cet outil a été développé par une com-
pagnie privée, Strategis®, 
- CALAMAR (CAlcul de LAMes d'eau à l'Aide du Radar) qui est développé et alimenté par le bu-
reau d’études RHEA®. Il fournit des lames d’eau observées et prévues grâce à un réseau de 
radars au sol. De plus, une application permet leur visualisation, leur interrogation et leur trai-
tement, 
- La modélisation distribuée permettant le suivi et la prévision hydrologique est basée sur des 
données d’entrée fournies par les deux précédents composants. Elle est gérée grâce à une in-
terface graphique permettant de comparer les données collectées avec les hydrogrammes 
modélisés, et d’établir les dépassements de seuils hydrologiques critiques (notion 
d’indicateurs). Son module de production est basé sur le principe d’Horton (Figure 8) et le mo-
dule de transfert sur la loi de transfert géomorphologique donnée par : 
ൌሺͳ൅
݌ െ ͳ
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଴ǡଶହ  
où V est la vitesse de propagation exprimée en m/s, 
p est la pente en %, 
L est la distance hydraulique à l’exutoire en km 
 
 
i : pluie brute 
si : pluie d’imbibition 
f0 : capacité d’infiltration initiale 
fc : capacité d’infiltration profonde 
fv : écoulement hypodermique 
H : stockage hortonien 
31 
 
Chapitre 1 : Les crues à cinétique rapide 
« La pluie brute (i) est soustraite à la capacité d’infiltration, la pluie efficace (qui « ruisselle » au sens hortonien) 
doit remplir le volume que représente la pluie d’imbibition (si) avant de participer activement à l’écoulement de 
crue. La capacité d’infiltration initiale (f0) diminue au cours de l’événement pour tendre vers l’infiltration pro-
fonde (fc). L’écoulement hypodermique (fv) se génère par la vidange du stockage hortonien (H) et participe à « 
retardement » aux écoulements générateurs de la crue. A la fin de l’événement, le volume d’imbibition (si) se 
vide au travers du stockage hortonien (AYRAL, 2005). 
Figure 8 : Fonctionnement du module de production d'ALHTAÏR (d'après AYRAL, 2005) 
Faiblement couplés, ces 3 modules offrent trois points de vue différents pour l’expertise hydrologique 
du SPC-GD. Les interfaces graphiques conviviales et adaptées permettent aux prévisionnistes de dé-
velopper des simulations hydrologiques paramétriques, d’analyser des données hydrométéorologiques 
multi-sources afin de prévoir les situations de crues extrêmes. 
I - 1.3.2.4. AIGA, Adaptation de l’Information Géographique pour l’Alerte 
en crue 
Il s’agit d’une méthode développée par le CEMAGREF et Météo-France (Direction Interrégionale Sud-
Est - DIRSE) basée sur le traitement des données pluviométriques (radar et réseaux de mesures) et 
une modélisation « pluie-débit » (LAVABRE et GREGORIS, 2005). Cette plateforme est connectée à une 
base de données hydrométéorologiques de référence générée par la méthode SHYPRE (Simulation 
d’HYDrogrammes pour la PREdétermination des crues) (ARNAUD et LAVABRE, 2000). Au travers de 
SHYPRE ou de sa version régionale (SHYREG) (LAVABRE et al., 2003), un générateur stochastique de 
pluie horaire, utilisant des chroniques hydrométéorologiques de référence, permet d’établir des carto-
graphies de quantiles de pluie pour différents horizons de prévision et périodes de retour. 
Ainsi, les champs de pluie observés ou prévus, fournis par le réseau ARAMIS (Application Radar A la 
Météorologie Infra Synoptique) de 24 radars géré par Météo-France, sont comparés avec les données 
de référence obtenues par la méthode SHYPRE, afin d’établir un risque pluviométrique. En second 
lieu, ces données de pluie sont injectées dans un modèle « pluie-débit », le débit modélisé ainsi obtenu 
est lui aussi comparé avec la référence SHYPRE en vue d’établir un risque hydrologique. 
L’intérêt d’AIGA réside dans sa capacité à établir un risque hydrométéorologique spatialisé pour 
l’ensemble d’un territoire soumis à des crues de différents types. Cette plateforme cherche à répondre 
aux besoins opérationnels, en privilégiant l’identification de dépassement de seuils, plutôt qu’une éva-
luation quantitative plus incertaine. La capacité de prévision de cette plateforme est de l’ordre de 
quelques heures. D’un point de vue technologique, cette plateforme intègre de manière transparente 
des fonctionnalités géomatiques, statistiques et de modélisation hydrologique.  
L’ensemble de ces plateformes répondent à des besoins opérationnels de gestion de crise hydrolo-
gique. ATHYS et surtout MARINE montrent certainement la meilleure voie à suivre en termes 
d’intégration et de modularité des fonctions « métier ». Cependant, ces deux approches ne sont actuel-
lement pas adaptées à un contexte temps-réel, malgré les résultats prometteurs de MARINE en prévi-
sion opérationnelle dans le cadre du projet PACTES (Prévention et Anticipation des Crues au moyen 
des Techniques Spatiales). Même si AIGA fournit une lisibilité concise et opérationnelle du risque hy-
drométéorologique, en améliorant la logique d’indicateurs de risque initiée par ALHTAÏR, sa faible pro-
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pension pour la prévision précise des débits limite son efficacité opérationnelle. La simplicité 
d’utilisation est certainement à mettre à l’actif d’ALHTAÏR qui a été entièrement conçue dans l‘optique 
opérationnelle de modélisation et de prévision des crues éclair en temps-réel du service de prévision 
des crues Grand Delta (SPC-GD) particulièrement concerné par les phénomènes de crues à cinétique 
rapide. 
I - 1.4. Synthèse des crues à cinétique rapide 
Cette première partie du chapitre 1 a permis de positionner les crues à cinétique rapide en tant que 
risque majeur, de part leur faible occurrence et leur intensité généralement forte. Leur rapidité de géné-
ration et les processus hydrométéorologiques complexes et variés qui les caractérisent en font un phé-
nomène naturel particulier, difficile à prévoir en situation de crise. Le recours à des modèles pluie-débit 
et des plateformes hydrologiques permettant d’appréhender les processus physiques dominants, re-
présente une solution opérationnelle prometteuse, ayant motivé plusieurs projets de recherche. En 
parallèle, les efforts menés dans les dernières années sur la caractérisation d’ensemble de cet aléa et 
les « réflexes » opérationnels correspondants se sont avérés indispensables à sa gestion efficace en 
situation de crise. Ainsi, dans la deuxième partie de ce chapitre, il convient de présenter précisément le 
cadre institutionnel et opérationnel de la gestion de crise relative à cet aléa. 
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I - 2. Cadre institutionnel et opérationnel de la gestion de crise « inonda-
tion » 
Dans les paragraphes précédents (cf. §.I - 1), le contexte général de la recherche a été présenté. Il a 
permis d’identifier de manière générale le cadre théorique dans lequel cette recherche s’intègre. Il con-
vient de présenter dans cette partie le cadre institutionnel dans lequel la prévision hydrologique 
s’inscrit, et les éléments fondamentaux de la chaîne d’alerte relative aux inondations. 
I - 2.1. La notion de vigilance 
Le déclenchement d’une gestion de crise « inondation » correspond aux mises en vigilances hydrolo-
gique et météorologique d’une ou plusieurs zones du territoire français. Initialement placés en vigi-
lance, la situation hydrométéorologique sur ces territoires peut évoluer vers une situation de pré-alerte 
et d’alerte des services de secours. Ces nuances syntaxiques prennent véritablement leur sens dans 
une optique de gestion de crise. Ce dispositif de mise en vigilance progressive permet une montée en 
puissance progressive des moyens d’expertise hydrométéorologique et de protection des populations. 
Cette notion de vigilance, par laquelle une situation de catastrophe peut naître, se définit comme : 
« une mise en garde sur la potentialité de survenance d’un évènement dangereux, sans en assurer sa 
venue pour autant » (HAZIZA, 2007) 
Elle permet à la population d’adopter certaines précautions et aux services de la sécurité civile de mo-
biliser progressivement les équipes d'intervention.  
I - 2.2. La vigilance météorologique : l’instigateur de l’alerte 
I - 2.2.1. L’expertise sur les phénomènes météorologiques 
De part les conclusions du paragraphe I - 1.2, l’observation météorologique apparaît essentielle à la 
prévision des phénomènes d’inondation et contribue donc au déclenchement de la surveillance hydro-
logique et plus globalement à la mise en vigilance des services opérationnels de la Sécurité Civile. Il 
convient donc de présenter les moyens mis en œuvre par Météo-France et ses services déconcentrés 
pour développer et diffuser la prévision météorologique. 
I - 2.2.1.1. Observations météorologiques 
A la base de la prévision météorologique à l’échelle française, Météo-France utilise les données météo-
rologiques de l’Organisation Météorologique Mondiale (OMM) basées sur le Système Mondial 
d’Observation (SMO) pour anticiper dans un délai de quelques heures la survenance de phénomènes 
météorologiques dangereux. Ce réseau de mesures est constitué de stations au sol, de ballons-
sondes, de systèmes de télémesure tels que les radars ou les satellites météorologiques (RAINER, 
2003).  
A l’échelle nationale, Météo-France utilise un important réseau d’observation, constitué de stations au 
sol, de radars météorologiques, de radiosondes et d’observatoires répartis sur le territoire. En ce qui 
concerne les observations au sol, le réseau RADOME (Réseau d’Acquisition et de Données 
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d’Observation Météorologique Etendue) permet la surveillance et une prévision immédiate des condi-
tions météorologiques à une finesse infra-départementale (TARDIEU et LEROY, 2003). Avec le réseau 
ARAMIS, Météo-France dispose d’un réseau de 23 radars météorologiques pour la surveillance des 
précipitations, nouvellement densifié au travers du projet PANTHERE (Projet ARAMIS Nouvelles Tech-
nologies en Hydrométéorologie Extension et REnouvellement). L’ensemble de ce réseau de radars doit 
permettre une meilleure estimation régionale des taux de pluie et du type de précipitations. 
I - 2.2.1.2. Modélisation météorologique 
En termes de modélisation numérique, Météo-France utilisent trois modèles imbriqués, ARPEGE (Ac-
tion de Recherche Petite/Echelle Grande Echelle), ALADIN (Aire Limitée, Adaptation dynamique, Déve-
loppement InterNational) et AROME (Application de la Recherche à l’Opérationnel à Méso-Echelle). 
Ces modèles sont intégrés dans une chaîne de simulation numérique de l’atmosphère. Cette imbrica-
tion de modèles permet à Météo-France de développer une approche multi-échelles (FISCHER et al., 
2006) où (Figure 9): 
- Le modèle ARPEGE fait partie partie des modèles de circulation générale (GCM en anglais) et 
couvre l’ensemble du globe avec une résolution variable ; celle-ci est de 15 km sur le France. 
Au-delà de trois jours, Météo-France utilise le modèle IFS (Integrated Forecasting System) du 
Centre Européen pour les Prévisions Météorologiques à Moyen Terme (CEPMMT). Cela per-
met de fournir des prévisions deux fois par jour avec un horizon de prévision de 72 h. 
- Le modèle ALADIN est centré sur l’Europe de l’Ouest et fourni une prévision météorologique à 
36 h avec une résolution de 10 km en se basant sur des conditions initiales fournies par les 
sorties de simulation d’ARPEGE et des cycles d’assimilation de données météorologiques. 
- Le modèle AROME, nouvellement créé en 2008, couvre seulement le territoire métropolitain 
avec une maille de 2,5 km. Il utilise les sorties du modèle ALADIN pour son initialisation. Avec 
ce modèle, Météo-France est capable de prévoir des phénomènes météorologiques de petite 
échelle à des horizons de prévision de quelques heures, en utilisant les observations au sol 
pour réajuster ses prévisions (assimilation de données). Il est destiné en particulier aux ser-
vices opérationnels de gestion de crise, 
 
Figure 9 : L’approche multi-échelles de Météo-France : les trois principaux modèles              
(source : Météo-France) 
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Ainsi, avec l’ensemble du réseau d’observation et l’imbrication de ses modèles numériques, Météo-
France est capable de fournir une prévision à différentes échéances avec une approche multi-échelles. 
D’un point de vue opérationnel, dans le contexte de gestion de crise des risques naturels d’origine cli-
matique, Météo-France a donc un rôle central dans l’élaboration de l’expertise prévisionnelle. 
I - 2.2.2. Les grandes caractéristiques de la vigilance météorologique 
                                                     
De manière générale, Météo-France dispose d’une organisation territoriale multi-échelle adaptée à 
l’ampleur des aléas météorologiques et aux besoins de communication avec l’ensemble des interlocu-
teurs de la gestion de crise (HAZIZA, 2007). Cette organisation permet de développer une mise en vigi-
lance précise et adaptée à l’ampleur de l’aléa. 
La mise en vigilance météorologique s’appuie sur la circulaire interministérielle du 28 septembre 
200110, relative à la refonte de la procédure d’alerte météorologique, qui définit univoquement les pro-
cédures d’alerte à mettre en œuvre. Cette procédure formalise la transmission d’informations critiques 
sur l’aléa météorologique. Techniquement, l’outil de communication privilégié est la cartographie, en 
l’occurrence la carte de vigilance de Météo-France11 développée par les centres météorologiques ré-
gionaux et actualisée 2 fois par jour à 6h et à 16h (Figure 10a). Cette carte a une précision spatiale 
départementale et précise les dangers météorologiques à un horizon de 24h. Le niveau de vigilance 
est basé sur une échelle à 4 couleurs : 
- le niveau de vigilance « vert » correspond à une situation sans danger, 
- le niveau de vigilance « jaune » correspond à des phénomènes potentiellement dangereux 
mais habituels, 
- le niveau de vigilance « orange » justifie la mise en pré-alerte et l’éventuelle montée en puis-
sance des moyens des services dédiés au risque météorologique identifié. La carte de vigi-
lance est accompagnée de la description des phénomènes attendus et de recommandations 
de sécurité auprès de la population, 
- le niveau de vigilance « rouge » s’apparente à une situation de catastrophe naturelle pouvant 
impliquée le développement d’une situation de crise pour l’ensemble des partenaires engagés. 
 
10 http://www.anena.org/jurisque/reglement3/systalert/c280901vigil.htm 
11 http://france.meteofrance.com/vigilance/Accueil 
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Figure 10 : Carte de vigilance météorologique du 09 septembre 2002 à 01h37 (a) et carte de vigilance hydrologique du 13 avril 2007 à 
09h52 (b) (sources : Météo-France et Vigicrues : http://www.vigicrues.gouv.fr/) 
En accompagnement des niveaux de vigilance, le centre météorologique régional concerné développe, 
quand la situation le requiert, un bulletin météorologique spécial (BMS) qui détaille le phénomène mé-
téorologique susceptible de toucher un territoire (localisation, période, durée, conséquences, conseils 
de comportement, …) et qui est susceptible d’appuyer le processus d’aide à la décision du dispositif de 
gestion de crise. 
I - 2.3. La vigilance hydrologique : une émergence justifiée 
I - 2.3.1. De l’annonce à la prévision des crues 
L’annonce des crues a commencé à se structurer en France à partir du milieu du 19ème siècle grâce 
aux travaux du Conseil des Ponts et Chaussées (HOUDRE, 2001). Ce n’est véritablement qu’au début 
du 20ème siècle (1910), que l’aléa hydrologique est géré sur l’ensemble du territoire métropolitain par 4 
services centraux des inondations (le bassin de la Garonne, le bassin de la Loire, le bassin de la Seine, 
du Nord et de l’Est, et le bassin du Rhône) assistés de services hydrométriques et d’annonce des crues 
départementaux qui surveillent le niveau des principaux cours d’eau français : 
Progressivement le nombre de services d’annonce des crues a augmenté afin de gérer l’ensemble de 
la variabilité des réponses hydrologiques que connait le territoire français et de mieux couvrir le terri-
toire national. Ainsi, cette évolution a permis la création de 52 services d’annonce de crues (SAC) ré-
partis sur l’ensemble du territoire français, système qui a perduré jusqu’en 2002. 
Les crues catastrophiques de ces 10 dernières années ont remis en cause ce système initial. Les crues 
de l’Aude en 1999 et du Gard en 2002 ont été révélatrices des difficultés organisationnelles et déci-
sionnelles de la gestion de crise « inondation ». De nombreux dysfonctionnements, mettant souvent en 
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cause la responsabilité des services opérationnels, ont été identifiés lors des retours d’expérience qui 
ont suivi (SAUVAGNARGUES-LESAGE et al., 2007) : 
- recouvrement irrégulier du territoire par les réseaux de surveillance, 
- faible utilisation de l’imagerie radar et obsolescence d’une partie des équipements, 
- mauvaise répartition des rôles et/ou redondance de missions, 
- difficulté d’identification des interlocuteurs parmi les partenaires, 
- incohérence du découpage administratif peu pertinent d’un point de vue hydrologique. 
L’ensemble de ces difficultés contribue à « atténuer l’efficacité du dispositif global d’annonce des crues 
en allongeant le délai nécessaire à la transmission de l’alerte » (SAUVAGNARGUES-LESAGE et al., 2007). 
Dans ce contexte, la loi du 30 juillet 200312 a proposé la création de 22 services de prévision des crues 
(SPC) remplaçant les 52 services d’annonce des crues (MEDD, 2002). L’arrêté interministériel du 2 juin 
200313 a imposé la création d’un service de coordination et d’appui aux services de prévision des 
crues, le SCHAPI (Service Central d’Hydrométéorologie et d’Appui à la Prévision des Inondations). 
I - 2.3.2. Le SCHAPI : entre opérationnalité et innovation 
Ce service de compétence nationale a été créé dans l’optique d’assurer une expertise hydrométéorolo-
gique et d’assurer une compétence hydrologique à l’échelle national en situation de crise (TANGUY et 
al., 2004). Son rôle est central dans la gestion du risque « inondation » et réaffirme le rôle central de 
l’Etat dans la prévention des risques technologiques et naturels. En situation de crise, il assure un sou-
tien aux SPC, pour mener à bien leur mission de prévision de crues en les assistant dans leur diagnos-
tic hydrologique tout en produisant une carte de vigilance « inondation » actualisée deux fois par jour. 
Hors crise, il « exerce une mission d’animation et d’assistance, de conseil et de formation auprès des 
services et des établissements intervenant dans le domaine de la prévision des crues » (SAUVA-
GNARGUES-LESAGE et al., 2007). Progressivement, en identifiant les différents besoins des SPC, le 
SCHAPI formalise et harmonise les moyens technologiques et logiciels à mettre à disposition des SPC, 
en développant « une architecture informatique visant à créer un véritable réseau informatique des 
SPC » (TANGUY et al., 2004). 
I - 2.3.3. Les services de prévision des crues : la compétence hydrologique 
locale 
                                                     
I - 2.3.3.1. Rôle des services de prévision des crues 
La création des services de prévision de crues en remplacement des services d’annonce des crues 
répond principalement à un besoin hydrologique. En effet, les territoires de compétence des SPC ca-
drent mieux avec les logiques hydrologiques en action. Ainsi, ce territoire « ne se limite plus à des li-
néaires de cours d’eau mais couvre autant que possible un ensemble de bassins versants hydrologi-
quement homogènes » (TANGUY et al., 2004). Ainsi, les SPC ont généralement à leur charge des terri-
12 http://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000000604335 
13 http://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000000229756 
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toires englobant aussi bien les processus hydrologiques amont à l’origine de la génération des crues 
que ceux aval relatifs aux inondations. Ils sont en charge (DIREN, 2005) : 
- de la formation de leurs agents, 
- du développement des modèles hydrométéorologiques adaptés au territoire de compétence, 
- de leur calage14 avec le soutien du SCHAPI, 
- de la diffusion des prévisions réalisées (vigilance) au public,  
- du développement progressif d’une capacité de prévision des inondations. 
Pour mener à bien leur mission, les SPC ont à leur disposition deux outils réglementaires de surveil-
lance et de prévision visant à formaliser au mieux leurs missions et relations avec les acteurs de la 
gestion de crise « inondation » : 
- le schéma directeur de prévision des crues (SDPC) 
- le règlement de surveillance, de prévision et de transmission de l’information des crues (RIC) 
I - 2.3.3.2. Le schéma directeur de prévision des crues (SDPC) 
Il est développé par le préfet coordonnateur de bassin en s’appuyant sur la DIREN (Direction régionale 
de l'environnement) de bassin et en collaboration avec les préfets de zone de défense et les préfets de 
départements concernés. Il vise à définir l’organisation de la surveillance hydrologique pour les SPC de 
la région concernée. Ainsi, il définit (DIREN, 2005, TANGUY et al., 2004, SAUVAGNARGUES-LESAGE et al., 
2007) : 
- le territoire de compétence, les cours d’eau réglementaires et les fonctionnements hydrolo-
giques des bassins versants pour chaque SPC, 
- l’organisation mise en œuvre par l’Etat pour mener à bien cette mission de surveillance, tels 
que les réseaux d’observations (stations au sol et radars), 
- les coopérations et la cohérence entre les dispositifs mis en place par les collectivités territo-
riales, les établissements publics de l’Etat (par exemple Météo-France) et « les maîtres 
d’ouvrage de grands aménagements hydrauliques ». 
En s’appuyant sur ce document chaque service de prévision des crues de la région concernée déve-
loppe un règlement de surveillance, de prévision et de transmission de l’information des crues (RIC). 
 
 
                                                     
14 Définition du jeu de paramètre d’un modèle adapté au contexte hydrologique en présence 
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I - 2.3.3.3. Le règlement de surveillance, de prévision et de transmission 
de l’information des crues (RIC) 
Ce règlement vise à définir les moyens mis en œuvre par chaque SPC pour mener à bien les objectifs 
définis par le SDPC (TANGUY et al., 2004). Chaque SPC identifie clairement : 
- le fonctionnement et l’historique hydrologiques des bassins versants surveillés,  
- la liste des cours d’eau et bassins versants surveillés avec les seuils hydrométéorologiques au-
delà desquels des dommages peuvent avoir lieu, 
- les données collectées par les réseaux de mesure qui lui sont alloués, 
- les données fournies par des services annexes (autres SPC, SCHAPI, EDF, Météo-France, 
etc.), 
- les modèles développés, calés, et utilisés pour mener à bien leur mission, 
- les ouvrages hydrauliques susceptibles d’avoir un impact sur les crues (TANGUY et al., 2004), 
- la liste des communes couvertes par l’information sur les crues élaborée par le SPC et la des-
cription de ce dispositif d’information (SAUVAGNARGUES-LESAGE et al., 2007). 
L’information réglementaire développée par le RIC, sur la surveillance, la prévision et la transmission 
des informations relatives aux crues peut être mise à jour par chaque SPC au travers d’un rapport an-
nuel approuvé par le préfet concerné. 
I - 2.3.4. Les grandes caractéristiques de la vigilance hydrologique 
                                                     
Une vigilance « crue » a été mise en place à partir du 11 juillet 200615, en suivant le modèle de la vigi-
lance météorologique. De la même manière, une échelle à 4 niveaux de vigilance (vert, jaune, orange 
et rouge) a été établie. Le SPC concerné par un évènement hydrologique spécifique et potentiellement 
dangereux, développe une expertise basée sur ses réseaux de mesures, les sorties des modèles hy-
drologiques, l’expérience du territoire de ses prévisionnistes et l’appui scientifique du SCHAPI. En utili-
sant la codification opérationnelle et la description hydrologique du phénomène, le SPC fournit son 
expertise au moins deux fois par jour (10h et 16h) au SCHAPI qui produit la carte nationale de vigilance 
crue (Figure 10b). En phase de gestion de crise, et si les conditions hydrologiques sont susceptibles 
d’évoluer rapidement, la fréquence de renouvellement de l’information de vigilance peut augmenter. 
Comme pour la vigilance météorologique, le passage en vigilance « crue » orange, implique une mon-
tée en puissance des services opérationnels dédiés à la gestion de crise « inondation ». Si le vert in-
dique une situation hydrologique conforme à la normale, et le jaune des évènements hydrologiques 
ponctuels, à partir de la vigilance orange, le risque d’inondation, avec une menace non négligeable sur 
les enjeux, impose une attention particulière de la part de tous (y compris la population). 
En complément de la publication d’une vigilance hydrologique et lorsque les conditions hydrologiques 
le requièrent, les SPC ont la possibilité de diffuser des bulletins de suivi aux partenaires opérationnels 
 
15 http://texteau.ecologie.gouv.fr/texteau/ServletUtilisateurAffichageTexte?idTexte=795 
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décrivant de manière plus précise le phénomène hydrologique attendu (débit prévu). Il est alors ques-
tion de prévision des crues (au sens d’anticipation). 
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SYNTHÈSE :                                    
LA GESTION DE CRISE « INONDATION » 
Les vigilances météorologiques et hydrologiques, telles qu’elles ont été abordées précédem-
ment, et l’organisation interinstitutionnelle qui en découle, permettent une articulation et une synchroni-
sation avec l’organisation multi-échelles de la Sécurité Civile. Ainsi, ces approches réglementaires qui 
permettent une structuration forte et univoque de la gestion de crise « inondation » apparaissent de 
prime abord applicable au cas des crues à cinétique rapide. D’autant que la gestion des crues à ciné-
tique rapide, de part les inondations de plaines qu’elles provoquent généralement, ne revêt pas une 
organisation particulière de la gestion de crise. 
 
Figure 11 : Liens organisationnels entre les composantes météorologiques, hydrologiques et Sécurité Civile de 
la gestion de crise "inondation" 
D’après la Figure 11, il est possible d’identifier une organisation tripartite qui se compose tout d’abord 
de la double expertise météorologique (Météo-France) et hydrologique (SCHAPI et SPC), et d’autre 
part, les services de la sécurité civile développant une gestion adaptée des secours. Elle est, comme 
généralement dans la gestion opérationnelle des risques, multi-institutionnelles et multi-échelles. 
Le déclenchement d’une situation de vigilance « crue » intervient systématiquement à la suite d’une 
mise en vigilance météorologique. Le déclenchement des opérations propres à la gestion de crise 
« inondation » dépend quant à elle de l’intensité et de l’extension géographique de l’aléa, mais surtout 
de la décision basée sur l’expertise multithématiques et multi-échelles développée par les décideurs. Si 
en amont, les services dédiés à l’analyse de l’aléa fournissent une information objective et critique sur 
l’aléa, seuls les responsables de la gestion de crise que sont le préfet (et le maire) sont aptes à activer 
les secours en adéquation avec les plans d’urgence préalablement définis et à donner l’alerte. Ces 
services de secours préparent alors leur montée en puissance en entrant en communication avec 
l’ensemble des experts de leur échelon et en activant les moyens techniques dont ils disposent (DDSC, 
2001). 
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L’une des particularités principales d’un crue à cinétique rapide en comparaison avec une inondation 
de plaine est son aspect temporel (cf. §.I - 1.2.3). En effet, la rapidité des réponses hydrologiques limite 
l’efficacité des opérations de mise en sécurité des populations et relègue les services de la Sécurité 
Civile à des opérations de secours à la personne qui, de part les situations hydrologiques extrêmes en 
présence, accentuent a priori la vulnérabilité de ces services et de la population. Dans ce contexte, la 
nécessité d’anticiper de tels évènements hydrologiques et de transmettre une information critiquée et 
critique dans des délais courts apparaît primordiale. 
Dans ce sens, et dans l’objectif d’améliorer la prévision hydrométéorologique, une nouvelle vigilance 
« pluie-inondation » a été mise en place à partir de décembre 2007. Elle cherche à améliorer 
« l’efficacité de la chaîne d’alerte » fondée sur une « démarche tripartite Intérieur16-Écologie-Météo-
France » (CHASSAGNEUX et DOLMIERE, 2007). Cette nouvelle vigilance basée sur un nouveau picto-
gramme (« pluie-inondation » à la place de « précipitations fortes ») propose d’intégrer les deux vigi-
lances, météorologique et hydrologique, en associant clairement des pluies fortes à un phénomène 
d’inondation et en établissant une concertation intégrée à tous les niveaux de la gestion de crise 
(Figure 12). Une telle évolution apparait mieux adaptée à la prise en compte du risque « crue à ciné-
tique rapide ». 
 
Figure 12 : Développement de l'expertise hydrométéorologique concertée : la vigilance "pluie-
inondation" (d’après CHASSAGNEUX et DOLMIERE, 2007) 
Cette nouvelle organisation permet d’adapter la réponse opérationnelle (ensemble des actions des 4 
groupes de partenaires) à l’évolution de l’intensité de l’aléa et à son extension géographique. 
L’utilisation de cette nouvelle vigilance est donc pleinement justifiée, sa propension à informer progres-
sivement les partenaires sur la survenance possible d’évènements hydrologiques permet aux différents 
acteurs de développer progressivement leur montée en puissance, afin de se placer, au moment où la 
situation le requiert, en gestion de crise. Elle peut permettre une amélioration importante de la gestion 
                                                     
16 Ministère de l’Intérieur 
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de crise « inondation » sous réserve de moyens technologiques capables de soutenir ce besoin crois-
sant de collaboration.  
Ainsi, le présent travail de recherche tente de s’aligner avec les objectifs de cette nouvelle organisation 
et cherche à expérimenter des solutions technologiques basées sur l’informatique distribuée pour amé-
liorer l’efficacité de cette organisation multi-partenariale et de la prise en compte de l’aléa « crue à ciné-
tique rapide ». Ainsi, la prévision des inondations provoquées par des crues à cinétique rapide, de part 
sa faible extension géographique, requiert principalement une vigilance hydrométéorologique à 
l’échelle locale. Le service de prévision des crues « Grand Delta » (SPC-GD) apparait donc comme le 
service opérationnel hydrologique le plus pertinent pour opérer une amélioration technologique de la 
capacité de prévision hydrométéorologique des crues à cinétique rapide en situation de crise. En effet, 
le territoire « Grand Delta » situé au sud-est de la France entre le sud du Massif Central et le sud des 
Alpes est régulièrement touché par ce type de crues, en particulier sur les contreforts des Cévennes. 
Dans ce contexte, l’objet d’étude de cette recherche correspond aux objectifs de ce service et les rela-
tions organisationnelles qu’il entretient avec l’ensemble des partenaires de la crise. 
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Chapitre 2 
L’informatique distribuée : une composante 
nouvelle des sociétés modernes 
2.1. Propos introductifs sur les TIC 
2.2. L’informatique distribuée et la technologie grille 
2.3. La cartographie en ligne entre géomatique et services web  
 
 
Les technologies de l’information et de la communication (TIC) font aujourd’hui 
partie intégrante des institutions publiques. L’ensemble des technologies qu’elles englo-
bent offre un éventail de solutions informatiques avec lesquelles ses institutions peuvent 
composer pour résoudre leurs problématiques de fonctionnement. Dans le cadre de la 
gestion opérationnelle des crues à cinétique rapide, la technologie grille et les systèmes 
d’information géographique pourraient s’avérer adapter. 
Chapitre 2 : L’informatique distribuée 
INTRODUCTION 
L’informatique distribuée et plus largement les technologies de l’information et de la communi-
cation (TIC) s’est, durant les 20 dernières années, progressivement introduit dans le quotidien de la 
Société et de ses structures décisionnelles. Au niveau sociétal, l’Internet, le World Wide Web (WWW) 
et la cartographie en ligne se sont progressivement étendu à l’ensemble des organisations et des parti-
culiers. Pour en témoigner, la transmission des vigilances météorologiques et hydrologiques sous 
forme cartographique (chapitre 1), par Météo-France et le SCHAPI, aux partenaires de la Sécurité Ci-
vile et aux populations, se font à l’heure actuelle majoritairement au travers du Web. Cette pérennisa-
tion croissante de ces nouveaux moyens de communication offre donc a priori une solution en adéqua-
tion avec les contraintes fonctionnelles des services en charge de la prévision des crues à cinétique 
rapide. 
Avec l’avènement de ces technologies, des termes nouveaux sont apparus, tels 
qu’« interopérabilité », « ubiquité » ou bien encore « organisation virtuelle ». Ces termes renvoient à 
plusieurs technologies informatiques récemment apparues et appartenant au champ de l’informatique 
distribuée. Dans le cadre de cette étude, deux de ces nouvelles technologies de l’information et de la 
communication sont plus particulièrement abordées. D’une part, la technologie grille, née, à la fin des 
années 90, de la volonté croissante de regrouper des réseaux informatiques locaux et des organisa-
tions administrativement distinctes, semble offrir un moyen performant de collaboration interinstitution-
nelle et de démultiplication des capacités informatiques de chaque partenaire. D’autre part, les services 
web, par leur capacité de mise en communication de systèmes d’information géographiquement dis-
tants, ont enrichi les potentialités de partage et de traitements de l’information géographique au travers 
des réseaux informatiques. 
L’objectif de ce chapitre est donc d’établir un état de l’art de ces nouvelles technologies, en ap-
profondissant dans un premier temps les concepts fondamentaux des nouvelles technologies de 
l’information et de la communication. Dans une seconde partie, la technologie grille est présentée, en 
s’attachant à la positionner dans le large champ de l’informatique distribuée et en s’appuyant sur 
l’historique de sa création. Enfin, les aspects fondamentaux du concept de science de l’information 
géographique sont présentés, du système d’information géographique au service d’information géogra-
phique, et corrélé à la problématique de l’informatique distribuée. Ce chapitre doit donc permettre 
d’orienter l’hypothèse méthodologique de cette recherche vers une articulation fonctionnelle de ces 
deux concepts technologiques, au service de l’expertise hydrométéorologique des crues à cinétique en 
situation de crise. 
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II - 1. Propos introductifs 
II - 1.1. les technologies de l’information et de la communication (TIC) 
Il n’existe pas une définition univoque des TIC et les définitions varient en fonction de leur utilisation. 
Globalement, elles peuvent être apparentées à la dénomination générale de la « Société de 
l’information » et englobent les concepts gravitant autour de l’informatique. L’OCDE (Organisation de 
coopération et de développement économiques) définit le secteur d’activité des technologies de 
l’information et de la communication comme « une combinaison des entreprises manufacturières et de 
services qui capturent, transmettent et affichent électroniquement des données et des informations » 
(OCDE, 2002). L’office québécois de la langue française définit les TIC comme : 
« l’ensemble des technologies issues de la convergence de l'informatique et des techniques 
évoluées du multimédia et des télécommunications, qui ont permis l'émergence de moyens de 
communication plus efficaces, en améliorant le traitement, la mise en mémoire, la diffusion et 
l'échange de l'information. » 
Il est donc possible de caractériser les TIC suivant deux caractéristiques principales, le pendant tech-
nologique correspondant à la numérisation de l’information et le pendant social de leur capacité à 
mettre en relation (CASTELLS, 1998 ; MUCCHIELLI, 1995 ; RALLET, 2006 ; SEGUY, 2008). 
Les TIC sont donc composés de : 
- l’équipement informatique classique tel que les ordinateurs et les périphériques d’entrée et de 
sortie connectés, 
- réseaux informatiques et de télécommunications, 
- logiciels et plus largement de l’ensemble des outils capables de gérer les données numériques, 
- activités de « contenu » comme les multimédias et l’audiovisuel, 
A partir du milieu des années 90, une nouvelle révolution technologique, basée sur les principes de 
l’informatique distribuée, a progressivement vu le jour, permettant la connexion croissante d’ordinateurs 
au travers de réseaux câblés. Pour en témoigner, la croissance exponentielle du nombre d’utilisateurs 
d’Internet illustrée par la Figure 13. 
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Figure 13 : Évolution du nombre d'utilisateurs d'Internet (source www.isc.org) 
 D’autre part, les systèmes informatiques se sont progressivement étendus et distribués (Rallet, 2006) 
(Figure 14). Si, dans un premier temps, la recherche en informatique a permis la connexion de postes 
informatiques au sein d’une même organisation (Intranet), elle permet aujourd’hui d’en connecter plu-
sieurs géographiquement distantes (Extranet). Cette évolution matérielle s’accompagne d’autre part, 
d’un développement croissant de solutions logicielles adaptées, le World Wide Web (le terme Web est 
utilisé dans la suite de ce mémoire), les courriers électroniques et le transfert de fichiers par FTP (File 
Transfer Protocol) étant sans doute les applications les plus connues et les plus utilisées à l’heure ac-
tuelle. 
 
Figure 14 : Évolution de l'informatique de 1960 à nos jours                            
(adapté de WALDNER, 2007) 
Dans ce contexte, l’utilisation de l’informatique et des réseaux à grande échelle se généralise et s’initie 
dans le quotidien des entreprises. Les TIC sont devenus une composante à part entière de 
l’organisation et permettent d’entretenir, de soutenir et de faire survivre les compétences acquises, par 
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leur pouvoir de « capitalisation des savoirs et de gestion des connaissances » (RALLET, 2006). Les 
fonctions principales des TIC sont (Figure 15) : 
- le partage des ressources, 
- le partage d’information, 
- la communication, 
- la coordination. 
 
Figure 15 : Ensemble des fonctions de l'intranet, et par extension des TIC 
A l’origine appliquée à l’Intranet, ce modèle est extensible à l’Internet et à l’ensemble des technologies 
« réseau » existantes. Cette « révolution culturelle » comme le titre Le Monde diplomatique « Manière 
de voir » de février-mars 2010, déterritorialise progressivement le fonctionnement des sociétés mo-
dernes (CHOLLET et RIVIERE, 2010). Physiquement distribués, ces réseaux informatiques englobent de 
plus en plus d’entités matérielles géographiquement distantes et invisibles pour l’utilisateur, au point 
d’utiliser le terme « ubiquitaire » ou « en nuages » : « environnement d'intelligence artificielle dans le-
quel les ordinateurs et réseaux sont enfouis et intégrés dans le monde réel. L'utilisateur a accès à un 
ensemble de services au travers d'interfaces distribuées intelligentes. Ces interfaces s'appuient sur des 
technologies intégrées dans les objets familiers » (PUZENAT, 2008). 
À cette vision fortement virtualisée des ressources informatiques vient se greffer des pratiques socié-
tales nouvelles. D’après AYACHE (2008), les TIC représentent « le pivot de la société hyperinformation-
nelle » aboutissant au développement d’un « intelligence collective » que LEVY (1997) définit comme 
« une intelligence partout distribuée, sans cesse valorisée, coordonnée en temps réel, qui aboutit à une 
mobilisation effective des compétences ». Plus pragmatiquement, cette vision « philosophique » se 
vérifie quotidiennement sur le Web, au travers d’outils du Web 2.0 défini comme participatif et social 
(O'REILLY, 2007). Il est depuis peu question de Web 3.0 ou web sémantique ou « Graphe Global 
Géant ». Au travers de cette approche, les pages internet sont capables de communiquer entre elles 
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sans l’intervention humaine grâce à un langage formalisé (BERNERS-LEE, 2007 ; PISANI et PIOTET, 2008 
; ZELDMAN, 2006). 
II - 1.2. Collaboration et organisation virtuelle 
Globalement, l’avènement des TIC a progressivement ouvert la voie de la collaboration entre des par-
tenaires scientifiques, académiques et industriels géographiquement distants. Regroupés autour d’un 
ensemble de technologies informatiques, ces utilisateurs poursuivent des objectifs communs (coopéra-
tion) ou tirent profit de cette organisation pour résoudre leurs propres problématiques (collaboration). Il 
est question d’ « e-collaboration » ou « organisation virtuelle » (BOURAS et al., 2008). Ce concept appa-
rait comme un des éléments fondateurs des recherches engagées, durant la fin des années 90 et 
poursuivies à l’heure actuelle, sur la technologie grille et son utilisation par des communautés scienti-
fiques. Il constitue donc un axe de réflexion privilégié de cette recherche. 
II - 1.3. Interopérabilité 
L’interopérabilité, terme utilisé dans de nombreux domaines, est fortement liée à cette notion de par-
tage de l’information et donc a fortiori de collaboration. Elle correspond « à l’aptitude, pour plusieurs 
systèmes hétérogènes, à pouvoir communiquer/échanger une information mécanique, électronique ou 
logique dans un environnement prédéterminé » (DUFLOT, 2007). D’après la Figure 16b, un client (C1) 
est capable, si les systèmes d’information sont interopérables, d’accéder à différents serveurs distants. 
A contrario, si aucun effort d’interopérabilité n’est engagé, il est souvent nécessaire d’utiliser des clients 
différents (C1, C2 et C3) pour accéder à des systèmes d’informations distants (Figure 16a). 
 
 
Figure 16 : L’interopérabilité selon l’OpenGIS® (adapté de KOLODZIEJ, 2004) 
Ces concepts épistémologiques permettent de mieux situer les avancées technologiques actuelles du 
monde des TIC et d’intégrer cette recherche dans le vaste champ disciplinaire les englobant. En effet, 
la technologie grille, et les intergiciels permettant son fonctionnement, peuvent être inclus dans cette 
vision de l’informatique collaborative et interopérable. Ils sont largement décrits et discutés dans les 
paragraphes suivants. 
Dans ce sens, cette deuxième partie de chapitre permet d’approfondir les concepts fondamentaux de 
l’informatique distribuée, tels qu’elle est a été présentée précédemment. En se basant sur les caracté-
ristiques principales de ce champ d’application, une attention particulière est développée sur la techno-
logie grille. Dans une seconde partie, la notion de système d’information géographique est présentée 
pour mieux appréhender la branche plus spécifique des SIG basés sur une architecture réseau, pro-
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gressivement apparue dans le courant des années 90 en parallèle de la pérennisation de l’informatique 
distribuée. L’aboutissement de cette réflexion amène, en fin de chapitre, à considérer la gestion de 
l’information géographique au travers d’un réseau informatique distribué par l’utilisation de services 
web dédiés, permettant d’entrevoir la nécessaire interopérabilité des systèmes d’information temps-
réel. Finalement, l’objectif principal de cette partie est de mettre en exergue les nouvelles potentialités 
technologiques existantes, dans la continuité des efforts développés autour de l’amélioration progres-
sive de la chaîne informationnelle de la gestion de crise. 
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II - 2. L’informatique distribuée et la technologie grille 
II - 2.1. Généralités sur l’informatique distribuée 
II - 2.1.1. Définition de l’informatique distribuée 
L’enjeu technologique, scientifique et politique auquel correspond cette mise en connexion de proces-
seurs ou de systèmes d’information distants a donné naissance au champ disciplinaire de 
l’informatique distribuée. D’après TANENBAUM et VAN STEEN (2002), un système informatique distribué 
est une « collection d’ordinateurs indépendants qui apparaissent à l’utilisateur comme un système 
unique et cohérent ». Une autre définition plus proche du concept de grille est celle de KSHEMKALYANI et 
SINGHAL (2008), pour qui un système distribué est « une collection d’entités indépendantes qui coopè-
rent pour résoudre un problème qui ne peut être résolu individuellement ». Du point de vue utilisateur, 
fondamental dans cette recherche, un système distribué fournit des services (au sens de capacité) à 
des entités en dissimulant les efforts technologiques mis en œuvre pour y parvenir. Ainsi, au travers 
d’un système distribué, des utilisateurs peuvent accéder à des ressources1 que leur seul poste infor-
matique ne leur fournit pas. 
Finalement, au quotidien, le développement croissant des systèmes informatiques distribués des en-
treprises correspond clairement à une logique économique. Le ratio coût - performance tend ainsi à 
augmenter avec l’utilisation d’un système distribué (KSHEMKALYANI et SINGHAL, 2008). 
II - 2.1.2. Une typologie des architectures distribuées 
                                                     
Globalement, un système distribué est caractérisé par des indicateurs structuraux tels que : 
- le nombre de nœuds de calcul, 
- leur distribution géographique, 
- leur homogénéité ou leur hétérogénéité matérielle et logicielle. 
A une échelle plus fine, d’autres considérations d’ordre matériel doivent être identifiées, suivant que le 
système soit constitué de plusieurs processeurs avec une mémoire commune partagée ou de plusieurs 
ordinateurs ou processeurs disposant chacun de leur mémoire. 
En fonction de l’ensemble de ces critères, il est possible de distinguer trois principales architectures 
distribuées : 
- le superordinateur 
- le cluster 
- la grappe de serveurs ou ferme de calcul 
1 Le terme « ressource » est polysémique, employé seul il fait référence à l’ensemble des composants d’un système 
d’information tant matériels, logiciels et informationnels. 
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Dans le cas des superordinateurs et des clusters, l’ensemble des composants informatiques est re-
groupé géographiquement. D’autre part, les processeurs (unité centrale de traitement ou CPU) et les 
ordinateurs qui respectivement composent ces architectures, ont des caractéristiques matérielles et 
logicielles proches, il est question de systèmes fortement couplés. A l’inverse, les grappes de serveurs 
ou fermes de calcul correspondent à une architecture faiblement couplée. Enfin, une connexion très 
haut débit leur permet d’échanger rapidement des instructions et des données, stockées sur des mé-
moires partagées ou distribuées, par l’envoi de messages, dont le standard de communication le plus 
répandu est le Message Passing Interface (MPI) (WALKER et DONGARRA, 1996). Suivant la taxonomie 
de Flynn (FLYNN, 1972), de telles architectures s’appuient sur le principe « instructions multiples, plu-
sieurs mémoires » (MIMD) (Foster, 1995). 
L’objectif principal de ces architectures est de permettre l’exécution d’un grand nombre d’instructions, 
le plus souvent interdépendantes, de manière simultanée. Ces architectures permettent ainsi du calcul 
haute performance (HPC). Les mesures de performance de ces systèmes se font généralement au 
travers du nombre d’opérations à virgule flottante par seconde (ou flops). Ainsi, en juin 2008, le supe-
rordinateur Roadrunner a passé la barre de la puissance « pétaflopique » (1015 flops), c'est-à-dire qu’il 
est capable de réaliser un million de milliards d’opérations par seconde (KOMORNICKI et al., 2009). Une 
telle capacité permet par exemple de modéliser des systèmes complexes comprenant un grand 
nombre de paramètres (climat, électronique, réactions chimiques, etc.) (FOSTER, 1995). 
Le terme de système distribué englobe des architectures informatiques très différentes rendant leur 
classification délicate, aux systèmes fortement couplés déjà présentés s’opposent des architectures 
aux éléments souvent très hétérogènes (GOSCINSKI, 1991). Il s’agit de réseaux d’entreprises, 
d’universités ou de firmes internationales : 
- les réseaux locaux ou LAN (Local Area Network) 
- les réseaux étendus ou WAN (Wide Area Network) 
 
Figure 17 : Exemple d'un réseau informatique étendu englobant plusieurs réseaux 
locaux (LAN) 
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A une échelle locale, les réseaux locaux (LAN) permettent d’interconnecter des utilisateurs, des ser-
veurs d’applications (impression, base de données, messagerie, …) et d’accéder à des données dis-
tantes, grâce notamment aux protocoles TCP/IP et à l’approche de communication « client - serveur ». 
A plus grande échelle, des réseaux étendus (WAN) relient plusieurs réseaux locaux géographiquement 
dispersés et administrativement indépendants (Figure 17).  
A ce jour, Internet représente le réseau le plus important en termes d’utilisateurs, géographiquement 
distants, connectés (Figure 13). Il permet d’accéder à des ressources sans pour autant connaître leur 
localisation exacte et les systèmes informatiques permettant de les gérer (BERNERS-LEE et al., 1994). 
Cependant, majoritairement informationnel, le réseau Internet n’offre pas de véritables solutions pour le 
traitement des données. 
L’appréhension de ces concepts généraux apparait primordiale pour comprendre précisément le fonc-
tionnement et les enjeux scientifiques gravitant autour d’une architecture de grille qui, dans un sens, 
cherche à enrichir la capacité calculatoire des réseaux informatiques. 
II - 2.1.3. les nouveaux enjeux de l’informatique distribuée 
TANENBAUM et VAN STEEN (2002) définissent plusieurs critères fondamentaux de performance d’un sys-
tème distribué : 
- la transparence, dans le sens où la plupart des opérations sur les ressources connectées sont 
invisibles pour l’utilisateur. La localisation, la réplication, la concurrence d’accès et les erreurs 
ne sont pas perceptibles par l’utilisateur final. 
- l’ouverture qui dénote la capacité du système à accueillir de nouveaux composants aux carac-
téristiques informatiques différentes sans altérer le fonctionnement du système déjà existant. 
Au travers de cette notion, Il est aussi question de portabilité des programmes lorsqu’ils sont 
capables d’être exécutés sur des environnements différents, et d’interopérabilité des systèmes 
quand ces derniers sont capables de communiquer ensemble malgré des caractéristiques 
technologiques différentes. 
- l’extensibilité ou mise à l’échelle, dans la mesure où le système peut fonctionner à des échelles 
différentes, en d’autres termes quand il est apte à maîtriser une charge de calcul et/ou de don-
nées croissante. 
Comme le souligne TANENBAUM et VAN STEEN (2002), un réseau étendu (WAN) offre une certaine ou-
verture et une extensibilité par rapport à une architecture fortement couplée, en contre partie la trans-
parence tend à diminuer avec l’accroissement du nombre de participants. Ainsi, l’un des défis de 
l’informatique distribuée est d’intégrer des composants hétérogènes et appartenant à des domaines 
administratifs différents (tels que des ordinateurs monoprocesseurs, des fermes de calcul ou des clus-
ters) dans un système global, appréhendé comme homogène par l’utilisateur final. La technologie grille, 
approfondie dans les paragraphes suivants, tend précisément à atteindre cet objectif. 
Au travers de cet exposé, il s’agit de souligner les grandes lignes d’un système distribué de manière à 
appréhender au mieux le fonctionnement d’une grille informatique. Ainsi, loin d’être exhaustive, cette 
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étude cherche à relever les composantes tant techniques qu’organisationnelles d’un système distribué 
de manière à les confronter, plus loin dans cet exposé, aux caractéristiques fonctionnelles et aux be-
soins engendrés par une situation de gestion de crise. 
II - 2.2. Les grands modèles de communication dans un système distribué 
Le fonctionnement d’un système distribué s’appuie sur des modèles de communication standards qu’il 
convient de synthétiser afin de mieux appréhender les subtilités fonctionnelles d’une architecture de 
grille. 
II - 2.2.1. Client-serveur 
Le modèle client-serveur représente le modèle de communication le plus utilisé dans le monde des 
systèmes distribués. Il s’agit de permettre la communication entre un client et un serveur. Ce dernier 
offre une panoplie de service, comme l’accès à des fichiers de données, à des bases de données ou à 
des opérations informatiques. La mise en place d’une telle communication s’effectue généralement à 
l’aide des protocoles standards TCP/IP de l’Internet, permettant une connexion directe et univoque 
entre deux postes informatiques. Le développement de ce modèle implique une organisation en tiers. Il 
s’agit de clairement séparer les développements et a fortiori les opérations de chaque acteur. Dans ce 
cas, deux modèles principaux existent : 
- l’architecture 2-tiers, qui considère le client et le serveur comme deux entités fonctionnelles dis-
tinctes 
- l’architecture 3-tiers, qui considère trois niveaux de communication (Figure 18) : 
o le client et son interface utilisateur 
o le serveur d’application qui contient les fonctionnalités de communication avec les 
deux autres tiers et les programmes spécifiques à l’application 
o le serveur de données qui interagit avec le serveur d’application en interprétant ses re-
quêtes et en lui transmettant les données correspondantes 
 
Figure 18 : Architecture de communication client-serveur 3 tiers                                       
(d'après TANENBAUM et VAN STEEN, 2002) 
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Ce type de communication est largement utilisé à l’heure actuelle dans des réseaux locaux ou pour le 
fonctionnement d’un site web classique. 
II - 2.2.2. Pair-à-pair 
Ce modèle de communication est une évolution du modèle client-serveur. Les postes informatiques qui 
participent à la communication sont à tour de rôle client et serveur (SCHULER, 2005). Les deux (voire les 
plus) participants exécutent le même programme permettant de créer une session de communication et 
offrant la double fonctionnalité de client et de serveur. Chaque participant peut faire une requête à un 
autre client (serveur) et vice et versa. Ce type de communication se démarque de la précédente par 
son aspect distribué. En effet, ce modèle de communication ne nécessite pas de serveur central en 
charge de l’ordonnancement des opérations ou de l’accès à des données distantes. Les postes infor-
matiques sont directement interconnectés entre eux suivant un schéma deux à deux, grâce aux mêmes 
standards TCP/IP que la communication client-serveur. 
Le succès de ce mode de communication se retrouve dans les systèmes d’échange de fichiers multi-
médias, tels que Napster ou eMule. L’utilisateur télécharge un fichier sur plusieurs machines tout en 
fournissant la partie du fichier qu’il a déjà en sa possession. De cette manière, les systèmes pair-à-pair 
permettent de distribuer les données sur plusieurs nœuds indépendants du réseau. De la même ma-
nière, comme cela sera abordé dans les paragraphes suivants, les nœuds présents dans ce type de 
réseau peuvent mettre à disposition leur puissance de calcul. 
A grande échelle, un tel modèle de communication n’est cependant efficace que par l’ajout de serveurs 
centraux permettant le recensement et l’indexation des ressources et des utilisateurs (MINAR et HE-
DLUND, 2001), rendant le modèle quelque peu hybride entre le modèle client-serveur et le pair-à-pair. 
Ainsi, si à l’origine ce modèle était principalement conçu pour l’échange de fichiers distants, ce modèle 
s’est progressivement complexifié pour parvenir à « une fourniture de services multiutilisateurs relati-
vement proches de ceux fournis par les GRID2 » (SOBERMAN, 2003). 
II - 2.2.3. L’intergiciel 
Un intergiciel utilise schématiquement les modèles de communication client-serveur et pair-à-pair. Une 
des réponses au développement d’un système distribué grande échelle, tel que la grille, transparent, 
ouvert et extensible passe par l’utilisation d’un intergiciel. L’intergiciel ou logiciel médiateur correspond 
à : 
« un logiciel qui permet le fonctionnement de plusieurs ordinateurs en coordination, en attri-
buant à chacun une tâche spécifique, comme les échanges avec les utilisateurs, l'accès aux 
données ou aux réseaux »3 
Les définitions sont multiples, souvent reliées à la finalité fonctionnelle de l’intergiciel. D’un point de vue 
informatique, KSHEMKALYANI et SINGHAL (2008) explique qu’ « un système distribué utilise une architec-
                                                     
2 L’Action Concertée Incitative (ACI) du ministère de la recherche a créé l’acronyme GRID pour « Globalisation des Res-
sources Informatiques et des Données » (http://www-sop.inria.fr/aci/grid/public/) 
3 Définition de la délégation générale à la langue française et aux langues (http://www.culture.gouv.fr/culture/dglf/) 
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ture par couches pour décomposer la complexité de la conception du système. L’intergiciel est un logi-
ciel distribué qui pilote le système distribué tout en fournissant une transparence de l’hétérogénéité au 
niveau de la plateforme ». TANENBAUM et VAN STEEN (2002) considèrent l’intergiciel simplement comme 
une couche de logiciels qui permet de « plus ou moins cacher l’hétérogénéité de l’ensemble des plate-
formes sous-jacentes mais aussi pour améliorer la transparence de la distribution ». Structurellement, il 
s’agit du « niveau intermédiaire installé au-dessus des systèmes d’exploitation et des protocoles de 
communication » (KRAKOWIAK, 2008). Enfin, JEANVOINE (2007) en considérant l’intergiciel comme « une 
couche logicielle qui est positionnée entre le système d’exploitation des ressources et les applications 
des utilisateurs » complète l’ensemble de ces points de vue en intégrant la communication de 
l’intergiciel avec les postes utilisateurs. 
D’un point de vue pratique, souvent de finalités différentes (JEANVOINE, 2007), l’intergiciel se comporte 
comme un système de médiation, comme mandataire ou comme interface avec les composants logi-
ciels (KRAKOWIAK, 2008). Il cache la répartition géographique des entités physique du système et 
l’hétérogénéité de ces dernières ainsi que celle de leurs systèmes d’exploitation. 
Le développement d’un intergiciel implique avant tout une standardisation des protocoles de communi-
cation de manière à interfacer efficacement les services réseau de chaque nœud et à permettre 
l’extensibilité de l’architecture. Par exemple, le Remote Procedure Call (RPC) est un standard permet-
tant d’échanger des messages entre machines distantes. Enfin, en cachant les interactions avec le 
matériel, un intergiciel a un niveau d’abstraction élevé en assurant une certaine « indépendance vis-à-
vis des langages et des plates-formes » (KRAKOWIAK, 2008) et assure une vue globale du système dis-
tribué (TANENBAUM et VAN STEEN, 2002). 
II - 2.3. La technologie grille : définitions et fonctionnement 
II - 2.3.1. Historique et définitions 
Les avancées informatiques en termes de gestion et d’intégration de ressources distantes, illustrées 
par le développement d’intergiciels autonomes et standardisés permet progressivement de répondre 
aux nouveaux enjeux de l’informatique distribuée (cf. §.II - 2.1.3). On parle communément 
d’infrastructure de grille ou de technologie grille. 
II - 2.3.1.1. Grille de 1ère génération 
D’après BERMAN (2003), le premier projet de grande ampleur destiné au développement et à la mise en 
production d’une infrastructure de grille est I-WAY. Il correspond à la première génération de grilles, 
nommé metacomputing, dont l’objectif était de fournir « des ressources de calcul pour un ensemble 
d’applications haute-performance » (DE ROURE et al., 2003). Au travers de cette approche, il s’agissait 
avant tout de fournir une architecture adaptée au calcul parallèle en connectant « des superordina-
teurs, des systèmes de stockage de masse et des dispositifs de visualisation évolués » (FOSTER et al., 
1997, VICAT-BLANC PRIMET et al., 2003). Il s’agissait donc de grille de calcul définit comme une « infras-
tructure matérielle et logicielle qui fournit un accès fiable, cohérent, omniprésent et bon marché à des 
capacités de calcul sophistiquées » (FOSTER et KESSELMAN, 1999). 
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Cette première génération a donc permis de développer des solutions informatiques offrant des capaci-
tés de calcul parallèle pour la prise en charge de problèmes complexes. Vers la fin des années 90, 
d’autres besoins concernant la gestion de données massives ont émergé. Il est question de calcul in-
tensif où un même algorithme peut être répliqué à « l’infini » pour analyser des jeux de données diffé-
rents. 
II - 2.3.1.2. Grille de 2ème génération 
Ainsi, la technologie grille s’oriente vers une architecture globale intégrant des systèmes informatiques 
géographiquement distants et accessibles au travers d’un système distribué unique. Les auteurs abor-
dent le terme d’omniprésence de la grille (DE ROURE et al., 2003). Cette nouvelle génération a permis 
l’intégration de systèmes d’information hétérogènes tout en garantissant progressivement l’intégration 
de nouvelles ressources, telles que des systèmes d’observation, et la gestion dynamique de ces der-
nières (Figure 19). 
 
Figure 19 : Architecture globale de la technologie grille, les couches corres-
pondent de bas en haut aux ressources réseau, matérielles, de l’intergiciel 
et applicatives (source : Grid Café : http://www.gridcafe.org/)  
L’interopérabilité est le maître mot de cette génération. Elle a donné naissance à un intergiciel de haut 
niveau, la boîte à outil Globus, offrant une panoplie de services standardisés, comme l’authentification 
des participants, la découverte de ressources et l’accès à ces dernières (FOSTER et KESSELMAN, 1997). 
II - 2.3.1.3. Grille de 3ème génération 
Finalement, la dernière génération de grille, celle utilisée dans ce travail de recherche, s’appuie sur les 
avancées des deux premières générations et correspond à une Architecture Orientée Service (SOA). 
L’approche par services apporte une forte flexibilité dans l’utilisation des ressources distantes, et 
d’autre part permet l’automatisation des tâches de gestion et d’administration (DE ROURE et al., 2003). 
Une architecture de grille est alors appréhendée comme un système à haut niveau d’abstraction re-
groupant plusieurs communautés d’utilisateurs au travers d’une infrastructure informatique globale et 
fortement distribuée. Dans ce type d’architecture, l’utilisation de métadonnées, « ensembles de don-
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nées structurées décrivant des ressources physiques ou numériques […] essentiel pour 
l’interopérabilité de l’information et sa gestion » (MOREL-PAIR, 2005), est à la base de l’harmonisation et 
du partage des ressources. Techniquement, cette dernière génération se base sur la norme OGSA4 
(Open Grid Services Architecture) qui définit des mécanismes standards de fonctionnement de la grille 
(FOSTER et al., 2002), où chaque composant de l’infrastructure est appréhendée comme un service de 
grille (Grid service), facilitant ainsi l’ouverture, l’extensibilité et la transparence du système. 
La grille de « 3ème génération » s’appuie sur le concept d’organisation virtuelle (VO), déjà définie précé-
demment (cf. §.II - 1.2). Si les deux premières générations se sont attachées à construire une architec-
ture informatique grande échelle, FOSTER et al. (2001) introduit la 3ème génération comme étant relative 
au « grid problem », c'est-à-dire parvenir à « un partage de ressources coordonné et la résolution de 
problèmes dans des organisations virtuelles dynamiques et multi-institutionnelles » (Figure 20). Ainsi, 
cette génération soulève la problématique du regroupement de multiples utilisateurs et/ou organisa-
tions administrativement indépendants autour d’une architecture de grille intégrant un nombre impor-
tant de ressources informatiques géographiquement distantes. 
 
Figure 20 : Relation entre organisation virtuelle, ressources matérielles et utilisateurs : le « grid 
problem » 
II - 2.3.1.4. L’organisation virtuelle garante de l’approche collaborative 
Les questions gravitant autour du « grid problem » concernent la résolution de problèmes tels que : 
- La virtualisation des ressources pour permettre leur accès transparent par les utilisateurs auto-
risés (MAGOULES et al., 2009), 
- La flexibilité et la coordination dans l’utilisation des ressources en facilitant leur accès à la de-
mande (FOSTER et al., 2001), 
- La sécurisation des fermes des calculs intégrées dans l’organisation virtuelle ainsi que des 
opérations effectuées par l’ensemble des utilisateurs (intrusion). 
                                                     
4 http://www.globus.org/ogsa/ 
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Cette approche repose donc sur le regroupement de communautés d’utilisateurs et de fournisseurs de 
ressources informatiques (fermes de calcul) au sein d’un environnement collaboratif régi par l’intergiciel 
de grille permettant la virtualisation de ces ressources. Cette virtualisation, au sens de système unique, 
doit être basé sur une notion de confiance mutuelle entre l’ensemble des partenaires entre utilisateurs 
et fournisseurs, et entre fournisseurs eux-mêmes), qui s’engage à respecter une politique d’utilisation 
préalablement définie (BROOKE et PARKIN, 2009 ; NAQVI, 2005). 
La problématique de sécurité est donc d’une importance capitale du fait du nombre important de sys-
tèmes informatiques gravitant autour d’une architecture de grille. Ainsi, l’organisation virtuelle permet 
« d’assurer un certain niveau de confiance à tous ses membres » (CONTES, 2005). Grâce à des méca-
nismes d’authentification tels que la cryptographie et les courtiers de sécurité (proxy) et d’autorisation 
comme la reconnaissance mutuelle d’un certain niveau de confiance défini par le « contrat » 
d’adhésion à l’organisation virtuelle, une relative sécurité est garantie dans une architecture de grille 
(KNOOPS, 2007). 
Finalement, la définition de la technologie grille retenue dans le cadre de cette recherche est (BERMAN 
et al., 2003 ; CHERVENAK et al., 2000 ; FOSTER et al., 2002 ; FOSTER et KESSELMAN, 2004 ; SOBERMAN, 
2003) : 
Une architecture informatique distribuée qui consiste à la mise en connexion sécurisée de 
fermes de calcul et/ou de clusters géographiquement distants offrant, par leur association et 
leur fonctionnement collaboratif, des capacités de calcul et de stockage à la demande pour un 
utilisateur inscrit dans une organisation virtuelle l’autorisant à accéder à ces ressources. 
L’analyse de ce glissement technologique et sémantique que le concept de grille a connu permet de 
mieux entrevoir les multiples facettes que cette technologie peut fournir à des communautés scienti-
fiques, à la recherche informatique ou à des entreprises (RICHARD et al., 2008). La grille évolue quoti-
diennement, cependant, de nombreux obstacles technologiques subsistent, en effet l’extension à 
grande échelle d’une architecture distribuée ne rime pas pleinement avec l’intégration de ressources 
fortement hétérogènes. Dans ce sens, des contraintes fortes telles que l’harmonisation des systèmes 
d’exploitation des nœuds de calcul subsistent. 
II - 2.3.2. Les 5 couches fonctionnelles de la technologie grille 
                                                     
Le modèle OSI (Open Systems Interconnection) est le modèle de communication entre ordinateurs 
défini par la norme ISO5. Il permet de décrire et de mettre en relation l’ensemble des protocoles infor-
matiques, de la couche matérielle (Physique) au navigateur web (Application), utilisés lors d’une com-
munication réseau (Figure 21). Par exemple, Internet est basé sur les protocoles TCP/IP qui se situent 
au niveau des couches Réseau (IPv4) et Transport (TCP et UDP). Au niveau supérieur (Application), le 
web s’appuie sur l’ensemble des couches inférieures pour prendre en charge les requêtes des utilisa-
teurs basées sur le protocole HTTP. Une architecture de grille s’appuie sur ces 7 couches pour intégrer 
et mettre en communication l’ensemble des ressources matérielles (Site). Le modèle théorique de FOS-
 
5 ISO/IEC standard 7498-1:1994 « Information technology - Open Systems Interconnection - Basic Reference Model: The 
basic model » 
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TER et al. (2001) fait office de référence dans la communauté scientifique. Il est constitué de 5 couches 
et est largement repris dans les paragraphes qui suivent (Figure 21). 
 
Figure 21 : Relations entre le modèle OSI et les couches d'une architecture de grille 
(d'après FOSTER et al., 2001) 
Il s’agit de présenter succinctement ces 5 couches de protocoles. 
II - 2.3.2.1. la couche « Fabrique » 
Elle regroupe l’ensemble des ressources matérielles fournis par chaque site de calcul : 
- les ressources de calcul sur lesquelles les algorithmes sont exécutés, 
- les ressources de stockage enrichies de protocoles de transfert spécifiques, 
- les ressources « réseau » qui permettent de relier les deux précédentes au sein d’un site et les 
sites entre eux, 
- les gestionnaires de versions de ressources, 
- les catalogues des ressources matérielles, logicielles et de données. 
II - 2.3.2.2. la couche « Connectivité » 
Cette couche regroupe l’ensemble des protocoles de communication et d’authentification nécessaires à 
un fonctionnement transparent et sécurisé caractérisant une architecture de grille. Généralement, elle 
utilise les protocoles TCP/IP de l’Internet. Une des solutions originale de la technologie grille concerne 
le principe « single sign on » qui permet à un utilisateur de s’identifier une seule fois à l’ouverture de sa 
session alors qu’un système de délégation permet d’assurer l’authentification auprès des ressources 
distantes utilisées (couche « Fabrique ») pour l’ensemble des traitements requis. 
II - 2.3.2.3. la couche « Ressource » 
Cette couche s’appuie sur les deux couches précédentes pour implémenter des protocoles permettant 
« la négociation, l’initialisation, la gestion, le contrôle, la comptabilité et le paiement » des opérations 
sur les ressources matérielles partagées de la couche « Fabrique ». Il existe deux grands types de 
protocoles : 
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- les protocoles d’information qui décrivent en temps-réel l’état des ressources de la grille, 
- les protocoles de gestion qui sont utilisés pour « négocier l’accès aux ressources partagés » en 
fonction des requêtes utilisateurs. 
II - 2.3.2.4. la couche « Collectif » 
Elle permet d’intégrer et de virtualiser l’ensemble des ressources matérielles dans un système 
d’information unique, en fournissant des fonctionnalités de haut niveau permettant de gérer l’ensemble 
des interactions entre l’utilisateur et les ressources de calcul et de stockage. Il est possible 
d’identifier la gestion : 
- des annuaires des ressources 
- de l’ordonnancement des tâches à exécuter 
- des diagnostiques d’utilisation des ressources 
- des réplications de données et d’algorithmes 
- de fonctionnalités avancées comme des environnements collaboratifs, des services de paie-
ments, etc. 
II - 2.3.2.5. la couche « Application » 
Elle représente la couche de plus haut niveau (équivalente à celle du modèle OSI) et s’appuie sur les 
protocoles des couches « Connectivité », « Ressource » et « Collectif » sous-jacentes. Elle permet à 
l’utilisateur d’une organisation virtuelle d’interagir de manière simplifiée avec l’ensemble des services 
de la grille implémentés dans les couches inférieures. 
De manière schématique, les services de l’intergiciel de grille sont inclus dans les 3 couches supé-
rieures, alors que les protocoles de plus bas niveau, permettant l’interaction des ressources matérielles 
sont gérés à l’échelle de chaque site de calcul (Figure 21). Au travers de cette description, il est impor-
tant de relever l’aspect prépondérant de l’intergiciel de grille qui offre à l’utilisateur des facilités fonc-
tionnelles pour les tâches informatiques qu’il exécute sur la grille, et qui gère les interactions de 
l’ensemble de ses services de manière transparente et automatique. 
Dans cette étude, l’ensemble de ces concepts sont abordés et expérimentés au travers d’un point de 
vue opérationnel. Les infrastructures et les projets de grille sont nombreux, leurs architectures varient 
selon les attentes et les besoins technologiques des utilisateurs finaux. Le paragraphe suivant 
s’attache à présenter les types de grille les plus courants et quelques initiatives récentes afin 
d’entrevoir les solutions technologiques retenues pour répondre à la problématique de cette recherche. 
II - 2.3.3. Une typologie des infrastructures de grille 
Suivant les classifications, il existe plusieurs types de grille : 
- les grilles de PC ou « Public-Resource Computing » partent du principe que les ordinateurs in-
dividuels sont de manière générale sous-utilisés et disposent ainsi des ressources informa-
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tiques disponibles. Ce type de grille s’appuie par exemple sur l’intergiciel BOINC6 (Berkeley 
Open Infrastructure for Network Computing) (ANDERSON, 2004). Des projets comme SE-
TI@home7 (ANDERSON et al., 2002), Folding@home8 (SHIRTS et PANDE, 2001) et climatepredic-
tion.net9 (STAINFORTH et al., 2004) regroupent plusieurs milliers de postes individuels en vue de 
traiter des données massives. Par exemple, SETI@home a totalisé plus de 400.000 ans de 
temps de calcul en 3 ans en fournissant à des ordinateurs individuels distant, un programme et 
des données à traiter, grâce à la technologie peer-to-peer (ANDERSON et al., 2002). Les pro-
grammes Folding@home et climateprediction.net se basent sur le même principe technolo-
gique pour respectivement modéliser un grand nombre de scénarios de repliement de protéine 
et d’évolution du climat jusqu’en 2100. Plus récemment, le projet EDGeS (Enabling Desktop 
Grids for e-Science) cherche à connecter une grille de PC, composée de 100.000 unités, avec 
l’architecture de grille grand échelle EGEE (Enabling Grids for E-sciencE), sur laquelle la mé-
thodologie de cette recherche est basée (URBAH et al., 2009). 
- les grilles de sites mutualisent des ressources de calcul, de stockage et de mesure apparte-
nant à des sites administrativement différents. Ces sites sont généralement des clusters ou des 
fermes de calcul avec une forte stabilité de leurs ressources (CAPPELLO, 2006). En France, 
elles ont vu le jour en 2001 sous l’acronyme GRID (SOBERMAN, 2003) (cf. §.II - 2.2.2). La majo-
rité de ces grilles ont un accès contrôlé basé sur des autorisations et des relations de con-
fiance entre les fournisseurs et les utilisateurs. C’est dans ce contexte que l’organisation vir-
tuelle prend tout son sens. Ce type de grilles peut être scindé en plusieurs sous-types suivant 
la finalité de leur usage : 
o les grilles de calcul dont l’objectif est d’intégrer des fermes de serveurs de manière à 
obtenir des calculs distribués à grand échelle. L’objectif est de disposer de capacités 
calculatoires très importantes afin de résoudre des problèmes que même les superor-
dinateurs ne parviennent pas à prendre en charge. (SOBERMAN, 2003) 
o les grilles de données si les capacités de calcul restent nécessaires à la gestion et à 
l’analyse de données, ce type de grille cherche à intégrer des bases de données ou 
des fichiers volumineux dans un système unique accessible par les utilisateurs de ma-
nière virtuelle. Elles s’appuient sur des fonctionnalités de découverte d’information et 
d’établissement de schémas de connaissance permettant une gestion « intelligente » 
de données. Le projet européen Earth Science Grid10, en cours de réalisation, est une 
illustration de ce type de grille.  
La tendance actuelle des grilles de sites, comme cela est démontrée dans les paragraphes qui suivent, 
est de tendre vers des grilles collaboratives fondées sur « l’établissement d’un environnement virtuel 
qui permet à des individus ou groupes de personnes géographiquement dispersés de coopérer dans la 
                                                     
6 http://boinc.berkeley.edu/ 
7 http://setiathome.berkeley.edu/ 
8 http://folding.stanford.edu/ 
9 http://climateprediction.net/ 
10 www.euearthsciencegrid.org 
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poursuite d’un objectif commun » (BRETON et al., 2005). L’infrastructure matérielle, composée de 
fermes de calcul, de stockages et d’instruments de mesure, est assez hétérogène mais permet de re-
grouper par exemple des laboratoires autour d’un projet de recherche commun. 
A terme, l’objectif ultime est le regroupement de l’ensemble des architectures de grille mondiales sous 
l’égide d’une architecture unique et globale de plus grande ampleur. Il est souvent question de World 
Wide Grid (SOBERMAN, 2003 ; VICAT-BLANC PRIMET et al., 2003). 
II - 2.3.4. Des grilles d’ampleur nationale 
                                                     
La distinction entre ces différents types de grille varie suivant les auteurs. Il existe par exemple des 
grilles d’entreprise (RICHARD et al., 2008) ou des portails scientifiques permettant « l’accès à des capa-
cités de simulation » (BAXEVANIDIS et al., 2002).  Il est à retenir que les grilles permettent de fédérer des 
utilisateurs et leurs ressources. Ces dernières pouvant être des processeurs (ou des ordinateurs), des 
systèmes de stockage, et des systèmes d’observation et de mesure, l’ensemble étant connecté par des 
réseaux aux débits importants (de quelques MB/s à plusieurs GB/s). 
II - 2.3.4.1. GRIDA3 
Il s’agit d’une grille installée en Sardaigne et gérée par le laboratoire CRS4. Son objectif est de mainte-
nir une organisation virtuelle orientée vers la surveillance et la gestion de problématiques environne-
mentales et basée sur un système d’aide à la décision collaboratif (MURGIA et al., 2009). 
Cette grille regroupe plusieurs domaines administratifs publics et privés sardes. D’un point de vue ma-
tériel, elle compte 32 nœuds de calcul permettant de disposer d’une puissance de calcul cumulée de 
1,1 Tflops et connectés entre eux par un réseau de 2Gbps. Les services de l’intergiciel commercial 
EnginFrame11 permettent aux utilisateurs d’accéder aux ressources matérielles virtualisées au travers 
d’un portail web. Cet intergiciel s’appuie sur une architecture 3 tiers composée du tiers client (portail 
web), d’un tiers serveur basé sur l’approche client-serveur et contrôlant l’ensemble des services 
d’utilisation de la grille (authentification, gestion des données, gestion des jobs, interactions de ser-
veurs, etc.) et d’un 3ème tiers de gestion des ressources matérielles par des agents informatiques auto-
nomes. 
Le développement de cette grille répond avant tout à une logique applicative. L’intergiciel et les ser-
vices de gestion des ressources matérielles et logicielles sont principalement basés sur les spécifica-
tions de ces applications. L’objectif est de mutualiser des données environnementales afin les intégrer 
dans différents modèles de simulation et établir un environnement collaboratif d’aide à la décision envi-
ronnementale. 
II - 2.3.4.2. GRID’5000 
Cette grille française étendue sur l’ensemble du territoire métropolitain regroupe 9 centres de calcul, 
soit approximativement 5.000 processeurs (CAPPELLO, 2006). Cette grille pair-à-pair est dédiée à la 
recherche en informatique et plus particulièrement sur l’informatique distribuée. « Cette plateforme peut 
être définie comme un système distribué expérimental grande échelle hautement reconfigurable, con-
11 http://nice-software.com/web/nice/products/enginframe 
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trôlable et maîtrisable » (ORGERIE et LEFEVRE, 2009). L’aspect « recherche » de cette plateforme offre 
des services spécifiques aux utilisateurs comme la réservation en avance de ressources de calcul, 
ainsi que le choix du système d’exploitation et l’installation de « piles logicielles » spécifiques pour 
mettre en place leurs expérimentations informatiques. 
 
Figure 22 : Infrastructure du réseau RENATER                                    
(source : http://www.renater.fr/) 
D’un point de vue matériel, l’ensemble des nœuds de cette grille sont relativement homogènes de ma-
nière à faciliter son administration et la reproductibilité des expérimentations (D’ANFRAY et JEANNOT, 
2007). Ils sont interconnectés à 10 Gbps au moyen du réseau national français RENATER (Réseau 
National de télécommunications pour la Technologie l'Enseignement et la Recherche) (LE GUIGNER, 
1994) (Figure 22), séparé du réseau Internet classique afin de faciliter la gestion de la sécurité des 
ressources. D’un point de vue typologique, cette grille peut être rattachée au champ du métacomputing 
et cherche à développer des algorithmes spécifiques pour la gestion de ressources informatiques dis-
tantes. 
II - 2.3.5. Le projet EGEE : une révolution technologique, scientifique et poli-
tique 
II - 2.3.5.1. La vision E-Science 
Les deux précédentes grilles GRIDA3 et GRID’5000 ont en commun une relative uniformité de leurs 
champs d’applications. Cependant, au regard de la définition de Foster, elles n’offrent a priori pas un 
niveau d’abstraction suffisamment élevé pour permettre la résolution de problématiques indépen-
dantes, nécessitant chacune l’intégration de ressources (au sens le plus large) pluri-thématiques et 
administrativement indépendantes. 
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Au début des années 2000, John Taylor aborde le terme de « e-science » relatif à « la collaboration 
globale dans les secteurs clés de la science et de la prochaine génération d'infrastructures qui l'a ren-
dront possible » (HEY et TREFETHEN, 2002). Par cette phrase, Taylor, alors directeur général des con-
seils de recherche au Royaume-Uni, soulignait la nécessité d’établir des collaborations multidiscipli-
naires fortes basées sur des solutions technologiques communes dans les domaines de la recherche. 
MINETER et al. (2003) reprend le même terme pour décrire une infrastructure scientifique entreprise 
« par des organisations virtuelles de groupes étendus de personnes, avec en général des jeux de don-
nées énormes et des ressources de calcul haute-performance distribués ». D’après GURNEY et al. 
(2009), elle correspond aux challenges actuels de la société moderne, tels que la modélisation météo-
rologique et du climat, les problématiques de la biosphère ou encore la chimie moléculaire. JONES 
(2009) préfère le terme de « e-infrastructure » capable d’intégrer l’ensemble des recherches actuelles 
autour d’une architecture informatique commune et d’harmoniser les solutions technologiques offertes 
aux chercheurs. Cette nouvelle philosophie, rendue possible par les récents progrès technologiques, 
fait implicitement référence à la technologie grille. D’après la Figure 23, une telle révolution impose le 
glissement d’infrastructures distinctes et cloisonnées à une infrastructure globale et interopérable per-
mettant de fédérer des communautés aux problématiques communes par le biais d’organisations vir-
tuelles thématiquement dédiées. 
 
 
 
 
Figure 23 : Évolutions technologiques pour le développement d'une e-
Infrastructure (d'après JONES, 2009) 
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Cette philosophie peut être apparentée au « grid problem » de Foster et comme le confirme HEY et 
TREFETHEN (2002) l‘infrastructure de Taylor tend à correspondre implicitement à la technologie grille. 
Ainsi, des projets tels qu’e-Science au Royaume-Uni (HEY et TREFETHEN, 2002) et EGEE (Enabling 
Grids for E-sciencE) (GAGLIARDI et al., 2005) en Europe cherchent encore à l’heure actuelle à répondre 
à ce nouveau postulat. 
II - 2.3.5.2. La grille EGEE 
La grille EGEE, sur laquelle les développements méthodologiques de cette recherche sont fondés, 
résulte à l’origine de l’intégration internationale de différentes équipes scientifiques gravitant autour de 
la physique des particules, et en particulier rassemblées autour de données massives devant être pro-
duites par l’accélérateur de particules Large Hadron Collider (LHC) à Genève (BRITTON et al., 2009). Le 
projet initial European DataGrid (EDG) (KUNSZT, 2003), initié en 2000 par le CERN (Organisation euro-
péenne pour la recherche nucléaire) et financé par l’Union Européenne, était une étude de faisabilité et 
a permis de développer une architecture de grille capable de répondre aux fortes contraintes de répli-
cation de ces données afin de les rendre accessible à l’ensemble des partenaires géographiquement 
dispersés (SEGAL et al., 2000). La pérennité progressive de ce projet pilote a donné le jour à la grille 
EGEE, un des systèmes distribués les plus importants au monde apte à englober des communautés 
scientifiques de plus en plus diversifiées (IDG, 2009; GAGLIARDI et al., 2005).  
 
Figure 24 : Évolution de l’infrastructure d’EGEE (d’après GAGLIARDI et al., 2005) 
Après trois phases successives, l’implication de ces communautés et leur collaboration avec les parte-
naires informatiques impliqués dans le développement de cette grille ont progressivement porté en 
production cette architecture devenue mature (Figure 24). Ainsi, la grille EGEE s’articule entre la fourni-
ture intensive de ressources informatiques aux différentes communautés scientifiques et les re-
cherches informatiques dédiées à son perfectionnement et à sa mise en production. Par les multiples 
domaines scientifiques qu’elle intègre, cette architecture offre un socle d’innovations technologiques et 
thématiques (EGEE, 2009). En octobre 2009, le site internet officiel du projet12 recensait plus de 260 
sites de calcul répartis sur une cinquantaine de pays (majoritairement européens). Au total, cette infras-
tructure regroupe plus de 150.000 unités de calcul et 28 petabytes d’espace de stockage, offerts à 
environ 140 organisations virtuelles regroupant pas moins de 10.000 utilisateurs dans plusieurs do-
maines scientifiques. 
                                                     
12 http://project.eu-egee.org 
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D’un point de vue technologique, le cœur de l’infrastructure EGEE s’appuie sur un réseau de centres 
de calcul européens interconnectés par le réseau haut débit GEANT2 (Figure 25) (PATIL et al., 2006). 
Ce réseau transnational est relié à des réseaux haut débit nationaux, comme RENATER pour la 
France. Ces réseaux, qui permettent à des communautés académiques et scientifiques européennes 
de communiquer et de connecter des systèmes informatiques disparates, offre un débit de l’ordre du 
Gbps au sein de la grille et de l’ordre du Mbps pour les utilisateurs externes13. 
 
Figure 25 : Caractéristiques de l'infrastructure réseau de 
GEANT2 (d’après PATIL et al., 2006) 
Dans ce sens l’évolution du projet EGEE envisage la création d’une « e-Infrastructure » : l’European 
Grid Initiative (EGI), intégrant l’ensemble des recherches actuelles autour d’une architecture informa-
tique commune et permettant d’harmoniser les solutions technologiques offertes aux chercheurs 
(JONES, 2009). Cependant, le développement de telles infrastructures implique des enjeux forts de 
gouvernance entre les différents participants et les pays concernés, qui limitent encore sa pleine réali-
sation (JEFFERY, 2007). 
Il convient maintenant de présenter les deux principales organisations virtuelles qui constituent 
l’architecture EGEE. 
II - 2.3.5.2.1 La physique des particules et la grille W-LCG 
Sans le développement du LHC à Genève, la grille EGEE n’aurait sans doute jamais vu le jour à cette 
échelle. L’accélérateur de particules situé 150 m sous terre dans un tunnel de 27 km de circonférence 
ouvre de nouvelles perspectives dans la compréhension de l’univers, de ses constituants et de sa for-
mation. Les expériences de physique des hautes énergies qui s’y dérouleront ont pour objectif de pro-
duire des données afin « de réaliser des études de simulation massive des « événements » qui seront 
produits quand les faisceaux de haute énergie composés de protons ou d’ions lourds se heurtent » 
                                                     
13 Ce débit est fortement variable suivant la localisation géographique de l’utilisateur 
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(lettre d’information sur EGEE14). Ainsi, 4 projets principaux ont été développés autour de la grille de 
calcul W-LCG15 (World Wide LHC Computing and Grid) pour mener à bien les expérimentations : 
- ATLAS (A Toroidal LHC ApparatuS) 
- CMS (Compact Muon Solenoid)  
- ALICE (A Large Ion Collider Experiment) 
- LHCb (Large  Hadron  Collider beauty) 
Ces 4 expériences menées sont génératrices de données réelles et simulées massives de l’ordre du 
pétabyte (ESPINAL et al., 2008) et nécessitent une infrastructure de grille conséquente permettant de 
regrouper une dizaine de milliers de chercheurs appartenant à des centaines de laboratoires dispersés 
sur 3 continents. Cette architecture est structurée et hiérarchisée en tiers (AVERY, 2009). La production 
des données brutes a lieu au niveau des 4 expériences déjà citées, il est question du Tier0. Une partie 
des données sont transmises au Tier1 constitué de 11 laboratoires nationaux (par exemple le CC-
IN2P316 de Villeurbanne) qui « assurent la reconstruction et la pérennisation » de ces données (MALEK, 
2009). Plus de 150 laboratoires constituent le Tier2 et « assurent la production d’événements simu-
lés et participent aux tâches d’analyses centralisées et stochastiques » sur la base des données qui 
leur sont transmises par le Tier1. Enfin, le Tier3, sans engagement direct dans le projet W-LCG, peu-
vent suppléer les traitements effectués au niveau du Tier2. 
La mise en production de ces expériences a représenté un défi informatique majeur. Ainsi, depuis plus 
de 2 ans, des opérations « d’épreuve par les données » ou « data challenge » sont effectuées par les 4 
organisations enfin de valider son fonctionnement (CHOLLET et al., 2007; MALEK, 2009). Le 30 mars 
2010, la plus grande expérience du LHC a été initiée avec succès, générant des résultats prometteurs 
pour l’ensemble des laboratoires mondiaux engagés dans le domaine et engageant l’infrastructure de 
grille sous-jacente dans un rôle opérationnel jamais atteint17. 
II - 2.3.5.2.2 La recherche biomédicale et l’organisation virtuelle BIOMED 
La deuxième organisation virtuelle la plus consommatrice de ressources au sein d’EGEE est BIOMED, 
dédiée à la recherche biomédicale. En effet, plus de 20.000 nœuds de calcul sont utilisés par une di-
zaine d’application impliquées dans cette organisation virtuelle (BRETON, 2009). Cette organisation 
virtuelle, qui utilise environ 5% des ressources d’EGEE, est centrée sur trois domaines principaux : 
- l’imagerie médicale,  
- la bioinformatique qui s’intéresse à l’analyse de séquences génétiques, 
                                                     
14 http://projects.um.edu.mt/eumedgrid/information/fr-apps-running-on-egee.pdf 
15 http://lcg.web.cern.ch/LCG/ 
16 Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (http://cc.in2p3.fr/) 
17 http://press.web.cern.ch/press/PressReleases/Releases2010/PR07.10F.html 
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- la découverte d’antiviraux en développant des expérimentations in sillico18.  
Dans ces domaines de recherche, la technologie grille, par ses potentialités informatiques accrues, 
permet par exemple d’accroître le nombre de scénarios d’évolution de virus, d’améliorer la visualisation 
des structures moléculaires (3D), de tester des combinaisons de conformation virus / principes actifs et 
de fédérer des laboratoires de recherche autour de problématiques communes comme dans le cas des 
pandémies (JACQ et al., 2008). 
En comparaison avec la physique des particules dont les architectures informatiques, telle que la tech-
nologie grille, étaient initialement adaptées aux problématiques de calcul, la recherche biomédicale 
était, et reste, confrontée à plusieurs défis majeurs. Ainsi, afin d’éviter le recodage complet de ces ap-
plications, l’utilisation de services web ont permis de les interfacer avec la grille EGEE. De plus, ces 
applications reposent sur des stockages externes qu’il a fallu connecter de manière transparente. En 
ce qui concerne l’imagerie médicale, le recours à du calcul parallèle pour perfectionner l’analyse 
d’images médicales se révèle à l’heure actuelle comme un des défis majeurs de cette communauté 
(BRETON, 2009). D’autre part, le regroupement de chercheurs spécialisés dans les sciences de la vie et 
leurs contributions respectives ont nécessité le développement de portails d’accès aux outils, qui soient 
conviviaux et faciles d’utilisation (BENOIT-CATTIN et al., 2006). Enfin, les retours d’expériences des diffé-
rents projets ont confirmé la viabilité d’une grille comme EGEE face aux questions de sécurité. En effet, 
la confidentialité des données médicales a été préservée grâce à leur cryptage préalable. 
Finalement, si ces deux communautés représentent les principaux consommateurs et fournisseurs de 
ressources de la grille, EGGE d’autres communautés ont progressivement rejoint ce consortium telles 
que : 
- l’archéologie 
- l’astronomie et l’astrophysique 
- la chimie 
- la finance 
- la recherche en informatique 
- les sciences de la planète 
Ainsi, l’initiative EGEE et sa mise en production progressive démontre le bien fondé de la technologie 
grille pour prendre en charge les aspects tant organisationnels que technologiques de projets opéra-
tionnels impliquant des ressources informatiques à la demande et conséquentes, et des compétences 
multidisciplinaires (ESFRI, 2008). 
 
 
                                                     
18 Néologisme correspondant à la simulation numérique dans les sciences de la vie 
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II - 2.3.5.3. La grille : une technologie adaptée aux sciences de la Planète 
À l’échelle des sciences de la Planète, des efforts coordonnés, comme par exemple le projet EU FP6 
DEGREE19 (Dissemination and Exploitation of GRids in Earth sciencE), permettent progressivement de 
formaliser une infrastructure de grande ampleur, accessible par un grand nombre d’utilisateurs désireux 
de tirer profit de solutions technologiques viables et matures. En effet, les applications dédiées à 
l‘expertise environnementale et plus largement aux sciences de la Planète ont en commun de nécessi-
ter la gestion de données multidimensionnelles aux échelles spatiales et temporelles variables et dont 
la taille est souvent importante voire problématique. Ces données multi-sources, provenant de sys-
tèmes d’observations et de collecte, doivent être regroupées autour d’une même infrastructure informa-
tique afin de servir l’aspect multithématique et multi-organisationnel des sciences de la Planète (DE-
GREE PROJECT CONSORTIUM, 2008). Durant ces dernières années, la communauté des sciences de la 
Terre et les recherches technologiques associées ont montré un grand intérêt pour le web et surtout la 
technologie grille pour répondre à leurs besoins (DI, 2006; PETITDIDIER et al., 2009; RENARD et al., 2009; 
WOOLF et NATIVI, 2008). D’autre part, le traitement de ce type de données nécessite d’une part des 
puissances de calcul et de la capacité de stockage, et d’autre part la construction dynamique de 
chaînes de traitement. Enfin, cette modularité doit être soutenue par des services de découverte de 
services et de métadonnées capables d’informer les utilisateurs sur la disponibilité des données et des 
algorithmes et leurs caractéristiques fonctionnelles de manière transparente (GAGLIARDI et al., 2005). 
À titre d’exemple, HLUCHY et al. (2005) développent le concept d’organisation virtuelle autour de 
l’objectif de gestion de crise « inondation » en Slovaquie. L’infrastructure de grille permet le regroupe-
ment des acteurs responsables de la gestion de crise, comme les décisionnaires de la gestion des 
opérations de sécurité civile, les experts en charge de l’évaluation météorologique et hydrologique, les 
services institutionnels et privés, et dans une moindre mesure la population (Figure 26). 
 
Figure 26 : Organisation virtuelle dédiée aux inondations de plaine                      
(tirée de HLUCHY et al., 2003) 
                                                     
19 http://www.eu-degree.eu/ 
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L’architecture développée permet d’accéder à des données pluri-thématiques et multi-sources permet-
tant d’observer et d’interpréter précisément l’aléa hydrométéorologique. Cette architecture informatique, 
accessible par différents acteurs adhérant à l’organisation virtuelle permet de rechercher et de visuali-
ser ces jeux de données, et de les modéliser dynamiquement sans se préoccuper de l’aspect techno-
logique. En effet, il est souvent considéré comme un facteur limitant à l’élaboration d’une démarche 
scientifique performante et a fortiori au bon déroulement des opérations de gestion de crise qui néces-
sitent une assise technologique pérenne, opérationnelle et fiable. 
II - 2.4. Synthèse sur la technologie grille 
Dans les paragraphes précédents, la technologie grille a été présentée en détail au travers de son his-
torique et de son appartenance au champ plus large de l’informatique distribuée. S’il existe plusieurs 
types de grille, la tendance actuelle s’oriente vers un élargissement et une généralisation des solutions, 
au travers de standards promulgués par le consortium OGF20. Cet organisme s’attache à harmoniser et 
motiver le développement de services de grille interopérables et standards. Dans ce sens, l’architecture 
de grille EGEE, qui s’attache à respecter les recommandations de l’OGF, représente la plus importante 
initiative de grille collaborative à l’échelle européenne. En intégrant des ressources informatiques géo-
graphiquement distantes et un grand nombre d’utilisateurs, cette architecture permet de répondre pro-
gressivement aux besoins de collaboration requis par la majorité des communautés scientifiques. Le 
succès de sa mise en production repose vraisemblablement sur le concept d’organisation virtuelle 
(VO), un élément organisationnel central permettant la fourniture, l’accès et le partage sécurisés de 
ressources informatiques (données, processeurs et stockage). Ainsi, l’architecture de grille EGEE offre 
a priori plusieurs avantages pour mener l’étude de faisabilité proposée dans cette recherche. 
                                                     
20 Open Grid Forum : http://www.ogf.org/ 
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II - 3. La cartographie en ligne entre géomatique et services web 
L’avènement progressif des réseaux informatiques offre de nouvelles potentialités technologiques à de 
nombreux domaines scientifiques, tel que la géomatique. En effet, la gestion et le partage de 
l’information géographique, essentielle à la caractérisation des phénomènes naturels ayant lieu à la 
surface de la Terre, a pu être améliorée par le recours à des solutions tirant profit d’Internet et du Web. 
Ainsi, cette deuxième partie de chapitre s’attache à présenter les fondements conceptuels de la géo-
matique, science de l’information géographie, et son évolution croissante vers une distribution géogra-
phique de ses composants logiciels et de ses sources de données. 
II - 3.1. Gestion des données géoréférencées : SIG et géomatique 
II - 3.1.1. Définitions 
La géomatique ou science de l’information géographique, définie comme « l’ensemble des techniques 
de traitement informatique de l’information géographique » (DENEGRE et SALGE, 2004), peut être assimi-
lée à une science à part entière, la science de l’information géographique (GOODCHILD, 1992) et corres-
pond à un des champs de recherche de cette étude. L’information géographique peut être représentée 
par un point, une ligne ou une aire, et par conséquent permet de représenter tout phénomène spatial21. 
Dans un contexte technologique de plus en plus propice, de nombreuses initiatives ont vu le jour afin 
de faciliter la manipulation et la réutilisation de l’information géographique pour répondre à différents 
besoins par des utilisateurs non-experts (BURROUGH, 1986 ; LONGLEY et al., 2005). D’un point de vue 
scientifique, l’apparition et le succès rapide des systèmes d’information géographique (SIG), dédiés à 
la prise en charge de l’information géographique, peuvent être corrélé à la conviction que les phéno-
mènes à la surface de la Terre et leur compréhension nécessitent une approche multidisciplinaire. Ain-
si, le SIG, en superposant des données de disciplines différentes mais complémentaires, permettent 
d’avoir une vision plus générale et synthétique d’un problème donné (BURROUGH, 1986 ; LAURINI et 
THOMPSON, 1992 ; ROCHE et CARON, 2004). Enfin, le « SIG est fondamental pour la résolution de pro-
blèmes du monde réel » (LONGLEY et al., 2005), ce qui correspond pleinement à la problématique 
d’expertise hydrométéorologique nécessaire à la gestion de crise « inondation ». 
Il existe de nombreuses définitions et appellations faisant référence à un système d’information géo-
graphique (BORDIN, 2002). Certains auteurs accordent une importance particulière à sa dimension 
« base de données » (PORNON, 1992 ; SERVIGNE et LIBOUREL, 2006). BORDIN (2002) résume cette ap-
proche en considérant les SIG comme des « systèmes de gestion de base de données pour la saisie, 
le stockage, l’extraction, l’interrogation, l’analyse et l’affichage de données localisées ». L’accent peut 
être mis sur l’aspect « traitement » en assimilant un SIG à « un groupe de procédures qui permettent la 
saisie, le stockage, la récupération, la cartographie et l’analyse spatiale de données tant spatiales 
qu’attributaires pour supporter l’aide à la décision de l’organisation » (GRIMSHAW, 1994). Enfin, JOLIVEAU 
(1996) globalise le SIG comme : 
                                                     
21 Il est possible de distinguer l’approche « vecteur » principalement utilisée pour représenter des informations structurelles 
et l’approche « raster » dédiée à la représentation de phénomènes spatialement continus 
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« l’ensemble des structures, des méthodes, des outils et des données constitué pour rendre 
compte des phénomènes localisés dans un espace spécifique et faciliter les décisions à 
prendre sur cet espace ». 
C’est donc dans une optique d’aide à la décision qu’il est appréhendé dans cette recherche. 
Cette multiplicité de points de vue ne doit pas occulter le fait que l’information géographique constitue 
le cœur même d’un SIG. La meilleure façon de l’appréhender est certainement d’énumérer les ques-
tions fondamentales auxquelles il se doit de répondre (BORDIN, 2002 ; BURROUGH, 1986) : 
- les questions simples, telles que Où ? Quoi ? (Qui ? Quel ?) qui correspondent à des fonctions 
de gestion permettant de localiser un objet et de se renseigner sur ses caractéristiques, elles 
traduisent directement la démarche de lecture d’une carte. 
- les requêtes complexes, comme Comment ? Et si ? qui ouvre la voie à des fonctionnalités évo-
luées basées sur les tâches basiques du premier niveau. Au travers de ces questions, le SIG 
s’apparente à de véritables outils d’aide à la décision ou de simulations, comme par exemple 
des études d’impacts environnementaux. 
- le cas particulier du Quand ? qui n’apparait pas être un élément fondateur du SIG, et qui en-
core de nos jours n’a pas réellement de fonctionnalités dédiées et nécessitant souvent un effort 
technique non négligeable. 
L’une des plus grandes caractéristiques du SIG est sa capacité à superposer des couches représen-
tants différents types d’information géographique (AYRAL et SAUVAGNARGUES, 2009). Par conséquence, 
il existe un grand nombre de façons de représenter cartographiquement les données brutes et 
l’information géographique en résultant. Ainsi, la sémiologie graphique s’intéresse aux différentes ma-
nières de représenter les données géographiques sur une carte de manière à présenter et à mettre en 
valeur l’information souhaitée, au point de pouvoir « faire mentir les cartes » (MONMONIER, 1993). Ainsi, 
le résultat cartographique obtenu est souvent « plus facile à lire qu’un photographie, plus précise qu’un 
texte et plus expressive qu’un tableau […] apporte une information traitée et sélectionnée, mise à por-
tée du lecteur […] bref la traduction cartographique d’une réalité » (Brunet, 1987). La cartographie et le 
SIG et plus largement l’information géographique apparaissent donc comme des éléments primordiaux 
dans un contexte d’aide à la décision, tels que la gestion de crise « inondation » (SAUVAGNARGUES-
LESAGE et AYRAL, 2007). 
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II - 3.1.2. Structuration et finalité de l’information géographique dans un SIG 
D’un point de vue structurel, un SIG est structuré autour de plusieurs composantes (AYRAL et SAUVA-
GNARGUES-LESAGE, 2009 ; BURROUGH, 1986 ; PORNON, 1992) (Figure 27). 
 
Figure 27 : Les 4 composantes du SIG et par ex-
tension de la géomatique  
Ces composantes sont au nombre de 4 : 
- le matériel, à savoir un ordinateur, un serveur ou un réseau local, du matériel d’acquisition 
(théodolite, GPS, scanner, etc.…), de stockage, de visualisation et d’impression. Certains au-
teurs complètent cette liste non exhaustive avec le réseau, tel que l’Internet (BURROUGH, 1986). 
- les données qui sont de deux ordres, géographiques et attributaires. La base de données 
sous-jacente permet de les relier intrinsèquement, afin de pouvoir considérer un objet géogra-
phique tant par son aspect spatial que par ses caractéristiques attributaires. D’un point de vue 
économique, les données représentent entre 60 et 80% des coûts de mise en place d’un SIG 
(PORNON, 1992). 
- les applications qui composent la dimension logicielle du SIG et qui opèrent en tant qu’interface 
entre les trois autres composantes. On retrouve 4 grandes familles de fonctionnalités : 
o l’acquisition en vue de manipuler les données, 
o l’archivage en vue de stocker et d’extraire les données sous la forme d’une base de 
données à composante géographique, 
o l’analyse en vue d’interroger, de transformer et d’étudier les données 
o l’affichage en vue de visualiser les données et de produire un résultat cartographique 
Au sein de ces 4 familles de nombreuses fonctionnalités existent et évoluent suivant la finalité 
même du SIG. 
75 
 
Chapitre 2 : L’informatique distribuée 
- les personnes que l’on retrouve tout au long du cycle de vie du SIG. La démocratisation de 
l’information géographique dans le quotidien de la population implique de plus en plus cette 
dernière en tant qu’utilisateur à part entière. 
De nombreux domaines utilisent les SIG pour gérer et traiter l’information géographique. Ainsi, la clas-
sification des SIG varie d’un auteur à l’autre, BORDIN (2002) identifie 4 types d’usage principaux : 
- inventaire-observatoire qui permet de collecter, d’intégrer et de mettre en cohérence un en-
semble de données autour d’un thème donné, 
- étude-aide à la décision dont l’objectif est d’analyser les données géographiques entre elles 
pour répondre à une problématique donnée, 
- gestion-suivi qui correspond à la dimension « application » d’un SIG, 
- communication qui facilite la diffusion d’information géographique entre plusieurs utilisateurs. 
Dans ce contexte, l’utilisation croissante des SIG dans le monde industriel et institutionnel est tout à fait 
justifiée. Si la plupart des défis technologiques inhérents à l’utilisation des SIG par des utilisateurs non-
spécialistes sont à l’heure actuelle maîtrisés aux travers de solutions commerciales de plus en plus 
performantes, il subsiste toujours des difficultés d’ordre technologique et politico-organisationnelle pour 
le partage de l’information géographique à grande échelle. 
II - 3.2. Les SIG et les réseaux informatiques 
II - 3.2.1. Cartographie en ligne : définitions et principe 
Dans la suite de cet exposé, une attention particulière est donnée à l’utilisation et le partage de 
l’information géographique au travers des réseaux informatiques. En effet, le perfectionnement des 
réseaux en termes de largeur de bande passante et de débit a permis d’entrevoir une nouvelle façon 
d’appréhender et de manipuler l’information géographique (Figure 28).  
 
Figure 28 : Évolution architectural des SIG en ligne 
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Ainsi, au travers d’Internet et plus largement des réseaux informatiques, le domaine des SIG a vu se 
développer des capacités d’échanges de données à grande échelle mais aussi la possibilité 
« d’incorporer interaction et animation dans l’affichage » (PETERSON, 2005). 
L’internet apparait comme un moyen de diffusion et de partage à l’échelle planétaire puisque qui-
conque le désire à l’heure actuelle peut se connecter à ce réseau mondial et communiquer avec 
d’autres utilisateurs géographiquement distants. La diffusion de l’information géographique ne repré-
sente pas une exception en soi, elle peut a priori être échangée à travers le réseau Internet. Cepen-
dant, l’aspect composite de l’information géographique, caractérisée par ses propriétés attributaires et 
spatiales, est un défi technologique majeur pour l’utilisation des SIG en ligne (CARTWRIGHT, 1999 ; 
KRAAK et BROWN, 2001 ; VAN ELZAKKER, 2001a). 
Il est possible de définir la cartographie en ligne ou « Webmapping » comme un « processus de distri-
bution de données géoréférencées via un réseau tel qu’Internet ou un intranet et de leur visualisation 
sur des applications cartographiques via une interface web » (MITCHELL, 2005). PENG et TSOU (2003) 
préfèrent le terme de « SIG Internet » (en anglais « Internet GIS ») qu’ils définissant comme « le do-
maine de recherche et d’application qui utilise Internet et les autres systèmes réseau (incluant les 
communications sans fil et les Intranets) pour faciliter l’accès, le traitement et la diffusion d’information 
géographique ». Finalement, l’omniprésence des technologies multimédias apparaît comme une carac-
téristique essentielle des SIG en ligne (LEPRINCE et al., 2003). 
La définition suivante est ainsi proposée pour la cartographie en ligne : 
Processus de distribution et de manipulation de données géoréférencées via un réseau in-
formatique visant à faciliter leur partage et leur visualisation au moyen d’une interface web 
enrichie de technologies multimédias 
II - 3.2.2. Une typologie de la cartographie en ligne 
Une revue bibliographique (AVRIL et al., 2005 ; AYRAL et al., 2010 ; CARTWRIGHT, 2005 ; KÖBBEN, 2001 ; 
LEPRINCE et al., 2003 ; MACEACHREN, 1998 ; MITCHELL, 2005 ; PENG et TSOU, 2003 ; PETERSON, 2005 ; 
STANGER, 2008 ; VAN ELZAKKER, 2001a ; 2001b), a permis d’établir une  typologie des solutions carto-
graphiques au travers de réseaux locaux ou d’Internet. La précision de la typologie et les critères de 
distinction peuvent varier d’un auteur à l’autre, cependant ces classifications s’appuient sur les poten-
tialités fonctionnelles des solutions et les architectures informatiques sous-jacentes. 
De manière générale, la cartographie en ligne s’appuie historiquement sur le modèle informatique 
client-serveur couplé à une base de données distante ou intégrée au serveur d’application (respecti-
vement une architecture deux tiers et trois tiers) (Figure 29). 
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Figure 29 : Modèle client-serveur dédié à la cartographie en ligne (JEGOU, 2009) 
D’autre part, trois critères principaux permettent de caractériser une application de cartographie du 
point de vue utilisateur (VAN ELZAKKER, 2001a) : 
- l’audience, selon que l’application soit dédiée à des fins personnelles ou à un groupe 
d’utilisateurs, 
- l’interaction (ou dynamicité) au sens d’interactivité relative à la possibilité « d’interroger 
n’importe quelle partie de la carte et ensuite demander toute information supplémentaire dis-
ponible » (CARTWRIGHT, 2005), 
- la diversité et la richesse des données et des fonctionnalités, qui sous-entend la connaissance 
préalable des ressources mises à disposition ou leur découverte « à la volée ». 
En se basant sur ces critères de performance, il est possible d’identifier deux grandes familles de solu-
tions de SIG en ligne dans lesquelles l’interaction et la diversité fonctionnelle apparaissent croissantes :  
- La diffusion de cartes statiques ou « cartes mortes » scannées ou dessinées sous forme 
d’images (format JPEG, GIF, etc.), ou de formats graphiques vectoriels (PDF, SVG, Flash, 
etc.) permettant d’améliorer la dynamicité22 des solutions cartographiques, 
- La mise à disposition de données géographiques par des serveurs cartographiques, dédiés qui 
offrent des moyens de cartographie à la demande et sont interactifs. Cette méthodologie inclut 
une dimension cliente importante 
II - 3.2.2.1. La publication de cartes statiques 
Il s’agit d’intégrer des cartes dans des sites web par l’intermédiaire de formats « image » (balises 
HTML). Cette approche offre peu d’interactivité à l’utilisateur, seule la définition préalable de zones 
cliquables peut permettre d’offrir des fonctionnalités de zoom. Une évolution vers des solutions plus 
dynamiques, a été initiée par l’utilisation de formats graphiques tels que le PDF (Portable Document 
Format), le SVG (Scalable Vector Graphics), format graphique à échelle variable, et le format proprié-
taire Flash (CARTWRIGHT, 2005 ; PENG et TSOU, 2003 ; PETERSON, 2005). Ces formats permettent « une 
écriture graphique vectorielle en 2D » (AVRIL et al., 2005). Le serveur est capable de produire ces for-
                                                     
22 Ce terme correspond à la capacité d’actualisation graphique 
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mats en fonction des requêtes de l’utilisateur et de les intégrer dans le site web. Côté client, un plugin 
est souvent nécessaire pour visualiser et manipuler ces formats. 
II - 3.2.2.2. La cartographie en ligne interactive et l’enrichissement des so-
lutions clientes 
L’idée fondamentale de cette approche repose sur l’enrichissement du serveur avec des fonctionnalités 
cartographiques, permettant à l’utilisateur des requêtes sur l’information géographique. Cette solution 
s’appuie sur deux technologies logicielles majeures : 
- les formulaires qui correspondent à des pages Internet que l’utilisateur remplit et soumet au 
serveur (HTTP GET), 
- la Common Gateway Interface (CGI) qui est une interface intégrée dans le serveur et qui per-
met l’interprétation de paramètres fournis par l’utilisateur et le contrôle de serveurs 
d’applications et de base de données. 
Cette solution est basée sur une architecture trois tiers (client – serveur). Le premier tiers correspond 
au navigateur web côté client qui permet de faire des requêtes, le second tiers est le serveur web enri-
chi de fonctionnalités permettant la prise en charge de données géographiques et l’interprétation de 
requêtes paramétriques (CGI), enfin le dernier tiers représente les serveurs de données et 
d’applications avec lesquels le serveur central peut communiquer et produire le résultat publié sur le 
navigateur du client (Figure 30). 
 
Figure 30 : Serveur cartographique enrichi d’une interface CGI (d'après PENG et TSOU, 2003) 
Cette solution est à l’heure actuelle la plus répandue. L’une des premières initiatives correspond au 
serveur cartographique Mapserver développé durant les années 90 par l’université du Minnesota (MIT-
CHELL, 2005). La solution commerciale ArcIMS® d’ESRI se base sur la même philosophie de fonction-
nement pour laquelle des extensions fonctionnelles sont intégrées au serveur web enfin de supporter la 
gestion de l’information géographique (JIANG, 2005). 
A l’origine, le navigateur web affichait la cartographie demandée par l’utilisateur sans que ce dernier 
puisse réellement naviguer et changer son apparence. En effet, chaque changement d’affichage 
(zoom, recadrage, graphisme, etc.) nécessitait le renvoie d’une requête au serveur afin de reconstruire 
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la sortie cartographique adéquate (PENG et TSOU, 2003 ; MITCHELL, 2005). Ainsi, pour des sites web à 
grande audience, une surcharge du réseau pouvait subvenir et limiter la dynamicité de l’interface 
(JIANG, 2005). L’une des solutions, pour améliorer ces problématiques de mise en charge du réseau, 
est d’avoir recours à des solutions cartographiques clientes. 
Dans ce sens, le recours à des plugins côté client comme la plateforme JAVA et les contrôles ActiveX, 
ou aux langages JavaScript et au canevas AJAX permettent d’atteindre de tels objectifs (AVRIL et al., 
2005 ; JIANG, 2005 ; KÖBBEN, 2001 ; PENG et TSOU, 2003). D’autre part, des clients cartographiques, 
tels que MapFish23 et OpenLayers24, permettent la prise en charge des données géographiques sur le 
navigateur client et fournissent un canevas graphique de base pour le développement de l’interface 
graphique. Dans ce sens, les fonctionnalités de base, telles que l’interrogation des données, le zoom 
ou la sémiologie sont effectuées sur le poste client de manière à limiter les interactions avec le serveur 
cartographique distant. 
Les solutions opérationnelles de cartographie en ligne tirent souvent profit des différentes solutions 
abordées et sont de manière générale basées sur un serveur cartographique. Les paragraphes précé-
dents se sont attachés à montrer les potentialités d’un SIG en ligne pour supporter les besoins de 
d’interrogation, de visualisation et de partage de l’information géographique qui apparaissent néces-
saires dans un contexte d’aide à la décision relatif à une situation de crise. 
II - 3.2.3. La science de l’information géographique 
                                                     
Les paragraphes suivants présentent l’évolution du SIG et de la cartographie en ligne, telle qu’elle a été 
envisagée par GOODCHILD (1992) au travers de l’appellation « science de l’information géographique » 
II - 3.2.3.1. Nouveaux enjeux du SIG en ligne 
L’origine des solutions de SIG en ligne est souvent reliée à l’initiative de plusieurs partenaires à des 
fins de communication et de partage de données géographiques. La phase de conception est basée 
sur les caractéristiques informatiques des systèmes d’informations auxquels cette solution sera con-
nectée, ainsi que sur les besoins fonctionnels des futurs utilisateurs. Cette situation engendre de nom-
breuses solutions algorithmiques et de nombreux formats de données rendant la généralisation et la 
réutilisation souvent difficile et limitant clairement l’interopérabilité des systèmes opérants (TALADOIRE, 
2003). D’un point de vue applicatif, le SIG en ligne permet de « collecter des données provenant de 
plusieurs sources hétérogènes pour constituer le capital de connaissance sur lequel fonder son fonc-
tionnement » (CULLOT et al., 2003), peut engendrer des problèmes critiques de compatibilité (TALA-
DOIRE, 2003) et une multiplication des interfaces de communication (Figure 31a). 
À titre d’exemple, la directive européenne INSPIRE (Infrastructure for Spatial Information in Europe) 
vise à créer une infrastructure de données spatiales pour mieux formuler, mettre en œuvre et assurer le 
suivi des politiques communautaires environnementales (AFIGéO, 2007). Cette infrastructure a pour 
objectif de permettre la découverte de données spatiales et la construction de chaînes de services 
d’information géographique par des utilisateurs finaux. 
23 http://mapfish.org/ 
24 http://openlayers.org/ 
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Figure 31 : Connexion de SIG distants sans norme d’échange (a)) et avec une norme d’échange (b))     
(BORDIN, 2002) 
D’autre part, l’orientation informationnelle du World Wild Web, a longtemps limité les potentialités fonc-
tionnelles des sites web et donc de la cartographie en ligne (JIANG, 2005). Dans ce contexte, les nou-
velles tendances technologiques et politiques de la cartographie en ligne, et plus largement des SIG 
s’attachent d’une part à normaliser la gestion de l’information géographique à l’échelle internationale 
(Figure 31b) et d’autre part à promouvoir de facto le développement de services d’information géogra-
phique offrant une véritable capacité de géotraitement aux SIG en ligne. 
II - 3.2.3.2. Principe fonctionnel des services d’information géographique 
Les technologies relatives à l’information géographique ont de tout temps suivi de près les évolutions 
des technologies de l’information et de la communication (PENG et TSOU, 2003). La maîtrise croissante 
d’architectures informatiques grande échelle administrées par des intergiciels de plus en plus perfor-
mants (cf. §.II – 2.2.3) garantit progressivement une base technologique fiable pour envisager le SIG 
de manière distribuée. 
L’article de TSOU et BUTTENFIELD (2002) « A dynamic architecture for distributing geographic information 
services » pose les bases fondamentales de ce que doivent être les services d’information géogra-
phique. Cette philosophie promeut le développement de solutions multi-tiers (CUTHBERT, 1999), dans 
un mode de communication proche du pair-à-pair (cf. §.II - 2.2.2). Il est question de « nœud SIG » mis 
en relation afin de partager un ensemble de services, tels que des données et des géotraitements 
(Figure 32). 
 
Figure 32 : Les trois grandes types d’architecture SIG (PENG et TSOU, 2003 ; TSOU et BUTTENFIELD (2002) 
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L’internet GIS (PENG et TSOU, 2003), le web geospatial (LAKE et FARLEY, 2007), les services 
d’information géographique (TSOU et BUTTENFIELD, 2002) ou bien encore le GeoWeb 2.025 sont autant 
d’appellations faisant référence à cette nouvelle approche de la gestion de l’information géographique 
de manière ubiquitaire. Ces différents néologismes constituent le socle technologique et philosophique 
d’une « néogéographie26 » dans laquelle les composants fondamentaux des SIG sont géographique-
ment distribués et permettent de résoudre le « manque d’interopérabilité, de modularité et de flexibili-
té » des SIG en ligne actuels (TSOU et BUTTENFIELD, 2002). 
Au travers de cette nouvelle approche, l’architecture, au sens large, incluant les données et les outils, 
est construite « temporairement en connectant des objets (données) et des composants logiciels à 
travers les réseaux informatiques » (TSOU et BUTTENFIELD, 2002). LAKE et FARLEY (2007) élargissent 
cette vision en positionnant cette architecture à travers de « multiples juridictions et régions géogra-
phiques ». 
Si la mise en place de tels systèmes requiert une certaine révolution des mentalités, par rapport à la 
propriété intellectuelle et la nécessité de reconfiguration des systèmes monolithiques existants (TSOU et 
BUTTENFIELD, 2002), cette nouvelle approche offre plusieurs avantages indéniables (PENG et TSOU, 
2003) : 
- la globalisation de l’accès à l’information géographique et parallèlement sa décentralisation qui 
semble faciliter le traitement de données géographiques de plus en plus conséquentes. Il en 
résulte une révolution dans la manière de traiter ces données, à la méthode classique de rapa-
triement des données s’oppose un nouvelle vision où les algorithmes vont là où la donnée se 
trouve. 
- la construction d’une chaîne de traitements « à la demande » peut être sérieusement envisa-
gée, en opposition à l’observation classique que « 90 % des utilisateurs utilisent moins de 10 % 
des logiciels » (PENG et TSOU, 2003). 
- cette approche basée sur les récentes révolutions informatiques rend l’information géogra-
phique et ses outils de traitement accessible par n’importe qui à n’importe quel endroit (Pornon 
et al., 2008). 
Comme le souligne TSOU et BUTTENFIELD (2002), une architecture informatique distribuée représente un 
support adapté pour réaliser une telle infrastructure. Il paraît dès lors envisageable d’utiliser la techno-
logie grille comme support de services d’information géographiques dédiés au traitement de fonction-
nalités SIG plus complexes (Comment ? et Si ? du §.II - 3.1.1).  
 
 
 
                                                     
25 D’après le GéoSéminaire 2008 - Géoweb 2.0 : vers des SIG collaboratifs ? (cf. http://geoseminaire2008.teledetection.fr/) 
26 http://fr.wikipedia.org/wiki/Néogéographie 
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II - 3.2.3.3. L’Open Geospatial Consortium : une formalisation opération-
nelle des services d’information géographique 
Ces services géographiques résultent clairement de la politique mondiale de normalisation de 
l’information géographique principalement guidée par le l’Open Geospatial Consortium (OGC). Associé 
au comité technique ISO/TC211, l’effort de normalisation de l’OGC « illustre la détermination de ré-
soudre les problèmes associés à l’intégration d’applications SIG en ligne » (TSOU et BUTTENFIELD, 
2002). 
L’OGC, anciennement OpenGIS Consortium, représente actuellement la plus importante initiative de 
normalisation et de standardisation de l’information géographique. Ce consortium à but non lucratif, 
international et volontaire a été fondé en 1994 et regroupe 388 industriels, agences gouvernementales 
et universités (OGC, 2009). Il est rattaché à l’Organisation Internationale de Normalisation (ISO) (LAKE 
et FARLEY, 2007). Son objectif principal est d’établir un ensemble de normes dans le but de faciliter 
l’échange de données géographiques et plus largement de services dédiés à leur manipulation. La 
première motivation de l’OGC concerne donc l’interopérabilité (cf. §.II – 1.3) des systèmes d’information 
géographique. Au niveau logiciel, elle signifie que deux composants (A et B) peuvent interopérer si A 
peut envoyer des requêtes pour un service à B, basé sur une compréhension mutuelle de cette requête 
par A et B, et si B peut de la même manière retourner une réponse à A mutuellement compréhensible 
(PERCIVALL, 2002) (Figure 33). 
 
Figure 33 : Interopérabilité à l'échelle des composants                          
(D'après PERCIVALL, 2002) 
Dans ce sens, l’OGC définit des spécifications techniques standardisées, à l’attention des dévelop-
peurs, décrivant les protocoles, l’encodage des données et l’interface des logiciels à respecter pour 
garantir l’interopérabilité de leur système d’information géographique (OGC, 2009). Ce consortium n’a 
pas la vocation de développer des solutions opérationnelles mais plutôt des documents d’ingénierie. 
Concrètement, ces spécifications définissent le vocabulaire et la syntaxe des opérations de communi-
cation et de manipulation de l’information géographique27. Les membres industriels et académiques 
développent ensuite des solutions en accord avec ces recommandations (certifié OGC Compliant) et 
participent activement à leur généralisation. 
II - 3.2.3.4. Interfaces, opérations et services 
Les concepts fondamentaux de l’approche de l’OGC sont le service, l’interface et l’opération. Le service 
est fourni par une entité logicielle ou physique au travers d’interfaces. Ces dernières définissent 
l’ensemble des opérations dont dispose le service et la manière de les utiliser. Ainsi, une interface 
standardisée permet à un composant d’envoyer un message complexe (données et instructions) à un 
                                                     
27 Il est souvent question d’ontologie (http://www.techno-science.net/?onglet=glossaire&definition=324) 
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autre composant qui est lui-même apte à interpréter cette requête et à retourner une réponse adéquate 
grâce à sa propre interface standardisée. D’autre part, elle détaille à la demande l’ensemble des opéra-
tions qui caractérise le service invoqué (KLOPFER, 2005). 
En définissant les spécifications d’interfaces que les fournisseurs de données ou de géotraitements 
doivent respecter, l’OGC rend possible la mise en communication de systèmes d’information technolo-
giquement indépendants et l’utilisation transparente de services décentralisés (Cuthbert, 1999). Il est 
question de web services de l’Open Geospatial Consortium (OWS). Ces services web standardisés 
encapsulent des données et/ou des géotraitements, et sont considérés comme des composants indé-
pendants capables de communiquer et d’interagir afin d’automatiser des chaînes de traitements (OGC, 
2009). Ainsi, à terme l’OGC sera capable de fournir les mêmes services, au sens d’opérations, que les 
SIG mais au travers du Web 
Selon, le consortium W3C28 relatif à la standardisation du World Wide Web, un service web est en 
substance (W3C, 2005): 
un système logiciel construit pour supporter l’interaction de machine à machine de manière 
interopérable au travers d’un réseau. Il dispose d’une interface décrite dans un format inter-
prétable par une machine […]. Les autres systèmes interagissent avec le service web, d’une 
manière prévue par sa description, grâce à des messages SOAP, utilisant le HTTP avec une 
sérialisation XML et en conjonction avec les autres standards relatifs au Web 
Les services web « permettent aux implémentations d’être réutilisées sans impacter les clients […] et 
correspondent à un système faiblement couplé », indépendants des langages de programmation, ils 
sont développés au dessus du système d’information afin que « les processus internes ne soient ja-
mais affectés » (KRALIDIS, 2007). Il en résulte pour les institutions une « réduction de la gestion des 
données […], l’intégration et le développement rapide d’applications et […] un engagement réduit ». Il 
est question d’architecture orientée services, déjà abordée dans le cadre de la 3ème génération de grille 
(cf. §.II - 2.3.1.3). 
Ainsi, l’analyse bibliographique développée dans les paragraphes précédents permet d’établir une défi-
nition d’un service d’information géographique : 
Un composant logiciel auto-descriptif supportant l’accès à une donnée géoréférencée ou la 
prise en charge d’un géotraitement à travers un réseau informatique distribué, et capable 
d’interopérer dynamiquement avec un service web, un système d’information ou un utilisateur 
distants. 
La première hypothèse de recherche, d’ordre technologique, peut être dès lors envisagée. Le prévi-
sionniste peut s’appuyer sur une interface graphique interactive (cartographie en ligne) afin d’interroger 
et visualiser l’ensemble des données hydrométéorologiques (géoréférencées) collectées et/ou résul-
tantes de géotraitements pris en charge par des services d’information géographique et exécutés sur 
                                                     
28 http://www.w3.org/ 
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les nœuds de calcul d’une architecture de grille. Cependant, même si les tendances actuelles de 
l’informatique distribuée tendent à permettre un enrichissement technologique de la cartographie en 
ligne, le fossé reste encore important entre un SIG bureautique (tels qu’ArcGis de la société ESRI ou 
MapInfo chez Pitney Bowes) et un SIG en ligne enrichi de services d’information géographique. En 
illustration, le témoignage de Mike Hickey, le patron de Pitney Bowes (MapInfo) pour qui “l’explosion de 
la néogéographie suscite de l’intérêt et pousse à la convergence des données collaboratives, mais ce 
n’est pas du SIG” (FRANCICA, 2007). 
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SYNTHESE 
Ce chapitre s’est attaché à développer une analyse bibliographique sur les technologies informatiques, 
et leurs courants de pensées, expérimentées dans cette recherche. Deux éléments centraux de ré-
flexion peuvent d’ores et déjà être soulignés : 
- Les caractéristiques informatiques de grande ampleur offertes par l’architecture EGEE et la 
dimension collaborative qu’elle fournit apparaissent comme des garanties fortes à l’accès à des 
capacités de calcul et de partage dans un contexte sécurisé et fiable, 
- Les initiatives récentes d’intégration de nouvelles potentialités fonctionnelles, offertes par les 
réseaux informatiques, dans les méthodes et outils propres à la géomatique, en font une solu-
tion pérenne pour intégrer, analyser, et publier les données relatives à l’expertise hydrométéo-
rologique, 
Ainsi, la suite de ce mémoire de recherche, et la proposition méthodologique qu’il développe, doit être 
appréhendée au travers de cette articulation technologique entre l’architecture de grille EGEE et les 
méthodes modernes de manipulation de l’information géographique, dans la même philosophie que la 
collaboration récente entre les consortiums de l’Open Grid Forum (OGF) et de l’Open Geospa-
tial Consortium (OGC). 
 
 
 
 
 PARTIE 2 
 
 
Technologie grille et géomatique 
pour l’expertise                         
hydrométéorologique en situation 
de crise 
« La machine elle-même, plus elle se perfectionne, plus elle s'efface derrière son 
rôle. Il semble que tout l'effort industriel de l'homme, tous ses calculs, toutes ses 
nuits de veille sur les épures, n'aboutissent, comme signes visibles, qu'à la seule 
simplicité, comme s'il fallait l'expérience de plusieurs générations pour dégager peu 
à peu la courbe d'une colonne, d'une carène, ou d'un fuselage d'avion, jusqu'à leur 
rendre la pureté élémentaire de la courbe d'un sein ou d'une épaule »  
 
Antoine de Saint-Exupéry, Terre des hommes, 1931 
 
 
 
 
 
 
 
 
 
 
 
 Chapitre 3 
L’expertise hydrométéorologique des crues 
à cinétique rapide 
3.1. L’existant technologique du service de prévision des crues « Grand Delta » 
3.2. Retours d'expérience : besoins opérationnels, scientifiques et technologiques 
 
 
 Le Service de Prévision des Crues « Grand Delta » (SPC-GD) correspond au cas 
d’utilisation sélectionné pour expérimenter la technologie grille en tant que solution tech-
nologique susceptible de répondre à la nouvelle mission de prévision de ce service. La 
confrontation entre le fonctionnement existant du SPC-GD et les retours d’expériences 
élaborés à la suite de crues à cinétique rapide exceptionnelles amène à la définition pré-
cise des besoins récurrents de ce service. 
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INTRODUCTION 
La partie 1 de ce mémoire de recherche s’est attaché à établir un état de l’art sur les crues à 
cinétique rapide et les moyens mis en œuvre pour les prendre en charge en situation opérationnelle, et 
sur les nouvelles technologies de l’information et de la communication offrant des solutions de collabo-
ration, de partage et d’aide à la décision efficaces et opérationnelles. L’intégration, au sens d’adoption, 
de ces technologies dans les systèmes d’information des services opérationnels de la Sécurité Civile, 
requiert une appréhension précise des moyens informatiques et organisationnels existants à l’heure 
actuelle dans ces services. Étant donné la répartition géographique de ces phénomènes de crues à 
cinétique rapide sur le quart sud-est du territoire métropolitain français, le service de prévision des 
crues « Grand Delta » apparaît comme un acteur opérationnel approprié aux objectifs de recherche de 
cette étude. 
L’exigence d’amélioration continue et récurrente de ce service, dans la philosophie générale de 
la Sécurité Civile, impose une définition précise de ses faiblesses et de ses besoins en matière de prise 
en charge de l’information hydrométéorologique, relative aux crues à cinétique rapide, en situation de 
crise. La connaissance, la plus exhaustive possible, de ces besoins opérationnels et de l’existant fonc-
tionnel du SPC-GD doivent permettre de spécifier précisément les orientations méthodologiques à me-
ner pour répondre à son nécessaire perfectionnement. 
De plus, l’objectif sous-jacent de généralisation des méthodes et outils proposés dans cette re-
cherche impose une méthodologie d’analyse de l’existant rigoureuse et formalisée que des méthodes 
comme le Reference Model of Open Distributed Processing (RM-ODP) et le langage UML (Unified 
Modelling Language) peuvent fournir. Ainsi, la première partie de chapitre s’attache à décrire l’existant 
technologique du SPC-GD au moyen des méthodes d’analyse proposées ci-dessus. Dans une se-
conde partie, l’analyse de deux évènements hydrométéorologiques extrêmes, à savoir les inondations 
dans le département de l’Aude en 1999 et celles dans le département du Gard en 2002, doit permettre 
de déceler les besoins opérationnel de ce service en matière de prévision des crues à cinétique rapide. 
Ce chapitre, en définissant une base de connaissance solide sur la gestion opérationnelle des crues à 
cinétique rapide par le SPC-GD, doit permettre de définir précisément les orientations méthodologiques 
proposées dans cette recherche. 
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III - 1. L’existant technologique du Service de Prévision des Crues 
« Grand Delta » 
III - 1.1. Les méthodes « Reference Model of Open Distributed Proces-
sing » et «Unified Modelling Language » dédiées à la spécifica-
tion des systèmes d’information 
En vue de présenter les objectifs d’améliorations technologiques du SPC-GD basée sur la technologie 
grille, il convient au préalable de décrire son système actuel d’information en précisant toutes ses ca-
ractéristiques. Il s’agit d’une étape nécessaire et indispensable pour la description complète d’un ser-
vice opérationnel, tel que le SPC-GD, et l’adoption efficace et adaptée de la technologie grille au sein 
de ce dernier (VICAT-BLANC PRIMET et al., 2003). Pour décrire le système d’information du SPC-GD, Il 
est important d’avoir recours à des méthodologies formalisées et reconnues par les communautés 
scientifiques et d’ingénierie. Le cadre conceptuel pour l’ingénierie des systèmes d’information RM-ODP 
a été choisi (Reference Model of Open Distributed Processing) pour fournir des réponses au 
« Quoi décrire », et le langage UML (Unified Modelling Language) pour répondre au « Comment dé-
crire ».  
III - 1.1.1. La méthode RM-ODP ou modèle de référence pour le « traitement 
réparti ouvert » 
L’intérêt pour RM-ODP se situe dans sa capacité à modéliser des systèmes d’information distribués, 
c'est-à-dire composés de « ressources informatiques hétérogènes appartenant à des domaines admi-
nistratifs différents » (ISO/IEC 10746-1). Il est décrit par les normes ISO suivantes : ISO/IEC 10746-11, 
ISO/IEC 10746-22, ISO/IEC 10746-33, ISO/IEC 10746-44. Ce cadre conceptuel définit des moyens de 
spécification de systèmes d’information au moyen de plusieurs points de vue (Tab. 2). De plus, son 
utilisation par l’Open Geospatial Consortium pour décrire ses spécifications techniques a motivé ce 
choix (PERCIVALL, 2002). 
Point de vue Description 
Entreprise Objectif, compétences et politiques du système d’information dans son environnement 
Information 
Les types d’informations prises en charge par le système et les contraintes sur leur 
utilisation et leur interprétation 
Traitement Décomposition fonctionnelle du système sous la forme d’objets interagissant 
Ingénierie L’infrastructure nécessaire pour supporter la distribution du système d’information 
Technologie Les technologies pour supporter la distribution du système 
Tableau 2 : Points de vue du cadre conceptuel RM-ODP 
Ainsi, la méthode RM-ODP, en fournissant des critères de description précis, permet une présentation 
hiérarchisée et objective du système d’information du SPC-GD et des améliorations technologiques 
                                                     
1 ITU-T Rec. X.901 | ISO/IEC 10746-1 « Overview » 
2 ITU-T Rec. X.902 | ISO/IEC 10746-2 « Foundations » 
3 ITU-T Rec. X.903 | ISO/IEC 10746-3 « Architecture » 
4 ITU-T Rec. X.904 | ISO/IEC 10746-4 « Architectural Semantics » 
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proposées. Dans le cadre de cette spécification, elle a seulement été utilisée pour structurer la descrip-
tion UML du système existant et du système proposé. Les recommandations strictes définies dans la 
norme ISO/IEC 197935 ont été utilisées uniquement dans le choix des diagrammes UML pour décrire 
chaque point de vue RM-ODP. 
III - 1.1.2. Le langage UML 
                                                     
Le langage UML apparaît bien adapté pour réaliser la spécification du système existant. Il s’agit d’un 
langage visuel standardisé qui permet de représenter l’état et le fonctionnement d’un système 
d’information (RATIONAL PARTNERS, 1997). Comme le montre la figure 34, ce langage est basé sur des 
diagrammes dédiés aux descriptions structurelles, faisant abstraction des aspects temporels et dyna-
miques du système, et d’autres comportementaux décrivant l’enchaînement des opérations pour la 
réalisation des tâches principales.  
 
Figure 34 : Hiérarchie des diagrammes UML (d’après RATIONAL PARTNERS, 1997) 
Pour ce second groupe, il existe une sous-classe de diagrammes intitulée les diagrammes d’interaction 
permettant de décrire précisément les interactions entre les composants du système d’information et 
celles avec les acteurs de ce système. 
Dans le cadre de cette recherche, il s’agit de mieux comprendre dans un premier temps le comporte-
ment global et donc les fonctions « métier » du système d’information, et dans un second temps son 
fonctionnement proprement dit et sa structure technologique. Les diagrammes UML permettent 
d’appréhender cet existant technologique avec des niveaux d’abstraction différents. 
L’analyse qui suit se base sur 5 de ces diagrammes UML : 
- Le diagramme des cas d’utilisation qui montre les relations entre les acteurs et les fonctions 
principales du système 
- Le diagramme d’activité dont l’objectif est de se focaliser sur l’enchaînement des traitements 
au sein de chaque cas d’utilisation 
5 ITU-T Rec X.906 | ISO/IEC 19793 « Use of UML for ODP systems specifications » 
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- Le diagramme de séquence permettant de représenter les interactions entre les différents ac-
teurs et les composants du système d’information 
- Le diagramme de classes qui représente une vue statique des objets composés de caractéris-
tiques et de fonctions, ainsi que les relations entre ces objets.  
- Le diagramme de déploiement qui décrit la structure statique de l’infrastructure physique et lo-
gicielle en montrant les relations de dépendance de l’ensemble des composants. 
Finalement, l’intérêt d’utiliser des diagrammes UML réside dans la spécification précise et univoque des 
évolutions organisationnelles et technologiques apportées par l’adoption de la technologie grille et en-
gagées dans cette recherche. 
III - 1.2. Le système d’information du SPC-GD : rôles, compétences et ca-
pacités 
III - 1.2.1. Présentation générale 
                                                     
Le service de prévision des crues « Grand Delta » est l’un des 22 SPC français. Il est rattaché à la 
Direction Départementale des Territoires et de la Mer (DDTM, anciennement DDE). Comme son nom 
l’indique et cela a été abordé dans le chapitre 1 de ce mémoire, il est en charge de la prévision des 
phénomènes hydrologiques extrêmes. 
Son territoire de compétence s’étend sur 3 régions administratives (Provence-Alpes-Côte d'Azur, Lan-
guedoc-Roussillon, Rhône-Alpes), 7 départements (Ardèche, Drôme, Gard, Hérault, Vaucluse, Alpes 
de Haute Provence, Bouches du Rhône) et se sont donc 397 communes qui bénéficient de son dispo-
sitif de surveillance (DDE, 2006). 
D’un point de vue hydrologique, 20 tronçons6 réglementaires, c'est-à-dire pour lesquels une information 
sur les crues et leur prévision doit être obligatoirement développée (SPC-GD, 2006), sont effectivement 
surveillés par le SPC. Ces tronçons sont situés sur 12 cours d’eau principaux dont certains disposent 
de barrages EDF, de la Compagnie Nationale du Rhône (CNR) ou de barrages écrêteurs de crue pour 
le département du Gard (Fig. 35). 
6 Un tronçon est une section de cours d’eau 
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Figure 35 : Situation générale du territoire de compétence du SPC-GD                                                    
(sources : SPC-GD et ASTER GEDM 30 m7) 
Deux types principaux d’inondations affectent ce territoire, les inondations de plaine pour le Rhône, les 
parties aval de la Durance et de l’Ardèche ; les inondations relatives aux crues rapides telles que le 
bassin Vistre-Vidourle, les Gardons, la Cèze, la partie amont de l’Ardèche, l’Aygues, l’Ouvèze vauclu-
sien et dans une moindre mesure l’Eyrieux et l’Ouvèze. 
Afin de développer une proposition méthodologique dans la partie suivante, il convient de préciser les 
caractéristiques technologiques du système d’information du SPC-GD. 
III - 1.2.2. Point de vue « Entreprise » 
                                                     
L’analyse du cadre institutionnel et opérationnel de la gestion de crise « inondation » (cf. §.I – 2.) a 
souligné l’importance des interrelations informationnelles entre les acteurs de la gestion de crise. Il 
convient donc de préciser la place du SPC-GD, et par extension de son système d’information, dans 
l’organisation opérationnelle institutionnelle, en mettant en valeur les échanges d’informations et de 
données entre le système et les acteurs externes (Fig. 36). 
7 http://www.gdem.aster.ersdac.or.jp/ 
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Figure 36 : Cas d'utilisation du système d'information du SPC-GD 
L’acteur principal du système est le prévisionniste qui utilise et gère les différentes unités du système 
pour élaborer un bulletin de prévision le plus précis possible.  Ce système d’information est basé sur 
des données hydrométéorologiques collectées depuis des stations de mesures réparties sur 
l’ensemble du territoire de compétence « Grand Delta » et des radars météorologiques situés à Bollène 
et Nîmes. En parallèle, le CMIR (Centre Météorologique InterRégional) d’Aix en Provence assiste régu-
lièrement le prévisionniste par l’envoi de bulletins météorologiques complétés par des conversations 
téléphoniques régulières. L’expertise hydrologique est fondée sur 5 cas d’utilisation8 : 
- La gestion des données hydrométéorologiques,  
- L’analyse, l’interprétation et la diffusion de l’imagerie radar, 
- La modélisation du débit des cours d’eau, 
- L’exportation des données hydrométéorologiques, 
- L’analyse des prévisions météorologiques Météo-France, faiblement informatisé. 
A noter que la modélisation hydrologique implique la bonne réception de l’imagerie radar, dépendante 
elle-même de la viabilité des données hydrométéorologiques collectées. L’ensemble des données ra-
dar et des outils permettant leur gestion, sont fournies par la société privée RHEA© et sont décrits dans 
les paragraphes qui suivent (cf. §.III - 1.2.3.2). 
                                                     
8 Terme emprunté à la théorie de l’UML, correspondant aux fonctions principales d’un systèmes d’information et/ou d’une 
organisation 
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En ce qui concerne les données et informations sortantes du système, les données collectées sont 
répliquées sur des serveurs institutionnels tels que le Service Navigation Rhône-Saône, la DIREN 
Rhône-Alpes et la compagnie nationale du Rhône (CNR). Ces données sont également redirigées vers 
le système informatique du SCHAPI qui centralise l’ensemble des données des SPC et a de plus accès 
aux images radar du SPC-GD intégrées en temps réel à un site web. 
Le développement de l’expertise hydrologique par les prévisionnistes du SPC s’établit en relation avec 
ceux du SCHAPI qui, en fonction de l’intensité de l’aléa, communique cette expertise aux services de la 
sécurité civile et aux pouvoirs publics de leurs échelons respectifs. 
III - 1.2.3. Points de vue « Information » et « Traitement »  
                                                     
Dans ce paragraphe, il s’agit de présenter en détail les cas d’utilisation du SPC-GD, afin de com-
prendre le fonctionnement interne de son système d’information. Trois des cinq cas d’utilisation sont 
plus particulièrement analysés grâce un diagramme d’activité UML permettant de mettre en valeur leur 
dynamique temporelle. 
III - 1.2.3.1. Gestion des données hydrométéorologiques 
Ce cas d’utilisation est basé sur un réseau de mesures de 174 stations au sol appartenant en majorité 
à la DDTM mais aussi à EDF et au CNR (Fig. 35). Ces stations sont constituées d’un pluviomètre et/ou 
d’un limnimètre9, L’enchaînement des opérations de cette activité s’effectue toutes les 5 minutes à 
chaque nouvelle réception de données collectées depuis les stations de mesures au sol (pluviomètres 
et limnimètres). 
 
Figure 37 : Diagramme d'activité « gestion des données hydrométéorologiques » 
 
9 Instrument qui enregistre les variations du niveau de l'eau en fonction du temps (d’après le glossaire international 
d’hydrologie : http://webworld.unesco.org/water/ihp/db/glossary/glu/aglu.htm) 
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D’après la figure 37, après chaque réception, les fonctions principales de la gestion des données hy-
drométéorologiques brutes sont : 
- Le décodage des informations radio et leur transformation en fichiers XML aux autres compo-
sants du système. 
- La transformation des mesures limnimétriques en débits grâce aux courbes de tarage préala-
blement définies (jaugeages, retours d’expérience, etc.). 
- Le calcul de cumuls pluviométriques horaires et journaliers. 
- L’ensemble de ces données sont enregistrées dans deux bases de données, une pour la partie 
« temps réel » basée sur un cycle de 7 jours, et l’autre pour le stockage permanent avec un ar-
chivage annuel. Ces données permettent de développer en temps différé des opérations 
d’analyse et de calibration des modèles. 
- Un système de surveillance automatique contrôle en temps-réel les seuils pluviométriques et 
limnimétriques et alerte visuellement et par téléphone le prévisionniste d’astreinte. 
- L’interface graphique SIGSAC permet d’intégrer, de visualiser et d’interroger l’ensemble de ces 
données (BLEUSE, 2001). 
III - 1.2.3.2. Gestion et analyse de l’imagerie radar 
Ce cas d’utilisation offre aux prévisionnistes des moyens d’évaluer les caractéristiques et l’évolution 
des champs de pluie au travers de l’application CALAMAR 2 intégrant des images radar provenant de  
deux radars météorologiques situés à Nîmes et Bollène (Fig. 35 : cercles). Les observations radar sont 
découpés en 9 zones, dont la surface varie de 2500 km2 à 4096 km2 avec une résolution est de 1 km 
(Fig. 38). Cette application fournit des images radar « temps réel » (1 pas de temps) et une prévision à 
1h (12 pas de temps) sur l’ensemble des 9 zones toutes les 5 minutes. 
 
Figure 38 : Positions des zones radar et recouvrement d'une image radar sur le gardon 
d'Anduze (source : SPC-GD) 
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Les opérations les plus importantes concernent l’étalonnage et l’advection des images radar brutes. 
Après le géoréférencement de l’image, il est possible de distinguer deux phases de traitement (Fig. 39). 
Il est possible de distinguer : 
- les prétraitements durant lesquels les échos de sol et les masques causés par les reliefs sont 
retirés grâce à une méthodologie de voisinage et une carte de référence de ces échos. La ré-
flectivité radar10 est convertie en intensité de pluie, alors que le déplacement de la pluie est re-
constitué entre deux images "instantanées" successives (advection). 
- l’étalonnage permet d’ajuster l’intensité du signal radar en étalonnant l’image prétraitée avec 
les mesures pluviométriques au sol. Cet étalonnage s’appuie sur le traitement des pixels situés 
dans l’entourage des pluviomètres considérés (FAURE et al., 1994). 
Des opérations de calcul de cumuls pluviométriques sont aussi effectuées sur ces données radar (ho-
raire et quotidien). 
L’ensemble des données relatives à l’imagerie radar est stocké pour une période de 7 jours et archivé 
pour une utilisation ultérieure. En temps-réel, ces données sont exportées sur un serveur distant et 
accessible pour visualisation par les services externes autorisés (SCHAPI, etc.). 
 
Figure 39 : Diagramme d'activité « gestion et analyse de l'imagerie radar » 
Ce cas d’utilisation permet enfin de générer une prévision à une heure des champs de pluie. Afin 
d’établir cette prévision, la méthode utilisée se base sur les caractéristiques des échos des cellules, 
leur appariement avec des échos « imaginaires » contrôlé grâce à un arbre de décision et 
l’extrapolation des caractéristiques dans l’avenir (RHEA, 1998). Elle permet d’obtenir une estimation 
probabiliste de la pluie à un horizon d’une heure. 
III - 1.2.3.3. Analyse des prévisions météorologiques et exportations de 
données hydrométéorologiques 
                                                     
10 La relation réflectivité/intensité de pluie a été fixée empiriquement 
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Ces deux cas d’utilisation demandent peu de ressources informatiques, puisqu’ils correspondent à la 
réception des prévisions météorologiques de Météo France sous forme textuelle et le transfert de don-
nées produites au sein du système d’information du SPC-GD à des services externes. Ainsi, leur as-
pect technologique n’est pas approfondi dans cette étude de l’existant.  
En situation de vigilance, le SPC-GD reçoit des bulletins Météo-France sur des zones AP (Avertisse-
ment Précipitation) (Fig. 40) qui détaillent pour chaque zone la moyenne des hauteurs de précipitations 
observées dans les 24 dernières heures et un intervalle de valeurs pour les hauteurs prévues à 24h et 
48h d’échéance. 
 
Figure 40 : Zones "Avertissement Précipitation" sur le territoire de compétence Grand Delta 
(source : SPC-GD) 
Cette information de prévision, corrélée aux vigilances météorologiques, diffusée par Météo France, 
constitue, dans le fonctionnement existant, la seule véritable capacité d’anticipation de réponses hydro-
logiques, du fait de l’expérience des prévisionnistes sur les réponses hydrologiques des cours d’eau 
réglementaires. 
Quant à l’exportation des données hydrométéorologiques vers les services institutionnels, elle constitue 
le seul moyen de partage informatique offert par le système, au moyen de transfert FTP11. 
III - 1.2.3.4. Modélisation du débit des cours d’eau 
L’aspect modélisation représente la dernière fonction du système d’information (Fig. 41). L’application 
ALHTAÏR (ALarme Hydrologique Territoriale Automatisée par Indicateur de Risque) permet de complé-
ter l’information relative à l’hydrométéorologie des bassins versants. 
                                                     
11 File Transfert Protocole 
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Figure 41 : Diagramme d'activité « modalisation du débit des cours d'eau » 
Comme pour les autres cas d’utilisation, les données collectées sont nécessaires pour la phase de 
modélisation. D’une part, les courbes de tarage permettent d’approcher les débits potentiels grâce aux 
hauteurs d’eau, et d’autre part, les données radar temps-réel et en prévision constituent, avec les in-
formations topographiques des bassins versants, les données d’entrée du modèle pluie-débit spatialisé 
ALHTAÏR. 
La comparaison des hydrogrammes modélisés et ceux dérivés des observations, dont l’incertitude peut 
être malgré tout importante, permet de mieux préciser les débits en cours et envisager l’évolution de la 
situation dans un délai de quelques heures (décharge du bassin versant et prévision radar). Cet aspect 
« modélisation » est largement approfondi dans la suite de l’exposé puisqu’il constitue le cœur de la 
méthodologie proposée. 
III - 1.2.4. Points de vue « Ingénierie » et « Technologique » 
La dimension technologique de cette recherche requiert une attention particulière sur les moyens et les 
capacités techniques du système d’information du SPC-GD. Dans un premier temps, sa structure phy-
sique et ses relations fonctionnelles sont identifiées et mises en relation avec les cas d’utilisation con-
cernés. Dans un second temps, la compétence « modélisation » est appréhendée à l’échelle de 
l’application ALHTAÏR. 
III - 1.2.4.1. Description technique du système d’information 
Afin de finaliser la description du système d’information, il s’agit de présenter sa structure physique et 
ses relations fonctionnelles en identifiant à chaque fois les cas d’utilisation concernés (Fig. 42).  
Les données hydrométéorologiques en entrée proviennent : 
- du réseau de mesures au sol collectées grâce à 3 concentrateurs (Privas, Avignon et Nîmes) 
par une connexion radio 1,4 GHz maillée et transmise à la partie « collecte » du serveur central 
SIGMA2000. 
- des radars météorologiques au sol et transmises par satellite au serveur RETIM (Météo-
France). 
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Figure 42 : Diagramme de déploiement du SPC-GD 
Le serveur de concentration SIGMA2000, en particulier son composant « supervision », effectue la 
« gestion des données hydrométéorologiques » et gère les échanges de données entre les différents 
modules du service, et la transmission de ces données aux services externes (les serveurs Hydro 
Réel12 et Vigicrues13). Il alimente les serveurs CALAMAR 2 (Nîmes et Bollène), développé par RHEA© 
(RHEA, 1998), en charge de la « gestion et d’analyse de l’imagerie radar ». De plus, ces serveurs ac-
cèdent aux données radars, stockées sur le serveur RETIM, par FTP et transmettent en temps-réel les 
images produites sur le serveur distant CALAMAR. 
Enfin, le composant ALHTAÏR (nœud en UML) est en charge de la « modélisation du débit des cours 
d’eau ». Il est constitué de deux composants, la production et le transfert, propres à la modélisation 
hydrologique. Ce nœud utilise les résultats des opérations des nœuds SIGMA2000 et CALAMAR2. 
Le prévisionniste s’appuie sur ces nœuds et les applications clientes disponibles sur une demi-
douzaine de postes clients pour mener à bien son expertise : 
- Météo+, logiciel développé par Météo France afin de visionner ses images radars et satellites, 
et les observations météorologiques (températures, vent, impacts de foudre, etc.), 
- SIGSAC, développé en interne et basé sur le logiciel ARCGIS© (BLEUSE, 2001), 
                                                     
12 http://www.rdbrmc.com/hydroreel2/ 
13 http://www.vigicrues.ecologie.gouv.fr/ 
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- L’IHM SIGMA2000, présente sur tous les postes clients, qui permet de suivre et de contrôler 
les opérations administratives du système, 
- L’outil HYDROKIT® qui permet l’exploitation du Modèle Numérique de Terrain de la BD ALTI de 
l’IGN® afin de générer les informations utiles des bassins versants pour la modélisation (temps 
de concentration, temps de transfert, etc.). La résolution des bassins versants est de 50 m. 
Cette architecture informatique est implantée dans la salle de crise de la DDTM. Il s’agit d’un réseau 
local (LAN) d’une bande passante de 1 GB/s. Les 3 serveurs d’application (SIGMA2000, CALAMAR et 
ALHTAÏR) sont des biprocesseurs de 1,5 GHz. La capacité totale de stockage du système est infé-
rieure à 1 TB (820 GB). Ce système est relié à un réseau virtuel privé (VPN) à un débit de 4 Mb/s. 
III - 1.2.4.2. L’application ALHTAÏR : « modélisation des cours d’eau » 
Dans cette section, il s’agit de décrire le fonctionnement existant du composant « ALHTAÏR » en 
charge de la modélisation pluie-débit. L’application ALHTAÏR a été développée grâce au langage WIN-
DEV©. Cette application est enrichie d’une interface graphique permettant au prévisionniste de paramé-
trer ces instances de modélisation (paramètres du modèle, liste des bassins versants, niveaux d’alerte 
et de pré-alerte, affichage de l’hydrogramme, etc.). Outre le cœur de l’application dédiée à la modélisa-
tion hydrologique, une série d’algorithmes concernent (Fig. 43) : 
- les prétraitements : 
o la gestion des données d’entrée (bassin versant et image radar) 
o le calcul des correspondances géographiques entre zones radar et bassins versants 
o L’initialisation des conditions hydrologiques initiales 
o la lecture de la pluie mesurée ou estimée (prévision) 
- Post-traitements : 
o La construction des hydrogrammes 
o Le contrôle des niveaux de pré-alerte et d’alerte 
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Figure 43 : Diagramme d'activité simplifié de l'application ALHTAÏR 
L’application ALHTAÏR s’exécute en continu sur une trentaine de bassins versants (préalablement gé-
nérés par HYDROKIT) situés dans la partie Est du territoire « Grand Delta ». Ces bassins versants sont 
traités séquentiellement en prenant en compte la pluie mesurée, et éventuellement celle prévue sur 
requête du prévisionniste, fournie par l’application CALAMAR 2. Les besoins en calcul pour cette tâche 
de modélisation étant relativement importants, le prévisionniste a la possibilité de diminuer la résolution 
géographique du bassin versant, dans ce cas la modélisation hydrologique ne traite qu’une cellule sur 
n cellules du bassin versant. 
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Dans le chapitre 1 (cf. §.I – 1.3.2.3), les principes hydrologiques des fonctions de production et de 
transfert ont été abordés, il convient de détailler le fonctionnement de ces modules d’un point de vue 
informatique (Fig. 44). 
  
Figure 44 : Fonctionnement des modules de production et de transfert d'ALHTAÏR 
Les deux données d’entrée évènementielles du module de production sont la pluie, et les conditions 
hydrologiques initiales, correspondant aux conditions hydrologiques modélisées au pas de temps pré-
cédent. D’un point de vue algorithmique, il n’existe aucune distinction algorithmique entre les modes 
« temps-réel » et « prévision », la seule différence intervient au niveau de la donnée de pluie en entrée. 
En effet, en mode « prévision », l’application ALHTAÏR prend en charge 12 matrices de pluie, corres-
pondant à une prévision d’une heure fournie par RHEA (pas de temps 5 de minutes). 
- La production permet donc de traiter chaque cellule du bassin versant de manière itérative, afin 
d’obtenir une matrice de ruissellement (Vtn). 
- Le module de transfert traite cette matrice de ruissellement en sommant respectivement les vo-
lumes ruisselés des cellules ayant les même temps de transfert (intervalles de 5 minutes), de 
manière à construire l’hydrogramme. En pratique, les cellules, dont le temps de transfert est 
compris entre 0 et 5 minutes, correspondent au débit temps-réel (Qtn), les cellules comprises 
entre 5 et 10 minutes au débit Qtn+1, etc. Il en résulte une prévision à pluie nulle dont l’horizon 
est égal au temps de concentration du bassin versant. 
En présence d’une pluie estimée, 13 itérations de modélisation (production et transfert) sont effectuées 
(1 pour le temps-réel et 12 pour la prévision). Les volumes ruisselés prévus grâce à la pluie estimée 
s’additionnent aux débits de la prévision à pluie nulle calculée durant le mode « temps-réel ». 
Finalement, les grandes caractéristiques de ce cas d’utilisation sont : 
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- l’implémentation des ces modules au moyen du langage propriétaire WINDEV©, 
- la rapidité d’exécution de ces modules (inférieur à 5 minutes), 
- l’enchaînement presque séquentiel des tâches élémentaires,  
- l’indépendance géographique des cellules du bassin versant dans leur traitement par les mo-
dules de production et de transfert. 
De telles remarques permettent de mieux situer les contraintes informatiques de la modélisation pluie-
débit du SPC-GD dans la perspective de l’utiliser au sein d’une architecture de grille, telle que celle 
d’EGEE. 
III - 1.2.5. Bilan de l’analyse UML : premières hypothèses de recherche 
                                                     
L’analyse UML a permis de clairement spécifier le système d’information existant du SPC-GD à plu-
sieurs niveaux d’abstraction. Elle a permis de positionner le système d’information dans son environ-
nement opérationnel et de définir les fonctions principales (cas d’utilisation) dont elle est en charge en 
situation de crise afin de développer en continu une expertise hydrométéorologique à l’attention des 
services opérationnels de la Sécurité Civile et du pouvoir public (Fig. 36). L’objectif principal de cette 
analyse UML est d’envisager la grillification14 de certaines tâches élémentaires du système 
d’information du SPC-GD. À la vue du diagramme de déploiement (Fig. 42), la structuration du système 
d’information en blocs indépendants permet a priori un déport de certains cas d’utilisation sur une ar-
chitecture distante. Dans ce sens, les points de vue « Traitement » et « Ingénierie » (cf. §.III - 1.2.3) ont 
permis de détailler chacune de ces tâches afin de relever leur dynamique et leur dépendance fonction-
nelle, et d’envisager le traitement de certaines d’entre elles sur une architecture de grille sans entraver 
le bon enchaînement du fonctionnement existant. 
Les délais d’actualisation des données collectées (5 minutes) semblent limiter la prise en charge des 
traitements de ces données brutes sur une architecture distante, et par extension des fonctions rela-
tives au fonctionnement temps réel du système d’information. D’après l’analyse UML et les discussions 
avec les prévisionnistes du SPC-GD, l’expertise hydrométéorologique est à l’heure actuelle principale-
ment développée grâce aux cas d’utilisation « Gestion des données hydrométéorologiques » et « Ges-
tion et analyse de l’imagerie radar ». En effet, l’expérience des prévisionnistes sur le fonctionnement 
hydrométéorologique du territoire de compétence Grand Delta permet, à la vue des réponses hydrolo-
giques observées en temps réel et des caractéristiques quantitatives et qualitatives des cellules plu-
vieuses et de leur comportement, d’identifier l’intensité de l’aléa et a fortiori d’établir un niveau de vigi-
lance « crue » conforme à la situation observée. La dimension modélisation (« Modélisation du débit 
des cours d’eau »), encore en cours de pérennisation (AYRAL, 2005), nécessite une validation à long 
terme de l’efficacité des modules hydrologiques et le développement d’une véritable capacité 
d’anticipation des pointes de crue. Dans ce sens, l’analyse UML a permis de mieux préciser les fonc-
tions informatiques dédiées à la transformation de la pluie observée (radar) en débit à l’exutoire des 
bassins versants (modélisation) (cf. §.III - 1.2.4.2). Les caractéristiques fonctionnelles ainsi identifiées 
 
14 Terme utilisé pour la procédure d’implémentation d’algorithmes sur une architecture de grille (Soberman, 2003) 
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permettent dorénavant de confirmer la propension de ce cas d’utilisation à être pris en charge, au 
moins en partie, par des nœuds de calcul délocalisés. 
Afin de spécifier précisément les caractéristiques organisationnelles et fonctionnelles de l’amélioration 
technologique attendue du système d’information du SPC-GD, il convient de compléter cette analyse 
UML avec l’identification de besoins récurrents identifiés dans le cadre de retours d’expérience sur des 
situations catastrophiques passées dues à des crues à cinétique rapide.  
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III - 2. Retours d'expérience : Besoins opérationnels, scientifiques et 
technologiques 
III - 2.1. Les crues à cinétique rapide : les cas « Aude 1999 » et « Gard 
2002 » 
De nombreuses crues à cinétique rapide ont régulièrement lieu de part le monde. Certaines ne provo-
quent qu’une montée des eaux en ne mettant pas en danger les enjeux socio-économiques concernés. 
Dans des situations plus extrêmes, quand il est question de risque majeur, les dégâts occasionnés 
peuvent paralyser une région entière pendant plusieurs jours. ANTOINE et al. (2001) recensent une 
soixantaine de crues meurtrières, entre le XIVème siècle et la fin du XXème siècle dans le Languedoc-
Roussillon, avec des caractères hydrométéorologiques variant d’une crue à l’autre, de même que les 
dégâts occasionnés. Durant la dernière décennie, deux évènements majeurs ont affectés le Sud-Est de 
la France, au point de provoquer la mort de dizaines de personnes et d’endommager les infrastructures 
vitales des départements de l’Aude et du Gard. 
Les retours d’expériences de ces évènements sont variés et nombreux en termes de champs théma-
tiques abordés. Les leçons tirées de ces analyses apportent des « leviers d’optimisation » qui permet-
tent d’améliorer la gestion politique, organisationnelle et scientifique de ce type d’évènements. 
En s’intéressant aux évènements du 12 et 13 novembre 1999 dans le département de l’Aude et du 8 et 
9 septembre 2002 dans le département du Gard, de nombreuses clefs d’interprétation peuvent être 
identifiées et ouvrir la voie à des propositions d’améliorations et de perfectionnement des systèmes 
opérants de la Sécurité Civile et des administrations publiques rattachées. 
III - 2.1.1. Évènement du 12 et 13 novembre 1999 dans le département de 
l’Aude 
III - 2.1.1.1. Caractéristiques hydrométéorologiques 
L’extension géographique de cet évènement dépasse les simples frontières du département de l’Aude, 
puisque les Pyrénées-Orientales, le Tarn et l’Hérault ont eux aussi été touchés par la violence excep-
tionnelle des intempéries de novembre 1999. Habituées à ce type d’inondations ravageuses, ces ré-
gions ont pourtant été confrontées durant ces deux jours à un évènement « rare et même exceptionnel 
dans son ensemble par l’intensité totale du phénomène et la surface touchée » (LEFROU et al., 2000). 
La caractéristique principale de cet évènement est l’accumulation importante de pluie dans un délai 
court, de l’ordre de 600 mm en 24h (Fig. 45) (GAUME et al., 2004) avec des intensités de pluie attei-
gnant les 150 mm/h (VINET, 2003). Cet épisode se caractérise par deux pics pluviométriques successifs 
espacés de quelques heures dans la journée du 12 novembre provoqués par une forte activité ora-
geuse. « Ces fortes précipitations ont été engendrées par un système convectif de méso-échelle ty-
pique de régions méditerranéennes » (VINET, 2003).  
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Figure 45 : Cumul des précipitations entre le 12 et le 13 novembre 1999                       
(source : Météo-France) 
Évaluer la période de retour d’un tel évènement n’est pas chose aisée du fait en partie du manque de 
données climatiques historiques. Dans un certain sens les cumuls pluviométriques de cet évènement, 
bien qu’exceptionnels, sont régulièrement observés dans les zones touchées par ces évènements mé-
téorologiques. Le rapport de l’Inspection Générale de l’Environnement (IGE) sur cet évènement évalue 
approximativement cette date de retour entre 50 et 100 ans en moyenne sur l’ensemble de la région, 
ce qui permet de rendre compte de son exceptionnalité (LEFROU et al., 2000). En outre, comme le rap-
pelle Vinet (2003), l’extension géographique de cet évènement apparait comme le principal facteur 
explicatif de la situation de crise dans laquelle s’est retrouvée cette région géographique. 
Les réponses hydrologiques de l’Orbieu et de l’Aude, et d’une grande partie des cours d’eau de la ré-
gion, qui en résultent, sont tout aussi exceptionnelles par leur puissance et leur rapidité. Comme sou-
vent lorsque les pluies se répartissent sur un large territoire, les types de crues sont nombreux (Vinet, 
2003). Dans ce contexte, la fourchette des débits spécifiques (i.e. rapporté à la superficie du bassin 
versant) observés avoisinent la dizaine de m3.s-1.km2 sur les bassins versants amont. Il en résulte un 
débit de crue aux abords des basses plaines de l’Aude de l’ordre de 4.500 m3.s-1. Ainsi, en moins de 
12h, la plaine de l’Aude, elle-même touchée par de violentes précipitations, est envahie par les eaux 
des bassins versants amont. La présence de digues, correspondant au canal de jonction entre le canal 
du Midi et de la Robine qui barre le lit de l’Aude, a eu un double effet. D’une part, elles ont joué leur 
rôle de retenue d’eau protégeant d’un côté les villages situés en aval mais a contrario ont provoqué la 
montée des eaux sur les territoires voisins amonts. Dans une seconde phase, la rupture soudaine de 
ces digues, et les montées brutales des eaux qu’elles sont susceptibles de provoquer, a entrainé 
l’inondation des zones avals initialement protégées. Le dernier facteur aggravant concerne la présence 
d’un fort vent d’Est sur la Méditerranée qui a provoqué des surcotes marines empêchant l’évacuation 
normale de l’eau dans la mer (HAZIZA, 2007 ; VINET, 2003). 
Ainsi, il est important de rappeler l’ambivalence des facteurs explicatifs de cette catastrophe, où 
l’exceptionnalité de l’aléa s’ajoute à la présence de territoires potentiellement vulnérables. 
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III - 2.1.1.2. Gestion de crise et dommages 
Météo-France, comme généralement lors de catastrophes naturelles, émet le premier Bulletin Régional 
d'Alerte Météorologique (BRAM) à l’attention des services de Sécurité Civile et des Bulletins d’Alerte 
Précipitations (BAP) aux services d’annonce des crues concernés. Lors de cet évènement plusieurs 
BRAM ont été édités par Météo-France pour les 3 départements concernés. En suivant, et à la vue des 
premières réactions hydrométéorologiques et des dégâts occasionnés, dans la nuit du 12 au 13 no-
vembre un plan ORSEC15 a été mis en place pour chaque département touché par l’évènement (Aude, 
Pyrénées-Orientales et Tarn) (LEFROU et al., 2000 ; VINET, 2003).  
Malgré la réussite apparente des opérations d’alerte et de secours, la soudaineté et l’intensité de ces 
phénomènes hydrologiques ont coûté la vie à 35 personnes alors que plus de 300 communes ont été 
sinistrées et ont mis pour certaines plus de trois ans pour effectuer leur reconstruction (Vinet, 2003). Le 
coût global de ces inondations a été estimé à environ 600 millions d’euros (LEFROU et al., 2000 ; VINET, 
2003). D’une manière générale, une grande partie des réseaux de communications a été dégradée par 
submersion ou à cause de glissements de terrain, paralysant ainsi pendant quelques heures les zones 
sinistrées. Au total, plus de 30.000 foyers ont été privés d‘électricité et de téléphone pendant toute la 
durée de l’évènement. Enfin, les réseaux d’alimentation en eau potable et d’assainissement ont eux 
aussi été fortement perturbés. 
III - 2.1.2. Évènement du 8 et 9 septembre 2002 dans le département du Gard 
                                                     
III - 2.1.2.1. Caractéristiques hydrométéorologiques 
Cet évènement est caractérisé par des conditions hydrométéorologiques assez proches de 
l’évènement de novembre 1999 puisque un système convectif de méso-échelle est aussi à l’origine de 
cet évènement (DELRIEU et al., 2005). Situés à proximité de l’arc méditerranéen, les départements du 
Gard, de l’Hérault, du Vaucluse, des Bouches du Rhône, de l’Ardèche et de la Drôme ont connu 
d’intenses précipitations alimentées par « de multiples super-cellules, qui se sont régénérées continuel-
lement en restant quasiment stationnaires […] leurs mouvements convectifs ont refroidi un air chaud et 
humide provenant de la mer » (HAZIZA, 2007) (Fig. 46). Dans ce contexte, l’évènement a duré 28 
heures entre le 8 septembre à 8h et le 9 septembre à 12h. Les cumuls de pluie observés, bien que très 
variables, restent exceptionnels pour ce type d’évènement, avec des valeurs extrêmes autour d’Anduze 
et Alès de 600 mm en 24h alors qu’un isohyète moyen de 200 mm sur une surface supérieure à 4.000 
km2 a été estimé (BOUVIER et al., 2004). Il est possible de distinguer trois phases météorolo-
giques (DELRIEU et al., 2005): 
- le système SCM a une orientation sud-ouest/nord-est et stagne sur le département du Gard, où 
d’importants cumuls ont lieu au nord d’une ligne Nîmes-Avignon entre 12h et 22h le 08 sep-
tembre, 
- l’orientation devient Nord/Sud à partir de 22h et se positionne aux contreforts des Cévennes 
pendant 6h, 
 
15 Ce dispositif réglementaire, qui définit au préalable les procédures opérationnelles et les échanges interservices à effec-
tuer en cas de catastrophe, permet une mise en place rapide des opérations de protection et de secours à la personne. 
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- au petit matin, le SCM commence à perdre en activité à cause de la présence d’un front froid et 
les précipitations encore conséquentes se décalent vers l’Est. A partir de 12h, les pluies ne 
concernent plus le département du Gard. 
 
Figure 46 : Cumul des précipitations du 8 au 9 septembre 2002 (tirée de HUET et al., 2003a) 
D’un point de vue hydrologique, la Cèze, le Gardon et le Vidourle sont les rivières dont la réaction hy-
drologique a été la plus forte (DELRIEU et al., 2005). Les réponses hydrologiques observées sont clai-
rement en adéquation avec la répartition des pluies sur le département du Gard (GAUME, 2004). Ce 
sont les contreforts des Cévennes, et les plaines du Gard qui ont connu les plus fortes réactions hydro-
logiques. De la même manière qu’en 1999 dans l’Aude, des inondations de plaines ont fait suite à des 
crues torrentielles des bassins versants amont. Les plus fortes réactions ont été observées à l’aval du 
bassin versant d’Anduze, avec par exemple des débits spécifiques de l’ordre de 30 m3.s-1.km2 sur le 
bassin versant de l’Alzon à Saint-Jean-du-Pin (HUET et al., 2003a). Il en résulte un débit de pointe de 
crue remarquable à la sortie des gorges du Gard à Remoulins estimé entre 5.000 et 7.000 m3.s-1. Con-
cernant le bassin versant du Vidourle, le débit à l’exutoire à Sommières a été estimé entre 2.000 et 
3.000 m3.s-1 (GAUME, 2004). Ces débits importants, dépassent ceux de l’évènement historique de réfé-
rence de 1958, excepté sur les bassins versants cévenols amont. En effet, au pont Saint-Nicolas la 
hauteur d’eau relevée en 2002 dépasse de plus de 1,5 mètre la côte jusque là historique de 1958 (HA-
ZIZA, 2007 ; HUET et al., 2003a). Le caractère exceptionnel de l’évènement du 8 et 9 septembre 2002 se 
confirme par la difficulté d’évaluation précise des débits en fonction des hauteurs d’eau, suivant les 
courbes de tarage établies préalablement (HUET et al., 2003a). 
Ainsi, cet évènement peut être caractérisé par : 
- des précipitations très intenses et des débits d’eau aux périodes de retour souvent supérieures 
à 50 ans, 
- une grande extension géographique du phénomène 
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- une forte variabilité spatio-temporelle des précipitations. 
III - 2.1.2.2. Gestion de crise et dommages 
Ainsi, à la différence de l’évènement de 1999 dans l’Aude et comme cela a été décrit dans le chapitre 
1, le cadre institutionnel de prévision météorologique a changé en 2001 (cf. §.I – 2.2.2.). Ainsi, en 2002, 
Météo-France diffuse des niveaux de vigilance accompagnés de bulletins descriptifs du phénomène 
météorologique. La première vigilance météorologique, de couleur orange, a été émise le 8 septembre 
à 05h53, annonçant des précipitations « de 30 à 50 mm en plaine et 70 à 150 mm sous orage fort » 
(HUET et al., 2003a). A compter de cette heure, des bulletins sont diffusés toutes les 6 heures à 
l’attention des services de Sécurité Civile, des services d’annonce des crues et du public. Sur le terrain, 
les premières demandes d’intervention ont lieu à milieu de journée du dimanche 8 septembre à Saint-
Géniès-de-Malgoirès. A ce moment, la situation est déjà critique sur le bassin versant du Vidourle. Le 9 
septembre à 1h27 du matin, le niveau de vigilance météo est élevé au niveau 4 (rouge) et des cumuls 
de précipitations de 300 mm sont annoncés. Après une accalmie, les précipitations redoublent au petit 
matin, au point que la situation oblige le préfet du Gard à déclencher le plan ORSEC à 10h16. Les diffi-
cultés opérationnelles sont nombreuses, « les gestes quotidiens les plus banals […] deviennent très 
difficiles » (SAUVAGNARGUES-LESAGE et SIMONET, 2004), et l’ensemble des réseaux de communications 
sont endommagés, au point qu’Alès et son centre de secours se retrouvent totalement isolés. Le 
maximum des interventions se situe dans l’après-midi du lundi 9 septembre (Fig. 47). Enfin, le mardi 10 
septembre à 5h30, les digues d’Aramon (Rhône) et de Gallargues (Vidourle) cèdent sous la pression 
de l’eau provoquant de nouvelles victimes et d’importants dégâts. 
 
Figure 47 : Activité opérationnelle dans le Gard le lundi 09 septembre entre 12h et 18h (SDIS 30, 2002) 
Le caractère exceptionnel de cet évènement se retrouve dans ses conditions hydrométéorologiques 
extrêmes et les dommages occasionnés qui ont paralysé l’ensemble du département du Gard pendant 
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plusieurs semaines après la catastrophe. De plus, 23 personnes sont décédées et 4.200 personnes ont 
été évacuées durant cet évènement. Le coût global de cette inondation a été évalué à 1,2 milliard 
d’euros sur les 6 départements touchés, plus de 85% des coûts sont imputés au simple département 
du Gard (Huet et al., 2003a). Dans ce même département, 295 communes ont été sinistrées soit 83% 
d’entre elles (SAUVAGNARGUES-LESAGE et SIMONET, 2004). « Il s’agit de la catastrophe naturelle la plus 
coûteuse parmi celles qui relèvent strictement du système d’indemnisation des dommages dus aux 
catastrophes naturelles (Catnat) » (HUET et al., 2003b). 
III - 2.1.3. Synthèse sur les évènements gardois et audois 
Ces deux catastrophes naturelles, en provoquant des situations de crise dans les services opération-
nels et institutionnels de l’Etat et de la Sécurité Civile, ont fortement impacté les cadres institutionnels 
et opérationnels dédiés à la gestion de crise « inondation ». Les caractéristiques les plus importantes 
de ces deux évènements ont été synthétisées dans le tableau 3. La durée de chacun des évènements 
est basée sur la première mise en alerte (ou vigilance) météorologique et la levée de ces alertes. 
Évènements 
 
Caract. 
12 et 13 Novembre 1999 dans 
l’Aude 
8 et 9 Septembre 2002 dans 
 le Gard 
Durée de l’aléa 
66 h 
 (T0 : 11/11/1999 à 15h31) 
40 h  
(T0 : 08/09/02 à 05h53) 
Phénomènes  
météorologiques 
système convectif de méso-échelle système convectif de méso-échelle 
Phénomènes  
hydrologiques 
Crue torrentielle, inondation de plaine, 
rupture de digues, surcotes marines 
Crue torrentielle, inondation de plaine, 
résurgences karstiques, rupture de 
digues 
Débit spécifique 
maximal 
20 m3.s-1.km2 30 m3.s-1.km2 
Débit maximal 
 instantané 
4500 m3.s-1 5000-7000 m3.s-1 
Périodes de retour 
 (météo) 
50-100 ans > 100 ans 
Heure approximative du débit 
de pointe16 
T33 (13/11/1999 à 01h00) 
Orbieu 
T26 (09/09/02 à 08h00) 
Gardons et Vidourle17 
Alertes 
Météorologiques 
(Météo-France) 
T0 
 
 
T16 
T23 
1ers BRAM18 et BAP19 Aude, 
P.-O., Hérault  
1er BRAM Tarn 
1ère ALARME20  Aude, P.-O., 
Hérault 
 
T0 
 
T19 
Vigilance orange Gard 
(08/09/02 à 05h53) 
Vigilance rouge Gard  
(09/09/02 à 01h37) 
 
Bulletins (BRS21) émis toutes 
                                                     
16 Les débits de point varient d’un cours d’eau à l’autre, l’heure retenue correspond aux débits maximaux observés 
17 Les évènements hydrologiques du Rhône du mardi 10 septembre n’ont pas été pris en compte 
18 Bulletin régional d’alerte météorologique émis par Météo-France 
19 Bulletins d'Alerte Précipitations émis par Météo-France 
20 Alerte aux risques météorologiques exceptionnels émis par Météo-France 
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Au total 10 BRAM, 8 BAP, 3 
ALARME et 1 communiqué de 
presse 
les 6 h 
 
Alertes hydrologiques 
T2 
 
 
T2 
 
 
 
T16 
 
 
T21 
Mise en vigilance du SAC de 
l’Aude (3 acquittements22) 
Mise en vigilance du SAC des 
P.-O. (3 acquittements et une 
mise en alerte à T25) 
Mise en pré-alerte du SAC du 
Tarn (2 échecs d’acquittement) 
Mise en vigilance du SAC de 
l’Hérault (3 échecs 
d’acquittement + contacts 
horaires avec la préfecture) 
  
Difficultés dans la remontée et 
la transmission de l’information 
T12 
 
 
 
 
 
 
T29 
Mise en vigilance du  
SAC du Gard  
(08/09/02 à 17h50) 
mises en alerte successives 
des bassins versants à partir 
de 19h (135 messages émis) 
Saturation du système 
d’observation  
(09/09/02 à 11h) 
Dispositifs de  
Sécurité Civile 
T24 
T28 
T35 
 
 
T35 
 
 
T37 
 
T38 
Cellule de crise P.-O. 
Cellule de crise Aude 
Plan ORSEC Aude 
(du 13/11/99 à 02h30 au 
15/12/99) 
Plan ORSEC P.-O. 
(13/11/99 à 02h30 au 
15/11/99) 
PC de crise Hérault et Tarn 
Plan ORSEC Tarn 
(du 13/11/99 à 6h au 15/11/99) 
T14 
 
T28 
Ouverture du COD23 
(08/09/02 à 19h30) 
Plan ORSEC Gard  
(du 09/09/02 à 10h16 au 
27/09/02 à 20h) 
Dommages humains 
35 morts, 6000 personnes évacuées 
et 435 communes sinistrées (26,3%) 
23 morts, 4200 personnes évacuées 
et 295 communes sinistrées (83,5%) 
Coût global  
(millions d’euros) 
600 1200 
Tableau 3 : Synthèse des caractéristiques hydrométéorologiques et opérationnelles des évènements dans l'Aude (1999) et dans le Gard 
(2002) 
Plusieurs observations peuvent être extraites de cette synthèse et des paragraphes précédents : 
- Ces deux évènements correspondent à deux situations hydrométéorologiques exceptionnelles 
de part les dégâts occasionnés et les débits maximaux instantanés mesurés24. 
- La mise en alerte des services opérationnels (Sécurité Civile et Préfecture) dépend fortement 
de la réactivité de Météo-France pour fournir des prévisions météorologiques. 
                                                                                                                                                                     
21 Bulletin régional de suivi émis par Météo France 
22 L’acquittement correspond à la validation de la réception d’un bulletin de prévision 
23 Centre Opérationnel Départemental 
24 Les valeurs indiqués sont issues des retours d’expérience et ont été réévalués et critiqués par les experts en hydrologie 
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- Les débits de pointe, souvent représentatifs de la période la plus menaçante pour les popula-
tions et les infrastructures, interviennent rapidement (approximativement 24h) après la mise en 
alerte météorologique, d’autant que ces observations occultent les réponses encore plus pré-
coces des bassins versants amont souvent largement anthropisés. 
- L’extension géographique de l’évènement dans l’Aude est très importante (plusieurs départe-
ments) mais ne doit pas occulter le maximum de dégâts dans la plaine de l’Aude. 
- Le rôle des SAC semble s’être amélioré entre les deux évènements, avec une meilleure sur-
veillance des cours d’eau à risque pour l’évènement de 2002. Cependant, les difficultés tech-
nologiques ont dans les deux cas limité l’efficacité de ces services, en particulier du fait d’une 
mauvaise remontée d’information depuis le terrain et un mauvais acquittement des bulletins 
météorologiques pour l’évènement de 1999. 
- La difficulté d’anticipation de ces évènements, en particulier pour la dimension hydrologique, 
retarde la mise en place des réponses opérationnelles et limite ainsi l’efficacité des opérations 
de mise en sécurité et de secours aux personnes, du fait de l’exposition directe de ces services 
aux montées d’eau. 
L’analyse de ces évènements et des réponses opérationnelles qui en résultent éclairent de plus le lec-
teur sur le fonctionnement et l’imbrication des réponses des services opérationnels tant au niveau de 
l’expertise hydrométéorologique que de l’organisation des secours et de la protection des populations. 
D’autre part, l’analyse des différentes défaillances permettent d’identifier les besoins relatifs à 
l’organisation de la gestion de crise dans son ensemble et donc les recommandations des experts pour 
parvenir à son amélioration. Dans ce sens, l’ensemble des ces besoins est appréhendé dans la partie 
suivante. 
Il est important de signaler que l’ensemble des facteurs relatifs à la prévention des inondations peuvent 
prendre une importance non négligeable dans l’accentuation d’une situation de crise déjà engagée 
(HUET et al., 2003b) (changements d’usage, réseau routier croissant, destruction de bandes enherbées, 
mauvais entretien des cours d’eau, déviation des lits mineurs, etc.). Cependant, ils ne seront pas direc-
tement considérés dans l’analyse des besoins qui suit. Ce travail de recherche s’appuie avant tout sur 
l’hypothèse que l’éclosion d’une situation de crise « inondation » est principalement due aux conditions 
hydrométéorologiques en présence. Dans ce contexte, il semble primordial de relever, au travers des 
différents retours d’expérience et des recherches scientifiques sur la thématique, les leviers opération-
nels et scientifiques susceptibles de perfectionner le suivi, l’anticipation et la caractérisation des crues à 
cinétique rapide par les experts et les « profanes ». 
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III - 2.2. De la Sécurité Civile à l’expertise hydrométéorologique : un perfec-
tionnement perpétuel 
III - 2.2.1. Définition de la typologie des besoins 
Les principales sources bibliographiques utilisées dans cette revue sont des rapports parlementaires et 
des missions d'expertises produits par les administrations publiques et des documents scientifiques. Il 
est possible de relever deux grandes orientations des problématiques : 
- la première concerne les besoins, d’ordre informationnel, des services de secours, inspirant les 
aspects stratégiques et tactiques de la crise, 
- la seconde s'intéresse aux problématiques relatives à l'hydrométeorologie, de la mesure in situ 
à la modélisation numérique 
Ces deux points de vue, bien que fondamentalement différents, argumentent conjointement pour un 
perfectionnement des méthodes et des outils de la gestion de crise. Ils suggèrent entre autre la mise 
en place de travaux de recherche multidisciplinaires conduisant au perfectionnement voire à la restruc-
turation des systèmes opérants. 
Afin d’identifier les besoins auxquels ces travaux cherche à répondre, il est possible de les hiérarchiser 
suivant les deux grandes missions opérationnelles, correspondantes aux missions des services opéra-
tionnels en charge de l'expertise hydrologique (SPC et SCHAPI) : 
- le développement de l'expertise hydrologique composée de l'anticipation de l'aléa et sa carac-
térisation tout au long de l'évènement, 
- la transmission de cette expertise aux services opérationnels de la Sécurité Civile, aux services 
de l'État et à la population 
Afin de développer cette expertise, les hydrologues des services concernés s'appuient, d'une part, sur 
les prévisions météorologiques, fournies tout au long de l’évènement par les services de Météo-France, 
potentiellement responsables de l'augmentation du débit des cours d'eau, et les mesures in situ carac-
térisant les processus hydrologiques en cours (débit, hauteur d'eau, pluviométrie, etc.), et d'autre part, 
sur des prévisions hydrologiques à court terme simulées grâce à des modèles hydrologiques préala-
blement calibrés (Fig. 48).  
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Figure 48 : Synopsis de l'expertise hydrologique en situation de crise (l'objet d'étude est représenté 
en rouge) 
Comme le souligne MONTZ et GRUNTFEST (2002) « mieux nous comprendrons ces facteurs, et plus 
particulièrement les relations entre eux sur les petits bassins versants, plus grande sera l'amélioration 
de la prévision et de l'alarme ». Enfin, cette expertise discutée, critiquée et validée par le prévisionniste 
doit être régulièrement transmise aux services de la protection civile et plus largement à la population. 
A noter, que ces informations, originellement spécialisées, doivent être adaptées afin de fournir une 
vision synthétique et vulgarisée de l'évènement aux non-spécialistes. 
En ce qui concerne la dimension « métier », qui engage cette thèse dans une orientation clairement 
opérationnelle, il est possible de fonder cette typologie des besoins sur deux fondements du système 
d'information que peut représenter le système d'aide à la décision permettant de développer l'expertise 
hydrométéorologique : 
- celle relative à la collecte et à l'observation des données factuelles permettant d'appréhender 
le phénomène menaçant 
- celle relative au traitement de ces données dans un objectif de modélisation et d'anticipation du 
phénomène. 
Fortement liées dans le processus global d'aide à la décision, ces deux approches sont souvent diffé-
renciées dans un processus de conceptualisation d'un système d'information, comme par exemple 
dans le cas de la méthode de génie logiciel MERISE (TARDIEU et al., 1983). La première concerne la 
circulation des données et des informations dans le système d'information alors que la seconde im-
plique des traitements informatiques visant à « faire parler les données ». 
III - 2.2.2. Les missions de la Sécurité Civile : objectif ultime de la gestion de 
crise 
En considérant que l'objectif ultime d'une gestion de crise est d'éviter des dommages à la société et 
son organisation (VINET, 2007), objectif utopique s'il en est, il apparaît primordial de considérer les be-
soins informationnels de la Sécurité Civile et de la population sur l'aléa, dans une situation de gestion 
de crise « inondation ». CLAUDET et BOUVIER (2004) identifient trois niveaux d'interlocuteurs en situation 
de crise : 
- les institutionnels, acteurs prépondérants de la gestion de crise, 
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- les établissements et la population des zones inondables, 
- le grand public dont la vulnérabilité est variable suivant ses activités. 
L'information sur l'aléa doit donc être adaptée à chacun de ces protagonistes afin que chacun puisse 
accommoder son comportement et ses actions à la situation catastrophique. Ces considérations re-
viennent donc à identifier les informations (et leurs formes) que les services opérationnels de l'expertise 
hydrologique se doivent de fournir aux décisionnaires et au public. Il a été relevé, dans l'analyse de la 
littérature, plusieurs points critiques qu’il convient maintenant de détailler. 
III - 2.2.2.1. Gestion des opérations de secours et prévision hydrométéoro-
logique 
III - 2.2.2.1.1 L’information de prévision 
Un effort dans l'adaptation de l'information relative à la prévision hydrométéorologique, destinée aux 
décisionnaires de la gestion de crise, doit être mené, elle doit être en « cohérence avec les plans d'in-
terventions » de gestion de crise (CLAUDET et BOUVIER, 2004). Cette information doit être régulièrement 
actualisée, au travers de bulletins concis et conformes aux compétences des services opérationnels et 
aux connaissances générales de la population (CLAUDET et BOUVIER, 2004 ; DROBOT et PARKER 2007 ; 
GRUNTFEST, 2007 ; HUET et al., 2003a). Cette amélioration de la pertinence des bulletins hydrologiques 
et météorologiques permet d'éviter des « confusions sémantiques » altérant la relation entre les don-
nées factuelles et le « niveau de crise à venir » (VINET, 2007). 
III - 2.2.2.1.2 Le partage et la diffusion des données 
Il parait essentiel de mieux intégrer et partager les observations, collectées depuis les réseaux de me-
sure, et les sorties de modèles, nécessaires à la gestion de la crue, en les rendant accessible à chaque 
acteur de la crise avec des niveaux d'interprétation adaptés (HUET et al., 2003a ; SAUVAGNARGUES-
LESAGE et SIMONET, 2004 ; SAUVAGNARGUES-LESAGE et al., 2007a). En effet, il 'agit « d'améliorer la mise 
à disposition de l'information vers les responsables en charge de l'organisation des secours » (SAUVA-
GNARGUES-LESAGE et al., 2007a) comme le prévoit la réforme de la loi du 30 juillet 2003 destinée à mo-
derniser le système d'annonce des crues français. Le développement de réseaux de communications 
qui permettent la création de « circuits d'alerte et d'information courts et redondants » apparait primor-
dial (HUET et al., 2003a). Au travers de cette remarque, il s'agit plus largement d'affermir la politique de 
partage et de diffusion de l'information critique entre les acteurs de la crise. Clairement multidiscipli-
naire, la gestion de crise et notamment celle associée aux crues éclair, requiert le recoupement, de 
manière intégrée, de données, d'informations et de compétences fortement hétérogènes (DROBOT et 
PARKER, 2007 ; DUBAND, 2000 ; GRUNTFEST et HANDMER, 2007 ; HANDMER et al., 2007 ; HAZIZA, 2007 ; 
HUET et al., 2003a ; MONTZ et GRUNTFEST, 2002) 
III - 2.2.2.1.3 Le rôle prépondérant de l’information géographique 
La pérennisation de l'utilisation de l'information géographique et plus largement d'outils spatiaux d'aide 
à la décision est une composante essentielle de la gestion de crise. La littérature argumentant dans ce 
sens est conséquente. Cette synthèse permet d'apprécier la part de plus en plus prépondérante de 
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l'utilisation de supports visuels et plus spécifiquement de systèmes d'information géographique, dans 
les processus d'aide à la décision de la gestion de crise. De prime abord, l'intérêt de la représentation 
graphique est d'ordre cognitif, comme l'affirmait Confucius « une image vaut mille mots ». L'utilisation 
de l'information géographique en gestion de crise est multiple. Il est possible de dégager trois finalités 
principales de l'utilisation de SIG par la Sécurité Civile (SAUVAGNARGUES-LESAGE, 2001) : 
- la gestion de la prévention où le SIG permet de rassembler les informations réglementaires 
- la prise en charge de la prévision de l'aléa en analysant « les conditions d'éclosion et de déve-
loppement du sinistre » 
- la gouvernance des opérations de secours 
Ainsi, du point de vue de la Sécurité Civile ou des décisionnaires, un outil de « cartographie évènemen-
tielle » en temps-réel permet a priori une meilleure visibilité de la situation tactique et stratégique du 
terrain en augmentant les capacités de surveillance et de contrôle du système opérant (SAUVA-
GNARGUES-LESAGE, 2001 ; ISTED, 2005 ; PORNON, 1992). Il offre en outre une harmonisation dans la 
remontée d'information (liaisons cartographiques entre les salles opérationnelles et les postes de 
commandement sur site) en admettant que les services de secours disposent de systèmes embarqués, 
il est alors question de télégéomatique (Fig. 49). 
 
Figure 49 : La télégéomatique chez les pompiers (SAUVAGNARGUES-LESAGE, 2001) 
Concernant l'appréhension de l'aléa, le recours à un système d'information géographique offre la capa-
cité à intégrer l'ensemble des données collectées sur la zone menacée (HANDMER et al., 2007 ; SAUVA-
GNARGUES-LESAGE et AYRAL, 2007), de modéliser des scénarios d'évolution de l'aléa hydrométéorolo-
gique (FEIDAS et al., 2007 ; RABUFFETTI et BARBERO, 2005 ; SUI et MAGGIO, 1999) et de confronter le 
champ d'action de l'aléa avec les enjeux socio-économiques du territoire concerné (CUTTER, 2003). Sur 
ce dernier point, il s'agit, dans le cas des inondations, d'évaluer au mieux le niveau de risque en temps-
réel en croisant l'extension du champ d'inondation (aléa) avec l'occupation du sol et a fortiori les enjeux 
matériels de la société (vulnérabilité). Finalement, couplé aux nouvelles technologies que représentent 
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Internet ou les architectures informatiques distribuées, le SIG facilite la diffusion et la mise à disposition 
de l'information à un réseau de partenaires (AL-SABHAN et al., 2003). Comme le confirme COVA (1999) 
en substance, « l'espace géographique est un cadre cohérent pour la réflexion sur les problèmes sou-
levés dans le contexte de la gestion d'urgence » alors que BRUGNOT (2001) rappelle que « les sys-
tèmes d'information géographiques, et plus particulièrement les cartes qui en sont extraites, constituent 
un support de transmission de l'information indispensable à la décision ». 
III - 2.2.3. L’expertise hydrométéorologique : vers la modélisation numérique 
performante en situation opérationnelle 
Il convient dorénavant d'axer l'analyse des besoins sur le fonctionnement des services opérationnels de 
l'expertise hydrologique, objet de recherche principal de cette recherche. Ces besoins concernent d'une 
part la gestion des données brutes collectées par les réseaux de mesure et d'autre part le traitement de 
ces données afin d'enrichir le corpus des connaissances relatif à l'aléa en cours. Il existe une certaine 
interdépendance avec les besoins de la Sécurité Civile abordés précédemment. 
III - 2.2.3.1. Besoins relatifs à la gestion des données 
Ces besoins sont relatifs à la gestion des données collectées durant la situation de crise. Ils concernent 
leur intégration parmi l’ensemble des partenaires institutionnels, la pérennisation des réseaux de me-
sure et la validité des informations extraites. D’autre part, un effort d’analyse de ces données semble 
nécessaire dans la phase post-événementielle d’une situation de crise. 
III - 2.2.3.1.1 L’intégration de l’expertise 
Dans la même philosophie que les besoins de la Sécurité Civile, il apparaît primordial de développer 
des outils et des plateformes de gestion de crise communs aux différents services en charge de l'ex-
pertise hydrométéorologique (HANDMER et al., 2007 ; SAUVAGNARGUES-LESAGE et al., 2007a). L'intégra-
tion des données collectées, des sorties de modèles hydrologiques (et hydrauliques) et des expertises 
s'impose comme une nécessité accrue de la gestion de crise « crue éclair » (DUBAND, 2000 ; GRUNT-
FEST, 2007 ; HUET et al. (2003a) rappellent l'indispensabilité que les services hydrologiques et météoro-
logiques disposent « en temps réel des informations issu de tous les réseaux d'observation ». 
III - 2.2.3.1.2 Les réseaux de mesures 
Il convient de développer « un réseau fiable et pérenne de stations de mesure » (DUBAND, 2000) afin de 
disposer de données hydrométéorologiques en temps-réel. Les systèmes de mesure hydrologique sont 
particulièrement vulnérables lors de crues torrentielles à forte capacité de charriage. La perte, l'arrêt 
d'émission ou le dérèglement de ces appareils est fréquent. Cependant, il n'existe pas de solutions 
véritablement efficaces, la généralisation de l'imagerie radar, moins vulnérable aux aléas, apparait être 
une voie fiable (FAURE et al., 1994 ; KELSCH et al., 2001), alors que la densification des stations de me-
sure au sol implique de forts investissements financiers et humains. 
III - 2.2.3.1.3 Les courbes de tarage 
Les crues extrêmes, comme celles dans l'Aude en 1999 et dans le Gard en 2002, révèlent une difficulté 
latente dans l'établissement d'une relation univoque entre le débit et la hauteur d'eau (CLAUDET et BOU-
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VIER, 2004). En situation extrême, « les côtes se trouvent dans la zone extrapolée des courbes de ta-
rage » (HUET et al., 2003a), ce qui rend l'évaluation des débits difficile (avec une marge d'erreur de 10 
à 20% (VINET, 2003) mais fournit paradoxalement, après réévaluation, de nouvelles valeurs de réfé-
rence. Dans ce contexte, le retour d'expérience de l'IGE suggère de s'appuyer dorénavant sur les 
PHEC (Plus Hautes Eaux Connues) pour évaluer les périodes de retour hydrologiques (HUET et al., 
2003a). 
III - 2.2.3.1.4 Les données historiques 
La mise en place d'une telle plateforme doit inciter l'implémentation de bases de données historiques 
sur les données gravitant autour de la problématique des inondations. Il convient ainsi « d'assurer la 
critique, l'archivage, la mise à jour, la consultation, la représentation et l'extraction de cette masse d'in-
formation » (Ambroise, 1999). Au travers de cette base de connaissances rémanente et fortement di-
versifiée, en termes de types de conditions hydrométéorologiques, la spécification objective et uni-
voque de l'aléa en situation de crise semble envisageable.  L'intérêt d'une telle base de données se 
situe dans la capacité à développer des méthodes d'analogie afin de générer des prévisions météoro-
logiques probabilistes d'une part et mieux spécifier les périodes de retour des évènements (DELRIEU et 
al., 2005). 
III - 2.2.3.1.5 Les retours d’expérience 
De la même manière, il convient de systématiser les retours d'expériences hydrologiques et/ou météo-
rologiques afin d'alimenter en continu les bases de données et notamment établir « un contrôle et une 
analyse systématique des écarts prévision-réalisation » (DUBAND, 1990). Ces études a posteriori doi-
vent établir des contre-validations et des inter-comparaisons parmi tous les bassins versants concer-
nés, afin d'évaluer et d'améliorer les modèles opérationnels (GAUME et al., 2004). En complément, de 
l'analyse des données factuelles, de tels retours d'expériences doivent enfin permettre la mutualisation 
des interviews, des résultats de prospections « terrain » d'après crise ainsi que de tous les documents 
multimédias disponibles (GAUME, 2004). Dans le cadre des crues cévenoles, ce type de documents 
s’est avéré indispensable pour la caractérisation précise de l’aléa, étant donné l’endommagement fré-
quent des systèmes de mesure en phase de crue. 
III - 2.2.3.2. Besoins relatifs aux traitements et à la modélisation des don-
nées 
Comme cela a déjà été abordé, les opérations relatives à l’expertise hydrométéorologique impliquent le 
traitement et l’utilisation de ces données factuelles à des fins de modélisation et de caractérisation des 
réponses hydrologiques (cf. §.I – 1.3.). Dans ce sens, les retours d’expériences ont permis de relever 
plusieurs difficultés opérationnelles, telles la difficulté de prévision et la validité des modèles, qu’il con-
vient de présenter. 
III - 2.2.3.2.1 La prévision d’ensembles 
La prédiction des crues éclair revêt de nombreuses incertitudes du fait en partie de l'inconsistance de la 
prévision météorologique à très court terme (quelques heures) et sur des zones géographiques ré-
duites (quelques km²) (BEVEN, 2001) et de la complexité des processus hydrologiques en jeu, l'impréci-
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sion des conditions hydriques initiales et les imperfections intrinsèques des modèles hydrologiques 
(AMBROISE, 1998 et 1999 ; BEVEN, 2001 ; DOSWELL et al., 1996 ; RABUFFETTI et BARBERO, 2005). La 
figure 50 illustre les conséquences de l’incertitude sur la pluie prévue sur la performance de la modéli-
sation hydrologique au sein du SPC-GD. En effet, si le débit simulé (c'est-à-dire basé sur la pluie éva-
luée à partir de données radar « temps réel ») se rapproche du débit mesuré (sur lequel une incertitude 
existe), la précision des hydrogrammes prévus à trois horizons différents tend à se dégrader avec 
l’augmentation de l’horizon de prévision. 
Dans ces conditions, il devient difficile pour un prévisionniste du SPC-GD de diffuser une prévision 
hydrologique précise au-delà d’un délai d’une heure. 
 
Figure 50 : Hydrogrammes mesuré, simulé et prévus par modélisation de la prévision de la pluie 
(1h, 2h et 3h) et une hypothèse de pluie nulle de la Beaume à Rosières avec le modèle ALHTAÏR                                             
(Tiré de PAYRASTRE, 2007) 
Évaluer et diffuser en temps réel l'incertitude ou un « intervalle de confiance » de l'expertise hydromé-
téorologique aux décisionnaires apparaît comme une solution opérationnelle pertinente (AMBROISE, 
1999 ; BEVEN, 2001 ; DUBAND, 2000 ; MONTZ et GRUNTFEST, 2002). Une autre issue opérationnelle con-
cerne la simulation de différents scénarios météorologiques à différents délais de prévision basés sur 
des conditions initiales pouvant être définies par les experts pour simuler les débits correspondants 
(CLAUDET et BOUVIER, 2004 ; DUBAND, 2000). Cette approche s'apparente peu ou prou à la prévision 
d'ensembles utilisée dans la prévision météorologique. 
III - 2.2.3.2.2 Le calage en temps différé et l’assimilation en temps-réel 
L'une des étapes indispensables de l'utilisation d'un modèle en situation opérationnelle concerne le 
calage (étalonnage) de ses paramètres et correspond globalement à « vérifier la qualité d'un modèle en 
simulation » (AMBROISE, 1999). En fonction du modèle utilisé, la part entre les paramètres ayant une 
signification physique et les paramètres conceptuels, dépourvus d'une signification physique, varie. 
Ainsi, la phase de calibrage permet de fixer en laboratoire les valeurs de ces paramètres conceptuels. 
L'une des difficultés de la modélisation hydrologique est d'établir l'ensemble des paramètres d'un mo-
dèle permettant de simuler des situations hydrologiques diverses (MARCHANDISE, 2007). Cette situation 
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a pour conséquence une dérive du modèle aboutissant parfois à un fort décalage avec la situation 
réelle. L'une des solutions envisagées est d'assimiler en temps réel les mesures collectées in situ (BE-
VEN, 2001). Ainsi, le SCHAPI souhaite « améliorer la fiabilité des modèles météorologiques et hydrolo-
giques » en soutenant « le développement de procédures d'assimilation d'un nombre de plus en plus 
grand de données d'observation » (TANGUY et al., 2004). 
III - 2.2.3.2.3 La valorisation de la modélisation opérationnelle 
Il apparaît indispensable d’intégrer des modèles hydrauliques et hydrologiques parcimonieux et ro-
bustes en vue de gérer l'hétérogénéité hydrologique des bassins versants (AMBROISE, 1999 ; DUBAND, 
2000) (cf. §.). En mettant à disposition des services hydrologiques institutionnels une gamme de mo-
dèles hydrologiques pour simuler le débit aux exutoires des bassins versants amonts et de modèles 
hydrauliques pour calculer les transferts d'eau dans les plaines aval et a fortiori l'extension géogra-
phique des champs d'inondation ; ces derniers modèles pourraient accroître la capacité à anticiper les 
préjudices causés par les crues à cinétique rapide (BEVEN, 2001).  Il en résulte le besoin de développer 
des capacités de discrétisation spatio-temporelle pour permettre une meilleure considération de l'hété-
rogénéité des processus hydrologiques locaux. Par exemple, une résolution spatiale fine pourrait être 
nécessaire sur les aires contributives alors qu'une résolution temporelle fine est nécessaire durant les 
évènements hydrologiques extrêmes au contraire des situations hydrologiques normales (Ambroise, 
1999). Cette approche implique la complémentarité et la concertation entre ingénierie et recherche 
hydrologique en intégrant les « observation et mesures, expérimentation sur le terrain et au laboratoire 
fort de formalisation et de modélisation » (AMBROISE, 1999 ; DELRIEU et al., 2005). Finalement, comme 
cela est démontré dans l'article de VINET (2007), entre 1996 et 2006 dans la partie française de la Médi-
terranée, les victimes des inondations furent plus souvent localisées sur des bassins versants non jau-
gés. Ainsi, étendre la modélisation à ces bassins versant apparaît essentiel, comme le propose et l'ex-
périmente Ayral sur les bassins versants amont des Cévennes dans ses travaux de recherche (AYRAL, 
2005 ; AYRAL et al., 2007). 
III - 2.2.3.3. Bilan des besoins 
Qu'ils soient opérationnels, scientifiques ou politiques, ces besoins ont progressivement incité de nom-
breuses initiatives et perfectionnements du système opérationnel en place. Les réformes successives 
des services institutionnels, en particulier celle de la loi du 30 juillet 2003 relative à la modernisation 
des SAC ont concouru à une meilleure prise en compte de l'aléa « inondation », grâce notamment aux 
cartes de vigilance et aux bulletins de prévision mieux adaptés. Il subsiste cependant des difficultés 
opérationnelles nécessitant un perfectionnement continu des systèmes opérants. 
L’évaluation du risque « inondation » en temps réel, et en particuliers celui lié aux crues à cinétique 
rapide, par les services institutionnels passe par le partage de l’information préventive et de prévision 
au travers de circuits de communication intégrés et redondants. Dans ce sens le recours à des métho-
dologies et des outils harmonisés et appropriés aux compétences de chaque partenaire apparaît indis-
pensable. Ainsi, aux regards des retours d’expérience et des expertises précédents, l’information géo-
graphique et les systèmes d’information géographique, permettant sa prise en charge, semblent pou-
voir offrir une solution efficace pour l’intégration des différents points de vue opérationnels de la gestion 
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de crise. En outre, les supports cartographiques qui en résultent, grâce à des approches sémiologiques 
différentes, permettent de diffuser une information adaptée à chaque compétence des acteurs opéra-
tionnels. 
D’autre part, la meilleure prise en compte des évènements hydrologiques extrêmes à long terme im-
pose une analyse hydrométéorologique intégrant différentes sources d’information relatives aux phé-
nomènes tant du point de vue scientifique qu’opérationnel. Ainsi, la pérennisation de ces données, de 
ces observations et des outils qui facilitent leur interprétation, au sein de la communauté « hydrologie » 
des crues à cinétique rapide semble pouvoir garantir une meilleure compréhension de cet aléa. Cette 
appréhension précise des processus hydrologiques correspond a priori à la mission principale de ces 
services. Cependant, les efforts scientifiques et technologiques qu’elle implique, limitent une résolution 
complète de cette problématique à court terme. Néanmoins, en les dotant de solutions technologiques 
capables d’intégrer à grand échelle d’une part les données hydrométéorologiques relatives à des évè-
nements passés et d’autre part une capacité de modélisation flexible, adaptable et facile d’utilisation ; 
cette mission critique pourrait progressivement être mieux appréhendée. Dans ce sens, une capacité 
de modélisation hydrométéorologique multiforme doit a priori être généralisée à tous les services de 
cette communauté. 
En conséquence, l’émergence et la pérennisation croissante de technologies informatiques distribuées, 
telles qu’Internet et la technologie grille, motivent leur expérimentation dans le cadre de ces opérations 
d’expertise hydrométéorologique. En effet, le pouvoir de collaboration et de partage ainsi que les capa-
cités calculatoires et de stockage qu’elles procurent s’alignent avec les exigences redondantes de la 
gestion de crise. Finalement, en connectant des communautés administrativement séparées, ces tech-
nologies semblent pouvoir assurer un support cohérent aux besoins d’intégration des retours 
d’expériences, des données historiques et surtout des données « temps réel ». Le gain de capacité de 
calcul offert par la technologie grille pourrait d’autre part offrir une solution viable au besoin croissant de 
modélisation hydrologique. 
Cet éventail de besoins, bien que relativement exhaustif, montre les interdépendances existantes entre 
eux. En s’attachant à perfectionner certains besoins critiques, ce travail de recherche participe active-
ment à l’évolution nécessaire et permanente des méthodes et des outils dédiés à l’expertise de l’aléa et 
plus largement à la gestion de crise. De plus, il cherche à vérifier ou infirmer des voies technologiques 
relativement nouvelles, à savoir la technologie grille, en évaluant la faisabilité d’un transfert technolo-
gique vers le monde de l’opérationnel. 
Ainsi, la synthèse de ces besoins et l’objectif principal de perfectionnement de l’expertise hydrologique 
des crues à cinétique rapide ont orienté la problématique centrale de cette recherche vers 
l’enrichissement des capacités d’anticipation des crues éclair du SPC-GD afin de répondre aux objec-
tifs énoncés par la loi du 30 juillet 2003. D’un point de vue opérationnel, cette amélioration semble de-
voir intégrer en définitive : 
- une capacité d’anticipation : 
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o une prévision hydrologique multi-échelles et multi-modèles en vue de prendre en compte 
l’hétérogénéité des processus hydrologiques, ce qui implique l’augmentation du nombre de 
bassins versants à modéliser (DUBAND, 2000 ; RABUFFETTI et BARBERO, 2005) 
o une prévision météorologique multi-horizons et multi-sources en vue de compenser 
l’incertitude des prévisions météorologiques à petite échelle (BEVEN, 2001;  RABUFFETTI et 
BARBERO, 2005) 
- une capacité de partage et de transmission de l’expertise hydrométéorologique en temps-réel 
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SYNTHESE 
En début de chapitre, l’étude de l’existant a permis de relever des composants informatiques, 
et les compétences qu’ils permettent, susceptibles d’être impactés par l’adoption de la technologie 
grille. Le cas d’utilisation dédié à la modélisation hydrologique apparait comme le plus apte à subir des 
modifications dans l’enchaînement de ses activités (traitements). En effet, l’extraction des modules 
hydrologiques de production et de transfert de l’application ALHTAÏR, et leur exécution paramétrée sur 
des ressources distantes semblent une orientation technologique préservant l’intégrité du système 
existant. 
Dans la même philosophie, l’analyse des besoins de la Sécurité Civile, et plus particulièrement ceux de 
l’expertise hydrologique ont fait émerger des besoins relatifs à la prévision hydrologique, et au partage 
des données et des expertises. Ainsi, à la vue des résultats de cette analyse, la prévision d’ensemble, 
basée sur des différents scénarios hydrométéorologiques, apparait comme une orientation de dévelop-
pement à approfondir pour enrichir les capacités de prévision du SPC-GD.  
Ces deux nouvelles compétences, relatives à la modélisation et au partage en temps réel, qui ont 
émergé de l’analyse des besoins, constituent le postulat scientifique principal de cette recherche. De 
plus, elles permettent indirectement, de part les dépendances opérationnelles qu’elles ont avec 
l’ensemble des autres besoins, de légitimer leur sélection pour le perfectionnement global de l’expertise 
hydrologique en situation de crise et la résolution de la problématique générale, relative à l’adoption de 
la technologie grille. 
Il s’agit dorénavant d’identifier les contraintes technologiques qu’elles engendrent et les potentialités 
techniques de la technologie grille et des services web afin de concevoir un système spatial d’aide à la 
décision hydrologique apte à répondre à l’ensemble de ces besoins. 
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Chapitre 4 
La technologie grille et la géomatique :  
vecteurs d’innovation 
4.1. Les contraintes technologiques de la prévision hydrologique 
4.2. La grille EGEE : un support informatique performant et adaptable 
4.3. G-ALHTAÏR : un système spatial d’aide à la décision hydrologique 
 
 
 Les besoins actuels de l’hydrologie opérationnelle, centrées sur la nécessité 
d’anticiper précisément l’occurrence d’une pointe de crue en temps et en lieu, permet-
tent de définir les contraintes technologiques à respecter pour mener à bien le dévelop-
pement de solutions informatiques adaptées. Le socle informatique générique et robuste 
offert par la technologie grille permet d’entrevoir un respect de ces contraintes et un per-
fectionnement des missions du SPC-GD. 
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  INTRODUCTION 
Le chapitre 3 a permis de définir les opérations informatiques et les besoins du service de pré-
vision des crues « Grand Delta » (SPC-GD), en matière de prévision hydrologique des crues à ciné-
tique rapide en situation de crise. Cet état des lieux doit donc amener à l’appréhension précise des 
contraintes fonctionnelles de ce service et plus largement de ceux de la Sécurité Civile, pour la prise en 
charge de ce phénomène, susceptible de menacer les populations et leurs infrastructures. Les conclu-
sions technologiques de la partie 1 ont permis de mieux préciser l’intérêt que revêt les technologies de 
l’informatique distribuée, et en particulier la technologie grille et les services web de l’Open Geospatial 
Consortium, et leur possible articulation fonctionnelle. Ainsi, il convient dorénavant d’approfondir les 
méthodologies conventionnelles propres à la technologie grille et le rapprochement pouvant exister 
avec les problématiques modernes de l’information géographique. Il en résulte une proposition métho-
dologique détaillée dédiée pour l’amélioration souhaitée du SPC-GD, dans sa capacité à prendre en 
charge des méthodes de prévision hydrologique et à transmettre son expertise hydrométéorologique 
en temps réel. 
La première partie de ce chapitre, au vue des conclusions du chapitre 3, s’attache donc à re-
préciser les fondements et les besoins relatifs à la prévision hydrologique en situation de crise, et les 
contraintes fonctionnelles qui en découlent. Dans une seconde partie, les caractéristiques principales 
de la technologie grille sont présentées en comparaison avec une architecture informatique de petite 
échelle dédiée au calcul parallèle. Une présentation des rapprochements politico-scientifiques entre les 
consortiums de l’OGF, dédié à l’harmonisation des méthodes de grille, et l’OGC, dédié à la standardi-
sation de la manipulation de l’information géographique, est ensuite développée. Dans la dernière par-
tie de ce chapitre, la proposition méthodologique de cette recherche est présentée en s’appuyant sur 
l’ensemble des acquis développés dans les parties 1 et 2 de ce mémoire. 
  
 
 
 
 
128 
 
Chapitre 4 : La technologie grille et la géomatique 
 
IV - 1. Les contraintes technologiques de la prévision hydrolo-
gique 
IV - 1.1. De la prévision hydrologique… 
Comme le suggèrent CLAUDET et BOUVIER (2004) : 
« la qualité d'une prévision est caractérisée par la précision de la valeur annoncée et par 
l'anticipation dans le temps avec laquelle cette valeur est annoncée. Améliorer la prévision, 
c'est donc améliorer la précision de la valeur annoncée et/ou augmenter le délai de la prévi-
sion ».  
Ainsi, l'un des besoins les plus critiques concerne la rapidité d'exécution dont doit faire preuve les ser-
vices hydrologiques, pour collecter, simuler, prévoir et informer les responsables de la gestion de crise. 
La connaissance rapide et précise des caractéristiques qualitatives et quantitatives de la pluie à venir 
peut permettre d'évaluer les risques hydrologiques en jeu (BEVEN, 2001). Différentes approches scienti-
fiques viennent régulièrement alimenter le perfectionnement de cette prévision opérationnelle des 
crues éclair, qu'elle soit basée directement sur l'analyse des phénomènes pluvieux (CHIANG et al., 2007 
; DOSWELL et al., 1996; GUPTA et al., 2002) ou sur la prévision par modélisation hydrologique (AYRAL, 
2005 ; BOUVIER et al., 2004 ; CAPORALI, 2007 ; DELRIEU et al., 2005 ; ESTUPINA BORRELL, 2004 ; GAUME 
et al., 2004 ; LAVABRE et GREGORIS, 2005 ; MARCHANDISE, 2007 ; NORBIATO et al., 2008 ; TOUKOUROU et 
al., 2009), elle connait encore de nos jours des faiblesses qui empêchent son réel succès en situation 
de crise. En effet, la prévision météorologique actuelle ne répond pas à la résolution spatio-temporelle 
que la prévision des crues éclair requiert (BEVEN, 2001). Enfin, la rapidité de génération d'une crue 
éclair, de 6 à 12 heures (KOBIYAMA et GOERL, 2007), impose à l'ensemble des acteurs de la gestion de 
crise une communication structurée, formelle et constante, afin de parvenir à « l'intégration de la chaîne 
d'alerte » (VINET, 2007) depuis l'expertise jusqu'à la gestion des opérations de secours (CLAUDET et 
BOUVIER, 2004 ; DRODOT et Parker, 2007 ; MONTZ et GRUNTFEST, 2002). 
IV - 1.2. … aux contraintes technologiques inhérentes 
Dans l'optique de perfectionnement de la chaîne d'alerte hydrométéorologique, dans laquelle ce travail 
de recherche s'engage, il s'agit de souligner les contraintes technologiques sous-jacentes à ces pers-
pectives d'amélioration opérationnelle. Elles découlent directement des perspectives d'amélioration 
édictées par les retours d'expérience et/ou les conclusions des recherches hydrométéorologiques des 
crues éclair et permettent de conceptualiser les caractéristiques techniques du système expérimental 
développé dans cette recherche (THIERION et al., 2008). 
C’est notamment au travers du projet européen CYCLOPS1 (CYCLOPS, 2006), que la définition de ces 
contraintes technologiques a été menée (THIERION et al., 2007). Au travers de l'identification des con-
traintes de la gestion de l'expertise hydrologique des crues éclair et des feux de forêts, les résultats du 
projet cherchent à guider les recherches informatiques appropriées, telle que l'utilisation de technolo-
                                                     
1 http://www.cyclops-project.eu/ 
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gies innovantes comme la technologie grille et les services web (MAZZETTI et al., 2008). Le fond techno-
logique de ce travail de recherche, déjà présenté dans le chapitre 2, est approfondi dans les para-
graphes qui suivent. Il est possible de distinguer les besoins fonctionnels, relatifs à « ce que le système 
devrait faire » aux besoins non-fonctionnels correspondant à « comment le système devrait être », en 
d'autres termes aux critères qui permettent de juger de l'efficacité du système d'information (CY-
CLOPS, 2006 ; KOTONYA et SOMMERVILLE, 1998). 
IV - 1.2.1. Besoins fonctionnels 
Le système à prototyper doit donc s’appuyer sur les caractéristiques fonctionnelles suivantes : 
1. l’accès et publication de l'information géospatiale en vue d'améliorer le partage de l'information 
géographique entre les acteurs, incluant la gestion des capteurs et des systèmes de collecte 
de données et la diffusion des informations modélisées et/ou expertisées, 
2. la définition d'une politique d'utilisation des données afin d'harmoniser la gestion des données 
entre les différents utilisateurs, 
3. la gestion d'autorisations et d'authentification pour limiter le risque d'intrusion étrangère sur les 
réseaux informatiques à risque des services de l'État, 
4. l’accès à des capacités de stockage et de calcul à la demande, étant donné la variabilité de la 
production de données et de traitements informatiques nécessaires au cours de différentes 
crises, 
5. la gestion de réservation et de priorisation des ressources informatiques qui permettent de ga-
rantir leur accès au moment de l'identification d'un phénomène dangereux proche, 
6. la gestion dynamique de chaînes de traitements informatiques modulables afin de garantir la 
réutilisation des solutions logicielles existantes pour des tâches opérationnelles différentes. 
IV - 1.2.2. Besoins non-fonctionnels 
D’autre part, les méthodes implémentées dans ce travail de recherche se doivent de respecter un en-
semble de contraintes fonctionnelles relatives à la gestion de crise : 
1. l’adoption d'interfaces et de formats standards pour la gestion de l'information géospatiale pour 
garantir l'interopérabilité des systèmes d'information interconnectés, 
2. doter les systèmes informatiques d'une bande passante conséquente pour éviter l'engorge-
ment des réseaux et préserver les temps de réponse des applications, 
3. assurer un fonctionnement en temps réel des applications au détriment de la qualité ou de la 
précision (mode dégradé), une étude préalable au cas par cas est indispensable pour identifier 
les informations critiques et primordiales,  
4. l’augmentation de la résolution spatio-temporelle des résultats sans affecter le temps de ré-
ponse des applications pour répondre précisément aux requêtes des utilisateurs 
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5. l’utilisation d'interfaces graphiques conviviales et adaptées aux besoins des utilisateurs, selon 
une approche « métier » garantissant l'utilisation efficace des outils et la lisibilité des informa-
tions par des utilisateurs aux compétences différentes. 
L'ensemble de ces contraintes technologiques constitue les postulats scientifiques et technologiques 
de cette recherche. A l'image d'un projet informatique, l'analyse des contraintes du système existant 
permet de conceptualiser le plus objectivement possible les solutions fonctionnelles à envisager et à 
expérimenter. Cette recherche propose donc d’identifier des solutions technologiques opérationnelles 
capables de résoudre les problèmes et les difficultés relevés précédemment (cf. §.III – 2.2.). Les pro-
grès informatiques de ces dernières années, en particulier ceux ayant engendré le développement des 
architectures de grille, permettent d’entrevoir, au vue des besoins et des contraintes identifiés, une 
relative efficacité des technologies « réseau ». La distribution géographique des ressources informa-
tiques, et les capacités calculatoires qu’elles engendrent offrent a priori certaines garanties dans les 
objectifs de partage informationnel et d’augmentation des capacités de modélisation du SPC-GD. 
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IV - 2. La grille EGEE : un support informatique performant et 
adaptable 
IV - 2.1. La technologie grille : des caractéristiques technologiques et des 
champs d’application favorables à une adoption opérationnelle 
Le chapitre 2 a permis de définir précisément le champ de l’informatique distribuée et plus précisément 
les fondements scientifiques et technologiques de la grille. Il apparait important dans ce chapitre mé-
thodologique de caractériser les spécificités technologiques de cette architecture afin d’établir une pro-
position méthodologique en accord avec, d’une part les contraintes et les besoins du système existant 
et d’autre part les potentialités directes et indirectes de la technologie grille. 
IV - 2.1.1. Le point central de la parallélisation informatique 
En connectant des ressources de calcul et de stockage géographiquement distantes, la technologie 
grille offre la possibilité d’exécuter des tâches informatiques de manière simultanée capables d’accéder 
à des données partagées. La technologie grille s’appuie sur l’idée « que l’on dispose dans la plupart 
des cas de plus de puissance en mettant en parallèle des processeurs qu’à partir d’un seul, même plus 
rapide » (SOBERMAN, 2003). Elle permet donc de développer des méthodologies basées sur la paralléli-
sation. Cette notion de parallélisation est complexe et multiforme, et sa mise en œuvre nécessite des 
efforts, en particulier pour la bonne synchronisation des tâches, souvent basés sur une approche empi-
rique. GENGLER et al. (1996) et FOSTER (1995) distinguent deux types principaux de parallélisme : 
- le parallélisme de contrôle, 
- le parallélisme de données. 
IV - 2.1.1.1. Le parallélisme de contrôle 
Ce type de parallélisme correspond au découpage d'un programme séquentiel en sous-tâches indé-
pendantes et communicantes au travers de messages (Figure 51). Le développeur doit donc identifier 
les tâches exécutables simultanément et celles à exécuter en séquence, en respectant des recom-
mandations telles que le nombre de tâches et leur durée en fonction de l’exécution globale, leur homo-
généité temporelle, et la répartition des charges de calcul (SILVA et BUYYA, 1999). 
 
Figure 51 : Principe de parallélisation de contrôle, les cercles représentent des tâches, et les 
flèches des canaux de communication (tirée de FOSTER, 1995) 
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Le modèle informatique le plus répandu pour gérer ce type de parallélisme est le Message Passing 
Interface (MPI) (WALKER et DONGARRA, 1996). Il consiste à établir un ordonnancement de tâches 
s’exécutant en parallèle et/ou séquentiellement et communiquant par le biais de messages asyn-
chrones. Un message est asynchrone lorsque l’émetteur ne voit pas son exécution bloquée dans 
l’attente d’une réponse du récepteur invoqué. 
IV - 2.1.1.2. Le parallélisme de données 
Ce parallélisme est implémenté sur le modèle SIMD (Single Instruction Multiple Data). Il consiste à la 
manipulation de structures de données régulières par un même algorithme. Les processeurs sont pro-
priétaire de sous-ensembles d’une donnée et est « responsable de la réalisation de toutes les opéra-
tions les concernant ». Cette méthode de répartition des calculs est appelée le "propriétaire calcule" 
(Owner-computes rule, OCR) et (GENGLER et al., 1996). L’enjeu majeur de cette méthode est de déter-
miner la décomposition de la donnée initiale et la répartition du traitement de ces sous-ensembles par 
des tâches indépendantes afin de respecter les critères de performance préalablement cités (FOSTER, 
1995). Trois schémas de répartition des données existent (Figure 52) : 
- par blocs 
- cyclique  
- par blocs cycliques 
 
        
        
        
        
        
        
        
        
 
        
        
        
        
        
        
        
        
 
        
        
        
        
        
        
        
        
 
par bloc cyclique par blocs cycliques 
Figure 52 : Distribution des sous-ensembles dans la parallélisation des données avec 4 processeurs                          
(d'après FOSTER, 1995) 
Ces méthodes permettent de garantir une répartition des charges homogène entre les processeurs et 
le degré de parallélisme peut être très important et par conséquence garantir un gain considérable de 
temps d’exécution. De telles méthodes sont de manière générale bien adaptées pour les traitements de 
l’information géographique d’un SIG (ARMSTRONG, 1994 ; 1995). En effet, la représentation « raster » 
structurée sous forme matricielle est facilement décomposable. 
IV - 2.1.1.3. Parallélisation et technologie grille 
Comme le souligne GENGLER et al. (1996), les temps de communications et l'hétérogénéité des res-
sources peuvent amener à de grosses différences d'exécution des tâches élémentaires » et donc limi-
ter l’efficacité de la parallélisation. La technologie grille de manière générale, et la grille EGEE en parti-
culier, par sa structure faiblement couplée et l’hétérogénéité de ses ressources, ne correspond pas à 
une architecture totalement adaptée à la parallélisation de contrôle (BAUDE, 2002 ; PRIOL, 2005). 
Comme cela a été démontré dans le chapitre 2, les architectures de grille sont généralement hétéro-
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gènes, et la dispersion géographique de ses ressources cause des temps de communication (temps de 
latence) plus longs que les superordinateurs et les clusters (cf. §.II – 2.1.1.).  
Ainsi, même si des applications parallèles, basées sur le standard MPI (CHILDS, 2007), existent sur 
l’architecture EGEE, l’utilisation la plus courante de la grille concerne l’exécution d’un même algorithme 
sur différents jeu de données (ESPINAL et al., 2008) ou des études paramétriques (ASTALOS et al., 
2008). Dans la même philosophie que la parallélisation classique des données, les études paramé-
triques correspondent au traitement de jeux de données indépendants par le même algorithme élémen-
taire. La seule dépendance concerne le jeu de paramètres fournis en entrée et le fichier de sortie con-
tenant l’ensemble des résultats de chaque tâche (Figure 53). 
 
Figure 53 : Structure des tâches pour une étude para-
métrique (tirée de FOSTER, 1995) 
Dans le cadre de cette recherche, la technologie grille est donc abordée par sa capacité à exécuter un 
grand nombre de tâches indépendantes de manière simultanée. La seule dépendance pouvant exister 
entre ces différentes tâches concerne les données d’entrée qui peuvent être, dans certains cas, iden-
tique. Mais le grand nombre de ressources disponibles dans l’architecture EGEE permet la réplication 
intensive des données dans la grille et a fortiori de limiter la concurrence d’accès. 
IV - 2.1.2. Les caractéristiques informatiques de la grille EGEE 
                                                     
Il s’agit d’une architecture grande échelle intégrant de manière dynamique un nombre quasi-infini de 
ressources. De cette manière, elle répond aux besoins d’utilisateurs en termes de calcul intensif à la 
demande et de flexibilité dans l’implémentation de leurs fonctions « métier ». Le calcul haute-
performance (HPC), auquel cette architecture est associée, est clairement adaptée à supporter des 
charges de calcul importantes, en temps et en nombre de ressources requises (FOSTER et al., 2001). 
De nombreuses différences technologiques persistent entre un superordinateur, une ferme de calcul et 
une architecture de grille. Afin de souligner l’intérêt d’avoir recours à la technologie grille dans le cadre 
du traitement de la prévision hydrologique, plusieurs caractéristiques fondamentales des systèmes 
distribués ont été sélectionnées2 et synthétisés dans le Tableau 4. Il s’agit de comparer ses caractéris-
tiques entre un système individuel (cluster, superordinateur, etc.) et la grille EGEE qui intègre plusieurs 
sites. 
 
2 Ces indicateurs sont principalement issus de la partie « 6.1 Objectives and motivation » de la norme ITU-T Rec. X.901 | 
ISO/IEC 10746-1. 
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Type 
Caract. 
EGEE Cluster 
Image unique du système variable oui 
Hétérogénéité faiblement couplée fortement couplée 
Inter-organisationnelle oui non 
Nombre de ressources illimité <100 
Extensibilité / Obsolescence forte limitée 
Gestion des ressources décentralisée centralisée 
Autonomie 
plusieurs points de com-
mande 
1 seul point de commande 
Point individuel de défaillance 
(SPOF) 
non fréquent 
Temps de latence de l’ordre de la minute de l’ordre de la seconde 
Concurrence disjointe et compétitive coopérative 
Tableau 4 : Comparaison entre la grille EGEE et un cluster suivant les caractéristiques principales des systèmes distribués 
Alors que les clusters et des superordinateurs intègrent des ressources comme s’il s’agissait d’un sys-
tème informatique unique, la grille est intrinsèquement disparate de part les ressources hétérogènes et 
des multiples points de commande qu’elle intègre. Dans ce sens, une grille de l’envergure d’EGEE, en 
termes de nombre de ressources, n’offrent pas la visibilité globale que peut fournir un cluster, ou une 
grille de plus petite échelle telle que GRID’5000 (VICAT-BLANC PRIMET et al., 2003). Cependant, sa 
structuration en organisation virtuelle permet d’offrir à l’utilisateur un aperçu des ressources dont il dis-
pose. Le nombre de processeurs disponibles peut cependant varier dans le temps, du fait de 
l’indépendance de chaque site vis-à-vis de l’organisation virtuelle. A l’inverse, une architecture de type 
cluster, fortement adaptée à la parallélisation, connait des difficultés dans sa capacité à partager dy-
namiquement des ressources. 
En transcendant les frontières institutionnelles et géographiques, elle permet le regroupement de ré-
seaux hétérogènes, facilite leur interaction et « abolit » les distances géographiques (FOSTER et KES-
SELMAN, 2004 ; MCCLATCHEY et al., 2007 ; VON LASZEWSKI et WAGSTROM, P., 2004). Le nombre presque 
illimité de ressources facilite de plus l’extensibilité de l’architecture de manière transparente et surtout 
les montées en charge soudaines3, telles qu’elles peuvent avoir lieu lors de l’irruption de situations de 
crise. Dans ce sens, elle répond à l’un des fondements organisationnels de la gestion de crise, à savoir 
sa propension à établir un contexte collaboratif fiable et sécurisé. 
Une architecture de grille comme EGEE fournit de manière continu (24h/24 et 7j/7) des ressources de 
calcul et de stockage avec un degré de fiabilité globalement important (GAGLIARDI et al., 2005), tout en 
permettant l’exécution simultanée et indépendante d’un grand nombre de tâches informatiques. Les 
motivations pour utiliser la technologie grille résident précisément dans la grande distribution de ses 
ressources et la décentralisation de sa gestion. Elles permettent d’éviter un point individuel de défail-
lance (en anglais Single Point Of Failure, SPOF) et d’offrir une redondance dans les circuits de com-
                                                     
3 Certains points de blocage persistent à ce niveau 
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munication (données et exécutions), favorisant la prise en charge des pannes et des erreurs 
d’exécution et garantissant ainsi une certaine réussite des traitements requis (au sens de qualité de 
service) (FOSTER et KESSELMAN, 2004 ; SOBERMAN, 2005). C’est au travers de ces fortes capacités de 
réplication, de communication asynchrone et donc de partage, que la technologie grille peut répondre 
aux besoins de l’expertise hydrologique en situation de crise. 
En contre partie, la relative jeunesse de cette technologie et sa dimension toujours expérimentale la 
rend difficilement généralisable à l’ensemble des contraintes des utilisateurs finaux. En effet, initiale-
ment conçue dans l’optique de supporter la production massive de données du LHC et l’exécution de 
tâches de longue durée (CONDOR TEAM, 2009), elle ne s’adapte pas de prime abord à toutes les pro-
blématiques, en particulier quand elles ont des contraintes temporelles courtes comme celle établie 
dans cette recherche. Il est donc important de considérer dans la proposition méthodologique qui suit 
deux points critiques : 
- l’allocation des tâches de calcul qui est confrontée à l’accès concurrent aux ressources de cal-
cul par des utilisateurs multiples, à la différence d’un cluster où la répartition est généralement 
paramétrée et optimisée à l’avance. Cette difficulté est d’autant plus exacerbée que l’état des 
ressources en temps réel est plus difficilement identifiable sur EGEE. 
- l’hétérogénéité des ressources implique des différences importantes au niveau des bandes 
passantes et des temps de latence, qui pour les seconds sont relativement longs en comparai-
son avec un cluster. Ainsi, il convient d’optimiser le ratio entre les temps de transfert (alloca-
tion, échanges de données et messages) et d’exécution des tâches4. 
Ces points particuliers sont approfondis dans le chapitre suivant dédié à l’implémentation du système 
d’aide à la décision. 
IV - 2.1.3. L’utilisation de la grille pour la gestion de problématiques environ-
nementales 
                                                     
L’entrée technologique est fondamentale dans cette recherche, cependant il semble important de 
s’appuyer sur les réussites scientifiques qu’ont connue différentes communautés scientifiques dans la 
prise en charge de leur thématique. Ainsi, un état de l’art concis a été développé de manière à justifier 
les choix scientifiques développés dans cette proposition méthodologique. Deux points sont particuliè-
rement approfondis à la vue des besoins définis (cf. §.III – 2.2.) : 
- la problématique d’aide à la décision liée au contexte de l’expertise hydrométéorologique 
- la problématique des études paramétriques liée à l’incertitude de la modélisation hydrologique 
IV - 2.1.3.1. Aide à la décision 
Cette technologie, de part ses caractéristiques, apparait comme une solution technologique efficace 
pour intégrer des données évènementielles et des outils dédiés, parmi de multiples décisionnaires tout 
au long du processus d’expertise, tels que le SPC-GD et le SCHAPI dans le cas des crues à cinétique 
 
4 Il est question de granularité de la tâche (Vicat-Blanc Primet et al., 2003) 
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rapide (BOVOLO et al., 2008 ; CHERVENAK et al., 2000 ;  FOLINO et al., 2005 ; GADGIL et al., 2004 ;  HLU-
CHY et al., 2003 ; KUNSZT, 2003 ; MURGIA et al., 2009). Les recherches développées dans le cadre du 
projet MEDIGRID5 suggèrent l’intégration de modèles de propagation de feux, hydrologiques, d’érosion 
des sols et de glissement de terrains dans un système unique d’aide à la décision basé sur la techno-
logie grille. Au travers de cet outil, et de l’aspect modulaire de la grille, les chercheurs ont la possibilité 
de créer des workflows6 en connectant différents modèles et de partager leurs données afin de déter-
miner les impacts potentiels d’un feu de forêt (BOVOLO et al., 2008). Dans la même philosophie, le pro-
jet AQUAGRID basé sur la plateforme GRIDA3 a implémenté une chaîne de modèles pour la gestion 
de la contamination des sols et des eaux souterraines (LECCA et al., 2009). Enfin, le système MOSÈ 
(Spatio-Temporal MOdelling of Environmental Evolutionary Processes by means of GeoSErvices) per-
met « d’analyser et de gérer l’identification et la mitigation de désastres naturels comme les inonda-
tions, les feux de forêts, les glissements de terrains, etc » (FOLINO et al., 2005). Le système développé 
permet de gérer à la volée des chaînes de traitements en fonctions de l’aléa à étudier. 
IV - 2.1.3.2. Études paramétriques 
La propension de la grille à soutenir des études paramétriques offre l’opportunité de développer des 
modélisations multi-scénarios adaptés aux besoins de chaque utilisateur (COVENEY, 2005 ; MINETER et 
al., 2002). En s’appuyant sur la capacité de la grille à prendre en charge de nombreuses exécutions en 
simultanée, HLUCHY et al. (2003) ont développé une plateforme permettant de simuler plusieurs scéna-
rios hydrologiques basés sur des prévisions météorologiques déterministes et probabilistes, de la 
même manière que les objectifs précités d’amélioration de la prévision des crues à cinétique rapide 
(Synthèse du chapitre 3). MURGIA et al. (2009) suggèrent la même méthodologie de manière à : 
- garantir un minimum de simulations valides (au sens informatique du terme), élément essentiel 
de la gestion de crise, 
- tester des jeux de paramètres alternatifs, ce qui apparait adapté à l’optique d’aide à la décision 
hydrologique caractérisée par une forte incertitude de l’aléa. 
Finalement, l’utilisation de la technologie grille, pour exécuter un grand nombre de simulations indé-
pendantes, a été expérimentée grâce à la plateforme OpenSHA pour générer des cartes de risque 
sismique sur une centaine de zones géographiques (FIELD et al., 2005). 
IV - 2.1.4. Synthèse sur l’intérêt d’utiliser la grille comme support technolo-
gique 
                                                     
En résumé et au vue de l’état de l’art préalablement développé, la grille peut être caractérisée par : 
- des traitements informatiques sur des machines distantes  
- des traitements parallèles et indépendants 
- l’obtention de ressources informatiques à la demande 
 
5 http://www.eu-medin.org/ 
6 Ce terme a été préféré à « chaîne de traitements » du fait de sa grande utilisation dans le monde de l’informatique 
137 
 
Chapitre 4 : La technologie grille et la géomatique 
 
- le traitement de données volumineuses à distance 
- un niveau élevé de sécurité et de confidentialité avec la possibilité de crypter les données 
- la capacité de partager des données, des résultats et des algorithmes (déjà grillifiés) 
En accédant à une architecture de grille, telle que celle fournie par EGEE, l’utilisateur final a les 
moyens d’augmenter les capacités informatiques dont il dispose à l’origine en déportant des traite-
ments informatiques et des données sur des machines distantes et en laissant ainsi libre ses propres 
ressources. De plus, cette capacité de réplication améliore la fiabilité des traitements et la préservation 
des données, dans le cas d’un arrêt du système local. Enfin, la parallélisation des traitements combi-
née à l’accès à des données multi-sources permet d’implémenter des fonctionnalités plus complexes, 
telles que des workflows ou des études paramétriques enrichissant a priori les capacités offertes au 
SPC-GD pour soutenir leur mission de prévision des crues. 
Finalement, l’une des questions les plus critiques concernant la Sécurité Civile, est la sécurité face aux 
intrusions et à la confidentialité des données et plus largement des systèmes opérants. Cette question, 
sous-jacente dans l’analyse technologique présentée, s’appuie sur l’état de l’art relatif à la technologie 
grille et en particulier sur les garanties offertes par le concept d’organisation virtuelle (cf. §.II – 2.3.1.4.). 
Cette dernière en basant ses relations informatiques, organisationnelles et politiques sur un contrat de 
confiance institutionnel semble offrir un niveau de sécurité convenable permettant l’utilisation simulta-
née et concurrente des ressources de la grille EGEE par des milliers d’utilisateurs. 
Les caractéristiques technologiques de la grille semblent donc pouvoir répondre aux besoins informa-
tiques de l’expertise hydrologique en situation de crise. Son utilisation est à l’heure actuelle encore 
prédestinée à la communauté informatique, le développement de telles applications nécessite des ef-
forts financiers et humains que les services opérationnels ne peuvent certainement pas engager. Ainsi, 
la tendance actuelle au niveau de la communauté « grille » et des communautés scientifiques enga-
gées dans sa démocratisation, au travers par exemple du projet EGEE, concerne d’une part la valorisa-
tion de leurs succès scientifiques et d’autre part, le développement de solutions applicatives adaptées 
aux compétences technologiques de services opérationnels. C’est dans ce contexte, ouvert vers une 
« adoption globale » de cette technologie que cette recherche s’intègre. 
IV - 2.2. La technologie grille et la science de l’information géographique : 
une synergie innovante 
IV - 2.2.1. L’intérêt croissant des services web 
                                                     
Un intérêt particulier doit être porté sur les initiatives de grille portant sur la gestion de l’information 
géographique, composante essentielle de l’expertise hydrométéorologique. D’après CRAGLIA et al. 
(2005), et WOOLF et NATIVI (2008), les infrastructures de données spatiales, telles qu’INSPIRE7 (Infras-
tructure for Spatial Information in Europe), qui vont permettre à terme de mettre à disposition des don-
nées géospatiales à une large gamme d’utilisateurs, peuvent tirer profit de la technologie grille. Cepen-
7 http://inspire.jrc.ec.europa.eu/ 
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dant, l’utilisation opérationnelle de ces ressources distantes implique l’implémentation de couches logi-
cielles intermédiaires (services évolués et applications) permettant l’interaction avec les couches de 
bas niveau de la grille (fabrique et intergiciel) et les portails web auxquels les utilisateurs ont accès 
(Figure 54) (VON LASZEWSKI et WAGSTROM, 2004). 
 
Figure 54 : Architecture de grille multi-tiers (tirée de Von LASZEWSKI et WAGSTROM, 2004) 
Ces services évolués ou services web, déjà abordés dans le chapitre 2 dans le cadre des efforts 
d’interopérabilité menés par l’OGC, peuvent faciliter, grâce à leur rôle d’interface entre deux compo-
sants logiciels distribués : 
- la découverte de données et de services de traitement, 
- le rapatriement de ces données et l’exécution à distance de ces traitements, 
- la gestion dynamique et modulaire des traitements informatiques qu’ils permettent de connec-
ter (FOX, 2004 ; GADGIL et al., 2004 ; GHANEM et al., 2004 ; PRIOL, 2005) 
- la composition à la volée et de manière automatique de workflows (SHEN et al., 2004 ; SHI et 
al., 2002). 
Dans le cadre de l’information géographique, ils peuvent d’autre part enrichir les capacités fonction-
nelles de la cartographie en ligne en effectuant des géotraitements sur une architecture de grille, et en 
diffusant les résultats sur l’interface de cartographie en ligne (CLARKE et al., 2006 ; HAWICK et al., 2003; 
SHEN et al., 2004 ; SHI et al., 2002 ; WANG et al., 2004). Les services web de l’OGC sont originellement 
destinés à la transmission et au traitement de l’information géographique au travers d’Internet (cf. §.II – 
3.2.3.3.). Cependant, la valeur ajoutée de la technologie grille en comparaison avec Internet, en fait un 
nouveau support technologique performant. 
Ainsi, au travers d’Internet (et du web), moyen privilégié pour accéder aux ressources de grille (COVE-
NEY, 2005 ; HU et al., 2008 ; LIEN et al., 2004 ; YOUN et al., 2005; 2008), les services web permettent 
d’accéder aux services de l’intergiciel. De même, à l’échelle de l’intergiciel, l’utilisation de services web 
tend à se généraliser pour formaliser la communication entre les services de l’intergiciel.  
L’enjeu principal de cette généralisation reste d’ordre ontologique8, c’est pourquoi l’OGF9 (Open Grid 
Forum) œuvre quotidiennement pour la standardisation du fonctionnement de la grille en se basant par 
exemple sur la norme OGSA (FOSTER et al., 2002) (cf. §.II – 2.3.1.3). Comme pour l’OGC, cet effort 
                                                     
8 Qui est relatif à la sémantique et la syntaxe d’une communauté ou d’un champ scientifique 
9 http://www.gridforum.org/ 
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nécessite l’engagement d’un grand nombre de partenaires afin de définir des spécifications les plus 
interopérables possibles. Dans le cadre de l’utilisation de l’information géographique sur une architec-
ture de grille, l’intégration transparente de géotraitements et d’accès à des données implique notam-
ment un rapprochement entre l’OGC et l’OGF pour formaliser des interfaces entre les services de 
l’intergiciel et les services géographiques. 
IV - 2.2.2. Le Geospatial Grid  
Cette approche ouvre la voie de la généralisation de services d’information géographique sur la grille, 
que Di (2006) formalise par l’utilisation de la technologie grille sous le terme de Geospatial Grid. 
L’approche développée par Di se base sur l’idée, partagée par plusieurs auteurs (AYDIN et al., 2006 ; 
2008 ; CLARKE et al., 2006 ; DI et al., 2008 ; FOX, 2004 ; WOOLF et NATIVI, 2008 ; XIAO et FU, 2003), que 
l’accès à la grille par des applications à composante géographique doit être facilitée par le recours à 
des services web. D’après la Figure 55, l’interaction entre des utilisateurs et les ressources de calcul 
offertes par une architecture de grille pour accéder à des géotraitements ou des données géospatiales 
est rendue possible par l’implémentation de services web intermédiaires permettant d’interroger (cata-
logues services) de manière transparente les services d’information de la grille et d’utiliser (geospatial 
web services) les ressources (au sens large du terme) (DI, 2006). Des auteurs suggèrent l’utilisation 
des services web de l’Open Geospatial Consortium pour mener à bien ces implémentations (DI, 2006 ; 
WOOLF et NATIVI, 2008). 
 
Figure 55 : Structure du Geospatial grid (tirée de DI, 2006) 
En garantissant l’interopérabilité des systèmes d’information, ces standards semblent offrir au SPC-GD 
un moyen de consolider et d’étendre le champ des fournisseurs de données pendant la crise et 
d’accélérer l’accès à des traitements complexes (modèles) et la transmission d’’informations critiques 
aux services de la Sécurité Civile. 
Cependant, l’originalité de la donnée géographique en comparaison avec les données classiques im-
pose encore le développement de nouveaux concepts technologico-scientifiques (définition d’une onto-
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logie) pour permettre cette intégration dans une architecture de grille. C’est à cet objectif général que 
les développements présentés en suivant s’apparentent. 
IV - 2.2.3. Des initiatives récentes dans l’utilisation de services web de 
l’OGC pour l’accès aux ressources de grille 
                                                     
Depuis quelques années, un effort a été initié pour permettre le rapprochement entre les communautés 
« grille » et « géospatiale », et plus exactement entre l’OGF et l’OGC afin de déterminer des standards 
communs (LEE et PERCIVALL, 2008). À terme, il s’agit de rendre possible l’interaction transparente entre 
les services de grille et ceux spécifiques à l’information géographique (FOX, 2004) afin de réaliser la 
véritable intégration des SIG et de la grille suggérée par DI (2006). 
L’évolution des SIG bureautiques vers des SIG aux fonctionnalités distribuées sur un réseau informa-
tique représente un défi majeur que le rapprochement entre l’OGC et l’OGF cherche à résoudre. Plu-
sieurs initiatives ont cherché à développer de telles solutions, en intégrant des fonctions SIG au sein 
d’un intergiciel (CAI et al., 2009 ; FOLINO et al., 2005 ; SHEN et al., 2004 ; WANG et SU, 2007), malgré un 
succès technologique certain, ces solutions sont difficilement généralisables à des infrastructures de 
grille grande échelle comme celle abordée dans cette étude. 
Plusieurs initiatives ont cherché à implémenter des services web de l’OGC pour accéder aux res-
sources de la technologie grille, c'est-à-dire des données stockées ou des algorithmes déjà grillifiés. En 
présentant trois initiatives développées durant ces dernières années, et encore en cours à l’heure ac-
tuelle, il s’agit de souligner la généricité offerte par les services web de l’OGC, au même titre que les 
web services. L’enjeu apparaît donc technologique, scientifique et politique. 
IV - 2.2.3.1. L’institut de recherches spatiales ukrainien 
Les nœuds de l’architecture de grille utilisés par cet institut sont répartis sur 3 sites : 
- Le centre RSGS-CAS (Remote Sensing Satellite Ground Station Chinese Academy of 
Sciences) en Chine relié à un système satellitaire (données géospatiales) 
- L’institut of cybernétique du NASU (National Academy of Sciences of Ukraine) 
- L’institut de recherches spatiales NASU- NSAU, l’équivalent du CNES français 
Les recherches développées autour de cette architecture s’intègrent dans l’initiative GEOSS, au travers 
du projet CEOS / WGISS10, en développant des applications et des méthodologies de traitement de 
données satellitales (KUSSUL et al., 2009). Dans ce contexte, une grillification des Sensor Observation 
Service (SOS) (NA et PRIEST, 2007), Sensor Alert Service (SIMONIS, 2006) et Sensor Planning Service 
(SPS) (SIMONIS, 2007) est proposée. Ces trois services de l’OGC sont spécifiques à la gestion de sys-
tèmes de mesure. Un tel développement peut permettre l’accès direct aux images satellites volumi-
neuses par les nœuds de calcul, et un contrôle à distance des capteurs, afin d’adapter en temps-réel 
leur comportement aux différentes situations. Au travers de cette solution technologique, la modélisa-
tion météorologique numérique et celle de l’extension de champs d’inondation est accélérée et permet 
 
10 http://www.ceos.org/ 
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de transmettre les informations aux services de secours dans des meilleurs délais opérationnels. Fina-
lement, l’évaluation de la biodiversité nécessite un nombre important de données volumineuses, ainsi 
grâce à cette architecture leur traitement à distance facilite leur utilisation. 
IV - 2.2.3.2. Le projet CYCLOPS et G-RISICO  
Entre 2006 et 2008, le projet européen CYCLOPS11 (CYber-Infrastructure for CiviL protection Opera-
tive ProcedureS) regroupant des spécialistes de la technologie grille, en environnement et en science 
du risque a concouru à « combler le fossé » existant entre les communautés de grille et de protection 
civile. Fondé sur deux expérimentations opérationnelles sur les crues éclair et les feux de forêts (ap-
proche « bottom-up »), ses résultats ont contribué à définir les besoins technologiques spécifiques aux 
services de protection civile en vue d’une adoption potentielle d’une infrastructure de grille. 
En ce qui concerne les feux de forêts, le modèle RISICO, utilisé au sein de la sécurité civile italienne 
pour l’évaluation du risque « feu de forêts » sur l’ensemble du territoire italien, a été grillifié et nommé 
G-RISICO (MAZZETTI et al., 2009). Le portage de ce modèle sur la grille a permis une amélioration im-
portante de ses performances de calcul. En effet, il n’existe aucune dépendance fonctionnelle entre les 
cellules des matrices traitées par G-RISICO ce qui a permis d’utiliser une méthode de parallélisation 
des données (cf. §.IV - 2.1.1.2) offrant des potentialités de changement de résolution et de montée en 
charge. Enfin de répondre aux objectifs de la Sécurité Civile en termes de facilité d’utilisation et 
d’interopérabilité, l’ensemble des interactions entre le portail utilisateur et l’intergiciel de grille ont été 
formalisées grâce aux services web de l’OGC, le Web Coverage Service (WCS) et le Web Processing 
Service (WPS) pour accéder respectivement aux données et aux algorithmes grillifiés sur les res-
sources de l’organisation virtuelle CYCLOPS de l’architecture EGEE. Ces services de l’OGC sont ap-
profondis dans le chapitre 6 décrivant la méthodologie implémentée dans cette recherche (cf. §.IV - 1) 
L’un des résultats principal du projet CYCLOPS est une proposition d’architecture informatique compo-
sée de plusieurs couches, des ressources de grille (GRID Platform EGEE) à l’interface graphique (Pre-
sentation and Fruition Services), en passant par la couche de services web dédiée à la dimension « lo-
gique » de l’architecture (Grid Services for Earth Sciences) (Figure 56). Elle justifie le recours à des 
services web standardisé (en l’occurrence ceux de l’OGC) pour utiliser la grille en situation opération-
nelle. De plus, cette architecture offre une forte capacité de reproductibilité des processus informa-
tiques et cherche à soutenir les besoins relatifs à la Sécurité Civile.  
                                                     
11 http://www.cyclops-project.eu/ 
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Figure 56 : Architecture proposée par le projet européen CYCLOPS (tirée de Mazzetti, 2006) 
Le deuxième cas d’utilisation, concernant la gestion des crues éclair, est abordé en détail dans les 
chapitres suivants. Dans la même philosophie d’interopérabilité que G-RISICO, l’une des composantes 
méthodologiques de cette recherche s’efforce de proposer une implémentation de services web de 
l’OGC pour des besoins opérationnels spécifiques aux crues éclair. 
IV - 2.2.3.3. Le projet GDI-GRID 
L’objectif général de ce projet est d’intégrer les infrastructures de données spatiales allemandes au 
sein de l’architecture de grille D-GRID (initiative de grille allemande) (KURZBACH et al., 2009). La réali-
sation de cet objectif passe par le développement de services génériques permettant le traitement de 
données géospatiales sur l’infrastructure de grille (KUNZ et al., 2009). Plusieurs cas d’utilisation ont été 
imaginés pour démontrer l’utilité d’une telle implémentation : 
- la simulation d’inondation 
- la simulation de la propagation du son 
- l’optimisation des itinéraires pour les services de secours 
Comme pour les projets précédents, la gestion de ces opérations s’opère au travers des services web 
de l’OGC et de la technologie grille. La simulation d’inondation est basée sur des données géomé-
triques dérivées du LIDAR et sur des modèles d’écoulement et de crues permettant de générer diffé-
rents scénarios d’inondation suivant des jeux de paramètres et des résolutions spatiales différentes. Le 
traitement du LIDAR, ainsi que l’ensemble des scénarios nécessitent d’importantes capacités de calcul 
143 
 
Chapitre 4 : La technologie grille et la géomatique 
 
que la grille peut fournir. L’ensemble de ces traitements est pris en charge par différents WPS. 
L’originalité de cette approche réside d’une part dans la capacité d’orchestration des WPS afin de gé-
nérer dynamiquement des chaînes de traitements et d’autre part dans l’intégration complète des WPS 
comme services de grille à part entière. 
 
Ces trois projets reflètent les possibilités technologiques et scientifiques qu’offre l’utilisation des ser-
vices web de l’OGC pour accéder aux données géographiques et aux géotraitements présents dans 
une infrastructure de grille. Le nouvel intérêt porté par la société 52° North12, mondialement reconnue 
dans le monde de la cartographie en ligne, pour les infrastructures de grille consolide finalement la 
viabilité de cette approche (BARANSKI, 2008). En d’autres termes, les services web de l’OGC ont été 
imaginés pour répondre aux besoins d’interopérabilité des organisations, que l’utilisation de la grille, en 
partie standardisée, permet de globalement préserver. Ainsi, la filiation originelle existante entre ces 
services web géographiques et la cartographie en ligne semble particulièrement adaptée pour le déve-
loppement d’un système d’aide à la décision intégrant des modèles hydrologiques s’exécutant sur les 
ressources de calcul de la grille EGEE. 
                                                     
12 http://52north.org/ 
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IV - 3. G-ALHTAÏR : un système spatial d’aide à la décision hy-
drologique 
Les deux parties précédentes ont permis d’identifier, au travers d’une analyse bibliographique centrée 
sur les questions technologiques de la grille, et en particuliers celle d’EGEE, des éléments structurels 
et fonctionnels pertinents a priori capables de répondre aux problématiques de l’expertise hydrométéo-
rologique en situation de crise (cf. §.III.2.2.). Il s’agit dorénavant d’établir la proposition méthodologique 
de cette recherche, en adéquation avec les caractéristiques d’EGEE, les contraintes fonctionnelles du 
SPC-GD et les besoins inhérents à prévision hydrologique en situation de crise. 
IV - 3.1. L’hypothèse de recherche centrale : le système spatial d’aide à la 
décision 
L’objectif principal de la méthodologie de cette thèse est de contribuer à l’amélioration des capacités de 
prévision du service de prévision des crues « Grand Delta » (SPC-GD), alors que l’hypothèse techno-
logique tacite correspond à la plus value que peut apporter l’informatique distribuée, et en particulier la 
technologie grille. Principalement méthodologique, cette démarche scientifique s’apparente à une ex-
pertise sur les potentialités de la technologie grille pour favoriser la mission d’anticipation de l’aléa 
« crue à cinétique rapide » en situation de crise. 
Pour mener à bien cette démarche, la première hypothèse méthodologique correspond au recours à un 
système d’information expérimental capable de répondre aux contraintes et aux besoins fonctionnels 
du SPC-GD tout en permettant une étude de faisabilité sur l’architecture de grille EGEE. La dénomina-
tion choisie pour ce système d’information est « système spatial d’aide à la décision ». 
Ce concept de système spatial d’aide à la décision (SSAD) a été formalisé à l’origine par DENSHAM 
(1991) pour qui le SSAD est « conçu pour fournir à l’utilisateur un environnement d’aide à la décision 
qui permet l’analyse de l’information géographique de manière souple ». Il est possible de compléter 
cette définition par « un système informatique interactif conçu pour supporter l’aide à la décision effi-
cace d’un utilisateur ou d’un groupe d’utilisateurs tout en résolvant un problème spatial semi-structuré » 
(Malczewski, 1997). 
L’architecture générale d’un tel système est basée sur (Figure 57) : 
- une ou plusieurs bases de données à composante géographique 
- un système de modélisation relatif au problème à résoudre 
- des outils de visualisation et d’analyse graphiques 
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Figure 57 : Composants d'un système spatial d'aide à la décision   
(d'après DENSHAM, 1991) 
Il permet donc un accès facile aux données factuelles relatives au phénomène à étudier, à des outils 
de formalisme mathématique et à des informations perceptuelles (JANKOWSKI et al., 2006). Les capaci-
tés de visualisation correspondent à des fonctionnalités cartographiques et/ou à des sorties graphiques 
(courbes, statistiques, etc.) qui résultent en partie de l’interrogation (requêtes attributaires et spatiales) 
des données produites par le système (SOH et al., 2006). Des fonctionnalités SIG sont donc néces-
saires pour prendre en charge la gestion de ces bases de données spatiales et l’affichage composite 
qui en résulte. Cependant, ZERGER et SMITH (2003) soulignent les limites d’utilisation d’un SIG monoli-
thique dans les systèmes temps-réel de la gestion de crise pour : 
- fournir une résolution spatiale fine des données géographiques dans des délais opérationnels 
(quelques minutes) 
- partager et transmettre des données et des informations à des entités opérationnelles distantes 
- prendre en charge des opérations de modélisation 
Pour les deux premières limitations, la principale raison est le manque de ressources informatiques. En 
ce qui concerne la modélisation, les auteurs invoquent les capacités même d’un SIG comme facteur 
limitant de leur utilisation en temps-réel, et concluent qu’elle doit être effectuée séparément et suggè-
rent une « prochaine génération de systèmes spatiaux d’aide à la décision qui intègrent SIG, modèles 
dynamiques et interface utilisateur ». 
La définition d’un SSAD retenue dans le cadre de cette recherche est donc : 
Un système d’information permettant de visualiser, d’intégrer, de traiter et de diffuser des 
données et des informations géographiques distribuées, et dédiées à une thématique spéci-
fique qui nécessite la collaboration de plusieurs systèmes opérants pour le développement 
de décisions opérationnelles. 
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En prenant en compte ces recommandations, la spécification rigoureuse de ce SSAD, nommé G-
ALHTAÏR, doit d’autre part s’appuyer sur les conclusions de l’étude menée sur l’existant technologique, 
organisationnel et scientifique de l’expertise hydrométéorologique des crues à cinétique rapide dans le 
chapitre 3. 
IV - 3.2. Caractérisation globale de G-ALHTAÏR dédié à l’anticipation des 
crues à cinétique rapide 
Étant donné la thématique principale relative à l’hydrologie, un rapprochement entre « sciences hydro-
météorologiques » et systèmes d’information géographique apparaît essentiel pour le développement 
d’un système d’aide à la décision performant (COLOSIMO et MENDICINO, 1996). Les SIG monolithiques 
existants, s’ils permettent de prendre en charge la gestion de données multithématiques, ne partagent 
pas entièrement les mêmes fondements scientifiques que l’hydrologie. Sui et Maggio (1999) s’appuient 
sur l’idée fondatrice de la science de l’information géographique de GOODCHILD (1992) (cf. §.III – 3.2.3) 
pour promouvoir l’intégration de concepts d’hydrologie dans des fonctionnalités SIG en développant 
une approche modulaire, versatile et interopérable, se démarquent des SIG monolithique. Cette ap-
proche se veut : 
- distribuée de manière géographique, 
- désagrégée en composants logiciels indépendants mais interopérables, 
- découplée 
Cette philosophie correspond à celle promulguée par l’Open Geospatial Consortium dont l’utilisation est 
justifiée par Zhang et Li (2005) pour des applications au temps d’exécution critique et nécessitant une 
grande accessibilité et maniabilité par des utilisateurs géographiques distants (DIAZ et al., 2007). Ce 
SSAD doit donc s’appuyer sur les technologies émergentes de l’informatique distribuée (CASTROGIO-
VANNI et al., 2005 ; FEDRA, 1998) comme les services web, l’Internet et la technologie grille pour soute-
nir la prise en charge de traitements hydrologiques intensifs dans des délais opérationnels courts et 
assurer l’aide à la décision interactive en temps-réel entre plusieurs partenaires (RADKE et al., 2000). 
Il s’agit dorénavant de définir l’ensemble des hypothèses de recherche au travers de la spécification 
précise de ce SSAD. 
IV - 3.3. Spécification détaillée du système spatial d’aide à la décision au 
sein du SPC-GD 
IV - 3.3.1. Vers une nouvelle dimension organisationnelle 
Les capacités du web et de la technologie grille à faire collaborer des utilisateurs géographiquement 
distants permet d’envisager un système de prévision hydrologique plus intégré entre le SPC-GD et le 
SCHAPI, et certainement extensible à l’ensemble des SPC. Dans ce sens, le diagramme de cas 
d’utilisation (Figure 58) permet de formaliser ces glissements fonctionnels. 
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Figure 58 : Positionnement du cas d'utilisation « support spatial d’aide à la décision » dans l’organisation existante du SPC-GD 
En comparaison avec le diagramme de cas d’utilisation du système existant (cf. §.III – 1.2.2. : Fig. 36), 
un nouveau cas d’utilisation a été ajouté, le « support spatial d’aide à la décision » qui correspond au 
rôle principal du SSAD. Il tend tout d’abord à concrétiser les efforts d’intégration de l’ensemble des 
données transitant dans le système d’information du SPC-GD, illustrés dans le passé par le dévelop-
pement de l’application SIGSAC (BLEUSE, 2001). Il doit permettre d’étendre les capacités technolo-
giques de SIGSAC en intégrant les données collectées mais aussi les images radar traitées par CA-
LAMAR 2 et les hydrogrammes modélisés par l’application ALHTAÏR.  
Ce SSAD, basée sur une approche de cartographie en ligne, doit être accessible par Internet par les 
services autorisés en charge de la prévision hydrologique (SCHAPI et SPC). Cette amélioration permet 
de garantir le besoin de partage et de collaboration nécessaire au développement de l’expertise hydro-
logique et plus largement de la gestion de crise (cf. §.III – 2.2.2.1.2). D’autre part, la cartographie dy-
namique qu’offre ce type d’outils peut permettre d’adapter rapidement le rendu cartographique en fonc-
tion de l’utilisateur concerné (experts, sapeurs pompiers, maires, préfets, etc.) (HREBICEK et KONECNÝ, 
2007). Enfin, les capacités d’interopérabilité et de communication du web assurent une transmission 
efficace de l’information. En effet, en accédant à ce portail, depuis leur propre système d’information, 
les utilisateurs distants peuvent lire, interroger et analyser les données disponibles sans risque 
d’incompatibilité logicielle. 
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L’assise informatique commune entre Internet (web) et la grille, et les nouvelles capacités informatiques 
offerte par cette dernière (cf. §.IV - 2.1.2), permet d’envisager une intégration et une complexification 
des opérations de modélisation hydrologique depuis ce portail. Dès lors, il apparaît envisageable de 
fournir un système capable de supporter plusieurs scénarios de prévision, c'est-à-dire multi-échelles, 
multi-modèles et basés sur des sources de données météorologiques variées, afin de mieux assister le 
prévisionniste dans son processus d’expertise opérationnelle. 
IV - 3.3.2. Vers une capacité d’anticipation hydrologique 
L’analyse du système d’information existant du SPC-GD (cf. §.III – 1.2.) a permis d’identifier ses fonc-
tions « métier » susceptibles de tirer profit des ressources informatiques supplémentaires fournies par 
la grille. L’analyse des données collectées et simulées en temps réel, de part leur criticité temporelle, 
n’apparaît pas adaptée à une prise en charge distante par les ressources de grille, du fait en particu-
liers des temps de latence qui la caractérise intrinsèquement (cf. §.IV - 2.1.2). A contrario, la dimension 
« prévision » du cas d’utilisation « modélisation des débits des cours d’eau » offre d’une part des délais 
opérationnels plus longs (supérieur à 5 minutes) et d’autre part correspond à la motivation de perfec-
tionnement principale du SPC-GD. 
Ainsi, en se basant sur le diagramme UML du cas d’utilisation « Modélisation du débit des cours 
d’eau » (cf. §.III – 1.2.3.4. : Fig. 41), la composante modélisation du SSAD peut être formalisée par le 
diagramme d’activité de la Figure 59. 
 
Figure 59 : Diagramme d'activité du cas d'utilisation "support spatial d’aide à la décision" 
149 
 
Chapitre 4 : La technologie grille et la géomatique 
 
Le haut du diagramme correspond aux données transitant dans le système spatial d’aide à la décision. 
Une fois que l’intégration de ces données est réalisée, c’est-à-dire à chaque réactualisation des don-
nées collectées, des images radars calibrées et des hydrogrammes temps-réel modélisés par 
l’application ALHTAÏR, le prévisionniste analyse l’ensemble de ces données et développe une stratégie 
de prévision hydrologique. Pour cela, il s’appuie sur la situation hydrologique spatialisée et sur les diffé-
rentes prévisions météorologiques dont il dispose, il définit alors les paramètres et données d’entrée 
des scénarios de prévisions qu’il souhaite exécuter.  
A ce niveau, la technologie grille, de part sa capacité à effectuer des traitements en parallèle (cf. §.IV - 
2.1.1.3), est utilisée pour prendre en charge les opérations de prévision hydrologique (Figure 59 : cadre 
gris). Le diagramme d’activité de l’application ALHTAÏR (cf. §.III – 1.2.4.2. : Fig. 43) montre un enchaî-
nement séquentiel des différentes opérations informatiques pour transformer la pluie précipitée en débit 
pour chaque bassin versant. Ainsi, l’analyse de cet algorigramme permet de rejeter l’usage d’un paral-
lélisme de contrôle qui, de plus, ne correspond pas à une utilisation classique de la grille. Ainsi, le gain 
de performance peut être envisagé par la prise en charge d’un nombre important de scénarios de pré-
vision dans des délais opérationnels courts sans provoquer une surcharge de calcul sur le système 
local du SPC-GD (THIERION et AYRAL, 2008). 
Le concept d’études paramétriques, fortement relié à l’utilisation principale d’une infrastructure de grille 
(cf. §.IV - 2.1.3.2), apparaît comme la meilleure plus value calculatoire que la grille puisse apporter au 
système d’information existant du SPC-GD. 
Ainsi, afin de mieux anticiper les évènements de crues à cinétique rapide et, de réduire ou de spécifier 
l’incertitude sur la prévision hydrologique. Il a été démontré que l’une des sources principales de la 
difficulté de prévision hydrologique provient de l’incertitude existant sur les prévisions météorologiques 
à grand échelle et à court terme (cf. §.III – 2.2.3.2.). Le prévisionniste doit donc avoir la capacité de 
modéliser différents scénarios de prévision hydrologique caractérisés par : 
- le(s) bassin(s) versant(s) à modéliser 
- les conditions hydrologiques et les hydrogrammes « temps réel » 
- le type de données de prévisions météorologiques, 
- le(s) horizon(s) de prévision et des critères de variation de ces données de pluie 
Ce critère de variation correspond à une pondération positive ou négative sur la donnée de prévision 
de pluie CALAMAR originale et constitue la méthode choisie pour injecter différents scénarios de prévi-
sion de pluie dans le modèle ALHTAÏR. Ce prototype G-ALHTAÏR a été conçu dans l’optique d’une 
fiabilité future des prévisions météorologiques à court terme et à petite échelle. 
L’excédent d’instances de modélisation que représente cette procédure de prévisions d’ensembles et 
que le système d’information du SPC-GD ne semble pas apte à prendre en charge au vue de ses ca-
pacités informatiques (cf. §.III – 1.2.4.1), implique donc le recours aux ressources distantes offertes par 
l’architecture de grille EGEE capable de soutenir les fortes variations de charge que représente une 
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telle utilisation. Cependant, cette capacité nouvelle impose le recodage de l’application ALHTAÏR, initia-
lement développée grâce au langage privé WINDEV©, en un langage interprétable par des nœuds de 
calcul de la grille EGEE13. 
Ainsi, le traitement d’algorithmes de manière simultanée, la forte capacité de réplication des données et 
de ces traitements et la politique d’utilisation stricte rendus possible par la technologie grille (cf. §.IV - 
2.1.2), offre un intérêt indéniable pour faciliter leur partage sécurisé parmi des partenaires engagés 
dans la crise. Malgré tout, les compétences spécifiques que représentent ces opérations et la con-
trainte forte concernant l’approche « métier » de ce SSAD (cf. §.IV - 1.2.2) impose leur prise en charge 
par des « services évolués » capable d’interagir de manière autonome avec les ressources de 
l’intergiciel de grille (cf. §.IV - 2.2.2). 
IV - 3.3.3. Vers l’orchestration des traitements de grille 
                                                     
L’intérêt croissant de l’utilisation des services web pour, d’une part permettre la réutilisation et la con-
nexion de composants logiciels par des développeurs, et d’autre part faciliter l’accès transparent à ces 
composants et à des données distants par les utilisateurs, a été démontré (cf. §.II – 3.2.3.). L’utilisation 
des services web de l’OGC, déjà validé pour soutenir l’encapsulation de fonctions hydrologiques com-
plexes (cf. §.IV - 3.2), prend tout son sens pour faciliter l’accès aux traitements de prévision par en-
semble définis dans le paragraphe précédent et la transmission de ces résultats aux services en 
charge de la prévision hydrométéorologique (que l’on peut assimiler à la contrainte d’accès et de publi-
cation de l’information géospatiales défini dans le paragraphe IV - 1.2.1). Leur standardisation et leur 
reconnaissance par une large gamme de fournisseurs de logiciels et de données SIG garantissent de 
plus une politique commune de traitement de l’information à composante géographique et une plus 
grande fiabilité dans ces opérations de partage et de communication. 
La Figure 60 présente l’architecture permettant la prise en charge des traitements informatiques sur la 
grille EGEE depuis le système d’information existant du SPC-GD. 
 
13 Les nœuds de calcul de la grille EGEE sont majoritairement basés sur le système d’exploitation Scientific Linux 
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Figure 60 : Diagramme de déploiement synthétique du nouveau système 
Le système spatial d’aide à la décision est intégré dans le réseau local du SPC-GD et connecté aux 
composants déjà existants lui fournissant l’ensemble des données et des informations nécessaires au 
développement de scénarios de prévision et donc a fortiori à l’expertise hydrologique (Figure 60 : cadre 
gris). Les simulations sont automatiquement envoyées et prises en charge par des instances de ser-
vices web de l’OGC capables d’interagir avec les services de l’intergiciel de grille, dans la philosophie 
des initiatives du Geospatial Grid (cf. §.IV - 2.2.2). 
Ainsi, l’instanciation et l’envoi de requêtes à ces services de l’OGC par le prévisionniste s’effectuent au 
travers de l’interface de cartographie en ligne présentée au IV - 3.2, connectée à Internet de manière à 
préserver la dimension ubiquitaire offerte par les services web et la technologie grille et intégrer de 
nouveaux acteurs tels que le SCHAPI. 
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SYNTHESE DES    
HYPOTHESES 
Le chapitre 4 a permis de confronter les avancées scientifiques dans le domaine des grilles in-
formatiques, tant au niveau fonctionnel qu’applicatif, avec l’existant technologique et organisationnel du 
SPC-GD décrit dans le chapitre 3. Ce service a ainsi été défini comme l’objet d’étude de cette re-
cherche, de part sa longue implication dans l’innovation technico-scientifique appliquée à l’hydrologie 
opérationnelle et son activité opérationnelle fortement tournée vers la gestion des crues à cinétique 
rapide. 
D’autre part, le rapprochement entre les communautés « grille » et « géomatique » offrent une nouvelle 
voie de recherche qu’il convient de mettre en exergue dans l’ensemble de ce manuscrit, et plus particu-
lièrement dans la méthodologie adoptée. En effet, la majorité des données et des traitements du sys-
tème d’information existant du SPC-GD relèvent de la manipulation de l’information géographique, 
véritable fil conducteur du développement de l’expertise hydrologique en situation de crise, et besoin 
avéré de la gestion de crise (chapitre 3). Ainsi, l’un des fondements principaux de cette recherche cor-
respond au traitement de l’information géographique sur une architecture informatique distribuée, telle 
que la grille. 
Cette situation technologique, les potentialités génériques de calcul et de partage de la technologie 
grille, et le rapprochement des deux  communautés ont donc permis de définir les hypothèses scienti-
fiques et méthodologiques de cette recherche permettant d’envisager les objectifs relatifs à : 
- l’amélioration technologique du SPC-GD pour une meilleure prise en charge de sa mission de 
prévision hydrologique des crues à cinétique rapide, 
- l’expérimentation de la technologie grille dans un cadre opérationnel tel que la gestion de crise. 
Ainsi, ces hypothèse regroupées dans la proposition méthodologique de la fin de ce chapitre, et illus-
trées par le système spatial d’aide à la décision hydrologique G-ALHTAÏR, semblent susceptibles de 
répondre à certains besoins technologiques du SPC-GD. La structuration en composants de ce sys-
tème expérimental permet d’envisager trois niveaux d’appréhension : 
- l’exécution de modules hydrologiques paramétrés sur des nœuds de calcul de l’architecture de 
grille EGEE permettant de simuler de nombreux scénarios de prévision en vue d’appuyer la 
mission d’aide à la décision hydrologique du SPC-GD, 
- un accès formalisé et ubiquitaire à ces fonctions de modélisation et à l’ensemble des données 
relatives à l’expertise hydrologique, 
- une dimension collaborative forte entre les partenaires de l’expertise hydrologique. 
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La problématique générale d’évaluation de la technologie grille pour les besoins opérationnels de la 
Sécurité Civile peut donc être envisagée au travers ce système, représentatif des potentialités de la 
technologie grille et spécifié en fonction des besoins de l’expertise hydrologique des crues éclair. 
La partie 3 de ce manuscrit s’attache donc à présenter en détail ces composants de la plateforme G-
ALHTAÏR. Le chapitre 5 décrit la grillification des modules de production et de transfert présents dans 
l’application ALHTAÏR. Le chapitre 6 s’attache à décrire les couches d’interfaçage entre la grille EGEE 
et le système d’information du SPC-GD, incluses dans le système d’aide à la décision G-ALHTAÏR. Ce 
système d’information est susceptible d’offrir au prévisionniste un confort d’utilisation nécessaire à une 
situation de crise et permettent d’envisager la reproductibilité des développements informatiques ga-
rants d’une adoption progressive des technologies innovantes étudiées et évaluées dans cette re-
cherche. 
Finalement, la réalisation de cette méthodologie doit donc amener, dans la dernière partie de ce mé-
moire (partie 4) à une évaluation précise, et conforme aux contraintes fonctionnelles du SPC-GD, du 
système G-ALHTAÏR et par extension de la technologie grille. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 PARTIE 3 
 
Méthodologie expérimentale 
 
 
 
 
 
« Le défi de la communication est moins de partager quelque chose avec ceux dont 
je suis proche que d'arriver à cohabiter avec ceux, beaucoup plus nombreux, dont je 
ne partage ni les valeurs ni les intérêts. Il ne suffit pas que les messages et les 
informations circulent vite pour que les Hommes se comprennent mieux. 
Transmission et interaction ne sont pas synonymes de communication. »  
Dominique Wolton 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre 5 
Grillification de l’application ALHTAÏR 
5.1. L’intergiciel gLite : un accès unique aux ressources d’EGEE 
5.2. Méthodologie fondamentale : modélisation hydrologique sur la grille 
 
 
 L’intergiciel de grille gLite virtualise les ressources matérielles de calcul et de 
stockage offertes par la grille EGEE et d’interagit à distance avec les systèmes 
d’information d’utilisateurs. En grillifiant le modèle pluie-débit ALHTAÏR, utilisé en 
situation de crise par le SPC-GD, il devient envisageable de perfectionner la capacité de 
prévision hydrologique en situation de crise. 
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INTRODUCTION 
Les conclusions du chapitre 4 ont permis d’identifier les principales composantes technologiques 
de G-ALHTAÏR en fonction des besoins et des contraintes fonctionnelles du SPC-GD. Trois niveaux de 
réflexion ont été identifiés : 
- le niveau « Entreprise » correspondant à la collaboration entre le SPC-GD et le SCHAPI, 
- le niveau « Traitement » permettant l’interaction entre les systèmes d’information, 
- le niveau « Technologie » assurant la modélisation hydrologique sur la grille. 
Ainsi, dans le cadre de ce chapitre, il est question de détailler les développements informatiques 
fondamentaux qui ont été menés pour permettre la modélisation hydrologique sur l’architecture de grille 
EGEE (niveau « Technologique »). Cette étape apparait essentielle à l’implémentation de la 
méthodologie proposée dans le chapitre précédent et détaillée dans cette partie. En effet, le portage ou 
la grillification des algorithmes requiert une connaissance précise des services de l’intergiciel de grille, 
et en particulier gLite l’intergiciel de la grille EGEE. En analysant les services de haut niveau de gLite, 
la première partie de ce chapitre doit permettre d’établir une stratégie de portage en adéquation avec 
les contraintes de calcul des modules de production et de transfert d’ALHTAÏR. 
Dans la seconde partie du chapitre, la stratégie d’implémentation pour assurer et augmenter la 
capacité de modélisation allouée à la prévision hydrologique des crues à cinétique rapide, est détaillée. 
Les choix techniques de cette grillification sont principalement guidés par les contraintes informatiques 
des services web de l’OGC, pour faciliter dans un second temps l’encapsulation et la gestion 
standardisée de ces modules hydrologiques.  
L’ensemble de ce chapitre, pivot de la partie méthodologique, doit permettre de mener les 
développements et les orientations du niveau supérieur, dédié à l’interaction (ou interfaçage) entre les 
systèmes d’information. 
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V - 1. L’intergiciel gLite : un accès unique aux ressources 
d’EGEE 
                                                     
Dans ce paragraphe, il est question de détailler la stratégie développée pour permettre l’exécution des 
modules de production et de transfert de l’application ALHTAÏR sur les ressources de calcul de 
l’infrastructure de grille EGEE. Ainsi, dans un premier temps, l’intergiciel de grille gLite, utilisé et 
développé dans le cadre du projet EGEE, est décrit. Une attention particulière est portée sur les 
fonctions dédiées à l’utilisation des ressources de calcul et de stockage par un utilisateur externe. Dans 
un second temps, la stratégie de recodage et de portage de l’application ALHTAÏR sur la grille EGEE 
sont développés. A ce niveau, étant donné le positionnement scientifique de cette recherche, les 
développements et les expérimentations qui suivent s’appuient sur les ressources informatiques de 
l’organisation virtuelle Earth Science Research1 dédiée aux problématiques des sciences de la Terre 
au sein du projet EGEE. 
Un intergiciel et l’ensemble de ses services permet donc de mettre en relation une communauté 
d’utilisateurs avec des ressources matérielles géographiquement distantes. D’autre part, « les services 
de l’intergiciel ont besoin de travailler ensemble de manière coordonnée, bien que ces services 
peuvent toujours être déployés et utilisés indépendamment » (LAURE et al., 2004). 
En terme de services, il est possible de distinguer deux niveaux distincts, les services  fondamentaux 
de l’intergiciel en charge des ressources matérielles (gestion des processus distants, co-allocation des 
ressources, accès aux stockages, découverte des ressources, sécurité et qualité de services) et ceux 
dédiés aux interactions avec l’utilisateur (environnements de développements, courtiers de ressources, 
planification des tâches) qui utilisent les interfaces fournies par les services de plus bas niveau 
(ASADZADEH et al., 2005 ;  MAGOULES et al., 2009). 
Le programme EGEE a développé son propre intergiciel de grille en s’appuyant sur les intergiciels 
Globus (SOTAMAYOR, 2005). Les fortes relations entre utilisateurs finaux et chercheurs en informatique, 
chargés du développement de cet intergiciel, ont permis de perfectionner progressivement ce dernier 
pour en faire à l’heure actuelle un outil puissant et adaptable aux besoins des différentes communautés 
impliquées dans EGEE. Comme tout intergiciel, gLite (Lightweight Middleware for Grid Computing) 
offre de nombreuses interfaces entre les protocoles de bas niveau des différentes ressources 
matérielles et les ressources externes des utilisateurs, en se basant sur la technologie des services 
web. 
Etant donné le caractère clairement utilisateur de cette présente recherche, une attention particulière 
est donnée aux services de haut niveau permettant la gestion des données et des exécutions, de la 
sécurité et des services d’information et de découverte des ressources. Sous EGEE, Il est important de 
considérer deux niveaux de structure, la composition d’un site (aspect matériel) et la composition de la 
grille (aspect intergiciel). Concernant un site de calcul, il est possible de distinguer : 
1 https://cic.gridops.org/index.php?section=vo&vo=esr 
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- une interface utilisateur (UI) qui constitue le point d’accès au site et permet l’authentification 
des entrées externes. 
- L’élément de calcul (CE) qui gère la file d’attente des tâches à exécuter sur le site 
- Les nœuds de travail (WN) qui exécutent proprement dit les algorithmes 
- Les éléments de stockage (SE) qui donnent accès aux serveurs d’accès aux données 
Ce vocabulaire est spécifique à EGEE, il peut différer d’une grille à l’autre bien que les structurations 
logicielles et matérielles soient souvent les mêmes et basées sur le standard OGSA (cf. §.II – 2.3.1.3). 
 
Figure 61 : Services de l'intergiciel gLite (d'après LAURE et al., 2004) 
Il est important de retenir que l’accès principal aux ressources de grille se fait par le biais d’une 
interface utilisateur, que l’organisation virtuelle, à laquelle l’utilisateur est inscrit et reconnu de 
confiance, met à disposition. 
Au niveau de la grille dans son ensemble, il est possible d’identifier plusieurs services de haut niveau 
qui constituent gLite (Figure 61). Ils sont au nombre de 5 : 
- Les services d’accès 
- les services de sécurité 
- les services d’information et de surveillance des ressources 
- les services de gestion des données 
- les services de gestion des tâches 
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V - 1.1. Les services d’accès 
L’accès à la grille se fait au travers d’une interface utilisateur (UI) généralement installée sur un site de 
la grille mais pouvant être aussi installé sur le système local de l’utilisateur. Il s’agit d’une interface en 
ligne de commande accessible au travers d’une connexion sécurisée SSH2 qui est un protocole de 
communication sécurisé. De cette interface, l’utilisateur prépare, soumet, surveille et récupère les 
tâches de calcul (job) envoyées à distance. Il existe des interfaces graphiques permettant de faciliter 
cette interaction, tels que ceux développés dans les projets Ganga (BROCHU et al., 2009) ou g-Eclipse 
(GJERMUNDRØD et al., 2008). 
V - 1.2. les services de sécurité 
La sécurité est un point primordial dans une architecture de grille. En effet, le nombre d’utilisateurs 
d’institutions différentes et de ressources matérielles accessibles apparaissent a priori comme des 
facteurs critiques à la sureté d’une telle infrastructure. Il existe donc plusieurs mécanismes pour 
améliorer cette sécurité.  Ainsi, tout utilisateur référencé doit posséder : 
- un certificat électronique personnel 
- une inscription dans une organisation virtuelle référencée dans EGEE 
- un compte sur une interface utilisateur 
Un certificat électronique permet d’identifier univoquement une personne, une machine ou un 
programme sur la grille (KNOOPS, 2007). Il correspond à une véritable carte d’identité numérique. EGEE 
s’appuie sur la norme X509 qui est un standard de cryptographie de l’union international des 
télécommunications. Ce certificat, à durée de validité limitée, est composé d’une clé publique et d’une 
clé privée. La première est signée par une autorité de certification (CA) et publiée sur le réseau de la 
grille. En France, l’autorité de certification officielle pour l’utilisation de la grille est GRID-FR3, une sous-
autorité de certification de l'autorité CNRS. La clé privée est déposée sur l’interface utilisateur de 
l’utilisateur (de la ressource en général) et est protégée par un mot de passe. Le chiffrement des 
communications repose sur l’utilisation d’algorithmes asymétriques permettant une authentification 
mutuelle : l’émetteur signe avec sa clé privée, alors que le destinataire vérifie la signature avec la clé 
publique de l'émetteur (CONTES, 2005). 
Dans l’utilisation pratique de la grille, l’utilisateur accède aux ressources EGEE avec un courtier de 
sécurité (CONTES, 2005), appelé proxy dans gLite, valable 12h par défaut. Ce proxy accompagnera les 
jobs tout au long de leur processus d’exécution de manière à certifier sa légitimité ainsi que celles des 
sous-tâches dépendantes. Cette délégation de certification permet ainsi à l’utilisateur de ne s’identifier 
qu’une seule fois au moment de la création du proxy (single sign-on). 
                                                     
2 http://tools.ietf.org/html/rfc4252 
3 http://igc.services.cnrs.fr/GRID-FR 
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Quant à l’inscription dans une organisation virtuelle (comme d’ailleurs l’obtention d’un compte sur une 
interface utilisateur), elle résulte avant tout d’un accord multipartite autorisant de nouveaux utilisateurs 
à accéder aux ressources allouées à une VO. D’un point de vue technique, chaque utilisateur de 
l’organisation virtuelle est identifié dans un serveur VOMS interrogé au moment de la création du proxy. 
V - 1.3. les services d’information et de surveillance des ressources 
La gestion de l’information dans un système grand échelle telle que la grille EGEE est cruciale pour 
garantir son fonctionnement efficace. S’il est encore complexe d’actualiser ces informations en temps-
réel, la fréquence de mise à jour doit toutefois être la plus faible possible. Ainsi, comme tout système 
d’information, l’intergiciel gLite est doté de fonctionnalités permettant à chacun des éléments de la grille 
de connaître l’existence et l’état des autres ressources. Par exemple, un utilisateur ou un service de 
l’intergiciel peut à tout moment : 
- vérifier l’état d’une ressource 
- découvrir les ressources de la grille et leurs caractéristiques 
- permettre le choix d’un nœud de calcul efficacement 
- spécifier des critères d’exécution de ces tâches 
Il est donc obligatoire pour chaque administrateur de site de publier et d’actualiser l’ensemble de ces 
informations, c‘est à dire les informations générales relatives au site, la description et l’état des 
systèmes d’exploitation, des applications, et des données ainsi que les statistiques d’utilisation de 
l’ensemble des ressources. 
Techniquement, deux mécanismes existent sur gLite pour gérer et accéder à ces informations de 
gestion : 
- Globus Monitoring and Discovery Service (MDS) principalement utilisé pour la découverte et la 
publication de l’état des ressources, 
- Relational Grid Monitoring Architecture (R-GMA) dont le fonctionnement, proche de celui du 
SQL (Structured Query Language), permet de surveiller et publier les informations des 
ressources au niveau utilisateur 
Avec ces services, l’utilisateur accède aux informations relatives aux ressources matérielles dont il 
dispose dans sa VO : 
- les éléments de calcul (CE) 
- les éléments de stockage (SE) 
- les courtiers de ressources (Workload Management Server - WMS) 
-  
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V - 1.4. les services de gestion de données 
Comme pour l’ensemble des ressources, les données utilisateur sont virtualisées sur la grille, c'est-à-
dire que l’utilisateur ne sait pas exactement où ses données sont stockées. Ainsi, chaque fichier est 
identifié par un LFN (Logical File Name) et un GUID (Grid Unique IDentifier) qui identifient un fichier 
indépendamment de sa location physique. Alors que le SURL (Storage URL) (ou Physical File Name 
(PFN)) et le TURL (Transport URL) font référence aux informations physiques du fichier. 
L’élément central de la gestion des données est le LFC (LCG File Catalog). Ce catalogue fait le lien 
entre un fichier, ses répliquas et ses différents types de nommage. Finalement, un ensemble de 
fonctions de base permettent, comme sur un système d’exploitation classique, de manipuler ces 
données de manière transparente. Elles sont regroupées sous le terme de LCG utils. 
V - 1.5. Les services de gestion des tâches 
V - 1.5.1. Un job de grille 
Dans la suite de cet exposé, les termes « tâche » et « job » seront utilisés indifféremment pour faire 
référence aux traitements informatiques envoyés par l’utilisateur sur les ressources de la grille. Depuis 
l’interface utilisateur, les services de gestion des jobs permettent globalement à l’utilisateur : 
- d’éditer les scripts des jobs grâce au langage JDL (Job Description Language) qui est un 
langage de haut niveau qui consiste à assigner des valeurs à des attributs (attribut = valeur) 
(PACINI et MARASCHINI, 2007) 
- de soumettre ces scripts à la grille en le transmettant au courtier de ressources (WMS) 
- de surveiller l’état de ces scripts tout au long de leur exécution (Waiting, Submitted, Ready, 
Scheduled, Running, Cancelled, Aborted, Done, Cleared) (Figure 62) 
- de retourner les résultats (sorties) de ces scripts 
 
Submitted : job accepté par le WMS 
Waiting : recherche d’un CE appropriée par le WMS 
Ready : WMS prépare la soumission 
Scheduled : Mise en file d’attente du CE par le WMS 
Running : Copie des données d’entrée et exécution sur 
le WN 
Done : exécution terminée avec ou sans erreur 
Cleared : résultats récupérés par l’utilisateur 
Figure 62 : États d'un job lors de son traitement par l'intergiciel (d’après BURKE et al., 2009 ; CHRISTODOULOPOULOS et al., 2008) 
Schématiquement, la soumission de job aux nœuds de calcul de l’architecture EGEE correspond à 
l’envoi d’un paquet contenant la description du job en JDL, l’exécutable de l’algorithme, et 
éventuellement les données à traiter et les librairies nécessaires à l’exécution (InputSandbox). Si la 
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définition d’une grille s’apparente à une architecture distribuée grand échelle composée d’éléments 
hétérogènes, la grille EGEE impose aux sites fournisseurs de ressources une certaine homogénéité 
des sytèmes d’exploitation. En effet, il est fortement conseillé aux gestionnaires de sites de fournir des 
nœuds avec comme système d’exploitation la distribution Scientific Linux4. Par conséquence, un 
utilisateur désirant soumettre ses algorithmes sur la grille doit s’assurer qu’ils sont compatibles avec un 
tel environnement.  
 
  Type = "Job" ;  
  JobType = "Normal" ;  
  Executable = "/bin/sh" ;  
  Arguments = "test.sh" ;  
  InputSandbox = {"test.sh","input.txt”} ;  
  StdOutput = "std.out" ;  
  StdError = "std.err" ;  
  OutputSandbox = {"std.out","std.err","output.txt"} ;  
Figure 63: Exemple d’un job de grille avec gLite 
La description du job de la Figure 63 permet d’exécuter le script test.sh qui prend en entrée le fichier 
input.txt et génère la sortie output.txt. L’application qui permet d’exécuter ce script est le bash5 
(langage de base d’un environnement linux). La présence des attributs InputSandbox et 
OutputSandbox indique au courtier que l’utilisateur fournit un algorithme et une donnée d’entrée et 
désire recevoir le fichier de sortie et les sorties standards, une fois le job exécuté. Quant aux attributs 
StdOutput et StdError, ils permettent de recevoir les informations standards relatives à l’exécution du 
job. Il existe de nombreux autres attributs pour spécifier l’environnement d’exécution d’un job dont 
l’attribut Requirements qui permet de spécifier les contraintes d’exécution du job en se basant sur les 
attributs du schéma GLUE6 (PACINI et MARASCHINI, 2007). A ce niveau, il est important de spécifier le 
type de jobs existants (PACINI et MARASCHINI, 2007) : 
- Job 
o Normal 
o Interactif, entre le job et l’utilisateur 
o MPICH, approche de parallélisme MPI 
o Paramétrique, variation de paramètres et de données d’entrée 
- DAG (Direct Acyclic Graph), gestion de chaînes de traitements 
- Collection, ensemble de jobs indépendants 
                                                     
4 https://www.scientificlinux.org/ 
5 http://www.gnu.org/software/bash/bash.html 
6 Le schéma GLUE (Grid Laboratory for a Uniform Environment) est une description standardisée des ressources de calcul. 
Grâce à l’attribut Requirements l’utilisateur peut spécifier le type de système d’exploitation, un élément de calcul, une 
vitesse de processeur, etc. 
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V - 1.5.2. Soumission d’un job 
L’envoi d’un job sur la grille déclenche une série d’opérations automatiques sur les différents services 
de la grille (Figure 64). Le WMS accepte (Submitted) et interprète le script du job et se renseigne 
auprès du système d’information (BDII, Berkeley Database Information Index) de la disponibilité de CE 
pour exécuter l’algorithme fourni par l’utilisateur (Waiting). Dès qu’un élément de calcul répond aux 
critères de sélection de l’utilisateur (Ready), le job est mis en file d’attente sur ce CE avant que le 
LRMS (Local Resource Management System) le place sur un WN pour être exécuté (Scheduled). 
Concernant les données d’entrées de l’algorithme, l’utilisateur a le choix de les transmettre avec le job 
(Input Sandbox) ou de les déposer au préalable sur un SE. Dans ce cas, au moment de la réception du 
job, le WMS vérifie la présence de ces données en interrogeant le catalogue LFC. Enfin, tout au long 
du processus de traitement du job, l’utilisateur peut se renseigner sur son état en interrogeant le 
service d’enregistrement et de comptabilité (LB, Logging and Bookkeeping) (Figure 64).  
Un tel fonctionnement est considéré comme asynchrone, dans le sens où l’opération de soumission se 
termine sans être contrainte d’attendre une réponse immédiate du courtier de ressource. Comme cela 
a déjà été abordé précédemment, le script du job, l’algorithme et les éventuelles données à traiter sont 
accompagnés du proxy temporaire permettant à ce paquet de transiter d’un élément de la grille à un 
autre en toute sécurité. 
 
Figure 64 : Services de gLite impliqués dans la soumission d'un job (d’après BURKE et al., 2009 ) 
En conclusion, l’intergiciel gLite et les services de haut niveau qu’il fournit permet à l’utilisateur de 
disposer de nombreuses ressources de calcul et de stockage sans se préoccuper, s’il le souhaite, du 
choix de ces dernières (Attribut Requirement du JDL). En contrepartie, leur éloignement géographique 
et surtout les nombreuses interactions entre les services de l’intergiciel pour réaliser l’exécution 
demandée impliquent des temps de latence relativement long (GERMAIN-RENAUD et al., 2008) qui sont 
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susceptibles de détériorer la performance des applications temps réel. Finalement, en ce qui concerne 
la grillification des applications, il est important de rappeler la nécessité d’implémenter des exécutables 
Linux et de s’assurer de la disponibilité des librairies nécessaires à leur exécution sur les éléments de 
calcul7. 
                                                     
7 Seules les librairies par défaut des distributions Scientific Linux sont présentes sur les éléments de calcul 
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V - 2. Méthodologie fondamentale  
                                                     
V - 2.1. Principe de fonctionnement du scénario de prévision 
Comme cela a été décrit dans le chapitres 2 et 4, l’intérêt d’utiliser la grille dans cette étude réside 
initialement dans sa capacité à déporter des calculs susceptibles de surcharger les capacités 
informatiques du système d’information du SPC-GD (cf. §.III – 1.2.41). La méthodologie qui a émergé 
de l’analyse du chapitre 4 consiste donc à l’exécution d’un ensemble8 de scénarios de prévisions de 
manière simultanée sur les nœuds de calcul de la grille. Par conséquence, un scénario de prévision 
correspondra à un job de grille. 
D’un point de vue fonctionnel, l’analyse d’ALHTAÏR a permis d’identifier une indépendance entre les 
cellules du bassin versant mais une dépendance temporelle entre les instances de simulation 
successives (cf. §.III – 1.2.4.2). Si, en début d’évènement, les conditions hydrologiques du bassin 
versant sont considérées comme nulles (modèle hydrologique évènementiel), ses conditions assurent 
ensuite le « lien hydrologique » entre deux pas de temps successifs. Ainsi, pour permettre ce lien, entre 
la fonction « temps-réel » assurée par l’application ALHTAÏR existante et la version « prévision » portée 
sur la grille, il a été nécessaire d’enregistrer les conditions hydrologiques et l’hydrogramme à chaque 
pas de temps, de manière à permettre leur transfert et leur prise en charge ultérieure et à distance par 
le scénario de prévision. Ainsi, à chaque fois que le prévisionniste désire exécuter un scénario de 
prévision, le système d’aide à la décision doit récupérer les dernières conditions hydrologiques et 
l’hydrogramme du bassin versant, modélisées grâce à la version « temps réel » pour l’utiliser lors de 
l’exécution du scénario de prévision sur la grille (Figure 65). 
Afin de pouvoir modéliser un scénario de prévision sur la grille EGGE, les fichiers transférés au nœud 
de calcul (InputSandbox) correspondent aux :  
- bassin versant à modéliser 
- conditions hydrologiques « temps réel »  
- l’hydrogramme « temps réel » 
- la prévision de pluie CALAMAR 
- le proxy créé grâce au certificat personnel 
- les algorithmes d’ALHTAÏR et les librairies spécifiques 
8 Le terme de « simulation » est réservé dans la suite de ce mémoire pour évoquer cet ensemble de scénarios 
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Figure 65 : Synopsis du traitement d'un scénario de prévision 
Une fois que le prévisionniste soumet ce scénario les services de gestion de tâches de gLite se charge 
de soumettre le job correspondant à un élément de calcul disponible, qui, une fois l’exécution terminée 
retourne les nouvelles conditions hydrologiques et l’hydrogramme de prévision sur l’interface utilisateur 
et/ou les dépose sur un élément de stockage. 
Il convient de détailler la méthodologie qui a permis d’une part l’exécution des algorithmes des modules 
de production et de transfert du modèle ALHTAÏR et d’autre part la gestion des données entre ces 
modules, et leur échange entre le système local et les ressources de la grille. Ces développements ont 
été menés depuis une interface utilisateur9 installée dans les locaux de l’IPGP10 à Paris, appartenant à 
l’organisation virtuelle ESR11, constituant une des VO de la grille EGEE. 
 
 
 
 
 
 
                                                     
9 Moyen par défaut d’accès aux ressources de grille (détaillée dans ce chapitre) 
10 Institut de physique du globe de Paris 
11 Earth Science Research.  
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V - 2.2. Stratégie de portage 
V - 2.2.1. Recodage des algorithmes 
                                                     
La première étape de développement concerne la grillification des modules hydrologiques de 
l’application ALHTAÏR. Initialement développée sous WINDEV©, langage exclusivement réservé au 
système d’exploitation WINDOWS©, ces modules ont du être recodés avec un langage exécutable sur 
un environnement Linux. 
Sur les nœuds de calcul de la grille EGEE, il existe majoritairement 4 langages de programmation12 : 
- JAVA13 
- C14 
- C++ 
- Python15 
Il ne s’agit pas dans ce développement de discuter l’intérêt de chacun de ces langages. Dans le cadre 
de cette méthodologie, le langage de script Python a été choisi pour sa facilité d’utilisation, sa légèreté 
et sa modularité. En tant que langage interprété, il ne nécessite pas de compilation préalable du 
programme. D’autre part, il s’agit d’un langage de haut niveau, ne nécessitant pas la déclaration des 
variables. Malgré une certaine lenteur d’exécution, en comparaison avec les langages C et C++, sa 
rapidité de développement et la possibilité de développer une approche objet en fait un langage adapté 
à la problématique de cette recherche (PRECHELT, 2000). 
Après l’analyse du code de l’application WINDEV©, un diagramme de classes UML a été créé pour 
faciliter le recodage de l’application (Figure 66). Les éléments essentiels de la modélisation sont les 
caractéristiques du bassin versant et de l’image radar qui permettent de calculer le ruissellement de 
surface pour chaque cellule du bassin versant (production) et de construire l’hydrogramme à l’exutoire 
de ce dernier (transfert). Au préalable, les correspondances géographiques sont établies entre les 
cellules (au sens de pixel) du bassin versant et celles de l’image radar, c'est-à-dire qu’à une cellule de 
bassin versant correspond une cellule radar. 
12 Ces langages font partie des paquets officiels de la distribution Scientific Linux 
13 http://www.java.com/fr/ 
14 http://gcc.gnu.org/ 
15 http://www.python.org/ 
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Figure 66 : Diagramme de classes des modules hydrologiques d'ALHTAÏR 
La gestion de ces matrices est permise par le module externe NumPy16 capable d’interagir avec les 
fonctions standards de Python. Finalement, la séquence de traitement du cœur de l’application 
ALHTAÏR décrit dans le chapitre 2 (cf. §.III – 1.2.4.2 : Fig. 43), correspondant aux modules de 
production et de transfert, n’a pas été modifiée, seule la structure, le format et l’accès aux données ont 
été adaptés notamment dans l’optique de l’utilisation des services web de l’OGC. 
V - 2.2.2. Formatage des données 
                                                     
La seconde étape de la reconstruction des algorithmes fonctionnels d’ALHTAÏR concerne le formatage 
des données. Le format sélectionné est le NetCDF17 (Network Common Data Form). Ce format de 
données permet la gestion efficace de données spatiotemporelles et multidimensionnelles. Il est basé 
sur des : 
- dimensions, 
- variables basées sur une ou plusieurs dimensions, 
- attributs. 
Un tel format permet de prendre en charge un grand nombre de données, dont celles issues du 
monitoring de l’environnement. L’intérêt principal est de pouvoir stocker un nombre important de 
matrices dans un seul fichier afin de réduire la multiplication des fichiers de stockage. Un ensemble de 
métadonnées, décrites grâce au langage CDL (Common Data Language) et basées sur la convention 
CF (Climate Forecast) (EATON et al., 2009) (Figure 67), est établi pour décrire et documenter les 
données stockées et recoder les données utilisées dans ALTHAÏR de manière standard. 
Le recodage des données relatives à ALHTAÏR concerne : 
- le bassin versant composé de 8 variables principales : 
o les limites du bassin versant  
16 http://numpy.scipy.org/ 
17 http://www.unidata.ucar.edu/software/netcdf/ 
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o les temps de transfert de chaque cellule du bassin versant 
o les 6 paramètres spatialisés d’ALHTAÏR (AYRAL, 2005) 
o et les variables relatives au positionnement géographique des cellules 
- la pluie issue des images radar composée d’une variable principale 
o la pluie brute spatialisée 
o et les variables relatives au positionnement géographique des cellules 
- les conditions hydrologiques du bassin versant composées des situations : 
o d’infiltration 
o d’imbibition 
o de ruissellement 
o d’écoulement hypodermique 
- le ou les hydrogrammes de chaque bassin versant 
{ 
 dimensions: 
   time = UNLIMITED ;    // (496 currently) 
   x = 50 ;  
   y = 50 ;  
 variables: 
   int Lambert_Conformal ;  
     :grid_mapping_name = "lambert_conformal_conic" ;  
     :… 
   double rainfall(time=496, y=50, x=50) ;  
     :units = "mm/h" ;  
     :long_name = "Rainfall intensity" ;  
     :coordinates = "lat lon" ;  
     :grid_mapping = "Lambert_Conformal" ;  
     :_CoordinateSystems = "ProjectionCoordinateSystem LatLonCoordinateSystem" ;  
… 
   double time(time=496) ;  
     :long_name = "rainfall time" ;  
     :standard_name = "time" ;  
     :units = "seconds since 1970-01-01 02:00:00" ;  
     :axis = "T" ;  
     :_CoordinateAxisType = "Time" ;  
     :bounds = "time_bnds" ;  
  … 
   float lat(x=50, y=50) ;  
     :units = "degrees_north" ;  
     :long_name = "latitude coordinate" ;  
     :standard_name = "latitude" ;  
     :_CoordinateAxisType = "Lat" ;  
   float lon(x=50, y=50) ;  
     :… 
} 
Figure 67 : Extrait de la description CDL d'une donnée de pluie CALAMAR, basée sur la convention CF 
Grâce au format NetCDF, il est possible de mieux prendre en charge la dimension temporelle des 
données, essentielle dans le cas de la modélisation hydrologique. Il est donc possible de représenter 
l’ensemble d’un évènement hydrométéorologique au travers d’un seul fichier NetCDF. A noter que ce 
format est accessible par le module externe Scientific Python18 permettant de construire, lire et modifier 
                                                     
18 http://dirac.cnrs-orleans.fr/plone/software/scientificpython 
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ce type de données. L’intérêt du NetCDF réside dans sa capacité à intégrer des données 
multidimensionnelles de sources différentes permettant ainsi un accès facilité à des sous-ensembles 
par l’interrogation du fichier. Dans ce contexte, la motivation principale dans l’utilisation du NetCDF 
concerne sa prise en compte par l’OGC, et son rapprochement avec le service dédié à la gestion des 
couvertures géographiques (WCS) (DOMENICO et NATIVI, 2009). En effet, par sa capacité à s’auto-
décrire, un service web peut l’interroger et accéder au sous-ensemble requis par un utilisateur ou un 
autre service. De plus, les efforts de développement sur le NetCDF et les différentes librairies qui le 
supportent, s’orientent vers une meilleure capacité à paralléliser leurs traitements (HARTNETT, 2009). 
Finalement, le format NcML, qui est une représentation XML du NetCDF, a été utilisé pour coder les 
hydrogrammes des scénarios de prévision. Par sa capacité à décrire formellement les données et les 
métadonnées contenues dans un fichier NetCDF, il tend à améliorer l’interopérabilité dans les 
échanges de données. Son extension NcML-GML permet par exemple son intégration dans des 
logiciels SIG et sa meilleure prise en compte pour l’approche SOA (NATIVI et al., 2005). 
L’implémentation de cette nouvelle version des modules de production et de transfert de l’application 
ALHTAÏR, grâce au langage python et au format de données NetCDF, peut être caractérisée par les 
indicateurs du Tableau 5. 
Données / algorithmes Caractéristiques informatiques 
Bassin versant de 2 MB à 20 MB (19 MB pour 545 km2) 
Radar 454,3 KB (1h) et 3 MB (8h) 
Conditions hydrologiques 14,6 MB (5 mn) et 13,2 GB (100h) 
Hydrogramme 4,7 KB (NcML) et 3,8 KB (NetCDF) 
Algorithmes et librairies 3,7 MB 
Tableau 5 : Caractéristiques techniques des données et algorithmes après grillification 
À la vue de ces caractéristiques, et étant donné les capacités technologiques de la grille EGEE 
l’ensemble de ces contraintes de traitement apparait relativement faible. Cependant, chaque instance 
de modélisation impose la prise en charge de l’ensemble de ces données et l’actualisation des 
conditions hydrologiques, de l’image radar et de l’hydrogramme à chaque opération de prévision. Cette 
mise à jour, peut représenter une limite à la rapidité de traitement, en particulier dans le cas où le 
réseau informatique externe utilisé pour accéder aux ressources de grille a une bande passante de 
faible capacité. 
V - 2.2.3. Simulation hydrologique sur la grille EGEE 
L’utilisation la plus classique de la grille EGEE se fait au travers du protocole SSH (cf. §.V - 1.1). Un 
utilisateur reconnu par une organisation virtuelle d’EGEE, dans le cas de cette étude Earth Science 
Research, c’est-à-dire disposant d’un certificat électronique se connecte à une des interfaces utilisateur 
fournie par certains sites de la VO. L’interface utilisateur peut permettre de stocker des algorithmes, 
des données et des librairies, après accord avec l’administrateur de cette UI. A partir de cette UI, 
l’utilisateur peut avoir accès aux services de haut niveau de gLite pour effectuer des traitements sur les 
ressources de la grille. 
172 
 
Chapitre 5 : Grillification de l’application ALHTAÏR 
 
 
Dans le cadre de cette étude, une instance de prévision est basée sur le job de grille décrit dans la 
Figure 68. Elle implique la présence, sur l’interface utilisateur, des fichiers contenus dans 
InputSandbox, qui, avec ce script et le proxy de sécurité, composera le paquet du job. 
 
  Type = "Job" ;  
  JobType = "Normal" ;  
  Executable = "env python" ;  
  Arguments = "Alhtair.py" ;  
  InputSandbox = {"Alhtair.py","alhtair.tar.gz”,"bassin-versant.nc","conditions-
initiales.nc","prévision-pluie.nc","hydrogramme-tps-reel.nc"} ;  
  StdOutput = "std.out" ;  
  StdError = "std.err" ;  
  OutputSandbox = {"std.out","std.err","hydrogramme.xml","post-conditions.nc", "logfile.log"} ;  
Requirements = “other.GlueHostArchitecturePlatformType == "i686"” ;  
Figure 68 : Job de grille (JDL) pour exécuter les modules hydrologiques d'ALHTAÏR 
La chaîne de traitements classique lors de l’exécution d’un job est la suivante : 
- l’utilisateur créé un proxy de sécurité grâce à ses certificats (voms-proxy-init) et son mot de 
passe, 
- il soumet ce job à l’intergiciel (glite-wms-job-submit) qui sélectionne un WMS disponible pour 
traiter la requête, 
- un WMS accepte le job et prépare le paquet pour sa soumission au CE sélectionné grâce à la 
contrainte exprimée par l’attribut Requirement (en l’occurrence une machine 32 bits), 
- le CE réceptionne le job, le transmet à un des ses WN, et transfère les données d’entrée 
(InputSandbox), 
- l’exécution débute sur le WN par la préparation des données19 et de l’environnement 
d’exécution (librairies Scientific Python, Numpy et netcdf) puis lance les modules hydrologiques 
(Alhtair.py), 
- l’exécution se termine en préservant uniquement les données de sortie qui sont soit 
récupérées par l’utilisateur à la fin du job (OutputSandbox) soit/et enregistrées sur un élément 
de stockage avec un enregistrement dans le LFC, 
- l’utilisateur tenu informé tout au long du traitement du job (glite-wms-job-status), récupère les 
données de sortie sur son UI (glite-wms-job-output). 
L’envoi de manière asynchrone de ce job au courtier de ressource provoque une série d’opérations au 
niveau de l’intergiciel transparents à l’utilisateur qui peut à tout moment se renseigner sur son état 
d’avancement. Une fois terminée, il est en charge de la récupération des résultats de la simulation. 
                                                     
19 À noter que des données déjà stockées sur des SEs peuvent être transférées sur le WN grâce aux fonctionnalités LCG 
173 
 
Chapitre 5 : Grillification de l’application ALHTAÏR 
 
 
De prime abord, une telle architecture asynchrone permet de soumettre un nombre important de jobs 
en simultanée afin de répondre à un besoin ponctuel ou constant de ressources de calcul et/ou de 
stockage dans le cas d’une gestion intensive de données (réplication, échange, etc.), comme cette 
recherche le nécessite à travers la gestion d’ensembles de scénarios de prévision hydrologique. Dans 
une optique scientifique, visant à simuler différents scénarios, à traiter un jeu de données important, ou 
paralléliser des traitements intensifs20, l’intergiciel gLite et ses services offrent un ensemble de 
commandes bash permettant de préparer les jobs, gérer des données sur SE, soumettre des jobs, 
suivre l’évolution de leur exécution, etc. Cependant, dans une optique opérationnelle, cette méthode de 
communication ne semble pas réellement approprier à : 
- la compétence des prévisionnistes du SPC-GD 
- la contrainte temporelle caractéristique d’une situation de crise 
Ainsi, l’encapsulation de ces opérations de bas niveau par un composant logiciel capable d’interagir 
avec les services de gLite et le système d’information du SPC-GD se révèle nécessaire. Dans ce sens, 
la méthodologie de recours à une application web, tel qu’une interface de cartographie en ligne, 
connectée à des services web médiateurs doit être présentée. 
                                                     
20 Il s’agit d’embarrassingly parallel (aucun équivalent français trouvé) où l’effort de parallélisation (au sens de parallélisation 
de contrôle) est limité voire inexistant 
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SYNTHESE 
Le premier niveau de cette phase d’implémentation, détaillé dans ce chapitre, consiste donc à 
adapter le code existant à un fonctionnement de grille. Il est question de la grillification ou du portage 
de l’application. Une fois autorisé par l’organisation virtuelle à laquelle il appartient, l’utilisateur (ou son 
système d’information) se connecte à cette interface utilisateur et envoi des requêtes asynchrones pour 
exécuter l’application grillifiée aux services de l’intergiciel de grille. La relative autonomie de ces 
services, détaillée dans la première partie de ce chapitre, facilite la prise en charge des opérations 
soumises par l’utilisateur. 
L’application ALHTAÏR, et en particulier ses modules de modélisation hydrologique, a donc été 
grillifiée sur les ressources de l’organisation virtuelle ESR. Un recodage de ces algorithmes a été 
nécessaire et une adaptation de la gestion des données d’entrée et de sortie a été menée pour faciliter 
la reproductibilité des traitements. Finalement, les capacités informatiques offertes par les nombreuses 
ressources de calcul de la VO ESR ont permis d’envisager la prise en charge de nombreux scénarios 
de prévision de manière simultanée. 
Cependant, l’inconvénient principal de cette approche se situe dans l’excédent de charge de 
travail et les compétences spécifiques qu’elle implique. Dans une dimension opérationnelle temps réel, 
les aspects technologiques doivent être idéalement minimisés afin de libérer l’utilisateur de toutes 
contraintes fonctionnelles et lui permettre une réalisation optimale de la mission pour laquelle il est 
astreint. De plus, les premiers tests de modélisation hydrologique grâce à ce portage ont permis 
d’identifier une forte variabilité des performances de calcul et un taux d’échec incompatible avec les 
besoins de l’expertise hydrologique en situation de crise. 
Dans ce sens, le recours à des services web de l’OGC interfacés avec les services de 
l’intergiciel gLite et une interface graphique par laquelle le prévisionniste établit ces scénarios de 
prévision apparait indispensable à la mission d’expertise hydrologique allouée au SPC-GD. D’autre 
part, une meilleure prise en charge des jobs de grille doit être envisagée pour améliorer les 
performances de modélisation. 
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Chapitre 6 
Interfaçage entre la grille EGEE  
et le SPC-GD 
6.1. G-ALHTAÏR : un outil garant de l’interopérabilité et de l’orchestration 
des traitements 
6.2. RRM-Grid : un outil garant de l’ordonnancement et d’une qualité de 
service 
 
 
 Les moyens d’accès aux ressources informatiques de l’architecture de grille 
EGEE par le biais de l’intergiciel gLite ne coïncide pas fondamentalement avec les con-
traintes de fonctionnement du SPC-GD. En effet, l’antagonisme des compétences im-
pose en particulier le recours à des services web géographiques et à une interface de 
cartographie permettant d’assurer l’opérationnalité requise du SPC-GD. 
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INTRODUCTION 
Dans le cadre de ce chapitre, il est question de détailler les développements informatiques qui 
ont été menés pour implémenter l’ensemble des composants permettant la réalisation du niveau « trai-
tement » de G-ALHTAÏR. Les conclusions du chapitre 5 ont soulevé la nécessité d’interfacer 
l’implémentation de bas niveau des modules hydrologiques (grillification) pour permettre : 
- l’accès rapide et convivial à ces traitements par un prévisionniste durant une situation de 
crise, 
- une performance de ces traitements en adéquation avec les contraintes fonctionnelles et 
non-fonctionnelles de la gestion de crise. 
La prise en charge de ces contraintes nécessite donc des composants intermédiaires aptes à assurer 
une synchronisation et une qualité de service des traitements effectués à distance sur la grille EGEE. 
Deux axes méthodologiques ont donc été développés pour assurer cet interfaçage :  
- des services web de l’OGC doivent assurer la prise en charge des scénarios construits, 
dynamiquement et en fonction de plusieurs paramètres hydrométéorologiques, par le pré-
visionniste. 
- un ordonnanceur de haut-niveau doit assurer le traitement efficace de ces scénarios, en 
assurant leur prise en charge effective et ordonnancée par les nœuds de calcul de la grille 
EGEE 
Ainsi, dans la première partie de ce chapitre, une réflexion méthodologique est développée de manière 
à identifier et justifier clairement les orientations d’implémentation choisies pour ces méthodes 
d’interfaçage entre grille et système local. Dans une seconde partie, le système spatial d’aide à la déci-
sion hydrologique G-ALHTAÏR est présenté, au travers des technologies des services web de l’OGC et 
d’une solution de cartographie en ligne. Enfin, la dernière partie s’attache à considérer la question fon-
damentale de la qualité de services dans les traitements informatiques inclus dans la gestion de crise 
des crues à cinétique rapide, par le biais de l’outil RRM-Grid. 
Cette implémentation doit permettre une évaluation précise des performances de l’architecture de grille 
EGEE, afin de discuter la validité de cette technologie pour soutenir la nouvelle mission d’anticipation 
de l’aléa « crue à cinétique rapide » du SPC-GD. 
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VI - 1. Notes introductives : la problématique d’interfaçage 
                                                     
L’un des enjeux principal dans l’utilisation des ressources de grille correspond à la communication et à 
la synchronisation des systèmes informatiques géographiquement distribués. En l’occurrence, le sys-
tème d’information du SPC-GD, dont le déploiement existant doit être faiblement impacté, doit échan-
ger des messages et des données avec les ressources de calcul et de stockage d’EGEE. Il convient 
donc de détailler la structure logicielle des couches « logique » et « métier » de G-ALHTAÏR permettant 
cette interaction et l’utilisation de manière transparente des ressources de grille EGEE. 
Le moyen par défaut offert par les organisations virtuelles pour accéder à ces ressources, concerne 
l’interface utilisateur (UI) qui constitue un des composants de l’intergiciel de grille, en l’occurrence gLite 
(Burke et al., 2009). Une fois autorisé par l’organisation virtuelle à laquelle il appartient, l’utilisateur (ou 
son système d’information) se connecte à cette interface utilisateur et envoi des requêtes asynchrones 
pour exécuter l’application grillifiée aux services de l’intergiciel de grille. La relative autonomie de ces 
services, détaillés dans le chapitre 5, facilite la prise en charge des opérations soumises par 
l’utilisateur. Cependant, , à la vue des conclusions du chapitre 5, cette méthode classique a plusieurs 
inconvénients en regard des contraintes opérationnelles. 
Dans ce sens, l’une des contraintes fortes de l’utilisation d’opérations informatiques en situation de 
crise concerne l’obligation de s’appuyer sur des « interfaces graphiques conviviales » (cf. §.IV – 1.2.2.). 
Ainsi, la réussite opérationnelle de l’expertise hydrologique doit passer par l’implémentation d’un portail 
graphique enrichie de fonctionnalités cartographiques et graphiques afin d’améliorer le confort 
d’utilisation de l’expert et soutenir au mieux le processus d’aide à la décision sous-jacent. Cette inter-
face a l’obligation d’être connectée à Internet ou à un réseau privé, de manière à être connectée à 
l’organisation virtuelle à laquelle elle est rattachée et indirectement aux services de l’intergiciel de grille. 
La deuxième partie de ce chapitre est donc dédiée à la description fonctionnelle et technologique de ce 
composant de haut niveau1. 
À ce niveau, une couche « logique » doit être implémentée pour enrichir les potentialités fonctionnelles 
de cette application de cartographie en ligne. Cette couche logique doit formaliser et favoriser 
l’interaction entre le composant de haut niveau et les services de l’intergiciel. Deux stratégies 
d’implémentation ont été adoptées. En effet, l’expérience acquise et les partenaires « ressources »2 de 
ce travail de recherche ont permis de développer plusieurs orientations technologiques en fonction des 
différents besoins énoncés, qu’il convient de présenter dans ce chapitre et de discuter dans le cha-
pitres 7 et 8. 
À la vue des conclusions du chapitre 4 qui a démontré l’intérêt des services web pour soutenir 
l’interopérabilité des systèmes d’information, il semble primordial d’évaluer l’adaptabilité et 
l’opérationnalité de ces services web dans leur rôle de médiateur. De par leur formalisation, ils sont 
1 Le terme « haut niveau » est utilisé pour faire référence aux composants logiciels permettant la prise en charge des fonc-
tions « métier » d’une application  
2 Il s’agit du laboratoire Earth and Space Science Informatics - Laboratory (ESSI-Lab) de l’IMAA (Institute of Methodologies 
for Environmental Analysis) en Italie, partenaire du projet européen CYCLOPS (cf. §.IV – 2.2.3.1.2) et des administrateurs 
de la VO Earth Science Research de la grille EGEE 
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interprétables et interrogeables aussi bien par l’homme que par un ordinateur. De plus, le constat posi-
tif du rapprochement entre l’OGC et l’OGF, garantissant progressivement la viabilité de l’approche SOA 
pour le fonctionnement et l’utilisation de la grille, a appuyé ce choix (cf. §.IV – 2.2.2.). Enfin, la spécifici-
té des services web de l’OGC, relative à la prise en charge de géotraitements et de données géospa-
tiales offrent un socle technologique solide pour enrichir les services classiques offerts par l’intergiciel 
de grille. Les détails de leur implémentation sont décrits dans la troisième partie de ce chapitre. 
En parallèle de cette approche SOA, orientée « interopérabilité », des questions plus technologiques 
ont émergé dans cette phase d’implémentation. En effet, deux des contraintes définies dans le chapitre 
4 (cf. §.IV – 1.2.) sont respectivement relatives à d’une part la « réservation et de priorisation des res-
sources informatiques » et d’autre part au « fonctionnement en temps réel des applications ». Or, le 
bilan des caractéristiques informatiques de la grille EGEE (cf. §.IV – 2.1.2.), bien que relativement posi-
tif, a permis de souligner deux manquements dans le fonctionnement intrinsèque de l’intergiciel 
d’EGEE : 
- les temps de latence importants pour le traitement des tâches soumises 
- l’absence de fonctionnalités pour prioritiser les tâches soumis et préempter à l’avance des res-
sources de calcul 
Ainsi, le développement d’un ordonnanceur évolué apparaît nécessaire pour enrichir les capacités ini-
tiales de l’intergiciel gLite. Cet ordonnaceur-lanceur, dénommé RRM-Grid (Rainfall-runoff modeling on 
Grid par la suite), cherche à contrôler d’une part l’ordre de soumission des tâches de modélisation défi-
nies par le prévisionniste et d’autre part à diminuer les temps de latence de l’exécution de ces tâches 
en optimisant en particulier les transferts de données. Finalement, ce composant doit permettre de 
maximiser les taux de réussite des tâches soumises dans l’optique forte de la sécurité (au sens de 
fiabilité) des services opérants de la Sécurité Civile. Les paragraphes de cette dernière partie sont lar-
gement basés sur la publication soumise et acceptée à Journal of Grid Computing (THIERION et al., 
2010). 
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Figure 70 : Composants logiciels de l'application distribuée G-ALHTAÏR 
La figure 70 synthétise cette note introductive, en schématisant les trois composants principaux du 
système spatial d’aide à la décision G-ALHTAÏR, c’est à l’interface de cartographie en ligne, le serveur 
OGC et l’ordonnanceur RRM-Grid. Ils doivent permettre au prévisionniste : 
- de préparer à distance les scénarios de prévision hydrologique, en analysant la situation hy-
drométéorologique en cours et les différentes prévisions de pluie fournies par les partenaires 
délocalisés (Météo-France et RHEA), à partie de l’interface de cartographie en ligne, 
- de soumettre ces scénarios à l’intergiciel de grille gLite grâce à 2 méthodes différentes : 
o un serveur OGC capable d’interpréter les requêtes du prévisionniste et de gérer la 
soumission, l’exécution et la publication des résultats de manière transparente et ubi-
quitaire 
o un ordonnanceur aux mêmes capacités que le serveur OGC enrichi de fonctionnalités 
permettant d’assurer une qualité de service suffisante en accord avec les besoins sé-
curitaires de la Sécurité Civile. 
Enfin, l’interface de cartographie en ligne doit être accessible depuis Internet pour qu’une communauté 
d’utilisateurs institutionnels ait la possibilité de s’y connecter afin de participer aux opérations d’aide à 
la décision hydrologique. 
181 
 
Chapitre 6 : Interfaçage entre la grille EGEE et le SPC-GD 
VI - 2. G-ALHTAÏR : un outil garant de l’interopérabilité et de 
l’orchestration des traitements 
                                                     
Il s’agit de décrire le système spatial d’aide à la décision G-ALHTAÏR basé sur une application de car-
tographie en ligne collaborative et sur une couche logique composée de services web de l’OGC per-
mettant l’accès aux ressources distantes de l’architecture de grille EGEE. Cette implémentation vient 
compléter la méthodologie de grillification présentée dans le chapitre 5 en argumentant en faveur d’une 
approche web garante de l’interopérabilité de ce nouveau système d’information. En effet, il s’agit de 
mettre en valeur l’intérêt d’utiliser des services web spécialisés favorisant une approche « métier » 
opérationnelle. 
Comme pour la description du système existant, cette spécification s’appuie sur la méthodologie RM-
ODP et le langage UML. Il s’agit d’approfondir le cas d’utilisation « support spatial d’aide à la décision » 
abordée dans la proposition méthodologique du chapitre 4 (cf. §.IV – 3.3.1. : Fig 58). 
Ainsi, dans une première partie, les composants de l’interface graphique du système spatial d’aide à la 
décision implémentés, en adéquation avec les recommandations opérationnelles, sont décrits. Cette 
interface de cartographie en ligne doit assurer à terme l’intégration des données et des composants 
logiciels et matériels nécessaires au fonctionnement de cette plateforme. De plus, son fonctionnement 
sur le web offre et soutient une accessibilité continue et ubiquitaire aux fonctions de l’expertise hydro-
logique par l’ensemble des services opérationnels comme le SPC-GD et le SCHAPI. Dans un second 
temps, les points de vue « Traitement », « Ingénierie » et « Technologie » seront abordés de manière à 
présenter les orientations technologiques développées pour l’utilisation de services web de l’OGC afin 
d’accéder aux données et aux traitements grillifiés. 
VI - 2.1. Point de vue « Entreprise » : l’interface de cartographie en ligne 
garante de l’opérationnalité du SPC-GD 
Les chapitres précédents ont permis de souligner l’intérêt d’utiliser Internet et plus particulièrement les 
outils de cartographie en ligne pour assurer la gestion collaborative de l’expertise hydrométéorologique. 
Dans le cadre de cette étude, les deux acteurs institutionnels de cette mission sont le SPC-GD et le 
SCHAPI, cependant l’objectif de ce développement est de démontrer l’intérêt d’un tel outil pour suppor-
ter l’intégration rapide de nouveaux partenaires de gestion de crise, telles qu’ils ont été présentés dans 
le chapitre 3 (cf. §.III – 1.2.2.). Il est à noter que cet outil se démarque de la plateforme web Vigicrues3 
(LAPEYRE, 2006) principalement dédiée à la transmission d’information sur les situations de vigilance 
hydrologique aux populations et aux pouvoirs publics. Dans le cadre de cette réflexion, 5 cas 
d’utilisation ont été sélectionnés pour assister les prévisionnistes dans le développement de l’expertise 
hydrométéorologique des crues éclair (Fig. 71) : 
- La gestion de la prévision météorologique, 
- La gestion des cours d’eau, 
3 http://www.vigicrues.ecologie.gouv.fr/ 
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- La gestion des stations mesures, 
- La modélisation pour la prévision hydrologique, 
- La gestion des commentaires. 
 
Figure 71 : Cas d'utilisation du système spatial d'aide à la décision 
Ils permettent de visualiser et d’interroger les données collectées sur le territoire de compétence 
« Grand Delta » déjà décrites dans le chapitre 3 (cf. §.III – 1.2.3.1.). L’analyse de ces données et la 
connaissance du fonctionnement hydrologique des bassins versants de ce territoire permettent aux 
prévisionnistes d’établir des scénarios de prévision cohérents. De plus, un système de publication de 
messages permet de soutenir la dimension collaborative de ces opérations de crise. Enfin, cette inter-
face cartographique offre la possibilité de partager l’ensemble des données stockées en local ou sur 
les éléments de stockage de la grille, entre le SPC-GD et le SCHAPI. 
VI - 2.1.1. Gestion de l’imagerie radar 
Cette activité consiste à intégrer les images radar fournies par RHEA© dans l’interface de cartographie 
en ligne, afin de les interpréter. Cette tâche apparaît essentielle pour le développement de l’expertise 
hydrologique. En effet, la connaissance des situations météorologiques « classiques », potentiellement 
propices au développement de précipitations orageuses intenses et de longues durées, est essentielle 
à l’anticipation de situations hydrologiques extrêmes. D’un point de vue fonctionnel, ce cas d’utilisation 
reprend les fonctionnalités offertes par l’application CALAMAR2 en permettant : 
- le suivi des valeurs d’intensité de pluie issues de l’image radar, 
- le paramétrage d’animations radar (plage et résolution temporelles), 
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- le calcul de cumuls pluviométriques sur une zone CALAMAR ou pour un bassin versant donné. 
L’intérêt de l’animation radar est de pouvoir comprendre l’évolution des cellules de pluie afin d’anticiper 
leurs comportements à court terme. La connaissance des intensités maximales observées et des va-
leurs moyennes de précipitation peut permettre au prévisionniste de spécifier quantitativement les si-
tuations météorologiques à venir. Finalement, les prévisions Météo-France sur les zones AP (Avertis-
sement Précipitation) (cf. §.III.1.2.3.3. : Fig. 40) fournissent aux prévisionnistes une information qualita-
tive qui permet d’affiner l’évolution probable des champs de pluie, a fortiori de définir des scénarios de 
pluie spatialisés et de soutenir la modélisation de scénarios de prévision hydrologique cohérents et 
rigoureux. 
VI - 2.1.2. Gestion des cours d’eau et des stations de mesure 
Les linéaires des cours d’eau réglementaires et les stations de mesure sont aussi représentés sur cette 
interface. Comme pour les observations radar, les stations de mesure permettent de localiser les réac-
tions hydrologiques en temps réel. En utilisant la codification des niveaux de vigilance et les côtes 
d’alerte établies pour la majorité des stations dans le règlement de surveillance (SPC-GD, 2006), le 
système d’aide à la décision adapte la sémiologie graphique de ces éléments en temps réel. 
L’automatisation de cette fonction permet de décharger du temps au prévisionniste pour se consacrer à 
la prévision proprement dite des débits et à l’évaluation du risque hydrologique (niveau de vigilance). Il 
est important de signaler que les niveaux de vigilance affichés sur cette interface ne sont pas diffusés 
au grand public, puisqu’ils nécessitent une critique par les experts avant leur diffusion. Couplés à la 
connaissance des champs de pluies, ces niveaux permettent d’établir une vision d’ensemble guidant le 
prévisionniste dans la sélection des bassins versants critiques qui requièrent une attention particulière 
quant à l’évolution de leurs débits. 
VI - 2.1.3. Gestion des commentaires 
Les retours d’expériences des deux évènements étudiés (cf. III.2.1.) ainsi que les recommandations 
des experts (cf. §.III – 2.2.) ont soulevé le besoin récurrent de collaboration entre les partenaires de la 
gestion de l’expertise. Les médias classiques tels que le téléphone ou le fax sont encore aujourd’hui 
largement utilisés en salle de crise, cependant le recours au web et en particulier les technologies du 
Web 2.0, peuvent enrichir cette capacité de collaboration et de dynamicité des interactions. 
Ainsi, pour affermir l’opération de développement de l’expertise, cette interface de cartographie en ligne 
est enrichie d’un composant permettant au prévisionniste de poster des commentaires relatifs à son 
analyse de l’aléa. Cette coopération peut accompagner le prévisionniste du SPC-GD dans la définition 
et l’analyse des scénarios de prévision qu’il souhaite expérimenter. Ainsi, tout au long de l’évènement, 
elle favorise une caractérisation précise de l’aléa et le développement d’une expertise la plus univoque 
possible. 
VI - 2.1.4. Modélisation pour la prévision hydrologique 
Le dernier cas d’utilisation de ce système d’aide à la décision concerne le volet « prévision » des objec-
tifs opérationnels du SPC-GD, plus largement des services institutionnels dédiés à l’expertise hydrolo-
gique. Elle représente l’élément central des développements méthodologiques de cette recherche et 
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est abordée dans le paragraphe suivant au travers des services web de l’OGC. Les trois premiers cas 
d’utilisation permettent d’analyser la situation hydrométéorologique en temps réel mais concourent 
surtout à fournir des éléments factuels susceptibles d’alimenter la définition et la mise en œuvre de 
scénarios de prévision. Il dépend de plusieurs paramètres que le prévisionniste peut faire varier : 
- le bassin versant à modéliser, 
- les conditions hydrologiques initiales, 
- l’hydrogramme initial, 
- la source de prévision de pluie, 
- le délai de prévision, 
- une pondération appliquée sur les intensités de pluie prévues. 
L’application d’ALHTAÏR « temps réel » fournit, toutes les 5 minutes au prévisionniste, un débit modéli-
sé à partir des pluies CALAMAR sur l’ensemble des bassins versants surveillés. Le prévisionniste en 
analysant les prévisions de pluie qu’il reçoit de Météo-France (zones AP) et de RHEA, et la situation 
hydrologique en temps réel (observations), a la possibilité de définir des scénarios de prévision de pluie 
à modéliser. Ces opérations de modélisation, par leur nombre et leur durée4, nécessitent des res-
sources de calcul plus importantes que celles actuelles du SPC-GD. Elles sont donc traitées à distance 
sur l’architecture EGEE de manière à préserver une charge de calcul normale des ressources informa-
tiques du SPC-GD. 
L’envoi d’un nombre important de scénarios de prévision sur la grille représente un effort 
d’administration de la part du prévisionniste incompatible avec une situation de crise. En effet, la mé-
thodologie classique de gestion d’un job de grille (cf. §.V - 1) doit être reproduite autant de fois que le 
nombre de scénarios de prévision requis. Dans ces conditions, le recours à des services web de l’OGC 
capables d’encapsuler les opérations de bas niveau pour le traitement et la gestion des données sur la 
grille, semble justifié. Il convient donc de décrire la méthodologie développée pour favoriser l’utilisation 
des services web pour supporter les traitements de grille correspondant aux exigences opérationnelles 
des prévisionnistes du SPC-GD. 
VI - 2.2. Points de vue « Information et Traitement » : les services web de 
l’OGC 
Le point de vue « Entreprise » de la méthode RM-ODP a permis de relever les cas d’utilisation qui 
composent le système spatial d’aide à la décision G-ALHTAÏR. L’analyse qui suit focalise sur le cas 
d’utilisation « Modélisation pour la prévision hydrologique » qui représente une augmentation de la 
charge de calcul susceptible d’affecter le bon fonctionnement du SPC-GD. Les autres cas d’utilisation 
semblent pouvoir être assurés par le système informatique existant puisqu’ils correspondent majoritai-
rement à des opérations de visualisation et d’interrogation de données « temps réel ». Seule la gestion 
                                                     
4 Un scénario de prévision modélise plusieurs matrices de pluie, 1h de prévision représentant 12 matrices (cf. §.III – 1.2.4.2) 
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de l’imagerie radar implique des opérations de géotraitements pour les calculs de cumuls et le paramé-
trage des animations. Cependant, la charge de calcul relativement faible qu’elle représente, permet 
d’envisager ces traitements sur le système local. Ainsi, en préambule de l’analyse UML dédiée à la 
formalisation de la méthodologie appliquée pour ce cas d’utilisation, il apparaît important de décrire les 
bases technologiques d’un service web de l’OGC. 
VI - 2.2.1. Fondements technologiques des services web de l’OGC 
VI - 2.2.1.1. Généralités sur les services de l’OGC 
VI - 2.2.1.1.1 Typologie générale 
L’OGC, dans son objectif de généralisation et de spécification de solutions interopérables, a un rôle de 
promotion auprès des développeurs et des utilisateurs du monde de l’information géographique (cf. §.I 
– 3.2.3.3.). Dans le cadre de cette méthodologie, un accent est mis sur l’utilisation de services ayant la 
capacité d’encapsuler des données et des géotraitements dans l’objectif de mettre en communication 
des systèmes d’information distribués. 
Ces services web peuvent être divisés en 6 types/tiers différents, dont certains mettent en œuvre les 
spécifications d’implémentation relatives à l’information géographique et d’autres sont plus génériques 
aux technologies de l’information (PERCIVALL, 2002) : 
- services d’interaction humaine ou d’application qui gèrent les interfaces utilisateurs et 
l’ensemble des éléments graphiques les composant, 
- services de traitement qui nécessitent l’utilisation proprement dite de ressources de calcul pour 
interroger, modifier et construire de l’information géographique. Il est commun de les classer en 
4 types : spatial, thématique, temporel, et relatif aux métadonnées, 
- services de gestion de l’information qui permettent l’accès aux différents types de données, 
métadonnées ou plus généralement à des catalogues, 
- services de gestion des systèmes, génériques aux technologies de l’information et prenant en 
charge la gestion des comptes utilisateurs, la sécurité, la comptabilité, ainsi que les opérations 
relatives à la gestion des systèmes d’instrumentation, 
- services de workflow ou gestion de tâches, dédicacés à la construction de chaînes de traite-
ments géographiques ou informatiques, et à leur gestion, 
- services de communication relatifs aux mécanismes de messagerie, ou encore à la conversion 
de formats. 
Les 3 types principaux des services de l’OGC sont les services d’applications, de traitements et de 
gestion de l’information (Fig. 72). 
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Figure 72 : Architecture des services web spécifiques de l'OGC                  
(d’après WHITESIDE, 2005) 
Chaque service à la capacité de s’auto-décrire par des métadonnées, aussi bien interprétables par 
l’homme que par un autre service. Les opérations de transfert des données sont majoritairement ba-
sées sur un encodage XML (Extensible Markup Language). La standardisation de ces messages 
s’opère au travers des définitions de schémas XML5 (XSD) définis par l’OGC. La transmission de ces 
données se fait au travers des protocoles standards du Web comme le HTTP6 (Hypertext Transfer 
Protocol) ou le SOAP7 (Simple Object Access Protocol) qui permettent d’interroger une ressource (ser-
vice) identifiée grâce à une URL8 (Uniform Resource Locator) (DANIEL, 2003 ; WHITESITE, 2007). Enfin, 
le format des données transférées doit répondre à un des types MIME9 (Multipurpose Internet Mail 
Extensions). Le respect de ces recommandations garantit à l’utilisateur et au développeur l’accessibilité 
de leurs ressources par un composant (au sens de service) ou plus largement une entité physique 
situé à l’extérieur de son domaine administratif et juridique (WHITESITE, 2007). 
VI - 2.2.1.1.2 Exemples de services géographiques de l’OGC 
Les spécifications de l’OGC sont nombreuses et s’inscrivent dans une évolutivité constante de manière 
à répondre à un nombre de problématiques fonctionnelles toujours croissantes. Dans le cadre de cette 
étude, une attention particulière est portée sur les services de gestion de l’information géographique et 
de ses traitements particulièrement adaptés pour la récupération de données distantes et l’exécution 
de traitements à distance (originellement sur Internet). Il convient dorénavant d’approfondir les objectifs 
et le fonctionnement de certains services web de l’OGC. Cette analyse se focalise sur les services de 
l’OGC dédiés à la cartographie et aux géotraitements. 
                                                     
5 http://schemas.opengis.net/ 
6 http://www.w3.org/Protocols/ 
7 http://www.w3.org/TR/soap/ 
8 http://www.w3.org/Addressing/ 
9 http://www.w3.org/Protocols/rfc1341/4_Content-Type.html 
187 
 
Chapitre 6 : Interfaçage entre la grille EGEE et le SPC-GD 
- le serveur de cartes web (Web Map Service - WMS) (DE LA BEAUJARDIERE, 2006) a pour rôle la 
préparation et/ou la mise à disposition sur un serveur de rendus cartographiques standardisés 
sous la forme d’images compressées (JPG, PNG, etc.) et dont les sources de données, les 
composant, peuvent être stockées sur plusieurs serveurs distants. De cette manière, des utili-
sateurs peuvent accéder à la volée, par exemple depuis leur SIG, à des fonds cartographiques 
par l’intermédiaire d’une requête au WMS. 
- le serveur d’entités web (Web Feature Service - WFS) (VRETANOS, 2005) est spécifique à la 
gestion et la diffusion de données « vecteur ». Il permet la description et la modification10 géo-
métrique ce type de données grâce au langage de balisage géographique GML (Geography 
Markup Language), reconnu par l’OGC. Ce langage permet de spécifier les propriétés géomé-
triques, géographiques et topologiques d’un objet géographique au point d’en être une copie. 
Le WFS peut aussi s’interfacer avec une base de données géographique (Fig. 73). 
 
Figure 73 : Fonctionnement classique d'un WFS applicable aux autres services de l'OGC (d’après GEOCONNEXIONS, (2004) 
- le serveur de couvertures web (Web Coverage Service - WCS) (WHITESITE et EVANS, 2006) 
permet d’accéder à des données de couvertures géographiques de la même manière qu’un 
WMS. La couverture représente un type de donnée capable de renseigner des valeurs, com-
prises dans un intervalle, en tout point du domaine spatio-temporel. Moins restrictif que le for-
mat raster, il est capable d’intégrer un plus grand nombre de type de données composites 
(images satellitales, observations radars, TIN, données ponctuelles, etc.). De plus, sa spécifi-
cation inclus la possibilité d’implémenter des fonctionnalités basiques telles que le rééchantil-
lonnage, le découpage et l’interpolation. 
- le serveur de traitements web (Web Processing Service - WPS) (SCHUT, 2007) permet de ser-
vir et d’encapsuler des traitements ou des modèles utilisant l’information géographique. L’un 
des intérêts d’utilisation de ce service est sa capacité à accéder à des données directement 
fournies par l’utilisateur ou référencées sur le web (grâce en particuliers aux WCS et aux WFS) 
au point de le considérer comme un « service d’intergiciel pour données ». Enfin, il représente 
un service adapté à la construction de workflows, en gérant de manière autonome l’accès aux 
données, les géotraitements, la gestion des erreurs et le stockage des résultats. 
                                                     
10 Il est question de mode transactionnel représenté sous la forme *-T, par exemple le WFS-T 
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L’ensemble de ces services dispose de plusieurs opérations11 leur permettant de communiquer et 
d’interagir avec un composant ou un utilisateur distant. Ainsi, le WCS et le WPS (et dans la même me-
sure le WMS12) disposent de trois opérations, pour qu’un utilisateur ou un service : 
- obtienne les métadonnées du service (GetCapabilities), 
- obtienne la description des données contenues dans le WCS (DescribeCoverage) ou les trai-
tements fournis par un WPS (DescribeProcess), 
- extrait et récupère l’ensemble ou un sous-ensemble du WCS (GetCoverage) ou exécutent le(s) 
traitement(s) du WPS (Execute). 
Les deux premières opérations sont très utiles pour connaître le contenu et les caractéristiques des 
éléments fournis par ces services web. Ainsi, un utilisateur ou un service web peut au préalable inter-
roger un service pour connaître ses capacités en termes de données ou de traitements disponibles. La 
troisième opération permet d’exécuter un traitement ou d’obtenir une donnée fournie par le service 
web.  
VI - 2.2.1.2. Invocation d’un service web de l’OGC 
Un service ou un utilisateur invoque un service web de l’OGC grâce généralement à une requête HTTP 
avec les méthodes : 
- GET13 qui est structurée suivant le modèle « paire clé/valeur » ou KVP qui, à chaque para-
mètre, identifié dans la spécification standard du service web interrogé, associe une valeur, 
- POST14 qui est en charge de la transmission d’un fichier XML permettant, de la même manière 
que la méthode GET, de spécifier la requête de l’utilisateur au service web distant. 
La manière la plus répandue d’invoquer l’exécution d’un service est d’envoyer un message HTTP GET 
à une URL donnée correspondant au service invoquée. L’URL est composée de l’adresse réseau du 
service et de paramètres permettant de spécifier la manière dont une des opérations du service est 
exécutée (Fig. 74). L’encodage KVP (Key Value Pair) est utilisée pour structurer le passage de para-
mètres, et correspond à des paires « nom / valeur » (WHITESITE, 2005). Certains paramètres sont obli-
gatoires et d’autres optionnels, pour plus de détails, il faut se référer aux spécifications de chaque ser-
vice web15. 
http://gacrue.ema.fr/geoserver/wms?bbox=3.6415473103523275,43.22836265563967,6.1356994032 
85983,45.46761360168453&styles=&Format=application/openlayers&request=GetMap&version =1.1.1 
&layers=gacrue:troncons&width=800&height=673&srs=EPSG:4326 
Figure 74 : Exemple de requête URL à un service WMS fourni par le serveur cartographique GeoServer 
                                                     
11 Terme spécifique aux fonctionnalités offertes par chaque service 
12 Les 3 opérations d’un WMS sont le GetCapabilities, GetFeatureInfo, GetMap. Pour le WFS, il existe le GetCapabilities, 
DescribeFeatureType, GetFEature et pour la modification InsertElement, DeleteElement, UpdateElement, LockFeature 
13 http://www.w3.org/Protocols/rfc2616/rfc2616-sec9.html#sec9.3 
14 http://www.w3.org/Protocols/rfc2616/rfc2616-sec9.html#sec9.5 
15 http://www.opengeospatial.org/standards/ 
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La requête URL de la figure 74 utilisée pour invoquer un service web distant est composée des élé-
ments suivants : 
- http://gacrue.ema.fr/geoserver est l’adresse URL du serveur contenant le service web invoqué 
- wms est le type de service web invoqué 
- bbox=3.6415473103523275,43.22836265563967,6.135699403285983,45.46761360168453 
représente l’extension de la carte c'est-à-dire longitude minimale, latitude minimale, longitude 
maximale et latitude maximale 
- styles= est le style appliqué à la carte (nul dans ce cas) 
- Format=application/openlayers est le format de sortie de la carte, de la couverture ou du vec-
teur 
- request=GetMap est l’opération du service web invoquée par la requête 
- version=1.1.1 est la version de la spécification du web service 
- layers=gacrue:troncons est la (les) couche(s) qui constituent la carte requise par le client 
- width=800&height=673 correspond aux dimensions en pixel de l’image de sortie 
- srs=EPSG:4326 est le code EPSG16 (European Petroleum Survey Group) de la référence spa-
tiale de la carte (ici WGS 1984) 
La description de cet URL permet de montrer la grande flexibilité dans l’utilisation de ce type de ser-
vices web. En effet, il est possible de demander une ressource (donnée ou traitement) en spécifiant 
ses paramètres de sortie ou d’exécution. Il est aussi possible d’invoquer un service web grâce à la 
méthode HTTP POST qui offre, en comparaison avec la méthode GET, la possibilité de transférer un 
fichier (généralement XML) pour spécifier les paramètres de la requête avec les mêmes attributs 
qu’une requête GET. Dans le cadre de la méthodologie présentée ci-après, les requêtes depuis 
l’interface de cartographie en ligne sont effectuées grâce aux deux méthodologies. 
En retour, le service web publie une réponse sous forme XML à l’émetteur de la requête, basé sur les 
schémas standardisés de l’OGC, de manière à informer l’utilisateur ou un service de l’état 
d’avancement de la tâche ou d’une erreur relative à la requête envoyée par l’utilisateur ou d’une erreur 
d’exécution interne au service. Cette capacité de réponse permet l’enchaînement dynamique 
d’invocations de services (workflows). 
 
 
 
 
 
 
                                                     
16 http://www.spatialreference.org/ref/epsg/ 
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VI - 2.2.1.3. Positionnement technologique 
Comme cela a été abordé dans le chapitre 4, l’utilisation des services web de l’OGC pour prendre en 
charge les traitements de l’information géographique sur la grille (Geospatial Grid) est en cours de dé-
veloppement et de formalisation (cf. §.IV – 2.2.2). La particularité de l’information géographique, voire 
géospatiale, dédiée à représenter des données multidimensionnelles et spatio-temporelles, rend cette 
adoption longue et implique la résolution de plusieurs challenges techno-ontologiques. 
D’après BARANSKI (2008), l’implémentation de services web de l’OGC, pour accéder aux ressources de 
la grille, peut se faire de deux manières (Fig. 75) : 
- à bas niveau, en installant les services de l‘OGC sur un serveur extérieur à la grille, en tant 
qu’intermédiaire entre le portail utilisateur et les services de l’intergiciel (Fig. 75a), 
- à haut niveau, en implémentant des services de grille ayant les spécifications de l’OGC (Fig. 
75b). 
 
Figure 75 : Méthodes de grillification des services web de l’OGC. a) de bas niveau b) de haut niveau 
(d’après Baranski, 2008) 
La seconde méthode apparaît comme étant la plus accomplie d’un point de vue technologique et abou-
tit à la prise en compte intrinsèque de l’information géospatiale par l’intergiciel de grille. De plus, 
l’intergiciel gLite ne permet pas l’installation de services web par la communauté des utilisateurs. Elle 
permettra à terme une véritable généralisation des traitements de l’information géographique et la 
construction dynamique de workflows, adaptés aux besoins spécifiques de chaque utilisateur, dans la 
même philosophie que les services d’intergiciel. Les défis scientifiques qu’elle implique, ne semblent 
pas permettre une opérationnalité de cette méthode avant plusieurs mois. Ainsi, la première méthode a 
été choisie dans le cadre de cette étude. Elle apparaît mieux adaptée aux problématiques de cette 
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recherche, à savoir son orientation « utilisateur » ne permettant pas une réelle appropriation des ser-
vices de l’intergiciel gLite. 
L’implémentation de ces services web pour permettre l’interaction entre l’intergiciel de grille gLite et les 
systèmes d’information distants a été développée dans le cadre du projet européen CYCLOPS, autour 
de deux cas d’utilisation : 
- les feux de forêts en Italie (MAZZETTI et al., 2009) 
- les crues éclair dans les Cévennes (THIERION et al., 2009a; 2009b) 
La description technologique qui suit, s’appuie clairement sur les résultats de ces deux cas d’utilisation 
et les recherches menées dans le cadre du projet G-OWS (NATIVI et al., 2009). Ce projet vise à définir 
des méthodes et des outils pour la conception d’infrastructures de données spatiales basées sur la 
technologie grille. 
Deux services web de l’OGC ont été sélectionnés pour permettre l’interaction entre le système 
d’information du SPC-GD et les ressources informatiques de la grille EGEE : 
- le Web Coverage Service qui au travers de jobs de grille permet de (Fig. 76) : 
o récupérer une donnée qu’il référence et stocke sur un l’élément de calcul,  
o de traiter éventuellement cette donnée pour l’interpoler, la découper et/ou la rééchantil-
lonner sur un nœud de calcul, 
o de la replacer sur un élément de stockage géographiquement proche de l’élément de 
calcul sur lequel le traitement principal est effectué. Le nouveau LFN (Logical File 
Name) de la donnée est enregistré pour sa réutilisation ultérieure. 
Dans le cas, de plusieurs requêtes au WCS, plusieurs jobs sont exécutés en parallèle et simul-
tanément, ce qui permet une montée en charge de cette gestion des données. 
 
Figure 76 : Comportement classique du WCS dans le cas du 
traitement d’un fichier NetCDF 
192 
 
Chapitre 6 : Interfaçage entre la grille EGEE et le SPC-GD 
- le Web Processing Service, qui se substitue au rôle de l’utilisateur dans l’accès à la grille, a la 
capacité de : 
o générer des jobs de grille en JDL, 
o générer des requêtes vers un WCS pour récupérer les données nécessaires au traite-
ment dont il est en charge, 
o soumettre ces jobs au courtier de ressources (WMS) qui exécutent des algorithmes 
qu’il référence sur un nœud de calcul, 
o suivre l’avancement du job et d’informer à la demande l’émetteur de la requête grâce à 
une réponse standard (XML). 
Le WPS prend ainsi en charge une chaîne de traitements de manière automatique et auto-
nome, tout en ayant la capacité d’informer l’émetteur de la requête. 
La compréhension précise du fonctionnement global des services web de l’OGC et celui plus spéci-
fique pour l’accès aux services de l’intergiciel de grille, permet maintenant d’analyser l’utilisation et le 
fonctionnement de ces services pour la gestion de scénarios de prévision hydrologique sur la grille 
EGEE. 
VI - 2.2.2. Les services web de l’OGC : le cas d’utilisation « modélisation pour 
la prévision hydrologique » 
VI - 2.2.2.1. Point de vue « Information » 
Dans la suite du développement, une convention de couleurs a été utilisée pour mieux comprendre 
l’organisation matérielle et géographique de G-ALHTAÏR, au travers des différents diagrammes UML 
présentés : 
- le vert pour le système d’information du SPC-GD, 
- le rouge pour le serveur OGC, 
- le bleu pour les ressources de la grille EGEE. 
Dans un premier temps, il est important de comprendre l’enchaînement des opérations pour dévelop-
per et produire un scénario de prévision, défini précédemment (cf. §.VI - 2.1.4), et basé sur les para-
mètres suivants : 
- l’horizon de prévision, 
- le facteur multiplicateur des intensités de pluie prévues, 
et les fichiers suivants : 
- le bassin versant 
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- la pluie prévue, 
- l’hydrogramme temps réel, 
- les conditions hydrologiques initiales. 
D’après la figure 77, le prévisionniste au moment où il le souhaite soumet une requête de scénarios de 
prévision depuis l’interface de cartographie en ligne. Les capacités de calcul de la grille permettent de 
traiter indépendamment et de manière simultanée ces différents scénarios. Les paragraphes qui sui-
vent s’attachent à décrire les traitements effectués par le serveur OGC pour la prise en charge d’un 
scénario de prévision, reproductibles pour chaque scénario requis par le prévisionniste. 
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Figure 77 : Diagramme d'activité UML de G-ALHTAÏR, le vert représente le système d’information du SPC-GD, le rouge, le 
serveur OGC, et le bleu, les ressources de la grille EGEE 
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Les données « temps réel », telles que l’hydrogramme et les conditions hydrologiques, simulées à 
chaque pas de temps sur le système d’information du SPC-GD au moyen de l’application ALHTAÏR, 
correspondent aux données d’entrée potentielles des simulations de prévision effectuées sur la grille. 
Au lancement de la requête, ces données et la dernière prévision de pluie CALAMAR reçue sont donc 
automatiquement copiées sur un élément de calcul de la grille et référencées sur le serveur WCS. 
En parallèle, le WPS reçoit une requête de production codée en XML qui lui fournit : 
- le module de production à utiliser, en l’occurrence le module de production d’ALHTAÏR déjà 
grillifié (chapitre 5), 
- les données d’entrée du module avec leur extension, leur projection et leur résolution géogra-
phique dans le cas du bassin versant, et en plus le pas de temps des données évènementielles 
(pluie, conditions hydrologiques et hydrogramme), 
- les paramètres globaux de la modélisation que sont la pondération à effectuer sur la pluie de 
prévision, l’horizon de prévision, le pas de temps à modéliser et la résolution temporelle, 
- la donnée de sortie correspondant aux conditions hydrologiques de prévision (contenant les 
matrices de ruissellement sur lesquelles le transfert doit être effectué), et son format. 
L’interprétation de cette requête permet au WPS de préparer l’exécution du module de production en 
contactant le WCS charger de préparer les données d’entrée correspondant au bassin versant, aux 
conditions hydrologiques et à la prévision de pluie déjà stockés sur les éléments de stockage. Cette 
préparation ne peut être réalisée que dans le cas où les données d’entrée sont déjà téléchargées par le 
système d’information du SPC-GD sur un élément de stockage (Gestion des données « temps réel »).  
En parallèle de cette préparation des données d’entrée, le WPS prépare et soumet un job de grille au 
courtier de ressource. Sur l’élément de calcul, le job de grille se charge successivement : 
- de récupérer les algorithmes nécessaires à la production,  
- de préparer le scénario de pluie grâce au délai de prévision et la pondération à appliquer sur la 
donnée prévision de pluie, 
- d’exécuter la production, 
- de stocker les données résultantes sur un élément de stockage et de les référencer sur le 
WCS (conditions hydrologiques de prévision). 
A la fin de la production, une nouvelle instance du WPS réédite la même séquence pour exécuter le 
module de transfert grâce à une requête XML lui fournissant : 
- le module de transfert à utiliser, en l’occurrence le module de transfert d’ALHTAÏR déjà grillifié 
(chapitre 5), 
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- les données d’entrée avec leurs paramètres spatio-temporels comme le bassin versant, 
l’hydrogramme « temps réel » et les conditions hydrologiques de prévision résultantes de la 
phase de production, 
- la donnée de sortie correspondant à l’hydrogramme de prévision avec son format. 
Finalement, le WPS gère, de la même manière que pour la production, un job de grille en charge de la 
récupération des algorithmes et des librairies spécifiques, de l’exécution du module de transfert, et du 
référencement de l’hydrogramme de prévision sur le WCS après un stockage préalable sur un élément 
de stockage. 
VI - 2.2.2.2. Point de vue « Traitement » 
La synchronisation et la communication entre l’interface de cartographie en ligne, le serveur OGC et 
l’architecture EGEE a nécessité le développement de composants, basés sur des patrons de concep-
tion17, qui permettent la préparation et l’échange de données de manière automatique : 
- l’échangeur : il prend en charge les prévisions de pluie fournies par RHEA©, les encode dans le 
format NetCDF et les place sur un élément de stockage de la grille (LCG utils). Il permet de 
plus le transfert des données issues de la modélisation temps réel d’ALHTAÏR (conditions hy-
drologiques et hydrogramme) utiles à la modélisation des différents scénarios de prévision. En-
fin, il est en charge de la mise à jour de l’index de ces données sur le WCS (Fig. 78). 
 
Figure 78 : Diagramme de séquence UML du rôle de l'échangeur, le vert représente le système d’information du SPC-GD, le rouge, le 
serveur OGC, et le bleu, les ressources de la grille EGEE 
- le contrôleur : il facilite l’interaction entre le système local et le WPS. En effet, il formate chaque 
scénario de prévision requis par le prévisionniste (à partir de l’interface de cartographie en 
ligne) en fichier XML. Il se charge ensuite de l’envoi de ces fichiers au WPS, qu’il contacte ré-
gulièrement pour garder le prévisionniste informé de l’avancée de l’exécution des prévisions 
soumises. 
La séquence complète du traitement d’un scénario peut être appréhendée grâce la figure 79.  
                                                     
17 Un patron de conception décrit une solution standard pour répondre à des problèmes d'architecture et de conception des 
logiciels (Wikipedia) 
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Figure 79 : Diagramme de séquence UML de GALHTAÏR, le vert représente le système d’information du SPC-GD, le rouge, le serveur 
OGC, et le bleu, les ressources de la grille EGEE 
Après validation du scénario de prévision par le prévisionniste, le contrôleur envoie un message asyn-
chrone codé en XML à l’opération Execute du WPS. Cet envoi est assuré par la fonction XMLHttpRe-
quest du langage AJAX18. Le WPS réceptionne et interprète la requête XML de production. Ensuite, il 
prépare autant de requêtes XML que de données requises pour la modélisation (Instances en parallèle) 
et invoque le WCS pour la préparation de ces données grâce à son opération GetCoverage. Le WCS 
soumet un job de grille au courtier de ressource pour chaque donnée requise par le WPS (glite-wms-
jobs-submit). Grâce à ces jobs, il prépare les données NetCDF à modéliser, mises à jour par 
l’échangeur sur un élément de stockage, en extrayant les conditions hydrologiques et la prévision de 
pluies correspondantes au pas de temps19 indiqué dans la requête XML que lui a transmis le WPS, et 
le bassin versant. Il place ces données sur un élément de calcul (lcg-cr) et mémorise leurs LFN respec-
tifs pour leur prise en charge par le WPS (Fig. 76). 
Le WCS informe le WPS de l’avancée dans la préparation des données (getCoverageResponse), et 
une fois stockées, le WPS lance l’exécution du module de production grâce à un job de grille qu’il sou-
met au courtier de ressources pour exécution sur un nœud de calcul (glite-wms-jobs-submit). Le job de 
grille accède aux données référencées sur le WCS (lcg-cp) et exécute les algorithmes relatifs à la pro-
duction (scénario de pluie et module pseudo-hortonien). Lorsque la production est terminée, la matrice 
de ruissellement résultante est stockée sur un élément de stockage (lcg-cr) et le LFN de ce fichier est 
transmis au contrôleur pour permettre sa réutilisation dans le module de transfert exécuté en suivant 
                                                     
18 Le langage AJAX, comme son acronyme l’indique au travers du terme « asynchronous »,  s’inscrit complètement dans la 
mouvance Web 2.0 et permet d’envoyer des requêtes asynchrones à un serveur distant 
19 Dans le cas de cette étude, ce pas de temps correspond à celui de la dernière simulation « temps réel » sur le système 
local au moment du lancement du scénario de prévision par le prévisionniste 
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(Execute Response). Une nouvelle requête XML est envoyée au WPS pour exécuter le module de 
transfert. La même séquence de traitements est effectuée par le WCS et le WPS pour respectivement 
récupérer, et modéliser le bassin versant, la matrice de ruissellement (conditions hydrologiques de 
prévision) et l’hydrogramme « temps réel » correspondant. Au total, la chaîne de traitements complète 
nécessite 8 jobs de grille pour respectivement traiter les données d’entrée (2 x 3 jobs) et exécuter les 
modules de production et de transfert (2 x 1 job). 
Tout au long du cycle de vie du WPS, le contrôleur est informé de son état d’avancement grâce à la 
réponse Execute Response, qui est interfacée avec la réponse getCoverageResponse du WCS et la 
réponse de la fonction glite-wms-job-status relative au statut du job de grille. La dernière réponse Exe-
cute Response du WPS fournit au contrôleur l’hydrogramme de prévision codé grâce au format NcML 
(cf. §.V – 2.2.2.) Grâce à sa structure proche du XML, il peut être directement intégré dans cette ré-
ponse. Le contrôleur peut alors formater et afficher l’hydrogramme de prévision requis par le prévision-
niste. 
L’utilisation du WPS permet donc une gestion transparente de la modélisation d’un scénario de prévi-
sion sur la grille. Elle implique cependant le développement de composants logiciels, tels que 
l’échangeur et le contrôleur pour assurer la synchronisation et la communication entre le système 
d’information du SPC-GD et ce service. En effet, le serveur WPS est capable de gérer en simultanée 
de nombreuses instances de prévision, cependant le contrôleur doit se charger de préparer au préa-
lable chaque scénario afin de les soumettre individuellement au WPS. Finalement, l’interface de carto-
graphie en ligne couplée au serveur OGC assure une opérationnalité des fonctions de bas niveau de la 
grille susceptibles d’enrichir la capacité de calcul initiale du SPC-GD. Ainsi, dans une dernière partie, il 
s’agit de décrire les solutions logicielles retenues pour implémenter l’interface de cartographie en ligne 
et l’agencement de l’ensemble des composants logiciels inclus dans G-ALHTAÏR. 
VI - 2.3. Point de vue « Ingénierie » et « Technologie » de G-ALHTAÏR 
Ce paragraphe s’attache à décrire les solutions logicielles et matérielles adoptées pour soutenir le fonc-
tionnement de G-ALHTAÏR, en particuliers celles dédiées au fonctionnement de l’interface de cartogra-
phie en ligne sur le système local du SPC-GD. Dans un second temps, l’architecture globale de G-
ALHTAÏR est présentée en insistant sur l’organisation des composants décrits dans les paragraphes 
précédents. 
VI - 2.3.1. L’interface de cartographie en ligne 
Cette analyse est scindée entre les logiciels structurant le serveur web à composante géographique et 
les applications clientes enrichissant le fonctionnement global de l’interface de cartographie en ligne. 
VI - 2.3.1.1. Le serveur web à composante géographique 
D’après la figure 80, l’interface de cartographie en ligne permettant l’intégration et l’orchestration des 
fonctions « métier » du prévisionniste est permise grâce à 3 serveurs et un système de gestion de base 
de données (SGBD) (AYRAL et al., 2010 ; BURCK et al., 2008b). 
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Figure 80 : Diagramme de déploiement UML de l’architecture de l’interface de carto-
graphie en ligne 
Il est donc possible de distinguer : 
- le serveur Apache20 supporte la prise en charge des scripts PHP, HMTL et JavaScript, dédiés 
à la conception du squelette du site web affiché chez le client et il interconnecte l’ensemble des 
composants logiciels de la plateforme.  
- le serveur cartographique Geoserver21, retenu pour sa compatibilité avec les normes de l’OGC 
(BURCK et al., 2008a), centralise l'information géographique afin de permettre sa diffusion et sa 
représentation graphique. Il est connecté à la base de données PostgreSQL22/PostGis23 pour 
permettre la prise en charge des objets géographiques contextuels, tels que les bassins ver-
sants, les cours d’eau et les stations de mesure. 
- le serveur Apache Tomcat24 permettant l’implémentation : 
o de servlets Java, conçus pour étendre les fonctionnalités d’un serveur.  Il a été utilisé 
pour servir des fonctionnalités de gestion des données de pluies (lecture, animations 
radar, calculs matriciels pour les cumuls de pluie, etc.). De plus, un de ces servlets 
permet la synchronisation temporelle des différents composants de l’application de 
cartographie en ligne. 
o l’application SeaGis25, spécialisé dans l’affichage et la diffusion de données codées 
sous format multidimensionnel. Dans le cadre de cette étude, elle permet la prise en 
charge et l’affichage des données de pluie enregistrées dans des fichiers NetCDF. 
                                                     
20 http://www.apache.org/ 
21 http://geoserver.org/ 
22 http://www.postgresql.org/ 
23 http://postgis.refractions.net/ 
24 http://tomcat.apache.org/ 
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- Le SGBD PostreSQL associé à son extension PostGIS qui permet la centralisation des don-
nées géographiques diffusées et produites vers et depuis la plateforme. Il permet la gestion 
des commentaires ainsi que les opérations d’administration du site web. 
Finalement, le serveur cartographique GeoServer supporte les services web cartographiques de l’OGC, 
tels que le Web Feature Service (WFS), le Web Coverage Service (WCS) et le Web Map Service 
(WMS). Ainsi, cette capacité revêt un intérêt tout particulier dans le contexte de gestion de crise. En 
effet, les rendus cartographiques et les données produits au travers de l’interface cartographique dé-
diée à l’expertise hydrologique, peuvent être mis à disposition à l’ensemble des partenaires par 
l’intermédiaire des services WMS, WFS et WCS. À ce niveau, il est important de nuancer l’utilisation 
des services web au travers du serveur cartographique GeoServer et ceux utilisés dans le cadre de 
l’accès aux ressources de grille. En effet, cette capacité fait partie intégrante de ce serveur alors que 
dans le cadre de l’interaction avec la grille, elle correspond à un défi technologique encore en cours. 
VI - 2.3.1.2. L’application cartographique cliente 
L’affichage des données géographiques, mises à disposition par le serveur cartographique, sur 
l’interface se fait au travers de la librairie orientée objet OpenLayers26 basée sur JavaScript et AJAX. 
Elle offre un canevas graphique simplifiant l’implémentation de l’interface graphique et la sémiologie 
graphique des données SIG (Fig. 81). 
 
Figure 81 : Interface graphique de l'application G-ALHTAÏR 
Le fond cartographique de cette interface est fourni par Google© et son API Google Maps27. L’un des 
intérêts d’une API cartographique (Application Programming Interface ou Interface de programmation) 
                                                                                                                                                                     
25 http://www.geotoolkit.org/ 
26 http://openlayers.org/ 
27 http://code.google.com/apis/maps/ 
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est d’accéder à des applications ou des fonctions web mises disposition par des fournisseurs au tra-
vers d’une autre application. Ainsi, dans le cadre de cette interface, au moment où le prévisionniste se 
connecte à l’interface de cartographie en ligne, une requête est envoyée à l’API Google Maps qui four-
nit le fond cartographique28 avec l’extension et le niveau de zoom requis. Cette approche permet 
d’autre part de limiter la surcharge du serveur cartographique prioritairement dédié aux « tâches hydro-
logiques ». 
L’affichage des hydrogrammes à chaque station de mesure se fait grâce à une interface de visualisa-
tion développée en Flash®, qui permet de visualiser plusieurs hydrogrammes simultanément. Etant 
donné l’incertitude importante des valeurs de débits, cette fonctionnalité apparaît primordiale pour éta-
blir une inter-comparaison entre le débit observé, et les différents débits modélisés (temps réel et scé-
narios de prévision). Enfin, la publication automatique des mesures collectées vers l’ensemble des 
partenaires s’appuie sur leur syndication grâce aux flux GeoRSS. Quant à la gestion des commentaires 
des utilisateurs, un service d'abonnement à un flux RSS permet à chaque partenaire d’être constam-
ment informé sur les stratégies et les décisions des autres partenaires. 
VI - 2.3.2. Synthèse : l’architecture globale de G-ALHTAÏR 
                                                     
Les moyens d’interfacer le système d’information existant du SPC-GD avec la grille EGEE ont été dé-
crits précédemment. Il convient de synthétiser cette méthodologie au travers de l’analyse du dia-
gramme de déploiement UML de la figure 82. 
Le prévisionniste, ou toutes personnes autorisées accèdent à G-ALHTAÏR grâce à leur navigateur web. 
Au démarrage du système, les applications clientes se chargent et affichent l’ensemble des compo-
sants graphiques qui constituent l’interface. D’un point de vue hydrologique, les éléments géogra-
phiques spécifiques (cours d’eau, bassin versant et stations de mesure) sont présentés avec la sémio-
logie graphique correspondante à leur situation hydrologique (niveaux de vigilance).  
Le fonctionnement web de G-ALHTAÏR est assuré par le serveur web et le serveur d’applications qui 
ont la capacité de répondre aux requêtes exécutées par le prévisionniste depuis l’interface graphique. 
Au niveau du serveur d’application, l’échangeur assure le lien entre la version « temps réel » 
d’ALHTAÏR et le scénario de prévision, en actualisant régulièrement sur les éléments de stockage de la 
grille EGEE les données issues de cette modélisation « temps réel » et en les indexant sur le serveur 
WCS. Quant au contrôleur, basé sur le fonctionnement dynamique et asynchrone du langage AJAX, il 
traduit, formate et transporte les messages et les réponses transitant entre le WPS et l’interface de 
cartographie en ligne. Ainsi, l’échangeur et le contrôleur garantissent l’interaction efficace entre le por-
tail web (indirectement l’utilisateur) et les services web de l’OGC, rendant leur rôle essentiel dans la 
synchronisation du système local avec les composants distribués, que sont ces services et par exten-
sion les services de l’intergiciel gLite. 
 
28 Il est également envisageable d’utiliser le fond cartographie de l’IGC au travers de l’API Géoportail 
(https://api.ign.fr/geoportail/index.do) 
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Figure 82 : Diagramme de déploiement UML de GALHTAÏR, le vert représente le système d’information du SPC-GD, le rouge, 
le serveur OGC, et le bleu, les ressources de la grille EGEE 
Les serveurs WPS et WCS ont implémentés sur une interface utilisateur installée dans les locaux du 
laboratoire Earth and Space Science Informatics - Laboratory (ESSI-Lab) de l’IMAA (Institute of Metho-
dologies for Environmental Analysis) en Italie, partenaire du projet européen CYCLOPS (cf. §.IV – 
2.2.3.1.2.). Depuis cette interface utilisateur, ils ont donc la capacité de recevoir les requêtes HTTP 
envoyées par le contrôleur et les informations de mises à jour des données effectuées par l’échangeur. 
L’élément central de ce fonctionnement déporté est le WPS. À la réception d’une requête du contrôleur, 
de part ses capacités d’orchestration de traitements, il gère automatiquement la préparation et 
l’exécution du scénario de prévision sur les ressources de calcul de la grille et la transmission directe 
de l’hydrogramme prévu. De son côté, le WCS augmente la flexibilité de fonctionnement du WPS en 
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référençant29 en temps réel et univoquement les données (et leurs métadonnées) fournies par 
l’échangeur, et en les prétraitant suivant les paramètres spatio-temporels requis par le scénario de 
prévision. 
Finalement, les services de l’intergiciel et les ressources de la grille interagissent de manière autonome 
pour mener à bien l’exécution des opérations relatives à la modélisation hydrologique et informer 
l’émetteur de la demande de traitements (dans ce cas le WPS) sur l’état d’avancement de ces opéra-
tions informatiques. 
En conclusion, l’imbrication et la mise en communication de l’ensemble de ces composants logiciels 
permet une gestion transparente de scénarios de prévision sur des ressources distantes, telles que 
celles fournies par l’architecture EGEE. La dynamicité et l’interactivité de l’interface de cartographie en 
ligne, permises par les technologies du Web 2.0, offrent au prévisionniste un moyen efficace d’analyser 
la situation hydrométéorologique « temps réel », de construire et traiter à distance des prévisions perti-
nentes dans un contexte collaboratif fort.  
D’autre part, l’intérêt des services web, comme ceux de l’OGC, réside dans leur capacité de s’interfacer 
avec des systèmes d’information distants ne pouvant pas subir une refonte de leur structure et de leur 
fonctionnement. De plus, leur capacité à s’auto-décrire pour informer un système distant sur les res-
sources (traitements ou données) dont il dispose, offre à cette méthode une garantie dans le partage 
rapide et efficace de l’ensemble des éléments qui constitue l’aide à la décision hydrologique. Finale-
ment, le cadre standardisé dans lequel ils s’inscrivent assure une reproductibilité et un élargissement 
des fonctions « métier » nécessaires et envisageables dans le cadre du perfectionnement de la modé-
lisation hydrologique des crues à cinétique rapide. Il en résulte une forte capacité d’interopérabilité 
essentielle au fonctionnement efficace de la gestion de crise, permettant dans le cadre de l’expertise 
hydrologique de mieux intégrer les prévisionnistes du SPC-GD et du SCHAPI autour d’un système 
d’aide à la décision commun. Cette la méthodologie est donc susceptible de soutenir des capacités de 
calcul à la demande pour éviter la surcharge informatique du système d’information du SPC-GD. Dans 
ce contexte, plusieurs scénarios de prévision peuvent être modélisés sans altérer le fonctionnement du 
SPC-GD. Cette capacité technologique répond a priori à l’usage qu’un service opérationnel de gestion 
de crise est susceptible de développer pour répondre à des besoins ponctuels et imprévus. 
En contrepartie, l’implémentation de ces services web implique une disponibilité importante des res-
sources de calcul, puisqu’un seul scénario de prévision nécessite pas moins de 8 jobs de grille. Dans 
une situation opérationnelle, le prévisionniste peut requérir plusieurs scénarios de prévision pour 
chaque bassin versant du territoire « Grand Delta », ce qui peut engendrer une forte surcharge dans la 
demande d’accès aux ressources de la grille (par ex. 4 scénarios de prévision pour 30 bassins ver-
sants nécessitent l’utilisation de 960 jobs). Ainsi, il semble important de s’intéresser à la dimension 
proprement calculatoire de la grille et en particulier à l’ordonnancement des jobs par le courtier de res-
sources sur les éléments de calcul de la grille. En effet, les premières expérimentations de G-ALHTAÏR, 
tel qu’il a été décrit précédemment, a permis de relever une faiblesse dans sa capacité à soutenir un 
                                                     
29 Les opérations GetCapabilities et DescribeCoverage du WCS (cf. §.VI - 2.2.1.1.2), qui n’ont pas été présentées dans 
cette analyse, offrent au WPS la capacité de s’informer régulièrement sur les données servis par le WCS. 
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délai opérationnel court de ses réponses, contrainte pourtant essentielle à la gestion des crues à ciné-
tique rapide. Les développements qui suivent ont donc cherché à perfectionner une latence, bien iden-
tifiée dans la littérature, des services de gestion des traitements de l’intergiciel de grille gLite (CHRISTO-
DOULOPOULOS et al., 2008 ; GERMAIN-RENAUD et al., 2008 ; HUEDO et al., 2006 ; ROOD et LEWIS, 2009). 
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VI - 3. RRM-Grid : un outil garant de l’ordonnancement et d’une qualité 
de service 
VI - 3.1. Propos introductifs : limites de performance de l’intergiciel gLite et 
contraintes de qualité de service 
Une expérimentation préliminaire a été développée avec plusieurs challenges durant l’été 2009. Des 
séries de jobs (Normal job), exécutant le modèle ALHTAÏR, ont été soumis séquentiellement et sans 
spécifier de contraintes d’exécution (Requirements) aux courtiers de ressources de l’organisation vir-
tuelle ESR. Les résultats obtenus (Fig. 83) reflètent les limites de performances de gLite pour la prise 
en charge de multiples jobs en simultanée.  
 
Figure 83 : Test préliminaire de l'exécution d'instances d'ALHTAÏR sur 
EGEE 
En effet, sur l’ensemble des jobs soumis, environ 60% sont réellement exécutés (statut DONE(Ok)) 
mais seulement 40% sont considérés utilisables en regard des contraintes temporelles de la prévision 
des crues éclair. Deux observations principales ressortent de cette expérience : 
- les erreurs d’exécution ont deux causes principales, le mauvais fonctionnement des services 
de l’intergiciel d’une part et d’autre part des problèmes de compatibilité logicielle (librairies), 
- les temps de latence importants, pour atteindre l’exécution réelle du job et pour informer 
l’utilisateur de la fin de l’exécution (plusieurs minutes), limitent la rapidité informatique requise. 
Au vue de ces premiers tests et des exigences de qualité informatique, baptisée « qualité de service » 
(QoS), de la prévision opérationnelle, il semble nécessaire de développer un gestionnaire de jobs per-
mettant le contrôle autonome et efficace des jobs. Les web services à ce niveau ne permettent pas 
encore de palier à ce problème pourtant crucial dans les conditions opérationnelles de la gestion de 
crise associée aux crues à cinétiques rapides. 
Le fonctionnement intrinsèque des services opérationnels, tel que ceux du SPC-GD, la particularité de 
la gestion des crues éclair et la nécessité d’accroitre les capacités de calcul imposent donc le respect 
d’une qualité de service de la part de la grille. 
En premier lieu, la méthodologie développée dans la première partie de chapitre (cf. §.VI – 1), permet a 
priori de gérer un accès convivial et épisodique aux ressources de la grille EGEE, justifiant ainsi la pro-
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pension de la grille EGEE à fournir à la demande un surplus de capacités informatiques. D’autre part, 
les délais opérationnels (c'est-à-dire la durée nécessaire à l’obtention des hydrogrammes) doivent être 
les plus courts possibles (COLLIER, 2007). Cette promptitude est fortement reliée à l’horizon de prévi-
sion requis. Par exemple, une prévision d’une heure est exploitable si l’hydrogramme simulé est dispo-
nible dans la demi-heure qui suit le lancement de la simulation. Ainsi, les jobs considérés dans ces 
travaux, permettant de prendre en charge différents scénarios de prévision, correspondent à des jobs 
de courte durée. 
Plus globalement, la gestion de crise nécessite un fonctionnement en temps-réel des systèmes 
d’information permettant entre autres la tolérance aux pannes et la disponibilité continue des res-
sources informatiques (MAZZETTI et al., 2008). Pour la gestion des erreurs, le grand nombre de res-
sources disponibles permet de développer des solutions basées sur l’identification en temps-réel et la 
réallocation automatique des tâches dont l’exécution a été interrompue. Quant à la disponibilité des 
ressources de grille, elle apparaît plus critique et nécessite, en plus de solutions technologiques, le 
développement de politiques d’utilisation spécifiques. Cette garantie de disponibilité est limitée par la 
méconnaissance des quantités de ressources nécessaires, directement reliées à l’incertitude sur 
l’intensité et l’extension du phénomène à surveiller. De plus, une architecture de grille, telle que celle 
proposée par EGEE, n’offre pas de possibilité de prioritisation de tâches ni même de réservation préa-
lable de ressources. 
VI - 3.2. Ordonnanceur et qualité de service 
Le respect de cette qualité de services implique a priori le développement d’une couche applicative 
permettant de coordonner de manière autonome la gestion automatique des jobs de grille (GERMAIN-
RENAUD et al., 2008). Cet outil doit être capable de créer et soumettre automatiquement des jobs, tout 
en contrôlant régulièrement leur état. En effet, Christodoulopoulos et al. (2008) a établi une analyse 
statistique sur plus de 2 millions de jobs soumis sur la grille EGEE par l’intermédiaire de l’intergiciel 
gLite pendant un mois. Plusieurs indicateurs critiques ressortent de cette étude : 
- 30% des jobs ont connu une erreur d’exécution, 
- le temps alloué à l’enregistrement et la mise en attente d’un job peut représenter une part im-
portante du cycle de vie de ce job, 
- le transfert de données dont la taille est importante est significatif. 
D’autre part, GERMAIN-RENAUD et al. (2008) focalisent leur étude sur la gestion des jobs de courte durée 
sur EGEE et observent que la soumission et l’ordonnancement de ce type de jobs prend plus de temps 
que leur exécution proprement dite. 
Ainsi, étant donné la volatilité des ressources de grille (HUEDO et al., 2006; ROOD et LEWIS, 2009), une 
utilisation classique des services de l’intergiciel gLite ne semble pas permettre de répondre au niveau 
de qualité requis par la gestion de crise. Trois types principaux de problèmes sont identifiables : 
- l’arrêt fréquent et inopiné du fonctionnement de ressources de grille (HUEDO et al., 2006), 
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- l’hétérogénéité des ressources peut être la source d’erreur d’exécution à cause de problèmes 
de compatibilité logicielle (librairies), 
- les temps de latence importants des jobs de courte durée provoquent des temps d’exécution 
globaux trop importants (GERMAIN-RENAUD et al., 2008). 
GERMAIN-RENAUD et al. (2008) plaident pour le développement d’une couche d’ordonnancement pour 
éliminer les temps de latence de l’intergiciel (en anglais scheduler ou ordonnanceur en français, les 
deux sont utilisés indifféremment dans la suite), et fournir des taux viables de jobs réussis et optimiser 
la récupération d’erreurs d’exécution. Au travers de cette recherche, les auteurs suggèrent l’utilisation 
d’outil tel que DIANE (Distributed Analysis Environment)30, adapté à la grille EGEE, qui permet une 
meilleure prise en charge de la répartition des jobs et des erreurs de l’intergiciel au niveau utilisateur 
(KORKHOV et al., 2009). Il existe plusieurs meta-schedulers du même type, avec des fonctions spéci-
fiques suivant les attentes des projets de recherche qui les ont initiés, comme DIANA (MCCLATCHEY et 
al., 2007), EMPEROR (ADZIGOGOV et al., 2005) ou GridWay31 (HUEDO et al., 2004). DIANA évalue en 
temps-réel un indicateur global synthétisant les coûts pour l’exécution des jobs, le transfert des don-
nées et les caractéristiques du réseau de manière à sélectionner la meilleure ressource à utiliser. EM-
PEROR base sa sélection de ressources de calcul sur un algorithme d’estimation du temps 
d’exécution. Enfin, GridWay analyse régulièrement les performances et les disponibilités des res-
sources de calcul et offre des capacités de re-soumission des traitements en fonction de ces indica-
teurs. 
En vue de répondre aux besoins de qualités de services de la prévision des crues éclair en situation de 
crise, il apparaît donc primordial de développer une couche d’ordonnancement automatique capable 
d’interagir avec l’intergiciel gLite et les requêtes utilisateurs, ayant les capacités suivantes : 
- la création automatique de jobs avec le langage JDL, 
- la soumission automatique de ces jobs en minimisant l’allocation de ces jobs par le WMS, 
- le contrôle autonome de l’état d’exécution de ces jobs, 
- la récupération des jobs ayant connu une erreur d’exécution et leur réallocation automatique,  
- la récupération des résultats des modélisations aussitôt l’exécution terminée. 
Une revue bibliographique a permis d’orienter les choix technologiques pour l’implémentation de ce 
scheduler. Si DIANA et EMPEROR représentent un bénéfice réel pour l’optimisation de l’allocation des 
jobs, ces meta-schedulers ont été développés au niveau de l’intergiciel alors que la présente recherche 
s’inscrit dans une dimension utilisateur, dépourvu de privilège administrateur sur les ressources et est 
donc dépendante des librairies et des logiciels fournis par ces ressources. Les ordonnanceurs de plus 
haut niveau, tels que DIANE et PilotJobs (ASTALOS et al., 2008), semblent mieux adapter aux exi-
gences de cette étude. Ils sont basés sur une approche pull (le client « tire » les données vers lui à 
                                                     
30 http://it-proj-diane.web.cern.ch/it-proj-diane/index.php 
31 http://www.gridway.org/ 
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chaque besoin, à l’opposé de l’approche push, plus classique, où le serveur « pousse » les données 
vers le client) qui permet d’obtenir une meilleure répartition de charge (GERMAIN-RENAUD et al., 2008). 
Ces deux outils sont génériques et utilisables pour différentes thématiques. PilotJobs, utilisé dans diffé-
rentes applications de l’organisation virtuelle Earth Science Research (VO ESR), a été retenu pour sa 
capacité :  
- à accélérer la phase de soumission, en utilisant les collections de jobs (job collections) (BURKE 
et al., 2009), 
- à utiliser le protocole RFIO (Remote File Input/Output) pour accéder aux fichiers stockés sur 
les éléments de stockage. 
Le paragraphe suivant s’attache à décrire les composants logiciels de RRM-Grid basé sur les caracté-
ristiques techniques de l’ordonnanceur PilotJobs et permettant de supporter les calculs intensifs la si-
mulation hydrologique en situation de prévision opérationnelle. 
VI - 3.3. RRM-Grid : une couche applicative garante d’une efficacité opéra-
tionnelle 
L’application RRM-Grid (Rainfall-runoff modeling on Grid) est donc dédiée à l’interaction entre le sys-
tème d’information client, en l’occurrence celui du SPC-GD, et les services de l’intergiciel gLite. La ges-
tion des données est prise en charge par la fonctionnalité, baptisée RRM-Wrapper, et la gestion des 
tâches s’effectue au travers de l’ordonnanceur RRM-Parametric afin d’obtenir l’application RRM-Grid 
permettant le paramétrage dynamique de scénarios de prévision hydrologique, tels qu’ils ont été définis 
dans la partie précédente (cf. §.VI - 2.1.4). 
VI - 3.3.1. La gestion des données avec RRM-Wrapper 
Comme cela a été abordé, la gestion des données d’entrée dans l’exécution des jobs peut représenter 
une charge informatique importante ralentissant l’exécution globale du job.  Dans le cadre du projet 
CYCLOPS, cette contrainte a été prise en charge grâce à un patron de conception Adaptateur (Wrap-
per/Adapter Design Pattern) utilisé pour le fonctionnement des services web. Il permet d’envoyer des 
messages d’état et de gérer les données d’entrée et les résultats de sortie (VERLATO et al., 2008). Cette 
capacité permet de contrôler la récupération préalable des données d’entrée, le démarrage de 
l’algorithme de modélisation et le stockage des hydrogrammes. L’utilisateur règle les paramètres 
d’exécution de l’adaptateur au travers du job de grille (JDL) (Fig. 84). 
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Figure 84 : Fonctionnement de RRM-Wrapper au niveau de la grille de 
calcul (GEISEL, 2009) 
Ces paramètres de configuration sont : 
- les fichiers à rapatrier avant exécution de l’algorithme : 
o l’emplacement à distance 
o les pré-conditions à remplir (décompresser, ...) 
- le ou les exécutable(s) avec ses paramètres 
- les fichiers de sortie 
o le nom local 
o l'emplacement de stockage à distance (SE) 
o les post-conditions à remplir (compresser, ...) 
- les pré-conditions à respecter pour l'algorithme (optionnel) 
o type de CPU (32/64bit) 
o Version d'un logiciel (python 2.3 et non python 2.4...) 
- la gestion des fichiers de journalisation (optionnelle) 
- le choix du SE de gestion (optionnel) 
D’après la figure 84, RRM-Wrapper télécharge les fichiers du bassin versant, des conditions hydrolo-
giques initiales, de l’hydrogramme modélisé, de la prévision de pluie et le paquetage de l'algorithme 
ALHTAÏR avec toutes les bibliothèques nécessaires sur le nœud de calcul sélectionné (WN) par le 
courtier de ressources (WMS). Dès que l’ensemble de ces fichiers sont disponibles, RRM-Wrapper 
applique les pré-conditions de traitements, décompresse l'archive des algorithmes de production et de 
transfert d’ALHTAÏR et les exécute successivement. L’hydrogramme mis à jour et les nouvelles condi-
tions hydrologiques sont stockés sur un SE prédéfini, avec les fichiers de journalisation de l’exécution. 
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En résumé, cet outil permet de diminuer les temps de latence au moment de la soumission et de 
l’allocation des jobs à l’élément de calcul en diminuant la quantité de données à transférer entre les 
services de l’intergiciel. D’autre part, en définissant des recommandations d’interface pour le dévelop-
pement d’autres algorithmes de modélisation, RRM-Wrapper assure une meilleure généricité de fonc-
tionnement à RRM-Grid. 
VI - 3.3.2. La gestion des jobs avec RRM-Parametric 
L’amélioration des performances du courtier de ressources pour l’allocation des jobs est permise par 
RRM-Parametric fortement inspiré du canevas Pilot jobs, développé par l’institut d’Informatique de 
l’académie des sciences de Slovaquie II-SAS (Astalos et al., 2008). Il s’agit d’un canevas open-source, 
facile à utiliser, légère et dédiée au pilotage de collections de jobs sur la grille, initialement utilisé dans 
le cadre de simulations astrophysiques. Cet outil est capable de gérer des simulations indépendantes. 
D’un point de vue informatique, il facilite et automatise les interactions avec les services de gLite.  
D’après la figure 85, l’élément central de cette application est le manager qui supervise le traitement 
des différentes simulations paramétrées par l’utilisateur.  
 
Figure 85 : Fonctionnement de RRM-Parametric pour l'allocation des jobs (GEISEL, 2009) 
Depuis l’interface utilisateur, la manager communique continuellement avec des workers s’exécutant 
sur les noeuds de calcul et dont le nombre, souvent proportionnel au nombre de simulations à traiter, 
est défini par l’utilisateur. Pilot jobs utilise la collection de jobs de gLite pour soumettre presque simul-
tanément tous les workers (jobs). Cette fonctionnalité du courtier de ressource accélère la soumission 
des jobs en réutilisant la même authentification pour tous les jobs de la collection (BURKE et al., 2009). 
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Chaque worker prend en charge les simulations enregistrées dans une liste d’attente sur un élément de 
stockage prédéfini, en suivant la politique d’ordonnancement classique FIFO (First In, First Out), sui-
vent une approche pull. Finalement, cette application est basée sur une approche pull où chaque wor-
ker prend en charge de manière autonome une nouvelle simulation aussitôt qu’il en a terminé une. Une 
fois que toutes les simulations sont exécutées, les workers libèrent progressivement les nœuds de 
calcul sur lesquels ils étaient exécutés. 
Ce canevas générique peut être adapté pour différentes problématiques et est basé sur les services 
standards d’EGEE. Le manager s’exécute en arrière plan et automatise les tâches d’administration en 
vue de minimiser les interactions entre les utilisateurs et les services de l’intergiciel. Il prépare automa-
tiquement les jobs, en générant les scripts JDL, soumet le nombre prédéfini de jobs à un courtier de 
ressources et les surveille grâce au service de journalisation (LB), de manière à garder informer 
l’utilisateur final. Le gain de performance est assuré par l’utilisation des collections de jobs, la limitation 
du nombre de jobs soumis, puisque un worker gère plusieurs simulations, et le fait qu’un worker reste 
actif sur le nœud de calcul tout au long de la procédure de prévision, limitant ainsi l’effort d’allocation du 
ou des courtiers de ressources. 
Les contraintes « tems réel » de la prévision des crues éclair différent de celles associées habituelle-
ment à Pilot Jobs, du point de vue des délais de réponse et des durées d’exécution des jobs. Dans ce 
sens, le canevas Pilot jobs a été adapté pour prendre en charge : 
- la priorité d’exécution des simulations,  
- la réallocation automatique des jobs défectueux, 
- la mise à jour d’indicateurs de performance identifiant les ressources de calcul performantes 
(liste blanche) et défaillantes (liste noire). 
Dans la perspective d’un évènement hydrologique et avant le lancement effectif de la procédure de 
prévision, RRM-Parametric soumet automatiquement un job simple, c'est-à-dire un job fictif avec une 
commande Shell classique (SANCHIS, 2007) à tous les éléments de calcul alloués à l’organisation vir-
tuelle et disponibles. Les éléments de calcul inscrits dans la liste blanche sont ceux où les jobs ont été 
exécutés avec succès en moins de 30 minutes.  
Au début de la procédure de prévision, le manager prépare la liste d’attente sur un SE enrichi du proto-
cole RFIO32. Basé sur la requête d’un utilisateur, il génère des fichiers de configuration pour chaque 
scénario de prévision (langage JSON33), utilisés pour créer les scripts JDL identifiant les éléments de 
calcul des listes blanche et noire (attribut GLUE GlueCEUniqueID). La liste d’attente (contenant ces 
fichiers de configuration) est triée suivant l’ordre de priorité des scénarios défini par l’utilisateur. En 
phase de traitement, un worker traite toujours la simulation de plus haute priorité. Une fois que la simu-
lation est terminée, le worker libère la mémoire allouée sur l’espace de travail (élément de stockage) et 
prend la suivante (Fig. 85). En ce qui concerne, la gestion des jobs défectueux, les simulations dont 
                                                     
32 Ce protocole permet une meilleure gestion de l’accès concurrent aux fichiers, en n’autorisant qu’un seul accès simultanée 
à un même fichier 
33 http://www.json.org/ 
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l’exécution a échoué, sont réallouées à la file d’attente (espace de travail) et la liste noire est automati-
quement mise à jour. 
VI - 3.3.3. RRM-Grid : un ordonnanceur adapté à la modélisation de scénarios 
de prévision hydrologique 
RRM-Grid est basé sur l’encapsulation de RRM-Wrapper par RRM-Parametric. En effet, les jobs gérés 
par RRM-Parametric exécutent chacun une instance de RRM-Wrapper qui utilise des fichiers de confi-
guration générés par RRM-Parametric, en fonction d’un fichier de configuration unique créé par 
l’utilisateur final. Ce fichier de configuration (langage JSON) définit les paramètres à utiliser pour créer 
l’ensemble des scénarios de prévision hydrologique : 
- un élément de stockage enrichi du protocole RFIO, 
- des éléments de stockage utilisés pour stocker les fichiers d’entrée et de sortie, 
- les données locales à utiliser pour la modélisation (version « temps réel » du SPC-GD), 
- les paramètres des scénarios de prévision, 
- les priorités des simulations, 
- Le nombre de workers. 
Le diagramme de séquence UML de la figure 86 décrit l’enchaînement des opérations élémentaires de 
RRM-Grid.  
 
Figure 86 : Diagramme de séquence UML de RRM-Grid 
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À la réception de cette requête, le manager interprète ce fichier de configuration et génère automati-
quement un fichier de configuration pour chaque scénario de prévision. Il transfère ces fichiers sur 
l’espace de travail grâce au protocole RFIO et les données d’entrée NetCDF (bassin versant, prévision 
de pluie, conditions hydrologiques initiales et hydrogramme temps-réel) sur les éléments de stockage 
prédéfinis, grâce aux fonctionnalités de gestion de données de gLite (LCG utils). Le manager prépare 
ensuite les workers (JDL) et les soumet au courtier de ressources en respectant les listes blanche et 
noire (Requirements). Dès que le worker est alloué à un nœud de calcul, le RRM-Wrapper copie les 
données relatives à ce scénario et lance l’exécution des fonctions de production et de transfert. Une 
fois cette exécution terminée, il place les hydrogrammes de prévision (NcML) sur les éléments de stoc-
kage prédéfinis. Le worker place le fichier de configuration du scénario terminé sur le l’espace de tra-
vail dans un répertoire destiné aux tâches réussies afin de signaler au manager la réussite de la tâche. 
En cas d’échec de la tâche, il place ce fichier dans un autre répertoire spécifique, pour permettre son 
traitement ultérieur. Finalement, le manager se charge de télécharger régulièrement les hydrogrammes 
de prévision modélisés sur le système local. 
La figure 87 permet de résumer la structure logicielle et matérielle de l’ordonnanceur RRM-Grid. 
 
Figure 87 : Diagramme de déploiement de RRM-Grid 
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Le manager et les workers composants fonctionnels de l’application viennent assister le courtier de 
ressources dans la gestion d’un grand nombre de tâches. En effet, le schéma fonctionnel imaginé per-
met de limiter les demandes d’allocation au courtier de ressources, considéré comme le facteur limitant 
principal de la difficulté de l’intergiciel gLite à assurer une allocation rapide des jobs de grille. La mé-
thode de soumission par collection, offre en premier lieu une solution permettant d’accélérer cette allo-
cation (BURKE et al., 2009). En outre, l’exécution des workers sur des éléments de calcul tout au long 
du processus de simulation, accédant de manière autonome aux scénarios à modéliser stockés sur 
l’espace de travail, évite une surcharge potentielle du courtier de ressources. Dans ce sens, l’espace 
de travail correspond au composant principal de RRM-Grid en assurant la communication et les 
échanges entre le manager et le worker. Quant à la gestion de données, elle s’appuie sur le schéma 
classique de l’intergiciel gLite en permettant la réplication des données d’entrée afin de limiter la con-
currence des workers dans leur accès. En effet, plusieurs scénarios de prévision, basés sur des para-
mètres de pondération et d’horizon de prévision différents, peuvent requérir le même jeu de données 
d’entrée. 
Finalement, le formalisme intrinsèque du langage JSON, proche de celui du XML, et son affinité avec 
Internet permet d’envisager une prise en charge directe par le contrôleur, relatif à la méthode des ser-
vices web de l’OGC (VI - 2.2.2.2), afin de permettre l’intégration transparente de RRM-Grid au sein du 
système spatial d’aide à la décision G-ALHTAÏR au travers du portail web du système local. 
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SYNTHESE SUR 
l’INTERFAÇAGE 
Ce chapitre méthodologique a permis de présenter les moyens technologiques existants pour 
accéder aux ressources de la grille EGEE. L’interface utilisateur, est le point d’accès unique aux ser-
vices de l’intergiciel gLite. Cependant, les opérations de bas niveau qu’elle offre ne calquent a priori 
pas avec les compétences techniques d’un utilisateur final, tel qu’un prévisionniste du SPC-GD. 
Dans ce sens, le recours à des couches « métier » et « logique » semble indispensable pour assurer 
une opérationnalité suffisante au système spatial d’aide à la décision G-ALHTAÏR. Ces couches infor-
matiques ont donc la capacité de traduire les besoins technologiques et scientifiques du prévisionniste 
et de mettre en communication des composants logiciels distribués. Au plus haut niveau, l’interface de 
cartographie en ligne intègre les données factuelles spécifiques à l’expertise hydrologique et fournit au 
prévisionniste une solution opérationnelle pour accéder à des services de plus bas niveau, tels que les 
services web de l’OGC. En tant qu’interface principale entre les systèmes d’information distribués, ces 
services web, et en particulier le WPS, orchestrent de manière autonome les traitements nécessaires à 
la réalisation des opérations de prévision hydrologique sur les ressources de la grille. 
Ces traitements hydrologiques de bas niveau, exécutés sur les ressources de grille, ont nécessité une 
reconsidération de l’application ALHTAÏR existante. Le cœur de cette application opérationnelle, dédiée 
à la modélisation hydrologique des crues éclair, a été analysé et recodé en fonction des contraintes 
fonctionnelles et matérielles de la grille EGEE. En effet, la dimension hautement distribuée du système 
final, composé de l’existant technologique du SPC-GD et de G-ALHTAÏR, a impliqué une désagréga-
tion de l’application en composants indépendants (modules hydrologiques, gestionnaire des données, 
etc.). Enfin, le recours à l’utilisation des services web de l’OGC a nécessité le remaniement et 
l’intégration des données dans un format multidimensionnel adapté, tel que le NetCDF. 
Au niveau logique, l’axe principal de cette méthodologie concerne l’allocation optimale de ces instances 
de modélisation hydrologique aux éléments de calcul de la grille. RRM-Grid et les services de l’OGC 
permettent chacun à leur manière de planifier la séquence de traitements nécessaires à l’exécution de 
scénarios de prévision sur les ressources d’EGEE. Les services web de l’OGC, et la capacité 
d’interopérabilité qu’ils soutiennent, permettent d’assurer le référencement des ressources logicielles et 
de données, et a fortiori la facilité d’accès et la reproductibilité des opérations de modélisation. Quant à 
RRM-Grid, il permet d’aborder la dimension calculatoire et opérationnelle de l’architecture de grille 
EGEE et les contraintes nécessaires de qualité de service de G-ALHTAÏR. Son implémentation se base 
sur l’hypothèse, tirée de la littérature, que le gain de performance d’une application, nécessitant des 
délais de réponse courts, passe par la réduction du nombre de soumissions de jobs aux courtiers de 
ressources. Implémenté grâce à des langages et des services formalisés, RRM-Grid permet une cer-
taine reproductibilité de ces méthodes de calcul. Ainsi, leur prise en charge par les services web de 
l’OGC semble envisageable, de manière à allier la capacité calculatoire de RRM-Grid et la propension 
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des services web à orchestrer les traitements sur la grille de calcul. Cette approche est approfondie 
dans les perspectives scientifiques de cette recherche (chapitre 8). 
Finalement, au regard des caractéristiques technologiques de ces deux composants, RRM-Grid se 
base sur la configuration « un job de grille pour plusieurs scénarios » au contraire des services web de 
l’OGC qui correspondent à un schéma « plusieurs jobs de grille pour un scénario ». Ainsi, cette re-
cherche prend le parti d’analyser et d’évaluer les performances de la technologie grille pour soutenir les 
opérations d’expertise hydrologique en situation de crise, principalement au travers des performances 
quantitatives de RRM-Grid. Cependant, les perspectives de cette recherche s’attacheront à dresser 
une évaluation, essentiellement qualitative, des services web de l’OGC, toujours en phase de dévelop-
pement sur le volet grille et non encore complètement opérationnels, et à définir des orientations scien-
tifiques et techniques basées sur les caractéristiques et les potentialités technologiques de G-
ALHTAÏR. 
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« Inutile de tirer votre épée pour couper de l'eau ; l'eau continuera à couler. » Li Po 
 
 
 
 
 
 
 
 
 
 
 
 Chapitre 7 
Expérimentations de l’ordonnanceur  
RRM-Grid 
8.1. Plan d’expérience 
8.2. Résultats expérimentaux de RRM-Grid 
 
 Ce chapitre expérimente l’ordonnanceur RRM-Grid en tant que composant « lo-
gique » du système G-ALHTAÏR, afin d’évaluer sa capacité à supporter de multiples 
scénarios de prévision hydrologique dans des délais opérationnels courts. Dans ce 
sens, le faisceau de prévisions hydrologiques que RRM-Grid fournit au prévisionniste 
doit permettre d’enrichir sa capacité d’aide à la décision en situation de crise.  
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INTRODUCTION 
Le chapitre 6 a permis de définir la structure et le fonctionnement de la plateforme G-ALHTAÏR 
dédiée à la prévision hydrologique des crues à cinétiques rapides. Principalement fondée sur les tech-
nologies du Web 2.0, et organisée en composants distribués, elle s’appuie sur les ressources informa-
tiques de la grille EGEE, accessibles par un serveur WPS. Enfin, l’interface de cartographie en ligne, 
de part ses composants graphiques et son accès simplifié aux différents composants de G-ALHTAÏR, 
assure un niveau correct d’opérationnalité. Il a cependant été relevé, dans l’analyse des caractéris-
tiques technologiques de la grille EGEE (cf. §.IV – 2.1.2.), des obstacles technologiques à son utilisa-
tion opérationnelle pour des traitements de courte durée, spécifiques à la prévision des crues eclar. 
Dans ce sens, la dernière partie du chapitre méthodologique (chapitre 6) s’est intéressée à l’aspect 
purement calculatoire de la grille EGEE, au travers de l’ordonnanceur RRM-Grid. L’objectif principal de 
cet outil est d’assister le courtier de ressources WMS de l’intergiciel gLite et de soutenir l’exécution 
simultanée d’un nombre important de scénarios de prévision hydrologique. 
Il convient dorénavant de s’intéresser aux performances de ces outils. Comme cela a été abordé dans 
la synthèse du chapitre 6 les principaux résultats quantitatifs sont extraits d’expérimentations menées 
sur l’outil RRM-Grid. Ainsi, une attention particulière est portée sur les potentialités calculatoires de la 
grille EGEE pour supporter les contraintes de modélisation des crues à cinétique rapide. Une analyse 
comparative permet de confronter les potentialités intrinsèques de la grille EGEE avec celles a priori 
augmentées de RRM-Grid. Deux axes d’études sont privilégiés dans cette expérimentation : 
- La dimension calculatoire consacrée à l’évaluation précise des capacités de prise en charge 
des requêtes de prévision du prévisionniste par RRM-Grid, 
- La dimension hydrologique centrée sur la faculté d’anticipation des crues à cinétique rapide par 
un prévisionniste du SPC-GD, illustrée par un cas d’utilisation de RRM-Grid sur un évènement 
passé. 
Le premier axe consiste à une montée en charge progressive des expérimentations de grille, de ma-
nière à mettre à l’épreuve les ressources de calcul et de stockage offertes par l’organisation virtuelle 
ESR pour traiter un nombre conséquent de scénarios de prévision. Le second axe cherche à démon-
trer l’utilité de RRM-Grid dans un contexte opérationnel pour suivre et prévoir dans des délais courts les 
réponses hydrologiques (débit) d’un cours d’eau affecté par un risque de crues éclair. Ainsi, 
l’évènement du 22 novembre 2008, qui s’est déroulé sur les bassins versants amont des Cévennes a 
été choisi pour présenter les capacités opérationnelles de cet outil. 
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VII - 1. Plan d’expérience 
                                                     
VII - 1.1. Ressources de grille : la VO ESR 
Pour mener à bien cette phase expérimentale, un plan d’expérience a été développé en accord avec 
les prévisionnistes du Service de Prévision de Crues Grand Delta (SPC-GD), objet d’étude principal de 
cette recherche. En effet, au travers de ces expériences, il s'agit de répondre aux besoins opération-
nels du SPC-GD en termes de gestion de calculs sur la grille EGEE. Dans ce sens, le modèle pluie-
débit ALHTAÏR déjà porté sur la grille et l’ordonnanceur RRM-Grid ont été utilisés d’après les dévelop-
pements méthodologiques du chapitre précédent. Cette campagne expérimentale a eu lieu, entre 2009 
et 2010, sur les ressources informatiques de l'organisation virtuelle Earth Science Research (VO ESR) 
(Fig. 87). 
D’après les informations officielles de cette organisation virtuelle1, les ressources de la VO ESR per-
mettent de prendre en charge environ 1.200 jobs de grille en simultanée. D’autre part, en avril 2010, le 
nombre d’utilisateurs de cette VO avoisinait les 802. Ainsi, lors de l’utilisation des ressources d’ESR, et 
dans l’interprétation des résultats de cette phase expérimentale, il est important de prendre en compte 
cette concurrence possible entre les différents utilisateurs de la VO. Les machines (processeurs) mises 
à disposition aux utilisateurs ont des puissances moyennes (c'est-à-dire a peu près équivalente à un 
ordinateur personnel). 
 
Figure 87 : Répartition de la majorité des sites de calcul de la VO ESR 
Les résultats expérimentaux qui suivent peuvent être scindés en deux catégories principales : 
 
1 https://cic.gridops.org/index.php?section=vo&vo=esr 
2 Il s’agit d’une VO de petite envergure en comparaison avec la VO BIOMED, deuxième plus grande VO, qui comptabilise 
presque 300 utilisateurs  
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- Les performances informatiques de RRM-Grid : 
o les résultats structuraux qui concernent l’état informatique de la VO ESR, 
o les résultats fonctionnels relatifs aux performances de RRM-Grid en fonction de diffé-
rentes phases de simulations, 
- Les résultats de prévision sur l’évènement sélectionné du 22 novembre 2008 sur le bassin ver-
sant du Gardon d’Anduze. 
VII - 1.2. Méthodes de traitement expérimentées 
Dans ce chapitre, il convient donc de mettre en exergue les potentialités de calcul de RRM-Grid et par 
extension celles de la VO ESR. À ce niveau, il est important de noter l’aspect expérimental de RRM-
Grid, qui au moment de la rédaction de ce manuscrit nécessite certainement des améliorations techno-
logiques permettant de profiter pleinement des ressources offertes par la VO ESR. Ainsi, l’ensemble 
des résultats technologiques doit être appréhendé en fonction des potentialités de l’ordonnanceur 
RRM-Grid plutôt que de celles de la VO ESR, qui a priori sont supérieures. 
Pour rappel, un scénario de prévision est : 
une instance de modélisation hydrologique intégrant les modules de production et de trans-
fert de l’application ALHTAÏR, et prenant en charge une prévision de pluie à horizon variable 
sur laquelle une pondération positive ou négative est appliquée sur ses intensités de pluie. 
L’objectif de cette analyse technologique est de comparer les performances de RRM-Grid avec une 
utilisation classique de la grille. Trois méthodes de traitement sur la grille sont comparées et discutées : 
- Méthode 1 : une utilisation classique de la grille qui consiste à envoyer les jobs (scénarios de 
prévision) séparément au courtier de ressources (WMS). Ainsi, une routine informatique per-
met de créer automatiquement et d’envoyer les scénarios (JDL) au courtier. L’ensemble des 
données d’entrée (algorithmes et données d’entrée hydrologiques) est chargé dans 
l’InputSandbox de chaque job et transite entre les services de l’intergiciel tout au long du trai-
tement du job. 
- Méthode 2 (RRM-Wrapper) : une utilisation intermédiaire représentée par RRM-Wrapper (cf. §. 
VI – 2.3.1.) qui se base sur la même approche que la précédente, mais dans laquelle les don-
nées d’entrée sont gérées une fois que le job (scénario) est pris en charge par l’élément de 
calcul. Cette méthode permet d’éviter le transfert des données d’entrée au moment de la sou-
mission. 
- Méthode 3 (RRM-Grid) : l’utilisation de RRM-Grid qui encapsule RRM-Wrapper et qui assure 
l’ordonnancement des scénarios de prévision en limitant l’utilisation du coutier de ressources 
de l’intergiciel gLite. A la différence des deux premières méthodes, l’expérimentation de RRM-
Grid se base sur la préparation du fichier de configuration globale (JSON) et le démarrage de 
l’outil depuis l’interface utilisateur. 
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La différence majeure de la méthode 3 en comparaison avec les deux premières, concerne la relation 
job / scénario. En effet, dans le cadre de la 3ème méthodologie, un job (worker) prend en charge suc-
cessivement plusieurs scénarios, alors que les méthodes 1 et 2 ont un schéma « un job – un scéna-
rio ». 
Ces 3 méthodes expérimentales prennent successivement en charge 4 simulations différentes dans 
lesquelles le nombre de scénarios, les horizons de prévisions et le pas de pondération varient (Tab. 6) : 
- 33 scénarios de modélisation avec des horizons de prévision de 1, 2 et 3h et un intervalle de 
variation de -50 à + 50% avec un pas de 10% 
- 66 scénarios de modélisation avec des horizons de prévision de 1, 2 et 3h et un intervalle de 
variation de -50 à + 50% avec un pas de 5% 
- 105 scénarios de modélisation avec des horizons de prévision de 1, 2, 3, 4 et 5h et un inter-
valle de variation de -50 à + 50% avec un pas de 10% 
- une simulation de plus grande ampleur, composée de 210 scénarios de modélisation avec des 
horizons de prévision de 1 à 10h et un intervalle de variation de -50 à + 50% avec un pas de 
5%, est expérimentée. Cette simulation doit permettre d’affiner l’analyse de la capacité de 
RRM-Grid et a fortiori de la grille EGEE pour supporter une montée en charge, ainsi que l’effet 
du nombre de workers sur la performance générale de cette simulation. Ainsi, une analyse 
comparative est menée entre plusieurs simulations de 210 scénarios dans lesquelles le 
nombre de workers soumis varie de 40 à 200. 
Scénarios 
Méthodes 
33 66 105 210 
WMS x x x - 
RRM-Wrapper x x x - 
RRM-Grid x x x x 
Tableau 6 : Synthèse de la méthodologie expérimentale 
En choisissant trois horizons de prévision, il est ainsi possible de tester les capacités de RRM-Grid à 
assurer les traitements de manière ordonnée. En effet, l’ordre de traitement des scénarios de prévision 
est contraint par des niveaux de priorité directement reliés à l’horizon de prévision requis. Plus cet hori-
zon est court, plus sa priorité est haute. 
Le choix de quatre séquences de simulation progressives (de 33 à 210 scénarios) peut être justifié par 
deux arguments principaux :  
- il semble intéressant d’évaluer l’effet du nombre de jobs à gérer durant la phase de soumis-
sion, qui apparait comme une phase critique de l’exécution des jobs de courte durée, 
- en soumettant 210 jobs, cette expérimentation apparait représentative d’un processus complet 
de prévision en situation opérationnelle.  
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Pour le second argument, la prévision des débits sur les 30 bassins versants3 surveillés par le SPC-
GD, en appliquant des délais de prévision de 1, 2 et 3h et des variations de -50 à + 50%, implique la 
prise en charge de 990 scénarios en simultanée. Or, un nombre aussi important de scénarios apparait 
difficilement interprétable en situation de crise par les prévisionnistes du SPC-GD. Ainsi, en considérant 
ces 30 bassins, une simulation à 210 scénarios représente une situation proche de la réalité, puis-
qu’elle correspond à 7 scénarios de prévisions par bassin versant. 
Plus généralement, le choix de ces 4 simulations est représentatif de la charge de calcul nécessaire 
pour analyser les évolutions potentielles des réponses hydrologiques des cours d’eau réglementaires. 
En effet, une simulation de prévision hydrologique durant une situation hydrométéorologique extrême, 
c'est-à-dire généralisée à la majorité des cours d’eau réglementaires du SPC-GD, nécessite la surveil-
lance régulière et précise de tous les bassins versants.  
VII - 1.3. Critères d’analyse 
Il s’agit de définir les indicateurs de performance permettant de comparer l’efficacité des trois méthodo-
logies de prise en charge des scénarios de prévision. 
VII - 1.3.1. Phases principales de l’exécution d’un job 
Tout d’abord, il est important de définir les phases temporelles permettant de mesurer l’efficacité de 
l’exécution des jobs de grille. Le tableau 7 présente les trois intervalles de temps pour lesquels un suivi 
spécifique a été mené. 
Phase Intervalle de temps 
Soumission Durée pour l’obtention du statut « Running » 
Exécution 
Durée pour l’obtention de la fin de l’exécution des algorithmes 
de modélisation hydrologique 
Validation Durée pour l’obtention du statut « Done » 
Tableau 7 : Phases temporelles observées dans la phase expérimentale 
La phase de « Soumission » est composée des statuts Submitted, Waiting, Ready, Scheduled d’un job. 
Dans certains cas, cette phase peut s’avérer la plus longue en comparaison avec l’exécution propre-
ment dite de l’algorithme pour lequel le job est dédié. 
La phase d’ « Exécution » est incluse dans le statut Running et correspond à la récupération des don-
nées d’entrée, quand cela est nécessaire, et à l’exécution de l’algorithme de modélisation sur le nœud 
de calcul. 
La phase de « Validation » est équivalente à la période de temps requise pour que le courtier de res-
sources informe l’utilisateur de la fin d’exécution du job et de la disponibilité des résultats. Cette phase 
                                                     
3 En 2009, le modèle ALHTAÏR installé dans les locaux du SPC-GD comportait 30 bassins versants à modéliser.  
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a été sélectionnée pour illustrer sa faible réactivité dans le cas d’une utilisation classique de l’intergiciel 
gLite (Méthode 1). 
Ainsi, ces trois phases ont pour objectif de synthétiser le cycle de vie d’un job, et par extension d’un 
scénario de prévision. En effet, il semblait nécessaire de regrouper les statuts initiaux de ce cycle de 
vie (Submitted, Waiting, Ready, Scheduled), dans un la phase de « Soumission », qui correspondent 
globalement à l’ensemble des opérations mises en œuvre pour allouer le job de grille au nœud de cal-
cul. 
VII - 1.3.2. Indicateurs de performance 
Tout d’abord, dans le cadre de cette recherche et en accord avec les prévisionnistes du SPC-GD, le 
délai opérationnel du traitement des scénarios de prévision a été fixé à la moitié de l’horizon de prévi-
sion requis (c'est-à-dire 30 minutes pour une prévision d’une heure, 1h pour une prévision de 2h, etc.). 
Cet indicateur s’avère important pour distinguer les scénarios réellement utiles au prévisionniste aux 
scénarios exécutés avec succès, mais dont le temps trop long ne permet pas au prévisionniste 
d’effectuer une expertise hydrologique dans les délais qui lui sont alloués. 
Ainsi, les principaux indicateurs de performance qui ont été sélectionnés dans le cadre de cette expé-
rimentation correspondent : 
- au temps de réponse pour l’exécution complète d’un scénario (ce temps correspond à la phase 
de soumission, d’exécution et de validation du job de grille). Cet indicateur est en partie dé-
pendant de l’horizon de prévision du scénario. L’enjeu concernant cet indicateur se situe dans 
la capacité de RRM-Grid à traiter en priorité les scénarios dont l’horizon de prévision est le plus 
faible, en comparaison avec les deux autres méthodes dans lesquelles cette capacité n’existe 
pas, 
- à la fiabilité des exécutions sur la grille étant donné le niveau de sécurité que la gestion de 
crise requiert. Il s'agit de relever le taux d'échec des jobs de grille ainsi que l’origine de ces er-
reurs (algorithmique, compatibilité, intergiciel, …). 
- au nombre d’occurrences de simulation qu’il est possible de soumettre. Cet indicateur est a 
priori dépendant des ressources fournies par la VO ESR. Il semble difficile de spécifier une va-
leur précise. Dans ce sens, la simulation comprenant 210 scénarios est censée représenter 
une phase de prévision intense durant laquelle un grand nombre de cours d’eau réglemen-
taires (bassins versants) sont concernés par l’évènement hydrométéorologique. 
Étant donné la volatilité relative d’une architecture de grille telle qu’EGEE, et le positionnement « utili-
sateur » de cette recherche, ces indicateurs doivent être appréciés en tenant compte de nombreux 
facteurs contingents, correspondant à l’utilisation des ressources au moment de l’expérimentation ou 
encore la défaillance de sites de calcul (ou à une échelle plus petite de ressources informatiques), qu’il 
est difficile d’évaluer en temps réel. 
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Finalement, pour mener à bien cette expérimentation, une interface utilisateur a été installée dans les 
locaux du LGEI4 à l’école des Mines d’Alès5. En effet, ce point matériel et logiciel permet une interac-
tion rapide et efficace entre le système local, en charge de la prévision hydrologique « temps réel » et 
l’architecture de grille dédiée à la phase de prévision. Il évite d’une part une manipulation contraignante 
des données par session SSH, et d’autre part, l’augmentation des temps de réponse des jobs de grille. 
VII - 1.4. Étude de cas en situation opérationnelle 
VII - 1.4.1. Stratégie de construction des scénarios 
                                                     
Afin d’analyser la plus value opérationnelle que RRM-Grid est susceptible d’amener au SPC-GD, une 
démonstration de son utilisation est présentée. L’un des objectifs sous-jacents est de démontrer la 
viabilité éventuelle de cette méthodologie, et par extension de ces technologies émergentes, pour sou-
tenir les opérations du SPC-GD liées à l’expertise hydrologique. Ce second volet d’analyse cherche 
donc à discuter la propension de RRM-Grid à soutenir une capacité de prévision hydrologique permet-
tant aux prévisionnistes du SPC-GD d’anticiper à temps une pointe de crue et son délai de formation.  
Cette fiabilité est de prime abord discutable, puisque comme cela a été démontré, l’une des principales 
difficultés dans l’anticipation des crues à cinétique rapide concerne l’impossibilité d’obtenir des prévi-
sions météorologiques fiables à court terme et sur une extension géographique de faible taille. Étant 
donné cette incertitude sur la prévision de pluie CALAMAR, et la forte sensibilité du modèle ALHTAÏR, 
utilisé dans ce cadre, à la donnée de pluie (AYRAL, 2005 ; MARCHANDISE, 2007), les scénarios de pluie 
générés et injectés dans G-ALHTAÏR correspondent uniquement aux « prévisions de pluie » actuelle-
ment accessible aux prévisionnistes à savoir : 
- une prévision CALAMAR 1h « extrapolée » à un délai de prévision supérieur6. La méthodologie 
pour construire ces scénarios de pluie fictifs consiste en une simple duplication de la prévision 
CALAMAR 1h pour les horizons suivants (Fig. 88), 
- une prévision météorologique sur les zones AP à pluie constante et homogène sur un délai de 
prévision plus long terme (de 0 à 12h), délai de prévision généralement spécifié dans la prévi-
sion AP (par ex. 200 mm en 24h). 
4 Laboratoire de Génie de l'Environnement Industriel et des Risques Industriels et Naturels 
5 http://egee-uig.web.cern.ch/egee-uig/production_pages/InstallUI.html 
6 Pour préserver une certaine validité hydrométéorologique, ce délai de prévision météorologique ne dépasse pas 5h dans 
les expérimentations qui suivent 
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Figure 88 : Méthode de construction des scénarios de pluie basés sur CALAMAR 
De plus, une pondération est effectuée sur les intensités de pluie construites par duplication et sur le 
scénario de pluie constante obtenu avec les prévisions AP (ces pondérations varient ici de -50% à 
+50%). Dans ce sens, en situation opérationnelle, la connaissance de l’incertitude sur la prévision mé-
téorologique doit permettre d’établir un intervalle de variations à appliquer sur cette donnée, utilisée 
comme entrée des modèles hydrologiques. 
VII - 1.4.2. Matériel expérimental : Bassin versant et évènement hydrologique 
La zone test choisie pour cette étude expérimentale est le bassin versant du Gardon d’Anduze (545 
km2). Ce bassin versant est situé en amont de la ville d’Anduze dans le Gard, qui correspond à 
l’exutoire de ce bassin versant. Le choix a été guidé par deux critères principaux (AYRAL, 2005) : 
- le modèle hydrologique de l’application ALHTAÏR est principalement adapté aux bassins ver-
sants de petite taille où les processus hydrologiques prédominent sur les phénomènes hydrau-
liques, ce qui correspond au bassin versant du Gardon d’Anduze, 
- de nombreuses recherches se sont attachées à décrire, comprendre et modéliser ces proces-
sus hydrologiques sur ce bassin versant que l’on peut qualifier de pilote. 
Comme cela a été abordé dans le chapitre 1 (cf. §.I – 2.3.), la vigilance hydrologique correspond à 
l’outil réglementaire principal du SPC-GD pour informer les partenaires opérationnels et la population 
sur l’état hydrologique des cours d’eau surveillés. A ce titre, le tableau 8 présente les seuils des hau-
teurs d’eau et des débits pour le bassin versant d’Anduze correspondant aux différents niveaux de 
vigilance. 
Niveau de Vigilance Hauteur (m) Débit (m3/s) 
Jaune 2 150 
Orange 3,9 540 
Rouge 5,5 1030 
Tableau 8 : Hauteurs et débits correspondant aux niveaux de vigilance (d'après SPC-
GD, 2006 et la courbe de tarage à Anduze du BVNE7)  
                                                     
7 Bassins Versants Numériques Expérimentaux : http://www.imft.fr/recherche/hydroeco/theme1-5.html 
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Cette information est primordiale pour l’analyse de la capacité de prévision hydrologique de RRM-Grid 
et par extension du SPC-GD. En effet, il s’agit d’examiner en premier lieu la propension de RRM-Grid à 
prévoir le dépassement de ces seuils dans une situation opérationnelle. A un second niveau, la capaci-
té d’anticipation de la pointe de crue en temps et en intensité sera envisagée. 
À la vue de la description de l’approche développée et des limites intrinsèques de la prévision de pluie, 
cette phase expérimentale doit être appréhendée comme une démonstration des potentialités opéra-
tionnelles offertes par RRM-Grid. L’objectif ne se situe donc pas dans l’analyse de la prévision en tant 
que telle qui nécessiterait une approche scientifique différente et une analyse rigoureuse de l’ensemble 
des incertitudes de la modélisation pluie-débit (MARCHANDISE, 2007), et une réflexion de fond sur la 
prévision météorologique et sa génération expérimentale. Cette analyse montre toutefois les capacités 
de prévision offertes par le modèle ALHTAÏR en intégrant dans ce dernier les « prévisions » de pluies 
actuellement à disposition du SPC-GD. 
Ainsi, la démonstration de cette capacité de prise en charge de scénarios de prévision hydrologique de 
manière intensive s’appuie sur un évènement de crues à cinétique rapide d’intensité moyenne repré-
sentatif d’une activité routinière du SPC-GD pour prévoir les évènements de crues éclair. 
L’évènement du 22 octobre 2008 correspond à une réaction hydrologique « classique8 », de l’ordre de 
la crue décennale avec un débit de pointe de l’ordre de 1.000 m3/s à l’exutoire du bassin versant (Fig. 
90) et des cumuls pluviométriques avoisinant les 400 mm sur la durée de l’évènement (Fig. 89). 
 
Figure 89 : Hydrogrammes de crue observé et modélisé de l'évènement du 22 novembre 2008 à l’exutoire du bassin versant d’Anduze 
Ce débit correspond à une période de retour de 10 ans entrainant le dépassement du seuil de vigilance 
rouge et sur le terrain à la submersion du pont submersible d’Anduze. En modélisant cet évènement 
                                                     
8 En opposition d’extrême, comme cela est le cas pour les deux évènements présentés (cf. §.III – 2.1.) 
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avec ALHTAÏR en temps différé, une faible performance peut être observée (Fig. 89), avec un critère 
de Nash9 de 0,41. Cet indice correspond à la fonction critère suivante :  
Nash ൌ ͳ െ
σ ሺݔ݅ െ ݕ݅ሻଶ௡௜ୀ଴
σ ൫ݕ݅ െ ݕ݅൯ଶ௡௜ୀ଴
 
où les xi désignent les n valeurs calculées et yi les n valeurs observées. 
L’hydrogramme simulé par ALHTAÏR est fortement surestimé. Toutefois, la cinétique de l’événement 
est bien reproduite par le modèle, les dépassements des seuils des niveaux de vigilance étant particu-
lièrement synchrones. Si cette simulation renvoie aux difficultés de modélisation de ce type 
d’événement (AYRAL, 2005 et MARCHANDISE, 2007), il montre toutefois la potentialité opérationnelle du 
dit modèle notamment pour rendre compte de la cinétique de l’événement. 
 
Figure 90 : Cumuls pluviométriques sur le bassin versant d'Anduze 
entre le 19/10/2008 et le 23/10/2008 (source : RHEA) 
La stratégie développée pour cette phase expérimentale se base sur l’analyse des données de prévi-
sion de pluie CALAMAR et sur les cumuls pluviométriques annoncés par la prévision AP. En effet, en 
situation opérationnelle, le prévisionniste est susceptible d’utiliser en temps réel ces données et 
l’hydrogramme observé pour construire les scénarios de prévision qu’il souhaite modéliser. 
                                                     
9 Le critère de Nash est le critère de comparaison des hydrogrammes de crues le plus répandu dans le domaine de 
l’hydrologie (NASH et SUTCLIFFE, 1970). 
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VII - 2. Résultats expérimentaux de RRM-Grid 
La réalisation du plan d’expérience présenté précédemment permet d’établir un ensemble de résultats 
qu’il convient d’analyse dans ce paragraphe. 
VII - 2.1. Performances technologiques 
Il s’agit dans ce paragraphe de démontrer les capacités technologiques de RRM-Grid, en comparaison 
avec une utilisation de plus bas niveau telle qu’elle est offerte par défaut par les services de l’intergiciel 
gLite. 
D’une manière générale, l’ensemble des résultats permettent de relever une tendance forte de la capa-
cité technologique de RRM-Grid. En effet, le tableau 9 illustre la forte différence de performance de la 
méthode 3 (RRM-Grid) pour les trois premières simulations (33, 66 et 100 scénarios) en comparaison 
avec les deux premières méthodes (utilisation classique et RRM-Wrapper).  
Méthodes 
Taux d’exécution Taux d’utilisation 
Réussite Échec Réussite Échec 
1 63 % 37 % 40 % 60 % 
2 57 % 43 % 46 % 54 % 
3 97 % 3 % 96 % 4 % 
Tableau 9 : Performances globales des trois méthodes dans le traitement des simulations prenant en charge 33, 66 
et 105 scénarios de prévision 
Deux indicateurs permettent de démontrer cette capacité. D’une part, le taux d’exécution, c'est-à-dire la 
prise en charge et l’exécution complète d’un scénario, approche les 100% alors que pour les deux 
premières méthodes cette valeur oscille autour de 50%. De la même manière, parmi l’ensemble de ces 
scénarios réellement exécutés seuls respectivement 40% et 46% d’entre eux sont considérés comme 
exploitables pour développer une prévision hydrologique dans le cas des méthodes 1 et 2. Cette ex-
ploitabilité est en relation avec le temps nécessaire pour l’obtention d’un scénario en fonction de son 
horizon de prévision. Ainsi, à la vue de ces résultats (96%), RRM-Grid semble apte à assurer une rela-
tive fiabilité dans les traitements requis par le prévisionniste. 
VII - 2.1.1. Gestion des données d’entrée : RRM-Wrapper 
Il s’agit dans un premier temps de s’intéresser à la capacité de prise en charge des données offerte par 
RRM-Wrapper. Les méthodes 1 et 2 qui correspondent respectivement à l’utilisation classique de la 
grille et à RRM-Wrapper, ont été testées sur les trois premières simulations (33, 66 et 105 scénarios). 
Les résultats sont présentés dans les deux graphiques de la figure 91. 
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Figure 91 : Boîtes à moustaches des temps d'exécution des trois phases de traitement avec la méthode 1 (a) et la méthode 2 (b) 
Ces deux diagrammes permettent de représenter la distribution des différentes durées des trois phases 
d’exécution d’un job sélectionnées pour cette expérience. Chaque « moustache » est constituée d’une 
ligne basse (du 0 au 25ème centile), d’une boîte (du 25ème au 75ème centile) et d’une ligne haute (du 
75ème centile au 100ème centile). Les deux extrémités représentent enfin les valeurs maximale et mini-
male du délai. 
L’observation des ces deux diagrammes permet de relever plusieurs tendances : 
- La phase de soumission des scenarios de prévision est plus rapide avec la méthode 2 (Fig. 
91b). En effet, 75% des jobs sont acceptés par le nœud de calcul pour exécution en moins de 
10 minutes, alors que pour la méthode 1, 75% des jobs soumis sont acceptés après 40 mi-
nutes. 
- La durée de l’exécution des modules hydrologiques (comprenant la gestion des données 
d’entrée et de sortie) est plus étalée pour RRM-Wrapper. En effet, l’écart interquartile se situe 
entre 12 et 28 minutes, alors que pour la figure 91a, il se situe entre 12 et 21. 
- Pour la phase de validation, une différence de 10 minutes est observée pour 75% des jobs 
entre les deux méthodes. La méthode 2 permet d’obtenir un statut « Done » pour 75% des jobs 
après approximativement 20 minutes (Fig. 91b) à la différence de la méthode 1 qui nécessite 
une trentaine de minutes (Fig. 91a). 
- Les maximums sont importants pour les deux méthodes, en particuliers pour la phase de sou-
mission et de validation dans le cas de la méthode 1 et pour l’exécution dans le cas de la mé-
thode 2. 
En analysant ces observations, il est possible de relever l’intérêt d’utilisation de RRM-Wrapper pour 
accélérer la soumission et la validation des jobs. Ce gain de performance est relié :  
- à l’allégement de l’InputSandbox de chaque job, 
- au stockage des données de sortie sur un élément de stockage plutôt que leur transfert par 
l’OutputSandbox, 
- à la notification de fin d’exécution du job par le service d’enregistrement et de comptabilité (LB, 
Logging and Bookkeeping), dès que la modélisation est terminée. 
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Cependant, la phase d’exécution de RRM-Wrapper est en moyenne plus longue qu’avec la méthode 1. 
Cette augmentation est due à la gestion des données d’entrée et de sortie au niveau de l’exécution des 
traitements sur le nœud de calcul. L’impact de cet accroissement doit toutefois être nuancé, du fait de 
temps d’exécution globaux plus bas que dans le cas d’une utilisation classique. En effet, la durée mé-
diane des jobs est égale à 38 minutes avec RRM-Wrapper contre 66 minutes avec la méthode 1. 
Il est à noter à ce niveau que RRM-Wrapper permet une généralisation de la méthode d’accès aux 
données10 (cf. §.VI – 2.3.1.). Cependant, les performances relativement basses dans le traitement des 
scénarios, synthétisées dans le tableau 9, imposent une meilleure gestion du traitement des jobs et de 
leurs erreurs d’exécution éventuelles. 
Finalement, le transfert des données entre le système local et les ressources de stockage de la grille 
est un point crucial de cette méthodologie. Il semble difficile d’évaluer précisément ces capacités étant 
donné leurs dépendances à la largeur de bande passante et au débit offert par la connexion du sys-
tème local au réseau Internet. Au sein de la grille, cette gestion n’apparait plus à l’heure actuelle 
comme un facteur limitant étant donné la qualité de service requise par la majorité des applications de 
grille. De plus, la gestion de données de grande taille est permise grâce à la mobilité des algorithmes, 
principe fondamental de la grille, qui permet d’envoyer ces algorithmes à proximité géographique des 
données, évitant ainsi le transfert de ces données. 
VII - 2.1.2. Gestion du traitement des scénarios : RRM-Grid 
                                                     
Le tableau 9 a permis de relever le gain de performance qu’offre l’outil RRM-Grid avec la prise en 
charge de la quasi-totalité des scénarios de prévision dans des délais opérationnels permettant au 
prévisionniste de tirer profit de l’information apportée par l’analyse hydrologique de ces scénarios. 
Il s’agit, au travers de ce paragraphe de s’intéresser aux performances individuelles de la phase de 
soumission, du traitement des scénarios dans leur ensemble, et la réactivité de RRM-Grid à la montée 
en charge. 
VII - 2.1.2.1. Phase de Soumission 
Il s’agit de s’intéresser à l’une des phases les plus critiques de la gestion des tâches de l’intergiciel 
gLite, à savoir la soumission. La figure 92 montre les performances de soumission pour les méthodes 1 
et 3 (respectivement l’utilisation classique de gLite et RRM-Grid) en fonction des 3 premières simula-
tions, c'est-à-dire composées de 33, 66 et 105 scénarios. 
 
10 Ces données correspondent aux données d’entrée du modèle, aux librairies utiles au fonctionnement des algorithmes et 
aux algorithmes eux-mêmes 
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Figure 92 : Performance de la phase de soumission pour les méthodes 1 et 3 (pour plus de clarté, les mesures dont la durée 
dépassées les 100 minutes ont été retirées du graphique) 
Il est tout d’abord important de signaler que l’ensemble de ces statistiques de soumission sont basées 
sur les scénarios réussis. Les scénarios ayant connus une erreur de soumission ou de traitement par 
les services de l’intergiciel sont donc exclus. Plusieurs remarques émergent de cette figure : 
- un assez bon regroupement des trois simulations de chaque méthode. En effet, les courbes de 
la méthode RRM-Grid (bleues) sont systématiquement plus redressées que pour la méthode 
classique (courbes vertes). Cette observation plaide en faveur d’une spécificité fonctionnelle de 
chaque méthode. 
- les courbes bleues (RRM-Grid) montrent une relative régularité dans la soumission des scéna-
rios (forme rectiligne), au contraire des courbes de la méthode 1 qui montrent une plus grande 
intermittence dans la soumission des scénarios. 
- les 2 méthodes sont influencées par le nombre de scénarios à traiter, en effet les 3 courbes les 
plus foncées sont systématiquement les plus inclinées des trois simulations (33, 63, 105 scé-
narios). 
L’analyse de cette phase de soumission permet de plaider pour une utilisation de la méthode RRM-
Grid. En effet, l’intérêt, déjà énoncé dans le paragraphe précédent de RRM-Wrapper, se combine à la 
plus grande capacité de soumission des collections de jobs de gLite, implémentées dans RRM-Grid. 
De plus, cette figure justifie l’utilisation de priorité de traitement dans RRM-Grid, du fait de la forte in-
fluence du nombre de jobs soumis en simultanée. Il convient donc d’assurer la soumission en priorité 
des jobs contraints par des délais opérationnels courts, c'est-à-dire ceux dont l’horizon de prévision est 
le plus faible. 
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VII - 2.1.2.2. Performance globale du traitement des scénarios 
Il convient dorénavant de spécifier le gain de performance offert par RRM-Grid en comparant les per-
formances d’exécution par délai de prévision (Fig. 93). 
 
Figure 93 : Boîtes à moustaches des temps d'exécution pour chaque délai de prévision avec la méthode 1 (a) et la méthode 3 (b), la ligne 
horizontale en tiret rouge représente la médiane globale des temps d’exécution 
Ces deux boîtes à moustaches montrent les percentiles de la distribution des durées d’exécution des 
scénarios en fonction de leur horizon de prévision. Les principales observations concernent : 
- La forme regroupée du diagramme de RRM-Grid (Fig. 93b) où les extremums et les boîtes sont 
regroupés autour de la médiane (ligne en tirets) à la différence du diagramme de la méthode 1 
(Fig. 93a) dans laquelle les boîtes sont plus larges et les extrémums étalés.  
- Les écarts interquartiles (boîte) de la méthode 3 ne se superposent pas suivant l’axe de la du-
rée alors que pour la méthode classique le traitement de la moitié des scénarios s’effectuent de 
manière quasi-simultanée pour les horizons inférieurs à 3h. 
- Avec RRM-Grid (Fig. 93b), la plupart des prévisions d’horizon 1h (plus de 75%) sont traités et 
renvoyés à l’utilisateur en moins de 30 minutes et tous les autres horizons sont traités à temps. 
Au travers de ces observations, la réallocation des jobs déficients implémentée dans RRM-Grid montre 
son efficacité. Elles confirment la rapidité plus grande de soumission des scénarios avec RRM-Grid 
grâce à l’utilisation des collections de jobs, corrélée à celle, déjà démontrée, de RRM-Wrapper. De 
plus, la séparation claire parmi les différents écarts interquartiles de chaque horizon confirme la capaci-
té de RRM-Grid pour prendre en charge les traitements de manière ordonnée (priorité de traitements) 
et a fortiori sa faculté d’ordonnancement. En effet, il permet d’exécuter en priorité les scénarios 
d’horizon de prévision court dont le temps d’exécution est plus critique en situation opérationnelle. La 
petite taille des boites et la faible valeur des maximums illustrent la relative simultanéité de traitement 
des scénarios de même horizon.  
L’illustration de cette efficacité est également visible sur la figure 94. Cette figure représente le détail 
temporel de chaque scénario requis par le prévisionniste.  
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Figure 94 : Durée de l'exécution de tous les scénarios pour les 3 méthodes, usage classique (a), RRM-Wrapper (b) et RRM-Grid (c), la 
ligne diagonale représente le délai opérationnel pour chaque horizon 
La ligne diagonale représente les seuils limites au-delà desquels les simulations sont considérées 
comme inutiles pour le développement de la prévision hydrologique. Il semble indéniable que RRM-
Grid améliore la gestion des tâches offertes par défaut par l’intergiciel gLite et le fonctionnement de 
RRM-Wrapper dédiée à la gestion des données. En effet, avec RRM-Grid, tous les scénarios réussis 
ont été traités dans le délai opérationnel (Fig. 94c : diagonale), alors que dans le cas de la méthode 1 
(Fig. 94a) et de RRM-Wrapper (Fig. 94b) des scénarios ont dépassés ces délais (respectivement 35% 
et 7%). Une deuxième interprétation est la confirmation du regroupement des traitements des scéna-
rios de même horizon de prévision par RRM-Grid. Avec une utilisation simple et RRM-Wrapper, la du-
rée de traitement des scénarios est beaucoup plus étalée. Finalement, la méthode de traitement des 
données d’entrée, offerte par RRM-Wrapper, confirme le poids de la phase de soumission des jobs 
dans la durée totale de ces derniers, en particulier quand ces données d’entrée ont une taille impor-
tante. 
VII - 2.1.2.3. Montée en charge 
Pour terminer, il semble intéressant d’expérimenter une simulation de plus grande ampleur composée 
de 210 scénarios. Cette simulation correspond à la prise en charge de plusieurs scénarios de prévision 
sur chaque bassin versant surveillé par le SPC-GD. De plus, cette simulation offre l’opportunité 
d’expérimenter l’impact du nombre de workers sur la performance globale de la simulation. Ainsi, les 
210 scénarios sont successivement pris en charge par 40, 80, 120, 160 et 200 workers (Fig. 95). 
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Figure 95 : Diagrammes à moustaches des temps d'exécution de 210 scénarios suivant le nombre de 
workers 
Ces différents diagrammes à moustaches synthétisent les durées totales des scénarios réussis pour 
chaque simulation. Tout d’abord, la performance globale de l’ensemble de ces simulations avoisine 
70%. Cette performance, bien qu’inférieure aux performances des simulations précédentes de RRM-
Grid (Tab. 9), apparait acceptable pour assurer une prévision opérationnelle des réactions hydrolo-
giques. D’autre part, une différence des écarts interquartiles peut être observée entre la simulation à 40 
workers et celles à 160 et 200 workers. Cette différence est moins visible pour les simulations à 80 et 
120 workers. En effet, pour ces simulations, les scénarios de délais de prévision intermédiaires (de 3 à 
6h) semblent souffrir d’une plus grande irrégularité de traitement. L’augmentation du nombre de wor-
kers semble donc permettre une stabilisation des temps de traitement pour chaque intervalle d’horizons 
de prévision, du fait d’un plus grand nombre d’instances de scénarios traitées en simultané. 
A partir de 80 workers, 75% des scénarios de prévision 1 et 2h sont traités en moins de 20 minutes. Un 
seul scénario de prévision 1h de la simulation à 120 workers a été traité au-delà des 30 minutes opéra-
tionnelles. En outre, malgré des performances moindres, la simulation à 40 workers contient seulement 
deux scénarios ayant dépassés les délais opérationnels. Cette dernière remarque, corrélée à la per-
formance globale de cette simulation (80%), tend à opter pour un allégement du nombre de workers, 
afin de minimiser le nombre de nœuds de calcul requis et préserver un quota de ressources pour de 
nouvelles simulations. 
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VII - 2.1.3. Synthèse des capacités technologiques de RRM-Grid 
Comme cela a déjà été abordé, la gestion de crise des crues à cinétique rapide est caractérisée par de 
fortes contraintes temporelles. D’autre part, la nécessité d’assurer un niveau élevé de fiabilité des sys-
tèmes informatiques apparait primordiale. L’ordonnanceur RRM-Grid implémenté pour accéder aux 
ressources de l’architecture de grille EGEE semble être adapté à l’ensemble de ces contraintes, en 
permettant l’exécution de nombreux scénarios de prévision sur des ressources de calculs délocalisées. 
De cette manière, les ressources informatiques du SPC-GD pourraient être préservées pour le fonc-
tionnement « temps réel » et les opérations déjà existantes (cf. §.III – 1.) et primordiales à la mission 
d’expertise hydrologique du SPC-GD resteraient efficientes. 
Comme cela a été présenté, les délais opérationnels sont mieux respectés en utilisant un tel système 
puisque les prévisions à très court terme (1 et 2h) ont été pour la plupart générées à temps. Dans ce 
sens, la gestion des priorités permet au prévisionniste d’adapter le fonctionnement de RRM-Grid dans 
les conditions correspondantes à la situation hydrologique en cours et de compenser la relative fai-
blesse de l’intergiciel gLite pour soumettre un grand nombre de simulations en simultanée. Enfin, la 
gestion des erreurs des services de l’intergiciel et les problèmes de compatibilité algorithmique permet 
d’assurer une plus grande fiabilité des traitements sur la grille EGEE. 
L’ensemble de ces résultats, bien que probants, doit cependant être nuancé. En effet, l’utilisation de 
RRM-Grid pour cette phase expérimentale a permis de régulièrement relever des difficultés de fonc-
tionnement limitant la capacité affichée de cet outil. Des points critiques, tels que l’allocation des wor-
kers par le courtier de ressources, l’exécution de workers qualifiables de « fantômes » bloqués au sta-
tut « running », la gestion de l’ensemble des erreurs et des faiblesses intrinsèques de la grille, due à sa 
volatilité. Une expérimentation à grande échelle, impliquant plusieurs phases expérimentales à diffé-
rentes périodes et caractérisées par des besoins de ressources croissants, devra être mise en place 
pour améliorer progressivement RRM-Grid. 
Enfin, les performances favorables de RRM-Grid ne doivent pas occulter la différence de représentativi-
té existante entre ces résultats et la capacité technologique intrinsèque offerte par les ressources de 
calcul de l’organisation virtuelle ESR. En effet, le nombre de ces ressources (cf. §.VII - 1) offertes par la 
VO ESR semblent de prime abord adapté aux besoins de ressources de la prévision des crues éclair. 
Cependant l’effort d’interfaçage doit être poursuivi pour accéder à ces ressources avec une plus 
grande garantie dans le cas d’une montée en charge des traitements due un situation d’urgence émer-
geante. 
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VII - 2.2. Étude de cas de l’évènement du 22 octobre 2008 
Il convient de s’intéresser dorénavant au point de vue du prévisionniste dans la construction de scéna-
rios de prévision et la réception des hydrogrammes correspondants au travers de l’application RRM-
Grid. En effet, il semble primordial de montrer l’intérêt de l’utilisation de cet outil, et par extension des 
ressources de calcul de la grille EGEE, à des fins opérationnelles. Ce paragraphe reflète toutefois les 
difficultés de prévision (des pluies et des débits) rencontrées actuellement par les services de prévision 
des crues. 
Cette démonstration s’appuie donc sur le déroulement en temps réel d’un évènement passé. Cet évè-
nement, ne correspond pas à une situation de crise, au sens où elle a été présentée dans le chapitre 1. 
Cependant, les valeurs de débit atteintes durant ces crues à cinétique rapide, représentent des seuils 
relativement élevés puisque le seuil de vigilance rouge a été dépassé dans la nuit du 22 octobre 2008 
(Fig. 96). Cette démonstration propose donc de décrire le comportement d’un prévisionniste durant le 
déroulement de cet évènement. Il s’agit d’une présentation chronologique du début de l’évènement 
jusqu’à l’arrêt des précipitations et la diminution des débits. 
 
Figure 96 : Hydrogrammes observé et modélisé de l'évènement du 22 octobre 2008, et stratégie de prévision hydrologique pour la phase 
expérimentale (les encadrés correspondent aux cumuls pluviométriques) 
Au vue de ces hydrogrammes, et des données de pluie prévue, 4 pas de temps ont été sélectionnés 
pour expérimenter RRM-Grid et développer une panoplie de scénarios hydrologiques. Ces simulations, 
au sens de groupe de scénarios de prévision, correspondent aux 4 sous-parties qui suivent. A chacun 
de ces pas de temps, les scénarios de prévision soumis à RRM-Grid ont l’objectif de soutenir le prévi-
sionniste dans l’anticipation de la pointe de crue. Cette anticipation correspond à l’identification de 
l’heure et de l’intensité de la pointe de crue à venir. Elle doit être établie le plus longtemps à l’avance 
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avec le moins d’incertitude possible et transmise aux services de la Sécurité Civile et aux pouvoirs 
publics des zones géographiques concernées afin de garantir la sécurité des populations et de limiter 
les dommages (Tab. 10). 
Horizon (heure) 
Délai opérationnel (mi-
nutes) 
1 30 
2 60 
3 90 
n 
݊ ൈ ͸Ͳ
ʹ  
Tableau 10 : Correspondances entre l'horizon de prévision du scénario et le délai 
opérationnel le concernant 
Les prévisions de pluie utilisées sont basées sur la prévision CALAMAR originale et sur des prévisions 
à pluie constante à plus long terme, construites grâce à la différence approximative de cumuls pluvio-
métriques entre le moment du lancement de la prévision et le pic de crue (125 mm). 
Dans la suite de ce paragraphe, une simulation correspond à un ensemble de scénarios basés sur des 
prévisions météorologiques CALAMAR 1, 2 et 3h (CAL 1h, 2h, 3h) sur lesquelles des pondérations de -
50 à +50% (avec un pas de 5%) sont appliquées (soit 11 scénarios), et sur des prévisions à pluie cons-
tante (AP) d’horizons variables11 avec les mêmes pourcentages de pondération. Le prévisionniste de-
mande toujours l’ordre de traitement suivant : 1h, 2h, 3h et les prévisions AP (priorité). 
VII - 2.2.1. Phase n°1 : 21/10/2008 à 14h00 
                                                     
VII - 2.2.1.1. Situation hydrométéorologique 
L’évènement météorologique du 22 novembre 2008 débute dans la matinée du 21 octobre par des 
pluies ponctuelles et s’intensifie en début d’après midi. Les premières réactions hydrologiques, obser-
vées à la station de mesure à l’exutoire du bassin versant d’Anduze, sont un peu avant 14h (Fig. 97). 
Les prévisions de Météo-France commencent à se concrétiser et des prévisions météorologiques sont 
transmises au SPC-GD. Dans ces conditions, le prévisionniste du SPC-GD va soumettre une première 
simulation lui permettant d’envisager plusieurs scénarios d’évolution de la situation hydrologique. 
11 Les horizons sont présentés dans la description de chaque phase 
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Figure 97 : Situation hydrologique du 21/10/2008 à 14h 
VII - 2.2.1.2. Scénarios de prévision simulés 
Les prévisions CALAMAR à 1h reçues le 21/10/2008 à 14h00 sont utilisées pour construire les prévi-
sions météorologiques à 1h, 2h et 3h. Pour la prévision météorologique à pluie constante, un cumul de 
80 mm a été injecté, équivalent à une intensité horaire de 10 mm/h au pas de temps 5 minutes pendant 
12h. La simulation est soumise à RRM-Grid qui se charge de la construction du fichier global de confi-
guration (JSON) et du lancement du manager. 
VII - 2.2.1.3. Analyse des performances et des prévisions 
À 14h10, le premier scénario basé sur la prévision CALAMAR 1h est retourné. Les réponses de RRM-
Grid s’étalent jusqu’à 15h30 (Fig. 98). 
 
Figure 98 : Axe chronologique de la réception des scénarios de prévision de la phase n°1 
Le taux de réussite de cette simulation atteint 80% (90% pour les prévisions 1h, 80% pour les 2h, 
100% pour les 3h et 55% pour les prévisions AP). Un seul scénario (CAL 1h 20%) arrive après 55 mi-
nutes, soit trop tard pour être interprété par le prévisionniste. Il en résulte les hydrogrammes de la 
figure 9912. 
                                                     
12 Pour les prévisions CALAMAR, seuls les hydrogrammes de pondération maximale, minimale et nulle ont été affichés 
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Figure 99 : Faisceaux de prévisions hydrologiques modélisées, basées sur les prévisions CALAMAR (a) et les prévisions AP à pluie 
constante (b) (T0 : 21/10/2008 à 14h00) 
La prévision CALAMAR (Fig. 99a), en particuliers celle à 2h, permet d’entrevoir un dépassement poten-
tiel de la vigilance jaune vers 16h. Dans la même philosophie, une pluie augmentée de 50% sur un 
délai de prévision de 3h tend à confirmer ce dépassement de vigilance jaune. La prévision AP à 12h 
indique des situations très différentes suivant le niveau de pondération appliqué. Les pondérations 
négatives (-20%, -30%, -40%) tendent à indiquer une relative stabilisation de la situation hydrologique. 
Alors que les pondérations positives indiquent un passage de la vigilance orange dans un délai de 12 à 
15h. 
VII - 2.2.2. Phase n°2 : 21/10/2008 à 20h55 
VII - 2.2.2.1. Situation hydrométéorologique 
Les précipitations continuent durant toute l’après midi du 21 octobre avec des intensités assez faibles 
(de l’ordre de quelques mm/h) provoquant une relative stabilisation du débit à l’exutoire d’Anduze. Peu 
après 18h, le modèle pluie-débit ALHTAÏR indique un dépassement de la vigilance jaune (150 m3/s) 
non confirmé par la station de mesure correspondante (38 m3/s) (Fig. 100). A partir de 19h30, les in-
tensités augmentent de nouveau (de l’ordre de la dizaine de mm/h). Les prévisions de Météo-France 
indiquent une stabilisation de ces conditions dépressionnaires. La situation devient donc potentielle-
ment à risque et nécessite une anticipation des réponses hydrologiques à court terme.  
 
Figure 100 : Situation hydrologique du 21/10/2008 à 20h55 
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VII - 2.2.2.2. Scénarios de prévision simulés 
Les prévisions CALAMAR à 1h reçues le 21/10/2008 à 20h55 sont utilisées pour construire les prévi-
sions météorologiques à 1h, 2h et 3h. Pour la prévision météorologique à pluie constante, un cumul de 
60 mm a été injecté, équivalent à une intensité horaire de 10 mm/h au pas de temps 5 minutes pendant 
6h. 
VII - 2.2.2.3. Analyse des performances et des prévisions 
De la même manière qu’à 14h00, RRM-Grid est utilisé pour déporter ces scénarios de prévision sur 
l’architecture de grille EGEE. La seconde simulation commence à 20h55 pour s’étendre jusqu’à 22h00 
(Fig. 101). 
 
Figure 101 : Axe chronologique de la réception des scénarios de prévision de la phase n°2 
Le taux de réussite de cette phase est important puisqu’il est égal à 95% (100% pour les 1h, 2h et 3h et 
80% pour les prévisions AP). Cette phase est marquée par une rapidité des traitements sur la grille. En 
effet, après seulement 30 minutes, 70% des scénarios ont déjà été traités et tous les scénarios exécu-
tés avec succès sont arrivés à temps pour être interprété. D’autre part, l’ordre de priorité défini au lan-
cement de RRM-Grid semble avoir été respecté. 
Il en résulte les hydrogrammes de la figure 10213. 
 
Figure 102 : Faisceaux de prévisions hydrologiques modélisées, basées sur les prévisions CALAMAR (a) et les prévisions AP à pluie 
constante (b) (T0 : 21/10/2008 à 20h55) 
Les prévisions CALAMAR (Fig. 102a) indiquent des situations très diverses suivant la pondération et 
l’horizon concernés. Les horizons les plus courts avec les pondérations négatives tendent à indiquer 
                                                     
13 Pour les prévisions CALAMAR, seuls les hydrogrammes de pondération maximale, minimale et nulle ont été affichés 
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une situation hydrologique stationnaire située entre les niveaux de vigilance jaune et orange. Les prévi-
sions CAL 1h 50% et CAL 2h 0% et CAL 3h 0% indiquent en revanche un dépassement de la vigilance 
orange dans un délai de 2 à 3h. Enfin, les prévisions CAL 2h 50% et CAL 3h 50% montrent un dépas-
sement de la vigilance rouge dans un délai inférieur à 3h. La prévision AP à plus long terme (Fig. 
102b), tend à confirmer une augmentation de débit dans les 2h à venir quelque soit la pondération, 
sans toutefois un dépassement de la vigilance orange. Dans ces conditions, la connaissance de la 
pluie réellement tombée dans les minutes suivantes cette simulation peut permettre au prévisionniste 
d’affiner le choix du scénario le plus plausible. 
VII - 2.2.3. Phase n°3 : 22/10/2008 à 00h20 
VII - 2.2.3.1. Situation hydrométéorologique 
Depuis la dernière simulation de prévision, les précipitations de pluies sont relativement constantes (de 
l’ordre de la dizaine de mm/h). Une augmentation de débit a été observée à 23h10 (338 m3/s) confir-
mant le dépassement du niveau de la vigilance orange prévu lors de la première phase (prévision AP à 
12h). Cependant, ce débit tend à diminuer alors que les prévisions météorologiques annoncent une 
consolidation des précipitations à venir (Fig. 103). Les niveaux d’infiltration du bassin versant d’Anduze, 
bien qu’en phase de vidange, sont vraisemblablement propices à une reprise des réponses hydrolo-
giques. Il convient donc d’évaluer ce risque à court terme. 
 
Figure 103 : Situation hydrologique du 22/10/2008 à 00h20 
VII - 2.2.3.2. Scénarios de prévision simulés 
Les prévisions CALAMAR à 1h reçues le 22/10/2008 à 00h20 sont utilisées pour construire les prévi-
sions météorologiques à 1h, 2h et 3h. Pour la prévision météorologique à pluie constante, un cumul de 
25 mm a été injecté, équivalent à une intensité horaire de 8 mm/h au pas de temps 5 minutes pendant 
3h. 
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VII - 2.2.3.3. Analyse des performances et des prévisions 
Ces scénarios sont injectés dans RRM-Grid à 00h20. Les réponses de l’outil s’étalent de 00h19 à 1h06 
(Fig. 104). Cependant, ses performances sont en très net recul par rapport aux deux phases précé-
dentes, puisque seulement 50% des scénarios ont été traités. Cette observation illustre la variabilité de 
la disponibilité des ressources de la grille ainsi que des performances de RRM-Grid. 
 
Figure 104 : Axe chronologique de la réception des scénarios de prévision de la phase n°3 
Malgré tout, les scénarios et les hydrogrammes correspondants exécutés avec succès (Fig. 105) sont 
tous retournés dans les délais opérationnels permettant une bonne appréhension de la situation hydro-
logique à venir. 
 
Figure 105 : Faisceaux de prévisions hydrologiques modélisées, basées sur les prévisions CALAMAR (a) et les prévisions AP à pluie 
constante (b) (T0 : 22/10/2008 à 00h20) 
La différence entre les différents scénarios est peu marquée et la plupart des hydrogrammes résultants 
de cette simulation indiquent un retour à la vigilance orange dans un délai de 2 à 3h. L’horizon de la 
prévision AP (Fig. 105b), égal à 3h, ne permet pas d’envisager l’évolution de la situation sur un délai 
plus long alors que la prévision CALAMAR (Fig. 105a) indique une stabilisation de la situation hydrolo-
gique proche de la vigilance orange. Cette situation hydrométéorologique à risque astreint le SPC-GD 
à une attention continue sur ses cours d’eau réglementaire. 
VII - 2.2.4. Phase n°4 : 22/10/2008 à 02h15 
VII - 2.2.4.1. Situation hydrométéorologique 
Le dépassement des seuils de vigilance orange, pressenti durant la phase précédente, ont été confir-
mé par le modèle ALHTAÏR « temps-réel », alors que la situation réellement observée est toujours si-
246 
 
Chapitre 7 : Expérimentations de l’ordonnanceur RRM-Grid 
 
tuée à des valeurs inférieures mais tendant à atteindre ces seuils dans des délais très courts (Fig. 106). 
La pluie se maintient à des intensités proches de 10 mm/h et cette augmentation de débit laisse 
craindre un dépassement des seuils de vigilance rouge. D’autant plus, que l’hydrogramme modélisé 
par ALHTAÏR « temps réel », indique ce dépassement dans un délai d’une heure par vidange du bassin 
versant (pluie nulle). De plus, la dernière prévision CALAMAR réceptionnée indique des intensités plu-
viométriques maximales pour cet évènement (10 mm/h).  
 
Figure 106 : Situation hydrologique du 21/10/2008 à 02h15 
VII - 2.2.4.2. Scénarios de prévision simulés 
Les prévisions CALAMAR à 1h reçues le 22/10/2008 à 02h15 sont utilisées pour construire les prévi-
sions météorologiques à 1h, 2h et 3h. Pour la prévision météorologique à pluie constante, un cumul de 
8 mm a été injecté, équivalent à une intensité horaire de 8 mm/h au pas de temps 5 minutes pendant 
1h. 
VII - 2.2.4.3. Analyse des performances et des prévisions 
Dans la même philosophie que les 3 précédentes phases, 44 scénarios de prévision ont été soumis à 
RRM-Grid à partir de 2h15. Leur retour au sein du système d’information du SPC-GD commence à 
partir de 2h25 et se termine un peu avant 3h du matin (Fig. 107). Une observation intéressante con-
cerne les scénarios de prévision basés sur la prévision AP 1h (noirs) dont les temps d’exécution sont 
proches de ceux de la prévision CAL 1h (rouge) et précédent les scénarios CAL 2h et CAL 3h dont la 
priorité était pourtant plus forte. Ainsi, le temps d’exécution de l’algorithme de modélisation (dont la 
durée dépend de l’horizon) influence le temps global de traitement du scénario dans le cas d’horizons 
de prévision courts. 
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Figure 107 : Axe chronologique de la réception des scénarios de prévision de la phase n°4 
Le taux de réussite de cette simulation est égal à 86% (100% pour les prévisions CAL 1h, 45% pour les 
CAL 2h, 100% pour les 3h et 100% pour les prévisions AP). Comme pour les simulations précédentes, 
les scénarios réussis sont tous arrivés à temps pour être interprété par le prévisionniste du SPC-GD. 
Les prévisions hydrologiques correspondantes confirment le dépassement du seuil de vigilance rouge 
dans un délai de 1 à 2h (Fig. 108). En effet, que ce soit les prévisions avec des pondérations négatives 
ou celles avec des pondérations positives, le niveau de vigilance rouge est dépassé. 
 
Figure 108 : Faisceaux de prévisions hydrologiques modélisées, basées sur les prévisions CALAMAR (a) et les prévisions AP à pluie 
constante (b) (T0 : 22/10/2008 à 02h15) 
Les prévisions avec une pluie prévue augmentée de 50% (Fig. 108a) tendent à prévoir un doublement 
de la valeur de débit dans les 2h à venir. Cette situation correspond sur le terrain à l’inondation des 
habitations de la commune d’Anduze situées à proximité du cours d’eau du Gardon d’Anduze. Finale-
ment, les prévisions basées sur la donnée de pluie AP ne permettent pas de discerner plusieurs situa-
tions hydrologiques potentielles. 
 
 
 
 
248 
 
Chapitre 7 : Expérimentations de l’ordonnanceur RRM-Grid 
 
249 
 
VII - 2.2.5. Synthèse sur la capacité de prévision 
L’ensemble de ce paragraphe a permis de démontrer l’intérêt d’utilisation de l’outil RRM-Grid et par 
extension du système d’aide à la décision G-ALHTAÏR dans une situation hydrologique menaçante. La 
forte réactivité de cet outil permet d’obtenir un faisceau de prévisions hydrologiques dans des délais 
courts en adéquation avec les contraintes temporelles spécifiques à l’expertise hydrométéorologique 
des crues à cinétique rapide. 
Comme cela a été abordé précédemment, la validation des débits prévus semble incertaine dans le 
cadre de cette étude, du fait du peu d’intérêt que représentent les « prévisions » de pluie, qui peuvent, 
dans un contexte opérationnel, être injectées dans le modèle ALHTAÏR. Cependant, l’analyse au cas 
par cas des hydrogrammes résultants (Fig. 99, Fig. 102, Fig. 105, Fig. 108) permet de montrer toutefois 
l’intérêt de certaines de ces prévisions hydrologiques (Fig. 109).  
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Si l’on considère que la prévision des crues à cinétique consiste en partie à établir l’heure et l’intensité 
de la pointe de crues et dans une moindre mesure le dépassement de seuils de vigilance, trois situa-
tions hydrologiques auraient pu être prévues durant la phase d’expertise hydrologique présentée pré-
cédemment : 
- Le premier pic du 21/10/2008 de 23h10 est bien anticipé par les prévisions CAL 3h -50% et 
surtout AP 6h -20% lancées à 20h55, respectivement réceptionnées à 21h30 et 21h35. En ef-
fet, le pic hydrologique observé a une valeur de 338 m3/s, alors que les prévisions développées 
grâce à RRM-Grid prévoyaient un débit égal à 340 m3/s pour la prévision AP et 370 m3/s pour 
la prévision CALAMAR (Fig. 109c) au même moment. 
- Le dépassement du seuil de la vigilance orange (540 m3/s) à 02h35 par les prévisions AP 3h 
40%, CAL 2h 0% lancées à 00h20 et respectivement réceptionnées à 00h45 et 00h50, et sur-
tout par la prévision AP 12h 40%, lancée à 14h00 et réceptionnée à 15h30 dans l’après-midi 
du 21 octobre. Ces prévisions permettent d’anticiper à plus ou moins une demi-heure ce dé-
passement (Fig. 109a). 
- Le dépassement du seuil de la vigilance rouge (1029 m3/s) à 02h50 et le pic principal de cet 
évènement (1518 m3/s) à 03h25, par la prévision AP 1h -20% soumise à 02h15 et réception-
née à 02h40. Pour le pic, la différence entre la valeur de débit prévue et observée est égale à 
environ 300 m3/s. 
Il est clair que les délais offerts au prévisionniste pour diffuser cette information critique sont très courts 
dans la plupart des cas. En effet, il équivaut à environ 1h30 pour le premier pic, et le dépassement du 
seuil de vigilance orange, exceptée pour la prévision AP 12h 40% qui aurait permis d’anticiper la situa-
tion 11h à l’avance, et à 45 minutes pour la pointe de crue principale dans le cas de la prévision AP 1h 
-20%.  
Le cas particuliers de dépassement du seuil de vigilance rouge, n’aurait sans doute pas pu être antici-
pé par l’outil. La criticité temporelle des prévisions sur les crues à cinétique rapide justifie d’autant plus 
le recours à des technologies innovantes telles que celles présentées dans cette recherche, au travers 
de G-ALHTAÏR (en considérant que G-ALHTAÏR encapsule l’ordonnanceur RRM-Grid), pour faciliter et 
accélérer la transmission de ces informations aux services de la Sécurité Civile et aux pouvoirs publics 
en charge de la sécurité des citoyens. 
Finalement, d’un point de vue hydrométéorologique, la flexibilité d’utilisation de RRM-Grid permet 
d’offrir au prévisionniste des moyens technologiques propices au développement de multiples scéna-
rios d’évolution hydrologique, permettant de compenser la forte incertitude existante sur la prévision 
météorologique à court terme et à grande échelle, dans des délais cours relatifs à la gestion des crues 
à cinétique rapide. Cette étude de cas montre toute l’importance de développer des prévisions de pluie 
efficaces et probabilisées, prévisions qui peuvent être exploitées de manière opérationnelle grâce à 
RRM-Grid et par extension G-ALHTAÏR. Finalement, Il est important de souligner le rôle prépondérant 
du prévisionniste dans l’anticipation des réponses hydrologiques des cours dont il est en charge. En 
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effet, sa longue expérience sur ces cours d’eau et les différents évènements qu’il a suivi, lui permet-
tent : 
- de développer les scénarios de prévision les mieux adaptés à la situation hydrométéorologique 
en cours et prenant en compte les incertitudes bien identifiées de la pluie et du modèle pluie-
débit qu’il utilise, 
- d’interpréter au mieux les faisceaux des hydrogrammes retournés par RRM-Grid susceptibles 
de lui fournir l’intervalle d’incertitude sur la réponse hydrologique à venir. 
Finalement, les débits provenant des stations de mesures peuvent lui permettre de réajuster les scéna-
rios de prévision et l’interprétation qu’il en fera durant sa démarche d’expertise hydrologique. 
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SYNTHESE                                     
L’outil RRM-Grid a montré son efficacité en comparaison avec une utilisation classique de la grille, 
au travers des fonctionnalités de bas niveau de l’intergiciel gLite. En effet, en situation opérationnelle, il 
n’apparait pas pertinent d’accéder aux ressources de grille par la méthodologie offerte par défaut. 
D’autre part, d’un point de vue calculatoire, RRM-Grid accélère drastiquement la phase de soumission 
des scénarios de prévision. Il a été démontré que l’effet du nombre de jobs, s’il influence cette phase, 
n’apparait pas véritablement comme un facteur limitant. Dans ce sens, la simulation de 210 scénarios à 
montrer une efficacité correspondante aux contraintes opérationnelle. RRM-Grid accélère enfin le trai-
tement de ces scénarios en les exécutant de manière ordonnancée (horizon de prévision) et garantie 
un niveau de fiabilité en adéquation avec les contraintes de sécurité de la gestion de crise. 
La disponibilité des ressources de calcul apparait cependant comme un des points clefs de 
l’opérationnalité requise dans cette étude. L’utilisation régulière des ressources offertes par la VO ESR 
a montré une forte variabilité de cette disponibilité d’une période à l’autre et au sein même d’une phase 
de simulation. Ainsi, une expérimentation de plus longue durée, et à des niveaux de disponibilité diffé-
rents doit être menée pour parfaire le fonctionnement de cet ordonnanceur, et plus largement 
l’utilisation de la grille en situation de crise. 
Finalement, l’intégration de cet outil dans la plateforme G-ALHTAÏR doit permettre au prévisionniste 
d’effectuer sa mission dans un environnement intégré, lui facilitant l’accès à l’ensemble des données 
hydrométéorologiques dont il dispose, et lui permettant : 
- de définir les scénarios en adéquation avec la situation hydrométéorologique 
- de transmettre rapidement cette information aux partenaires de la gestion de crise 
Dans ce sens, l’interprétation des différents scénarios de prévision et son expérience doivent lui per-
mettre de construire des cartes thématiques adaptés aux compétences des services de la Sécurité 
Civile et des pouvoirs publics, alors que les capacités offertes par l’interface de cartographie en ligne, 
et en particulier le WMS (Web Map Service), lui offre un moyen efficace et interopérable de les diffuser 
dans les plus brefs délais. 
Du point de vue de l’hydrologie opérationnelle, RRM-Grid permet au prévisionniste d’évaluer, dans des 
délais opérationnels, la réponse hydrologique susceptible de menacer les territoires drainés par les 
cours d’eau concernés, sous réserve d’amélioration et de mise à disposition de prévisions de pluie et 
de modèles hydrologiques associés. Il est cependant important de noter, le rôle prépondérant du prévi-
sionniste dans cette démarche. En effet, l’expertise hydrologique qu’il transmet aux services de Sécuri-
té Civile doit estomper l’incertitude pouvant exister sur ces prévisions, afin d’éviter une surévaluation du 
niveau de vigilance et une réactivité disproportionnée de ces services. 
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 Le socle technologique cohérent que représente G-ALHTAÏR offre une 
opportunité nouvelle de répondre aux besoins récurrents de l’hydrologie opérationnelle. 
Les perspectives présentées dans ce chapitre doivent inciter les communautés 
scientifiques et opérationnels correspondantes à exploité cette solution pour soutenir 
leurs missions respectives. 
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INTRODUCTION 
Le chapitre 7 s’est attaché à démontrer les capacités calculatoires de RRM-Grid. Ainsi, cette 
recherche a initié des développements susceptibles d’influencer à terme les méthodes et les outils de 
services opérationnels dédiés à l’expertise hydrométéorologique, tels que le SPC-GD. L’origine de 
cette recherche s’apparente à une mise en commun et une confrontation de fondements scientifiques 
foncièrement différents. Dans ce sens, l’éventail des besoins relatifs à l’expertise hydrométéorologique 
(cf. §.), se veut volontairement plus vaste que les besoins considérés dans la méthodologie de la partie 
3. Cependant, en considérant ceux plus spécifiques à la prévision hydrologique, cette recherche a 
établi un premier socle expérimental sur lequel de nouvelles recherches et innovations peuvent 
dorénavant s’appuyer. 
En effet, le système G-ALHTAÏR doit être appréhendé comme un prototype expérimental ouvert et 
adaptable à de nouvelles compétences opérationnelles et scientifiques. Ses fondements 
technologiques, basés sur une ontologie standardisée, lui permet a priori d’intégrer rapidement de 
nouvelles méthodes et composants logiciels. En effet, la voie de la standardisation ouverte par les 
consortiums de l’OGC et de l’OGF et leurs efforts pour susciter l’intérêt croissant de la part de 
communautés scientifiques et opérationnelles utilisatrices, tendent à confirmer la viabilité de cette 
plateforme. Elle encourage ainsi l’innovation nécessaire au perfectionnement de la chaîne d’alerte 
hydrométéorologique de la gestion de crise « inondation ». 
Deux axes de recherche principaux composent la présentation des perspectives qui suit. D’une part, 
les développements technologiques, qu’il est possible de qualifier de « prototypaires », nécessitent 
vraisemblablement plusieurs améliorations au vue des résultats présentés dans le chapitre précédent. 
D’autre part, l’approche multi-modèles, l’étalonnage des modèles, l’assimilation des données, ainsi que 
la gestion des données collectées, identifiés dans le chapitre 3 en tant que besoins de l’expertise 
hydrologique en situation de crise, peuvent tirer profit des capacités nouvelles offertes par la 
technologie grille et le système spatial d’aide à la décision hydrologique G-ALHTAÏR. 
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VIII - 1. G-ALHTAÏR : un système spatial d’aide à la décision en devenir 
Les résultats présentés dans le chapitre 7 sont centrés sur le composant RRM-Grid qui offre à G-
ALHTAÏR sa capacité calculatoire. A l’inverse, G-ALHTAÏR et sa forte orientation « web » semble 
pouvoir fournir à RRM-Grid un niveau de généralisation en adéquation avec les contraintes de partage 
de la gestion de crise. Il s’agit donc, dans un premier temps, de recenser les points d’amélioration 
intrinsèque à RRM-Grid et dans un second de développer une proposition de rapprochement entre cet 
outil et les services web de G-ALHTAÏR. 
VIII - 1.1. L’optimisation des traitements de grille 
VIII - 1.1.1. Ordonnancement, accès aux ressources et rapidité d’exécution 
Le composant RRM-Grid a confirmé sa capacité à communiquer avec les services de l’intergiciel gLite 
et à allouer des tâches informatiques de manière intensive, fiable et sécurisé. Les différentes phases 
expérimentales ont fait cependant émergées des baisses de performance due à des instabilités 
fonctionnelles des services de gLite difficilement prévisibles et à des limites technologiques 
intrinsèques. 
À l’origine Pilot jobs, canevas fondamental de l’ordonnanceur RRM-Grid, a été conçu dans l’optique de 
soutenir la modélisation paramétrique sur des temps d’exécution longs et nécessitant moins de tâches 
élémentaires que celles requises dans le cadre de cette étude. Ainsi, la multiplication du nombre de 
scénarios de prévision et les délais de réponse nécessairement courts ont fait émerger plusieurs 
difficultés liées à la gestion des données et à la synchronisation des traitements. En effet, la 
concurrence d’accès (gestion des données et des traitements) est une question essentielle de 
l’informatique distribuée, au même titre que les problématiques relatives à la parallélisation. 
VIII - 1.1.1.1. La gestion des données 
À la vue des expérimentations du chapitre précédent et de manière à assurer une fiabilité plus régulière 
de son fonctionnement, il semble important d’apporter plusieurs modifications dans la gestion des 
données d’entrée et des fichiers de configurations des scénarios : 
- une meilleure gestion des réplicas de données d’entrée en fonction du nombre de scénarios à 
simuler. En effet, ces données d’entrée identiques à tous les scénarios sont requises en 
simultanée par plusieurs de ces scénarios (notion de concurrence), 
- l’installation d’un élément de stockage (SE) référencé dans l’organisation virtuelle de 
l’utilisateur, et donc accessible par l’ensemble des ressources de cette VO, doit permettre une 
gestion plus efficace des fichiers de configuration de chaque scénario, en limitant les 
opérations de gestion de données RFIO. Elle implique cependant une définition claire des 
droits d’accès et d’utilisation de ce SE pour les autres membres de la VO ESR, a priori exclus 
de la problématique de gestion de crise « inondation ». 
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VIII - 1.1.1.2. La gestion des traitements 
La forte volatilité des ressources de grille, caractérisée par des changements d’état de fonctionnement 
de ces éléments imposent le développement de stratégies fonctionnelles spécifiques : 
- L’augmentation du nombre d’instances de modélisation, allouées à un même scénario, peut 
permettre d’accroitre les chances de réussite de la prévision correspondante. En effet, le 
même scénario de prévision est exécuté plusieurs fois en simultanée. 
- La concurrence intra-simulation peut être limitée en décomposant ces simulations en sous-
ensembles contrôlés par différents managers. À titre d’exemple, chaque simulation (une 
instance de manager) peut être affectée au traitement de chaque bassin versant nécessitant 
une surveillance de ses réponses hydrologiques. 
- La notion de listes blanche et noire (cf. §.VI – 2.3.2.) permet à RRM-Grid d’orienter ses 
opération d’ordonnancement, en ayant une connaissance régulière de l’état des éléments de 
calcul. Cette capacité manque cependant de capacité d’actualisation et demande un laps de 
temps qu’une situation de crise ne peut pas toujours permettre. Ainsi, l’une des solutions 
envisagées est d’utiliser les workers, en cours d’exécution sur un nœud de calcul, pour 
informer en continu le manager des performances de ce nœud. 
Finalement, la problématique de communication entre les services de bas niveau de l’intergiciel de 
grille et les systèmes d’information utilisateurs est un axe de recherche récurrent abordé par un grand 
nombre d’utilisateurs. À terme, des solutions opérationnelles et adaptées à différentes contraintes 
fonctionnelles devraient émerger et faciliter la résolution des problèmes identifiés dans 
l’expérimentation de RRM-Grid (cf. §.VII – 2.). 
VIII - 1.1.1.3. La question de la parallélisation 
Dans le cadre de la méthodologie développée autour du système spatial d’aide à la décision G-
ALHTAÏR, l’approche calculatoire s’est principalement orientée vers l’utilisation d’études paramétriques, 
pour lesquelles la technologie grille est fortement adaptée. La multiplication d’instances de 
modélisation fonctionnellement indépendantes est rendue possible à des niveaux de performance 
pouvant envisager son adoption dans un contexte opérationnel. D’autre part, le modèle ALHTAÏR, 
relativement simple, permet d’envisager des temps d’exécution courts et de garantir à RRM-Grid des 
réponses rapides. Cependant, la modélisation hydrologique et plus largement le traitement sur des 
données géospatiales requiert généralement des capacités de parallélisation de contrôle ou de 
données permettant de réduire fortement les temps de réponse pour être envisagée en situation 
opérationnelle  
Ainsi, RRM-Grid, dans la manière dont il a été conçu, semble pouvoir offrir un socle technologique pour 
développer une véritable capacité de parallélisation, en particulier de données (cf. §.IV – 2.1.1.). Ainsi, 
le gain de performance du modèle ALHTAÏR1 peut être envisagé par un parallélisme de données en 
                                                     
1 Son fonctionnement en mailles indépendantes s’adapte clairement à la parallélisation de données. Certains modèles ou 
fonctions sont caractérisés par une dépendance géographique qui complexifie ou interdit cette approche.  
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décomposant le bassin versant en sous-ensembles sur lesquels un module de production et de 
transfert sont exécutés (MARQUES et THIERION, 2008) (cf. ANNEXE). Ainsi, sur l’interface utilisateur, un 
programme « maître » capable d’interagir avec le manager de RRM-Grid est en charge de la 
préparation des sous-ensembles de données d’entrée (bassin versant, conditions initiales et pluie) et 
des fichiers de configuration alloués à chaque sous-tâche. À la réception des hydrogrammes 
élémentaires modélisés grâce à chacune des sous-tâches, le programme « maître » les somme de 
manière à reconstruire l’hydrogramme global. 
Cette approche impose donc une grande fiabilité des traitements de RRM-Grid afin d’assurer 
l’obtention de tous les hydrogrammes élémentaires nécessaires. D’autre part, une expérimentation doit 
être menée pour ajuster le traitement en parallèle susceptible peut permettre un gain de temps. En 
effet, ce gain de performance est relatif à la question de granularité, c'est-à-dire au ratio entre le temps 
de communication (par ex. la soumission des jobs) et la durée effective de chaque tâche élémentaire. Il 
dépend donc de : 
- l’horizon de prévision, 
- de la taille du bassin versant et de la donné de pluie, 
- de la résolution géographique des données. 
VIII - 1.1.2. Une meilleure visibilité des ressources de grille 
                                                     
L’une des difficultés initiales dans l’utilisation de la grille est relative à l’appréhension précise des 
ressources mises à disposition par les différents sites. Des fonctionnalités propres aux services gLite, 
le système d’information BDII et des sites Internet dédiés permettent d’avoir une vision générale de 
l’organisation virtuelle à la quelle l’utilisateur est rattachée. Cependant, la véracité des ces informations 
n’est pas complètement en accord avec les besoins de transparence propre à la gestion de crise. 
Plusieurs solutions sont envisageables pour améliorer la visibilité des ressources informatiques de la 
grille. D’une part, un système de cartographie des sites de calcul peut simplifier l’analyse de ces 
ressources, d’autre part des méthodologies plus conséquentes, en termes de développement 
informatique, peuvent permettre d’effectuer des prévisions sur la disponibilité de ces ressources. Enfin, 
en amont de ces approches technologiques, une politique de fidélisation et de réservation des 
ressources devrait être menée par les services opérationnels. 
VIII - 1.1.2.1. Cartographie des ressources en temps réel 
Des efforts sont actuellement menés par les acteurs nationaux et internationaux de la communauté 
« grille » pour parvenir à une plus grande transparence des ressources offertes par chaque site de 
calcul qui compose l’architecture de grille. A titre d’exemple, le projet GStat 2.02 représente une 
initiative susceptible de fournir en temps réel la disponibilité et l’état des ressources de grille (FIELD et 
al., 2009). Dans ce sens et dans le contexte de gestion de crise, l’appréhension précise de la 
disponibilité de ces ressources apparait indispensable. En effet, un prévisionniste qui souhaite exécuter 
2 http://gstat-prod.cern.ch/ 
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ces expérimentions hydrologiques, dans les meilleurs conditions, peut tirer profit d’une telle information, 
par exemple au travers d’une interface de cartographie en ligne, pour sélectionner les éléments de 
calcul susceptibles d’accepter ses traitements dans les meilleurs délais. 
VIII - 1.1.2.2. Prévision et indicateurs de performance 
En parallèle de cette approche, plusieurs initiatives se sont intéressées à la prévision des 
performances d’exécution et de disponibilité des ressources de calcul. En effet, un système de 
prédiction, basé sur une analyse multicritère prenant en compte tous les paramètres agissant sur la 
performance d’exécution d’un job de grille (machines, réseaux, systèmes de stockage, etc.), peut 
permettre de sélectionner les éléments de calcul capables d’exécuter les traitements informatiques 
suivant les contraintes de fonctionnement de l’utilisateur final (ROOD et LEWIS, 2009). Le suivi en 
continu des performances de chaque ressource de la grille peut permettre d’établir une base statistique 
capable de renseigner en temps réel l’outil RRM-Grid et de guider sa démarche d’ordonnancement. Il 
est possible de citer à ce titre la méthodologie développée au travers du « Network Weather Service » 
offrant des capacités de prédiction de la disponibilité des ressources dans une infrastructure de grille 
(WOLSKI, 2003). 
VIII - 1.1.2.3. Réservation et/ou préemption des ressources 
Le fonctionnement en situation de crise de services opérationnels, tels que le SPC-GD, peut être 
qualifié d’intermittent voire occasionnel. Les évènements nécessitant le recours à des ressources de 
calcul supplémentaires, de la manière dont il a été décrit dans l’ensemble de ce manuscrit sont rares et 
de courtes durées. La fréquence des évènements catastrophiques liés aux inondations et aux crues à 
cinétique rapide est relativement faible. A titre d’exemple, depuis 1999, il est possible de référencer 
moins de 10 évènements de ce type (ANTOINE et al., 2001). Dans ce contexte, et en considérant que 
l’utilité de la grille est avant tout dédié à l’expertise hydrométéorologique en temps réel, des solutions 
de réservation peuvent être envisagées. A contrario, cette utilisation modérée et ponctuelle des 
ressources de grille freine certainement la fidélisation de ces services opérationnels auprès des 
fournisseurs de ressources. Cette problématique apparait donc essentielle à l’adoption concrète de la 
technologie grille par les services opérationnels de la Sécurité Civile. 
Dans le contexte expérimental de cette thèse, centré sur l’architecture de grille EGEE, la réservation 
préalable de ressources n’est pas explicitement offerte. Elle a n’a donc pu être véritablement 
approfondie et s’est appuyé sur le postulat qu’une architecture de grille fournie des ressources à la 
demande. Cependant, la variabilité des performances (cf. §.VII – 2.1.3.), implique une nouvelle 
considération de cette garantie de disponibilité. AL-ALI et al. (2004) synthétise cette problématique 
suivant trois besoins principaux : 
- des ressources aux capacités spécifiques, 
- la disponibilité des ressources pour une période donnée 
- un accord (contrat) indiquant le niveau d’implication de ces ressources 
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Des efforts de gouvernance sont donc à mener pour clairement répondre à ces besoins. La présente 
recherche et les résultats prometteurs qu’elle suscite, doit permettre de motiver la négociation et la 
mise en place de contrats d’utilisation avec certains fournisseurs de ressources de l’organisation 
virtuelle à laquelle les services opérationnels de la Sécurité Civile sont rattachés. Dans ce sens, 
l’innovation continue initiée autour de l’architecture de grille EGEE, et la mise en production 
progressive des sites de calcul au travers de l’initiative européenne EGI (European Grid Initiative), 
devrait assurer progressivement une véritable capacité d’offre de ressources informatiques à la 
demande et clairement dédiées à des fonctions opérationnelles prédéfinies.  
Cependant, l’architecture « grande échelle » que représente EGEE, en intégrant des communautés 
scientifiques et opérationnelles disparates n’offrent peut être pas toutes les garanties espérées par les 
acteurs opérationnels de la gestion de crise. Ainsi, dans la conclusion générale de cette recherche, 
dédiée à la définition d’une organisation virtuelle centrée sur la gestion du risque inondation, la 
question de la disponibilité des ressources (réservation/préemption) sera abordée et considérée 
comme un des enjeux majeurs de la potentielle adoption de la technologie grille par la Sécurité Civile 
au sens large (des pompiers aux prévisionnistes). 
VIII - 1.2. L’interopérabilité : entre sophistication et opérationnalité 
Le chapitre 6, dédié à la méthodologie expérimentale a permis d’analyser et de présenter les 
potentialités fonctionnelles et opérationnelles des services web de l’OGC pour permettre l’interaction 
transparente entre le système d’information du SPC-GD (portail web) et l’architecture de grille EGEE. 
Cependant, les limites bien définies de l’intergiciel gLite en matière d’ordonnancement, limite l’efficacité 
calculatoire du Web Processing Service (WPS). A contrario, RRM-Grid a été présenté comme une 
solution efficace pour enrichir la capacité initiale du courtier de ressources gLite, sur lequel le serveur 
WPS se base, afin d’obtenir de meilleurs délais de réponses. Dans ce contexte, l’une des premières 
évolutions nécessaire à l’opérationnalité complète de G-ALHTAÏR concerne le rapprochement 
technologique entre ces deux solutions. 
En préalable, l’implémentation de RRM-Grid en accord avec le fonctionnement imposé par l’adoption 
des services web (NetCDF et interfaces des modules hydrologiques) apparait comme une première 
impulsion concrète pour engager cette interaction et l’augmentation des capacités transactionnelles du 
Web Coverage Service (WCS). 
Tout d’abord, l’un des enjeux technologiques de l’utilisation de la grille par des applications temps réel 
caractérisées par une actualisation rapide des données, comme dans le cas de la problématique de 
cette recherche, concerne l’interaction entre les systèmes d’information. Or, le serveur WCS, décrit 
dans la méthodologie (cf. §.VI – 1.2.2.), s’il permet le référencement de données géospatiales, ne 
permet pas une mise à jour des données. Depuis 2007, une proposition d’amélioration a été initiée 
pour offrir à la spécification du WCS une véritable capacité transactionnelle : le WCS-T (WHITESITE, 
2009). Dans ce sens, son implémentation semble pouvoir consolider le fonctionnement de G-ALHTAÏR 
et offrir une méthodologie standardisée. 
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Ainsi, l’amélioration continuelle des spécifications du WCS, permet donc d’envisager de nouvelles 
capacités dans G-ALHTAÏR :  
- Le découpage automatique des données d’entrée pour supporter les propositions 
d’améliorations calculatoires offertes par la parallélisation de données (cf. §.IV – 2.1.1.2.). 
- Le changement de la résolution spatio-temporelle des données afin par exemple d’accélérer 
leur traitement dans le cas d’une situation d’urgence exceptionnelle 
- La création de bassins versants à la volée, depuis l’interface de cartographie en ligne, sur 
lesquels des instances de modélisation peuvent être appliquées (WPS) 
Au niveau du WPS et dans la même philosophie que les algorithmes de production et de transfert de 
G-ALHTAÏR, les capacités du serveur WPS peuvent être enrichies en développant une interface (au 
sens de connexion) avec le manager de RRM-Grid (Figure 110). De cette manière, le WPS : 
- interagit avec le WCS-T pour la gestion des données d’entrée et de sorties, comme cela est le 
cas dans la méthodologie existante, 
- instancie le manager de RRM-Grid en lui spécifiant les scénarios de prévision à modéliser, 
- prend en charge la gestion des messages entre le manager, les workers et l’interface de 
cartographie en ligne (prévisionniste). 
 
Figure 110 : Structure informatique de G-ALHTAÏR après intégration de RRM-Grid 
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D’autre part, le WCS-T permet de stocker et de référencer les données d’entrée des scénarios de 
prévision sur les éléments de stockage de l’architecture de grille au moyen de son opération 
« Transaction » (WHITESITE, 2009). 
Enfin, comme cela est abordé dans la partie suivante, la dimension standardisée des services web de 
l’OGC peut faciliter l’intégration rapide d’autres modèles hydrologiques pluie-débit et de fonctions 
hydrologiques variées qu’il convient de présenter. 
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VIII - 2. Enrichissement de la dimension hydrométéorologique 
L’ensemble des évolutions technologiques présentées dans le paragraphe précédent a pour objectif 
principal d’affermir l’opérationnalité du système spatial d’aide à la décision G-ALHTAÏR. Les présentes 
perspectives doivent cependant s’attacher à orienter les recherches à venir vers un enrichissement de 
nouveaux savoir-faire en hydrologie, en accord avec les besoins présentés dans le chapitre 3 (cf. §.III – 
2.2.3.). En préalable, il est important de noter que la véracité hydrologique de ces solutions dépend en 
amont de celle de la prévision météorologique à une résolution spatio-temporelle fine (AYRAL, 2005 ; 
BEN DAOUD et al., 2009 ; CAUMONT et al., 2006 ; OBLED et BONTRON, 2005). Dans ce sens, OBLED et 
BONTRON (2005) proposent le recours aux méthodes par analogie, complétées récemment par les 
travaux de BEN DAOUD et al. (2009). En se basant sur une base de connaissance constituée 
d’évènements passés, dont le stockage et l’interrogation peuvent être effectués sur les ressources de 
grille, la méthode développée établit une comparaison statistique avec les pluies observées en temps 
réel et les prévisions originales, et génère des cellules pluvieuses potentielles en prévision. 
L’intégration du volet « prévision de pluies » reste toutefois une données d’entrée pour la plateforme G-
ALHTAÏR, ce qui n’exclut pas d’utiliser, à plus long terme, les potentialités de la grille sur ce volet et 
pourquoi pas, si le prévisionniste en entrevoit le besoin (et dispose des compétences) de les intégrer à 
cette plateforme. 
VIII - 2.1. L’approche multi-modèle en temps réel 
La définition des besoins spécifiques à l’expertise hydrologique des crues à cinétique rapide (cf. §.III – 
2.2.3.) corrélée à la caractérisation de ce phénomène (cf. §.I – 1.) a souligné la nécessité de prendre 
en charge les différents processus hydrologiques en jeu sur l’ensemble de la zone concernée. En effet, 
la modélisation en hydrologie impose clairement une approche multi-échelle capable de formaliser la 
génération des écoulements à l’échelle d’une placette, d’un versant, d’un bassin versant et d’un cours 
d’eau. Cette grande disparité de fonctionnement et les connaissances inégales les concernant 
imposent donc de prendre en charge chacun de ces phénomènes au cas par cas et de les intégrer 
dynamiquement du fait de leur interdépendance fonctionnelle. 
VIII - 2.1.1. Une panoplie de modules de production et de transfert 
Étant donné le complément de ressources informatiques offert par le recours à la technologie grille et la 
démonstration précédente de la capacité de RRM-Grid (par extension G-ALHTAÏR suivant les 
perspectives proposées dans le chapitre 7) à supporter différents scénarios hydrologiques, il apparaît 
envisageable de rajouter, comme paramètre d’entrée des requêtes du prévisionniste, les modules de 
production et de transfert à utiliser pour chaque scénario.  
Comme cela a été montré dans le chapitre 1 (cf. §.I - 1.3), il existe un grand nombre de fonctions de 
production et de transfert utilisés pour respectivement calculer le ruissellement de surface et les débits 
correspondants dans le cas des phénomènes de crues éclair. L’objet de cette discussion n’est pas de 
sélectionner les mieux appropriés mais d’insister sur la possibilité offerte par ces nouvelles capacités 
de calcul. À titre d’exemple, il est donc possible de citer les fonctions de production des 
modèles suivants : 
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- SCS (Soil Conservation Service) (Bouvier et al., 2004 ; MARCHANDISE, 2007)  
- TopModel (BEVEN et KIRBY, 1979) 
- MARINE (Modélisation de l'Anticipation du Ruissellement et des Inondations pour des 
Évènements Extrêmes) (ESTUPINA-BORRELL et al., 2006) 
- Le modèle développé par TOUKOUROU et al. (2009) basé les réseaux de neurones 
En ce qui concerne les modules de transfert, au module de transfert géomorphologique implémenté 
dans cette recherche, il convient de rajouter un module basé sur le principe de l’onde cinématique. 
Cette fonction est basée sur le principe des mailles interactives3. Les nombreuses recherches qui se 
sont intéressées à l’ensemble de ces fonctions hydrologiques, en font des solutions de modélisation 
hydrologique performantes et adaptées au contexte opérationnel. 
À titre d’exemple, pour le module de production de SCS, les modifications algorithmiques peuvent être 
minimisées. En effet, comme pour ALHTAÏR, ce module prend en charge une donnée de pluie et des 
conditions hydrologiques initiales. La principale différence concerne le calcul de la capacité d’infiltration 
qui, dans le cas de SCS, est basé sur le cumul pluviométrique, ce qui ne constitue pas un facteur 
limitant à la gestion de son exécution par le WPS et donc son intégration dans la plateforme G-
ALHTAÏR. 
Finalement, DELRIEU et al. (2009) argumentent dans le sens de ces propositions en rappelant les 
nouvelles opportunités offertes par les nouvelles approches informatiques et les ressources 
informatiques accrues pour la caractérisation de la variabilité des processus du cycle de l’eau à la 
surface de la terre et notamment le développement de modèles à base physique, modèles qui justifient 
l’utilisation d’un système permettant une capacité calculatoire importante. 
VIII - 2.1.2. La modélisation hydraulique 
                                                     
La modélisation des débits en temps réel et en prévision est donc considérée comme une étape 
indispensable à la réussite de l’expertise hydrologique en situation de crise. Cependant, cette 
information implique une connaissance précise du comportement de chaque cours d’eau 
réglementaire, que le gestionnaire de crise (décideurs de la Sécurité Civile ou des pouvoirs publics) ne 
maitrise pas forcément. Dans ces conditions, l’objectif idéal des opérations d’expertise des SPC 
concerne l’évaluation du risque « inondation » en temps réel au niveau des plaines aval, où les enjeux 
sont a priori les plus importants. Cette capacité opérationnelle est tributaire de la performance de la 
modélisation hydraulique, permettant de prendre en compte les débits et les hauteurs des cours d’eau 
des plaines aval (BONNIFAIT et al., 2009). La connaissance de plusieurs valeurs de débit sur ces plaines 
aval permet alors d’évaluer l’extension potentielle du champ d’inondation4, et a fortiori par croisement 
avec les enjeux socio-économiques en jeu, la cartographie du risque « inondation » en temps réel. La 
production de cette carte fait appel à des fonctionnalités, y compris de géotraitement, consommatrices 
3 Le ruissellement de surface d’une maille est transféré à une ou plusieurs mailles aval, une explication détaillée de ce 
principe peut être trouvée sur le site de la plateforme ATHYS (http://www.athys-soft.org/v1/aide/mercedes/interactives.html) 
4 Extension géographique de l’eau lorsque « le débit du cours d’eau excède la capacité de débit du lit principal » (Glossaire 
international d’hydrologie : http://hydrologie.org/glu/aglo.htm). 
265 
 
Chapitre 8 : Perspectives opérationnelles et scientifiques de G-ALHTAÏR  
 
de puissance de calcul, limitant sa réalisation en situation opérationnelle avec les moyens 
informatiques du SPC-GD. Ainsi, cette opération peut elle aussi tirer profit des ressources 
supplémentaires offertes par l’architecture de grille et les méthodologies informatiques propres aux 
traitements parallèles. 
À titre d’exemple, au niveau hydraulique, il pourrait être possible d’utiliser le modèle Dassflow basé sur 
les équation de Saint-Venant (HONNORAT et al., 2005), pour assurer la modélisation hydraulique de la 
plaine de la Gardonnenque. 
VIII - 2.1.3. Prototype d’implémentation potentiel de l’approche multi-modèle 
Une des implémentations possibles de ce couplage hydrologique-hydraulique est présenté dans la 
Figure 111. 
 
Figure 111 : Stratégie de modélisation hydrologique et hydraulique multi-modèles 
Sur le système local, les conditions hydriques du sol, calculées au moyen de la pluviométrie mensuelle, 
permettent d’établir le jeu de paramètres d’infiltration. À partir de ce point, plusieurs modèles 
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hydrologiques simulent le débit temps réel à l’exutoire des bassins versants. Dans un second temps, le 
modèle hydraulique 1D propage les hauteurs d’eau, correspondantes à ces débits, à plusieurs points 
de référence aval du lit mineur en se basant sur les données topographiques de ce lit.  
Dans le même temps, le prévisionniste soumet des prévisions hydrologiques sur l’architecture de grille 
avec les mêmes paramètres que celles de la méthodologie de cette recherche (cf. §.) à laquelle a été 
ajouté le modèle hydrologique à utiliser. À la réception des hydrogrammes correspondants, le 
prévisionniste établit son expertise hydrologique et sélectionne les débits à venir les plus probables. Il 
soumet en suivant, les prévisions hydrauliques qu’ils désirent tester grâce à une approche 1D 
(propagation du débit) et/ou une approche 2D (champ d’inondation). 
Le recours à la grille peut donc permettre, comme dans le cadre de la méthodologie de cette 
recherche, de prendre en charge différents scénarios de prévision hydrologique et/ou hydraulique. En 
effet, la partie de droite de la Figure 111 est composée de trois blocs de traitement dont les instances 
peuvent être exécutées en simultanée :  
- Le premier bloc se base sur les données de pluie temps réel et en prévision CALAMAR et 
construit, comme pour la méthodologie initiale développée dans G-ALHTAÏR, différents 
scénarios de prévision météorologique. Il est possible d’imaginer l’utilisation de la méthode par 
analogie pour construire des prévisions supplémentaires, ou toutes autres techniques, 
- Le second bloc correspond à la version initiale de G-ALHTAÏR qui, en fonction des conditions 
hydrologiques initiales modélisées sur le système local, des différents scénarios de prévision 
météorologique, du bassin versant et du modèle hydrologique, simule les débits potentiels à 
l’exutoire du bassin versant, 
- Le troisième bloc prend lui en charge la modélisation hydraulique 1D et 2D en fonction des 
différents scénarios de débit que le second bloc lui a fourni depuis le système local. 
Le développement de cette approche doit s’appuyer sur les développements de cette recherche. Étant 
donné, l’augmentation des communications entre le système local et les blocs de traitement eux-
mêmes, et la nécessaire synchronisation entre les scénarios, cette approche justifie l’utilisation d’un 
serveur OGC constitué d’un WCS et d’un WPS dont les différentes capacités correspondent à : 
- différents modules de production et de transfert hydrologique, 
- les modèles hydrauliques 1D et 2D, 
- les méthodes permettant de définir la pluie de prévision. 
Quant au WCS, il doit faciliter l’échange de données entre le système local et les éléments de stockage 
de la grille. 
Dépendant de la complexité algorithmique de ces modèles, et en particuliers les données d’entrée 
nécessaires à l’exécution de ces modèles, cette phase d’intégration peut s’avérer plus ou moins 
complexe. 
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VIII - 2.2. Vers l’optimisation du modèle 
L’incertitude en modélisation hydrologique est relativement importante, en particulier du fait du 
caractère « conceptuel5 » des modèles utilisés en opérationnel, qui cherchent à synthétiser des 
processus hydrologiques foncièrement différents. En effet, la plupart de ces modèles conceptuels ne 
sont pas transposable spatialement et doivent être « réglés » en fonction des conditions géographiques 
de chaque bassin versant à modéliser (MARCHANDISE, 2007). Ainsi, leur utilisation en situation 
opérationnelle implique donc au préalable l’étalonnage (calage) de leurs paramètres en temps différé 
ou l’assimilation des débits mesurés en temps réel.  
VIII - 2.2.1. Étalonnage des modèles 
En se basant sur un échantillon d’évènements passés, la phase de calage permet de déterminer les 
meilleurs paramètres du modèle à utiliser pour simuler au mieux le débit. De nombreux algorithmes 
existent pour soutenir cette opération. Pour approcher au mieux le jeu de paramètres « idéal6 », il est 
donc nécessaire de tester l’ensemble des combinaisons de paramètres compris dans l’espace de 
paramètres défini au préalable, de généraliser cette démarche à de très nombreux bassins versants et 
de l’effectuer régulièrement après chaque évènement important. Cette opération consiste donc à un 
grand nombre d’itérations basées sur les différents jeux de paramètres et les évènements à tester. 
L’ensemble de ces hydrogrammes doit ensuite être comparé à une ou plusieurs références calculées 
sur la base d’évènements différents. 
Il devient alors délicat, dans ces conditions, de calibrer le modèle à tous les types d’occurrence 
hydrométéorologique que le bassin versant peut connaître. L’un des inconvénients de ces méthodes se 
situe dans la quantité de ressources informatiques qu’elles requièrent, en particuliers quand les 
paramètres cherche à être spatialisés (AYRAL, 2005). Il devient alors intéressant de déporter ces 
traitements sur des ressources de calcul distantes d’une architecture de grille. En effet, les capacités 
de stockage offertes permettent, comme pour la méthode par analogie de pluie, de disposer de 
l’ensemble des évènements, alors qu’un nombre important d’instances de calage (jeux de paramètres) 
peuvent être exécutées en simultané sur différents nœuds offerts. Ainsi, le fonctionnement de RRM-
Grid s’aligne parfaitement avec les besoins technologiques de cette approche, d’autant que la durée 
des simulations correspond à une utilisation plus classique de la grille (ASTALOS, 2008). 
VIII - 2.2.2. Assimilation des débits 
                                                     
La prévision météorologique opérationnelle (Météo-France) a, depuis quelques années, recours à des 
méthodes d’assimilation des données stationnelles temps réel (température, humidité, etc.) pour 
améliorer la précision des prévisions à grande échelle qu’elle diffuse, en particuliers grâce au modèle  
ALADIN/France (FISCHER et al., 2006). Dans la même philosophie, des méthodes similaires sont en 
cours de développement dans le domaine de l’hydrologie opérationnelle (BROERSEN, 2007 ; COLLIER, 
2007 ; RABUFFETTI, 2006) et de l’hydraulique (CASTAINGS et al., 2006 ; LAI et MONNIER, 2009). 
5 Dans le cas des modèles conceptuels, ces paramètres ont rarement une signification physique, et sont dédiés à la 
correction des incertitudes sur les données d’entrée et sur la conceptualisation du modèle proprement dit 
6 Il n’existe que très rarement qu’un seul jeu de paramètres, étant donné l’interdépendance des paramètres 
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Une des solutions envisagée concerne l’assimilation en temps réel des observations in situ, et en 
particuliers des débits ou hauteur d’eau. Cette approche permet de recalculer à la volée les paramètres 
de modélisation (dans le cas d’ALHTAÏR : fo, fc, i, si, fv et H) tout au long du processus de simulation. 
En situation opérationnelle, cette méthodologie offre un (des) résultat(s) de modélisation 
supplémentaires que le prévisionniste peut utiliser pour les confronter avec l’ensemble des 
hydrogrammes que le système G-ALHTAÏR lui fournit. Dans ce contexte, la solution opérationnelle 
offerte par les services web de l’OGC (ou par RRM-Grid) peut être adaptée en insérant ces paramètres 
hydrologiques directement dans la requête XML. Ainsi, en plus des paramètres de variation sur la 
donnée de pluie prévue, les scénarios de prévision soumis par le prévisionniste peuvent s’appuyer sur 
différents jeu de paramètres hydrologiques issus de la phase d’assimilation.  
Cette méthode doit s’appuyer sur une stratégie opérationnelle en accord avec les contraintes de 
gestion de crise déjà définies (cf. §.IV – 1.). En effet, il parait difficilement concevable d’effectuer une 
assimilation des données à tous les pas de temps. Une solution à envisager pourrait être le lancement 
de cette procédure d’assimilation quand le prévisionniste identifie une divergence entre les débits 
modélisés et observés.  
Enfin, cette méthode impose sans doute l’intégration automatique des données collectées sur les 
systèmes de stockage de la grille, afin de limiter le nombre d’interactions entre le système d’information 
local et les ressources de grille. 
VIII - 2.3. Gestion des systèmes de mesure et des données collectées 
De nombreuses recherches s’intéressent à l’heure actuelle à l’intégration transparente des capteurs et 
des systèmes de mesure au sein d’architectures de grille. Cette approche apparaît d’autant plus 
prometteuse dans le cas de données satellitales à la taille souvent contraignante pour des systèmes 
informatiques classiques (ordinateur personnel). Le projet CEOS / WGISS (cf. §.IV – 2.2.3.1.1.) 
consacre une partie de ses recherches à cette problématique. À une autre échelle, le projet e-CORCE 
qui projette de développer une constellation de satellites capables de fournir une information à 
résolution spatio-temporelle fine (1 m et 24h), implique l’utilisation d’une architecture de grille grand 
échelle capable de synchroniser, collecter et diffuser la production de données équivalent à un débit de 
400 Gbit/s (ANTIKIDIS et al., 2008). 
Dans le cadre de la gestion de l’expertise hydrologique et des perspectives déjà définies, cette 
approche pourrait offrir un certain intérêt. En effet, l’accès direct aux données collectées par les 
stations de mesure et à l’imagerie radar sur le territoire « Grand Delta » depuis les ressources de calcul 
et de stockage, pourrait simplifier leur manipulation et accélérer leur prise en compte par les 
composants de la méthodologie des présents travaux. La description du système d’information existant 
du SPC-GD (cf. §.III. 1.2.5.) a permis de souligner la structuration par composants particulièrement 
adaptée à leur reconsidération dans une optique d’architecture informatique distribuée. En se basant 
sur cette description, il est possible d’appréhender plusieurs niveaux d’intégration : 
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- la spécification du service web WCS-T constitue la première solution susceptible d’offrir un 
moyen de synchronisation entre les données collectées et stockées sur le système 
d’information du SPC-GD et les ressources de grille. 
- Il semble envisageable de référencer les serveurs CALAMAR 2 et SIGMA2000 comme des 
éléments de stockage (SE) d’une organisation virtuelle dédiée aux inondations ou de ESR, de 
la même manière que la perspective énoncée dans le paragraphe VIII – 1.1.1.1., 
- HUGHES et al. (2006) ont développé un système d’information dédié à la gestion des mesures 
et des observations d’un cours d’eau, dans lequel chaque capteur est considéré comme un 
nœud de grille à part entière. De plus, chaque station est dotée de fonctionnalités de bas 
niveau lui permettant de contrôler en temps réel les informations dont elle est en charge et 
d’adapter son comportement en fonction de l’activité hydrologique ou des requêtes à distance 
du prévisionniste. Il est aussi possible de citer le travail de ZHOU et DE ROURE (2007) dans 
lequel les capteurs ont la capacité de gérer leur énergie électrique en fonction des conditions 
locales. Dans tous les cas, il est souvent question de « sensor grid ».  
Cette dernière solution représente cependant une reconsidération forte de l’équipement existant et doit 
donc être envisagée à plus long terme. Au niveau de la recherche en hydrologie, elle peut cependant 
offrir un moyen technologique avantageux pour contrôler le cycle de vie et le rapatriement des données 
collectées depuis des stations de mesure, utilisées dans le suivi et le retour d’expérience 
d’évènements. 
Quoiqu’il en soit, un transfert automatique de ces données sur l’infrastructure de grille, à chaque pas de 
temps mesuré, représente une solution initiale, limitant la refonte du système d’information existant du 
SPC-GD et permettant d’une part la sécurisation de ces données et d’autre part la rapidité de 
traitement a posteriori. 
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SYNTHESE 
L’ensemble de ces nouvelles capacités technologiques et de ces fonctionnalités « métier », 
développées dans ces perspectives, sont dédiés à l’enrichissement progressif du système d’aide à la 
décision G-ALHTAÏR. Elles ont chacune un impact différent sur le système d’information existant et 
doivent être appréhendée selon les besoins des services opérationnels considérés et l’intégration des 
fonctions « métier » dans l’architecture de grille. Elles impliquent une phase de grillification préalable 
des algorithmes correspondants qui peut s’avérer dans certains cas relativement contraignante, et 
nécessiter une reconsidération de l’algorithme initial afin de l’adapter aux contraintes fonctionnelles de 
l’architecture de grille. 
Ainsi, ces opérations de portage ne sont a priori pas généralisables et nécessitent une considération 
précise des objectifs opérationnels, suivant qu’ils soient centrés sur le gain de performance 
(parallélisation du code ou instances d’exécution en parallèle) ou le déport de ces opérations sur une 
architecture informatique distante. Dans tous les cas, un respect des recommandations développées 
dans cette recherche peut permettre à terme l’encapsulation de l’ensemble de ces fonctionnalités par 
un WPS et la gestion des données par un serveur WCS-T, afin de faciliter leur utilisation en situation de 
crise ou dans un contexte de recherche. 
D’autre part, la capacité de synchronisation de ces services web de l’OGC permet une approche par 
composants favorisant la construction dynamique de chaînes de traitements adaptables aux différentes 
situations hydrologiques et objectifs de recherche. Dans ce sens, les fonctions opérationnelles sont 
clairement séparées du niveau algorithmique, suivant l’approche promue par Argent (2004). Ainsi, le 
système proposé doit permettre au prévisionniste d’accéder à des solutions logicielles faciles 
d’utilisation, qu’il peut sélectionner et exécuter sans se préoccuper des aspects technologiques sous-
jacents ou de la contrainte récurrente de la gestion d’un grand nombre de jeux de données. 
Finalement, l’ensemble de ces fonctionnalités centrées « hydrologie » doit donc permettre de modéliser 
le débit des cours d’eau et les zones inondées correspondantes, qu’ils soient situées sur les bassins 
versants amont répondant à des processus majoritairement hydrologiques ou sur les plaines avals 
contrôlées par un fonctionnement hydraulique. En situation de crise, l’expérience du prévisionniste sur 
son territoire de compétence doit lui permettre de caractériser spatialement les processus en jeu, afin 
de développer une stratégie de modélisation grâce à l’imbrication dynamique des fonctionnalités 
précédemment citées. 
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CONCLUSION 
GÉNÉRALE 
Bilan scientifique 
&HWWHUHFKHUFKH LQWHUGLVFLSOLQDLUHTXLV¶DUWLFXOHDXWRXUGHGHX[ WKpPDWLTXHVSULQFLSDOHV O¶LQIRUPDWLTXH
GLVWULEXpHHWO¶K\GURORJLHRSpUDWLRQQHOOHDGRQFFKHUFKpjUpSRQGUHjODSUREOpPDWLTXHJpQpUDOHGHOD
SRWHQWLDOLWp GH OD WHFKQRORJLH JULOOH SRXU OD SULVH HQ FKDUJH GH O¶H[SHUWLVH K\GURORJLTXH GHV FUXHV j
cinétique  rapide  en  situation  de  crise,  et  plus  particulièrement  à  la  question  délicate  de  leur  prévision  à  
court  terme.  En  effet,  lHW\SHG¶DOpD,  de  par  ses  caractéristiques  physiques  complexes  et  les  multiples  
processus  qui  le  composent,  contraint  les  services  opérationnels,  et  les  laboratoires  en  charge  de  leur  
compréhension   au   développement   de   moyens   technologiques,   organisationnels   et   politiques  
spécifiques.    
En  définissant  clairement  les  objets  de  cette  étude  à  savoir  le  phénomène  naturel  de  crue  à  cinétique  
rapide   et   le   service   de   prévision   des   crues   «  Grand  Delta  »   (SPC-­GD)   en   charge   de   son   expertise,  
FHWWHUHFKHUFKHV¶HVWDSSX\pHVXUXQFDVG¶XWLOLVDWLRQFRQFUHWHWUHSUpVHQWDWLIGXIRQFWLRQQHPHQWHWGHV
EHVRLQVSOXVJpQpUDX[GHOD6pFXULWp&LYLOH$LQVLO¶H[Sertise  hydrologique  des  crues  à  cinétique  rapide  
représente,  durant  une  situation  de  crise,  un  élément  essentiel  à   la  protection  des  populations  et  des  
infrastructures.  Dans  ce  sens,  ce  phénomène  de  crue  à  cinétique  rapide,  caractérisé  par  des  temps  de  
conFHQWUDWLRQ FRXUWV OLPLWH OH GpODL RSpUDWLRQQHO DOORXp j O¶pODERUDWLRQ GH O¶H[SHUWLVH
hydrométéorologique  et  à  sa  transmission  aux  services  de  secours  et  aux  pouvoirs  publics.  Une  telle  
VLWXDWLRQDpWpLOOXVWUpHDXWUDYHUVGHO¶pWXGHGHVpYqQHPHQWVGH  (Aude)  et  de  2002  (Gard)  durant  
OHVTXHOV OD FKDvQH G¶DOHUWH HW GH VHFRXUV D pWp IRUWHPHQW LPSDFWpH HW D PRQWUp VHV OLPLWHV
fonctionnelles.  
$LQVL OH SHUIHFWLRQQHPHQW GH FHV RSpUDWLRQV G¶H[SHUWLVH GRLW V¶DSSX\HU VXU XQ HQVHPEOH GH OHYLHUV
organisationnels,   VFLHQWLILTXHV HW SROLWLTXHV TXH O¶DQDO\VH GHV EHVRLQV GX FKDSLWUH  D SHUPLV GH
SUpFLVHU /D YRLH G¶DPpOLRUDWLRQ WHFKQRORJLTXH QH SHXW a   priori   pas   assurer   à   elle   seule   la   mission  
G¶DPpOLRUDWLRQpGLFWpHSDUVHVUHFRPPDQGDWLRQV&HSHQGDQWHOOHVHPEOHSRXYoir  constituer  une  assise  
VROLGH VXVFHSWLEOH G¶HQYLVDJHU HW G¶HQFRXUDJHU OH GpYHORSSHPHQW G¶LQLWLDWLYHV FROOHFWLYHV
interdisciplinaires  et  intégrées  entre  «  chercheurs  et  opérationnels  »  pour  la  résolution  progressive  des  
problématiques  liées  aux  inondations  et  aux  crues  à  cinétique  rapide.    
'DQVFHVHQVO¶LQWpUrWGHODUpIOH[LRQPHQpHGDQVFHPpPRLUHVHVLWXHGDQVXQHDSSURFKHH[KDXVWLYH
GDQVO¶DQDO\VHGHVEHVRLQVLQKpUHQWVjODJHVWLRQGHFULVH©  inondation  »,  incluant  les  crues  à  cinétique  
rapide.  La  légitimité  scientifique  de  cette  démarche  semble  consolidée  par  le   large  éventail  de  besoins  
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et  de  contraintes  fonctionnelles  fondamentales  de  la  Sécurité  Civile/¶DQDO\VHGHFHVEHVRLQVDSHUPLV
de  développer  une  proposition  méthodologique  basée  sur  quelques  poinWVG¶DPpOLRUDWLRQSUpIpUHQWLHOV.  
Dans   ce   sens,   le   choix   de   la   technologie   grille,   pour   soutenir   cette   nécessaire   amélioration,   en  
FRPSDUDLVRQ DYHF G¶DXWUHV WHFKQRORJLHV GH O¶LQIRUPDWLTXH GLVWULEXpH,   permet   de   fournir   un   socle  
délocalisé   constitué   d¶XQ JUDQG QRPEUH GH UHVVRXUFHV LQIRUPDWLTXHV HW FRUUHVSRQGDQW j XQ
HQYLURQQHPHQW FROODERUDWLI VpFXULVp HW G\QDPLTXH DX WUDYHUV GX FRQFHSW G¶RUJDQLVDWLRQ YLUWXHOOH
/¶DQDO\VH GpWDLOOpH GHV FDUDFWpULVWLTXHV WHFKQRORJLTXHV GH OD JULOOH D SHUPLV G¶HQYLVDJHU XQ  
HQULFKLVVHPHQW IRQFWLRQQHO HW FDOFXODWRLUH GHV V\VWqPHV G¶LQIRUPDWLRQ GH SHWLWH HQYHUJXUH WHOV TX¶LOV
existent   dans   les   services   opérationnels   régionaux   de   la   Sécurité   Civile.   La   généricité   de  
fonctionnement   offerte   par   la   virtualisation   des   ressources   inIRUPDWLTXHV TX¶HOOH IRXUQLW HW OD
IRUPDOLVDWLRQ SURJUHVVLYH GH VHV RSpUDWLRQV LQIRUPDWLTXHV JUkFH DX[ HIIRUWV GH O¶2*) 2SHQ *ULG
Forum)  et   en  Europe  du  projet  EGEE   (Enabling  Grids   for  E-­sciencE),   offre  un  socle  de   calcul   et   de  
stockage  adaptable  à  un  JUDQGQRPEUHGHSUREOpPDWLTXHV'¶DXWUHSDUW OH UDSSURFKHPHQWHQWUH OHV
VFLHQFHVGHO¶LQIRUPDWLRQJpRJUDSKLTXHJpRPDWLTXHHWODFRPPXQDXWp©  grille  »1,  durant  ces  dernières  
DQQpHVSHUPHWG¶HQYLVDJHUXQHJpQpUDOLVDWLRQGHVVHUYLFHVG¶DFFqVHWGHWUDLWHPHQWVGHO¶LQIRUPDWLRQ
géographique  adaptables  aux  différentes  problématiques  des  sciences  de  la  Terre.  La  communauté  de  
O¶K\GURORJLH  RSpUDWLRQQHOOH TX¶LO HVW SRVVLEOH G¶LQFOXUH GDQV FH GRPDLQH GX IDLW GH O¶LPEULFDWLRQ GH
problématiques   géographiques   et   hydrologiques,   peut   donc   a   priori   tirer   profit   de   cette   révolution  
technologique.  
En   intégrant  plusieurs  dimensions  technologiques  fortes,  elle  permet  de  décrire  plusieurs  orientations  
VXU OHVTXHOOHV OHV UHFKHUFKHV UHODWLYHV j O¶H[SHUWLVH K\GURORJLTXH SHXYHQW V¶DSSX\HU ,O HVW GRQF
important  à  ce  niveau  de  rappeler  ces  trois  dimensions  expérimentales  :  
-­ La   dimension   «  Technologie  »   qui   correspond   aux   traitements   de   bas   niveau   sur   les  
ressources   de   grille.   Dans   cette   recherche,   la   capacité   de   prise   en   charge   G¶pWXGHV
paramétriques   de   la   technologie  grille   a   été  plus   précisément   approfondie   pour   permettre   le  
WUDLWHPHQW G¶XQ JUDQG QRPEUH GH VFpQDULRV GH PRGpOLVDWLRQ K\GURORJLTXH GDQV GHV GpODLV
opérationnels  courts  et  une  qualité  de  service  proche  des  contraintes  du  fonctionnement  de  la  
Sécurité  Civile  
-­ La  dimension  «  Traitement  ªTXLHVWVXVFHSWLEOHGHVXSSRUWHUO¶LQWHUDFWLRQHQWUHGHVV\VWqPHV
G¶LQIRUPDWLRQ GLVWDQWV HW KpWpURJqQHV SDU OH UHFRXUV j GHV PpWKRGHV ©  ergonomiques  »  
VWDQGDUGLVpHVFDSDEOHVGHV¶DXWR-­déFULUHHWG¶LQWHUDJLUGHPDQLqUHDXWRQRPHOHVVHUYLFHVZHE
GHO¶2*&2SHQ*HRVSDWLDO&RQVRUWLXP/HFDGUHJpQpULTXHTXLFDUDFWpULVHFHWWHGLPHQVLRQ
SHUPHWG¶HQWUHYRLUXQHFHUWDLQHHIILFDFLWpGDQVODFRQFHSWLRQGHQRXYHOOHVFDSDFLWpVHWa  fortiori  
de  nouvelles  compétences.  
-­ La  dimension  «  Entreprise  »  qui  apparait  indispensable  aux  opérations  relatives  à  la  gestion  de  
FULVH (OOH V¶DSSXLH VXU XQH LQWHUIDFH JUDSKLTXH FRQQHFWpH DX[ FRPSRVDQWV GX QLYHDX
«  Traitement  ªHWIDFLOLWHG¶XQHSDUWO¶DSSUpKHQVLRQGHOD  situation  «  temps  réel  ªHWG¶DXWUHSDUW
                                                                                                            
1  ,OHVWTXHVWLRQGXUDSSURFKHPHQWHQWUHO¶2SHQ*HRVSDWLDO&RQVRUWLXP2*&HWO¶2SHQ*ULG)RUXP2*)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la  construction  de  scénarios  de  prévision  hydrologique  par  le  prévisionniste  du  SPC-­GD.  Son  
intégration  dans  un  environnement  «  Web  ªSURORQJHO¶LQWHURSpUDELOLWpHWO¶XELTXLWpRIIHUWHVSDU
la  technologie  grille  et  OHVVHUYLFHVZHEGHO¶2*&  
Ainsi,  cette  méthodologie   fondée  sur  des  solutions   logicielles   innovantes,   telles  que   les  services  web  
géographiques  GHO¶2*&FRQILUPHHWV¶DOLJQHDYHFODQpFHVVLWpGHGpYHORSSHUGHVLQWHUIDFHVHQWUHOHV
V\VWqPHVG¶LQIRUPDWLRQJpRJUDSKLTXHPHQWGLVWDQWVDILQG¶DVVXUHUO¶RSpUDWLRQQDOLWpJOREDOHGXV\VWqPH
GLVWULEXp /H UHFRXUV j GHV LQWHUIDFHV VWDQGDUGLVpHV GRLW GH SOXV IDFLOLWHU HW DFFpOpUHU O¶LQWpJUDWLRQ
rapide  :  
-­ de  nouveaux  composants  logiciels  et  de  nouvelles  sources  de  données,  
-­ GHQRXYHDX[SDUWHQDLUHVLQFOXVGDQVOHSURFHVVXVG¶DLGHjODGpFLVLRQK\GURORJLTXH  
Il  apparait  dès  lors  envisageable  de  poursuivre  les  axes  de  développement  initiés  par  cette  recherche,  
HQpODUJLVVDQWOHFKDPSG¶DSSOLFDWLRQGHFHWWHPpWKRGRORJLHHWHQ  développant  une  véritable  approche  
«  métier  »   dans   laquelle   chaque   acteur   manipule   et   traite   les   données   relatives   à   son   champ  
G¶H[SHUWLVH VDQV FRQWUDLQWHV LQIRUPDWLTXHV IRUWHV HW GDQV XQ FRQWH[WH FROODERUDWLI *-­ALHTAÏR   peut  
GRQFV¶RULHQWHUjWHUPHYHUV  un  «  V\VWqPHVSDWLDOG¶DLGHjODGpFLVLRQK\GURORJLTXHFROODERUDWLI  ».  
Finalement,  la  distribution  géographique  des  composants  du  système  G-­ALHTAÏR,  et  plus  largement  la  
structuration   de   la   grille   en   ressources   géographiquement   distantes   semblent   pouvoir   permettre  une  
meilleure   sécurisation   des   traitements   et   des   données,   dans   le   sens   où   ils   peuvent   être   gérés   à  
O¶H[WpULHXUGHOD]RQHjULVTXH/¶DVSHFWXELTXLWDLUHGHFHWWHWHFKQRORJLHIDFLOLWHGHSOXVODUpFXSpUDWLRQ
de  ces  opérations  en  temps  réel  par  des  partenaires  de  la  gestion  de  crise  autorisés  et  épargnés  par  le  
SKpQRPqQHGDQJHUHX[DILQG¶DVVXUHUODFRQWLQXLWpGHO¶H[SHUWLVH/DUHODWLRQRSpUDWLRQQHOOH6&+$3,2  /  
63&V¶DGDSWHELHQjFHWWHQRXYHOOHFDSDFLWp  
Finalement,   il   est   important   de   noter   que   de   nombreux   travaux   scientifiques   abordent   cette  
problématique  GHO¶H[SHUWLVHK\GURPpWpRURORJLTXHVRXVO¶DQJOHWHFKQRORJLTXHPDLVFRPPHOHUDSSHOOH
Montz  et  Gruntfest  (2002)  réduire  la  problématique  de  gestion  des  crues  éclair  à  une  simple  question  
technologique   ne   suffit   pas.   Fort   de   cette   considération,   les   orientations   méthodologiques   et   les  
résultats  de  cette  recherche  doivent  être  appréhendés  avec  une  certaine  précaution  et  ne  doivent  pas  
occulter  :  
-­ ODQpFHVVLWpG¶pWXGLHUFHWWHSUREOpPDWLTXHVRXV O¶DQgle  des  sciences  sociales  HWGH O¶HIIRUWGH
sensibilisation  toujours  nécessaire  
-­ la  nécessaire  poursuite  des  recherches  sur   la  connaissance  des  processus  de  genèse  de  ce  
type  de  phénomène  qui  permettra  le  développement  des  modèles  de  prévision  plus  pertinents  
et  plus  efficaces.  
                                                                                                            
2  Service  Central  d'Hydrométéorologie  et  d'Appui  à  la  Prévision  des  Inondations  
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Une organisation virtuelle pour le risque « inondation » 
La  problématique  initiale  de  cette  recherche  a  orienté   les  développements  méthodologiques  vers  une  
considération   forte   de   la   dimension   «  temps   réel  ª (OOH V¶HVW DWWDFKpH j FRQVLGpUHU O¶H[SHUWLVH
K\GURORJLTXH HQ VLWXDWLRQ GH FULVH&HSHQGDQW FHUWDLQV DUJXPHQWV IRUWVDUJXPHQWHQW HQ IDYHXUG¶XQ
élargissement   de   cette   méthodologie   vers   une   dimension   plus   globale   de   prise   en   compte   des  
problématiques   fondamentales   du   risque   «  inondation  ª &HWWH DSSURFKH V¶DSSXLH VXU GHV
PpWKRGRORJLHVG¶DQDO\VHHWG¶LQWHUSUpWDWLRQGHVGRQQpHVK\GURORJLTXHVVWUDWpJLTXHVHWRSpUDWLRQQHOOHV
en   «  temps   différé3  ».   En   effet,   la   dimension   collaborative   forte   offerte   par   les   technologies  
appréhendées   danV FHPpPRLUH HW O¶DFFqV j GHV UHVVRXUFHV GH FDOFXOPDLV DXVVL GH VWRFNDJH j la  
demande  semble  offrir  un  socle  technologique  et  politique  solide  pour  intégrer  les  opérations  relatives  à  
la  gestion  du  risque  «  inondation  ».  Il  peut  permettre  une  continuité  tHPSRUHOOHGDQVO¶DFFqVHWO¶DQDO\VH
GHVGRQQpHVK\GURPpWpRURORJLTXHVSDUPLO¶HQVHPEOHGHVDFWHXUVLQVWLWXWLRQQHOVHWDFDGpPLTXHVGHOD
SKDVHGHSUpYHQWLRQDX[UHWRXUVG¶H[SpULHQFHSUDWLTXpVDSUqVFKDTXHRFFXUUHQFHGHFUXHHQSDVVDQW
SDUO¶H[SHUWLVHK\GURmétéorologique  décrite  dans  ce  mémoire  (Fig.  112).  
 
Figure  112  :  Schéma  synthétique  d'un  système  d'information  dédié  à  la  gestion  du  risque  "inondation"  basé  sur  la  technologie  grille  
(adapté  de  Lee  et  Percivall,  2008)  
Ainsi,   en   se   basant   sur   les   acquis   technologiques   offerts   par   G-­ALHTAÍ5 O¶HQVHPEOH GHV DFWHXUV
SRXUUDLHQWrWUHUHJURXSpVDXVHLQG¶XQHRUJDQLVDWLRQYLUWXHOOHSHUPHWWDQWGHFRQQHFWHUG\QDPLTXHPHQW
HW GH PDQLqUH LQWHURSpUDEOH O¶HQVHPEOH GH OHXUV V\VWqPHV G¶LQIRUPDWLRQ GDQV OD SKLORVRSKLH GX  
FRQFHSWG¶H-­Science  (GAGLIARDI  et  al.,  2005  ;;  GURNEY  et  al.,  2009  ;;  HEY  et  TREFETHEN,  2002  ;;  JONES,  
2009).  Les  données  et  les  outils  respectivement  gérés  et  développés  par  chaque  partenaire  pourraient  
être  partagés  et   intégrés  (au  sens  de  réplication)  au  VHLQGHVUHVVRXUFHVLQIRUPDWLTXHVRIIHUWHVG¶XQH
RUJDQLVDWLRQYLUWXHOOHjGpILQLU&HWWHRUJDQLVDWLRQYLUWXHOOHSRXUUDLWDYRLU ODYRFDWLRQG¶XQHSODWHIRUPH
G¶DFFqV DX[ GRQQpHV KLVWRULTXHV HW ©  temps   réel  »,   constituant   la   base   de   connaissance  
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hydrométéorologique,   et   des   capacités   de   traitement   adaptées   à   ces   données,   le   tout   sur   un  
environnement  collaboratif  pérenne.  
8QHWHOOHYLVLRQVLHOOHV¶DOLJQHDYHFODYRORQWpG¶LQWHUGLVFLSOLQDULWpSDUWDJpHSDUO¶HQVHPEOHGHVDFWHXUV
nécessite  au  préalable  une  expérimentation  approfondie  du  fond  méthodologique  de  cette  recherche  et  
plus   particulièrement   une   réflexion   globale   sur   des   aspects   relatifs   à   la   gouvernance   de   cette  
organisation  virtuelle,  discutés  plus  globalement  dans  le  dernier  volet  de  ce  mémoire.  À  titrHG¶H[HPSOH
le  projet  BVNE  (Bassins  Versants  Numériques  Expérimentaux),  qui  regroupe  des  acteurs  du  monde  de  
O¶K\GURORJLHSRXUODPRGpOLVDWLRQHWODFDUDFWpULVDWLRQGHVFUXHVjFLQpWLTXHUDSLGHUHSUpVHQWHXQHEDVH
solide  sur  laquelle  il  convient  sans  GRXWHGHV¶DSSX\HU  
Une adoption multiforme 
(QFO{WXUHGHFHPpPRLUHLOFRQYLHQWGHV¶LQWpUHVVHUjODSUREOpPDWLTXHGpMjDERUGpHGHGLVSRQLELOLWp
des   ressources   informatiques   à   la   demande   dans   un   contexte   concurrentiel   que   représente   la  
technologie  grille/HFRQFHSWG¶RUJDQLVDWLRQYLUWXHOOHGHODJULOOH(*((DVVXUHXQQLYHDXG¶DFFHVVLELOLWp
élevé  mais  les  résultats  présentés  dans  le  chapitre  7,  tendent  à  relativiser  la  pleine  disponibilité  de  ces  
UHVVRXUFHV G¶DXWDQW TXH OD JHVWLRQ GH FULVH UHYrW XQ IRQFWionnement   imprévisible   en   temps   et   en  
charge  de  calcul.  
$LQVL OHV RULHQWDWLRQV SROLWLTXHV j GpYHORSSHU SRXU SRXUVXLYUH O¶HQJDJHPHQW WHFKQRORJLTXH pQRQFp
dans  ce  mémoire  peuvent  se  baser  sur  une  des  deux  dimensions  de  gouvernance  suivantes  :  
1. Dans   la   philosophie   des   travaux   présentés,   les   acteurs   opérationnels   doivent   poursuivre   les  
efforts   de   développement,   initiés   par   le   système   G-­ALHTAÏR,   de   manière   intégrée   avec   les  
IRXUQLVVHXUVGH UHVVRXUFHVG¶XQHRUJDQLVDWLRQYLUWXHOOHassociée  au  SURMHW(*(((Q O¶RFFurrence,   la  
92(65VHPEOH V¶DOLJQHUDYHF OHVSUREOpPDWLTXHVGH OD JHVWLRQGH FULVH$LQVL GHV FDPSDJQHVGH
«  fidélisation  »  de  sites  de  calcul  régionaux  (par  ex.  Marseille  et  Montpellier)  peuvent  être  envisagées  
DILQ G¶DVVXUHU OD GLVSRQLELOLWp GHV UHVVRXUFHV SDU OD SULRULWLVDWLRQ GHV RSpUDWLRQV G¶RUGRQQDQFHPHQW
provenant   du   SPC-­*' ORUV GH OD VXUYHQDQFH G¶pSLVRGH G¶LQRQGDWLRQ.   Cette   solution   implique  
certainement   la   contribution   de   la   part   du   SPC-­GD   à   O¶DFTXLVLWLRQ GH UHVVRXUFHV GH FDOFXO HW GH
stockage  dédiées  à  ces  sites,  dans  la  philosophie  de  partage  initiée  par  la  grille.  
2. Une   seconde  DSSURFKH FRQFHUQH OD UpIRUPH GHV VHUYLFHV LQVWLWXWLRQQHOV GpGLpV j O¶H[SHUWLVH
K\GURORJLTXH GDQV ODTXHOOH FHWWH UHFKHUFKH HVW UDWWDFKpH /¶KDUPRQLVDWLRQ WHFKQRORJLTXH
explicitement  décrite  dans  cette  réforme,  semble  prédisposée  à  une  réflexion  collective  envisageant  la  
construction  de  sites  de  calculs  localisés  dans  les  services  de  prévision  des  crues,  au  SCHAPI  ou  chez  
les  partenaires  académiques  et  opérationnels  de  la  gestion  du  risque  «  inondation  ».  Cette  dimension  
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V¶DOLJQH sur   O¶RUJDQLVDWLRQ YLUWXHOOH GpGLpH DX ULVTXH ©  inondation  »   proposée   précédemment.  
Finalement,   cHV VLWHV SULQFLSDOHPHQW GpGLpV DX[ RSpUDWLRQV G¶H[SHUWLVH K\GURPpWpRURORJLTXH HQ
situation  de  crise,  SRXUUDLHQWrWUH LQWpJUpVjXQHDUFKLWHFWXUHGHSOXVJUDQGHpFKHOOH WHOOHTX¶(*((
afin  de  leur  assurer  une  viabilité  technologique  et  une  légitimité  politique,   leur  permettant  de  disposer  
G¶XQVXUSOXVSRWHQWLHOGHUHVVRXUFHVGDQVOHFDGre  de  recherches  en  hydrologie.  
'DQVWRXVOHVFDVO¶RULHQWDWLRQVWUDWpJLTXHjSRXUVXLYUHjODVXLWHGHFHVWUDYDX[GRLWV¶DSSX\HUVXUXQH
réflexion  à  long  terme,  articulée  entre  la  poursuite  des  expérimentations  développées  dans  ces  travaux,  
en   enrichissant   la   méthodologie   suivant   les   perspectives   présentées   dans   le   chapitre   8,   et   des  
«  challenges  ª VXU XQH DUFKLWHFWXUH GH JULOOH WHOOH TX¶(*(( HQ UHSURGXLVDQW OH GpURXOHPHQW
G¶pYqQHPHQWV SDVVpV H[WUrPHV FRPPH FHOXL GH  GDQV OH *DUG GH PDQLqUH j GpYHORSSHU OHV
stratégiHVG¶DGRSWLRQOHVPLHX[DGDSWpHV  
Finalement,  les  nouvelles  orientations  politico-­organisationnelles  du  projet  européen  EGEE,  en  accord  
avec   sa   mise   en   production,   doit   permettre   dans   les   mois   à   venir   une   structuration   politique  
géographique,   imbriquant   des   dimensions   locales   Q°XGV GHJULOOH UpJLRQDX[0RQWSHOOLHU0DUVHLOOH
etc.),   nationales   (NGI4)   et   européenne   (EGI5)   de   la   gouvernance   de   cette   grille.   Cette   orientation  
VHPEOH RIIULU XQ VRFOH VROLGH SRXU O¶DGKpVLRQ GH FRPPXQDXWpV GH SOXV HQ SOXV GLYHUVHs.   Au   niveau  
français,   une   démarche   prospective   pour   la   définition   des   besoins,   des   rôles   et   des   orientations   en  
PDWLqUHGHJULOOHGHFDOFXODUpFHPPHQWpWpPHQpHSDUO¶,QVWLWXW'HV*ULOOHV,'*6).  Au  travers  de  son  
livre   blanc   (IDG, 2009),   cet   institut   a   défini   les   bases   politiques   et   scientifiques   de   la   future   «  NGI  
France  »,   vision   consolidée   par   «  OH SURWRFROH G¶DFFRUG QDWLRQDO VLJQp j O¶DXWRPQH  HQWUH OH
0LQLVWqUH GH OD UHFKHUFKH OH &156 OH &($ O¶,15,$ O¶,15$ 5(1$7(5 HW OD FRQIpUHQFHV GHV
PrésLGHQWVG¶8QLYHUVLWpV  ».  Ainsi,  ces  nouvelles  garanties  offrent  certainement  une  opportunité  nouvelle  
G¶HQYLVDJHUune  définition  et  un  positionnement  précis  de  la  mission  vitale  dont  les  services  de  Sécurité  
Civile  sont  en  charge,  afin  de  garantir  une  mise  à  disposition  de   ressources   informatiques   suivant   le  
principe  G¶LQWpUrWJpQpUDO  
                                                                                                            
4  National  Grid  Initiative  
5  European  Grid  Initiative  
6  http://idgrilles.fr/  
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  Contribution à l'amélioration de l'expertise en situation de crise par l'utilisation 
de l'informatique distribuée 
Application aux crues à cinétique rapide 
 
RESUME : /HVFUXHVjFLQpWLTXH UDSLGH WHOOHVTXH O¶pYqQHPHQWGXHWVHStembre 2002 dans le 
GpSDUWHPHQWGX*DUGFDXVHQWUpJXOLqUHPHQWG¶LPSRUWDQWVGRPPDJHVVRFLR-économiques. A la suite 
GH FHWWH FDWDVWURSKH XQH UpIRUPH GHV VHUYLFHV G¶DQQRQFH GHV FUXHV 6$& D pWp LQLWLpH HW D
engendré la transformation des 52 services existants en 22 services de prévision des crues (SPC) et 
ODFUpDWLRQG¶XQVHUYLFHFHQWUDODXQLYHDXQDWLRQDOOH6&+$3,3OXVFRKpUHQWK\GURORJLTXHPHQWFHV
services se sont vus assigner une nouvelle mission de prévision des crues. Dans le cadre des 
prévisions des crues à cinétique rapide, le service de prévision des crues « Grand Delta » (SPC-GD) 
XWLOLVHO¶DSSOLFDWLRQ$/+7$Í5FDSDEOHG¶LQWpJUHUGHVGRQQpHVK\GURPpWpRURORJLTXHVHWODPRGpOLVDWLRQ
© WHPSV UpHO ª GHV GpELWV GHV FRXUV G¶HDX GHV EDVVLQVYHUVDQWV DPRnt. Cependant, ce service ne 
GLVSRVH SDV j O¶KHXUH DFWXHOOH G¶XQH YpULWDEOH FDSDFLWp GH SUpYLVLRQ GHV FUXHV j FLQpWLTXH UDSLGH
&HWWH WKqVHV¶DWWDFKHGRQFjSHUIHFWLRQQHUFHWWHFDSDFLWpGHSUpYLVLRQHQXWLOLVDQW ODYRFDWLRQGH OD
technologie grille, une technologie informatique innovante, à fournir de ressources informatiques à la 
demande et un environnement collaboratif. La méthodologie et les expérimentations ont permis de 
GpYHORSSHU XQ V\VWqPH VSDWLDO G¶DLGH j OD GpFLVLRQ K\GURORJLTXH *-ALHTAÏR) basé sur les 
UHVVRXUFHVGHO¶DUFKLWHFWXUHGHJULOOHHXURSpHQQH(*EE (Enabling Grids for E-sciencE). Des résultats 
prometteurs montrent une capacité à modéliser un nombre important de scénarios de prévision 
hydrologique dans un contexte opérationnel, et en adéquation avec les besoins du SPC-GD. 
Mots clés : Prévision des crues à cinétique rapide, Modélisation pluie-débit, Technologie grille, 
SHUYLFHVZHEGHO¶2*&Qualité de service. 
 
Contribution to the enhancement of expertise in crisis situation through 
distributed computing  
Application to flash flood 
ABSTRACT: Flash floods, as it happened on September, the 8th and 9th 2002 in the Gard territory, 
can yield to important economic and human damages. After this catastrophic hydrological situation, a 
reform of flood warning services (SAC) was initiated. Thus, this political reform has transformed the 52 
existing flood warning service into 22 flood forecasting service (SPC) which are more hydrologically 
consistent, and has created a national central service, the SCHAPI. A new effective hydrological 
forecasting mission has been assigned to these services. In the context of flash floods, the flood 
forecasting service Grand Delta (SPC-GD) uses the application ALHTAÏR integrating 
hydrometeorological data and real-time modeliQJ FDSDELOLWLHV RI PRXQWDLQRXV ULYHUV¶ GLVFKDUJHV
However, this service a limited hydrological forecast ability. Hence, this PhD attempts to enhance this 
forecasting competency using the purpose of the innovative Grid technology to provide on demand 
computing resources and collaborative environment. The methodology and experimentations have 
enabled to implement a hydrological spatial decision support system (G-ALHTAÏR) based on the 
resources of EGEE (Enabling Grids for E-sciencE) grid architecture. Promising results demonstrate a 
capacity to model an important number of hydrological forecasts scenarios in an operational context 
and suitable with SPC-GD requirements. 
Keywords : Flash floods forecasting, rainfall-runoff modeling, Grid technology, OGC web services, 
Quality of service. 
