Abstract-Particle filter has been widely applied in many fields in recent years. In order to reduce the particle degeneracy problem, some resampling strategies are introduced to improve the real-time performance of particle filtering. In this article, we present many resampling algorithms and their modified strategy, combining with the simulation experiments of two moving-target tracking models and the efficiency of some algorithms are evaluated.
INTRODUCTION
In the past decades of years, extensive research and work has been done on moving target tracking, especially for improving accuracy, robustness and real-time performance. Among these methods, particle filter has become a popular technique for problems associated with nonlinear nonGaussian probability distribution since 1990s. As Kalman filter is optimal in the important case when the equations are linear and the noises are independent, additive, and Gaussian [1] . Although various approximate methods such as extended Kalman filter (EKF) and unscented Kalman filter (UKF) are applied widely for nonlinear target tracking, particle filter still has better performance in complex environment with noises.
Particle filter is a sequential Monte Carlo method based on particles of probability densities, which are represented by corresponding weights particles. So the method is also called sequential importance sampling(SIS).There are a lot of researchers working in this field and significant results gained in [2] [3] [4] [5] , but degeneracy of particles sometimes is very severe so that there are only a few particles significant weights. The degeneracy implies that the performance of the particle filter will deteriorate. There are two methods to reduce the degeneracy, using good importance sampling functions and resampling method. Some authors like Guo et al. [6] present new methods to sample based on Markov chain Monte Carlo(MCMC), and some advanced methods are derived from [7] , [8] .
This paper is organized as follows. Fundamentals of particle filtering are introduced in section 2 and various resampling schemes in section 3 for particle filtering. Simulation results of two target-tracking models are given in section 4, and conclusion is described in section 5.
II. FUNDAMENTAL OF PARTICLE FILTERING Generally, the framework of Bayesian tracking consists of estimating dynamic state of objects in a nonlinear stochastic system, and a set of noisy observations. The timevarying object state is denoted by state vector n x , and observation is denoted by observation vector, as the distribution ( ) , and the method is called importance sampling. By normalizing the weights with,
The sequential importance sampling method suffers a serious drawback: after a few iteration steps all but one of the normalized weights are very close to zero. As we mentioned above, with n increasing, the SMC estimate deteriorates. Because the degeneracy phenomenon is unavoidable, Liu et al. [5] introduced an approximate method to measure particle degeneracy by,
We can get the implementation of SISR algorithm. There are three steps: 1)
Step One: Importance Sampling. a) Initialization: according to state prior distribution, we can establish initial particles set sampling from,
, through evaluating the importance weights from (6), get the new set of particles.
c) Normalize importance weights: (7), normalize the importance weight of particles. b) Make the timing step from t to t + 1 and return back to step one to continue.
3)
Step Three: Resampling. 
. So in the implementation of PF, resampling is the last but critical operation in particle filtering. Because with time, a small number of weights dominating the remaining maybe lead to poor approximation of the posterior density and inferior estimates, good resampling algorithm can alleviate the weight degeneracy problem and improve performance of particle filtering.
III. VARIOUS RESAMPLING SCHEMES
As we mentioned above, good resampling algorithm consists in selecting new particle positions and weights, so that discrepancy between the resampled weights can be reduced, meanwhile the resampled particle system be as good an approximation to { } 
A. Basic Resampling Algorithms
From the literature, four traditional basic resampling algorithms can be identified such as Simple Random Sampling, Stratified Resampling, Residual Resampling (RR), and Systematic Resampling (SR) [9] . All of them can be used in the basic (SISR) particle filter.
• Simple Random Sampling, also called Multinomial • Systematic Resampling (SR): similar to stratified resampling, the interval is divided into N strata and one sample is taken from every stratum, but the samples are no longer independent. They have same position within a stratum that gives the minimal discrepancy for N samples. And in many scenarios, residual resampling, stratified resampling and systematic resampling are better than simple resampling as they use variance reducing methods, from a theoretical point of view in [10] . However in practice, systematic resampling is easy to implement and outperforms other resampling schemes in most scenarios, it is often most widely-used resampling scheme. These four basic resampling algorithms can solve the divergence problem of PF in many cases, but also increases in the computational cost and other problems.
B. Threshold-based Partial Resampling Algorithms
Since M. Bolic put forward threshold-based algorithms in [11] called Partial Resampling (PR) which combines the merits of both systematic and residual resampling, also reduces complexity and processing time. The concept of partial resampling is to do resampling only on particles with large weights and replace them with particles with unequal weights, while particles with moderate weights are not resampled. This method is also called Partial Deterministic Resampling (PDR) illustrated in [12] .
Firstly, there are two defined threshold l T and h T , where
.Then we group the particles according to their weights into three sets, i.e. the number of particles with weights greater than h T and less than l T can be denoted by h N and l N respectively. And the resampling function is given as follows, respectively. And we evaluate these 9 resampling algorithms in our experiment, that are denoted by PR1with TH1, PR1with TH2, PR1with TH3; PR2with TH1, PR2with TH2, PR2with TH3; PR3with TH1, PR3with TH2, PR3with TH3.
C. Weight Optimal Resampling Algorithms
Sophisticated techniques that help generate better resamples in the PF [13] [14] [15] [16] have been developed in the computational efficiency of the method. And weight optimal resampling algorithms (WOR) are put forward to alleviate the weight degeneracy and sample impoverishment. The weight optimal function is given as follows,
Where K is proportionality factor ( 1 ≥ K ). We choose 3 = K and 5 = K to verify the performance of algorithms, denoted as WORS K1 and WORS K2.
Through the weight optimal algorithm, relative size of all weights will not be changed and diversity be maintained. Therefore probability density distribution before and after resampling is the same.
IV. SIMULATION AND RESULTS
In order to evaluate the different resampling algorithms in particle filter, we designed simulation program using MATLAB R2012a with 50 MC trials of resampling schemes in following two systems, UNGM and BOT. They are both known in the literature, which are used to compare the different 15 resampling algorithms for verifying the performance of the algorithms. is used as a performance indicator. We simulate these 15 resampling algorithms with different numbers of particles changing from 1000, 500 to 100 while using the same measurement data. The simulation results are shown in figure 1 . The RMSE of standard PF without resampling is the highest, and the others are different in values, some of which can be clearly listed in the table 1. MR  SR  RR  PR1 TH1  PR1 TH2  PR1 TH3  PR2 TH1  PR2 TH2  PR2 TH3  PR3 TH1  PR3 TH2  PR3 TH3  WORS From perspective of [12] , the most promising PR3 algorithm is the simplest one and it requires the smallest size of memory. However from experiment we can see that different thresholds affect performance of PF greatly, e.g. TH1 and TH3, between that one is the best the other is the worst.
Then we compare the running time of 15 resampling schemes as follows. SR  RR  PR1 TH1  PR1 TH2  PR1 TH3  PR2 TH1  PR2 TH2  PR2 TH3  PR3 TH1  PR3 TH2  PR3 TH3  WORS We can see that running time of standard PF without resampling is obviously the lowest, the WOR algorithms are much better than PR algorithms because its simple algorithm structure and meanwhile keeping diversity. Some simulation data can be clearly shows in the table below. When particle number is less than 500, SR is the most commonly used since it is the fastest resampling algorithm for computer simulations, with lower conditional variance for all configurations of the weights. But PR1 is not a good choice when you want to get much faster performance. From figure 4 above, we can also get same results as in UNGM that especially when N=1000, simulation time of 15 algorithms are very long among which RR and SR are better. So a larger particle number leads to higher estimation accuracy, which requires more computation cost at the same time. To get a balance between the tracking accuracy and the computation cost is a problem worthy of consideration.
V. CONCLUSION
In this paper, by analyzing some resampling algorithms including systematic resampling, multinomial resampling, residual resampling and some modified resampling and so on, we hope to get a deeper research on different resamplings to improve the deficiency in PF. Resampling step can alleviate the weight degeneracy problem, however it suffers from the high computation cost and sample impoverishment. It means that the diversity of the particles is reduced due to the fact that particles with a high importance weight will be selected many times.
So according to analysis of PFs in two models, UNGM and BOT, simulation results show that using a different resampling algorithm might increase the quality of the estimates of the particle filter. And we further discuss how to determine which resampling scheme to choose in targettracking model with different particle numbers and different conditions. As proposed new resampling algorithms whose processing time is often required and should be more suitable for hardware implementation. While some algorithms reduce complexity remarkably, but minimize performance degradation. Although improvements are not guaranteed using theoretical favorable resampling algorithms, simulations show the right resampling algorithms on average better estimates in PF.
