We investigate a fermionic susceptible-infected-susceptible model with mobility of infected individuals on uncorrelated scale-free networks with a power-law degree distribution P (k) ∼ k −γ of exponent 2 < γ < 3. Two diffusive processes with diffusion rate D of an infected vertex are considered. In the standard diffusion, one of the nearest-neighbors is chosen with equal chance while in the biased diffusion this choice happens with probability proportional to the neighbor's degree. A non-monotonic dependence of the epidemic threshold on D with an optimum diffusion rate D * , for which the epidemic spreading is more efficient, is found for standard diffusion while monotonic decays are observed in the biased case. The epidemic thresholds go to zero as the network size is increased and the form that this happens depends on the diffusion rule and degree exponent. Analyses on star and max k-core subgraphs explain several features of the diffusive epidemic process. We analytically investigated the dynamics using quenched and heterogeneous mean-field theories. The former present, in general, a better performance for standard and the latter for biased diffusion models, indicating different activation mechanisms of the epidemic phases that are rationalized in terms of hubs or max k-core subgraphs. The transition to the absorbing state is smeared for networks with γ > 2.5 in the case of biased diffusion while a regular critical transition with diverging fluctuations is found for standard diffusion.
I. INTRODUCTION
Any system that allows an abstract mathematical representation where the vertices are elements connected by edges representing interactions among them can be suited in the complex network framework 1 . A network can be characterized by several statistical properties such as the degree distribution probability P (k) that a randomly selected vertex has k contacts (k is called vertex degree). Many real networks as Internet 2 , actor and scientific collaboration 3 , airport connections 4,5 possess degree distributions with power-law tails in the form 1 P (k) ∼ k −γ .
The dynamics processes taking place on the top of a network are on an equal footing as its structural properties 6 . The simplest example is a standard random walk, in which a particle lying on the vertices of the network hops to a nearest-neighbor randomly selected. For connected undirected networks, the stationary probability to find a walker on a vertex is proportional to its degree 7 . Since a random walk is a very basic search mechanism, a deeper understanding of this dynamical process can aid the building of efficient strategies to find a specific content in a network 8 . Moreover, the patterns of mobility of individuals is an issue of increasing relevance that nowadays can be experimentally tracked back using bluetooth and Internet 9 , mobile phones 10 , or radio-frequency identification devices 11, 12 . Another important class of dynamic processes on networks is the epidemic spreading 13 . It is a remarkable example where an academic problem in complex systems has turned into applications in real processes as the forecast of outbreaks of Ebola 14 , H1N5 influenza 15 , and Zika virus 16 to mention only a few examples. A kind of epidemic spreading whose importance has increased significantly is the virus dissemination in mobile devices 17 .
Relevance of the interplay between diffusion and epidemic spreading in real systems is self-evident since hosts of infectious agents, such as people and mobile devices, are constantly moving being the carriers that promote the quick transition from a localized outbreak to a large scale epidemics 4, 5, 15 . Diffusion has been investigated on networks for bosonic epidemic processes where the vertices can be simultaneously occupied by several individuals 18 and, in particular, within the context of heterogeneous metapopulations [19] [20] [21] [22] [23] where each vertex consists itself of a subpopulation and the edges represent possibility of interchange of individuals moving from one subpopulation to another according to a mobility rule. When infected and healthy individuals move with the same rate on a metapopulation, the concentration of both types is proportional to the vertex degree 20 . On lattices, diffusion in bosonic models can lead to complex outcomes such as discontinuous or continuous absorbing-state phase transitions depending on the diffusion rates of infected and susceptible (that can be infected) individuals 24 .
Epidemic process are commonly investigated within a fermionic approach, in which each vertex can host a single individual 13 . Mean-field theories predict equivalent critical properties and evolution for bosonic and fermionic reaction-diffusion processes but they are not identical 18 . One fundamental epidemic process with a stationary active state is the susceptible-infectedsusceptible (SIS) model 13 where the vertices can be in one of two states: susceptible, which can be infected, and infected that can transmit the infection. Infected individuals become spontaneously susceptible with rate µ while the susceptible ones in contact with z infected individuals are infected with rate λz. Despite its simplicity, the SIS model on networks with power-law degree distribution presents complex behaviors and has been subject arXiv:1808.01004v1 [physics.soc-ph] 2 Aug 2018 of intensive research 13, 25 . Some important features of the SIS model have been discussed in its fermionic version as, for example, the value of the epidemic threshold above which the epidemics lasts forever in the thermodynamical limit 26 , how this limit is approached [27] [28] [29] [30] and the localization of the epidemic activity [31] [32] [33] [34] [35] [36] . The epidemic threshold of the SIS model on random graphs with power-law degree distribution is null in the thermodynamical limit 26 , irrespective of the degree exponent γ. The epidemic threshold of the SIS model is commonly investigated using mean-field methods 13 . Two basic ones are the heterogeneous mean-field (HMF) 2 and quenched mean-field (QMF) 37 theories. Recent reviews can be found elsewhere 13, 25 . The former considers a compartmental approach where vertices with the same degree have the same chance to be infected while the latter takes into account the actual structure of network through its adjacency matrix; See section III. The QMF theory is able to capture the asymptotic null threshold analytically expected 26 and observed in simulations 27 for all values of γ > 2 while the zero threshold happens only for 2 < γ < 3 in HMF.
In this paper, we investigate a diffusive fermionic SIS model where infected agents hop to their nearest neighbors with rate D. Two rules, with (biased diffusion) and without (standard diffusion) tendency to higher degree vertices are investigated. We observe that moderate diffusion enhances epidemic activity in hubs and that the threshold a asymptotically vanishes for both models while the finite-size scaling of the threshold depends strongly on the diffusion model and the degree exponent of the networks. For a fixed size, the standard diffusion model presents an optimum value of D, in which the epidemic threshold is minimal while a monotonic decay is found for biased diffusion. Comparisons between HMF and QMF theories with the thresholds obtained in simulations on scale-free networks with γ < 3 show, in general, a higher accuracy of QMF for standard and HMF for biased diffusion models indicating different activation mechanisms 39, 40 for these mobility strategies. We also present evidences for a smeared transition 36 , in which fluctuations of the order parameter (density of infected vertices) are damped in the case of biased diffusion and γ > 2. 5 .
The remaining of the paper is organized as follows. In section II we define the diffusive SIS models, briefly review and present the properties of random walks on networks for the investigated mobility rules. The meanfield equations and their stability analyses are presented in section III. The numerical methods are presented in section IV. Simulations are compared with the mean-field theories in Sec. V and the smearing of the transitions a Rigorously, for a finite system the unique asymptotic stationary state is the absorbing one where all vertices are susceptible 38 . In this work, we deal with an effective finite-size threshold above which the epidemic lifespan becomes extremely large. discussed in Sec. VI. The implications and interpretations of the results are presented in section VII. We summarize our conclusions and prospects in section VIII.
II. MODELS
The models consist of the SIS dynamics described in Sec. I with rates λ and µ on a network of N vertices, including diffusion of infected individuals with rate D. The healing rate is fixed as µ = 1 without loss of generality. Diffusion consists of the exchange of states between the infected vertex and one of its nearest-neighbors selected according to a given rule. It worths to stress that the exchange between two infected vertices does not lead to a new state. The absence of diffusion on the susceptible vertices is motivated by simplification of the computer implementation of the stochastic simulations.
We investigated two diffusion rules. In the standard diffusion, the state of an infected vertex i of degree k i is exchanged with a randomly selected nearest-neighbor j such that the exchange rate from vertex i to j is
where D is the diffusion coefficient and A ij is the adjacency matrix defined as A ij = 1 if i and j are connected and A ij = 0 otherwise. In the biased diffusion, the exchange is done preferentially with higher degree neighbors. Considering a simple linear relation D ij ∝ A ij k j it can be written as
is the average degree of the nearest-neighbors of vertex i. This rule can represent, for example, the mobility pattern of persons linked with the place where they live or work 9 . Both models obey the closure condition
The standard diffusion of a single random walker was solved 7 and the stationary probability that the walker is on a given vertex is proportional to its degree. Thus, one expects that diffusion will increase the concentration of infected individuals on hubs. In the limit D → ∞, the infected walker will visit essentially the entire network implying in high mixing where a mean-field regime is expected.
The random walk problem for biased diffusion on uncorrelated network with degree distribution P (k) can be solved using a HMF theory. Let W k be the probability that the walker is at a vertex of degree k that evolves as
where
is the diffusion rate from a vertex of degree k to a vertex of degree k and P (k |k) is the probability that a vertex of degree k is connected to a vertex of degree k . Assuming absence of degree correlations we have
In the stationary state, the probability of finding a walker on a vertex of degree k is
where k W k P (k) = 1 since the walker must be somewhere on the network. This result indicates a stronger trend to move to the most connected vertices in comparison with the standard diffusion.
III. MEAN-FIELD ANALYSIS A. HMF theory
Let ρ k be the density of infected vertices having degree k. Dynamic equations for this quantity is obtained including the diffusive terms in the HMF equations of the original SIS model 2 and become
The first and second terms on the right-hand side represent the healing and infection, respectively. The third and fourth terms correspond to the diffusion of infected vertices from or to a vertex of degree k, respectively, reckoning the contribution of vertices with different degrees. For standard diffusion, we have D kk = D/k. Performing a linear stability analysis of the fixed point ρ k = 0, we obtain the Jacobian matrix J kk = −(1 + D)δ kk + C kk , where
The epidemic threshold is obtained when the largest eigenvalue of the Jacobian Matrix is zero. Assuming that the network is uncorrelated, we have that C kk has a positive eigenvector u k = k with associated eigenvalue
Since C kk is irreducible, the Perron-Frobenius theorem 42 guaranties that it is the largest eigenvalue. Thus, the epidemic threshold is
This expression is exactly the same found for HMF theory of the non-diffusive SIS dynamics 2 and does not depend on the diffusion coefficient D. The threshold vanishes for 2 < γ < 3 and is finite if γ > 3 as the network size N → ∞.
Considering the biased diffusion with D kk = Dk /[kκ(k)] and uncorrelated networks, the Jacobian matrix is
We did not find a closed expression for the largest eigenvalue of this Jacobian and analyzed it using numerical diagonalization 43 .
B. QMF theory
Let ρ i be the probability that the vertex i is infected. The QMF equation is also obtained introducing the diffusion terms in the non-diffusive equation 32 and it becomes
The meaning of each term is analogous to those of Eq. (6). Linear stability analysis around ρ i = 0 provides the Jacobian matrix
where D ij is given by Eqs.
(1) and (2) for standard and biased diffusion, respectively. Note that it is a general result regardless of the correlation patterns. The largest eigenvalues of the Jacobians and thus the epidemic thresholds are, in general, obtained with numerical diagonalization 43 unless for simple graphs as the one discussed in subsection III C.
C. QMF theory for a leaking star graph
Due to its importance to understand the SIS dynamics on networks 26, 28, 29 , we consider a star graph where the center, i = 0, is connected to K leaves, i = 1, 2, ..., K.
To include the effects of the diffusion outwards the star, we assume that each leaf has degree k leaf = k to mimic a hub in a network. These edges change the diffusion rate D 10 from a leaf to the center (D j0 = D 10 for j = 2, . . . , K) and permit that infected individuals in the leaves leak with rate D ∅ . Diffusion and infection from outside are disregarded. Due to the symmetry we have that ρ 1 = ρ 2 = · · · ρ K and the K + 1 equations are reduced to a two-dimensional system
A linear stability analysis around ρ i = 0 provides the the Jacobian
For standard diffusion we have D 01 = D/K, D 10 = D/ k and D ∅ = ( k − 1)D/ k and setting the largest eigenvalue to be zero we obtain an epidemic threshold
Note that for D → 0 and K k , we recover the known result for QMF theory of non-diffusive SIS on a star graph 27 λ c 1/ √ K. For K k , which represents hubs, and D finite we obtain
The analysis is very similar for biased diffusion with the only differences that
, in which we assume that all vertices outside the star have degree k . The threshold becomes
For K k and D finite, Eq. (18) yields
Observe that the threshold for standard diffusion presents a minimum at
while in biased diffusion it varies monotonically with D. These behaviors are confirmed in simulations (see Sec.IV for algorithms and methods) on leaking star graphs shown in Fig. 1 .
IV. NUMERICAL METHODS
We investigated the SIS dynamics on leaking star graphs defined in subsection III C and uncorrelated networks of size N with a power-law degree distributions (16) and (18), and simulations, Sec. IV. A center with K = 1000 leaves and each leaf with k = 3 neighbors were used.
The latter was generated with the uncorrelated configuration model (UCM) 44 using lower and upper degree cutoffs k min = 3 and k max = √ N , respectively, granting absence of the degree correlations in the scale-free regime with 2 < γ < 3.
The algorithm to simulate SIS model with diffusion is based on the optimized Gillespie algorithms with phantom processes 45 that do not imply in changes of configurations but count for time increments. Let N inf be the number of infected vertices and N e the sum of the degree of all infected vertices. In each time step, one of the following three events is tried. (i) With probability
a randomly selected vertex is spontaneously healed.
(ii) With probability
one infected vertex is chosen with probability proportional to its degree and one of its nearest-neighbors is selected with equal chance. If the neighbor is susceptible it becomes infected. (iii) Finally, with probability
the states of an infected vertex and one of its nearestneighbors are exchanged. The target neighbor is chosen with equal chance in standard diffusion and with a probability proportional to its degree in biased diffusion. The time is incremented by dt
where u is a pseudo random number uniformly distributed in the interval (0, 1), while N inf and N e are updated accordingly. We apply the standard quasistationary method 46 , in which the dynamics is reactivated to some previously visited configuration, to deal with the absorbing state with N inf = 0 in a finite size system near to the transition point. Implementation details can be found elsewhere 45, 47 . The quasistationary probabilityP n that the system has n infected vertices near the transition is computed over a time interval t av = 10 7 after a relaxation time t rlx = 10 6 . Larger or smaller values were used for very subcritical and supercritical simulations, respectively. We analyze the quasistationary density ρ , which is the order parameter that defines active and inactive phases, and the dynamical susceptibility
whose the position of the maximum yields the effective (size-dependent) epidemic threshold.
V. THEORY VS SIMULATIONS
In this section we compare the thresholds obtained in the mean-field theories with quasistationary simulations. The QMF predictions given by Eq. (18) are compared with simulations on leaking star graphs in Figs. 1 and 2 . We see that the theory correctly predicts the qualitative dependence on D for a fixed size, Fig. 1 , as well as the scaling of the threshold as a function of the size, Fig. 2(b) , regardless of D > 0. The susceptibility diverges as the network size increases in agreement with a critical transition 48 in absence of diffusion 27, 49 while it saturates in the presence of diffusion indicating the smearing of the phase transition where fluctuations do not increase algebraically with the network size 50 . The discussion of smearing is resumed in section VI.
B. Power-law networks with 2 < γ < 2.5 Finite-size analysis of the epidemic threshold for both diffusion models. The scaling predicted for a star subgraph with
We compare the epidemic thresholds of simulations for UCM networks with γ = 2.25 with mean-field theories for both diffusion models in Fig. 3 . The curves show a dependence with the diffusion coefficient D qualitatively described by QMF but quantitatively better fitted by the HMF theory. Observe the narrow scale for the threshold variation in the standard diffusion in the inset of Fig. 3(a) . We observe a quantitative good agreement between simulations and HMF and QMF theories in both models, which is evident in the finite-size analysis shown in Fig. 3(b) . The standard diffusion presents scaling with size in agreement with the HMF theory given by λ
max ∼ N −0.375 for γ = 2.25. The scaling for biased diffusion is also captured by the HMF theory but it additionally coincides with that of a leaking star subgraph centered on the most connected vertex that scales as λ The curves λ c (D) for UCM networks with fixed size N = 10 7 and exponent γ = 2.75 are shown in Fig. 4(a) . The qualitative picture observed for γ < 2.5 does not change with the presence of an optimum value where the threshold is minimum in the case of standard diffusion. Quantitatively, a considerably larger variability of the threshold as a function of D is found for standard diffusion. Another difference for large D is that QMF deviates from both HMF theory and simulations. The last two converge to each other. Theory performances for standard and biased diffusions can be seen in the finite-size analysis of the threshold for a fixed diffusion coefficient in Fig. 4(b) . While standard diffusion is quantitatively better fitted by the QMF than HMF theory, as in the nondiffusive case 27, 49 , the biased diffusion is clearly better described by the HMF theory, which predicts accurately both scaling and amplitude of the epidemic threshold as a function of size. Within the investigated size range, the threshold decay in QMF theory for the biased diffusion asymptotically scale as that of a leaking star subgraph centered on the most connected vertex with degree K √ N , λ c ∼ N −1/2 , but this was not observed for standard diffusion. A smeared phase transition occurs when a system undergoes a change of phase without diverging fluctuations of the order parameter 50 . This happens, for example, in the presence of sub-extensive metastable regions that eventually become inactive by some rare fluctuation 50 . This type of transition has been reported for the nondiffusive SIS model on UCM networks with γ > 3 and the associated sub-extensive active patches are the hubs plus their nearest-neighbors 36, 40 . In the context of a smeared transition on networks, the dynamical susceptibility at the transition remains bounded in the thermodynamical limit. Both diffusive dynamics in leaking star graphs clearly present smeared transitions, as be can seen in Fig. 2(a) for standard diffusion.
VI. SMEARING OF THE TRANSITION
The susceptibility at the transition point was fitted to a simple power-law in the form χ(λ c ) ∼ N φ (25) for sizes N ≥ 10 5 . The exponents obtained for the nondiffusive SIS were φ ≈ 0.35 for γ = 2.25 and φ ≈ 0.39 for γ = 2.75 which are in agreement with values reported elsewhere 40 . Standard diffusion does not produce visible smearing of the transition for both investigated values of γ = 2.25 and γ = 2.75 as can seen in Fig. 5 and in the scaling exponents shown in Table I . Different scenarios for γ = 2.25 and 2.75 are obtained for biased diffusion. For γ = 2.25, the exponent φ ≈ 0.20 is the same, within uncertainties, for both values of D that we investigated. For γ = 2.75, the regression provides a small exponent that may indicate a saturation consistent with a smearing of the phase transition. 
VII. DISCUSSION
We start our discussion with the epidemic threshold dependence on the diffusion coefficient D for a fixed network size. The non-monotonic dependence on D for the standard and the monotonic decay for biased diffusion models regardless of the degree exponent γ seem to be reminiscent of the hub activation since they qualitatively agree with the threshold obtained for leaking star graph shown in Fig. 1 and are qualitatively captured by the QMF theory. The role played by diffusion in the activation of hubs is stronger in the biased case, as initially suggested by the analysis of random walks in Sec. II, in which a much higher tendency to move towards hubs is found with biased diffusion. Despite the different thresholds, both dynamics are well described by HMF theory in the high diffusion limit, which is expected since high mobility promotes mixing and breaks down pairwise dynamical correlations. In such a regime HMF theory becomes exact in the thermodynamical limit.
The finite-size scaling of the epidemic threshold in a size range 10 3 < N < 10 7 shows further differences with respect to the performance of the mean-field theories. For γ < 2.5, both QMF and HMF theories have good performance for both models. However, for 2.5 < γ < 3 the standard diffusion is better described by QMF while HMF presents a much better performance for biased diffusion.
Two different mechanisms have been associated to the activation of the epidemics in the non-diffusive SIS model on uncorrelated scale-free networks 39 . A discussion for a more general epidemics can be found elsewhere 51 . For γ < 2.5, the epidemics in SIS is triggered in a densely connected component of the network identified by the maximum index of a k-core decomposition b , hereafter called of max k-core. For γ > 2.5 this activation is triggered in the largest hubs of the network. The max k-core activation mechanism was described by a HMF theory, which is an intrinsically collective theory due to its close relation with annealed networks 53 , while the hub mechanism is better suited within a QMF theory involving a few elements of the network, namely the hubs. This conjecture relating activation mechanisms and suitability of mean-field theories has been verified for other epidemic models 40, 54 . Following this conjecture, we have that the activation happens in the max k-core for the biased diffusion in the whole range 2 < γ < 3 and follows the same scheme of the non-diffusive SIS for the standard diffusion, with hub triggering activation for γ > 2.5. The smearing observed in star graphs happens because the center is reinfected almost instantaneously after it becomes susceptible since the total diffusion rate to the center is proportional to N inf D 1, where N inf is the number of infected leaves. The center constantly infected depletes fluctuations in the number of infected individuals which controls the order parameter. The smeared phase transition suggested for the biased diffusion for γ = 2.75 but not for γ = 2.25 in principle could suggest that the activation mechanisms for these two degree exponents are different. However, the susceptibility computed in simulations restricted to the max k-core are consistent with smearing for γ = 2.75 but not for γ = 2.25 as can be seen in Fig. 5 and in the exponents given in table II. Notice that the scaling exponents are the same within uncertainties for both diffusion models that also agree with the exponent of the non-diffusive case, in contrast with the clearly distinct exponents in the simulations over the whole networks shown in table I.
We could naturally wonder why do biased and standard diffusion models behave so differently if mobility b A k-core decomposition 52 consists of a pruning process that starts removing all vertices with degree ks = k min plus their edges and any other vertex whose degree became k min after the removal, until no more vertices of degree k min are present. The procedure is sequentially repeated for ks = k min + 1, k min + 2 and so on until all vertices are removed. The max k-core corresponds to the subset of vertices and edges removed in the last step of the decomposition.
favors localization in hubs for both cases? A high diffusivity implies that the infected individual stays shortly in a same vertex. In standard diffusion, when the infected individual leaves a hub towards a randomly selected neighbor, it more probably arrives at a low degree vertex, present in a much larger number, where it spreads the infection less efficiently. So, even enhancing mobility to higher degree vertices, the net effect of sufficiently high standard diffusion is to reduce the infection power of hubs. In the biased diffusion, the mobility towards hubs is highly favored such that the infected individual stays moving mostly among hubs keeping, therefore, its spreading efficiency at high levels. Moreover, these high degree vertices belong to the max k-core in random scale-free networks in consonance with the activation mechanism for 2.5 < γ < 3 in the biased diffusion model.
VIII. CONCLUDING REMARKS
Mobility is a fundamental promoter of epidemic spreading in real world and its effects on epidemic models on networks have been dealt in the context of bosonic processes where a single vertex can host several infected individuals 20 . A lot of theoretical attention has been dedicated to the investigation of fermionic epidemic models where no more than one individual can lay in a vertex 13 . However, the effects of mobility in the fermionic epidemic models on networks have been not addressed thoroughly. We consider the role played by mobility in the phase transition of two fermionic diffusive SIS models on scalefree networks with degree distribution P (k) ∼ k −γ and exponent 2 < γ < 3. Both standard and biased diffusion models were considered. In the latter, higher degree vertices are favored.
The epidemic thresholds were investigated on large networks using stochastic simulations and compared with QMF and HMF theories. Biases reduce significantly the epidemic threshold for a fixed network size, and is very well described by the HMF theory. Standard diffusion yields a non-monotonic dependence on D with an optimum value D * where the threshold at a given size is minimum. QMF theory describes better the epidemic threshold for standard diffusion. Different triggering mechanisms of the epidemic phase were identified. While biased diffusion leads to a max k-core activation for all values of 2 < γ < 3, the standard diffusion behaves as the nondiffusive case, being activated by hubs for γ > 2.5 and max k-core for γ < 2.5. We also report a smearing of the phase transition for the biased model with exponent 2.5 < γ < 3.
Our study reveals non-trivial effects of the mobility on the outcomes of epidemic models running on the top of heterogeneous networks. We expect that it will render impacts for forthcoming research in the field. Theoretically, the case γ > 3 needs further attention. Our first analysis points out a very strong smearing which depletes the fluctuations, markedly changing the nature of the epidemic transition. From the application point of view, the role of correlation and assortativity patterns, which are ubiquitous in real networked systems, as well as the mobility of susceptible individuals call for additional investigations.
