argued that this approach may not be appropriate for small samples and/or non-normally distributed data (e.g., Wilcox 2003), both common in second language (L2) research. They recommend instead 'robust statistics' such as bootstrapping, a non-parametric procedure that randomly re-samples from an observed data set to produce a simulated but more stable and statistically accurate outcome. The present study tests the usefulness of bootstrapping by reanalyzing raw data from 26 studies of applied linguistics research. Our results found no evidence of Type II error (false negative). However, four out of 16 statistically significant results were not replicated (i.e., a Type I error 'misfit' five times higher than an alpha of .05). We discuss empirically-justified suggestions for the use of bootstrapping in the context of broader methodological issues and reforms in applied linguistics (see Author, in press).
Bootstrapping in Applied Linguistics: Assessing its Potential Using Shared Data
The field of applied linguistics is currently in the early stages of a methodological reform. This movement has produced calls for and evidence of gradual but substantial improvements in quantitative research practices such as more thorough data reporting and interest in practical as well as statistical significance (Norris and Ortega 2000, 2006; Author and Co-author, 2011;  Author in press, under review; Loewen et al. under review).
Among calls for reforms such as these, Larson-Hall (2010 , 2012 and Larson-Hall and Herrington (2010) have made a case for a statistical procedure called 'bootstrapping'. This technique, one of a set of 'robust' statistics, is a Monte Carlo resampling procedure designed to simulate a distribution that could otherwise only be obtained from a much larger sample (Efron 1979; Lee and Rogers 1998; Keselman, Algina, Lix, Wilcox, and Deering, 2008; Beasley and Rogers 2009) . By doing so, bootstrapping is argued to enable analyses that are not adversely affected by (i.e., are robust to) low statistical power and non-normal distributions (Wilcox 2001) , both of which are common in L2 research (Phakiti 2010; Author in press). Thus, the rationale for proposing this procedure is motivated by both general statistical theory as well as the nature of quantitative data found in most L2 research. Although the arguments in favor of this technique are compelling, its potential benefits are an empirical matter. This paper examines the potential value of bootstrapping in this field by applying the technique to raw data obtained from 26 published studies of applied linguistics research.
The literature review that follows begins with a brief introduction to and rationale for using bootstrapping in the context of applied linguistics. We focus on the procedure's potential to mitigate the effects of two limitations commonly observed in the field: (a) small samples / low statistical power and (b) non-normal data. We then review a simulation studies from other fields Author in press). Bootstrapping provides an alternative to relying on underpowered samples. The procedure randomly resamples with replacement-typically thousands of times-from the already-observed dataset, producing an estimated sampling distribution from which descriptive and test statistics may be calculated. Rather than relying on a single set of observations, the researcher is then able to estimate the level of statistical significance for numerous samples. In this way, the data obtained via bootstrapping provides greater power by simulating a dataset we might obtain if we had replicated an experiment or resampled numerous times (Lee and Rogers
1998; Larson-Hall and Herrington 2010).
A second problem commonly observed in L2 research and potentially mitigated via bootstrapping is non-normally distributed data. Quantitative L2 researchers rely heavily on means-based analyses such as t tests and ANOVAs (Lazaraton 2005; Gass 2009 ; Author in press). Like other parametric procedures, these tests assume that the data being analyzed conform to a normal distribution, a condition often violated (e.g., Phakiti 2010) or left unchecked (Author in press). By resampling repeatedly, bootstrapped results are less sensitive to irregularities such as outliers thus providing descriptive and test statistics that are robust to deviations from normality in the original sample.
Further supporting the use of robust statistics described here is the finding that, given a normally distributed dataset, robust statistics such as bootstrapping have been found to approximate their parametric equivalents in power and accuracy; given a non-normal distribution, bootstrapped analyses are much more powerful and therefore more likely to either detect statistical significance when present or to reveal a statistical relationship as spurious (Tukey 1960; Lee and Rogers 1998; Lansing 1999; Wilcox 2001; Larson-Hall and Herrington 2010; Tongbai, Yu, and Miller 2010) . A counter argument to the need to employ bootstrapped analyses could be made based on the claim that ANOVA and other means-based analyses are robust to violations of assumptions such as non-normally distributed data, unbalanced Ns, and unequal variance across groups (Lansing 2004; but cf. Keselman et al. 2008) . Statements to this effect are commonly found in introductory statistics textbooks in applied linguistics (Bachman 2004) as well as other domains (Field 2005) . According to Larson-Hall and Herrington (2010) , however, these claims are only valid with respect to Type I error (i.e., incorrectly rejecting the null hypothesis). If this is true, we would expect the bootstrapped results of the present study to uncover possible Type II errors (i.e., incorrectly failing to reject the null hypothesis) in the results of published studies that have used conventional t tests and ANOVAs.
Small samples / low power and non-normal data have been described as two common problems that bootstrapping may partially overcome. These related conditions result in a threat to the validity of quantitative L2 research and further highlight the need for alternative procedures such as bootstrapping, which is argued to mitigate the negative effects of all these conditions simultaneously.
Simulation Research
The proposed advantages of bootstrapping as described in the previous section have been tested in a number of empirical studies. This type of 'simulation' research, found in a variety of fields ranging from nutrition to neuroscience, can be one of two types: primary or secondary. In a primary simulation, the researcher collects data to address one or more research questions.
However, in these studies both parametric and bootstrapped statistical tests are run and then compared. In secondary simulations such as the current study, researchers collect raw data from previous studies that have used parametric tests. 
Sharing Data
One final issues bears discussing before moving on to our study. It is not so much statistical in nature but, rather, has to do with the culture (or the lack thereof) of data sharing in applied linguistics. It was not our original intention to examine this issue. However, it took on greater prominence as the study developed, largely because of our reliance on the willingness of primary Despite apparent resistance to data sharing, there seems to be a gradual shift underway toward greater transparency in the social sciences (Firebaugh 2007; Wicherts et al. 2011 • make the full data sets behind publications available, subject to all relevant ethical and legal concerns; ...
• when serving as reviewers, expect full data sets to be published (again subject to legal and ethical considerations) and expect claims to be tested against relevant publicly available datasets."
Outside of applied linguistics, we see even stronger indicators of progress in this area. Regardless of any evidence of and policies favoring increasing transparency, the extent to which applied linguists are willing to share their data has yet to be examined systematically.
Therefore, in addition to our assessment of bootstrapping, this study represents a first step toward examining transparency among applied linguists with respect to data sharing.
Research Questions

RQ1: To what extent do the results of bootstrapped t tests and ANOVAs differ from those of traditional tests?
RQ2: To what extent are applied linguists willing to share their raw data for the purpose of reanalysis?
Method
Data collection
The data for the following analyses were recruited from quantitative L2 research. Following Author (in press), candidate studies published 2000-2012 were identified from two L2 journals:
Language Learning and Studies in Second Language Acquisition. In addition to the year and journal, we considered only those studies that conducted one or more means-based statistical tests (t tests and univariate ANOVAs). These criteria identified 255 potential studies. Data from all 255 studies were solicited via emails sent to the corresponding author. The emails we sent described the goals of the project and identified which publication was of interest.
We asked the authors if they would be willing to participate by sending us the raw data for the first means-based statistical test in their study 2 . Table 1 displays the wide variety of responses to our email request. From the 255 studies that were initially identified as possible participants, 37 datasets (14.5%) were received from the authors of those studies and one of the studies reported the raw data in the publication.
In order to confirm that we had the correct data, we compared the descriptive statistics and statistical test results from each of the 37 datasets to the results reported in the published study. During this phase of the project 11 studies were eliminated for one of two reasons (see Table 1 ). First, the results of the reanalyses of the summary statistics and the statistical tests that were provided were not always the same as in the original study. In many cases, this occurred because the shared dataset contained cases that had been eliminated from the original analysis.
Second, a number of shared datasets were formatted in a way that was indecipherable, and the data for group comparisons could not be readily identified. The results of this preliminary screening left 26 datasets (10% of the original 255) that could be used for the bootstrapping analysis. The final sample of 26 studies consisted of eight independent samples t tests, six paired samples t tests, and 12 one-way ANOVAs.
<<Table 1>>
Because t and F tests assume a normal distribution, we examined each sample in the 26 datasets for normality and for the presence of outliers. The former was assessed using both the sample of 40, the study was given an outlier score of 5%. In addition, the effect sizes of the differences between the two groups (Cohen's d) were calculated if they were not reported in the original study. In cases where more than two groups were being compared, eta-squared was calculated and converted to Cohen's d for ease of comparison using the following formula:
We used these effect sizes, along with sample size and an alpha level (α) of .05, to calculate and record the post hoc statistical power of each analysis.
Analysis
This section will give a brief overview of the bootstrapping procedures we used, the statistical tests that were analyzed, and examples of the code we used for the bootstrapping procedure.
While any number of statistical analyses can be bootstrapped (e.g., means and standard errors, correlation coefficients), this study is limited to bootstrapped analyses of independent and paired samples t tests, and F tests for one-way ANOVAs. results. However, one benefit of using the confidence interval approach is the information that can be extracted from confidence intervals, such as the amount of variance.
The bootstrapped confidence intervals in this study use the second method described above. They were calculated by (a) randomly re-sampling with replacement from the 2+ groups in a given dataset; (b) calculating the appropriate test statistic (t or F); and (c) repeating steps (a) and (b) 10,000 times, recording the resulting test statistic at each re-sampling. A confidence interval was then constructed for each test statistic which contained the middle 95% of the 10,000 test statistics. The goal of constructing these bootstrapped confidence intervals is to answer this question: 'If we repeatedly and randomly resample from two or more groups, will we see large differences between them at least 95% of the time?'
The bootstrapped analyses were computed using R: A Language and Environment for 
Results
In this section of the paper we summarize the descriptive statistics for the datasets included in the analysis and present the results of the bootstrapping procedure. Details for each of the 26 studies that met our inclusion criteria are found in Table 2 . In order to ensure the anonymity of the The tests for normality revealed that 18 of the 26 datasets were not normally distributed.
This phase of the analysis also found outliers in 11 studies with the portion of outliers ranging from approximately 1 to 6% of their respective samples. The final column in Table 2 labels the cases where a 'misfit' was identified. For the purposes of this study, misfits occur when the results of the original hypothesis test and the bootstrapped results do not agree. A Type I misfit suggests the rejection of a true null, and a
Type II misfit suggests the retention of a false null. As can be seen from the results in Table 2 , none of the nine non-significant original test statistics resulted in Type II misfits. On the other hand, only twelve of the sixteen (75%) significant differences reported in the original studies were also found to be significant using bootstrapped methods. In the other four cases, the bootstrapped confidence intervals suggest that we should fail to reject the null hypothesis when the original reported p value was below the α criterion of 0.05. Based on these results, the use of bootstrapping revealed a Type I misfit rate of 25% for the data that was reported as significant and an overall misfit rate of 15% for the entire dataset. We cannot assume that this sample of studies or these bootstrapped results might generalize to the entirety of L2 research. However, these error/misfit rates are much higher than expected assuming an a priori α of 0.05 wherein the expected Type I error should be approximately 5%. The evidence from this admittedly small dataset suggests that the actual Type I error rate may be as much as five times higher than we would expect using traditional parametric statistics such as t tests and ANOVAs.
A closer look at the Type I misfit rate across the three statistical test types reveals that all four of the misfits occurred with one-way ANOVAs, even though ANOVAs represent just over Author and Co-author under review), the original effect sizes for these results were among the six lowest effect sizes from the original statistical results. In other words, in the case of the four misfit ANOVAs, it seems that the a priori α levels in these studies were not sufficient to control for Type I error rates. Furthermore, although the effect sizes in the four misfit studies might be interpreted by some as medium-to-large, these effects are not large enough to achieve statistical significance when subjected to the robust statistical method of bootstrapping.
Discussion
Bootstrapping
As the most frequent means of analyzing quantitative data in applied linguistics, the validity of study findings based on t tests and ANOVAs are of great importance to the field. The potential of bootstrapping, proposed to help overcome threats to such findings such as small samples and non-normal distributions, is therefore worth exploring. To that end and to address our first Looking further at the misfits, we see that all four occurred with ANOVAs and that none occurred with samples less than 30 (see Table 3 ). This finding contradicted our expectation of We would modify Lansing's conclusions, though, proposing that this finding may only hold true when the effect sizes are larger and therefore more easily detected in tests of statistical significance. We also see that all four of the misfits occurred among larger samples (>30) and To summarize our position here, the field has much to gain from reducing our reliance on the use of null hypothesis significance testing; a greater focus on descriptive statistics-namely means, standard deviations, confidence intervals, and effect sizes-along with visual presentations of data would move the field forward much more efficiently by providing more reliable and accurate estimates of relationships. We now return to the larger question posed by this study as to whether and under what conditions bootstrapping should be employed in applied linguistics. Our findings indicate that, yes, the field stands to gain from the addition of bootstrapping to the researchers' repertoire of quantitative analyses. We are not suggesting that t tests and ANOVAs be uniformly replaced by their bootstrapped equivalents. Rather, there are conditions under which applied linguistics research may benefit from bootstrapping in addition to more thorough data analytic practices such as those described in the preceding paragraphs.
Like Larson-Hall and Herrington (2010), we recommend the use of bootstrapping when one or more assumptions of parametric tests are violated. Of course doing so requires researchers to examine their data for these features. Author's (in press) review of 606 studies published in the same journals sampled for the present study found only 17% reporting to have checked statistical assumptions. And only 3% were found to have done so in the 174 studies of L2 interaction reviewed by Author and Co-author (2011). We also recommend bootstrapping in addition to parametric analyses when a study has either very low or high statistical power. In the case of the former, bootstrapping, though not a replacement for adequate sampling, may reveal statistical effects that were not revealed by parametric tests (a Type II misfit); bootstrapping the latter, as the results of the present study show, can help control for Type I error by showing that statistical results in the original analysis to be spurious and the result of a large sample rather a large effect or mean difference. Recall that this pattern was observed in 15% of the entire sample and 25% of the sample when p < .05 in original reports. When no misfit is observed, the results can be considered more reliable than when based on a single test; when a misfit is observed, it is the author's responsibility to explain why this might be and to reconcile the apparent contradiction with respect to the observed data, the relationships under investigation, and the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w study's procedures and instruments. In either case, and whenever bootstrapping is employed, the results of both analyses must be presented. The results from multiple reanalyses can then be combined synthetically to produce secondary assessments of the value of bootstrapping in L2
research.
Data Sharing
The secondary aim of this study was to examine applied linguists' willingness to make their data available for reanalysis. Based on the response rates reported in L2 meta-analyses and from similar studies in other fields, we did not anticipate receiving data from a large portion of the authors we contacted. Our results confirmed these expectations. Datasets were received from 36 authors (14% of the original 255 authors contacted), 25 of which (10% of the original 255) were usable.
Many of the datasets we requested were collected over a decade ago and we recognize both their limited shelf life and the effort required to annotate them sufficiently for reanalysis by secondary researchers. These impediments were made clear to us in authors' responses and indirectly in the rate of non-response (see Table 1 ). By comparison, Wicherts et al. (2006) received datasets from 26% of the 141 authors they contacted in psychology. Neither of these results comes close to meeting the requirement to share data for the purpose of reanalysis as established by the APA and LSA, and there are several steps the field might take to improve practices related to transparency and data sharing.
Based on our results, we agree with Wicherts et al.'s (2006) recommendation that primary datasets be published as online supplements to primary studies. Not only would such a standard enhance replication and meta-analytic research, but it would also promote the synthetic ethic embodied by both of these approaches (see Norris and Ortega 2006; Abbuhl 2012 ; Author Author in press). Finally and most central to the present study, requiring publication of raw datasets would greatly facilitate the work of methodologists interested in reanalyzing primary data to better understand the nature of L2 data or explore alternative techniques such as bootstrapping.
Future Directions and Conclusion
As an initial foray into the application of bootstrapping in applied linguistics, the results of this study point to the need for additional research in several areas. First, there is a need for further bootstrapped analyses of primary data to determine if and under what conditions misfits occur.
This research can be carried out in much the same fashion as the present study. As seen in the results to our second research question, however, this approach is limited by researchers' willingness to share their data. Nonetheless, we are hopeful that the field will continue to move toward greater transparency. Future secondary simulations would demonstrate the extent to which a shift toward openness has occurred. As primary simulations accumulate, the need to solicit data from individual researchers may also diminish and published primary simulations could be combined via secondary analysis.
This study was also limited in the range of statistical analyses addressed. Although t tests and ANOVAs are by far the most frequent tests employed in applied linguistics (Gass 2009 Language Journal of soliciting a methodological review for all papers that advance beyond the initial external review. Top-down reforms such as these have enormous potential to improve the means by which applied linguistics research is carried out and, thus, our ability to accurately inform theory and practice.
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