Density based clustering is sound for its great ability of finding arbitrary shapes of clusters and identifying the number of clusters automatically. DBSCAN is a frequently used density based clustering algorithm. In DBSCAN a density threshold, which is hard to be chosen adaptively, should be specified to determine whether an object is dense or sparse. In this paper we introduce the concept of clustering ensemble to avoid the difficulty of selecting a single appropriate threshold. Performing DBSCAN multiple times with diverse thresholds picked up from a pre-constructed interval, the final partition can be figured out via a consensus function. Experimental results show that this method can go beyond DBSCAN both in validity and stability, and avoid the inefficiency caused by any inappropriate thresholds.
Introduction
Clustering is an important means of data mining. There are four categories of clustering algorithms so far. (1) Partition algorithms. The typical one is k-means [1] . (2) Hierarchical algorithms, such as single-link, completelink, group average, Ward, BIRCH, CURE, etc. [5] (3) Modal based algorithms, for example EM algorithm [5] . (4) Density based algorithms. According to the different definitions of the density, the representative algorithms are DBSCAN [2] , OPTICS [4] , DENCLULDE [3] , etc.
The density based clustering algorithms, grouping objects according to the spatial density of them, are suitable for processing datasets without any priori knowledge. DBSCAN is a classic density based clustering algorithm. It can find arbitrary shapes of clusters, identify outliers (the noise), and determine the number of clusters automatically. In DBSCAN, the density of an object is measured based on the number of the other objects within a hypersphere area around it. Two parameters, Eps and MinPts, denoting the radii of the hypersphpere and the minimum number of objects around a high-density object, have to be specified as the density threshold. MinPts is usually specified to 4 in most DBSCAN practices. The traditional way of selecting the value of Eps is to analyze the 4-dist curve, i.e. the sorted 4-nearest distance set, and select a seemingly good value. Theoretically we can find the best value of Eps by this way. Unfortunately, the curve is a nonparametric curve so we can not express it with any formula and figure out the theoretically best value by any mathematic means. Some adaptive methods of estimating Eps are available in many literatures, but the validity of them is affected by the statistical characteristics of the datasets. There are no methods suitable to estimate the appropriate value of Eps for any datasets with diverse statistical characteristics so far.
In this paper we propose an ensemble method for DBSCAN. We do not try to find the best value of Eps but present an interval of possible Eps values according to the statistical characteristic of the 4-nearest distance set. DBSCAN is iterated for several times with different values of Eps selected from the interval, instead of being performed once with a single Eps value. Through a consensus function which is used to combine the partitions obtained from these DBSCAN instances, the final partition of the dataset is determined. We call this new method as Ensemble DBSCAN (abbr. EDBSCAN).
The rest of this paper is organized as follows. Section 2 introduces the basic concept of DBSCAN and clustering ensemble. Section 3 describes the Ensemble DBSCAN clustering method. Next, Section 4 summarizes the result of experimental results and analysis. Finally in Section 5, a conclusion is made.
Related Works

DBSCAN Algorithm
The main definitions of DBSCAN are described as follows.
Def. , such that p i+1 is directly density-reachable from p i for
. Def. 5 An object p is density-connected to an object q if there is an object o such that both p and q are density-reachable from o.
Def. 6 A density-based cluster C is a non-empty subset of dataset D satisfying the following conditions: a)
, p is density-connected to q. Those objects that are not in any clusters are defined as noise.
The validity of the partition obtained from a DBSCAN instance is affected by the value of Eps. Selecting a smaller Eps may cause many objects to be identified as noise falsely. And a labeled group of objects, i.e. an inherent cluster, may be split to several clusters. Whereas selecting a bigger Eps may cause many noise objects to be falsely assigned into some clusters, and several labeled groups to be merged into a single cluster. The original literature of DBSCAN [1] proposed an observation method to select the appropriate value of Eps. For an object D p ∈ the distance between p and the 4 th nearest object of p, which is denoted by ( 4 4 is formed. Sorting Dist 4 from the minimum member to the maximum one and drawing it on the Cartesian coordinates, the 4-dist curve is shown in Fig.1 assumed that the high-density areas and the low-density areas in the dataset are relatively well isolated. The proposal of literature [1] is to select the value of position A as the value of Eps. Obviously this work has to be done by the user.
The curve shown in Fig.1 can be considered as a "good" or "ideal" curve for DBSCAN algorithm because the inflexion is obvious. Unfortunately, not all datasets present such a 4-dist graph. The curve in Fig.2 is the 4-dist curve of the OptDigit dataset [16] in which no clear and sharp boundaries between high-density areas and low-density areas. In this situation, selecting the value of position A may cause all high-density objects being assigned into a single cluster. In fact the theoretically best value of Eps is close to the value of position B, but an appropriate value is hard to be chosen because the range of valid Eps values is rather narrow. A slight drift from the theoretically best value may significantly reduce the validity of the result. The methods of estimating Eps adaptively proposed in literature [8] that introduced the concept of distance distribution and literature [9] that borrowed the idea of the generic algorithm are all based on the statistical characteristics of the datasets. They are only adapted to these datasets satisfying the specified statistical characteristics and have clear boundary between high-density and low-density areas. Whereas for the datasets like OptDigit described above, selecting the accurate value of Eps just by statistical analysis is really hard. In literature [6] several values of Eps are selected as candidates. Clustering the dataset with each value, the optical candidate is selected through a clustering validity test. It is equivalent to perform DBSCAN for many times and accept the seemingly best result of them. Still it can't process the datasets like OptDigit well because the range of appropriate values of Eps is very narrow, unless spending much time to try a large number of Eps values. Literature [4] , the OPTICS algorithm, sorted all objects by the so-called density reachable distance. Objects in the same labeled group are aligned closely. By this way we can make out the partition by observation. However, it is not an automatic method.
In fact, there are no adaptive ways to find the appropriate values of Eps for datasets with diverse statistical characteristics so far. To avoid the difficulty of selecting one accurate value of Eps, we introduce the idea of clustering ensemble and propose a new method in this paper.
Clustering ensemble
It might be very dissimilar while clustering a dataset with different algorithms. Every clustering algorithm can only be adapted to specific type of datasets. It may cause an invalid or low-quality result if the dataset does not match the assumptive type. So there are no clustering algorithms that can get valid partition for all types of datasets.
Under this condition, the idea of clustering ensemble is proposed by many researchers. Clustering ensemble is a method combining multiple partitions to form a final partition. It is believed that different fractions of the information of the dataset could be derived from each partition. After merging these fractions via a consensus function, the relatively complete information about the dataset will be obtained. Compared with a single clustering algorithm, clustering ensemble can go beyond in both validity and stability [13] . The original idea of clustering ensemble was proposed in literature [12] , where it is defined as: using a consensus function to combine the partitions obtained from multiple clustering instances, without resorting to the original object features or algorithms. Let , where r is the count of partitions and h i (i=1, 2….r) is the i th partition. The consensus function Γ is used to combine these r partitions into a final partition h, which is illustrated in Fig.3 . The r partitions of dataset X can be gotten by performing diverse clustering algorithms such as kmeans, DBSCAN or hierarchical methods, as well as iterating one algorithm for r times with different thresholds. For example, iterating k-means with different original core points [14] . As to the consensus function, available methods are voting method [11] , hypergraph method [12] [15] , mixed model method [13] , etc. In voting and hypergraph methods the coassociation matrix is a key component. It is a square matrix of n rows and n columns, where n is the size of dataset X. Let A denotes the co-association matrix, every a ij of matrix A denotes the associability of object x i and x j , i.e. the probability that x i and x j were in the same cluster in all r partitions. The co-association matrix was originally defined in literature [11] , in which a voting method based on kmeans was introduced as well. The voting method can be briefed as: Partitioning the dataset using k-means with different original core points for r times, then putting object x i and x j into the same cluster in the final partition if a ij is equal to or great than 0.5.
Ensemble DBSCAN Method (EDBSCAN)
The key idea of EDBSCAN is to select an interval of the probable values of Eps according to the statistical characteristic of the 4-nearest distance set (Dist 4 ) described in 2.1. The DBSCAN clustering is performed for r times, each of which uses a different Eps selected from the interval. Instead of accepting the seemingly best result like the practice of literature [6] , we use a consensus function to combine all the results and figure out the final partition. It should be noticed that DBSCAN is a noise-sensitive clustering algorithm in contrast with k-means. So we must modify the forming method of the co-association matrix described in literature [11] in order to reflect the effect of noise. Finally, the voting method is used to determine the final partition. The detailed procedures of EDBSCAN are described in following 3 subsections.
Initialization
There are some work including calculating the distance matrix, obtaining the 4-nearest distance set and identifying the interval of probable Eps values should be done before any other procedures.
The density is measured by the number of the objects within a hypersphere area around the target object in DBSCAN. So we must calculate the distance between every two objects in the dataset. We use a matrix D X to denote the pair distances of dataset X. Then extend d avg to the left for 1/4 (an empirical proportion) times to get the low limit e min of the interval, as well as to the right for 1/4 times to get the high limit e max . . These values can be generated randomly between e min and e max , or spaced evenly along the interval. Every Eps i is used in one DBSCAN instance.
The final step of the initialization procedure is to initialize the co-association matrix A to all zero.
Clustering iteration
In this procedure, the DBSCAN clustering is performed for r times, each of which uses a different Eps in It should be noticed that the noise objects do not belong to any cluster of the partition, so we keep a ij unchanged if object x i or x j are noise. Having combined all r partitions, the co-association matrix is normalized through being divided by r.
For example, for a dataset of 5 objects the 3 partitions are:
Where 1, 2 denote the cluster labels and -1 denotes the noise. After processing h 1 the co-association matrix is: 
Clustering ensemble
The voting method used in literature [11] is essentially a single-linkage clustering algorithm with a threshold of 0.5. It is a rather simple but effective consensus function. We use it to get the final partition in following steps. a) Marking the first object of the dataset as a new cluster C 1 ; b) Reviewing the objects from x 2 to x n . Here we will determine the associability between an object x i and an existing cluster C j , which is defined as follows.
, i.e. the associability between object x i and the most associative cluster to x i is equal to or greater than 0.5, x i is put into the most associative cluster of it. Otherwise, x i is marked as a new cluster. c) While all objects are processed, the final partition
is obtained. The isolated clusters that only include one object are marked as noise.
Implementation
We use four datasets to analyze and verify the EDBSCAN method.
• Two 2-dimention datasets, DS1 and DS2, shown in Fig.4 . DS1 comprises three circular groups of objects, and DS2 comprises 4 irregular groups and some noise objects. They are all "good" dataset, i.e. there are clear boundaries between high-density areas and low-density ones.
• The Pen-Based Recognition of Handwritten Digits dataset from UCI Machine Learning Repository [16] (abbr. PenDigit). It is a digit database of 250 samples from 44 writers. The samples written by 30 writers are used for training, cross-validation and writer dependent testing, and the digits written by the other 14 are used for writer independent testing. We only use the latter in our implementation.
• The Optical Recognition of Handwritten Digits dataset from UCI Machine Learning Repository [16] (abbr. OptDigit). It's composed of the bitmaps of handwritten digits extracted via the preprocessing programs made available by NIST from a total of 43 people, 30 contributed to the training set and different 13 to the test set. Only the test set is used in our implementation. The information of the four datasets is summarized in Table 1 We also perform DBSCAN on the four datasets in order to make a contrast. The value of Eps in DBSCAN is selected through the observation method described in 2.1. The validity of clustering results are measured via the F-measure method [5] [10] . All experiments are done using Matlab2006b in Pentium IV3.0. The EDBSCAN results of DS1 and DS2 are illustrated in Fig.5 . The complete experimental data of EDBSCAN is presented in Table 2 , and that of DBSCAN is presented in Table 3 . 
Validity and Stability Analysis
The value of Eps is not very sensitive in DS1 and DS2, as well as in other datasets in which the density boundary is obvious. For density based clustering, they are "good" datasets. We select another two values of Eps by moving the observation value to the left and right and perform DBSCAN on DS1 and DS2 with them, as shown in Table 4 . Table 4 : DBSCAN result of DS1 and DS2 using different values of Eps.
From Table 4 we can see that there is no noticeable difference among the results of DS1, as well as those of DS2. It implies that there is a relatively broad range of valid Eps value around the theoretically best value. In this situation, the validity of the result of EDBSCAN is better than that of most single DBSCAN instances, as shown in Table 2 and Table 4 . It's mainly because every partition of EDBSCAN includes some relatively complete information about the dataset. The information of all partitions is combined and amplified after clustering ensemble.
While dealing with the "bad" datasets in which there is no obvious boundary between high-density areas and low-density areas such as PenDigit and OptDigit, both EDBSCAN and DBSCAN can not achieve high-quality results. But the validity of EDBSCAN is still better than most DBSCAN instances. And more importantly, the stability of EDBSCAN is far better than that of DBSCAN. Some examples are shown in Table 5 Table 2  and Table 5 .
In addition, the size of the interval cannot affect the stability much. Let's narrow and extend the interval and perform EDBSCAN again, the results are shown in Table 6 . 
Time Consumption Analysis
Undoubtedly the speed of EDBSCAN is slower than that of DBSCAN. However, there is no magnitude difference between them. The time consumption of DBSCAN is mainly used to calculate the distance matrix D X described in 3.1, whereas the distance matrix is the same to all the r DBSCAN instances of EDBSCAN. So D X is needed to be calculated only once during the process of EDBSCAN clustering. Obviously, there is no magnitude difference between them. While selecting a very big integer for r, the ratio will grow. But the experiments show that an r bigger than 10 does few favors for the validity of the final partition.
Conclusions
DBSCAN is a classic density based clustering algorithm. The main difficulty of DBSCAN is to choose an appropriate value of Eps. To solve this problem we proposed an ensemble DBSCAN method. Instead of trying to find a single accurate value of Eps, we introduce the idea of clustering ensemble in which multiple values of Eps are picked up from an interval formed according to the statistical characteristic of the 4-nearest distances. With these values multiple DBSCAN clustering are performed and the voting method, a consensus function, is used to combine the results to get the final partition. Experiments show that the EDBSCAN method goes beyond the DBSCAN method both in validity and stability.
The EDBSCAN method greatly improves the ability of adapting to diverse datasets. It also achieves the clustering automation because no parameters need to be specified manually. This method can be used in most unmanned clustering applications such as intrusion detection, network Text Mining, etc. and make significant contributions to the validity and stability of them.
