Motivated by applications that require mechanisms for describing the structure of object-oriented programs, adaptive star grammars are introduced, and their fundamental properties are studied. In adaptive star grammars, rules are actually schemata which, via the cloning of so-called multiple nodes, may adapt to potentially infinitely many contexts when they are applied. This mechanism makes adaptive star grammars more powerful than context-free graph grammars. Nevertheless, they turn out to be restricted enough to share some of the basic characteristics of context-free devices. In particular, the underlying substitution operator enjoys associativity and confluence properties quite similar to those of context-free graph grammars, and the membership problem for adaptive star grammars is decidable.
Introduction
In this paper, we introduce adaptive star grammars, and study their basic properties. The motivation behind this theoretical work comes from applications in software engineering, most notably model transformation and refactoring. Tools in this area often represent models of programs or similar structures by graphs. The set of all graphs which are valid descriptions of a model forms a graph language. Since programs have a recursive syntactical structure, graph languages of this type cannot be specified by graph schemas or similar mechanisms [14] . In contrast, the specification of recursively structured graph languages is the natural realm of graph grammars. However, the use of graph grammars in tools of the kind mentioned is meaningful only if they enjoy good algorithmic properties, a requirement which is fulfilled by hyperedge and node replacement grammars [12, 4, 11] . Unfortunately, too little of the structure of, e.g., object-oriented programs can be captured with these types of graph grammars. In particular, they lack the ability to generate models that, e.g., obey scope rules, capture overriding of methods or contain references that relate used program entities to their definitions.
Therefore, we propose an extension of these grammars, the adaptive star grammar, which is able to capture such properties. 1 The usefulness of this notion in the context mentioned above has been demonstrated in accompanying work [5, 20] .
A star in a graph G is a nonterminal node together with all its incident edges and adjacent nodes. The latter are called the border nodes of the star. We consider only stars having neither parallel edges nor loops; nonterminal nodes are not allowed to be adjacent. Now, a star rule replaces a star with another graph. The latter is glued to the border nodes of the star, while the nonterminal node and its incident edges are removed. This replacement process is similar to the well-known notion of hyperedge replacement, where the star corresponds to the hyperedge being replaced (and the nodes it is attached to). To surpass the generative power of hyperedge replacement, border nodes of the left-hand side of a star rule may be so-called multiple nodes. These nodes can be cloned prior to the application of the star rule. Cloning simply replicates a multiple node together with its incident edges any number of times (including 0). Thus, a star rule containing multiple nodes is actually a rule schema. In fact, it is often useful to allow multiple nodes even in the host graph, so that the rewriting can take place at the level of graph schemata, which can be cloned afterwards.
We note here that the set nodes of Progres [18] and Fujaba [16] are similar to our multiple nodes. In the model transformation language Gmorph [19] , a more general notion of cloning is provided whose collection containers correspond to the notion of a multiple subgraph. A similar concept is addressed in [13] .
As our first main results, we show that cloning can be applied either early or late, without restricting the generative power. Early cloning means that all multiple nodes, both in the host graph and in the rule, are replaced by their clones before the replacement takes place, while late cloning means that cloning is postponed as long as possible. Depending on the situation, it may be convenient to restrict attention to either early or late cloning. The former works on graphs without multiple nodes throughout the entire derivation, but results usually in an infinitely branching derivation relation. It is especially useful if one is interested in generating a particular graph, e.g., when trying to solve the membership problem. In contrast, late cloning has a finitely branching derivation relation. It avoids the commitment to a particular number of clones until this decision becomes unavoidable. This is especially useful when it is not known beforehand how many clones of a multiple node will actually be needed later on in the derivation process.
Our second result provides a parsing algorithm for adaptive star languages, thus showing that the membership problem for adaptive star grammars is solvable. We mention here that it was shown in a precursor of this paper [6] that a more general variant of adaptive star grammars can generate all recursively enumerable string languages. These generalized adaptive star grammars allow for parallel edges in stars (and, thus, rule applications using noninjective occurrence morphisms). The mentioned result shows that the generalized adaptive star grammars in [6] are too powerful. Therefore, we only consider the more restricted version (called straight adaptive star grammars in [6] ) in the present paper.
Finally, we discuss to which extent adaptive star grammars enjoy the properties commonly ascribed to context-free grammatical devices. Adaptive star grammars are-intentionally-not entirely context-free. We work out the difference by contrasting adaptive star grammars with the axiomatic notion of context-free devices presented by Courcelle [3] . Roughly speaking, it turns out that the only deviation lies in the fact that star replacement is a nondeterministic operation. In particular, adaptive star replacement enjoys nondeterministic versions of the assciativity and confluence axioms of [3] . Consequently, the language generated by an adaptive star grammar can be obtained by evaluating trees over nondeterministic operations.
The structure of this paper is as follows. In the next section, we define the basic notions regarding stars and star replacement. Section 3 introduces the cloning operation. Based on this, adaptive star grammars are introduced in Section 4. Early and late cloning are defined and studied in Section 5.
In Section 6, the parsing algorithm for adaptive star languages is presented. Finally, Section 7 shows that adaptive star grammars enjoy properties quite similar to those known from context-free grammatical devices. In Section 8, we conclude with some remarks on related and future work.
Star Replacement
Throughout this paper, N denotes the nonnegative integers (i.e., N includes zero). For n ∈ N, [n] = {1, . . . , n}. The powerset of a set S is denoted by ℘(S). Given a binary relation → ⊆ A × A over a set A, we let → + and → * denote the transitive and the transitive and reflexive closure of →. Moreover, for n ∈ N, → n denotes the n-fold composition of → with itself (where, by convention, → 0 is the identity on A). The grammars considered in this article derive directed, node-and edgelabeled graphs that may contain loops and parallel edges. Throughout the paper, let S be a set of labels which is partitioned into two disjoint, countably infinite setsṠ andS of node and edge labels, resp. A finite subset S of S is called a labeling alphabet. Its two components areṠ = S ∩Ṡ andS = S ∩S.
consists of finite setsĠ of nodes andḠ of edges, of source and target functions s G , t G :Ḡ →Ġ, and of node and edge labeling functionsl G :Ġ →Ṡ and ℓ G :Ḡ →S.
If all labels of nodes and edges in G are in S ⊆ S, then G is a graph over S. The class of all graphs over S is denoted by G S .
We use common terminology regarding graphs. For instance, an edge is said to be incident with its source and target nodes, and makes these nodes adjacent to each other. An edge is a loop if its source and target are same, and two edges are parallel if they have the same source and target nodes. Multiple edges are parallel edges with identical labels. G ⊆ H expresses that G is a subgraph of H, and G⊎H is the disjoint union of G and H. For a node set A ⊆Ġ, G \ A denotes the subgraph of G induced byĠ \ A. Morphisms and isomorphisms are defined as usual. The notation G ∼ = g H denotes the fact that graphs G and H are isomorphic via the isomorphism g. Figure 1 shows four graphs. We draw graphs as usual: Nodes are depicted as "blobs" containing their labels; edges are drawn To obtain unlabelled edges and nodes, as in Figures (b) -(c), we may assume that each ofS andṠ contains an "invisible" label which, by convention, is not drawn. If, as in Figure (b) , some of the edges in a graph are symmetric, i.e., are pairs of edges that carry the same label and connect the same nodes in the opposite direction, we draw one line instead of the two arrows running to and from. In the graph grammars defined further below, so-called stars are the items that are substituted by graphs. Definition 2.3 (Nonterminal and Star) Let S ⊆Ṡ be an infinite supply of node labels which are said to be nonterminal. 2 The set G = {x ∈Ġ | ℓ G (x) ∈ S} denotes the nonterminal nodes in a graph G. For a node x in G, the subgraph consisting of x and its adjacent nodes and incident edges is denoted by G(x). G(x) is a star if x is nonterminal, G(x) contains no other nonterminal nodes, and neither loops nor parallel edges. In this case, the node x is the center node, and the nodes adjacent to x are the border nodes.
Example 2.2 (Graphs)
We are only interested in graphs where G(x) is a star, for all x ∈ G:
General Assumption 2.4 Throughout this paper, we consider only graphs G such that G(x) is a star, for all x ∈ G. In particular, G S is restricted to graphs satisfying this assumption. Next, we introduce an important basic notion for this paper: a simple kind of graph transformation that replaces a star by a graph.
Definition 2.5 (Star Replacement)
A star rule r = y, R consists of a graph R and a distinguished nonterminal node y ∈ R. The star R(y) is its left-hand side, and the graph R \ {y} is its right-hand side.
Let G be a graph and x ∈ G such that G(x) ∼ = g R(y) for some isomorphism g. Then the graph H = G[x / g r] is obtained from the disjoint union G ⊎ R by identifying R(y) with G(x) according to the isomorphism g and removing x and its incident edges. Obviously, the construction of H = G[x / g r] is unique only up to isomorphism. In particular, it is not affected by taking isomorphic copies of G and R (and changing x and g accordingly). To simplify proofs, we may therefore restrict our attention to the case where g is an identity morphism, and the morphisms that map G \ {x} and R \ {y} to their images in H are identities as well. If this assumption is made, we omit g in the notation G[x / g r], thus denoting the star replacement by G[x / r]. Example 2.6 (Star Replacement) Four star rules are shown in Figure 2 . When drawing a star rule x, P , we depict it like a syntax rule, as "P (x) ::= P \ {x}"; digits or letters ascribed to the border nodes in P (x) \ {x} indicate the common border nodes on the left and right-hand side of a rule. Rectangular boxes are used for nonterminal nodes, and round ones for the others. Star rules x, P and y, R with the same left-hand side P (x) = R(y), are written "P (x) ::= P \ {x} | R \ {y}".
In Figure 3 we show star replacement steps that apply the rules shown in Figure 2 to the initial star in the order in which they are given. Here, a complete graph with four nodes is generated.
Star replacement corresponds to a very simple form of double-pushout graph transformation [9] , where rules have simple left-hand sides, and the occurrence morphisms are required to be injective. This will make it easy to prove some basic properties of star replacement.
Grammars based on star replacement, called star grammars, can now be defined in the usual manner.
Definition 2.7 (Star Grammar)
A star grammar is a triple Γ = S, P, Z consisting of
• a labeling alphabet S,
• a finite set P of star rules with labels in S, and • an initial star Z ∈ G S . For graphs G, H ∈ G S , there is a derivation step G → P H if H = G[x / g r] for some x ∈ G, r = y, R ∈ P, and an isomorphism g :
If nothing else is explicitly mentioned, we shall always silently assume that the initial star of a star grammar consists of an isolated nonterminal node.Note that, by the usual argument, this assumption does not restrict the generative power of star grammars, even compared to the case where an arbitrary initial graph Z ′ may be used. To simulate the latter, choose a new nonterminal node label as the label of the initial star Z, and extend P by a rule that turns Z into Z ′ . The reader may have noticed that star replacement can be seen as a variant of hyperedge replacement [12, 4] . Indeed, we may define a (graph-generating) hyperedge replacement grammar to be a star grammar Γ = S, P, Z such that every star in {Z} ∪ {R | y, R ∈ P} is a hyperedge.
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Here, a hyperedge is a star whose edges e 1 , . . . , e n originate at the center node and are labeled with 1, . . . , n. We now prove that this restriction does not affect the generative power, i.e., hyperedge replacement grammars are as powerful as star grammars:
Proof
We sketch how to construct Γ ′ from Γ = S, P, Z . In a first step, we reverse the directions of edges which point towards center nodes. For this, add a fresh edge label a out for every a ∈S. Now, in every star which occurs in the graph R of a rule y, R ∈ P, reverse each edge e originating at a border node, and turn its label intol G (e)
out . Obviously, the resulting star grammar Γ out satisfies L(Γ out ) = L(Γ). Finally, for a graph G, let G hyp be the set of all graphs H obtained from G, as follows. For every x ∈ G, choose an arbitrary order e 1 , . . . , e n on the edges of G(x), turn the label of x into l G (x),l G (e 1 ) · · ·l G (e n ) (considered as a new nonterminal node label), and then replace the label of every e i by i. Now, Γ ′ is obtained from Γ out by replacing every rule x, R with the set of all rules x, R ′ such that R ′ ∈ R hyp . Additionally, Z is turned into the unique element of Z hyp . It follows by induction on the length of derivations that, for all graphs G, Z → *
This completes the proof, because G hyp = {G} for graphs G without nonterminal nodes.
Taking into account the well-studied relation between hyperedge and node replacement (see, e.g., [10, 11] ), Theorem 2.8 shows that not all node replacement grammars can be turned into equivalent star replacement grammars. The intuitive reason for this is that the left-hand side of a star rule has a fixed number of edges, whereas nonterminal nodes in node-replacement grammars can be adjacent to any number of nodes. We illustrate this well-known effect by means of an easy example, in order to motivate the concepts introduced in the following sections. Example 2.9 (Generating Complete Graphs) It is well-known that the language of all complete graphs can be generated by node replacement (see [10, Figure 4 .5]). The star rules in Figure 2 indicate why we cannot generate this language by star replacement: Intuitively, we would need an infinte number of rules, because the replaced nonterminal must, in each step, be adjacent to all nodes in the complete graph being generated. Thus, the rule to be applied in step n must have a left-hand side with n border nodes. However, all these rules are built according to a common schema that is shown in Figure 4 . The ellipses " 1 • · · · • n " in the rule stand for any number n 0 of nodes that are connected to the C -node and node 0. In other words, r n is a schema for an infinite number of star rules.
The notion of cloning introduced in the next section formalizes the ellipses used in Figure 4 : certain nodes in a star rule are considered to be placeholders for an arbitrary number of nodes. Thus rules become schemes that can be adapted to have as many copies of such nodes before they are applied.
Cloning
We introduce the notion of a multiple node representing n 0 ordinary nodes; these nodes are called clones as each of them has equal incident edges, and is adjacent to the same nodes as the multiple node. A similar mechanism can be found in the graph transformation language Progres [18] .
We use a special set of node labels designating multiple nodes. Formally, we assume from now on thatṠ \ S contains a subsetS of multiple node labels: these designate nodes that may be replicated. Nodes which are neither multiple nor nonterminal are said to be singular. We assume that there is a bijective correspondence between the setsṠ \ (S ∪S) andS of singular and multiple node labels: for a singular node label l, the corresponding multiple node label is denoted byl. In other words, every singular node label l has a copyl among the multiple node labels. A node is said to be singular or
Figure 5: Cloning a graph multiple depending on its label. The set of multiple nodes in a graph G is denoted byG, i.e.,G = {v ∈Ġ |l G (v) ∈S}. In figures, multiple nodes are drawn like set nodes in Progres, with a "shadow" and dashed lines, as is seen in Figure 5 . As we will see later, only graphs containing neither nonterminal nor multiple nodes are considered as final results of derivations in adaptive star grammars. Therefore, we call a graph terminal if it contains neither nonterminal nor multiple nodes.
We can now define the cloning operation, by which a multiple node can be turned into any number of singular nodes, its clones. However, we also want to be able to create clones that are multiple nodes. Thus, we define G [x · k ] only up to isomorphism. However, to make it easier to refer to specific nodes in proofs, we assume from now on that cloning does not rename nodes and edges in G \ {x}. Thus, if C is the set of clones of Figure 5 we show a graph G with three multiple nodes x, y, and z. If we make zero multiple and singular clones of x, x is removed with its incident edges. If we make two multiple clones of y, and three singular clones of z, the edges incident with y and z are copied as well. This also holds for loops. If two adjacent multiple nodes have m and n clones, resp., edges between these nodes are copied m · n times. The edge from y to z is thus copied six times.
Some simple properties of the cloning operation are worth mentioning.
Fact 3.3
For all graphs G and multiple nodes x ∈G, the following hold:
The cloning operation can be broken into sequences of three basic cloning operations that either remove a multiple node x altogether, or add one singular or one multiple clone of x; this is useful for proofs. 
. Cloning operations of these three types are said to be basic.
Proof
For m, k 0, we have
so that, by induction, every cloning operation G [x · m k ] can be be broken into a sequence of basic operations that add one singular or multiple clone, at the end leaving us with the basic removal operation G [x · 0 0 ]. We mention that the basic cloning steps cannot be described by finitely many rules in the double-pushout approach, because the node to be cloned may be incident with an arbitrary number of edges. In fact, cloning is closely related to node replacement; it could easily be described using edNCE nodereplacement rules extended to graphs with loops and multiple edges.
The graph obtained by cloning a number of nodes is independent of the order in which those nodes are treated. 
Proof By Lemma 3.4, it suffices to consider only the cases where (m, k),
The only cases which might not be entirely obvious are those where x and y are adjacent and (m, k), (m ′ , k ′ ) ∈ {(1, 1), (2, 0)}. As these cases differ only in the labels of clones created, it suffices to consider (m, k) = (1, 1) = (m ′ , k ′ ). An entirely formal proof could be given by viewing these two cloning operations as graph transformations in the DPO approach. However, since the situation should be clear enough, we just note that each edge between x and y gives rise to exactly one edge between each clone of x and each clone of y in
On the other hand, each clone of x (and of y, respectively) is connected to the nodes that are not clones in G 1 and G 2 in the same way as x (y, respectively) is connected to the nodes of G \ {x, y} in G. Finally, the clones of x and y have the same loops as x and y in G. Thus the edges of G 1 and G 2 correspond, and it is easily seen that so do the labels.
Using the previous result, we can define a cloning operation that clones all multiple nodes in a graph simultaneously. For each multiple node, the necessary information about the number of desired clones is given by a socalled multiplicity function.
By Lemma 3.5, G µ is uniquely defined (up to isomorphism). In the following, we drop the requirement that a multiplicity for G has to have exactlyG as its domain. Multiplicities specified for multiple nodes that do not belong to G are simply disregarded. For multiple nodes x ∈G not in the domain of µ, we set µ(x) = (1, 0).
In formal constructions, it is sometimes inconvenient that G µ is determined only up to isomorphism. Therefore, we assume from now on that G µ is constructed in some deterministic manner, yielding a concrete graph that depends only on G and µ. In particular, this means that multiplicities can be applied in sequence, i.e., it makes sense to consider G µν , where µ and ν are multiplicities. Clearly, in this case, there is another multiplicity η such that G µν ∼ = G η . We shall in the following denote η by ν • µ and assume that cloning is done in such a way that
Adaptive Star Grammars
In this section, we define adaptive star grammars. The rules of these grammars are star rules which may contain multiple nodes that can be cloned before a rule is applied. The graphs being derived may contain multiple nodes as well, and so they may also be cloned in order to make a rule applicable. Let us first define adaptive star replacement.
Definition 4.1 (Adaptive Star Replacement) Let G be a graph, x ∈ G, and r = y, R a star rule withl
Given a multiplicity µ :G ∪R → N 2 and an isomorphism g :
where r µ = y, R µ . If P is a set of star rules such that H = G[x µ g r] for some r ∈ P (for suitable µ and g), we write G ⇒ P H.
Adaptive star replacement thus combines two cloning operations with an ordinary star replacement step:
Adaptation. The cloning operations G µ and r µ adapt the star rule to the star G(x) in the host graph.
Application. Then a star replacement step
applies the adapted rule to the adapted star.
We can now define adaptive star grammars and the graph languages they generate. In fact, an adaptive star grammar is simply a star grammar. However, we use the term adaptive star grammar to indicate that we are interested in the language it generates by adaptive star replacement rather than by ordinary star replacement. 
Thus, L(Γ) consists of terminal graphs, whereas the graphs inL(Γ) may still contain multiple nodes (but no nonterminal nodes). Note that we use the notation L(Γ) rather than L(Γ) if we refer to the language generated by adaptive star replacement rather than by ordinary star replacement.
Note that every adaptive star grammar Γ = S, P, Z can be extended by rules that just implement cloning. For this, and also for later use, let us define some terminology.
The set of border node types of stars over S is given by
A border node z incident with an edge e in a star X is of type
Note that border node types do not distinguish between singular and multiple border nodes. For a nonterminal label A ∈ S, the universal A-star (with respect to S) is the star univ (A) with center node labeled A, containing exactly one multiple border node of type t, for every t ∈ B S (and no further nodes).
To define rules that solely implement cloning, let P c be the set of all star rules r = x, R such that R(x) ∼ = R \ {x} ∼ = univ (A) for some A ∈ S. Thus, apart from cloning, the application of r simply replaces a star by itself. Clearly, for every nonterminal graph G, G ⇒ Pc G ′ if and only if G ′ = G µ for some multiplicity µ. Thus, Γ ′ = S, P ∪ P c , Z generates the same language as Γ, and every derivation step
for some r ∈ P and a suitable multiplicity µ.
Example 4.3 (Generating All Complete Graphs)
We can now define the language of complete graphs that has been discussed in Examples 2.6 and 2.9. The initial star and the adaptive star rules are shown in Figure 6 . Note that, via cloning, we can turn the rules into those depicted schematically in Figure 4 . Example 4.5 (Generating All Bipartite Graphs) The adaptive star rules in Figure 8 generate, from an initial star that equals the left-hand side of rule b 1 , the class of all bipartite graphs, where white nodes are only incident with dark nodes, and vice versa. This grammar does not generate counter-parallel edges between white and dark nodes. Such edges could be generated after a simple modification of rule b 2 that is left to the reader. Figure 9 : A star grammar deriving all directed acyclic graphs nodes corresponds to a topological sorting. For every node v added, an Elabeled nonterminal node is added, with incoming edges from the set V of nodes generated earlier, and an outgoing edge to v. This nonterminal is responsible for inserting edges from some of the nodes in V to v. Figure 10 shows how a DAG with three nodes (two roots and one leaf) is derived. The rows in the figure show cloning operations, whereas the columns show applications of (clones of) rules. In this grid, every path of downward or rightward moves from the initial star (in the upper left corner) to the terminal graph (in the lower right corner) corresponds to a derivation of the terminal graph.
Variations of the grammar are easily obtained. If we remove node 1 from Z, the empty graph can be generated as well. With the initial star Z [y · 0 1 ] instead of Z, the grammar would derive all rooted DAGs. Finally, if we added an edge from node 1 to the E -labeled node in the right-hand side of rule e 2 , the grammar would derive DAGs with parallel edges.
In Section 2, we saw that star replacement can simulate hyperedge replacement (see Theorem 2.8). Adaptive star replacement is quite easily seen to be able to simulate node replacement under the boundary condition. In fact, for this, a very special type of adaptive star grammars suffices. Definition 4.7 (NR-like Adaptive Star Grammar) Let S be an labeling alphabet. An adaptive star grammar Γ = S, P, Z is NR-like if the following hold for every rule x, R ∈ P:
• R(x) is the universall R (x)-star, • all nodes inṘ \Ṙ(x) are singular, and • R contains neither loops nor multiple edges nor edges incident with two border nodes of R(x). The following theorem establishes the equivalence of NR-like adaptive star grammars with the well-studied boundary edNCE (B-edNCE) grammars. Here, we assume that the reader is familiar with B-edNCE grammars and use the definitions, terminology, and notation from [11] . We consider only B-edNCE grammars in which all edge labels are final (i.e., are allowed to occur in terminal graphs), as this does not restrict the generative power.
Theorem 4.8 A graph language can be generated by an NR-like adaptive star grammar if and only if it can be generated by an B-edNCE grammar.
Proof Let us first show that B-edNCE grammars can be simulated by NRlike adaptive star grammars. First of all, it is easy to show that a given B-edNCE grammar can, without affecting the language generated, be turned into one in which the right-hand sides of all rules (and, hence, the sentential forms) satisfy Assumption 2.4. In other words, every nonterminal node is the center of a star. Now, consider a B-edNCE grammar Γ of this form, with labels in S, rule set P, and initial nonterminal A 0 . Consider a rule r = (l → (D, C)) ∈ P, where A ∈ S, and (D, C) consists of the replacement graph D and the set C of connection instructions 5 . Let r ′ be the star rule x, R given as follows:
, then there is an edge e ∈R with
Now, the adaptive star grammar Γ ′ = S, P ′ , Z , where P ′ = {r ′ | r ∈ P} and Z consists of an isolated node labeled with A 0 , generates the same language as Γ. We leave the explicit verification to the reader.
For the other direction of the proof, it is not difficult to reverse the construction above. This yields a B-edNCE grammar with generalized connection instructions that may reverse the direction of edges. However, the latter is known to have no effect on the generative power of B-edNCE grammars.
It is well-known that the language of all graphs (see Example 4.4) cannot be generated by confluent edNCE grammars. Thus, the following corollary is obtained. We conjecture that adaptive star grammars are even strictly more powerful than arbitrary confluent edNCE grammars, but this remains an open question.
Early and Late Cloning
In this section, we will study an important aspect regarding derivations, namely the interplay between cloning and rule application. Cloning can be performed early, where cloning on the host graph is done as early as possible. This is a consequence of the following lemma, which shows that cloning distributes over star replacement.
Lemma 5.1 (Cloning Distributes
Proof Thanks to Lemmas 3.4 and 3.5, it suffices to consider a multiplicity µ : {z} → {(0, 0), (1, 1), (2, 0)}, for some z ∈Ḧ. Without loss of generality, let
Let r = y, R . If z is not a border node of G(x), the statement is obviously correct. Thus, assume that z is a border node of G(x) (and, thus, of R(y)). We distinguish the three cases for µ(z).
If µ(z) = (0, 0), then
µ consists of H, with a copy of H(z) glued to the border nodes of H(z). Since G µ and R µ also have copies of G(z) and R(z) glued to the border nodes of G(z) and R(z), resp., we have (1, 1) , the situation is analogous, the only difference being that the clone of z is singular in this case.
As a corollary, namely by applying Lemma 5.1 to the last step of a derivation, we obtain the following corollary, stating thatL(Γ) is closed under cloning. In particular, L(Γ) is equal to the set of all singular clones of graphs inL(Γ). To express this fact, and also for later use, let us introduce a notation for taking the closure under cloning: for a graph G,
and for a set L of graphs, cl L = G∈L cl G. We shall also use this notation for (sets of
The more important consequence of Lemma 5.1 is that derivation steps G ⇒ P H may be assumed to clone "early", replacing all multiple nodes by the desired number of singular clones before a rule is applied. Let us first define the notion of early cloning formally.
Definition 5.3 (Early Cloning
=⇒ P G n are singular, the star replacements (except the first one) never adapt the host graph but only the rule, i.e., they are of the form
(To be precise, one must add that this holds for i = 1 only if Z is singular. However, this is of course the case if Z consists of an isolated nonterminal node; see the remark after Definition 2.7.) Example 5.4 (Early Cloning) In Figure 10 , the derivation that corresponds to the rightmost column (i.e., turns x into two singular clones in the first step) uses early cloning.
Using Lemma 5.1, we can easily prove that early cloning is an adequate strategy as it yields all graphs of an adaptive star replacement language.
Theorem 5.5 (Early Coning is Adequate)
For every adaptive star grammar Γ = S, P, Z ,
Proof Consider a graph H ∈ G S and a multiplicity µ such that
We proceed by induction on the length n of the derivation Z ⇒ n P H. Thus, let Z ⇒
. By Lemma 5.1, we have
The former proves the claim for n = 1, whereas the latter proves it for n > 1, because the induction hypothesis yields Z e =⇒ n P G η .
Derivation steps Z e =⇒ P H using early cloning have the advantage that we only have to work with host graphs and cloned star rules that are singular. However, a drawback of this strategy is that a single step G
and G(x), resp., being in this relation means that g will map a clone of u to a clone of v. Multiple border nodes in R(y) and G(x) may correspond to any number of border nodes of G(x) and R(y), resp., whereas singular ones must correspond to exactly one. This leads to the following formal definition. Definition 5.6 (Correspondence) Let G ∈ G S , x ∈ G, and let r = y, R be a star rule withl R (y) =l G (x). A correspondence of r and G at x is a binary relation C ⊆ (Ṙ(y) \ {y}) × (Ġ(x) \ {x}) such that the following hold.
(1) For all (u, v) ∈ C, the border node types of u and v in R(y) and G(x), resp., are equal. (2) Every singular border node of R(y) and G(x) occurs in exactly one pair in C (as the first or second component, resp.).
Given a correspondence C of r and G at x as in the definition, we can construct a multiplicity µ C :G(x) ∪R(y) → N 2 and an isomorphism
, as follows.
• Let M = C ∩ (R ×G) be the set of all pairs of multiple nodes in C, and M = C \ M. Then
for all z ∈R(y) ∪G(x).
• By construction, R µ C (y) contains a clone of u for all (u, v) ∈ C. Let us denote this clone by u v (where u v = u if u is singular). Similarly, G µ C (x) contains a clone v u of v for all (u, v) ∈ C. By Definition 5.6(1), the types of u v and v u are equal. Moreover, either both are multiple nodes, or both are singular nodes. Thus, we obtain an isomorphism
We can now define late cloning in adaptive star replacement. 
, where C is a correspondence of r and G at x is said to use late cloning and is denoted by G[x C r]. Given a set P of star rules, an adaptive star replacement step G ⇒ P H uses late cloning if the adaptive star replacement performed during this step does. Such steps are denoted by G ℓ =⇒ P H.
The reader should note that, in contrast to early cloning, late cloning results in a finitely branching derivation relation, because there are only finitely many correspondences for given G, x, and r.
We can now show that every adaptive star replacement can be decomposed into an adaptive star replacement using late cloning followed by a cloning step. 
, where r = y, R , and assume without loss of generality thatĠ ∩Ṙ = ∅. For K ∈ {G, R} and z ∈K µ , let orig K (z) denote the node in K of which z is a clone (where the clone of a singular node is the node itself). Now, define
(This definition of C makes sense becauseĠ µ (x)\{x} =Ṙ µ (y)\{y}, thanks to the assumption that the isomorphism g in the star replacement
is the identity. Thus, in particular, orig R (z) is defined.) Now, let G 0 = G µ C and r 0 = y, R 0 = r µ C , assuming without loss of generality thatĠ 0 ∩Ṙ 0 = ∅. We construct ν :G 0 ∪R 0 → N 2 , as follows. First, consider a multiple node z
. Otherwise, using the same notation as in the definition of g C , z ′ is of the
The reader may now easily check that ν • µ C = µ. Consequently, using Lemma 5.1, we obtain
which completes the proof.
We can now prove that late cloning is adequate.
Theorem 5.9 (Late Cloning is Adequate)
Proof
The direction '⊇' follows directly form Corollary 5.2. It remains to be shown that G 0 ⇒ * P G implies G 0 ℓ =⇒ * P H, where G = H µ for some multiplicity µ. We proceed by induction, using the previous lemma and the fact that, for all graphs K, K ′ and all multiplicities µ,
The latter follows directly from the definition of adaptive star replacement, because
, where η equals µ • ν on K and µ on r.
For derivations of length 0, there is nothing to show. Thus, consider some derivation
for some multiplicity ν. By the fact mentioned above, we have H 1 ⇒ n P G. Thus, the induction hypothesis yields a graph H and a multiplicity µ such that H 1 ℓ =⇒ * P H (and thus G 0 ℓ =⇒ * P H) and G = H µ , as required.
Parsing
If adaptive star grammars shall be practically used, algorithms for parsing graphs according to a given adaptive star grammar are needed. In this section, we present such an algorithm. For this purpose, we consider a special case called simple adaptive star grammars first. In the following, let us call an edge e in a graph G terminal if it is not incident with a nonterminal node; otherwise, e is nonterminal. Definition 6.1 (Simple Adaptive Star Grammar) A star rule y, R is empty if R \ {y} is the discrete graph consisting of the border nodes of R(y). A set P of star rules is simple if it does not contain any empty rule. An adaptive star grammar Γ = S, P, Z is simple if Z consists of an isolated nonterminal node, and P is simple.
Thanks to Theorem 5.5, we may restrict our attention to derivations using early cloning. Thus, neither the host graphs nor the rule clones applied in derivation steps contain multiple nodes.
Lemma 6.2
There is an algorithm that decides whether G e =⇒ * P G ′ for every finite set P of simple star rules and all graphs G, G ′ ∈ G S\S .
Proof
Let the size of a graph H be τ (H) = |Ḣ| + |{e ∈H | e terminal}|. Since a star in a graph H cannot have more than |Ḣ \ H| edges, there are only finitely many graphs H ′ (over a finite alphabet, and up to isomorphism) such that τ (H ′ ) τ (H). Moreover, since P is simple, each derivation step H e =⇒ P H ′ removes a nonterminal node, but adds at least one other node or a terminal edge, i.e., τ (H)
τ (H ′ ). Thus, we can decide whether G e =⇒ * P G ′ by enumerating the (finitely many) derivations G = G 0
and G i ∼ = G j for 0 i < j n, and checking whether
Next, we drop the restriction to simple adaptive star grammars. We will use the following lemma: Lemma 6.3 There is an algorithm that decides whether G e =⇒ * P G \ {x} for every finite set P of star rules and all stars G ∈ G S\S , where x is the center node of G.
The existence of a derivation G e =⇒ * P G \ {x} requires that no step adds a singular node or a terminal edge. Hence, the number of singular nodes remains constant in the derivation, and its graphs do not contain terminal edges.
Let P n be the (finite) subset of all rules y, R ∈Ṗ such that |Ṙ(y)| n and R \ {y} contains neither terminal edges nor singular nodes that are not border nodes of R(y). Obviously, G e =⇒ * P G \ {x} iff G ⇒ * Pn G \ {x} where n = |Ġ|. Now, G ⇒ * Pn G \ {x} is equivalent to the (decidable) question whether an appropriately constructed context-free Chomsky grammar G ′ generates the empty string. To see this, construct G ′ by using as nonterminal node labels the set of all isomorphism classes R(y) such that R(y) is a star occurring in one of the rules in P n . Now, let 
Theorem 6.4 (Membership is
Decidable) The (uniform) membership problem is decidable for adaptive star grammars, i.e., there is an algorithm that, given an adaptive star grammar Γ and a graph G as input, decides whether G ∈ L(Γ).
Proof
For Γ = S, P, Z , we construct a new set P ′ of star rules by the following iterative procedure. Initially, P ′ is the (finite) set of all clones y, R of rules in P such that R ∈ GṠ \S and |Ṙ(y)| |Ġ| + 1. Now, if P ′ contains a rule y, R such that there occurs a star with center node x in R, then the rule y, R \ {x} is added to P ′ provided that R(x) e =⇒ * P R(x) \ {x} (which can be decided by Lemma 6.3). This process is repeated until no new rule can be added to P ′ . Finally, all empty rules are removed from P ′ . Obviously, for every nonempty graph G, we have G ∈ L(Γ) iff Z ⇒ * P ′ G. The result follows by Lemma 6.2 if G is not empty (as P ′ is simple), and from Lemma 6.3 otherwise.
Associativity and Confluence
From an intuitive point of view, adaptive star replacement has much of the characteristics of a context-free notion of rewriting. In this section, we discuss some of these characteristics in a formal manner. In the literature, there are at least two ways in which one can try to capture the essence of context freeness. To describe them, suppose we are interested in objects belonging to some domain D.
Context-freeness can be defined relative to a set OP of operations on D, each such operation being a function ω : D n → D for some n ∈ N. 6 To explain this notion of context-freeness, we need to recall some standard terminology. A ranked alphabet is a finite set Σ of symbols σ, each having a rank rk (σ) ∈ N. A tree over Σ is a formal expression σ(t 1 , . . . , t n ), where σ ∈ Σ is a symbol of rank n and t 1 , . . . , t n are, recursively, trees. 7 The set of all these trees is denoted by T Σ . A Σ-algebra A over OP associates with every symbol σ ∈ Σ an operation σ A ∈ OP of arity rk (σ). The evaluation of a tree t = σ(t 1 , . . . , t k ) in T Σ with respect to A yields eval
A regular tree grammar is a system g = N, Σ, P, A 0 consisting of disjoint ranked alphabets N (the nonterminals) and Σ (the terminals), a set P of rules, and an initial nonterminal A 0 ∈ N. The symbols in Σ can have arbitrary ranks, whereas nonterminals are required to have the rank 0. All rules in P are of the form A → t, where A ∈ N and t ∈ T Σ ; the language L(g) generated by g is L(g) = {t ∈ T Σ | A 0 → * P t}, where → P denotes the term rewrite relation given by P (i.e., we repeatedly replace some occurrence of a nonterminal A by a tree t such that A → t is in P ). Now, L ⊆ D is said to be OP-context-free if L = eval A (L(g)) = {eval A (t) | t ∈ L(g)} for some regular tree grammar g and some Σ-algebra A over OP.
This view goes back to the seminal paper by Mezei and Wright [15] on context-free sets in arbitrary algebras. To see how, e.g., context-free string grammars fit into it, let OP be the set CONC containg the n-ary concatenation of strings, for all n ∈ N, and, furthermore, all strings of length 1 as constants. Now, turn a context-free grammar G = N, T, P, A 0 into the regular tree grammar g = N, Σ, P ′ , A 0 given as follows. The set P ′ of rules consists of all A → • n (a 1 , . . . , a n ) such that A → a 1 · · · a n is in P , where a 1 , . . . , a n ∈ N ∪ T . Σ contains all elements of T , considered as symbols of rank 0, and all • n (of rank n) occurring in the rules. Now, let A be the Σ-algebra over CONC such that a A = a for all a ∈ T , and (• n ) A is n-ary string concatenation. Clearly, eval A (L(g)) = L(G), which means that every context-free string language is CONC -context-free.
In [3] , Courcelle develops an axiomatic view of context-freeness. In contrast to the setting discussed above, it starts from an abstract notion of sequential rewriting by means of a substitution operator, thus matching the intuitive notion of a grammatical formalism. For this, each object O is assumed to come with a finite sequence α O = A 1 · · · A n of nonterminal labels. The number n is the rank of O, denoted by rk (O); an object of rank 0 is terminal. One may think of α O as the multiset of labels of the nonterminals in O, which is ordered as a sequence of length rk (O) in order to be able to address individual nonterminals. (For a context-free Chomsky grammar, this could be the sequence of nonterminals in a string, read from left to right.) Given another object O ′ and some i ∈ [n], the substitution operator is required to yield
. In particular, substitution does not duplicate or delete nonterminals (except the substituted one). This is called the preservation axiom in [3] .
A grammar based on such a substitution operator would have rules of the form A → O ′ , where A is a nonterminal label and O ′ is an object. If O is an object such that α O = A 1 · · · A n , where A i = A for some i ∈ [n], then the rule may be applied to this nonterminal, yielding
Derivations start with an initial nonterminal 8 and terminate if an object of rank 0 is reached. Roughly speaking, the axioms in [3] state that a context-free notion of rewriting is given by a confluent and associative substitution operator. Here, confluence 9 means that the order in which substitutions of distinct nonterminals in an object are performed is imaterial: given objects O, O ′ , O ′′ and i, j ∈ [rk (O)] with j < i, we have
where i
. Associativity means that the equality
holds, where
, and j
8 By definition, a nonterminal A is considered as an object O with α O = A, and the application of a rule A → O ′ to such an object is defined to yield O ′ . 9 With abstract reduction systems, this property is called "commutativity".
Corollary 2.17 and Remark 2.18 of [3] provide a strong link between the axiomatic notion of context-freeness and the algebraic one described at the beginning of this section: we may view an object O as an operation of arity
If OP is the set of all these operations, and the substitution operator is both confluent and associative, then a language is context-free in the axiomatic sense if and only if it is OP-context-free in the algebraic sense. 10 We now discuss to which extent adaptive star grammars have similar properties. As it turns out, the major difference between the notions considered by Courcelle and our adaptive star grammars lies in the fact that (adaptive) star replacement is nondeterministic, and does, therefore, not qualify as a substitution operator in the sense described above. Whereas, in Courcelle's setting, substitution is required to be a deterministic process, the result of a star replacement G[x / g r] depends on the choice of g. Thus, specifying only x and r leaves us with a set of possible results. In the case of ordinary star replacement, this does not make a big difference, because star grammars can easily be normalized in such a way that substitution becomes deterministic; see Theorem 2.8. However, in the case of adaptive star replacement, G[x µ g r] depends on µ as well. Thus, it can give rise to any number of results: no result at all, a unique result, finitely many, or infinitely many. We may restrict ourselves to late cloning, in which case we will not get infinitely many results but, still, there is no finite global bound on the number of results we can get. As this type of nondeterminism is crucial for the generative power of adaptive star grammars, it cannot be removed by normalization.
In other words, adaptive star grammars are not context-free in the axiomatic sense, because the resulting substitution operator would not be a function. For very much the same reason, they are not context-free in the algebraic sense either: adaptive star replacement does not give rise to the required set OP of operations on graphs, as these operations should be functions mapping (tuples of) graphs to graphs. To show that adaptive star grammars enjoy, nevertheless, properties quite similar to context-freeness, we prove nondeterministic variants of confluence and associativity. From this, we obtain Theorem 7.6-a result similar to the equivalence of axiomatic and algebraic context-freeness mentioned above, but using nondeterministic operations instead of the usual deterministic ones.
We first establish some convenient conventions and terminology similar to the abstract notions described in connection with Courcelle's axiomatic approach.
To be able to define substitution in a reasonable manner, we choose star rules rather than graphs to be the objects substitution works on. For every star rule r = x, R , we assume throughout this section that the set R \ {x} of nonterminals in the right-hand side of r is ordered as a sequence α r . Thus, α r = x 1 · · · x n , where x 1 , . . . , x n are pairwise distinct and {x 1 , . . . , x n } = R \ {x}. As in the general setting, we let rk (r) = n.
Remark 1 To be entirely formal and, at the same time, avoid the slight deviation from the general setting, where α r is a sequence of nonterminal labels, one could consider extended star rules of the form r = x, R, x 1 · · · x n , where x, R is a star rule, x 1 , . . . , x n are the pairwise distinct elements of R \ {x}, and α r =l R (x 1 ) · · ·l R (x n ). However, this would only result in inconvenient notational overhead.
If r is as above and r ′ = y, R ′ is another star rule, then the substitution of x i by r ′ in r yields
The adaptive generalization of this type of substitution is defined as follows:
For almost everything that follows, this means that it is unnecessary to restrict substitution explicitly to the case wherel R ′ (y) =l R (x i ), because the opposite case has no influence on the reasonings.
The notions of substitution just defined are assumed to be compatible with the order of nonterminal nodes: for r
, it holds that α r ′′ = x 1 · · · x i−1 α r ′ x i+1 · · · x n (assuming for simplicity that star replacement does not rename the nonterminal nodes). In other words, we arrange everything in such a way that the preservation axiom-adapted to the nondeterministic case-holds. 
Remark 2
It should be noted that {r}[i ← {r
In the following, we will therefore identify a star rule r with {r} whenever this is appropriate.
We can now state in which sense star replacement is confluent.
Lemma 7.1 If R, R ′ , R ′′ are coherent sets of star rules and i, j ∈ [rk (R)] with i > j, then
Proof Clearly, it suffices to prove the statement for star rules instead of sets of star rules. Thus, let r = x, R , r ′ = y, R ′ , r ′′ = z, R ′′ be star rules with α r = x 1 · · · x n , and assume thatl R (x i ) =l R ′ (y) andl R (x j ) =l R ′′ (z) since, otherwise, the statement is trivially true. By the definitions of star replacement and the operator '←', the second component of
is the set of all graphs obtained from the disjoint union of R, R ′ , and R ′′ by • identifying R(x i ) with R ′ (y) and R(x j ) with R ′′ (z) according to some isomorphisms g and h, and
• deleting (the images of) y and z together with their incident edges. Again by the definitions of star replacement and '←' (and taking the choice of i ′ into account), the same holds for r[j ← r ′′ ][i ′ ← r ′ ], which proves that the sets are equal.
As a consequence, we obtain a similar confluence property for adaptive star replacement. 
Proof By the definition of adaptive star replacement, if R 1 , R 2 are coherent sets of star rules, then
(Here, we use the convention that cl takes precedence over the substition operator.) Consequently, Lemma 7.1 yields
as claimed.
With respect to associativity, the situation is similar.
Proof Again, it suffices to prove the statement for star rules instead of sets of star rules. Thus, let r = x, R , r ′ = y, R ′ , r ′′ = z, R ′′ be star rules with α r = x 1 · · · x m and α r ′ = y 1 · · · y n , and assume thatl R (x i ) =l R ′ (y) anḋ ℓ R ′ (y j ) =l R ′′ (z) (because, again, the statement is trivially true, otherwise). 
Proof This follows from Lemma 7.3 in the same way as Theorem 7.2 follows from Lemma 7.1.
Using Theorems 7.2 and 7.4, we can now show in which sense the language generated by an adaptive star grammar can be obtained by evaluating regular tree languages. For this, we extend the notion of algebras to the nondeterministic case. Consider a set OP of nondeterministic operations on D, i.e., each element of OP is a function ω : D n → ℘(D) for some n ∈ N. We extend such an operation to sets of arguments by defin-
Given a ranked alphabet Σ, a nondeterministic Σ-algebra A over OP associates a nondeterministic operation σ A ∈ OP of arity n with each σ ∈ Σ of rank n. For t = σ(t 1 , . . . , t n ) ∈ T Σ , we let
In the following, the objects considered are star rules of rank 0, while the operations on them are are arbitrary star rules. For the latter, we identify every star rule r of rank n with the (nondeterministic) operation of rank n which is given by
for all star rules r 1 , . . . , r n of rank 0. The set of these operations is denoted by SR, and the set of all star rules of rank 0 is denoted by D SR .
A pair (g, A) consisting of a regular tree grammar g = (N, Σ, P, A 0 ) and a nondeterministic Σ-algebra A over SR is called a tree-based adaptive star grammar. It generates the language L A (g) = eval A (L(g)).
Before turning to the main result of this section, we prove an easy lemma.
Lemma 7.5 Let A be a nondeterministic Σ-algebra over SR. For all trees t = σ(t 1 , . . . , t n ) ∈ T Σ , it holds that
Proof By the definition of eval A , the equality stated in the lemma holds if, for every star rule r of rank n and all R 1 , . . . , R n ⊆ D SR ,
The latter follows by an easy induction on n: it is trivial for n = 0, and the inductive step is given by
For the main result of this section, let us call an adaptive star grammar special if its initial star is the universal A-star for some nonterminal node label A. Special adaptive star grammars have the same generative power than general ones. To see this, consider an adaptive star grammar Γ, whose initial star Z consists of an isolated node labeled B. We can turn Γ into a special adaptive star grammar Γ ′ by adding a new nonterminal node label A, replacing the initial star by univ (A), and adding the star rule r = x, R , where R consists of two isolated nodes x, y withl R (x) = A andl R (y) = B. In this way, every derivation in Γ ′ starts with an application of r to univ (A), which yields Z. Hence,
Theorem 7.6 For a set R of star rules, let R ⊖ = cl {R \ {x} | x, R ∈ R} be the set of its (cloned) right-hand sides. Then the following are equivalent, for every set L of graphs:
(i) L =L(Γ) for some adaptive star grammar Γ.
(ii) L = L A (g) ⊖ for a tree-based adaptive star grammar (g, A).
Proof
Consider a special adaptive star grammar Γ = S, P, Z on the one hand, and a tree-based adaptive star grammar (g, A) on the other, where g = N, Σ, P, A 0 . We say that Γ and (g, A) correspond to each other if the following hold:
• N = S, where A 0 is the label of the center node of Z, • There is a bijection b : P → P such that, for every rule r = x, R ∈ P x 1 ) , . . . ,l R (x n ))) for some symbol σ with σ A = r. Clearly, for every special adaptive star grammar Γ, a corresponding pair (g, A) can be constructed, and vice versa. Therefore, it suffices to show thaẗ
if Γ and (g, A) correspond to each other.
For this, given a nonterminal label A ∈ S, let S A be the union of all sets
where m ∈ N, r, r 1 , . . . , r m ∈ P, the label of the left-hand side of r is A, and
The reader should easily be able to verify thatL(Γ) = S
. Thus, the proof is finished if we can show that
as in the definition of S A , where R = ∅. Let r = x, R with α r = x 1 · · · x n andl R (x) = A. We proceed by induction on m to show that there is a tree t ∈ L A (g) such that R = eval A (t). Using Theorems 7.2 and 7.4 (and an obvious induction), the expression defining R can be rewritten to obtain
where m = 1+ n j=1 m j . By the assumption that R = ∅, the label of the lefthand side of each r j (j ∈ [n]) must coincide withl R (x j ). Hence, the induction hypothesis applies and yields trees t 1 ∈ Ll R (x 1 ) (g), . . . , t n ∈ Ll R (xn) (g) such that R j = eval A (t j ) for all j ∈ [n]. Moreover, since Γ and (g, A) correspond to each other, P contains a rulel
as required.
(⊇) This direction is completely analogous to the preceding one, using the reverse arguments together with structural induction on trees t ∈ T Σ such that A → * P t. In the rest of this section, we discuss a natural special case of adaptive star grammars. In the deterministic setting, the evaluation of every tree yields a unique result. In particular, since the emptiness problem is decidable for regular tree grammars, this implies that emptiness is decidable for OPcontext-free sets L (specified by a regular tree grammar g and an algebra A over OP), as L = ∅ if and only if L(g) = ∅. Obviously, this equivalence does not carry over to the nondeterministic case, because the evaluation of a tree may yield an empty set of results.
This phenomenon can also be observed at the level of derivations in adaptive star grammars: given a graph G, a nonterminal node y ∈ G, and a rule r = x, R withl R (x) =l G (y), it is not necessarily the case that r can be applied to x, as we may not be able to find a multiplicity µ with R µ (x) = G µ (y). We now formulate a syntactically verifiable condition which ensures that derivations cannot get stuck in this way.
Definition 7.7 (Uniformity)
1. A star G encompasses another star H, denoted G H, if G µ ∼ = H for some multiplicity µ. 2. Let Γ = S, P, Z be an adaptive star grammar, and let RHS = {Z} ∪ {R \ {x} | x, R ∈ P}. Γ is uniform if there are stars LHS (l), A ∈ S, such that • for all rules x, R ∈ P, R(x) ∼ = LHS (l R (x));
• for all R ∈ RHS and y ∈ R, LHS (l R (y)) R(y).
Note that is transitive. For a graph G, a star rule r = x, R can be applied to y ∈ G if R(x) G(y). However, the converse is not true, because the definition of adaptive star replacement allows to clone nodes in both R and G.
Example 7.8 The adaptive star grammar in Example 4.3, generating all complete graphs, is uniform. The one for the set of all unlabelled undirected graphs given in Example 4.4 is not uniform, but the uniform adaptive star grammar shown in Figure 11 generates the same language. Finally, the adaptive star grammar generating all dags from Example 4.6 (see Figure 9 ) is not We can now show easily that derivations in uniform adaptive star grammars cannot get stuck in the sense mentioned above.
Theorem 7.9 Let Γ = S, P, Z be a uniform adaptive star grammar. For all derivations Z ⇒ * P G, if y ∈ G and r = x, R ∈ P satisfyl R (x) =l G (y), then R(x) G(y).
Proof
Using the notation from Definition 7.7, it follows by a straightforward induction on the length of derivations that there is are R 0 ∈ RHS and z ∈ R 0 such that R 0 (z) G(y). Further, by uniformity, we have R(x) R 0 (z), and thus R(x) R 0 (z) G(y).
Finally, we prove the expected result saying that the emptiness problem is decidable for uniform adaptive star grammars.
Theorem 7.10
The following problem is decidable: Input:
A uniform adaptive star grammar Γ. Question: Is L(Γ) empty?
Proof Transform Γ into a tree-based adaptive star grammar (g, A) by first turning it into a special adaptive star grammar and then constructing the corresponding tree-based adaptive star grammar as described in the proof of Theorem 7.6. Clearly, this is an algorithmic procedure. The following properties of (g, A) are easily verified, where g = (N, Σ, P, A 0 ): (i) By construction, every rule in P has the form A → σ(A 1 , . . . , A n ) for a symbol σ ∈ Σ and some A, A 1 , . . . , A n ∈ N (where n = rk (σ)).
(ii) Let A → σ(A 1 , . . . , A n ) be a rule in P . If σ A = r = x, R with α r = x 1 · · · x n , thenl R (x) = A andl R (x i ) = A i for all i ∈ [n]. (This is an obvious consequence of the fact that (g, A) corresponds to an adaptive star grammar in the sense defined in the proof of Theorem 7.6.) (iii) For every A ∈ N, there is a star LHS (A) such that the following hold for every σ ∈ Σ, where σ A = x, R :
• R(x) ∼ = LHS (l R (x));
• for every y ∈ R \ {x}, LHS (l R (y)) R(y). (This follows from the fact that the special adaptive star grammar which is first constructed from Γ is special except for the form of its initial star.) Using these properties, we prove the following claim:
For every t ∈ T Σ such that A → * P t for some A ∈ N, eval A (t) contains a rule r = x, R such that R(x) ∼ = LHS (A).
The proof is by structural induction on t. By (i), the derivation of t has the form A → P σ(A 1 , . . . , A n ) → * P t. Let σ A = r 0 = x 0 , R 0 and α r 0 = x 1 · · · x n .
By (ii),l R 0 (x i ) = A i for 1 i n. Hence, by the induction hypothesis and (iii), there are r i = y i , R i ∈ eval A (t i ) such that R i (y i ) ∼ = LHS (A i ) = LHS (l R 0 (x i )) R 0 (x i ), for all i ∈ [n]. In other words, there are multiplicities µ 1 , . . . , µ n and isomorphisms g 1 , . . . , g n such that R 1 ] · · · [x n / gn r µn n ] and x is the image of x 0 in R. In particular, R(x) ∼ = R 0 (x 0 ) ∼ = LHS (A) (where the second isomorphy comes from (iii)). This completes the proof of the claim since r 0 (r 1 , . . . , r n ) ⊆ eval A (t).
Choosing A = A 0 , the claim implies that L A (g) = ∅ if and only if L(g) = ∅. Using the already mentioned fact that the emptiness problem is decidable for regular tree grammars, this finishes the proof of the theorem.
Conclusions
Adaptive star grammars have been devised for specifying graph-ical software models in [6] , and have been used in an extensive case study on the refactoring of graphs that represent object-oriented programs [20] . Here we have explored their generative power and have related them to context-free ways of rewriting. Figure 12 depicts the classes of languages studied in this paper, together with the class RE of recursively enumerable graph languages and the class DEC of decidable graph languages. By definition, DEC consists of all graph languages whose membership problem is decidable. Two subclasses of adaptive star replacement correspond to well-known context-free ways of graph replacement: Star replacement (SR, for short, Def. 2.7) corresponds to hyperedge replacement (HER, [12, 4] ) by Theorem 2.8, and NR-like adaptive star replacement (NR-ASR, Def. 4.7) corresponds to boundary edNCE node replacement (B-edNCE, [11] ) by Theorem 4.8, while it is well-known that node replacement languages properly include hyperedge replacement languages [10, Section 4.3] . Uniform adaptive star replacement (uASR, Def. 7.7) is more powerful than these classes because it can generate the language of all graphs (see Example 7.8), which cannot be generated by context-free node replacement [10, Theorem 4.17] . Of course, RE properly includes DEC. Theorem 6.4 shows that the adaptive star replacement languages (ASR, Def. 4.2) are included in DEC. 11 It is still open whether the inclusions uASR ⊆ ASR ⊆ DEC are proper or not. This is why the borders between these classes are dashed in Figure 12 . The case study [20] has indicated that adaptive star replacement may generate graph languages that represent certain context-sensitive properties, like correspondence of used entities with appropriate declarations, whereas other properties, like the correspondence of formal to actual parameter types, could not (yet) be defined. So these questions will be subject to future research. In a way, adaptive star replacement is still rather close to context-free ways of replacement: it enjoys nondeterministic variantss of commutativity, associativity, and generatability from derivation trees (Theorems 7.2, 7.4, and 7.6). In particular, uniform adaptive star replacement may not get stuck in derivations (Theorem 7.9), i.e., every rule applies to every star occurrence when their nonterminals match.
The closeness to context-free replacement suggests another line of investigation. We may ask ourselves which properties are decidable for adaptive star grammars, as we did for emptiness of the generated language in Theorem 7.10; we may devise transformations for the removal of unproductive and unused nonterminals, factorization etc.; and we may find ways to prove that certain properties of adaptive star rules imply that the graphs generated by them have certain graph-theoretic properties, like connectedness, acyclicity, or planarity.
It will also be important to think about efficient parsing. One way is to restrict the forms of rules. Another one could be to identify "contextfree kernels" (without multiple nodes) underlying adaptive star rules that generate "spanning subgraphs" of the generated graphs. Parsing could then start with the kernel rules, and extend to the full rules and the complete graphs at a later stage.
A very concrete use of this work is made in the paper [5] , where we use adaptive star grammars to specify languages of graphs that may be substituted for a variable in a graph transformation rule. Commutativity and associativity is essential in this situation. Such transformation rules have turned out to be useful for specifying refactoring operations, which may delete or copy large structures, like the subgraph representing a method body, in a single rule application. All these concepts will be implemented in the graph transformation language and tool Diaplan [7] .
