In this study, the validity of the effective (virtual) point-detector concept for the CdZnTe (CZT) detector for disc-shaped radioisotope sources has been investigated in the photon energy range of 50-662 keV. It has been found that the virtual point-detector model is valid for conventional CZT detectors. The photon energy dependence of the virtual interaction depth (VID) in the CZT detector does not seem to fit to a good trend. However, in general, the measured VID values are increasing with increasing -ray energy in the range of 50-662 keV, but the VID values always remain within the physical thickness of the CZT detector. For instance, the VID value was measured to be about 4.4 0.5 mm in the 5 mm thick CZT detector at 662 keV -ray energy. In application, the VID values for photons can be used for efficiency calculation models by scaling the measured detection efficiency as a function of energy and source-to-detector distance.
Introduction
Over the last few decades, there has been a considerable interest in the use of CZT detectors having favourable features for the detection of high energy X-rays and low energy -rays, used in industry, safeguards, homeland security, and medicine. 1 However, in the pulse height spectrum of wide-band gap and high Z semiconductor detectors such as CdTe, CZT and HgI 2 , a low energy tail in the peak shape appears due to incomplete hole collection. This effect is known as hole tailing. 2, 3 The physical reason for the appearance of the tailing effect is that the fraction of the trapped holes depends on the attenuation depth where the photon is absorbed. The deeper the absorption point of the photon, the longer the distance for holes to reach the electrode, and larger the fraction of the trapped holes and smaller the signal amplitude. 4 Hence, this fact gives an idea about the importance of the accurate knowledge of the virtual (effective) depth values for photon interactions in CZT detectors, which can be used in the efficiency calculation models.
In this study, the present concept to be tested is primarily considered as a virtual depth (VID) for the photon interaction at a given energy, which is assumed to be independent of the physical location of any photon interaction and even the shapes of the electrode used in the crystal. Therefore, it is methodically a different concept from the depth-sensing signal measurements for photon interactions in CZT detectors, as described by the work of GONZALES et al. 5 In the VID model, for the sources placed on the symmetry axis, the detector volume can be reduced to a virtual equivalent point inside where all the -ray interactions are considered to occur. This point can be used to determine the VID denoted as the distance, h 0 from the front edge of the crystal (Fig. 1) . It should be stressed that this is not a real physical model but only an empirical description which fits the data, since the interactions occur throughout the whole sensitive volume of the detector. For the experimental determination of the VID, a semiempirical model for Ge detectors was suggested firstly by NOTEA 6 and confirmed experimentally by DEBERTIN and HELMER. 7 Hence, the concept for a virtual point detector has already been validated in the past for Ge(Li), coaxial HPGe, planar and semi-planar HPGe, NaI and BGO detectors. [8] [9] [10] [11] [12] [13] [14] [15] Further, the proposed semi-empirical solution using the VID was firstly used for the efficiency calibration of Ge(Li) detectors as a function of the source-to-detector distance. 16 Then, the VID concept was used for the calculations of the detector efficiency for Marinelli beaker's sample geometry to greatly reduce the calibration effort in practice. 17 An accurate efficiency calibration of a counting system is a laborious process as the counting efficiency depends on the geometry of the sample and the detector shape, as well as on the energy dependent absorption coefficients of the materials. In addition, the efficiency calculation models are limited for only special geometries, except for use of specific standard calibration sources. It was found in the literature that there are no measurements indicating whether the virtual point-detector concept is also valid for a CZT detector. Therefore, the aim of the present study is to find if the virtual point-detector concept were valid for a square shaped-CZT detector. In addition, the energy dependence of the VID values is determined as a function of the photon energy in the range of 50-662 keV.
Principle of the method
The detection efficiency, abs (E,x) and the count rate, C(E,x) at energy E when the source is placed at a distance x from the detector can be related by the equation:
where A is the activity of the source and f (E) is the -ray emission probability of the given gamma-line of energy E corresponding to the full-energy peak (FEP). Then, assuming a photon incidence normal to the detector surface, the detection efficiency can be expressed as the product of an intrinsic detector efficiency, int (E) at energy E and the solid angle, (x) subtended by the crystal from the source located at the distance x so it can be approximately written as 7, 13 
where x i is the thickness of the materials photons transmitted through air (10.69 mm), Al-window (1.168 mm) and silicon rubber boot (1.524 mm). x CZT is the thickness of the detector material (5 mm). P e is the factor describing the probability for processes (such as escape, scatter) not leading to the full-energy absorption within the CZT crystal. i (E) and CZT (E) are the linear attenuation coefficients of the absorbing materials and the detector material, respectively. The term "const." in Eq. (2) is a constant related mainly to the solid angle of the particular geometry wherein (x) can be replaced by an analytical expression only under several assumptions. 18 However, Eq. (2) is rarely used for an absolute calculation of the efficiency for any type of source-to-detector counting geometry. To overcome this difficulty in the efficiency calculation models, the virtual point-detector concept suggests the existence of a virtual point within the detector which shows the same interaction dependencies as the bulky detector, as illustrated in Fig. 1 . Starting with Eq. (2) the determination of VID at a given energy is based on the measured count rates C(x) at different distances obeying the inverse square distances law due to the solid angle (x) by which the source is subtended from the detector. According to this concept, the bulky detector can be replaced by a virtual point-detector and therefore replacing the source-to-detector's endcap distance x with (x+h c +h 0 ) at a given energy E. Eqs (1) and (2) yield the following equation:
where C(x) is the count rate for the source which is at a variable distance x from the surface of the detector's endcap, and h c is a fixed distance of 8.382 0.762 mm between the surface of the detector's endcap and the crystal front edge, specified by the manufacturer. 19 Then, one obtains:
where C(x 0 ) is the count rate measured at a reference distance x 0 from the surface of the detector's endcap, which is the closest measurement distance. In the present source-detector configuration, x 0 was chosen as 5 mm, thus keeping random coincidence losses at a minimum level because of allowing a dead time lower than 2%. Finally, Eq. (3) can be written in the form:
Thus, if one plots the quantity C(x) 1 versus the distance x, and invokes a linear fit, the location of the virtual point h 0 can be determined by the intercept of the fitted line with the x-axis.
Experimental
A room-temperature semiconductor CZT detector (S/N: B2076, eV Products Inc.) was used in this study. Its cathode contact as metal CAP is extended to some height up to the sides of the planar CZT crystal and a full surface area anode contact at its opposite surface is used to reduce the effect of severe hole trapping problem in CdZnTe crystals, referred to as CAPture TM technology. 20, 21 The detector consists of a 5 5 5 mm 3 Cd 0.9 Zn 0.1 Te crystal and a low noise hybrid preamplifier built-in a housing of 12 mm in diameter and 89 mm in length. The applied bias to the detector was 1000 Vdc. The CZT detector has a measured resolution FWHM = 3.28% and a peak-to-valley ratio of P/V = 9.33 at 122.1 keV ( 57 Co). The data acquisition was carried out by an analog-chain in a standard NIM bin consisting of a spectroscopy amplifier (Canberra 2022) and a 8192 channel ADC/MCA memory (Canberra Multiport-II).
The analog output signals of the amplifier with a shaping time of 0.5 s were digitized for pulse height analysis and stored in a PC via the Genie-2000 TM gamma software. The amplifier was set up to collect 2048 channel spectra with a gain of 0.3711 keV/channel covering up to 760 keV. The detector was shielded by 5 cm thick Pb lined with 1 mm thick Cu sheet.
The measurements were performed using the standard sources obtained from Canberra Inc: 57 Co (388.1 kBq), 109 Cd (340 kBq), 152 Eu (35.11 kBq) 133 Ba (341.1 kBq), 137 Cs (341.1 kBq) and 241 Am (361.1 kBq). The sources have an active diameter of 5 mm. For the acquisition of the -ray spectra each source was placed individually on the symmetry axis of the detector at seven distances of 5, 13, 24, 35, 46, 58 and 69 mm from the front surface of the endcap by means of appropriate jigs.
The useful energy range for the present detector was chosen between 10 and 670 keV. A threshold energy of 8.5 keV was set to avoid the fluctuations of the number of counts due to the electronic noise, assuming that it is dominant below 7 keV for CZT detectors. 22 -ray peaks between 53.2 keV and 662 keV energies were evaluated, only, whereas the X-ray peaks were excluded. The measurements for each nuclide were repeated three times at each distance. Spectra were collected in the live-time mode. Dead time varied typically between 0.01% and 1.71% for all measurements. The count rates were normally so low that any pulse pile-up effects could be neglected. Figure 2 shows a typical gammaspectrum taken for the 133 Ba source. Few X-ray escape peaks are seen in the lower energy region of 133 Ba spectra, due to the most likely Cd K X-ray of 26.71 keV and Te K X-ray of 31.81 keV. However, it is assumed that the magnitude of the factors are small for true coincidence summing (TCS) effects for 133 Ba and 152 Eu sources for the present configuration, and a full description is given for the TCS effects for 133 Ba and 152 Eu measured with a 5 5 5 mm 3 CZT detector. 23 The FEP areas were computed primarily by the Genie-2000 TM software with the interactive peak fitting (IPF) module. A low energy tailing term was included because of the asymmetric shapes of the full energy peaks. For peaks with more pronounced low energy tailing a stepwise function was employed in the IPF module to determine the Compton continuum with 3 channels left and right side end-points of the peak. However, in some cases the FEP areas especially multienergy peaks were also computed manually for which a simple criterion was chosen: the low energy tailing of the FEPs was considered serious if the ratio of the full width at one tenth and at half of the peak maximum (FW0.1M/FWHM) was greater than 2. Then the total FEP area was taken twice the sum of the area from the peak centre to the high energy side end-point to account for the low-energy side of the peak, called the half width at half maximum (HWHM) method. The net peak area is determined by A = 2 (A 1/2 -B N) where A 1/2 is the gross area of the high energy side of the peak, B is the number of background counts on the high energy side of the peak. In the HWHM method, B is assumed to be a linear function. N is the number of channels from the peak maximum to the position where the background is measured. 24, 25 Depending on the source strength and the source-todetector distance, different measurement periods were chosen to ensure enough statistical accuracy in the FEP areas. Room background counts were also subtracted from the source spectrum stripping channel by channel of a separate background spectrum.
Then, the quantities ) ( 1 x C calculated from the mean peak count rates were plotted versus the source-todetector distance, x and fitted by a straight line. 
Results and discussion
The results from the count rate measurements conform reasonably well the straight lines (regression coefficients, R 2 >0.97), as seen in Figs 3 and 4 , thus validating the assumption of the virtual point detector concept for the CZT detector. The total measurement uncertainties on the experimental points were amounted 0.06% to 6.25% for the FEP areas. For this, the net counts (or count rates) for each peak were obtained from a weighted mean using three independent measurements with different statistical peak uncertainties. Hence standard deviation of three measurements is simply calculated from the pooled (internal) variance. The uncertainty on the manufacturer specified distance h c is 0.762 mm (i.e., 9.1%). Since the fixed source-todetector distances, x are measured within the accuracies of (0.02 to 0.03 mm) by a vernier caliper with a precision of 0.01 mm, and the relative uncertainties are in the range of 0.05 to 0.5% on the measured fixed distances. A systematic uncertainty of 1.5% was also added to obtain an overall uncertainty on the resulted VID values.
The location of VID is extracted from the linear fit by Eq. (5) subtracting h c distance from the intercept with the x-axis. For this, to check slopes and intercepts of the fitted lines for different -ray energies given in Table 1 , together with their R 2 coefficients and the obtained VID values as well as with their resulted uncertainties. The maximum deviations of the experimental data from the linear fits are up to about 9-12%, which are within the limits of the experimental uncertainties. Nevertheless, there are still several peaks, especially for the -rays of multi-energy emitters, such as 133 Ba and 152 Eu nuclides, where the measured count rates with larger uncertainties have higher discrepancies than expected (5%). However, they may also be accepted as reasonably good fits for these -ray peaks of 133 Ba and 152 Eu because the standard deviations of the slope and intercept values are very small, mostly below 2.5%, up to a maximum of about 10%.
When considering the energy dependence of the VID values, i.e., h 0 (E), an attempt was made to derive its correlation with the -ray energy, E. A non-linear least squares method was applied in which a function in the form of h 0 (E) = a . [1-exp-b . (E+c)] was tested with a, b and c as fitting coefficients, shown in Fig. 5 . The fitted depth values h 0 (E) and their percentage relative differences from the measured ones are given in Table 1 . Table 1 )
The experimental VID data do not seem to fit well to that function, but exhibits saturation behaviour as valid in HPGe detectors, too. 13 In general, these measured VID values for the CZT detector are, as a general trend, increasing with increasing -ray energy in the range of 50-662 keV although the variation of the measured points are high (difference from the smooth curve is in the range of 1.3%-28%). The saturation shape is not well observable because of the limited energy range.
The energy trend is based on the behaviour of the attenuation coefficients, (cm -1 ) (given in Table 1 ) which can easily be calculated from data taken from the NIST XCOM Database. 26 It can also be concluded from Table 1 that the VID values always remained within the physical thickness of the CZT crystal. For instance, the virtual depth value is found to be 4.4 0.5 mm for the 662 keV photons in the 5 mm thick CZT detector. In application, the VID values for photons can be used for efficiency calculation models by scaling the energy dependent detection efficiency with the source-todetector, similarly to the HPGe detectors. 17, 27 
Conclusions
The present results show that the methodology for the virtual point detector is also valid for a CZT detector in the energy range of 50-662 keV. In general, the virtual depths for photons are confined to the physical dimension of the detector material. However, they do not seem to fit to a smooth function with increasing photon energy. The results reveal that they are characteristic for the detector material. It is worth noting that the variations in the FEP net areas are due to the peak shape which is caused by the known poor charge transport properties of CZT detectors. It is also reflected in the energy dependence of the VID behaviour thus causing some variations in the measured VID values, especially above 150 keV photon energies. 
