The problem of minimax estimation is examined for the linear multivariate statistically indeterminate observation model with mixed uncertainty. The a priori information on the distributions of model parameters is formulated in terms of second-order moment characteristics. It is shown that in the regular case the minimax estimate is defined explicitly via the solution of the dual optimization problem. For singular models, the method of dual optimization is developed by means of using the Tikhonov regularization techniques. Several particular cases which are widely used in practice are also considered.
Introduction
In this paper, the problem of minimax estimation by the mean-square error criterion is studied for linear multivariate statistically indeterminate models with both stochastic and deterministic uncertain parameters and disturbances. Following [13] , such type of systems will be referred to as ones with mixed uncertainty. During the recent period of time, very broad class of statistically indeterminate models has been studied using the minimax approach. Nevertheless, the majority
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of the models under consideration can be divided into two classes:
(a) the models involving only random variables with partially known nondegenerate distributions [2, 15, 20, 26, 31] ; (b) the models with uncertain but bounded nonrandom parameters and disturbances [5, 7, 12, 16, 18, 19] .
Under stochastic uncertainty, one of the major techniques for constructing minimax estimates is the method of dual optimization [21, 25, 28, 31, 32] . This straightforward and efficient algorithm consists of two steps:
(1) to find the least favorable joint distribution of the random parameters; (2) to compute the optimal estimate designed for the obtained worst-case characteristics.
The necessary and sufficient conditions for the method described above that lead to the minimax estimate are obtained in [21] . The standard situation in which such conditions are fulfilled is provided by so-called regular models [31, 32] . However, deterministic models and ones with mixed uncertainty are singular, since they contain singular probability distributions.
The main contribution of this paper is to extend the approach of dual optimization to singular linear multivariate models with mixed uncertainty. This aim is achieved by means of the Tikhonov regularization techniques [7, 8, 17, 22, 27] . Combination of the methods of dual optimization and Tikhonov regularization provides a unified approach to designing efficient algorithms of minimax robust identification for any linear multivariate system with mixed a priori uncertainty.
The main theoretical results of the paper are applied to solving the problem of minimax estimation and filtering in a lot of practically important static regression and dynamic discrete-time linear systems with a priori uncertainty of different type (deterministic, stochastic, and mixed).
The proofs of all statements encountered in the paper are given in the Appendix except for Corollaries 5.1-5.3 and Lemmas 6.2, 6.3 whose trivial proofs are omitted.
Statistically indeterminate multivariate model
The following notation will be used in the sequel: E {·}, D {·}, cov {·, ·} are the average, variance, and covariance operators; col[x 1 , . . . , x n ] = (x 1 , . . . , x n ) , where is the transpose symbol; x, y = x y; x = x, x 1/2 ; co[K] is the convex hull of a set K; O, I are the null and identity matrices, respectively; ker [A] , im [A] , tr [A] , [A] Consider the following statistically indeterminate linear multivariate model:
where x ∈ R m is the vector to be estimated given the observation vector y ∈ R n ; = col[ 0 , 1 ] is the vector of model parameters and disturbances.
Concerning the subvector 0 ∈ R p there is no a priori information except for the assumption:
0 is nonrandom. The subvector 1 ∈ R q is supposed to have partially known moment characteristics: E 1 ∈ M, cov 1 , 1 ∈ R. The set M is compact and centrally symmetric (i.e., −M = M) and R is compact and contains symmetric positive-semidefinite q × q matrices. The matrices 0 , , 0 , are known and have appropriate dimensions.
Let P denote the probability distribution of the vector . The stated above assumptions mean that P ∈ P, where P is the set of all feasible distributions:
Note that model (2.1) possesses the following specific features:
(a) the structural model parameters (e.g., parameters of the signal model) and the disturbing parameters (such as uncertain and random observation disturbances) are not distinguished, since the corresponding partitioning can be done explicitly by an appropriate choosing of the matrices 0 , , 0 , ; (b) the random parameters and disturbances are assumed to be dependent in general; (c) all probability distributions may be singular: in particular, any covariance matrices from R are not supposed to be strictly positive.
The other properties of the model described above were discussed in [21] .
Minimax estimation problem
Consider a linear estimate x = Fy, F ∈ R m×n , of x given the observation vector y. Assume that F ∈ F, where F ⊆ R m×n is some prespecified set of estimators. Then, x = Fy will be referred to as an admissible estimate. Its accuracy is measured by the mean-square-error criterion (m.s.e.c.):
where P ∈ P is any feasible distribution of .
Definition 3.1. The estimating operatorF and the corresponding estimatex =F y are called minimax if
The optimal guaranteed value of the m.s.e.c. iŝ
Note that it is possible to avoid application of affine estimates: x = Fy + f , F ∈ F, f ∈ R m , since any minimax affine estimate turns to be linear whenever the set of feasible expectations M is centrally symmetric [21] .
Since D(F, P ) depends on the moment characteristics E { }, cov { , } only, (3.2) can be reduced to the following problem of minimax optimization:
is the auxiliary functional J (·) which will henceforth be used instead of D(·),
is the class of admissible estimators, which are unbiased with respect to 0 , and
is the convex hull of the set of all feasible matrices of the form E 1 1 .
The equivalence of problems (3.2) and (3.4) is provided by the following fact:
where
Furthermore, (3.3) is equal toĴ = inf
The following definition specifies the regular and singular situations.
Definition 3.2. The statistically indeterminate model (2.1) and the corresponding minimax estimation problem (3.2) are said to be regular if
otherwise (2.1), (3.2) are singular.
Condition (3.10) means that any feasible covariance cov {y, y} = R of the observation vector y is a nonsingular matrix.
As it is known [22, 31] , for a singular observation model a minimax estimate is not unique. This makes it reasonable to introduce the next concept.
In other words, the normal minimax estimator is of the least Frobenius norm over all minimax estimators.
The following theorem describes the main features of the minimax optimization problem (3.4).
Theorem 3.1. Let the following assumptions hold:
(a) F 0 is nonempty, closed, and convex;
(1) Then, the set of minimax estimators F is nonempty, convex, and compact. Moreover
(2) There exists a unique normal minimax estimatorF (o) . (3) The following duality relation holds: 
whereK is an arbitrary solution to the maximin problem, i.e.,
The next definition is motivated by equality (3.13).
Definition 3.4. The maximization problem (3.15) is called dual with respect to the minimax estimation problem (3.2). The solutionK and the functional J (·) will be also referred to as dual ones.
Thus,K describes a least favorable combination of the moment characteristics involved in the observation model (2.1). Nevertheless, in general, a distribution P ∈ P such thatK = E 1 T 1 may not exist. The third assertion of Theorem 3.1 means thatF is a minimax estimator andK is a dual solution if and only if the pair (F ,K) forms a saddle point for the game (J, F 0 , K):
The last part of Theorem 3.1 describes the way of finding minimax estimates using the dual optimization approach. According to this technique, the minimax estimate is sought as a solution of the linear-optimal estimation problem (3.14) by the m.s.e.c. with the least favorable moment characteristics (3.15) . In some particular but important cases considered in Sections 5 and 6, the optimal estimatex =F y and the dual functional J (·) have the explicit representation. So, in the regular case, the method of dual optimization can be directly applied to finding the minimax estimate. For singular observation models, algorithm (3.14)-(3.15) yields the minimax estimator if at least one of the following conditions is valid [21] :
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It should be noted that if the uncertainty set K contains the maximal element K (i.e., K K for all K ∈ K), then the solution of the dual optimization problem is trivial:K = K, whence (3.14) is the minimax estimator.
Even if the least favorable matrixK can be obtained only approximately, the method of minimax estimation based on the dual optimization turns to be valid and possesses the robust property. Furthermore, the deviation of the approximate estimator from the minimax one can be majorized by the computation error of the dual solution.
Theorem 3.2.
Under the regularity condition (3.10), given a sequence {K s } ⊂ K, the estimators {F s } are supposed to be defined as follows:
Then, Thus, for finding the dual solution one may use any numerical procedure for which the convergence with respect to J (·) is fulfilled.
The iterative algorithm presented below possesses the desired property. 
increase s by 1, and go to step 2.
The convergence of the algorithm above is stated in the following theorem. 
Minimax estimation for singular models
In this section, the Tikhonov regularization method will be applied to the singular case of the minimax problem (3.4) .
Introduce the regularized criterion
Then, the regularized minimax problem has the form
whereF ε is said to be the regularized minimax estimator. The optimal guaranteed value of J ε (·) is equal tô
Note that problem (4.2) is regular, since it corresponds to the following regular observation model:
where P ∈ P and the random vector is supposed to be normalized (E { } = 0, cov { , } = I ) and independent of . Indeed, any feasible covariance of the observation vector is nonsingular:
Provided by the results of the previous section, we can use the method of dual optimization. To this end, consider the regularized dual problem
The following result explains how to obtain a minimax estimate using the regularization technique. 
whereK ε is an arbitrary solution of (4.6). (3) {F ε } converges to the normal minimax estimatorF (o) : 
Note that the minimax solutionF ε can be obtained using the iterative algorithm described in Section 3. However, if the convergence provided by the algorithm is not finite, the error of computingF ε may be significant. This may lead to the unstable behavior of {F ε } as ε ↓ 0. Thus, the problem of computation stability arises in a practical realization of the algorithm suggested by Theorem 4.1. It turns out that this obstacle can be also overcome using the method of Tikhonov regularization of ill-posed optimization problems [27] .
The theorem below shows how to compute the minimax estimator in a stable manner. 
(c) the sequence of estimators F is defined by
Then,
In both cases, {F } is a minimizing sequence for functional (3.24) , i.e., lim
The first part of Theorem 4.2 describes the situation, when one can claim the convergence of {F } to the set F of minimax estimators. The second part provides the sufficient condition for {F } to converge to the normal minimax estimatorF (o) .
Basic particular cases of the general model
In this section, several particular cases of the general observation model (2.1) are considered.
Unconstrained minimax estimation problem
Here, it is assumed that there are no a priori constraints on estimators. In other words, any linear estimate x = Fy, F ∈ R m×n , is supposed to be admissible. Thus,
The assumption F 0 = л is equivalent to the following:
which is known to be the identifiability condition [1] .
The lemma below provides the analytical expression of the solution to the linear-optimal estimation problem arg min
for both regular and singular cases.
Lemma 5.1. Denote
where K O. Let (5.1) and (5.2) hold.
(1) The general solution of (5.3) can be represented in the form
where F 0 is an arbitrary solution of the equation
is the unique solution of (5.3) and the dual functional (5.6) takes the form
The main result of this subsection is the following. (
converges to the normal minimax estimatorF (o) as ε ↓ 0 if
Regression with unbounded parameters
This subsection is addressed to designing the algorithms of minimax estimation for the classical linear regression models which are usually studied in the regression analysis and statistics.
Consider the following linear regression model:
where ∈ R p is the a priori unbounded nonrandom vector and ∈ R n is the random observation noise with zero mean and covariance R ∈ R , where R is a compact set of positive-semidefinite matrices. The matrices A ∈ R m×p and B ∈ R n×p are assumed to be known. It is easy to check that (5.13) is a particular case of the observation model (2.1), since the probability distribution P of the vector = col[ , ] belongs to the set
The following result provides the exact formulation of the minimax estimation algorithms for model (5.13).
Corollary 5.1. Let F = R m×n and AB + B = A. Denote
is the minimax estimator if
Since matrix (5.18) is an estimator of the least-squares method (LSM), the result stated in Corollary 5.1 can be treated as the minimax version of the Gauss-Markov theorem [1] .
The following example of a singular problem of minimax estimation serves to illustrate the regularization techniques. 
is a class of all feasible covariances of . It is well known that in the model described above, the minimax estimator is a solution of the minimization problem [16] :
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Our first aim is to show that for the singular model (5.20) the optimal estimate may not be minimax even if the covariance R = cov { , } is least favorable.
First, we find the dual solutionR. Due to the duality relation (3.13) and expression (5.6), we have
Then,R ∈ R , QR = O, and
Hence,R is a solution to the dual optimization problem (5.25).
Consider the optimal estimate x = F y designed for the least favorable covariance cov { , } = R, i.e.,
According to (5.5) and (5.23), we obtain Our further aim is to answer the question: how to obtainF using the regularization algorithm. Assume that
For solving the dual problem
we use the Lagrange multipliers rule. The derivative of the Lagrange function
at R =R ε is equal to
The last expression equals zero if and only if
It is easy to check thatR ε = r ε (r ε ) belongs to (5.21) and satisfies condition (5.36) if r ε
Hence,R ε is a solution to the regularized dual problem (5.33).
Consider the LSM estimator
It can be represented in the form
Then, {F ε } converges to the original minimax estimator (5.24) as ε ↓ 0. This fact is consistent with the result of Theorem 4.1.
Regression with bounded parameters
Here, we consider the observation model (5.13) under the same assumptions except for the conditions on . Now we suppose the nonrandom vector is a priori bounded, namely, ∈ , where is a given centrally symmetric compact subset of R p . Hence, the class of feasible distributions is of the form
(5.39)
Since J (F ) < ∞ for all F ∈ R m×n , the admissible estimates x = Fy are allowed to be biased, i.e., 
J (T , R). (5.45) ( ) -
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Consider the case of ellipsoidal constraints on .
Example 5.2. Let the set of feasible values of the vector be an ellipsoid:
The example consists of two parts which correspond to the cases of scalar and vector estimation. The explicit expressions for the minimax estimators and the dual functionals (of both regularized and original types) are also presented.
(a) Suppose that m = 1, i.e., x is a scalar variable. Here we use the notation . Therefore, when estimating the vector itself, the minimax operator coincides with the form of the LSM estimator (5.18) except for a scalar multiplier [26] .
In the both cases above, the dual problems (5.44) and (5.45) are simplified significantly, since one can omit the maximization over set (5.41). Thus, for designing the minimax estimate it is sufficient to find the least favorable covarianceR of the noise vector.
Purely stochastic observation model
In this subsection, we study the problem of minimax estimation of x from y under the following assumptions: 
The result of Corollary 5.3 can be strengthened as follows. The linear-minimax estimateF and the Gaussian distribution P with zero mean and covarianceR form a saddle point for the game (D, B, P):
where B is the class of all Borel transformations F : R n → R m [21] . This makes it possible to claim that the linear-minimax estimate is also minimax over the class of all nonlinear transformations and the Gaussian distribution is least favorable if its covariance is a solution of the dual problem.
So, the results above form the minimax version of the theorem on normal correlation [14] .
Example 5.3. Let us consider the linear regression (5.13) as a particular case of the purely stochastic observation model. To this end, suppose that the estimated vector x and the observed vector y satisfy Eqs. (5.13), where ∈ R p and ∈ R n are the centered uncorrelated random vectors with covariances T and R such that T ∈ T and R ∈ R , respectively. Concerning the sets ( ) - Table 1 The features of the minimax estimates for two versions of regression (5.13)
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The minimax estimatex =F y is biased, since ∃ :
The minimax estimatex =F y is unbiased, i.e.,
x is minimax over the class F of all linear estimatesx is minimax over the class B of Borel transformations
The pair (T ,R ) does not determine a least favorable distribution wheneverT / ∈ { : ∈ }
The Gaussian law N (0, diag[T ,R]) is a least favorable distribution of the vector = col[ , ]
T ⊂ R p×p , R ⊂ R n×n , we assume that they are convex, compact, and contain only positivesemidefinite matrices. Then, all the assertions of Corollary 5.2 are valid for the stochastic version of the observation model (5.13).
Thus, it turns out that the minimax estimates and the dual functionals are of the identical form even if the vector of model (5.13) parameters is treated diversely:
(a) as an a priori bounded nonrandom vector or (b) as a centered random vector with partially known covariance. Several significant diversities of the models under consideration are presented in Table 1 .
Minimax filtering
In this section we study the problem of minimax filtering for the discrete-time statistically indeterminate system of Kalman's type [31] .
Let the estimated m-dimensional process x = col[x 1 , . . . , x N ] be of the form 
3)
where U ⊂ R rN , M ⊂ R p are given centrally symmetric compact sets and R ⊂ R p×p , ⊂ R qN×qN are known convex compact sets consisting of positively semidefinite matrices.
In this section, the linear estimate x = Fy is supposed to be an admissible filter if and only if x is nonanticipative, namely,
where F ts ∈ R m×n are the arbitrary matrices. In other words, the vector x t is to be estimated given the observations y (t) = col[y 1 , . . . , y t ] that are available up to the current moment t. Thus, the set F of admissible estimators consist of the block matrices F = {F ts } t,s=1,...,N of the lower triangle form
As before, the accuracy of estimates x = Fy, F ∈ F, is measured by the m.s.e.c.
where = col [ , , u] . Note that functional (6.7) is of the integral form. This does not lead to loss of generality, since the necessary weight matrices for each value of the process can be took into account by an appropriate modification of the matrices { t }. Definition 6.1. We say thatx =F y is the minimax filter if
where F is the class of linear nonanticipative estimators (6.6) and P is defined by conditions (6.3)-(6.4).
It is obvious that the problem of minimax filtering (6.8) can be treated as a particular case of the general problem of minimax estimation (3.2). Actually, the finite horizon discrete-time linear system (6.1), (6.2) can be reduced to the multivariate observation model (2.1):
by an appropriate choosing of the matrices , . In addition, the set F of admissible estimators is a linear subspace of R mN×nN and the set P of feasible distributions of = col [ , , u] can be represented in the form stated in Section 2:
Therefore, all the results obtained in Sections 3 and 4 can be applied to designing the minimax filter (6.8). Since the proposed algorithms of minimax estimation are based on using the dual ( ) -
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optimization approach, one should solve the following problem of linear-optimal filtering:
12)
Hence, we obtain the efficient procedure of minimax filtering if problem (6.11) has a straightforward solution.
Consider the situation when (6.11) is provided by the Kalman filtering algorithm [6, 9, 10, 13] . To this end, suppose the process of random noises has uncorrelated values, i.e., (6.14) and the sequence u of nonrandom disturbances satisfies the following ellipsoidal constraints:
where { t } are fixed positive-definite r × r weight matrices. Furthermore, if Eqs. (6.2) do really contain nonrandom parameters {u t } (that is, {c t }, {C t } are not null), we have to assume that the initial state has zero mean and the process x is scalar valued and to be estimated with respect to the terminal criterion, i.e., = 0, m = 1, and 1 
In what follows, our investigation deals with the two alternatives of uncertainty in covariances R t = cov { t , t }:
(a) (the stationary case)
where R is a prespecified convex and compact set of positive-semidefinite q × q matrices.
For formulating the main result of this section we need to present the linear-optimal filter (6.11). 
Then,
(1) for any 1 (6.18) where, under the stationary condition (6.16),
and , in the nonstationary case (6.17),
(2) the solution of (6.11) is defined by the Kalman filtering algorithm: 
Under the conditions of Lemma 6.1, we have the following:
(1) the solution x ε (K) = F ε (K)y to the regularized linear-optimal filtering problem
is uniquely determined by the regularized Kalman filtering algorithm:
(K), and ε t (K) are provided by Lemma 6.1 with replacing each function f (K) by its regularized version f ε (K); (2) the regularized dual functional has the form
(6.37) Lemma 6.2 is a straightforward corollary of the previous result and the following remark:
where y ε t = y t + ε t , {y t } is defined by (6.2), and { t } is a standard white noise (i.e., E t = 0, cov t , t = I ) uncorrelated with and { t }. Therefore, the solution of (6.33) is the linearoptimal filter with respect to the standard m.s.e.c. (6.7) given the regularized observation process {y ε t }. The method of minimax filtering, which is valid under the assumptions stated above, is described in the theorem below. Theorem 6.1. Suppose that all the conditions of Lemma 6.1 are fulfilled and K is specified by (6.19) or (6.20) .
39)
converges to the minimax filter {x t } as ε ↓ 0 if (2) Let the regularity condition (6.30) be fulfilled for every K ∈ K. Then, the Kalman filter Concerning the estimatesx ε =F ε y, the convergence stated in Theorem 6.1 means the following: To this end, define the class G of linear recursive filters { x t } by the following equations:
where G t are arbitrary p × n matrices. Note thatx (o) is the limit of the filters (6.39) from the set G. Since G is closed as a finite-dimensional linear subspace,x (o) also belongs to G.
Consider the dual optimization problem (6.42) under assumption (6.17). Then, (6.42) can be treated as a problem of optimal control with the separable functional (6.29), state process (6.23), and control {R t }. Using the method of dynamical programming we derive the following result. 
45)
where 0 = O and t (P , R) denotes the right-hand side of (6.23) in which we replace P t−1 by P and R t by R. Then,
is a solution to (6.42) if and only if
(6.47)
In the example below we study the minimax filtering problem for a singular observation model in connection with the regularization method.
A.R. Pankov, K.V. Siemenikhin / Journal of Multivariate Analysis ( ) -
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Example 6.1. Let us consider the following observation model: 
Note that the observation model (6.48) is singular, since (6.27) coincides with R w (t) and equals zero if R t = U 0 . First, we find the least favorable covariances {R t }. According to (6.23)-(6.29) and (6.42), {R t } can be obtained as a solution of the following maximization problem:
subject to
It is clear that (6.51)-(6.52) is equivalent to the following:
we have that
is the unique solution to (6.53). Moreover, the maximum of (6.51) is equal tô
Now we consider the linear-optimal filter x = { x t } designed for the least favorable covariances {R t }. According to (6.21)-(6.27) and (6.41), we obtain
Whence, x t = 0 for all t = 1, . . . , N.
In order to ensure that x is not a minimax filter, we calculate the guaranteed value of the m.s.e.c. at
(6.58)
Now it remains to note that (6.58) is greater than (6.56). Our further aim is to solve the regularized version of the minimax filtering problem for the singular model (6.48) .
According to (6.36) , the regularized dual optimization problem has the form:
Analogously to (6.53), the problem above can be reduced to the following one: Provided by the properties of J (·) and F, we derive that F = arg min
convex, and compact (see [24, Theorem 27.3] ).
inequality (3.12) can be obtained as follows:
Hence, √ a √ c + Ĵ . Now it remains to note that a tr FF , where = min
The normal minimax estimatorF (o) exists and is uniquely determined, sinceF (o) is a minimum point of a continuous strictly convex function on a compact set.
(3) Note that J : F 0 × K → R is a continuous convex-concave function defined on the product of the closed convex sets F 0 and K, where K is compact. Hence, the duality relation (3.13) and solvability of the maximin problem follow from the lop-sided minimax theorem [3] .
(4) The function J (·) achieves its minimum at the single pointF if J (·) is strictly convex. The last condition is valid, since J (·) is the maximum of strictly convex functions {J (·, K), K ∈ K}.
LetF be the minimax estimator. SinceF andK are solutions to minimax and maximin problems, respectively, and the duality relation (3.13) is fulfilled, we can claim that the pair (F ,K) forms a saddle point for the function J :
The right-hand inequality (A. 3) means thatF is a solution of the minimization problem (3.14) .
Under the regularity condition (3.10), the solution of (3.14) is uniquely determined, since J (·,K) is a strictly convex function. Hence,F =F . This completes the proof. (c) the duality relation (3.13) is fulfilled; (d) the minimization problem (3.14) has a unique solution at the maximin strategy.
The first three assumptions are standard in the game theory, the last one is provided by the regularity condition (3.10) and the specific structure of the functional optimized. One should notice that (3.10) can be replaced with the weaker assumption K > O which is also sufficient for condition (d) to be valid.
Proof of Theorem 3.2.
For the sake of simplicity, we assume that J (F, K s ], we obtain that the increment of F is majorized by the increment of J (F, K s ) at the minimum F s on the convex set F 0 :
The last relation is provided by the left-hand inequality of (3.16).
Proof of Theorem 3.3. The convergence of {K s } is demonstrated by means of the results derived in [33] . Let A: K → K be the set-valued mapping that takes each K s to the matrix K s+1 obtained at the succeeding iteration of Algorithm 3.1. Now, by Lemma 11.2 of [33] , for proving (3.23) it suffices to verify the conditions of Theorem A [33] :
(1) the set K is compact; (2) the function J : K → R is continuous and such that (a) Algorithm 3.1 terminates if
The first condition is satisfied by the assumption. Let us verify the second condition. According to Theorem 7.2 of [33] , J (·) is continuous if there exists a compact set F 0 such that the following representation is valid:
Let F 0 be some fixed element of F 0 and r = sup 
Taking into account the compactness of K and the regularity condition (3.10), we obtain 
Consequently, s is equal to the left side of (A.12) . This completes the proof of (A.11). Conditions 2(a) and (b) follow directly from (A.11 
To prove condition (3), let us represent A as a composition A = A 3 A 2 A 1 of three set-valued mappings A 1 : Thus,
Our further aim is to establish the convergence of {F ε } to the normal minimax estimatorF (o) . From the right-hand side of (4.9) it follows that
Combining this with the relationĴ J (F ε ), we obtain
Hence, the set {F ε : ε > 0} is bounded. Now, to conclude the proof it remains to show that G = lim n→∞F ε coincides withF (o) for any convergent subsequence {F ε }, ε ↓ 0.
In fact, (A.21), (A.22) and the continuity of J (·) imply the following:
This means that G is the normal minimax estimator which is uniquely determined. Therefore, we have G =F (o) . This completes the proof of Theorem 4.1.
For proving Theorem 4.2 the following lemma will be invoked. [14] . This means that the filter x(K) minimizes the local criterion at each point t over the class of nonanticipative estimates. Hence, x(K) minimizes the integral criterion J (F, K) too.
Since the other assertions also follow from the theory of Kalman filtering [14] , Lemma 6.1 is proved.
Proof of Theorem 6.1. The first part is obtained by Lemma 6.2 and Theorem 4.1, while the second part is by Lemma 6.1 and Theorem 3.1.
