Diffraction pro®les were analysed from thermally deposited 111-oriented gold ®lms, ranging in thickness from 300 to 1900 A Ê . The data were collected using the high-resolution powder diffractometer on beamline BM16 at the European Synchrotron Research Facility (ESRF) set at a wavelength of 0.3507 A Ê . The pro®les were measured under conventional symmetric ±2 re¯ection conditions and by asymmetric transmission diffraction to ensure that only crystallites oriented normal to the substrate contribute to the diffraction. An analysis of the instrument pro®le shape of the diffractometer was undertaken using the SRM 660 LaB 6 line pro®le standard. A parallel study of the ®lms using atomic force microscopy and transmission electron microscopy was also undertaken to provide information on the dimensions of the crystallite columns in the ®lms and the presence of dislocations. All the ®lms displayed diffraction broadening arising from both crystallite-size effects and dislocation-induced strain effects. Analysis of the magnitude and anisotropy of the dislocation-induced broadening with hkl indicates that the dislocations have a mixed screw/edge character and tend to form primarily on (111) slip planes parallel to the substrate at densities of $10 15 to 10 16 m À2 . research papers 1272 R. W. Cheary et al. Thermally deposited gold films
Introduction
Freshly deposited gold ®lms produce broadened X-ray diffraction lines. A large component of this broadening is the result of the small crystallite size and is identi®ed by the 2 dependence of the pro®le width and by the presence of secondary maxima that sometimes form on either side of the main peak (Croce et al., 1962) . It is well known, however, that gold ®lms develop large intrinsic stresses during their preparation (Koch, 1994; Durand et al., 1994) which originate from dislocations or strained regions within the ®lm or at the ®lm/substrate interface. In most instances therefore, broadening is caused by both microstrain and small crystallite size. In recent years, the study of X-ray line broadening has prospered through the development of high-intensity high-resolution low-background synchrotron diffractometers (Hodeau et al., 1998) , the introduction of ®tting software for accurately deconvoluting instrumental line broadening from measured data (Cheary & Coelho, 1992 , 1998a and the implementation of analytical procedures for interpreting the microstraininduced broadening from dislocations in materials Unga Â r & Tichy, 1999) . The present investigation represents a move to combine these develop-ments and to illustrate how X-ray line broadening may be used for measuring the microstructural properties of thin ®lms.
The main focus of this work is to measure and interpret Xray line pro®le shapes from thermally deposited gold ®lms of thicknesses up to 1900 A Ê . Thermally deposited gold ®lms are generally well crystallized and possess an oriented columnar structure with the [111] direction aligned with the column axis and perpendicular to the substrate (Golan et al., 1995) . In most instances, the ®lms tend to form with a thickness of one crystal column and the distribution of crystal column heights T cr tends to be relatively narrow. The crystallite-size-induced broadening from such crystal columns is invariably anisotropic with hkl and dependent on the ratio of the height/diameter of the columns (Langford & Loue È r, 1982) . Any microstrain-induced broadening arising from dislocations or inhomogeneous strain will also tend to be anisotropic with hkl (Stokes & Wilson, 1944; . The problem of separating these components of the broadening quantitatively is not a simple matter. In the present work, parallel studies were undertaken, using transmission electron microscopy (TEM) and atomic force microscopy (AFM), to provide information on the dimensions of the crystallite columns and the presence of dislocations. One of the main ®ndings of the present work is that dislocations make a signi®cant contribution to the broadening at all ®lm thicknesses. In addition, the dislocations tend to have a mixed screw/edge character and generally only form on (111) slip planes parallel to the substrate at densities of $10 15 ±10 16 m À2 .
Experimental procedures 2.1. Film fabrication
Gold ®lms of nominal thicknesses of 250, 500, 800, 1000 and 1900 A Ê were deposited by thermal evaporation on glass substrates of approximately 22 mm diameter and 0.2 mm thickness. Thin substrates were used so that transmission Xray diffraction could be carried out with minimal absorption by the substrate. All the substrates were cleaned ultrasonically, ®rst in Analar-grade acetone and then in Aristargrade acetone, followed by drying with dry nitrogen. Prior to deposition, the substrates were further dried with a heat gun to remove any condensed water. Deposition was carried out at pressure of 10 À6 torr using gold pellets with a purity of >99.999% (supplied by Johnson Matthey Chemicals). At each nominal thickness, seven samples were prepared simultaneously in the vacuum chamber. To ensure that all ®lms in a batch were similar in thickness, the substrates were bunched together at a long deposition distance of 25 cm. The nominal thicknesses were measured using a calibrated quartz crystal oscillator within the vacuum chamber. Preliminary measurement of the X-ray diffraction patterns of the ®lms on a Siemens D5000 powder diffractometer using Cu K radiation (! = 1.5406 A Ê ) displayed only broadened gold lines and no diffraction lines from any of the glass substrates. The ®lms all exhibited a very strong 111 texture perpendicular to the substrate surface. This is evidenced by the fact that the ratio of the peak intensities I 111 /I 200 of the 111 and 200 lines is typically $150, compared with a random powder where I 111 /I 200 9 0.25. No texture was observed in the plane of the substrate.
X-ray diffraction measurements
All the X-ray diffraction measurements reported here were made using the high-resolution powder diffractometer on beamline BM16 at the European Synchrotron Radiation Facility in Grenoble (Fitch, 1996; Hodeau et al., 1998) . This instrument is capable of producing diffraction pro®les with peak widths (full width at half-maximum, FWHM) as narrow as 0.003 in 2 and is very well suited to the detection of low levels of sample intrinsic diffraction broadening. In the present experiment, the diffractometer was set up at a wavelength ! = 0.35070 A Ê (i.e. 35 keV) to minimize absorption in the specimens and enable transmission diffraction to be carried out through the gold ®lms. The wavelength and 2 zero were calibrated using the NIST silicon reference standard SRM 640b. As many of the pro®les measured were in the region 2 < 20 , it was important to set the beam size and axial slit dimensions to provide optimum count rate without introducing high levels of axial divergence and asymmetry into the low-angle pro®les. After a preliminary evaluation of the effect of different instrument conditions, an incident beam size of 6 mm axial length Â 1.2 mm height was adopted along with a 9.9 mm axial slit in front of the detector. In this instrument the sample-to-analyser crystal distance is 442 mm, while the analyser-to-detector distance is 343 mm, giving the diffractometer an effective radius of 785 mm. On completion of the evaluation stage, diffraction data were collected from the line pro®le powder standard LaB 6 SRM 660 (Rasberry, 1989) . These data were used to model the instrument resolution function.
Owing to the strong 111 texture of the gold ®lms, many of the diffraction lines, other than the hhh lines (i.e. 111, 222, 333 etc.) , are relatively weak when measured by conventional ±2 symmetric re¯ection. This is because non-hhh planes from the crystal columns are tilted with respect to the substrate and do not come into the diffraction condition. For this reason, asymmetric transmission diffraction was used to measure the non-hhh lines, as shown in Fig. 1 . The angle of incidence 3 of the beam on the substrate at the diffraction angle is given by
where is the angle between the diffracting hkl plane and the 111 axis of the crystal column. By selecting hkl planes with ranging from 0 to 90 , it was possible to study the orientation dependence of the broadening and how it varies among equivalent hkl members of the same family of planes. The 111 and 222 pro®les ( = 0 , symmetric re¯ection) and the 200 and 11 " 1 pro®les ( = 54.7 and 70.5 , respectively) were measured for all ®lms. For the thicker ®lms the diffraction count rates were suf®ciently high to enable the measurement of the 333 and 444 pro®les in symmetric diffraction along with the 220 ( = 35.3 ) and 2 " 20 ( = 90 ) transmission pro®les. In all cases, the pro®les were step scanned individually over a range in 2 typically between 15 times and 30 times the FWHM of the pro®le. For the 111 and 222 pro®les, the measurement time was chosen to give at least 20 000 counts at the peak maximum, so that the counting statistics would be suf®ciently good to carry out Fourier deconvolution. For all the remaining peaks, the measurement time was chosen to give at least 3000 counts on the peak for the thinner ®lms (i.e. 250 A Ê ) and at least 8000 counts for the thickest ®lm (i.e. 1900 A Ê ). During measurement,
Figure 1
Diffraction geometry for asymmetric transmission diffraction by an hkl plane within an individual crystal column within a 111-oriented gold ®lm on a glass substrate. all the specimens were spun at 60 r.p.m. about an axis perpendicular to the surface.
Rocking curves were also collected to determine the angular orientation distribution À(2) of the gold crystallites in the ®lms, where 2 represent the off-set angle between the diffraction vector and the substrate normal. These measurements were based on the 222 or 333 lines and were collected by ®xing the detector at the Bragg angle 2 B of the particular re¯ection and step scanning the incident angle 3 on the sample over a range 3 = B AE 2 max , where 2 max was $7 for the 222 lines and $16 for the 333 lines. Data below 3 = 3 were not used as the beam may extend beyond the edge of the specimen. For a ®lm of thickness T and linear attenuation coef®cient ", the count rate C(3) over the rocking is not only affected by the texture, it is also affected by the changing footprint of the incident beam and the absorption of the incident and diffracted beams. When all these factors are included, À(2) can be calculated from the angular dependence of C(3) using the equation
where K is a normalizing constant that ®xes À(0) = 1. For a ®lm with randomly oriented crystallites, À(2) = 1 at all 2, but in 111-oriented ®lms, À(2) decreases with increasing 2. In the present analysis, a pseudo-Voigt function was ®tted to À(2) assuming a linear background constrained so that the background was !0 at 3 = 0. This is illustrated in Fig. 2 for the nominal 1000 A Ê ®lm. The absorption term "T used for each correction was based on the AFM-measured thickness given in Table 1 and a linear attenuation coef®cient " at 35 keV of 520 cm À1 (McMaster, 1969) . The results of this ®tting are given in Table 1 in terms of two parameters: 2 Au and G . 2 Au is a measure of the orientation of each ®lm and is the value of 2 at which the ®tted À(2) = 0.5, while G re¯ects the type of angular distribution of the crystal columns and corresponds to the fraction of Gaussian in the ®tted pseudo-Voigt function (i.e. G = 1 is Gaussian and G = 0 is Lorentzian).
Atomic force microscope and transmission electron microscope measurements
Atomic force microscopy (AFM) and transmission electron microscopy (TEM) measurements were carried out on copies of the gold ®lms used for diffraction. It was not possible to use the original ®lms as these were annealed, as part of another experiment, and underwent quite substantial changes of microstructure. As each copy was one of the batch of seven specimens prepared at the same time as the diffraction specimens, its characteristics were assumed to be similar to those of the original ®lms.
AFM was used to measure the thickness T AFM of the ®lms. This was performed by forming a step in the ®lm down to the substrate and measuring across the step in`contact' mode. The crystalline columns in the gold ®lms show up well in AFM because the tops of them tend to be rounded with a height contrast between 10 and 30 A Ê . All the AFM scans were made with a Park Scienti®c AutoProbe Atomic Force Microscope using a cone-shaped silicon tip with a radius of 100 A Ê .
TEM was used to image dislocation lines and to measure the mean cross-section diameters D of the gold columns. This was performed using a Philips EM 400 microscope operating at 100 kV. Each sample was prepared by dissolving away the glass substrate in HF so that the gold ®lm could be mounted directly onto a mesh grid. The bright-®eld image shown in Fig. 3 for the nominal 1000 A Ê ®lm shows well de®ned planar grain boundaries and in most instances each grain is in contact with between four and six neighbouring grains. The mean dimension D of the columns in each ®lm was estimated by measuring the average separation, from centre to centre, of 75 neighbouring crystal columns. The uncertainty in D was estimated by measuring the distribution of the mean value over different areas of each ®lm. Electron diffraction patterns with the incident beam normal to the ®lms all displayed uniformly spotty rings, con®rming that there is no preferred orientation around the 111 axes of the crystal columns.
The results of the ®lm thickness measurements by AFM are given in Table 1 together with the measured mean column diameters D and texture parameters 2 Au and G . Orientation function KÀ(2), obtained from the rocking curve C(3) of the 333 line of the nominal 1000 A Ê ®lm, after correction for beam footprint and absorption according to equation (2). These data were ®tted with a pseudo-Voigt function on a linear background. thicknesses between 100 and 500 A Ê . These secondary maxima are often observed in single-crystal ®lms (Bowen & Tanner, 1998) and generally arise whenever the crystal columns in a ®lm are of uniform length and untapered in the direction of the scattering vector. Under these conditions, the diffraction pro®le conforms to the ideal Laue interference function sin 2 [kT(2 À 2 B )]/[kT(2 À 2 B )] 2 , where k = % cos B /! and T is the crystal column length. In these cases, the Fourier transform or common volume function V(t) of the pro®le (Stokes & Wilson, 1942 
Results and determination of line breadth parameters
No such secondary maxima are observed in non-hhh lines, such as 11 " 1 or 200, since the breadths of these lines depend on both the height and diameter of the crystal columns and the V(t) function is no longer linear. There is also a broad distribution of crystallite column diameters D, which smears out any secondary maxima. The 11 " 1 lines shown in Fig. 4 (b) are among this group of pro®les where the diffraction vector is at an angle of $70 to the substrate normal. All the non-hhh lines display strong Lorentzian characteristics before correction for instrumentinduced broadening.
Modelling the instrument profile function
The instrument pro®le function was modelled using data collected from the line pro®le standard LaB 6 SRM 660. The problem with this standard is that it is known to possess broadening arising from microstrain and, to a lesser extent, from small crystallites (Rasberry, 1989; Cheary & Coelho, 1998b) , which, in the present context, could amount to 50% of the instrument pro®le breadth at low 2 values. Direct use of the LaB 6 pro®les to represent the instrument function would therefore lead to inaccuracies in the instrument deconvolution procedure. The approach adopted to overcome this problem was to model ®rst the LaB 6 pro®les using a fundamental-parameters routine. The instrument pro®le function at any 2 angle was then generated using the ®tted pro®le parameters given by the LaB 6 pro®les, but with the crystallite-size and microstrain Thicknesses of the gold ®lms measured by atomic force microscopy (AFM) compared with the nominal thicknesses expected for the ®lms.
Also included in the table are the mean lateral dimensions D of the crystal columns determined by TEM, along with the texture parameters 2 Au and G obtained by ®tting a pseudo-Voigt function to the measured counts corrected for the angular dependence arising from the changing footprint of the incident beam and from specimen absorption with 3. The errors quoted in the table refer to the uncertainties associated with the least-squares ®tting of 2 Au and G . The uncertainty quoted for T AFM re¯ects the spread of these values over multiple measurements at different points on the ®lm. The uncertainty quoted for D represents the uncertainty of the mean value of D determined over a number of selected areas of each ®lm.
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Figure 4
Examples of line pro®les from the nominal 250 A Ê and 1900 A Ê gold ®lms: (a) 111 pro®les recorded by symmetric re¯ection diffraction; (b) 11 " 1 pro®les recorded by asymmetric transmission diffraction (! = 0.3507 A Ê ).
contributions omitted from the calculation. Cheary & Coelho (1998b) have shown that the diffraction broadening arising from microstrain and crystallite size can be modelled for Cu K radiation (! = 1.5406 A Ê ) by a Lorentzian function with a full width at half-maximum intensity FWHM DB ( 2) given by
where the crystallite size T = 1.6 mm. A more recent analysis in this laboratory has indicated a slightly smaller microstrain contribution of 0.0093 tan ( 2). For the present diffractometer, where ! = 0.35070 A Ê , it was assumed that the contribution of diffraction broadening in the LaB 6 pro®les was also a Lorentzian function with
Since the actual LaB 6 pro®les could be modelled and ®tted accurately with a convolution of two functions, a Lorenztian function (FWHM LaB 6 ) and an axial divergence function, correction for the diffraction broadening was a relatively simple matter. The FWHM ( 2) of the Lorentzian component in a pure instrument pro®le will be given by
The axial divergence function was expressed in terms of the axial width W B of the incident beam, the axial length of the detector W D and the angular aperture of a primary-beam Soller slit Á I (for de®nitions, see Cheary & Coelho, 1998a) . Although the instrument does not possess a primary axial Soller slit, this is included in the calculation to represent the axial divergence of the primary beam and provide¯exibility in the shape of the ®tting function. The width W B was ®xed at the actual beam width (i.e. 6 mm) while W D and Á I were allowed to re®ne. The re®ned values were W D = 8.94 mm (compared with an actual length of 9.9 mm) and Á I = 0.49 . Examples of ®tting LaB 6 pro®les and the effect of removing the diffraction broadening are illustrated in Fig. 5 using the 111 and 320 SRM 660 LaB 6 pro®les, which have similar 2 angles to the 111 and 222 gold pro®les, respectively.
Integral-breadth measurement
The measure of the diffraction broadening used throughout this work is the integral breadth B expressed in reciprocallattice units (i.e. A Ê À1 ) and corrected for instrumental broadening. This was measured using either fundamental-parameters pro®le ®tting (Cheary & Coelho, 1992 , 1998a or Fourier deconvolution (Stokes, 1948) . The pro®le ®tting was carried out using the software package XFIT (Cheary & Coelho, 1996) in which the instrument pro®le is modelled in terms of the dimensions of the diffractometer and the wavelength distribution in the incident beam. Any diffraction broadening present is modelled as a Voigt function and convoluted into the instrument pro®le function to ®t the observed pro®le. With the exception of the nominal 1900 A Ê ®lm, none of the 111 or 222 lines could be ®tted accurately with XFIT because the Voigt function was inadequate to describe these pro®les. Fourier deconvolution was therefore performed on the 111 and 222 pro®les using the software package FOURYA (Cheary & Coelho, 1996) . In these cases, the intensity statistics and peak/background ratio were good enough to ensure that the uncertainty transform values arising from pro®le noise, truncation of the Fourier integral or incorrect background choice were relatively small except in the region t = 0±30 A Ê . In addition to its inherent instrument deconvolution capability, the Fourier approach does not require a model for the pro®le shape (unlike XFIT) and can readily handle pro®le shapes with secondary maxima such as that of the 111 line in Fig. 4(a) . The formalism adopted is J. Appl. Cryst. Measured 111 and 320 pro®les from the NIST line pro®le standard SRM 660 LaB 6 collected at 0.3507 A Ê , along with pro®les ®tted with the program XFIT. Also included are the instrument pro®les for these lines, which were calculated by deconvoluting out the microstrain and crystallite-size-induced broadening associated with SRM 660.
based on that of Wilson (1963) , in which an intensity pro®le I(s) and its complex transform F(t) are represented by
, t is in A Ê , and the Fourier transform F(t) is the product of the instrument transform H(t) and the transform J(t) arising from diffraction broadening. In all of the pro®les examined, the diffraction broadening appeared to be symmetric, so that J(t), the transform of interest, was assumed to be a real function. The advantage arising from symmetric broadening is that |J(t)| = J(t) so that |J(t)| can be determined rather than J(t), thereby avoiding any systematic errors arising from incorrect choice of the origin s = 0 in either the instrument or broadened pro®les. The integral breadth B arising from the diffraction broadening was calculated in reciprocal-lattice units (A Ê À1 ) from the equation
where t max is the point at which the J(t) ®rst goes to zero before the onset of noise.
One of the disadvantages of the Fourier approach is its susceptibility to systematic errors arising from incorrect background choice and truncation (Young et al., 1967) . To minimize these errors, the 111 and 222 pro®les were collected over a large angular range (up to 25 times the FWHM). Even so, this was found to be inadequate as the pro®le tails tend to decay very slowly. In the FOURYA program this problem could be compensated for by extrapolating the high-and lowangle tails until they dropped to the background levels at each end of the pro®le, using separate ®tting functions of the form I2 9 Aa2 À 2 0 2 Ba2 À 2 0 3 X 7
At the same time, it was possible to adjust the background levels at either extreme so that they matched the extrapolated tail functions. All these changes could be performed interactively and, at the same time, it was possible to monitor visually the changes in the deconvoluted transform J(t). The changes in J(t) resulting from changing the background and extending the range of integration only had a signi®cant effect at small values of t. On the basis that the pro®le tails tended to decay as 1/(2 À2 0 ) 2 , it was assumed that J H (0) < 0 (Cheary & Grimes, 1972) , so that the transforms J(t) would not display a noticeable`hook' effect. In reaching the optimum conditions, the criterion generally adopted was that the transform would tend to be linear at small t and that the slope, ÀJ H (t), will tend to decrease monotonically with increasing t. Examples of the measured transform functions J(t) for the 111 lines and how they change with ®lm thickness are given in Fig. 6(a) . The strong order dependence of the measured J(t) values is illustrated in Fig. 6(b) , which shows the transform function for the 111, 222 and 333 lines from the nominal 1000 A Ê ®lm.
The equivalence of the Fourier and XFIT approach was veri®ed by comparing both methods when applied to the 111 and 222 lines from the 1900 A Ê ®lm and to the most intense non-hhh lines. Provided that the intensity statistics were good (>5000 counts on the peak) and XFIT was able to ®t a pro®le well, then the difference between the integral breadths determined by each technique was 2%. All the integralbreadth measurements, obtained after convolution ®tting and converted into reciprocal-lattice units (A Ê À1 ), are summarized in Table 2 , along with the lattice parameters calculated from the peak angles 2 B of each line corrected for the 2-zero error of the diffractometer.
Analysis and interpretation of results

General characteristics of the broadening
The integral-breadth results from all the ®lms clearly indicate that the broadening arises not only from small crystallites, but also from microstrain. This is illustrated in Fig. 7 , which shows the change in integral breadth of selected lines with ®lm thickness T AFM (Fig. 7a ) and the variation in integral breadth of all the measured lines from the nominal 1900 A Ê ®lm with d* (Fig. 7b ). In Fig. 7(a) , all the lines approximate to linear functions of 1/T AFM . This is to be expected for the 111 line, given that the crystallite-size contribution to the integral breadth for a columnar crystal is B 111 s = 1/T cr , where T cr is the height of the crystal column perpendicular to the 111 planes and, in this case, to the substrate. The results for the 200 and 11 " 1 lines also increase monotonically with 1/T AFM , even though the effective crystal thicknesses, T 200 and T 11 " 1 , perpendicular to their respective planes, are dependent on the mean diameter D of the crystal columns as well as on the height T cr of the crystal columns. The approximate linearity of these results arises from the fact that the diameters of the gold columns tend to increase with increasing ®lm thickness (see Table 1 ). A notable feature of Fig. 7(a) is that all lines display residual broadening as the ®lm thickness T AFM tends to in®nity and the magnitude of this residual broadening is strongly anisotropic with hkl. The residual broadening of 11 "
1 is approximately twice that of 111, while that of 200 is about four times that of 111.
Anisotropy of the broadening with hkl is also revealed in Fig. 7(b) , with all the non-hhh lines displaying greater broadening than the hhh lines at comparable d* values. The integral breadths of the hhh lines on their own vary almost linearly with d* in the manner of a classical Williamson±Hall plot (Williamson & Hall, 1953; Langford, 1992) , indicating the presence of microstrain-induced broadening in addition to the crystallite-size-induced broadening. Moreover, the crystallite size given by the reciprocal of the intercept of each plot (discussed in x4.3) corresponds very closely with the ®lm thickness T AFM , indicating that the ®lm is essentially one crystal column in thickness and that any contribution from stacking faults is negligible. Furthermore, as the 200 line is invariably the broadest line among the low-order lines in each of the ®lms, this strongly suggests that dislocations with an f.c.c. a/2h110i{111} slip system are the source of the straininduced broadening (Unga Â r, Ott et al., 1998). (11). Table 2 Integral-breadth results B s in reciprocal-lattice units (Â10 3 A Ê À1 ), corrected for instrument-induced broadening, along with the lattice parameters, a (A Ê ), determined from the d spacing of each line (! = 035070 A Ê ).
All 2 values were corrected for the zero error before calculating d. Also included are the ®lm thickness T AFM (A Ê ) determined by AFM and the angle between the hkl plane and the substrate normal. The uncertainties quoted for B s obtained by Fourier deconvolution re¯ect the uncertainties arising from an error of one standard deviation in the background of both the reference and the broadened pro®les. The uncertainties of B s values and lattice parameters represent the uncertainties of the ®tted Voigt pro®le parameters and 2 values obtained from XFIT. The line pro®les from all the gold ®lms fall into one of two categories. In the ®rst category, which includes all the non-hhh lines, such as 11 " 1, 200, 220 and 2 " 20, all the pro®les could be ®tted accurately by convoluting a Voigtian pro®le that was between 75 and 100% Lorentzian into the instrument pro®le function. For the analysis and separation of the microstraininduced and crystallite-size-induced broadening of the nonhhh lines, it was assumed that both sources of broadening produce Lorentzian or near Lorentzian pro®les, so that the integral-breadth contributions of the microstrain B " and crystallite size B cr are approximately additive, i.e. B s 9 B cr B " X 8
In the second category, which includes all the hhh lines, the pro®les either possessed secondary maxima, as shown in Fig.  4(a) , or a strong Gaussian component in the ®tted Voigt pro®le convoluted into the instrument function. In this case, the additivity relationship for the component contribution is no longer valid.
Modelling the diffraction broadening of the hhh lines
A basis for generating a relationship between B s , B cr and B " for the hhh lines is given by the fact that the 111 pro®les from the nominal 250 and 500 A Ê ®lms display strong secondary maxima, indicating that the distribution of the heights of the crystal columns must be very narrow. The narrowness of the column height distribution is supported by the relatively low roughnesses of the ®lms, measured by AFM, which are typically $5 A Ê r.m.s. On the assumption that all the crystallite columns in a ®lm are essentially the same length T cr , then the Fourier transform J hhh cr t [i.e. the common volume function V(t) associated with the crystallite-size-induced broadening of the hhh lines] will be a linear function of the form J hhh cr taJ hhh cr 0 1 À taT cr 9 and the corresponding integral breadth B cr = 1/T cr . Further, on the assumption that the microstrain pro®le shapes for the hhh lines are approximated by Lorentzian functions, as for the non-hhh lines, then the associated Fourier transform J " (t)/J " (0) 9 exp(À t) and the corresponding integral breadth B " = /2. The combined Fourier transform arising from crystallite size and microstrain will therefore be given by a function of the form J hhh taJ hhh 0 1 À taT cr expÀ tX 10
The validity of this function was tested on the Fourier transform results from the 111 and 222 lines of each of the ®lms. In ®tting this function, the region close to t = 0 was omitted because of the sensitivity of the transform in this region to small errors in the chosen background and truncation errors, particularly with pro®les that have a long Lorentzian tail. The maximum value of t ®tted was determined by the point at which noise becomes a signi®cant factor; this was typically when J(t) was $1±2% of J(0). The lowest value of t ®tted (t min ) was determined visually as the point at which there were no signi®cant changes in the transform function as the back-ground and degree of extrapolation were varied (in practice, t min was $5% of t max ). Justi®cation for omitting the initial region in the ®tting is given in Fig. 8 , which shows the effect on the initial part of the Fourier transform of a correlated background and truncation error in which the background level was chosen as the count rate in the pro®le tail at the limits of integration (a method often adopted to set the background level). In this illustration, the Lorentzian pro®le used has a width similar to that of the nominal 500 A Ê ®lm at 0.3507 A Ê . The main point to draw from Fig. 8 is that even though the initial part of the transform is distorted, the actual shape of the transform beyond the initial region is less affected by the combined truncation and background error. This result also shows that it is almost impossible to eliminate this type of truncation error, since it is detectable even when the integral range is 300 times the FWHM! In the Fourier program used in this work, the range of integration was extrapolated to approximately 40 times the FWHM for the thinner ®lms and up to 60 times the FWHM for the 1900 A Ê ®lm. The transforms would therefore be expected to display a small amount of truncation error. Excellent ®ts were obtained to the transforms using equation (10). Some improvement in the numerical ®t could be obtained by multiplying by a Gaussian transform term, exp(Àt 2 ), in equation (10), but this was not apparent in the visual ®t. The results from ®tting are given in Table 3 . The values for T cr obtained by ®tting the 111 and 222 lines with equation (10) are similar to one another and very close to the ®lm thickness values given by AFM. In addition, the values for obtained for the 222 lines are approximately two times the values from the 111 lines, supporting an order dependence in the microstrain component of the integral breadth which is linearly dependent on 1/d hkl . As the model expressed by equation (10) describes the observed transforms with some physical validity, it has been used as the basis for relating the where B " can be expressed as a linear function of d Ã hkl and B cr = 1/T cr . Equation (11) ®ts well to the variation B s with d* for the hhh lines, as illustrated in Fig. 7(b) for the 111, 222, 333 and 444 lines from the nominal 1900 A Ê ®lm.
Separation of crystallite-size and microstrain effects
In order to determine the microstrain-induced broadening it is necessary to eliminate the crystallite-size-induced broadening from B s . In the following analysis, the value of T cr adopted is the ®lm thickness T AFM on the assumption that all the ®lms are one crystal column thick. This assumption has been validated for the thickest ®lms by TEM images obtained from ®lm cross sections, which clearly show crystal columns extending from the substrate to the ®lm surface. T AFM is used in preference to the T cr values obtained by ®tting either the Fourier transforms or the B s with d* curves because it represents an independent measurement. Also, although the precision of the transform-®tted values for and T cr quoted in Table 3 is high, the accuracy of these results is less certain as these terms are strongly correlated and dependent on the ®tted range in t. On the basis of the TEM micrographs of the ®lms and the fact that the specimens were spinning during measurement, the gold crystals were modelled as cylindrical columns of length T cr and diameter D with their [111] direction along the axis of the cylinder. For such a cylinder, the Fourier transform or common-volume function V(t) (Langford & Loue È r, 1982) is given by Vt 2a%V01 À t cos at MAX fcos À1 tat MAX À tat MAX 1 À tat MAX 2 1a2 gY 12
where V(0) is the crystal volume and is the angle between the [111] direction and the hkl plane. The limit t MAX depends on the angle and is given by t MAX = T cr /cos when tan D/T cr and by t MAX = D/sin when tan > D/T cr . The integral breadth B cr arising from crystallite-size-induced broadening was calculated by integrating equation (12) using the integralbreadth de®nition given by equation (6) and the values of T AFM and D given in Table 1 . All the calculated B cr values are given in Table 4 along with the uncertainties arising from the uncertainties in D and T AFM . Also included in Table 4 are the integral breadths B " arising from microstrain, which were determined from the measured integral breadths B s , given in Table 2 , and the calculated values for B cr using either equation (11) for the hhh lines or equation (8) Table 4 Integral-breadth contributions in reciprocal-lattice units (Â10 3 A Ê À1 ) arising from crystallite-size-induced broadening (B cr ) and microstrain (B " ) in the gold ®lms.
The crystallite-size terms B cr were calculated from the AFM ®lm thicknesses and mean grain diameters in Table 1 . Results of ®tting the deconvoluted Fourier transforms J(t) of the 111 and 222 lines from each ®lm to the function A(1 À t/T cr )exp(À t) over the range t = t min to t max .
The uncertainties quoted here re¯ect the uncertainties associated with the weighted least-squares ®tting routine within the analytical software ORIGIN 6.0.
Fitting range 111 lines 222 lines justi®ed on a number of grounds. First, the anisotropy of the present microstrain-induced broadening with hkl has many similar characteristics to that observed in Cu and Ni thin ®lms (Unga Â r, Ott et al., 1998; Unga Â r, Re Â ve Â sz & Borbe Â ly, 1998) where a dislocation model was used to interpret the broadening. Secondly, dislocation loops and mis®t dislocations are known to form in polycrystalline gold thin ®lms at concentrations in the range 10 14 ±10 16 m À2 (Ohring, 1992) . Thirdly, preliminary TEM studies have con®rmed the presence of dislocations in the ®lms which appear to be neither pure edge nor pure screw dislocations. An example of a TEM image is given in Fig. 9 , which shows a 220 dark-®eld image of a single gold column with a dislocation line on its surface. According to Krivoglaz et al. (1983) , Krivoglaz & Ryaboshapka (1963) and Wilkins (1970) , the integral breadth B " of a broadened diffraction peak (in reciprocal-lattice units) arising from dislocations can be expressed by the equation
where b is the magnitude of the dislocation Burgers vector, & is the total dislocation density, f (M) is a statistical parameter characterizing the interaction and distribution of dislocations in an ensemble, and C hkl is the`contrast factor' or`orientation factor' which, along with d Ã hkl Y determines the anisotropy of B " with hkl. The magnitude of C hkl and its variation with hkl are dependent on the type of dislocation and the slip directions/ slip planes containing dislocations, and for this reason C hkl is of central importance in the interpretation of dislocationinduced broadening (Ryaboshapka & Tikhonov, 1961; Wilkins, 1970 Wilkins, , 1987 Klimanek & Kuzel, 1988) . In any analysis of dislocation-induced broadening, the contrast factor C hkl has to be calculated for a particular model. The model is then evaluated by plotting B " against d Ã hkl C hkl 1a2 (see for example Unga Â r, Ott et al., 1988) which, if valid, will be a straight line passing through the origin with a slope determined by the dislocation density (assuming no crystallite-size-induced or stacking-fault-induced broadening).
Contrast factors for textured gold
The basic formalism used for calculating the contrast factors C hkl has been described by Klimanek & Kuzel (1988) using the continuum equations for the strain ®eld around a dislocation (see, for instance, Steeds, 1973; Hirth & Lothe, 1968) . In many instances, the contrast factors adopted for analysing dislocations in powders are the average contrast factors (e.g. Unga Â r & Tichy, 1999) . The underlying assumption associated with using the average values is that all the possible slip systems are equally populated by dislocations. However, when a material is strongly textured, the dislocation slip systems are not always equally populated. Under these conditions, the contrast factor C hkl for a particular diffraction hkl plane is formed by averaging the contrast factors of individual slip planes and slip directions, weighted according to the population of dislocations on each slip plane. As the gold thin ®lms possess a strong 111 texture, it was possible to divide the 12 individual contrast factors for the a/2h110i{111} f.c.c. slip system into two groups: those associated with the (111) slip plane parallel to the surface of the ®lm (three different slip directions), which will be referred to as the parallel slip directions, and those on {111}type slip planes angled at 70.5 to the surface (nine different slip directions), which will be referred to as the non-parallel slip directions. As the samples were spinning during measurement and did not possess any texture perpendicular to the plane of the substrate, it was assumed that the distribution of dislocations on parallel slip directions is evenly distributed among the three slip directions and that the distribution on the non-parallel slip directions is uniformly distributed among the nine different slip directions. Contrast factors were calculated for a number of different dislocation models to identify the type of dislocations present (i.e. screw only, edge only, screw/ edge mixtures) and to identify the occupancy on the parallel and non-parallel slip directions:
Model 1 ± all dislocations uniformly distributed among parallel slip directions;
Model 2 ± all dislocations uniformly distributed among nonparallel slip directions;
Model 3 ± random distribution on all slip planes. A list of the calculated contrast factors C hkl for pure screw and pure edge dislocations for each of the three different models is given in Table 5 . The contrast factors for a mixed dislocation that is part screw (fraction ) and part edge (fraction 1 À ) can be generated by averaging the screw and edge values [i.e. C mix hkl = C screw hkl + (1 À )C edge hkl ]. Of the plots of B " versus d Ã hkl C mix hkl 1a2 examined, the only model that ®ts consistently well over all of the ®lms is a mixed-dislocation model with a large screw component in which the dislocations are primarily on the (111) plane parallel to the ®lm. One of the main indicators for this model is the fact that the observed B " Figure 9 220 dark-®eld TEM micrograph of the nominal 500 A Ê gold thin ®lm, highlighting a dislocation line in the interior of a single column within the ®lm. value for the 11 " 1 line is invariably larger than the 111 value and only the screw-biased model with parallel slip directions achieves this condition. By systematically varying the fractional character of the dislocations to optimize the ®t of the B " versus d Ã hkl C mix hkl 1a2 plot for each ®lm, the best ®t is always obtained with a mixed-dislocation model in which the percentage of screw is between 70 and 85% (see Table 6 ). Models involving a combination of Models 1 and 2 were not considered in depth as the data were too few and not accurate enough to be certain that the outcome would be physically realistic. Optimized plots for the two thickest ®lms are illustrated in Fig. 10 . It is reassuring to note that the mixed screw/ edge character of the dislocations indicated by the X-ray results agrees with the preliminary ®ndings of the TEM data. Although stacking faults were observed by TEM, the concentration was very small and not large enough to contribute signi®cantly to the X-ray line broadening.
Measurement of the dislocation density
The dislocation density & within each gold ®lm can be determined from the slope of the optimized B " versus d Ã hkl (C hkl ) 1/2 plot, which is given by b/2[&f (M)] 1/2 . To do this it is necessary to determine also the statistical parameter f (M) (Wilkins, 1970 (Wilkins, , 1976 and the parameter M = &(R e ) 1/2 , where R e is the range of the strain ®eld around the dislocation line. When a pro®le has strong Lorentzian characteristics with long tails, M < 1, but as the pro®le becomes Gaussian and the extent of the tails decreases, M ) 1. The microstrain integral breadths B " plotted as a function of d Ã hkl C mix hkl 1a2 optimized for the screw content of the dislocation and assuming all dislocations are on the 111 slip plane parallel to the substrate surface: (a) nominal 1000 A Ê ®lm optimized with 80% screw/20% edge dislocation; (b) nominal 1900 A Ê ®lm optimized with 70% screw/30% edge dislocation. Table 5 The contrast factors C hkl for screw and edge dislocations in gold for the observed hkl planes for three different models of occupancy of the a/2h110i{111} slip system.
The elastic constants used for gold in these calculations were c 11 = 192.9 GPa, c 12 = 163.8 GPa, c 44 = 41.5 GPa. sian contribution rises, giving H G /H L 9 0.25. Extrapolating to 1/T cr = 0, the value of H G /H L is estimated to be in the range 0.25±0.35. This converts to a value for M between 0.28 and 0.4 and a corresponding range in f(M) of 0.35±0.65. According to Wilkins (1976) , this range in M can be interpreted as a random distribution of dislocations with a strong dipole character, each of which has a short-range strain ®eld isolated from neighbouring dipoles. The estimated dislocation densities for each sample are given in Table 6 . These values are generally $10 15 ±10 16 m À2 and display a distinct decrease with increasing ®lm thickness. At this stage, it is assumed that the increase in &, along with the increased misorientation of the crystal columns (see x2.2 and Table 1 ), in the thinnest ®lms is a product of either the increasing importance of the mismatch layer at the substrate±®lm interface (Matthew, 1967) or the fact that in the thicker ®lms dislocations are eliminated as a result of coalescence of columns (Jacobs et al., 1966) . Further X-ray and TEM studies are currently underway to verify and elucidate the origin of the relationship between ®lm thickness and dislocation density.
Conclusions
The interpretation of dislocation-induced broadening observed for thin ®lms is hampered by the coexistence of crystallite-size-induced broadening. In previous studies of dislocation-induced broadening (e.g. Unga Â r, Re Â ve Â sz & Borbe Â ly, 1998), the crystallite-size-induced broadening was assumed to be isotropic with hkl, but in the present case the columnar structure of the gold imposes signi®cant anisotropy into the line breadths. Despite the inherent uncertainties derived from not having an exact knowledge of the pro®le shape of the crystallite-size-induced broadening, the results obtained are physically realistic. In particular, the measured dislocation densities agree well with the levels expected for an evaporated thin ®lm (Ohring, 1992) . To achieve greater precision in the measurement of dislocation densities, it will be necessary to determine the parameter M with greater precision, particularly in the region M 0.5, where small changes in M have a large effect on the derived dislocation density. Freshly deposited thin ®lms generally form with a vacancy concentration of $10 À3 . This is considerably higher than the equilibrium concentration in bulk materials, which only rises to $10 À5 , even at the melting point. In materials such as gold with high diffusion levels, it has been shown that vacancies accumulate to form voids which collapse into sheets to create two parallel dislocations of opposite sign, known as a dislocation dipole (Neugebauer, 1964; Sakine & Mura, 1979) . The strong Lorentzian character of the observed broadening supports the concept of dislocation dipoles being the predominant source of dislocation-induced broadening rather than isolated single dislocations, which produce pro®les with a strong Gaussian character (Wilkins, 1970) . The fact that the dislocations form with primarily screw characteristics on (111) planes parallel to the substrate surface is a strong indication that they were formed during the growth of the ®lm rather than by the effects of stresses on the ®lm. Some residual tensile stress is evident in the ®lms perpendicular to the substrate: the lattice parameter determined from the hhh lines is close to 4.082 A Ê (symmetric re¯ection), whereas the value from the 2 " 20 line (symmetric transmission) in both of the thickest ®lms is approximately 4.079 A Ê and almost the same as the bulk value for gold. It is worth remarking that the enhanced dislocation density in the thinner ®lms is correlated with a slightly reduced degree of texture in these ®lms, as represented by the texture parameter 2 Au in Table 1. 
