Abstract. We generalize the accelerated Hermitian and skew-Hermitian splitting (AHSS) iteration methods for large sparse saddle-point problems. These methods involve four iteration parameters whose special choices can recover the preconditioned HSS and accelerated HSS iteration methods. Also a new efficient case is introduced and we theoretically prove that this new method converges to the unique solution of the saddle-point problem. Numerical experiments are used to further examine the effectiveness and robustness of iterations.
Introduction
We consider the iterative solution of large sparse saddle-point problems of the form
where B ∈ C p×p is Hermitian positive definite, 0 ∈ C q×q is zero, E ∈ C p×q has full column rank, p ≥ q, f ∈ C p and g ∈ C q . These assumptions guarantee the existence and uniqueness of the solution of the system of linear equations (1.1). Therefore, A ∈ C n×n , with n = p + q, is a nonsingular, non-Hermitian, and positive semidefinite matrix. Linear systems of the form (1.1) arise in a variety of scientific and engineering applications, such as computational fluid dynamics, mixed finite element approximations of elliptic partial differential equations, constrained optimizations and constrained least-squares problems. For more detailed descriptions, see [1, 2, 7, 8] and the references therein. Recent years, there are many effective iterative methods have been proposed by researchers, including splitting methods [2-4, 6, 7, 17-19] , Uzawatype schemes [9, 10, 13, 14, 20, 22, 24, 30, 31] , and the preconditioned iterative methods [1, 7, 8, 11, 12, 21, 23, 25, 28] . Based on the Hermitian/skew-Hermitian (HS) splitting [15, 17, 29] A = H + S,
Bai et al. [5] proposed the Hermitian/skew-Hermitian splitting (HSS) iteration method. Benzi and Golub [11] discussed the convergence and the preconditioning properties of the Hermitian and skew-Hermitian splitting iteration method when it is used to solve the saddle-point problem (1.1) . Bai et al. [7] transformed the saddle-point problem (1.1) into an equivalent one, then applied the HSS method directly to the preconditioned block linear system, and established a class of preconditioned Hermitian/skewHermitian splitting (PHSS) iteration methods for the non-Hermitian positive semidefinite system of linear equations (1.1). In [2] , Bai and Golub presented a class of accelerated Hermitian and skew-Hermitian splitting iteration methods (AHSS) for solving the large sparse saddle-point problem (1.1). These methods are two-parameter generalizations of the PHSS iteration methods studied in [7] , and they can recover the PHSS methods as well as yield new ones by suitable choices of the two arbitrary parameters. In this paper we generalize accelerated HSS iteration methods for solving the saddlepoint problem (1.1), and introduce an efficient case that is different from the PHSS and AHSS methods. The paper is organized as follows. In Section 2, we review the PHSS and AHSS iteration methods and present generalized accelerated HSS iteration methods (GAHSS) for solving the saddle-point problem (1.1). In Section 3, we analyze the convergence properties of the new iteration method. In Section 4, numerical experiments are given to demonstrate the feasibility and effectiveness of the new iteration method. Finally, in Section 5, we draw some conclusions.
The GAHSS iteration
In this section, first we review the PHSS and AHSS iteration methods, see [2, 7] for more details, then present generalized accelerated HSS iteration methods (GAHSS) for solving the saddle-point problem (1.1). Consider matrices
where C ∈ C q×q is a Hermitian positive definite submatrix, and definē
Then the saddle-point problem (1.1) can be transformed into the following equivalent one:
As a matter of fact, (2.2) is a preconditioned form of (1.1), with the preconditioning matrix P in (2.1). Also the matrix C ∈ C q×q is a free-of-choice, and the best choice is discussed in [7] . The Hermitian and skew-Hermitian parts of the matrixĀ ∈ C n×n are, respectivelyH
By applying the HSS iteration technique to (2.2), we obtain the iteration scheme
2ḡ .
In the original variable we have
3)
The PHSS iteration method [3] is described in the following. The PHSS iteration method: Given an initial guess
T by solving the 2-by-2 block linear system (2.3), where α is a given positive constant.
Also the PHSS iteration method can be rewritten as
where
Here, L(α) is the iteration matrix of the PHSS iteration. In fact, (2.4) may also result from the splitting
of the coefficient matrix A, with
In actual computations, at each iterate of the PHSS iteration we need to solve a linear system with the coefficient matrix M (α). As this matrix is positive definite, one may solve the aforementioned linear system inexactly by another iteration procedure, e.g., the HSS iteration.
For the AHSS iteration method, Bai and Golub considered in [2] the following HSS iteration
where Λ = αI p 0 0 βI q , with α and β positive constants.
By making use of the definitions ofH andS, after straightforward computations, we can rewrite (2.7) in the original variable as
which results in the following AHSS iteration method for solving the saddle-point problem (1.1). The AHSS iteration method: Given an initial guess
T by solving the 2-by-2 block linear system (2.8), where α and β are given positive constants.
Note that when α = β > 0, the above AHSS iteration method naturally reduces to the PHSS iteration method in [7] . Now we present the generalized accelerated Hermitian and skew-Hermitian splitting (GAHSS) iteration methods.
Consider the following HSS iteration:
where Λ 1 = αI p 0 0 βI q , with α and β positive constants and Λ 2 = γI p 0 0 δI q , with γ and δ positive constants.
We can see when α = β = γ = δ the above GAHSS iteration method naturally reduces to the PHSS iteration method and when α = γ and β = δ it reduces to the AHSS iteration method. Similar AHSS iteration method, after straightforward computations, we can rewrite (2.9) in the original variable as
Therefore, we obtain the following GAHSS iteration method for solving the saddlepoint problem (1.1). The GAHSS iteration method: Given an initial guess
T by solving the 2-by-2 block linear system (2.10), where α, β, γ and δ are given positive constants.
Unfortunately, the above GAHSS method does not converge to the exact solution of the block system of linear equations (1.1) for any α, β, γ and δ. In this paper, we consider an efficient case that is different from the PHSS and AHSS methods. We suppose α = β = γ and δ = rα with r is a small positive constant, and show this iteration by PHSS(r).
Evidently, the PHSS(r) iteration method can be equivalently rewritten as
In fact, (2.11) may also result from the splitting
of the matrix A ′ , with
In actual computations, at each iterate of the PHSS(r) iteration we need to solve a linear system with the coefficient matrix
(2.14)
Remark: If we put
, then the original system Ax = b is equivalent to the system A ′ x = b ′ , so we may consider M (α) as a preconditioner to the system Ax = b.
Convergence analysis
In this section, we study the convergence properties of the new iteration method. By straightforward computations, we can obtain an explicit expression of the iteration matrix L(α) in (2.12a).
Lemma 3.1. Consider the system of linear equations (1.1). Let B ∈ C p×p be Hermitian positive definite, E ∈ C p×q be of full column rank, and α > 0 a given constant. Assume that r is a small positive constant and C ∈ C q×q is a Hermitian positive definite matrix.
where the matrices P andĒ are defined in (2.1). Then
is the Schur complement of the matrix
Then we have
the result follows immediately.
Based on Lemma 1.1, we can further obtain the eigenvalues of the iteration matrix L(α) of the PHSS(r) method. , where
Proof. From (3.2) we know that L(α) is similar to L(α). Therefore, we only need to compute the eigenvalues of the matrix L(α). LetĒ = U * Σ 1 V be the singular value decomposition [16] of the matrixĒ ∈ C p×q , where U ∈ C p×p and V ∈ C q×q are unitary matrices, and
Then after a few computation, we have
and therefore,
Then Q is a unitary matrix and we have
Therefore, the eigenvalues of the matrix L(α) are just α−1 α+1 with multiplicity p − q, and those of the matrix
which are the same as the matrices
The two eigenvalues of the matrix L k (α) are the two roots of the quadratic equations
or in other words,
Since the eigenvalues of the matrix L(α) are α−1 α+1 with multiplicity p − q, and
This completes our proof.
Remark:
The singular values of the matrixĒ ∈ C p×q are the square roots of the eigenvalues of either the matrix C −1 E * B −1 E, or equivalently, the matrix E * B −1 EC −1 . 
i.e., the PHSS(r) iteration converges to the exact solution of the system of linear equations (1.1).
Proof. Obviously, we have
by making use of Lemma 3.2 we easily see that ρ(L(α)) < 1 holds for all α > 0.
Remark:
In actual examples, it is sufficient to consider r = 0.1, 0.01 or at most 0.001. See Section 4, for more details. The optimal iteration parameter and the corresponding asymptotic convergence factor of the PHSS and PHSS(r) iteration methods are described in the following theorems. 
and correspondingly,
For convenience, we use the same notations as in Theorem 3.2. 1) , the optimal value of the iteration parameter α is given by
Proof. Based on lemma 3.2, the eigenvalues λ i (i = 1, . . . , n) of the iteration matrix L(α) of the PHSS(r) method are α−1 α+1 with multiplicity p − q, and
Since r is a small positive constant, if r → 0 then
Therefore, when α → 1 it then follows that
which can be seen from Fig. 1 .
Recall that in PHSS(r) iteration method r is a small positive constant and similar to PHSS iteration method α is a positive constant. In Theorem 3.3, under taking limit with respect to r and α, we compute the optimal parameter. Therefore, α * is actually not the exact optimal one.
Numerical experiments
In this section, we use one example to exhibit the superiority of PHSS(r) method to PHSS and AHSS when they are used as solvers as well as preconditioners to GM-RES and GMRES(ℓ) see [26, 27] , for the saddle-point problem (1.1), from aspects of spectral radius ρ(.) of iteration matrix, number of total iteration steps (denoted by IT) and elapsed CPU time in seconds (denoted by CPU). Here, the integer ℓ in GMRES(ℓ) denotes that the algorithm is restarted after every ℓ iterations. To this end, we need to choose the matrix C in both PHSS , AHSS and PHSS(r). There are two natural choices of the matrix C: the first is E * B −1 E, and the second is E * B−1 E, whereB is a good approximation to the matrix block B, see [2, 7] for more details. In actual computations, we choose the right-hand side vector b so that the exact solution of the saddle-point problem (1.1) is (1, 1, . . . , 1) T ∈ R n×n . Besides, all runs are started from an initial vector x (0) = 0 , terminated if the current iterations satisfy
or if the maximum prescribed number of iterations k max is exceeded, and performed in MATLAB with machine precision 10 −16 .
Example 4.1. (Bai, Golub and Pan [7] ) Consider the saddle-point problem (1.1), in which 
with ⊗ the Kronecker product symbol, Re= h 2µ , h= 1 m+1 and µ > 0 the viscosity constant. For this example, we take k max = 5m , andB = 2µ h 2 I +I ⊗Υ the block-diagonal matrix of B. We remark that the number of variables of the corresponding saddle-point problem (1.1) is n = p + q = 3m 2 .
In Table 1 , we list α * and (α * , β * ), as well as the corresponding ρ(L(α * )), ρ(L(α * , β * )) and ρ(L(α * , r)) for the PHSS, the AHSS and the PHSS(r) iterations, respectively, for various parameters r(r 1 = 0.1, r 2 = 0.01) and problem sizes m. We also compute because their spectra have considerably smaller ranges along both the real and the imaginary axis and are also clustered and far away from the origin. These observations imply that when PHSS(α * , r), PHSS(α * ) and AHSS(α * , β * )are employed to preconditioned GMRES(ℓ) and GMRES, the numerical behaviors of the resulting methods can be improved considerably. In addition, the PHSS(α * , r)-preconditioned will perform much better than the AHSS(α * , β * )-preconditioned GMRES(ℓ) (or GMRES) and PHSS(α * )-preconditioned GMRES(ℓ) (or GMRES). These facts are further confirmed by the numerical results listed in Tables 2 and 3 . 
Conclusion
For large sparse saddle-point problems, we have presented a class of very effective splitting iteration schemes, called the PHSS(r) iteration methods. Theoretically, we have proved the convergence for this method. We have confirmed numerically that PHSS(r) always performs much better than PHSS and AHSS both as solver and as a preconditioner. Therefore, the PHSS(r) is a very powerful and attractive iterative method for solving large sparse saddle-point problems. 
