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1.0. INTRODUCTION 
Since an accurate mathematical model is essential to any system 
design involving optimization or state estimation, the need to be able to 
correctly specify a germane mathematical model is well established. 
Formulation of a mathematical model can be divided into two broad 
categories, the situation in which there is no a priori information 
about the system structure so that the topology of the model must be 
defined and the case in which partial information is available that 
describes the system. In both cases complete specification of the model 
requires estimation of the unknown model parameters through use of 
experimental data. The most general mathematical model that in practice 
would represent most physical systems would be a nonlinear time varying 
multiple input/multiple output model. However, in many cases 
linearizied model can be used to approximate the physical system resulting 
in a simpler mathematical model for which the majority of modern control 
system theory has been developed. Consequently the brunt of recent 
research has concentrated on the formulation of linear nontime varying 
multiple input/multiple output models. 
Two elegant solutions to the specification of a multiple input/ 
multiple output mathematical model in which no a priori information is 
available have been proposed in recent years. The first is due to 
B, C. Ho (1) in 1965, Given the impulse response of a system Ho's 
algorithm generates a minimal realization of a system. The second 
method first proposed by Gopinath (2) and later extended by Budin (3) 
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requires only knowledge of input/output observations in order to specify 
a minimal realization. 
This document concerns itself with the second case, that in which 
partial information is available that describes the system and where 
the parameters that make up the mathematical model are to be estimated. 
A considerable amount of previous work has been accomplished in this 
area and an exhaustive literature search can be found in reference (4). 
Parameter estimation of single input/single output systems has been 
the subject of many papers in recent years. The techniques used 
range from stochastic approximation to model reference. Steiglitz and 
McBride(5) propose a model reference scheme that identifies the linear 
system by minimizing the error between system and model. Saridis and 
Stein (6), Sakrison (7), and Holmes (8) all use stochastic approximation 
algorithms for determining the system model. Neal and Bekey (9) have 
investigated parameter estimation of sampled-data systems by stochastic 
approximation. Wong and Polak (10) have applied the instrumental variable 
method used in economics for on-line system identification. Approximation 
of the impluse response of a pulse-transfer function by linear combina­
tions of orthonormal sequences has been proposed by Tretter (11). 
These techniques all suffer in that they cannot be easily extended to 
the multiple input/multiple output system. 
Augmentation of the Kalman-Bucy filter (12) in which the unknown 
system parameters are included as state elements has been attempted 
by Kopp and Orford (13), however results using this method have not 
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been favorable. Denery (14) considers the problem of identifying a 
multiple-output/single input system by using a gradient algorithm that 
combines the equation error method and the output error method. The 
above methods are suitable for multiple input/multiple output systems 
yet present computational difficulties. 
This dissertation presents criteria that specify necessary 
requirements for parameter identification of multiple input/multiple 
output systems. A canonical form for multiple input/multiple output 
systems is proposed, along with the necessary transformation matrix, 
that is suitable for use in the identification algorithm used in this 
document. The identification algorithm is an on-line algorithm that 
estimates system parameters directly from noisy input/output observations, 
the only requirement being that the noise covariances be known. 
Computation is straight forward requiring only simple matrix operations. 
Application of the identification algorithm has been made to 
estimating parameters in both the longitudinal and lateral equations 
of motion of an aircraft under simulated flight conditions. 
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2.0. STRUCTURE OF LINEAR SYSTEMS 
2.1. External and Internal Descriptions 
The structure of linear dynamical systems has been a popular subject 
for many years. The older literature on control theory described linear 
systems by means of transfer functions, e.g., the Laplace transforms of 
the differential equations relating the inputs to the outputs. Formal­
ization of the mathematical definition of a linear dynamical system was 
first made by Kalman (15) in 1963. Recent endeavors, Kalman (16, 17, 18), 
Wymore (19), and Zeiger (20) have been centered in defining a dynamical 
system as an algebraic structure; the most elegant description being due 
to Kalman who describes a linear dynamical system E as having a module 
structure. 
This dissertation will discuss the structure of a linear system 
from the viewpoint of a K-vector-space structure. In defining the 
structure of a dynamical system the discussion will be limited only to 
systems that are: discrete-time, linear, constant, having a finite 
number of inputs and outputs, and constructed with numbers from a fixed 
field K. Definitions of the terminology used in discussing K-vector 
spaces can be found in reference (21). 
Definition 2.1; 
A discrete-time, constant, linear, r-input, p-output dynamical 
system Z over a field K is a composite concept Z = (F,G,H) where 
F: X - X 
G; K'^  - X 
H; X - K^  
5 
are abstract K-homomorphisms and X is an abstract vector space K" (the 
state space). The triple (F,G,H) defines the internal description 
of a system via the equations 
x(k+l) = Fx(k) + Gu(k) 
y(k) = Hx(k) (2.1) 
where k e = {0,1,2,...}, x e X, u(k)eK^ , y(k) e K^ . Here F,G,H 
are nXn, nXr, pXn matrices over the field K. The dimension of the 
system, dim S, is defined as the dim X. 
Definition 2.2 ? 
The external description of the system Z is described by the 
K-linear input/output map f, fcQ-'T, where 0 = [u(0), u(l), ...} 
and r = {y(l), y(2), ...} vector spaces over a field K. The map f 
has the following properties: 
a) f is defined as the zero-state impulsive response map 
{HF^ G; 1 = 0, 1 , ... }. Given an arbitrary input sequence 
the output sequence is, 
1 2 
(HGu(O), è®'^ "*^ Gu(t), H^F^ "^ Gu(t) ... ) (2.2) 
t=0 t=0 
b) the map f is invariant under time translation in the 
sense that the diagram depicted below 
f 
commutes with respect to the shift operators and Cp 
defined as 
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a^ : (u(0), u(l), . . .) "• (u(l), u(2), . , 
(y(0), y(l), (y(l), y (2), . . .) 
Note that the external description has the property of causality. 
The external description of a system can be related to the internal 
description through the concept of a realization. 
2.2. Minimal Realizations 
A linear dynamical system E defined by Equation 2.1 is called a 
realization of an input/output map f defined by Definition 2.2 if the 
input/output map fj, of Z is equal to f. 
Definition 2.3; 
Let Q and F be arbitrary K-vector spaces and f: Q -• F an arbitrary 
K-homomorphism. We say that f is factored through a vector space X 
iff there exist a commutative diagram 
n 
where g is a sur jective K-homomorphism and h an injective K-homomorphism. 
Such a factorization is called a realization. 
Having an external description of the system Z one would like to 
deduce the internal description in terms of the triple (F,G,H). In 
order to do so, some additional structure must be placed on the abstract 
vector space X; that is, given the K-homomorphism f what requirements 
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need be placed on the state space X such that a factorization of f is 
possible via X„ 
Since the mapping g is required to be onto, every x eX is the 
image of at least one U) e n. This is precisely the requirement that the 
system Z be completely reachable. Recall that a system is completely 
reachable iff 
p[G, FG, = n = dim X (2.3) 
where r = p[G] = rank [G]. 
Similarly the requirement that the map h be 1-1 is equivalent to 
saying that the system Z be conçletely observable. That is, 
pCh"^ , FV, ' , (F^ )'^ ~Ph'^ ] = n = dim X (2.4) 
where p = p[H]. 
Proposition 2.4; 
If E is both completely reachable and completely observable then 
f^  is a realization of the input/output map f. 
Proof: Since Z is both completely reachable and completely observable 
the map f^  = g «h is a factorization of f; therefore, f = f^  . 
Definition 2.5; 
A realization Z of f is called a canonical or minimal realization 
iff Z is both conçletely reachable and completely observable. 
Theorem 2.6; 
Given an external description, f, of the system Z, two minimal 
realizations Z = (F,G,H) and Z = (0f/SfyiQ are isomorphic to each other 
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if there exist a unique K-isomorphism A: X^  such that the factor­
ization remains commutative. The system isomorphism can be expressed by 
the following matrix notations: 
(a) AFA"^  
(b) AG (2.5) 
(c) ha"^  
Proof: The proof requires the following lemma. 
Lemma 2.7 : 
Let n, XjâiT, r be arbitrary sets. Consider the commutative diagram 
Si 
(2 .6 )  
and suppose that g^  and g^  are onto mappings and h^  and h^  are one-to-one 
mappings. Then there is a unique map A such that the diagram remains 
commutative. 
Proof: Any element xs X is the image of at least one element of 0. 
Hence if x e X then there is at least one element UJ e ^  such that the 
-1 -1 
set g^  (x) is not void. ' For any lUeg^  (x) commutivity implies that 
(hg • g2)(w) = Y = (h^  ' g^ )(w) = hj^ (x) 
Since h^  is 1-1, there is a unique ;*; = (y) then for such an 
element .« e 
ggCw) = (hg^  * (h^  ' gi)(w)) = (hg^  • h^ ) • g^ )(w) 
If the map A is defined as A(x) = (hg^  " h^ )(x) so that 
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ggCw) = (A • g^ )(uu) 
then the triangle commutes since 
(h^  • A)(x) = (hg • (hg^  " h^ )(x)) = h^ (x) 
Similarity of the mappings in the commutative diagram implies the 
proof i n the opposite direction. Now since h ^  and h ^ are both 1 - 1 
mappings and the mapping A is unique then clearly A  ^exists. 
The following corollary stated without proof is an immediate result. 
Corollary 2.8; 
If the commutative Diagram 2.6 involves K-vector spaces and 
K-homomorphisms then A is a K-homomorphism. 
We now proceed with the proof of Theorem 2.6. Consider the 
following commutative diagram 
Using Lemma 2.7, A: X-'^ 'is a unique vector space isomorphism which 
is compatible with the commutâtivity of the factorization. 
The matrix relationships (b) and (c) can be easily proved from 
the diagram, 
= AX = AGU 
'3= AG 
JM&X = Jg'a" = Y = HX 
,ye= HA"^  
To prove matrix relationship (a) consider the commutative diagram 
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A A (2 .8 )  
From this diagram 
AX = AFX = 
AFA~^  =,9" 
Theorem 2.6 states that all minimal realizations are equivalent to 
each other. The mapping or linear transformation A relating any two 
given minimal realizations can be readily found. 
Theorem 2.9; 
If (F,G,H) and are two given minimal realizations the 
linear transformation AX = jgTrelating the two realizations can be 
computed as. 
where r = rank® = rank G 
Proof: From Theorem 2.6 the linear transformation A can be related to 
the matrices G and F by Equation 2.5 a and b 
A = •••, F"^ "^  G]"^  
X [[G, •••, F""^ G][G, F^ '^ GjT]"! (2.9) 
g= AG 
afa'^ 
(2.10) 
11 
Now  ^= AG 
argg = AFA"^ AG = AFG 
=,if^ =;irAFG = AFA'^ AFG = AF^ G 
• • 
• • 
AF"'^ G 
so that 
= A[G, FG, F"'^ G] (2.11) 
Since Z is completely reachable 
] = p[G, FG, •••, F^ '^ G^] = n 
and the matrix 
[G, FG, . , F^ '^ GlCG, FG, •••, F""^ G]^  (2.12) 
is nonsingular, one concludes that, 
A = ][G, ••., F^ "^  G]^  
X {[G, FG, F'^ '"^ G][G, FG, • • •, 
The following observations can now be made with regard to the 
determination of an internal description from an external description: 
(1) Given an external description of a system a factorization 
exists iff the system is completely observable and completely 
reachable. Practically this implies that one can identify only 
those states that are observable and with regard to controll-
ablity one can only hope to control controllable states. 
There is no need to consider any other situation. 
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(2) If any two systems S and Z are both completely reachable and 
completely observable and have the same input/output map f, 
then they differ only in the coordination of their state 
space. 
(3) If a minimal realization E of f exists, then it is essentially 
uniquely determined by f, since coordination of states 
is irrelevant. 
2.3. Minimal Realizations and Parameter Identification 
Having an external description and the knowledge that E is a 
minimal realization of the map f, one may surmise that the n(n+r+p) 
parameters in the triple (F,G,H) can be uniquely determined. However, 
unless the structure of the triple (F,G,H) is constrained the n(n+r+p) 
parameters cannot be uniquely determined. The following simple example 
expounds the above statement. Given the external description of a single 
input/single output second order system that is completely reachable 
and completely observable the internal description has the form. 
x^  (k+1) 
Xg (k+1) 
1^1 1^2 
f f 
L 21 2^2 J 
Xj^ (k) 
LX2(k). 
hi 
L^ 12 
u(k), (2.13) 
y(k) = [h^  ^ h^ ]^ Xj^ (k) 
XgCk) 
while the external description is specified by the z-transfer function. 
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(,7? + a z^ + a^) 
(2.14) 
The Internal description has eight unknown parameters, while the 
external description is completely specified by only four parameters, 
which in turn implies that only four parameters can be uniquely 
determined in the internal description via the external description, 
A possible constraint that can be placed on the triple (F,G,H) in the 
example is the well known single input/single output canonical form 
1 r-f 0
 
1 
.
.
 ®11 
F = I
I o
 
f21 ^22_ _®12-
, H = [1 0] (2.15) 
If the triple (F,G,H) is known to have this canonical form then 
the following relationships exist between the parameters in the internal 
and external descriptions. 
2^1 =-'^ 0 
2^2 =-°^ l 
hi ~ ^1 
®12 0^ " °1^ 1 
(2.16) 
Analogously in multiple input/output systems all of the parameters 
in Equation 2.1 can not be uniquely determined. 
Although many canonical forms for multiple input/output systems 
have been developed (22, 23) location of the identifiable parameters 
must fit the proposed parameter identification algorithm presented in 
Chapter 3 of this dissertation. Therefore canonical forms for minimal 
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realizations will be presented as needed for use in the parameter 
identification algorithm. 
2.4, Cyclic Spaces and Cyclic Systems 
Although cyclic subspaces have been used in linear algebra (23), 
extension to the systems area has not been extensive. Cyclic spaces 
however frequently arise and the condition of a system not being cyclic 
is in general a singular case. 
Let X be a finite abstract vector space over a field K and F a 
linear operator on X, If x is any vector in X, there is a smallest 
subspace of X which is invariant under F and contains x. 
Definition 2.10; 
If X is any vector in X, :i 9^  0, the F-cyclic subspace generated 
by X is the subspace Z(x;F) spanned by the vectors F x, k ^  0. If 
Z(x;F) = X then x is called a cyclic vector for F. 
In futher discussion our only concern will be the case where 
Z(x;F) = X which induces the following definition. 
Definition 2.11; 
If X is a cyclic vector for F then the n-dimensional vector space 
X is said to be cyclic with respect to F if p[x. Fx, •••, F*"\x] = n. 
Definition 2.12: 
If the state space X is cyclic with respect to F the system Z 
is said to be cyclic. 
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Theorem 2.13; 
If F is a linear operator on a finite n-dimensional vector space X, 
then F has a cyclic vector if and only if there is some ordered basis 
for X in which F is represented by the companion matrix of the minimal 
polynomial for F. 
Proof: By definition if F has a cyclic vector then there is an ordered 
basis for X; namely, the vectors x, ... , f"^  ^ x. If x^  = F^ "^ x, i = 
1, * • •, n then 
Fxi = x^ +i ; i = 1, , n-1 
Fx„ = -CqXI - CiXg- ••• "Vl^ n 
By definition, the matrix of F in this basis is the transpose of 
the matrix of coefficeints of the above system of equations. Hence, 
the matrix has the form of a companion matrix of the minimal polynomial 
for F. Conversely if there exists a basis for X in which F is represented 
by the companion matrix of its minimal polynomial, then x is a cyclic 
vector for F. 
The following remarks are direct results of Theorem 2.13. If x is 
a cyclic vector for F, then the minimal polynomial for F must have 
degree equal to the dimension of the space X; hence, by the Caley-
Hamilton theorem the minimal and characteristic polynomials for F are 
identical. Conversely if the minimal and characteristic polynomials 
of F are identical then F has a cyclic vector. 
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The noncyclic condition occurs whenever the minimal and character­
istic polynomials of F are not identical. This corresponds to the 
condition of two or more uncoupled Jordon blocks in the Jordon canonical 
form having the same minimal polynomial. This can easily be verified 
by considering the situation where two uncoupled Jordan blocks have the 
same minimal polynomial. From linear algebra the minimal polynomial 
of the Jordan canonical form of the operator F is the least common 
multiple of the minimum polynomials of the Jordan blocks. Consequently, 
if two or more minimum polynomials are identical then the characteristic 
polynomial and the minimum polynomial can not be identical. 
Theorem 2.14: 
If two or more uncoupled Jordan blocks in a Jordan canonical form 
have identical minimal polynomials the linear operator associated with 
the Jordan form is not cyclic. 
Proof: The theorem has been proven in the preceding discussion. 
Note that noncyclicity of a system corresponds to having two or 
more identical decoupled subsystems imbedded in a system. 
Theorem 2.15; 
If, given F, there is a G of rank 1 (G a vector denoted by g) 
such that the pair {F,g} is completely reachable then F has a cyclic 
vector. 
Proof: Let Xp be the characteristic polynomial of the matrix F; i.e., 
Xp = det(zI-F). The minimal polynomial of F is defined to be the 
monic polynomial of smallest degree such that i|f_(F) = 0. 
r 
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Suppose deg(i|f ) = t<n is the degree of the minimal polynomial, 
r 
Then by the Caley-Hamilton Theorem 
which says that there exists a linear relationship between the powers 
of F. This is a contradiction to the premise that 
Consequently, vebatim, F has a cyclic vector. 
Theorem 2.15 states that any single input, completely reachable 
system is cyclic. Unfortunately there is no similar statement for 
a multiple input completely reachable system. 
In our discussion of cyclic spaces and cyclic systems the cyclic 
vector X e X that generates a basis for the state space has been assumed 
to exist, yet it is not clear what x's are cyclic vectors. 
Theorem 2.16 (Gopinath); 
If S is cyclic then almost any xeX is a cyclic vector; i.e., 
P(x is a cyclic vector) = 1, 
Proof: Let x be selected from a random distribution of vectors in X, 
In reference (24) it has been shown that there exist only a finite 
number of invariant subspaces of dim < n under F, (Recall that for 
a F-invariant subspace W, if xeW then Fx e W). Now since Z is cyclic 
p[g, Fg, ' ', f" ^  g] = n 
videlieit. 
g + + + g 0 ¥• 0 
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and there exist only a finite number of F-invariant subspace the 
probability of selecting a x contained in an invariant subspace of 
dim < n = 0. Hence P(x is a cyclic vector) = 1. 
Definition 2.17; 
If Z is a minimal realization and also cyclic, then Z will be said 
to be identifiable. 
In this section the work of Kalman (18) in the area of minimal 
realizations and Gopinath's work (25) with regard to cyclic systems 
has been utilized to determine the necessary criteria for system 
parameter identification from input/output data. To paraphase 
Definition 2.17 the necessary criteria for system parameter identifica­
tion are: 
1) The system must be a minimal realization in order to identify 
it from its input/output map. 
2) The system can not assume an arbitrary form; i.e., 
a maximum of n(r+p) parameters can be identified. 
3) The system must be cyclic. 
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3.0. A PARAMETER IDENTIFICATION ALGORITHM 
3.1. External Description Via the Internal Description 
In this section the external description of a system will be 
generated by means of the internal description 
x(k+l) = Fx(k) + Gu(k) 
y(k) = Hx(k) (3.1) 
where x is a nXl state vector, u is a r X 1 input vector, y is a p x 1 
output vector, F is a nXn state transition matrix, G is a n X r input 
weighting matrix and H is a pX n output observation matrix. 
The following requirements will be imposed on Z; 
a) Z is both completely reachable and completely observable 
b) dim E is known 
c) the matrix F is cyclic 
d) H has full rank . 
Note that these requirements imply Z is identifiable. 
Definition 3.1; 
A selector matrix S is a t X m matrix (t ^  m) such that multiplication 
of a mXn matrix M by S results in t of the rows of M being identically 
reproduced. The definition implies that S is specified as 
S(i,j) =0 if j ^  k^  
S(i, kj) = (3.2) 
kj < < ... < 
In the subsequent development, we will make use of two particular 
selector matrices, and Sg of dimension (pn*X p(n* + l)) defined as 
20 
I^pn* I °pn*X p] 
2^  ^%n* X p ; Ipn*] 
(3.3) 
where n* = n - p(H) +1, 
The following development parallels that of Gopinath (25) and 
Budin (26) and is repeated here for completeness. Consider iteration 
of the state equation and the observation equation given by Equation 3.1 
so that 
y(k) = Hx(k) + 0 
y(k+l) = HFx(k) + HGu(k) 
(3.4) 
n*-2 
y(k+n*-l) = HF'^ *"^ x(k) + ^  HF"*'^ "*^ Gu(k+t) 
t=0 
This can be expressed in matrix notation as 
-
H 
HF 
HF n*-l 
x(k) + u^  ^(k) (3.5) 
where, 
*^(k) = [y^ (k), y^ (k+l), ' ' , y^ (k+n*-l) ] 
û^ *(k) = [u^ (k), u^ (k+l), •••, u^ (k+n*-l) ] 
(3.6) 
and 
21 
0 0 
HG 0 
HFG HG 
0 0 
0 0 
0 0 
HFG HG 
(3.7) 
Since the system is completely observable 
pCaF, (F^ )"*"V] = n 
and from the definition of a selector matrix there exists a S such that, 
H 
HF 
n*-l 
= I 
h X n (3.8) 
HF 
Equation 3.8 follows from the fact that coordination of the state 
space is irrelevant; i.e., any basis may be chosen. 
Multiplication of Equation 3.5 by S then results in, 
%*(k) = x(k) + SS^ R^ u^^ (^k) 
Iterating one more step. 
(3.9) 
= ffSyn»"') - SSl*n«\,(k)]+Gu(k)+SSiR_,,?*(k+l) 
(3.10) 
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which in turn implies, 
= FSy^ (^k) - FSS^ R^ u^^ (^k) + SS2R^ Û^^ (^k) 
(3.11) 
= [F ; R] Syn*(k) 
where R = -FSS^ R . + SS„R .. i £, n* 
This is an external description of the system Z which does not 
involve the state space X, and in principle can be solved for the 
triple (F,G,H). 
Solution for the triple (F,G,H) is possible whenever the product 
matrix 
A "s : 0 1 y 
0 ! ^rn* 
?%*(%) • • • y^ (^k+n-h:n*-l) 
Un*(k) . . . u^ (^k+n-frn*-l) 
(3.12) 
is row equivalent to a (n+rn*) identity matrix in the expression 
= S[yn*(k+1) ••• y^ (^k+n+rn*)] =[F| R]^ ^^ (k) (3.13) 
Here the definition of /y, A^ (^k+1), and B^ (^k) follows from Equations 3.12 
and 3.13. 
If .^B ^(K) is nonsingular one can solve for [F ' R]. AS shown 
n^  I 
in Reference (25) pp. 36-38, G can be obtained from [F j R] using the 
relationship 
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G = Rq + + 
n*-l (3.14) 
where R is partitioned as [Rq| R^  | ^^ *-1^ ' " * r 
The matrix H is found by solving the n equations resulting from 
Equation 3.8. 
3.2. A Canonical Form For Single Input/Single Output Systems 
Our attention is first focused on the simplest case, that of the 
single input/single output system. As pointed out in Section 2.3 all 
the parameters in triple (F,G,H) cannot be identified from knowledge 
of the external description. With this in mind, the following definition 
constrains the system to assume a certain canonical form. 
Definition 3.2 : 
The single input/single output identification canonical form 
consists of the triple (F,G,H) specified by, 
F = 
0 
0 
0 
-a 
G = Pg 
1 
0 
0 
-a 
n-l 
0 
1 
0 
-a 
n-2 
0 
0 
1 
-a. 
(3.15) 
. . P ] 
H = [1 0 . 0 ] 
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where the ( X ^ ' s  and are the 2n parameters to be identified. As 
shown in Theorem 2.9 any single input/single output minimal realization 
can be expressed with regard to the basis of the above identification 
canonical form. 
The determination of an appropriate selector matrix can be readily 
ascertained by fomulation of the observability matrix. 
^ = 
H 
HF 
HF 
n-1 
A I (3.16) 
Then from Equation 3.8 clearly S = I. Equation 3*11 reduces to. 
[y^  (k+1) ••• y^ (k+2n)] =[F| R] y^ (k) y^ (k+2n-l) 
u (k) u (k+2n-l) 
n n 
(3.17) 
vrtiich has solution whenever B^ /^k) is nonsingular. 
3.3. A Canonical Form For Multiple Input/Multiple 
Output Systems 
The discussion in Section 2.3 points out that all the parameters in 
the triple (F,G,H) cannot be deduced from the external description. 
Unlike the phase-variable canonical form for the single input/single 
output system, the corresponding canonical forms for multivariable 
systems are not unique. In this section a canonical form for a multiple 
input/multiple output system will be presented. 
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Definition 3.3: 
The multiple input/multiple output identification canonical form 
consisting of the triple (F,G,H) is specified by. 
P 
columns 
F = 
G = 
11 
ni 
m 
columns 
1 
o
 
o
 
1 
o
 
• 
0  1  . . .  0  
• • . 
•
 
o
 
o
 
• • • 
0 . . . . 1 
F, F„ 1 2 
Ir 
nr 
H = [l ! 0] 
P : 
m rows 
(3.18) 
where m = n-p. Observe that the m columns and rows form a m x m 
identity matrix; i.e.. 
F = 
F, IF, 
(3.19) 
Note that the canonical form is devised so that the first n rows 
of the observability matrix are not only linearly independent but 
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identically equal to a n X n identity matrix. 
0 = 
H "l. 0 0 . . . o" 
HF 0 1 0 0 
. 
= 
0 0 0 
• . . 1 
HF"-P X  X  X  X  X  X  X  
^ -J X  X  X  X  X  X  X  
(3.20) 
The free parameters are then the nr parameters of the input 
weighting matrix and the np parameters associated with the matrices 
and F^ . The corresponding selector matrix needed for 
application of the algorithm can be easily computed from Equation 3.7 as 
S = [I, 
n 
Oj (3.21) 
The required linear transformation. A, needed to put a triple 
(F,G,H) into the identifiable canonical form can be easily 
calculated. Consider the two observability matrices where the first 
n rows on the right hand side are linearly independent. 
"h 
HF 
HF"-P 
-1 (3.22) 
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Since the first n rows of the left hand matrix are equal to the n x n 
identity matrix one has 
n X n 
X X X  
X X X  
H 
HF 
HF 
n-p 
(3.23) 
Here again Equation 3.13 has solution whenever is 
nonsingular. is nonsingular whenever B^ (^k) has rank n+rn* 
since ff always has rank n+rn* for both the single input/single output 
canonical form and the multiple input/multiple output canonical form. 
Theorem 3.4 : 
The matrix ^ B^ (^k) is nonsingular almost surely if S is cyclic 
and the u(i)'s are independent random variables taken from a nonlattice 
distribution. 
Proof: The matrix «^ B^ (^k) can be written as. 
S ! 0 
0 ; I 
rn* -1 
H 
HF 
HF n*-l 
rn* -
x(k) . . . x(k+n+rn*-l) 
u^ *(k) . . . u^ (^k+n+rn*-l) 
1 
o
 
1 
X
 
1 
° : ^ rn*. n*' 
(3.24) 
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If 
x(k) . . . x(k+n+rn*-l) 
û^ *(k) . . . û^ *(k+n-hrn*-l) 
= p[D^ *(k)]= n + rn* (3.25) 
almost surely then ^ B^ (^k) is nonsingular. Partition the matrix 
D^ *(k) so that 
x(k) . . . x(k+n+rn*-l) 
u^ (^k) . . . u^ (^k+n+rn*-l) 
(3.26) 
If Z is cyclic then by Theorem 2.16 almost any x is a cyclic 
vector so that 
p[x(k) ... x(k+n+rn*-l)] = n almost surely. 
Suppose the u(i)'s are taken from a nonlattice distribution, 
consider the matrix 
U = 
u(k) u(k+l) 
u(k+l) u(k+2) 
u(k+n*-l) u(k+n*). 
u(k+n+r-l) 
u(k+n*r) 
u(k+n+rn+-l) 
u(k+n+rn*) 
u(k+n+n*(1+r)-2) 
(3.27) 
then p[u] = rn* almost surely. 
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Since the u(i)*s are independent random variables taken from a 
nonlattice distribution the P(u(i)=u(j)) = 0 Vi ^  j. If any 
partitioned (n*r) X (n+rn*) matrix has rank n*r then D[U] = n*#. 
Consider the (n*r) X (n*r) matrix 
u(k) 
u(k+l) 
u(k+n*-l) 
u(k+n*) 
u(k+n*-l) u(k+2n*-2) 
(3.28) 
Suppose p[u^ *] < n*r then two or more columns of the matrix are 
linearly dependent. Let the last column be made up of linear 
combinations of the first n*-l columns; viz, 
u(k+n*-l) 
u(k+2n*-2) 
n*-l 
z i=l 
"i 
u(k+n*-l-i) 
_u(k+2n*-2-i) 
(3.29) 
The 0^ 's can be uniquely determined by solving the first n*-l 
equations. The remaining term u(k+2n*-2) then can be expressed as 
a unique linear combination of the a^ 's so that 
u(k+2n*-2) = 
n*-l 
(k+2n*-2-i) (3.30) 
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which implies that u(k+2n*-2) is dependent on the previous n*-l random 
variables which contradicts the premise that the random variables be 
independent. Consequently, p[U^ *]= p[U] = n*r almost surely. The 
rank of then is n+n*r which implies that is nonsingular 
almost surely. 
3,4. Identification From Noisy Input/Output Observations 
In the previous section we have shown that given input and output 
observations one can identify the corresponding unknown parameters 
in the F and G matrices. The more realistic situation, depicted in 
Figure 3,1, is that where the measurements are corrupted with noise. 
u(k) 
w(k) z(k) v(k) 
Figure 3,1, Discrete linear system measurement model 
The available measurements are defined as 
w(k) = u(k) + v(k) 
(3.31) 
z(k) = y(k) + p,(k) 
where v(k) is a r-dimensional zero mean gaussian white sequence with 
covariance 
E(v(j) J(k)} = Q(k)ôj^  V j,k = 0, 1, . . . 
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and p(k) is a p-dimensional zero mean gaussian white sequence with 
covariance 
E[^ (j)^ (^k)] = R(k)ôj^  V j,k = 0, 1, . . . 
We allow the possibility that {v(k), k e Z^ } and {p,(k), k e Z^ } 
may be correlated with each other, the cross-covariance matrix being 
E[pXk)vT(k)} = P(k)6j^  V j, k = 0, 1, . . . 
The noise processes v(k) and |j,(k) are assumed to be independent 
of the input and output. 
Our objective is to determine an estimate of the triple (F,G,H) 
A A A  
namely (F, G,H) from the available measurements. 
Definition 3.5 : 
An estimate 6^  of a parameter 0 is said to be consistent if 
P( lim 6 = 9) = 1 (3.32) 
N - o o  
In the following discussion we will make use of the following 
definitions. 
4 [z^ (k) (k+1) . , . z^ (k+n*-l)] 
Snl(k) 
A 
Cw'^ (k) w^ (k+l) . , . w^ (k+n*-l)] 
A 
Cv'^ (k) 
1
 
H
 
. . v'^ (k+n*-l)] 
A [ ( k )  M,'^ (k+1) . , . . n'^ (k+n*-l)] 
(3.33) 
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The following covariance matrices are also utilized. 
n* 
(3.34) 
Note that 
Qn*(l) = v^ (^k+i+l)vj(k+i) V i, k = 0, 1, 2, 
V k = 0, 1, 2, . 
Motivation for using a consistent estimator follows. Suppose 
.S^ ^^ (k) is nonsingular in the noise free case. Then 
S[ (k+l )... (k+n+rn* )] 
yn*(k) . y^ (^k+n+rD*-l) 
v<« 
for any k. Consequently, 
.. u^ (^k+n-frn*-l) 
-1  
= [F, R] 
(3.35) 
N N 
k=l 
i 
k=l 
= [F, R] (3.36) 
and 
N 
k=l 
N 
k=l 
= Cf, R] (3.37) 
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It is reasonable to expect similar results in the noisy observa­
tion case where the y (k)'s are replaced by z (k)'s and the 
û^ (^k)'s are replaced with w^ (^k)'s. 
Proposition 3.6: 
The estimate 
N 
k=l 
N 
v«» 
V(°>_ 
(3.38) 
is an unbiased consistent estimate as N 
Proof: Rewriting Equation 3,38 in terms of the noisy observations 
one has. 
N 
'3 
n+rn* 
 ^= __*(k+i)2j(k+i-l) 
'n*" 
i=l 
_ n-f rn* \& 
• i=l 
- (n4Tn*)S[R *^(l) 1 P *^(l)]j?^ 
k=l 
'n-frn* n+rn* 
i-1 Ii=l 
n+rn* In+rn* 
%^ n*(k+i-l)zj(k+i-l)|]^  w^ *(k+i-l)wj(k+i-l) 
i=l i-1 
34 
- (n+rn*)^  
V«" 
FJco) 
1 - 1  
' [I'V (3.39) 
Taking the limit as N -• œ (the expectation of both sides) results in 
%(k) 
-J») 
y^ (^k+n+rn*-l) u^ (^k+n+rn*-l) 
SC 
yn*(k)...y^ (^k+n4rn*-l) 
u .(k)...u .(k+n+rn*-l) 
n^  n^  
4<k) 
y^ (k+n+rn*-l) u ^(k+n+rn'>-l) 
3 
= E(SA^ (^k+l)Bj(k)i!^ }EfeB„^ (k)Bj(kXi^ )"' = [F„ , R_] 
By Equation 3.37 this implies that 
it . Rj = [F , R] 
(3.40) 
(3.41) 
so the estimator is consistent. 
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4.0. APPLICATICW OF THE PARAMETER IDENTIFICATION ALGORITHM 
This section will investigate the application of the algorithm 
developed in Chapter 3 with regard to the identification of the parameters 
that make up the equations of motion of an aircraft. Flight parameter 
data for the F-105B were used to determine the behavior of the algorithm 
under simulated flight conditions. The following tables taken from 
reference (27) tabulate the necessary parameters needed to specify both the 
linearized longitudinal and lateral equations of motion for the F-105B. 
4.1. Identification of the Longitudinal Equations of 
Motion of an Aircraft 
The longitudinal equations of motion of an aircraft can be 
expressed as 
e 
. 
u 
w 
. 
s. 
-g cos 0^  
-g sin@Q 
1 -Z" 
w 
-M^ gsine^  
- 1 -Z. 
w 
1-^w 
"w 
0 
X 
u 
u 
1 - Z. 
w 
M + 
M» Z 
w u 
u 1 - z-
w 
+ M, 
w 
w 
-w 
U 
1 - Z. 
w 
M. Z 
1 - Z. 
w 
M. U 
iW-, 
e 
u 
w 
(4.1) 
Table 4,1. Longitudinal dimensional derivatives for the F-105B 
Note: Data for body-fixed stability axis 
1 2 
Takeoff 
Start 
Cruise 
h(ft) Sea Level 35,000 
M(-) 0.261 0.9 
u^ (ft/sec) 288.57631 868.10036 
W^ (ft/sec) 37.47952 109.66658 
(^ oCdeg) 7.4 7.2 
Yjj(deg) 10.0 0.0 
e (^deg) 17.4 7.2 
X^ (l/sec) 
-0.029 -0.00582 
X (1/sec) 
w 0.0793 0.00693 
X^  [(ft/sec^ )/rad3 
° e  
0.0 0.0 
Z^ (l/sec) 
-0.1585 -0.01386 
0.0 0.0 
Z^ (l/sec) 
-0.311 -0.4 
Z [(ft/sec^ )/rad1 
°e 
-17.3 -65.19 
My(l/sec-ft) -0.0000119 0.0 
M.(l/ft) 
w 
-0.000259 -0.000117 
M (1/sec-ft) 
w 
-0.00575 -0.00819 
Mq(l/sec) 
-0.345 -0.485 
M (1/sec^ ) 
°e 
-2.60 -12.03 
37 
FLIGHT CONDITION 
3 4 5 
End Power Vmax 
Cruise Approach Clean 
35,000 Sea Level 40,000 
0.9 0.241 2.1 
868.47788 267.89290 2026.21364 
106.63568 24.38016 123.92854 
7.0 5.2 3.5 
0.0 -5.0 0.0 
7.0 0.2 3.5 
-0.00565 -0.0263 -0.00751 
0.0264 0.086 0.0132 
0.0 0.0 0.0 
-0.0527 -0.1719 -0.0265 
0.0 0.0 0.0 
-0.466 -0.406 -0.590 
-75.19 -19.88 -135.9 
0.0 -0.0000101 -0.0000198 
-0.000117 -0.000259 -0.00000535 
-0.00468 -0.00324 -0.01252 
-0.485 -0.319 -0.303 
-12.03 -2.703 -21.0 
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Table 4,2. Lateral dimensional derivatives for the F-105B 
Note; Lateral data not available for flight 
conditions 1 and 2 
FLIGHT CONDITION 
3 
End 
Cruise 
4 
Power 
Approach 
5 
Vmax 
Clean 
h(ft) 35,000 Sea Level 40,000 
V (ft/sec) 
o^ 
875.0 269.0 2030.0 
Yy(l/sec) -0.1497 -0.1878 -0.213 
Y* [(l/sec)/radl 
°a . 
-0.00173 -0.0021 -0.00221 
Y [(l/sec)/rad] 
5r 
0.0234 0.0241 0.0837 
LpCl/sec^ ) -41.1 -21.5 -139.8 
l/(l/sec) -2.8 -1.185 -3.14 
L^ (l/sec) 1.709 1.251 1.966 
L' (1/sec^ ) 
a^ 
10.71 3.72 26.5 
L' (1/sec^ ) 
r^ 
14.37 2.86 12.97 
Np(l/sec) 12.39 4.38 18.81 
Np(l/sec) 0.324 0.0725 0.1341 
N^ (l/sec) -0.382 -0.242 -0.386 
N' (1/sec^ ) 
a^ 
-1.086 -0.277 -1.339 
N' (1/sec^ ) 
r^ 
-4.71 -0.975 -1.989 
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where 0 is the pitch angle of the aircraft, u is the perturbed linear 
velocity along the X-axis, w is the perturbed linear velocity along 
the Z-axis, q is the pitch rate (angular velocity about the Y-axis) 
and 6 is the elevator surface deflection. See Figure 4.1. 
e 
The measurement parameters are 0, u, w so that the measurement 
equation assumes the form 
0 10 0 0 0 
u 
= 0 10 0 u 
w 0 0 10 w 
m m 
-
q 
The system described by the above equations is an identifiable 
system in terms of Definition 2,17. 
'Mass center (C.G.) 
s 
Figure 4.1, Aircraft axes definition 
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Example 4.1: Flight Condition 1, Takeoff 
In this example use of the algorithm specified by Equation 3.38 
will be explained step by step. Equations 4.1 and 4.2 are continuous 
equations of motion, consequently it will be necessary to discretize 
the model and place the resulting discrete equations in the canonical 
form gives by Equation 3.18. The continuous longitudinal equations 
have the form, 
x(t) = Ax(t) + Bu(t) 
y(t) = Cx(t) 
For flight condition 1 the A and B matrices are. 
A = 
0.0 
-0.3072654E 02 
-0.9629114E 01 
0.2590000E-03 
0 .0  
-0.2900000E-01 
0.0 
0.7930000E-01 
-0.1585000E 00 -0.3110000E 00 
0.2900000E-04 -0.5750000E-02 
(4.3) 
1.0 
-0.3747952E 02 
0.2885763E 03 
-0.4197400E 00 
B = 
0.0 
0.0 
-0.1730000E 02 
-0.2595519E 01 
(4.4) 
There are two modes of oscillation in the continuous case; the 
phugoid mode, which is a low frequency lightly damped mode and the 
short period mode, which is a high frequency heavily damped mode. 
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Choice of a sampling time of 0.783 seconds places the continuous poles 
in the z-plane so that there is approximately 12 samples per cycle of 
the short period mode. For a sampling time of 0.783 seconds the 
discrete equations have the following F and G matrices. 
F = 
0.1003290E 01 
•0.2410219E 02 
•0.4428109E 01 
0.1102219E-01 
0.6727690E-04 
0.9714125E 00 
-0.9057302E-01 
0.2275202E-03 
-0.1344116E-02 
0.1078716E 00 
0.4260424E 00 
-0.2834095E-02 
0.5665131E 00 
-0.2342473E 02 
0.1417087E 03 
0.3751003E 00 
G = 
-0.1133112E 01 
0.4614477E 02 
-0.2939646E 03 
-0.7239227E 00 
(4.5) 
Using the linear transformation matrix A specified by Equation 3.23 
the matrices F and G given in Equation 4.5 can be put into the canonical 
form required by the algorithm. The linear transformation matrix A is 
given by. 
A = 
1.0 
0.0  
0.0 
0.1003290E 01 
0.0 
1.0 
0.0 
0.6727690E-04 
0.0 
0.0 
1.0 
-0.1344116E-02 
0.0 
0.0  
0 .0  
0.566513IE 00 
(4.6) 
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For a sampling time of 0.783 seconds, the canonical system 
matrices for flight condition 1 are, 
0.0 0.0 0.0 1.0 
0. 1738291E 02 0. 9741944E 00 0 .5229372E -01 -0.4134906E 02 
-0. 2553931E 03 -0. 1074018E 00 0 .7622623E 00 0.250142IE 03 
-0. 2564270E--01 0. 3135588E-03 -0 .2122424E -02 0.1039389E 01 
<3 = 
-0.1148994E 01 
-0.1133112E 01 "1.0 0.0 0.0 0.0 
0.4614477E 02 je= 0.0 1.0 0.0 0.0 
-0.2937646E 03 ,0.0 0.0 1.0 0.0 
(4.7) 
Application of the parameter identification procedure will be 
made with respect to identifying the parameters in Equation 4.7. 
In order to implement Equation 3.38 the dimensions of the matrices, 
S, A^ (^k+1), B^ *(k), R^ *(l), P^ *(l), and Q^ *(0) must be known. In 
terms of the known system dimensions n, p, r, n* the matrices have the 
following dimensions, 
S(n, pn*) 
A^ (^k+1) (pn*, n+rn*) 
B^ (^k) ((p+r)n*, n+rn*) 
//(n+rn*, (p+r)n*) 
R^ d^) (pn*, pn*) 
(pn*' rn*) 
Q^ (^O) (rn*, rn*) 
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In order to start the algorithm the matrices A^ (^k+1) and B^ (^k) 
must first be constructed from the first n+n*(r+l) input and output 
observations. Thereafter the algorithm is recursive in the sense that 
each additional observation updates A^ (^k+1) and B^ (^k) resulting in a 
sliding data window. 
Flight conditions at takeoff were simulated using an IBM 360-65 
computer. The initial state of the system was taken to be zero. Note 
that the choice of initial conditions is immaterial in the application 
of the algorithm. The computer simulation (see the Appendix) generated 
the output vector given a gaussian input having zero mean with variance 
of 0.05 radians squared as an elevator input via the triple 
The steady state convariance matrix of the output was computed from 
the equation 
P(k+1) =^ (k)^  ^+gR(k)# 
P(0) = 0 
and was used to calculate the amount of noise to be added to each 
output observation, the ratio of the variance of the observation to 
the variance of the added noise being the measure of S/N ratio. In 
evaluating the performance of the estimator with various signal to 
noise ratios, the normalized state error in properly identifying the 
system will be defined as 
State Error = — — (4.8) 
where x is the state vector and x is the state vector resulting from 
the estimated triple being driven by the identical input driving 
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the triple The absolute parameter errors in the elements 
of cAW!) are defined by the following equations 
"ij " I'll " 
®ij '®ij " hy 
(4.9) 
Given the input observations and output observations Equation 3.38 and 
Equation 3.14 were implemented in order to arrive at the estimated 
* A 
matrices ^  and <S, Figure 4.2 shows the convergence rate of the state 
error for various signal to noise ratios. Tables 4.3, 4.4, and 4.5 
tabulate the absolute parameter errors as a function of number of 
iterations, 
4.2. Identification of the Lateral Equations of 
Motion of an Aircraft 
The lateral equations of motion of an aircraft can be expressed as 
p 
II 
r 
I 
•
 tt
i 
,
 
0 
0 
0 
-g cos 9 
tan 6 0 
o 
L' 
P 
N 
W 
_c 
V„ 
L' 
r 
u 
o 
V„ 
0 0 
l' L' 
^a 6 
n' n' 6a 
^?a < 
N: 
CO 
p 
r 
P 
(4.10) 
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Here cp is the roll angle of the aircraft, p is the roll rate about the 
X-axis, r is the yaw rate about the Z-axis, P is the sideslip angle 
of the aircraft, 6^  is the aileron control surface deflection, and 
6^  is the rudder deflection. Measureable parameters in the lateral 
case are cp, p, and r so that the measurement equation becomes. 
9 
P = 
r 
1 0 0 0 
0 1 0 0 
0 0 1 0 
(4.11) 
The lateral equations of motion represent an identifiable 
multiple input/multiple output system. 
Example 4.2 ; Flight Condition 4, Power Approach 
Using a sampling time of 0.318 seconds Equations 4.10 and 4.11 
have the discrete time canonical triple. 
jr = 
0.0 0.0 
'S = 
0.1802022 E 00 0. 1014800 E 01 
0.1416865 E 00 -0. 6111120 E -01 
-0.2762777 E 00 0. 1624717 E 01 
0.6551825 E 00 0. 1850717 E 00 
-0.3037358 E rOl -0. 1942935 E 00 
0.2932957 E 00 0. 1817910 E 00 
0.2319299 E 00 -0. 5567527 E 00 
0.0 1.0 
-0.2352869 E 00 
0.1836178 E 00 
0.1071259 E 01 
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1 0 0 0 
0 1 0 0 
0 0 1 0 
Again our objective is to identify the unknown parameters in the 
triple Proceeding as in Example 4.1, Figure 4,3 shows the 
convergence rate of the states error while Tables 4.6, 4.7, and 4.8 
tabulate the parameter matrix error as a function of S/N ratio and 
number of iterations. Here both 6^  and 6^  are zero mean gaussian 
sequences having variances equal to 0.05 rad. squared. 
In both the lateral and longitudinal simulations both the states 
error and parameter error show good correspondence with the actual 
states and the true parameters. The greater the signal to noise ratio 
the closer the identification with regard to number of iterations. Th 
convergence rate for the noisy input/output observations compares 
favorably with the algorithms of Saridis and Stein (6) and Holmes (8). 
It should be noted that in the noise free case only one iteration is 
necessary in order to identify the unknown parameters. 
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Figure 4.2. Convergence rate for state error 
Table 4.3. Absolute parameter error S/N = 20 db 
(Estimated parameter) 
Parameter/itérâtion 1 50 
2^1 0. 1738291E 02 0. 4873559E 02 0. 1783069E 02 
2^2 
a 0. 9741994E 00 0. 9424786E 00 0. 9798733E 00 
2^3 0. 5229372E--01 0. 1035570E 01 0. 7490249E--01 
2^4 
= 
-0. 4134906E 02 -0. 4276985E 03 -0. 4233175E 02 
3^1 
= 
-0. 2553931E 03 -0. 1710916E 03 -0. 2662779E 03 
3^2 -0. 1074018E 00 -0. 306395IE 00 -0. 1123203E 00 
3^3 0. 7622623E 00 -0. 3661576E 00 0. 7694729E 00 
3^4 0. 250142IE 03 0. 4935574E 03 0. 263837E 03 
4^1 -0. 2564270E--01 -0. 9594353E 00 -0. 5888821E--01 
4^2 0. 3135588E" -03 -0. 2934971E--02 0. 2891652E--03 
4^3 -0. 2122424E--02 -0. 6706337E-02 -0. 2081408E-02 
4^ 0. 1039389E 01 0. 2805414E 01 0. 1079613E 01 
®11 -0. 1133112E 01 -0. 1164553E 01 -0. 1160064E 01 
®21 
= 0.4614477E 02 0. 1949300E 03 0. 5818665E 02 
®31 -0. 2937646E 03 -0. 2946374E 03 -0. 3134640E 03 
®41 -0. 1148994E 01 -0. 6775904E 00 -0. 1059018E 01 
49 
100 150 200 
0. 1271905E 02 0. 1058821E 02 0. 1177326E 02 
0. 9810518E 00 0. 9749529E 00 0. 9758507E 00 
0. 7150866E-•01 0. 6823299E-•01 0. 5943013E-•01 
-0. 3556995E 02 -0. 3401416E 02 -0. 3498680E 02 
-0. 2623206E 03 -0. 2548507E 03 -0. 2608132E 03 
-0. 1189027E 00 -0. 1121118E 00 -0. 1151139E 00 
0. 7660782E 00 0. 7552372E 00 0. 7621397E 00 
0. 2576531E 03 0. 2501775E 03 0. 2561238E 03 
-0. 9667312E-•01 -0. 1012379E 00 -0. 1002283E 00 
0. 3117786E--03 0. 3019081E-03 0. 3029536E-•03 
-0. 1959381E' -02 -0. 2070169E-02 -0. 2083909E -02 
0. 1102145E 01 0. 1114738E 01 0, 1113321E 01 
-0. ,H52311E 01 -0. ,117483IE 01 -0. ,1165389E 01 
0. ,5405302E 02 0. ,4982184E 02 0. ,4860137E 02 
-0. ,3026560E 03 -0. ,3038248E 03 -0. ,3014289E 03 
-0, .1055417E 01 -0. 1128305E 01 -0. 1127484E 01 
Table 4.3. Absolute parameter error S/N = 20 db 
(Absolute error) 
Parameter/iteration 1 50 
2^1 
— 0. 1738291E 02 0. 3135268 0 .0044778 
2^2 
= 0. 9741994E 00 0. 0317208 0 .0056739 
2^3 
= 0. 5229372E' •01 9. 8327628 0 .2260877 
2^4 
= 
-0. 4134906E 02 3. 8634944 0 .0098269 
3^1 
= 
-0. 2553931E 03 0. 0843015 0 .0108848 
3^2 
= 
-0. 1074018E 00 0. 1989933 0 .0049185 
3^3 
= 0. 7622623E 00 0. 3961047 0 .0072106 
3^4 
= 0. 2501421E 03 0. 2464153 0 .0136966 
4^1 
= 
-0. 2564270E--01 9. 3379260 0 .3324551 
4^2 0. 3135588E-•03 2. 6214122 0 .0243936 
4^3 -0. 2122424E--02 0. 4583913 0 .0041016 
4^4 0. 1039389E 01 0. 1766025 0 .0040224 
®11 
= 
-0. 1133112E 01 0. 0031441 0 .0026952 
§21 
= 0. 4614477E 02 1. 4878523 0 .1204178 
®31 
= 
-0. 2937646E 03 0. 0008728 0 .0186994 
®41 
= 
-0. 1148994E 01 0. 0471403 0 .0089976 
51 
100 
0.0466386 
0.0068524 
0.1921494 
0.0577911 
0.0069275 
0.0115009 
0.0038159 
0.0075110 
0.7103042 
0.0017802 
0.0163043 
0.0062756 
0.0019199 
0.0790825 
0.0088914 
0.0093577 
150 
0.0679470 
0.0007535 
0.1593927 
0.0733490 
0.0005424 
0.0047100 
0.0070251 
0.0000354 
0.7573630 
0.0116507 
0.0052255 
0.0075349 
0.0041719 
0.0367707 
0,0100602 
0.0020689 
200 
0.0560965 
0.0016513 
0.0713641 
0.0636226 
0.0054201 
0.0077121 
0.0001226 
0.0059817 
0.7458560 
0.0106052 
0.0038515 
0.0073932 
0.0032277 
0.0245660 
0.0076643 
0.0021510 
Table 4.4. Absolute parameter error S/N = 40 db 
(Estimated parameter) 
Parameter/Iteration 1 50 
2^1 
= 0. 1738291E 02 -0, 1055713E 03 0. 1688423E 02 
2^2 
= 0. 9741994E 00 0. 7752862E 00 0. 974242IE 00 
2^3 
= 0. 5229372E--01 0. 4738272E 00 0. 5491297E--01 
2^4 
= 
-0. 4134906E 02 -0. 8556041E 02 -0. 4091193E 02 
Si 
= 
-0. 2553931E 03 -0. 1970058E 03 -0. 2571707E 03 
^32 
= 
-0. 1074018E 00 -0. 6831815E--01 -0. 10802 HE 00 
3^3 
= 0. 7622623E 00 0. 5267756E 00 0. 7642420E 00 
4^ 0. 250142IE 03 0. 2685217E 03 0. 252144 IE 03 
4^1 -0. 2564270E-01 -0. 8300148E. .PQ - -0. 2927423E--01 
4^2 
= 0. 3135588E-03 -0. 9852491E--03 0. 3090531E--03 
4^3 
= 
-0. 2122424E--02 0. 2564200E--03 -0. 2115498E--02 
4^ 
= 0. 1039389E 01 0. 8698114E 00 0. 1043099E 01 
®11 
= 
-0. 1133112E 01 -0. 1039588E 01 -0. 1135216E 01 
®21 
= 0. 4614477E 02 0. 9335898E 02 0.4758389E 02 
®31 
= 
-0. 2937646E 03 -0. 2716615E 03 -0. 295445 IE 03 
®41 
= 
-0. 1148994E 01 -0. 8216950E 00 -0. 1139294E 01 
53 
100 150 200 
0. 1662231E 02 0. 1649466E 02 0. 1664903E 02 
0, 9745724E 00 0. 9740636E 00 0. 9741390E 00 
0. 5448320E-•01 0. 539744IE--01 0. 5308778E-•01 
-0.4047732E 02 -0. 4039655E 02 -0. 4054026E 02 
-0. 2568398E 03 -0. 2553732E 03 -0. 2554422E 03 
-0. 1081146E 00 -0. 1075876E 00 -0. 1077103E 00 
0. 7631284E 00 0. 7613840E 00 0. 7616247E 00 
0. 2517447E 03 0. 2502263E 03 0. 2502906E 03 
-0. 3240891E--01 -0. 3025507E--01 -0. 2976996E--01 
0. 3124617E--03 0. 3133196E--03 0. 3132415E--03 
-0. 2105139E--02 -0. 2119320E. -02 -0. 2121351E--02 
0. 104495IE 01 0. 1043865E 01 0. 1043382E 01 
-0. 1134556E 01 -0. 1137140E 01 -0. 1136320E 01 
0. 4708161E 02 0. 4664582E 02 0. 4648771E 02 
-0. ,2943747E 03 -0. 2946602E 03 -0. 2944324E 03 
-0. 1139659E 01 -0. ,1147680E 01 -0. ,1147318E 01 
Table 4.4. Absolute parameter error S/N = 40 db 
(Absolute error) 
Parameter/Iteration 1 50 
2^1 
= 0. 1738291E 02 0 .8818839 0 .0049868 
2^2 
= 0. 9741994E 00 0 .1989132 0 .0000427 
2^3 
= 0. 5229372E-01 4 .2153348 0 .0261925 
2^4 
= 
-0. 4134906E 02 0 .4421135 0 .0043713 
3^1 
= 
-0. 2553931E 03 0 .0583873 0 .001776 
3^2 
= 
-0. 1074018E 00 0 .0390837 0 .0006193 
3^3 
= 0. 7622623E 00 0 .2384867 0 .0019797 
3^4 
= 0. 2501421E 03 0 .0183796 0 .0020020 
1^ 
= 
-0. 2564270E-01 8 .0437210 0 .0363153 
2^ 
= 0. 3135588E-03 0 .6716903 0 .0045057 
4^3 
= 
-0. 2122424E-02 0 .1866004 0 .0006926 
4^4 
= 0. 1039389E 01 0 .0169578 0 .0003710 
®11 
= 
-0. 1133112E 01 0 .0093524 0 .0002104 
®21 
= 0. 4614477E 02 0 .4721421 0 .0143912 
®31 
= 
-0. 2937646E 03 0 .0221031 0 .0016805 
®41 
= 
-0. 1148994E 01 0 .0327304 0 .0009700 
55 
100 150 200 
0.0076060 0.0093629 0.0073388 
0.0003730 0.0001358 0.0000604 
0.0218948 0.0168069 0.0079406 
0.0087174 0.0095251 0.0084646 
0.0014467 0.0000199 0.0000491 
0.0007128 0.0001858 0.0003085 
0.0008661 0.0008783 0.0006376 
0.0016026 0.0000842 0.0001485 
0.0676571 0.0461237 0.0412726 
0.0010971 0.0002392 0.0003173 
0.0017285 0.0003104 0.0001073 
0.0005562 0.0004476 0.0003993 
0.0001444 0.0004028 0.0003208 
0.0093684 0.0050105 0.0034294 
0.0006101 0.0008956 0.0006678 
0.0009335 0.0001314 0.0001676 
Table 4.5. Absolute parameter error S/N = 60 db 
(Estimated parameter) 
Parameter/iteration 1 50 
21 
= 0. 1738291E 02 0. 4731068E 02 0. 1732810E 02 
22 
= 0. 9741994E 00 0. 1012240E 01 0. 9741938E 00 
23 
= 0. 5229372E-•01 -0. 4628977E--01 0. 5255852E--oi 
24 
= 
-0. 4134906E 02 -0. 3494458E 02 -0. 4130054E 02 
31 
= 
-0. 2553931E 03 -0. 1973942E 03 -0. 2555774E 03 
32 
= 
-0. 1074018E 00 -0. 3449265E--01 -0. 1074597E 00 
33 
= 0. 7622623E 00 0. 5629380E 00 0. 7624722E 00 
34 0. 250142IE 02 0. 2651073E 03 0. 2503482E 03 
41 -0. 2564270E--01 0. 1217372E 00 -0. 2600948E--01 
42 
= 0. 3135588E--03 0. 4974591E--03 0. 3130874E--03 
43 
= 
-0. 2122424E--02 -Ou 2640043E--02 -0. 2121701E--02 
44 0. 1039389E 01 0. 1079924E 01 0. 1039757E 01 
11 
= 
-0. 1133112E 01 -0. 1143858E 01 -0. 1133160E 01 
'21 
= 0. 4614477E 02 0. 3903571E 02 0. 4629178E 02 
'31 
= 
-0. 2937646E 03 -0. 3104274E 03 -0. 2939301E 03 
'41 
= 
-0. 1148994E 01 -0. 1177808E 01 -0. 1148017E 01 
57 
100 150 200 
0. 1730428E 02 0. 1728920E 02 0. 1730771E 02 
0. 9742291E 00 0. 9741779E 00 0. 9741867E 00 
0. 5251513E-"01 0. 5246514E--01 0. 5237398E-•01 
-0. 4125944E 02 -0. 4124832E 02 -0. 4126639E 02 
-0. 2555446E 03 -0. 2553899E 03 -0. 2553932E 03 
-0. 1074691E 00 -0. 1074158E 00 -0. 1074282E 00 
0. 7623534E 00 0. 762176IE 00 0. 7621925E 00 
0. 2503099E 03 0. 2501493E 03 0. 2501526E 03 
-0. 2631496E--01 -0. 2607573E--01 -0. 2602280E' -01 
0. 3134396E--03 0. 3135430E--03 0. 3135338E--03 
-0. 2120686E--02 -0. 2122136E--02 -0. 2122344E-02 
0. 1039937E 01 0. 1039810E 01 0. 1039755E 01 
-0. 1133252E 01 -0. 1133522E 01 -0. 1133434E 01 
0. 4624008E 02 0. 4619871E 02 0. 4618012E 02 
-0. 2938227E 03 -0. 2938539E 03 -0. 2938308E 03 
-0. ,1148062E 01 -0. ,1148854E 01 -0. 1148832E 01 
Table 4.5. Absolute parameter error S/N = 60 db 
(Absolute error) 
Parameter/iteration 1 50 
2^1 0. 1738291E 02 0 .2992777 0 .0005481 
2^2 0. 9741994E GO 0 .0380406 0 .0000056 
2^3 0. 5229372E-01 0 .0600395 0 .0026480 
2^4 
= 
-0. 4134906E 02 0 .0640448 0 .0004852 
3^1 
= 
-0. 2553931E 03 0 .0579989 0 .0001843 
3^2 -0. 1074018E 00 0 .0729091 0 .0000579 
3^3 
= 0. 7622623E 00 0 .1993243 0 .0002099 
3^4 0. 2501421E 03 0 .0149652 0 .0002061 
4^1 -0. 2564270E-01 0 .9609450 0 .0036678 
4^2 
= 0. 3135588E-03 0 .1839003 0 .0004714 
4^3 
= 
-0. 2122424E-02 0 .0517619 0 .0000723 
4^4 
= 0. 1039389E 01 0 .0040535 0 .0000368 
Hi 
= 
-0. 1133112E 01 0 .0010746 0 .0000048 
®21 0. 4614477E 02 0 .0710906 0 .0014701 
®31 -0. 2937646E 03 0 .0166628 0 .0001655 
®41 -0. 1148994E 01 0 .0028814 0 .0000977 
59 
100 150 200 
0.0007863 0.0009371 0.0007520 
0.0000297 0.0000215 0.0000127 
0.0022141 0.0017142 0.0008026 
0.0008962 0.0010074 0.0008267 
0.0001515 0.0000032 0.0000010 
0.0000673 0.0000140 0.0000264 
0.0000911 0.0000862 0.0000699 
0.0001678 0.0000072 0.0000105 
0.0067226 0.0043303 0.0038010 
0.0001192 0.0000158 0.0000250 
0.0001738 0.0000288 0.0000080 
0.0000548 0.0000421 0.0000366 
0.0000140 0.0000410 0.0000322 
0.0009531 0.0005394 0.0003535 
0.0000581 0.0000893 0.0000662 
0.0000932 0.0000140 0.0000162 
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Figure 4.3. Convergence rate for state error 
Table 4.6. Absolute parameter error S/N = 20 db 
(Estimated parameter) 
Parameter/iteration 1 50 
2^1 
= 0. 1802022E 00 0. 9197672E-•01 0 .6337377E-•01 
2^2 
= 0. 1014800E 01 0. 5695839E 00 0 .6851740E 00 
2^3 
= 0. 1268955E-•02 -0. 6116086E-•01 -0 .3855333E-•01 
2^4 
= 
-0. 2352869E 00 -0. 4977766E-•01 -0 .5494304E-•01 
3^1 
= 0. 1416865E 00 -0. 1866323E 01 0 .4182648E 00 
3^2 
= 
-0. 6111120E-•01 -0. 6286525E 01 0 .4934371E 01 
3^3 
= 0. 9926340E GO 0. 834515E 00 0 .1596312E 01 
3^4 
= 0. 1836178E 00 -0. 1033437E 00 -0 .8359954E 00 
4^1 
= 
-0. 2767700E 00 -0. 8851244E 00 -0 .3701748E 00 
4^2 
= 0. 1624717E 01 -0. 1219565E 00 0 .310632 IE 01 
4^3 
= 0. 1921763E 00 0. 5058761E--01 0 .3735340E 00 
4^4 
= 0. 1071259E 01 0. 1472204E 01 0 .9236054E 00 
®11 
= 0. 6551825E 00 0. 1836602E 00 • 0 .6995185E 00 
®12 
= 0. 1850717E 00 0. 5960326E 00 0 .4686740E 00 
®21 
= 0. 3037358E' -01 -0. 7973780E--01 -0 .6282792E-"01 
®22 
= 
-0. 1942935E 00 0. 1154847E 01 -0 .2869273E 00 
®31 0. 2932957E 00 0. 3587494E 00 0 .6119337E 00 
®32 
= 0. 1817910E 00 -0. 2362654E 02 0 .1812687E 01 
®41 
= 0. 2319299E 00 -0. 2189306E 00 0 .5208593E 00 
= 
-0. 5567527E 00 -0. 2302824E 01 0 .4149459E' -02 
62 
100 150 200 
0. 1128948E 00 0. 1297694E 00 0. 1382647E 00 
0. 7984117E 00 0. 6594588E 00 0. 6428129E 00 
-0. 2491588E-•01 -0. 4132076E-•01 -0. 4316155E-•01 
-0. 1289739E 00 -0. 1445538E 00 -0. 1662999E 00 
0. 4558469E 00 0. 1109714E 00 0. 7904864E-•01 
0. 2286009E 01 0. 1164403E 01 0. 7821305E 00 
0. 1275229E 01 0. 1140713E 01 0. 1093942E 01 
-0. 4263071E 00 0. 6404233E-•01 0. 1909365E 00 
-0. 2712713E 00 -0. 3512144E 00 -0. 3456622E 00 
0. 2126775E 01 0. 1933759E 01 0. 1797702E 01 
0. 2534050E 00 0. 2300993E 00 0. 2137816E 00 
0. 1001318E 01 0. 1114797E 01 0. 1117543E 01 
0. 6645506E 00 0. 7273659E 00 0. 7420682E 00 
0. 2456186E 00 0. 2519700E 00 0. 2869519E 00 
-0. 1317074E--01 -0. 1690940E--01 -0. 2546823E--01 
-0. ,2818560E 00 -0. 2305601E 00 -0. 2148296E 00 
0. ,2612117E 00 0. 5419333E 00 0. 6107843E 00 
0. 8786002E 00 0. 7355217E 00 0. 6814212E 00 
0. 3729071E 00 0. 4350285E 00 0. 4575615E 00 
-0, .5470779E 00 -0, .4903706E 00 -0, .4545567E 00 
Table 4.6. Absolute parameter error S/N = 20 db 
(Absolute error) 
Parameter/Iteration 1 50 
2^1 0. 1802022E GO 0. 0882254 0. 1168284 
2^2 
= 0. 1014800E 01 0. 0445216 0. 0329626 
2^3 0. 1268955E-•02 5. 9891905 3. 7284375 
2^4 
= 
-0. 2352869E 00 0. 1855092 0. 1803438 
3^1 
= 0. 1416865E 00 1. 7246365 0. 2765783 
3^2 -0. 6111120E--01 62. 2541380 48. 7325980 
3^3 0. 9926340E 00 0. 1581190 0. 6036780 
3^4 
= 0. 1836178E 00 0. 0802741 0. 6523776 
4^1 -0. 2767700E 00 0. 6083544 0. 0934048 
4^2 0. 1624717E 01 0. 1502760 0. 1481604 
4^3 0. 1921763E 00 0. 1415886 0. 1813577 
4^4 0. 1071259E 01 0. 040945 0. 0147653 
gll 0. 6551825E 00 0. 4715223 0. 0443360 
®12 0. 1850717E 00 0. 4109609 0. 2836023 
§21 
= 
-0. 3037358E--01 0. 4936422 0. 324534 
®22 -0. 1942935E 00 0. 9605535 0. 4812205 
®31 
= 0. 2932957E 00 0. 0654537 0. 3186380 
®32 0. 1817910E 00 23. 444749 1. 6308960 
®41 
= 0. 2319299E 00 0. 0136239 0. 2889294 
®42 
= 
-0. 5567527E 00 1. 7460713 0. 5526032 
64 
100 
0.0673074 
0.0216388 
2.3646925 
0.1063130 
0.3141604 
22.2489780 
0.2825950 
0.2426893 
0.0054987 
0.0502058 
0.0612287 
0.0069941 
0.0093681 
0.0605469 
0.1720284 
0.0875625 
0.0320840 
0.6968092 
0.1409772 
0.0096748 
150 
0.0504328 
0.0355341 
4.0051805 
0.0907331 
0.0307151 
11.0329180 
0.1480790 
0.1195554 
0.0744444 
0.0309042 
0.0379230 
0.0043538 
0.0721834 
0.0668983 
0.1346418 
0.0362666 
0.2486376 
0.5537307 
0.2030986 
0.0663821 
200 
0.0419375 
0.0371987 
4.1892595 
0.0689870 
0.0626378 
7.2101930 
0.1013080 
0.0073187 
0.0688922 
0.0172985 
0.0216053 
0.0046284 
0.0868857 
0.1018802 
0.0490535 
0.0205361 
0.3174886 
0.1996302 
0.2256316 
0.1021960 
Table 4.7. Absolute parameter error S/N = 40 db 
(Estimated parameter) 
Parameter/Iteration 1 50 
2^1 0. 1802022E 00 -0. 9352959E-01 0. 1712311E 
00 
2^2 0. 1014800E 01 0. 
5065932E-•01 0. 1010618E 01 
2^3 
= 0. 1268955E-•02 -0. 1066611E 00 0. 7583325E-•03 
2^4 -0. 2352869E 00 0. 9207415E--01 -0. 2241354E 00 
3^1 0. 1416865E 00 -0. 1866290E 01 0. 1517157E 00 
3^2 
= 
-0. 6111120E--01 -0. 7050973E 01 -0. 1564184E 00 
3^3 
= 0. 9926340E 00 0. 2353890E 00 0. 9816096E 00 
3^4 
= 0. 1836178E 00 0. 2450219E 01 0. 1719362E 00 
4^1 
= 
-0. 2767700E 00 -0. 8279577E 00 -0. 2830616E 00 
4^2 
= 0. 1624717E 01 -0. 2784200E 00 0. 1644505E 01 
4^3 
= 0. 1921763E 00 -0. 1867689E--01 0. 1948524E 00 
4^ 
= 0. 1071259E 01 0. 1712254E 01 0. 1069848E 01 
®11 0. 6551825E 00 0. 2754267E 00 0. 6538140E 00 
®12 
= 0. 1850717E 00 0. 6496938E 00 0, 2032160E 00 
®21 
= 
-0. 3037358E' -01 -0. 12 6612 9E 00 -0. 3090370E' -01 
®22 -0. 1942935E 00 -0. 2992409E 00 -0. ,1991860E 00 
®31 
= 0. 2932957E 00 -0. 1136373E 01 0. 3084099E 00 
OQ
 
W
 
to
 = 0. 1817910E 00 -0, 1195643E 01 0. 2934887E 00 
®41 
= 0. 2319299E 00 -0. 7085839E 00 0. 2509113E 00 
®42 
= 
-0. 5567527E 00 -0. 5079149E-01 -0. 5228165E 00 
66 
100 150 200 
0. 1768231E 00 0. 1767030E 00 0. 1770769E 00 
0. 1015528E 01 0. 1005660E 01 G. 1010445E 01 
0. 1334709E-•02 0. 1735225E-•03 0. 7534535E--03 
-0. 2307895E 00 -0. 2302438E 00 -0. 2316678E 00 
0. 1688386E 00 0. 1474903E 00 G. 1328972E 00 
-0. 6290429E--01 -0. 5250417E-•01 -0. 6057030E--01 
0. 9925670E 00 0. 9938119E 00 G. 98917lOE 00 
0. 1491558E 00 0. 1696958E 00 G. 1932473E 00 
-0. 2760488E 00 -0. 283323E 00 -G. 2836822E 00 
0. 1620396E 01 0. 1619791E 01 G. 1629985E 01 
0. 1917800E 00 0. 1916885E 00 0. 1928972E 00 
0, 1068915E 01 0. 1077265E 01 G. 1076626E 01 
0. 6545367E 00 0. 6605098E 00 G. 6624719E 00 
0. I902039E 00 0. 1909232E 00 0. 1948902E 00 
-0. 2882288E' -01 -0. 2643396E' -01 -0. 2610679E -01 
-0. 2012346E 00 -0. ,1961063E 00 -G. 1936863E 00 
0. 2899998E 00 0. 3092488E 00 0. ,3145242E 00 
0. 2448891E 00 0. 2329836E 00 0. 2229467E 00 
0. 2437884E 00 0. 2502200E 00 0. 2545182E 00 
-0. 5568893E 00 -0. 5501817E 00 -0. 5452804E 00 
Table 4.7. Absolute parameter error S/N = 40 db 
(Absolute error) 
Parameter/iteration 1 50 
2^1 0. 1802022E 00 . 0. 0866726 0.0089711 
2^2 
= 0. 1014800E 01 0. 0964140 0.0004182 
2^3 
= 0. 1268955E-•02 10. 5392145 0.0510622 
2^4 -0. 2352869E 00 0. 1432127 0.0111515 
3^1 0. 1416865E 00 1. 7246035 0.0100292 
3^2 
= 
-0. 6111120E--01 69. 8986100 0.9530640 
3^3 0. 9926340E 00 0. 7572450 0.0110244 
3^4 0. 1836178E 00 2. 2666012 0.0116816 
4^1 
= 
-0. 2767700E 00 0. 5511877 0.0062916 
4^2 
= 0. 1624717E 01 0. 1346297 0.0019788 
4^3 
= 0. 1921763E 00 0. 1734994 0.0026761 
4^4 
= 0. 1071259E 01 0. 0640995 0.0001411 
®11 
= 0. 6551825E 00 0. 3797558 0.0013685 
gl2 
= 0. 1850717E 00 0. 4646211 0.0181443 
®21 
= 
-0. 3037358E' •01 0. 9623932 0.0053012 
®22 
= 
-0. ,1942935E 00 0. ,1049474 0.0048925 
®31 
= 0. ,2932957E 00 0. 8430773 0.0151142 
®32 
= 0. ,1817910E 00 0. 9377733 0.1116977 
4^1 
= 0. ,2319299E 00 0, .4766540 0.0189814 
SAO 
= 
-0. ,5567527E 00 0, .5059612 0.0339362 
68 
100 150 200 
0.0033791 
0.0000728 
0.0065754 
0.0044974 
0.0271521 
0.0179229 
0.0000670 
0.0344620 
0.0007212 
0.0004321 
0.0003963 
0.0002344 
0.0008155 
0.0051322 
0.0155070 
0.0069411 
0.0032977 
0.0630981 
0.0118585 
0.0001366 
0.0034992 
0.0009140 
0.1095432 
0.0050431 
0.0058038 
0.0860783 
0.0011779 
0.0139220 
0.0065530 
0.0004926 
0.0004878 
0.0006006 
0.0053273 
0.005815 
0.0393962 
0.0018128 
0.0159531 
0.0511926 
0.0182901 
0.0065710 
0.0031253 
0.0004355 
0.0515501 
0.0036191 
0.0087893 
0.0054090 
0.0034630 
0.0096295 
0.0069122 
0.0005268 
0.0007209 
0.0005367 
0.0072894 
0.0098185 
0.0426679 
0.0006072 
0.0212285 
0.0411557 
0.0225883 
0.0114723 
Table 4.8, Absolute parameter error S/N = 60 db 
(Estimated parameter) 
Parameter/Iteration 1 50 
2^1 
= 0. 1802022E 00 0. 1915455E 00 0. 1793402E 00 
2^2 0. 1014800E 01 0. 
1055080E 01 0. 101455lE 01 
2^3 0. 1268955E--02 0. 5881634E--02 0. 1238046E--02 
2^4 -0. 2352869E 00 -0. 2493294E 00 -0. 2342266E 00 
3^1 
= 0. 1416865E 00 0. 2188832E 00 0. 1422643E 00 
3^2 
= 
-0. 6111120E--01 0. 2207499E 00 -0. 7447994E--01 
3^3 
= 0. 9926340E 00 0. 1027257E 01 0. 9910787E 00 
3^4 
= 0. 1836178E 00 0. 7543070E--01 0. 1831969E 00 
4^1 
= 
-0. 2767700E 00 -0. 2787657E 00 -0. 2774199E 00 
4^2 
= 0. 1624717E 01 0. 1622667E 01 0. 1625993E 01 
4^3 
= 0. 1921763E 00 0. 1922904E 00 0. 1923605E 00 
4^4 
= 0. 1071259E 01 0. 1071183E 01 0. 1071205E 01 
®11 0. 6551825E 00 0. 6559781E 00 0. 6550538E 00 
®12 
= 0. 1850717E 00 0. 1803694E 00 0. 1868948E 00 
§21 
= 
-0. 3037358E--01 -0. 1037306E--01 -0. 3043761E--01 
®22 -0. 1942935E 00 -0. 2024156E 00 -0. 1947940E 00 
§31 
= 0. 2932957E 00 0. 4239553E 00 0. 2952656E 00 
®32 
= 0. 1817910E 00 -0. 1374497E--01 0. 1933669E 00 
:41 
= 0. 2319299E 00 0. 2637431E 00 0. 2338970E 00 
842 
= 
-0. 5567527E 00 -0. 6156793E 00 -0. 5533030E 00 
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100 150 200 
0. 1799141E 00 0. 1798899E 00 0. 1799234E 00 
0. 1015147E 01 0. 1014219E 01 0. 1014722E 01 
0. 1308154E-•02 0. 1199069E-•02 0. 1259977E-•02 
-0. 2349169E 00 -0. 2348485E 00 -0. 2349812E 00 
0. 1442162E 00 0. 1422630E 00 0. 1407295E 00 
-0. 6415616E-•01 -0. 6148079E-•01 -0. 6512843E--01 
0. 9922864E 00 0. 9926044E 00 0. 9921603E 00 
0. 1806001E 00 0. 1823330E 00 0. 1847126E 00 
-0. 2767245E 00 -0. 2774603E 00 -0. 2774664E 00 
0. 1623640E 01 0. 1623ù67E 01 0. 1625138E 01 
0. 1920601E 00 0. 1920843E 00 0. 1922357E 00 
0. 1071103E 01 0. 107194IE 01 0. 1071807E 01 
0. 6551207E 00 0. 6556878E 00 0. 6559048E 00 
0. 1855783E 00 0. 185594IE 00 0. 1860533E 00 
-0. 302384 IE--01 -0. 2997727E--01 -0. 2993886E -01 
-0. 1949744E 00 -0. , 1944526E 00 -0. 1942225E 00 
0. 2931283E 00 0. 2948250E 00 0. 2954313E 00 
0. 1880716E 00 0. 1867296E 00 0, 1858837E 00 
0. 2331341E 00 0, ,2337134E 00 0. 2341834E 00 
-0. 5567703E 00 -0. ,5562173E 00 -0. ,5555951E 00 
Table 4.8. Absolute parameter error S/N = 60 db 
(Absolute error) 
Parameter/iteration 1 50 
^21 0. 1802022E 00 0 .0113433 0.0008620 
^22 0. 1014800E 01 0 .0040280 0.0000249 
^23 
= 0. 1268955E-"02 0 .4612679 0.0030909 
^24 
= 
-0. 2352869E 00 0 .0140425 0.0010603 
^31 
= 0. 1416B65E 00 0 .0771967 0.0005478 
£32 
= 
-0. 6111120E-•01 1 .5963870 0.1336874 
^33 0. 9926340E 00 0 .0346230 0.0015553 
^34 
= 0. 1836178E 00 0 .1081871 0.0004209 
^41 
= 
-0. 2767700E 00 0 .0019957 0.0006499 
^42 0. 1624717E 01 0 .0002380 0.0001276 
^43 0. 1921763E 00 0 .0001141 0.0001842 
^44 0. 1071259E 01 0 .0000076 0.0000054 
H i  
= 0. 6551825E 00 0 .0007956 0.0001287 
®12 0. 1850717E 00 0 .0047023 0.0018231 
®21 -0. 3037358E" -01 0 .2000052 0.0006403 
§22 
= 
-0. 1942935E 00 0 .0081221 0.0005005 
§31 0. 2932957E 00 0 .1306596 0.0019699 
®32 0. 1817910E 00 0 .1680460 0.0115759 
841 
= 0. 2319299E 00 0 .0318132 0.0019671 
®42 
= 
-0. 5567527E 00 0 .0589266 0.0034497 
72 
100 150 200 
0.0002881 0.0003123 0.0002788 
0.0000347 0,0000581 0.0000078 
0.0039199 0.0069886 0.0008978 
0.0003700 0.0004384 0.0003057 
0.0025267 0.0005765 0.0009570 
0.0304496 0.0036959 0.0401723 
0.0003476 0.0000296 0.0004737 
0.0030177 0.0012848 0.0010948 
0.0000455 0.0006903 0.0006964 
0.0001077 0.0000850 0.0000421 
0.0001162 0.0000920 0.0000594 
0.0000156 0.0000682 0.0000548 
0.0000618 0.0005053 0.0007223 
0.0005066 0.0005224 0.0009816 
0.0013517 0.0039631 0.0043472 
0.0006809 0.0001591 0.0000710 
0.0001674 0.0015293 0.0021356 
0.0062806 0.0049386 0.0040927 
0.0012042 0.0017835 0.0022535 
0.0000176 0.0005354 0.0011576 
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5.0. CONCLUSIONS 
Through analysis of the structure of linear systems criteria have 
been obtained that specify requirements for the parameter identification 
of multiple input/multiple output systems from input/output observations. 
It has been shown that the compostion of a multiple input/multiple 
output system can be uniquely determined if the system is a minimal 
realization and is cyclic. 
A canonical form.for multiple input/multiple output systems has 
been developed that allows for direct parameter identification solely 
from input/output data. The transformation matrix associated with the 
multiple input/multiple output canonical form has also been derived 
for a large class of systems. 
In the case of noise corrupted input/output observations an 
algorithm is presented that yields consistent estimates of the system 
parameters. Application of the algorithm has been made in estimating 
parameters in both the longitudinal and lateral equations of motion of 
an aircraft under simulated flight conditions. 
The advatages in using the developed algorithm are; 
1) input/output data are readily available 
2) no a priori estimates of the identifiable parameters are needed 
3) state estimation is not required nor any parameter covariance 
matrix needed 
4) computation can be on-line 
Further work in the area of identification of linear time-varying 
systems may prove fruitful. Another area of further endeavor is 
74 
that of parameter estimation from noisy observations where removal of 
the requirement of knowledge of the noise statistics in the proposed 
algorithm is extremely desirable. 
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8.0. APPENDIX 
This computer program has been written in Fortran IV with all 
needed subroutines contained within the program. The program directly 
implements Equation 3.38 and outputs the estimated matrices F and G. 
In addition the program can be used to generate input/output data via 
the subroutine Model. If input/output data are available the subroutine 
Model can be modified in order to allow for direct utilization of these 
data. 
In order to use the program appropriate matrix arrays must be 
specified. Dimension statements must be placed in the Main, Block 
Data and Model routines, all other subroutines utilize object-time 
dimensions. 
The experienced programmer will have little difficulty in 
determining the appropriate matrix dimensions given the program listing 
for the simulation of the lateral equations of motion given in Section 4 
of this dissertation once he has reviewed the program. 
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H t  S - Z )  
DIMENSION U(2)TW(4)  ,X (4 )TY(3) ,Z (8 )  ,NSIG(  2> ,  I ,M(  2 )  
1 , F ( 4 , 4 ) , G ( 4 , 2 ) , H ( 3 , 4 ) , A ( 4 , 4 ) , B ( 4 , 2 ) , C ( 4 , 2 ) , D ( 4 , 4 )  
2 , A S T A R ( 6 , 8 ) , B S T A R ( 1 0 , 8 ) , B S T A R 1 ( 6 , 8 ) , B S T A R 2 ( 4 , 8 ) , F R ( 4 , 8 )  
3 , Y T E M P { 4 8 ) , U T E M P ( 8 0 ) , U S T O R E ( 4 ) , Y S T O R E ( 6 ) , S ( 4 , 6 ) , S S ( 8 , 1 0 ) , S S T { 1 0 , 8 )  
4 » B S T A R T ( 8 i l 0 ) , B B S T A R ( 1 0 , 1 0 ) , A B S T A R ( 6 , 1 0 ) , A S T O R E ( 6 , 1 0 1 , B S T O R E ( 1 0 , 1 0  
5 ) , C S T 0 R E ( 4 , 1 0 ) , D S T 0 R E ( 4 , 8 ) , E S T Q R E ( 8 , 1 0 ) , F S T O R E ( 8 , 8 )  
D I M E N S I O N  G S T O R E ( 4 , 8 ) , H S T O R E ( 6 , 8 ) , F  I ( 4 , 4 ) , G I ( 4 , 2 )  
D I M E N S I O N  C O V K 8 , 8 ) , C 0 V 2 ( 4 , 8 )  
R E A L * 8  M U , N U , X I ( 4 ) , E R R ( 4 )  
R E A L » 4  S I G M A 1 ( 2 ) , S I G M A 2 ( 3 )  
E Q U I V A L E N C E  ( U T E M P ( 1 ) , B S T A R ( 1 ) , S S T ( 1 ) ) , ( Y T E M P ( 1 ) , H S T O R E ( 1 ) )  
1 , ( B S T A R T ( l ) , S S { 1 ) ) , ( A S T 0 R E ( 1 ) , C S T 0 R E ( 1 » , B ( 1 ) )  
2 , ( B S T 0 R E ( 1 ) , E S T 0 R E ( 1 ) , C ( 1 ) ) , ( F S T O R E ( 1 ) , G S T O R E ( 1 ) , D (  1 ) )  ,  ( S (  1 ) ,  A ( l ) )  
C O M M O N  / L C 1 / U , W , X , Y , Z , N S I G , I N / L C 2 / T T , K  
NAMELIST/DIMEN/N,P,R,RANKH,T/PARAM/F,G,H,NSIG, IN 
N A M E L I S T / S T A T / S I G M A l , S I G M A 2 , C 0 V 1 , C 0 V 2 , N C 0 U N T  o ,  
D A T A  P l , P 2 / 2 * l / , X I / 4 * 0 , 0 0 0 /  o  
R E A D ( 5 , D I M E N )  
R E A D ( 5 , P A R A M )  
R E A D ( 5 , S T A T )  
W R I T E ( 6 , 1 0 0 )  
1 0 0  F O R M A T C l  T H E  S T A T E  T R A N S I T I O N  M A T R I X  I S  • )  
D O  1 0 1  1 = 1 , N  
1 0 1  W R I T E ( 6 , 1 0 2 )  ( F (  I , J ) , J = 1 , N )  
1 0 2  F O R M A T ( '  • , 8 ( D 1 4 . 7 , 2 X ) )  
W R I T E ( 6 , 1 0 3 )  
1 0 3  F O R M A T C O  T H E  I N P U T  M A T R I X  I S  ' )  
D O  1 0 4  1 = 1 , N  
1 0 4  W R I T E ( 6 , 1 0 2 )  ( G ( I , J ) , J = 1 , R )  
W R I T E ( 6 , 1 0 5 )  
1 0 5  F O R M A T C O  T H E  O U T P U T  M A T R I X  I S  • )  
D O  1 0 6  1 = 1 , P  
1 0 6  W R I T E ( 6 , 1 0 2 )  ( H ( I , J ) , J = 1 , N )  
C  . . . . . .  C A L C U L A T E  M A T R I X  D I M E N S I O N S  
P A D D R  =  P  +  R  
N S T A R  =  N  -  R A N K H  +  1  
P N S T A R  =  P * N S T A R  
R N S T A R  =  R * N S T A R  
P R S T A R  =  P N S T A R  +  R N S T A R  
N R S T A R  =  N  +  R N S T A R  
L =  N  +  N S T A R * ( R + 1 )  
L M l  =  L  -  1  
L P = L * P  
L R = L * R  
C A L L  M O D E L ( F , G , H , N , P , R )  
C  F O R M  V E C T O R  O F  I N P U T  &  O U T P U T  O B S E R V A T I O N S  
D O  1 1 1  K = 1 , L  
T T = ( K - 1 ) * T  
C A L L  M O D E L ( F , G , H , N , P , R )  
D O  1 0 9  1 = 1 , P  
Y T E M P ( P 1 ) = Y ( n  +  M U ( S I G M A 2 , I )  
1 0 9  P 1 = P 1  +  1  
D O  1 1 0  1  =  1 , R  0 0  
U T E M P ( P 2 ) = U ( n  +  N U ( S I G M A 1 , I )  
1 1 0  P 2  =  P 2  +  1  
1 1 1  C O N T I N U E  
C A L L  M A T F O R ( Y T E M P , A S T A R , P N S T A R , N R S T A R , P , P , L P )  
C A L L  M A T F O R ( Y T E M P , B S T A R 1 , P N S T A R , N R S T A R , P , 0 , L P )  
C A L L  M A T F O R ( U T E M P , B S T A R 2 , R N S T A R , N R S T A R , R , 0 , L R )  
D O  1 1 2  1 = 1 , P N S T A R  
J = L P - P N S T A R + I  
1 1 2  Y S T O R E ( I ) = Y T E M P { J )  
D O  1 1 3  1 = 1 , R N S T A R  
J = L R - R N S T A R + I  
1 1 3  U S T O R E { I ) = U T E M P ( J )  
C A L L  B F O R M ( B S T A R l , B S T A R 2 , B S T A R , P N S T A R , N R S T A R , R N S T A R , P R S T A R )  
D O  2 0 0  I C R M = 1 , N C O U N T  
W R I T E ( 6 , 1 1 4 )  
1 1 4  F O R M A T C O  T H E  M A T R I X  O F  O U T P U T  O B S E R V A T I O N S  I S  • )  
D O  1 1 5  1 = 1 , P N S T A R  
1 1 5  W R I T E ( 6 , 1 0 2 )  ( A  S T A R ( I , J )  , J  =  1 , N R S T A R )  
W R I T E ( 6 , 1 1 6 )  
1 1 6  F 0 R M A T ( ' 0  T H E  M A T R I X  O F  I N P U T / O U T P U T  O B S E R V A T I O N S  I S  
1 1 7  
C 
1 1 8 1  
1 1 8  
1 1 9  
C 
1 2 0  
1 2 1  
1 2 2  
1 2 3  
0 0  1 1 7  "  
W R I T E ( 6 ,  
# ## #* Il 
C A L L  T R h  
C A L L  M A ;  
C A L L  M A I  
S C A  =  1 .  
I F ( I C R M .  
C A L L  M A T A  
R ( I , J ) , J = 1 , N R S T A R )  
N  A L G O R I T H M  
;TART,PRSTAR,NRSTAR)  
TARTTBBSTAR,PRSTAR,NRSTAR,PRSTAR)  
TART,ABSTAR,PNSTAR,NRSTAR,PRSTAR)  
.RM)  )  
.  1 1 8 1  
. , A B S T A R , A B S T A R , P N S T A R , P R S T A R )  
C A L L  S C A M i  A B S T A R , A B S T A R , P N S T A R , P R S T A R )  
C A L L  M A T A D D i  O R E , B B S T A R , B B S T A R , P R S T A R , P R S T A R )  
C A L L  s e A M A T Î S C A , B B S T A R , B B S T A R , P R S T A R , P R S T A R )  
C A L L  S M A T R X ( S , S S , N , P N S T A R , N R S T A R , P R S T A R )  
C A L L  T R N S P Z ( S S , S S T , N R S T A R , P R S T A R )  
C A L L  M A T M L T ( S , A B S T A R , C S T O R E , N , P N S T A R , P R S T A R )  
C A L L  M A T M L T ( C S Ï O R E , S S T , O S T O R E , N , P R S T A R , N R S T A R )  
CALL MATSUB(0ST0RE,C0V2,DST0RE,N,NRSTAR)  
CALL MATMLK SS,BBSTAR,  E  STORE,  NRSTAR,  PRSTAR,  PRSTAR)  
CALL MATMLT(ESTORE,SST,FSTORE,NRSTAR,PRSTAR,NRSTAR)  
CALL MATSUB(FST0RE,C0V1,FSTORE,NRSTAR,NRSTAR)  
C A L L  M A T I N V ( F S T O R E , N R S T A R , N R S T A R , l . O D - 2 0 , D E T E R )  
I F ( D E T E R . E Q . 0 . 0 )  G O  T O  2 0 0  
C A L L  M A T M L T ! D S T O R E , F S T O R E , F R , N , N R S T A R , N R S T A R )  
W R I T E ( 6 , 1 1 8 )  
F O R M A T C O  T H E  I D E N T I F I E D  M A T R I X  ( F , R )  I S  •  
D O  1 1 9  1 = 1 , N  
WRITE(6 ,102)  (FR( I ,J ) ,J=1 ,NRSTAR)  
D E T E R M I N A T I O N  O F  F , G  
W R I T E ( 6 , 1 2 0 )  
F O R M A T C O  T H E  I D E N T I F I E D  S T A T E  T R A N S I T I O N  
D O  1 2 1  1 = 1 , N  
W R I T E ( 6 , 1 0 2 )  ( F R d , J ) , J = 1 , N )  
CALL MATFG(A,B,C,D,F I ,GI ,FR,N,R,NRSTAR,RNSTÀR)  
WRITE{6 ,122)  
F O R M A T C O  T H E  I D E N T I F I E D  I N P U T  M A T R I X  I S  
D O  1 2 3  1 = 1 , N  
W R I T E ( 6 , 1 0 2 )  ( G I ( I , J ) , J = 1 , R )  
00 
ro 
) 
MATRIX IS  • )  
) 
I F ( I C R M . E Q . N C O U N T )  S T O P  
S C A  =  1 , 0 / S C A  
C A L L  S C A M A K  S C A , A B S T A R , A B S T A R , P N S T A R ,  P R S T A R )  
C A L L  S C A M A T ( S C A , B B S T A R , B B S T A R , P R S T A R , P R S T A R )  
C A L L  M A T E Q ( A B S T A R , A S T O R E , P N S T A R , P R S T A R )  
C A L L  M A T E Q t B B S T A R , B S T O R E , P R S T A R , P R S T A R )  
C  U P D A T E  B S T A R 2  
C A L L  S 0 R T K Y ( Z , N R S T A R , 1 )  
C A L L  C S O R T ( B S T A R 2 , Z , G S T O R E , R N S T A R , N R S T A R )  
C A L L  M A T E Q ( G S T O R E ,  B S T A R 2 , - R N S T A R , N R S T A R )  
C A L L  E X C 0 L ( B S T A R 2 , U S T 0 R E , N R S T A R , R N S T A R , N R S T A R )  
C  U P D A T E  B S T A R l  
C A L L  M A T E Q ( A S T A R , B S T A R l , P N S T A R , N R S T A R )  
C  U P D A T E  B S T A R  
C A L L  B F 0 R M ( B S T A R 1 , B S T A R 2 , B S T A R , P N S T A R , N R S T A R , R N S T A R , P R S T A R )  
C  . . . . .  U P D A T E  Y S T O R E  £  U S T O R E  
K = K  +  1  
T T = ( K - 1 ) * T  w  
C A L L  M A T E Q ( X , X I , N , 1 )  
C A L L  M O D E L ( F , G , H , N , P , R )  
C A L L  M A T V E C ( F I , X I , Z , N , N )  
C A L L  M A T V E C ( G I , U , W , N , R )  
C A L L  V E C A D D ( Z , W , X I , N , N )  
C A L L  M A T S U B ( X , X I , E R R , N , 1 )  
C A L L  V E C L E N ( E R R , E R R O R , N )  
C A L L  V E C L E N ( X , X L E N , N )  
E R R O R = E R R O R / X L E N  
X I C R M = D F L O A T ( I C R M )  
W R I T E ( 6 , 3 0 0 )  I C R M , T T , E R R O R  
3 0 0  F O R M A T C O  A T  I T E R A T I O N # ' , 1 3 , '  A N D  R E A L  T I M E  = ' , F 1 0 . 5 , '  T H E  N O R M A L I  
I Z I E D  E R R O R  I S ' , D 1 5 . 7 )  
W R I T E ( 7 , 1 0 2 )  E R R O R , X I C R M , T T  
C A L L  S O R T K Y ( Z , P N S T A R , P )  
C A L L  R S 0 R T ( Y S T 0 R E , Z , H S T C R E , P N S T A R , 1 )  
C A L L  V E C E Q ( H S T O R E , Y S T O R E , P N S T A R )  
C A L L  S O R T K Y ( Z , R N S T A R , R )  
C A L L  R S O R T ( U S T O R E , Z , G S T O R E , R N S T A R ,  1 )  
CALL VECEQ(GSTORETUSTORE,RNSTAR)  
D O  1 2 4  1 = 1 , P  
J = P N S T A R - P + I  
1 2 4  Y S T Q R E ( J ) = Y ( 1 )  +  M U ( S I G M A 2 , n  
D O  1 2 5  1 = 1 , R  
J = R N S T A R - R + I  
1 2 5  U S T O R E ( J ) = U {  U  +  N U ( S I G M A 1 , I )  
C  U P D A T E  A S T A R  
C A L L  S 0 R T K Y ( Z , N R S T A R , 1 )  
C A L L  C S O R T ( A S T A R , Z , H S T O R E , P N S T A R , N R S y A R )  
C A L L  M A T E Q ( H S T C R E , A S T A R , P N S T A R , N R S T A R )  
C A L L  E X C O L ( A S T A R , Y S T O R E , N R S T A R , P N S T A R , N R S T A R )  
2 0 0  C O N T I N U E  
1 2 9  S T O P  
E N D  
B L O C K  D A T A  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  U ( 2 ) , W ( 4 ) , X ( 4 J , Y ( 3 ) , Z ( 8 ) , N S I G ( 2 ) , I N ( 2 )  - r -
C O M M O N  / L C l / U , W , X , Y , Z , i N S I G ,  I N I  
D A T A  U , W / 6 * 0 . 0 0  0 0 / , X / - 0 . 9 0 6 0 0 7 E - 0 1 , 0 . 1 2 0 1 8 4 7 , - 2 . 1 0 0 4 8 6 , - 0 . 3 1 2 7 0 6 6  
1 / , Y , Z / 1 1 * 0 . 0 D  0 0 / , N S I G , I N / 4 # 0 /  
E N D  
S U B R O U T I N E  M O D E L  ( F , G , H , N , P , R )  
C  M O D E L  G E N E R A T E S  X { K + 1 I , Y ( K )  A N D  U ( K )  W H E R E ,  
C  X ( K + 1 )  =  F X ( K )  +  G U ( K )  
C  Y ( K )  =  H X { K )  
C  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  U ( 2 ) , W ( 4 ) , X ( 4 ) , Y ( 3 ) , Z ( 8 ) , N S I G ( 2 ) , I N ( 2 )  
1 , F ( N , N ) , G ( N , R ) , H ( P , N )  
R E A L M S  I N P U T  
C O M M O N  / L C 1 / U , W , X , Y , Z , N S I G , I N / L C 2 / T T , K  
C  G E N E R A T E  U ( K )  
D O  1 0  J = 1 , R  
N S I G J = N S I G ( J )  
I N J  =  I N ( J )  
1 0  U ( J )  =  I N P U T ( T T , K , N S I G J , I N J )  
C A L C U L A T E  Y ( K )  
C A L L  M A T V E C ( H , X , Y , P , N )  
C A L C U L A T E  X ( K + 1 )  
C A L L  M A T V E C ( F , X , Z , N , N )  
C A L L  M A T V E C ( G , U , W , N , R )  
C A L L  V E C A D D ( Z , W , X , N , N )  
R E T U R N  
E N D  
R E A L  F U N C T I O N  I N P U T » 8 ( T T , K , N S I G J , I N J )  
I N P U T  G E N E R A T E S  T H E  F O L L O W I N G  S Y S T E M  I N P U T S ;  
U N I T  S T E P ,  U N I T  R A M P ,  U N I T  A C C E L E R A T I O N ,  W H I T E  G A U S S I A N  
N O I S E  N ( 0 , 1 » ,  S T E P + N O I S E ,  R A M P + N O I S E ,  A C C E L E R A T  I O N + N O I  S E  
R E A L * 8  T T  
Y l - 0 . 0  
G O  T O  ( 1 0 , 2 0 , 3 0 , 4 0 ) , N S I G J  
I N P U T = 1 . 0 D 0  +  V I  
R E T U R N  
I N P U T  =  T T  +  Y 1  
R E T U R N  
I N P U T  =  T T * T T  +  Y 1  
R E T U R N  
C A L L  N Q I S E ( Y 1 , I N J , 6 I 0 , S 2 0 , & 3 0 )  
I N P U T  =  Y 1  
RETURN 
E N D  
S U B R O U T I N E  N O I S E ( Y 1 , I N J , * , * , * )  
C A L L  G A U S S ( X 1 , X 2 , 0 . 0 , 0 . 0 5 0 0 , Y l , Y 2 )  
G O  T O  ( 1 , 2 , 3 , 4 ) , I N J  
R E T U R N  1  
R E T U R N  2  
R E T U R N  3  
R E T U R N  
E N D  
S U B R O U T I N E  G A U S S ( X I , X 2 , M U , S  I G M A , Y I , Y 2 )  
G E N E R A T E  A  P A I R  O F  R A N D O M  N U M B E R S  N O R M A L L Y  D I S T R I B U T E D  
A C C O R D I N G  T O  N ( M U , S I G M A )  
R E A L  M U  
D A T A  P H I / 6 . 2 8 3 4 /  
C A L L  R A N D Q M ( X l )  
C A L L  R A N D 0 M ( X 2 )  
Y 1 = S I G M A * S Q R T ( - 2 . 0 * A L 0 G ( X 1 ) ) * C 0 S ( P H I » X 2 )  +  M U  
Y 2 = S I G 4 A * S Q R T ( - 2 . 5 * A L 0 G ( X 1 ) ) * S I N ( P H I * X 2 )  +  M U  
R E T U R N  
E N D  
S U B R O U T I N E  R A N D O M ( Z )  
C  G E N E R A T E  A  U N I F O R M  D I S T R I B U T E D  R A N D O M  N U M B E R  U t O , l )  B Y  T H E  
C  M I X E D  M U L T I P L I C A T I V E  C O N G R U E N T I A L  M E T N O D  
D A T A I / I /  
I N T E G E R  A , X  
I F ( I . E Q . O )  G O  T O  I  
1 = 0  
M  =  2 * * 2 0  
F M  =  M  
X = 5 6 6 3 8 7  0 ,  
A  =  2 * * 1 0  +  3  
I  X  =  M O D ( A * X , M )  
F X  =  X  
Z  =  F X / F M  
R E T U R N  
E N D  
R E A L  F U N C T I O N  N U * 8 ( S  I G M A 1 , I )  
R E A L * 4  S I G M A 1 { 2 )  
SIGMA = SIGMAItn 
C A L L  G A U S S ( X 1 , X 2 , 0 . 0 , S I G M A , Y 1 , Y 2 )  
N U = Y 1  
R E T U R N  
E N D  
R E A L  F U N C T I O N  M U * 8 ( S I G M A 2 , I )  
R E A L * 4  S I G M A 2 ( 3 )  
S I G M A = S I G M A 2 ( 1 )  
C A L L  G A U S S ( X 1 , X 2 , 0 . 0 , S I G M A , Y 1 , Y 2 )  
M U = Y 2  
R E T U R N  
E N D  
S U B R O U T I N E  M A T F O R ( A , B , M , N . P t 0 , L )  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , $ - Z )  
D I M E N S I O N  A ( L ) , B ( M , N )  
K K =  0  
D O  1 0  J = 1 , N  
K = ( J - 1 ) * P  
D O  1 0  1 = 1 , M  
K K =  K  +  I  +  0  
B ( I , J )  =  A ( K K )  
R E T U R N  
E N D  
S U B R O U T I N E  B F 0 R M ( A , B , C , M , N , 0 , P )  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  A ( M , N ) , B ( 0 , N ) , C ( P , N )  
D O  1 0  1 = 1 , M  
D O  1 0  J = 1 , N  
C ( I , J f = A ( I , J )  
D O  2 0  1 = 1 , 0  
D O  2 0  J = 1 , N  
I  I  =  M + I  
C ( I I , J ) = B { I , J )  
R E T U R N  
E N D  
S U B R O U T I N E  S M A T R X ( S , S S , N , P N S T A R , N R S T A R , P R S T A R )  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  S ( N , P N S T A R ) , S S ( N R S T A R , P R S T A R )  
K = 0  
L = N  +  1  
D O  1 0  1 = 1 , N  
D O  1 0  J = 1 » P N S T A R  
S ( I  , J )  =  O . O D O  
I F ( I . E Q . J )  S I I , J )  =  l . O D O  
C O N T I N U E  
D O  2 0  I - 1 , N  
D O  2 0  J = 1 , P R S T A R  
S S ( I , J )  =  O . O D O  
I F ( I . E Q . J )  S S ( I , J )  =  l . O D O  
2 0  C O N T I N U E  
D û  3 0  I = L , N R 5 T A R  
K  =  K  +  1  .  
D O  3 0  J = 1 , P R S T A R  
3 S ( I f J )  =  0 , 0 0 0  
I F ( J . E q . ( P N S T A R  +  K ) )  S S { I , J )  =  l . O D O  
3 0  C O N T I N U E  
R E T U R N  
E N D  
S U B R O U T I N E  M A T F G 4 A , B , C , D , F , G , F R , N , R , N R S T A R , R N S T A R )  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  A ( N , N ) , B ( N , R ) , C ( N , R )  ,  D  (  N .  N  )  ,  F  (  N ,  N  )  ,  G  (  N ,  R  )  ,  F R  (  I M ,  N R S T A R  )  
R A D D l  =  R  +  1  
D O  1 0  1 = 1 , N  
D O  1 0  J = 1 , N  
1 0  F ( I , J ] = F R ( I , J )  
C A L L  M A T E Q ( F , A , N , N )  
D O  6 0  M = 1 , R N S T A R , R  o o  
K = N  +  M  
L =  K  '  1  +  R  
0=^0 
D O  2 0  J = K , L  
Q  =  Q  +  1  
D O  2 0  1 = 1 , N  
2 0  C ( I , Q ) = F R ( I , J )  
I F ( M - R A D D l )  6 0 , 3 0 , 4 0  
3 0  C A L L  M A T M L T ( F , C , B , N , N , R )  
G O  T O  5 0  
4 0  C A L L  M A T M L T ( F , A , D , N , N , N )  
C A L L  M A T E Q ( D , A , N , N )  
C A L L  M A T M L T ( A , C , B , N f N , R )  
5 0  C A L L  M A T A D D ( G , B , C , N , R »  
6 0  C A L L  M A T E Q ( C , G , N , R )  
R E T U R N  
E N D  
S U B R O U T I N E  S O R T K Y ( Z , M , P )  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  Z ( M )  
D O  1 0  1 = 1 , P  
1 0  Z ( I ) = D F L O A T ( M + I - P I  
P P = P + 1  
D O  2 0  I = P P , M  
2 0  Z (  n= O F L O A T (  I - P )  
R E T U R N  
E N D  
S U B R O U T I N E  M A T R X ( A , B , C , T , U U , V , X , Y , Z , M , N , P )  
C  S U B R O U T I N E S  F O R  M A N I P U L A T I O N S  O F  M A T R I C E S  A N D  V E C T O R S .  
I M P L I C I T  I N T E G E R * 4 ( I - R ) , R E A L * 8 ( A - H , S - Z )  
D I M E N S I O N  A ( M , N ) , B ( M , N ) , C ( M , N ) , T ( M , P ) , U U ( N , P ) , V ( N , M ) , X ( N ) , Y ( N )  
1 , Z ( M )  ,  J O R D d O l  ,  J C O L {  1 0 )  ,  I R O W  (  1 0 )  ,  Y Y (  1 0  )  
R E A L * 8  P I V O T  
R E T U R N  
C  
C  T ( M , P )  =  A ( M , N ) * U U ( N , P )  
E N T R Y  M A T M L T ( A , U U , T , M , N , P )  ^  
D O  1  1 = 1 , M  
D O  1  J = 1 , P  
1  T ( I , J )  = 0 . 0  
D O  2  1 = 1 , M  
D O  2  J = 1 , P  
D O  2  K ^ l . N  
2  T ( I , J )  =  A ( I , K ) * U U ( K , J )  +  T ( I , J )  
R E T U R N  
C  
C  C ( % , N )  =  A ( M , N )  +  B ( M , N )  
E N T R Y  M A T A D D  < A , B , C , M , N )  
D O  3  1 = 1 , M  
D O  3  J = 1 , N  
3  c n , j )  =  A ( I , J )  +  B (  I , J )  
R E T U R N  
C  
C  C ( M , N )  =  A ( M , N )  -  B { M , N )  
E N T R Y  M A T S U B  ( A , B , C , M , N I  
D O  4  1 = 1 , M  
D O  4  J = 1 , N  
C ( I , J )  =  A < I , J )  -
R E T U R N  
. . Z ( M )  =  A ( M f N )  »  X ( N )  . .  
E N T R Y  M A T V E C  ( A , X , Z , M , N j  
D O  5  I  = 1 , M  
Z ( I )  = 0 . 0  
D O  6  1 = 1 , M  
D O  6  J = 1 , N  
Z ( I 1  =  A ( I , J ) * X ( J )  +  Z d )  
R E T U R N  
. . Y ( N )  =  S  *  X ( N )  
E N T R Y  S C A V E C  ( S , X , Y , N )  
D O  7  1 = 1 ,  N  
Y d )  =  S * X ( 1 )  
RETURN 
. .  B ( M , N )  =  S * A ( M , N )  . . . .  
E N T R Y  S C A M A T  ( S , A , B , M , N )  
D O  8  1 = 1 , M  
D O  8  J = 1 , N  
B ( I , J )  =  S * A ( I , J )  
R E T U R N  
. . S  =  X ( N )  *  Y I N )  
E N T R Y  V E C V E C  ( X , Y , S , N )  
S = 0 . 0  
D O  9  1 = 1 , N  
S  =  S  +  X ( I » * Y ( I J  
R E T U R N  
. .  X ( N )  =  Z ( M )  *  A ( M , N )  .  
E N T R Y  V E C M A T { Z , A , X , M , N J  
D O  1 0  J  = 1 , N  
X ( J )  =  0 . 0  
vO 
o 
D O  1 0  K  = 1 , M  
X ( J )  =  X ( J )  +  Z ( K ) * A ( K , J )  
R E T U R N  
. . .  B ( M , N )  =  A { M , N )  
E N T R Y  M A T E Q  ( A , B , M , N )  
D O  1 1  I  = 1 , M  
D O  1 1  J  = 1 , N  
6(1,J) = 
R E T U R N  
. . . . V E C T O R  L E N G T H  S ,  O F  X ( N )  
E N T R Y  V E C L E N  ( X , S , N )  
S U M S Q X  =  0 . 0  
D O  1 2  I  = 1 , N  
S U M S Q X  =  S U M S Q X  +  X ( I ) * X ( I )  
S  =  D S Q R T ( S U M S Q X )  
RETURN 
. . .  Y ( N )  =  X ( N )  
E N T R Y  V E C E Q  ( X , Y , N )  
D O  1 3  I  = 1 , N  
Y d )  =  X C I )  
R E T U R N  
. . . V ( N , M )  =  A ( M , N )  T R A N S P O S E D  
E N T R Y  T R N S P Z  X A , V , M , N )  
D O  1 4  I  = 1 , M  
D O  1 4  J  = 1 , N  
V ( J , I )  =  A d , J )  
R E T U R N  
. . . . .  M A T I N V  m m m m m 
C A L C U L A T I O N  O F  A N  I N V E R S E  M A T R I X  I N  P L A C E .  T H I S  S U B R O U T I N E  R E A D S  
A N D  C O M P U T E S .  T H E  I N V E R S E  O F  A  M A T R I X  ' A '  I N  P L A C E .  E P S  I S  T H E  
M I N I M U M  P I V O T  M A G N I T U D E  P E R M I T T E D  B Y  M A T I N V .  S H O U L D  N O  A C C E P T A B L E  
P I V O T  B E  F O U N D  M A T I N V  R E T U R N S  A  T R U E  Z E R O  A S  I T S  V A L U E  F O R  D E T E R .  
D E T E R ,  T H E  D E T E R M I N A N T  O F  T H E  M A T R I X  O F  C O E F F I C I E N T S  I S  R E T U R N E D  
C  A S  T H E  V A L U E  O F  M A T I N V  A S  W E L L  A S  T H E  I N V E R S É .  
E N T R Y  M A T I N V ( A , M , N , E P S , D E T E R )  
C  B E G I N  E L I M I N A T I O N  P R O C E D U R E  
D E T E R  =  1 . 0  
D O  2 2  K = 1 , N  
K M l  =  K  -  I  
C  S E A R C H  F O R  T H E  P I V O T  E L E M E N T  
P I V O T  =  0 . 0  
D O  1 8  I  =  1 , N  
D O  1 8  J  = 1 , N  
C  S C A N  I R O W  A N D  J C O L  A R R A Y S  F O R  I N V A L I D  P I V O T  
I F ( K . E Q . l )  G O  T O  1 7  
D O  1 6  I S C A N  = 1 , K M 1  
D O  1 6  J S C A N  = 1 , K M 1  
I F ( I . E Q . I R O W ( I S C A N ) )  G O  T O  1 8  
I F ( J . E Q . J C O L ( J S C A N ) )  G O  T O  1 8  
1 6  C O N T I N U E  
1 7  I F ( D A B S { A ( I , J ) ) . L E . D A B S ( P I V O T ) )  G O  T O  1 8  %  
P I V O T  =  A ( I , J )  
I R D W ( K )  =  I  
J C O L ( K )  =  J  
1 8  C O N T I N U E  
I F ( D A B S ( P I V O T )  . G X .  E P S )  G O  T O  1 9  
W R I T E { 6 , 2 9 )  
R E T U R N  
C  U P D A T E  T H E  D E T E R M I N A N T  V A L U E  
1 9  I R O W K  =  I R O W ( K )  
J C O L K  =  J C O L ( K )  
D E T E R  =  D E T E R * P I V O T  
C  N O R M A L I Z E  T H E  P I V O T  R O W  E L E M E N T S  
D O  2 0  J  = 1 , N  
2 0  A ( I R O W K , J )  =  A ( I R O W K , J ) / P I V O T  
C  t . . . .  C A R R Y  C U T  E L I M I N A T I O N  £  D E V E L O P  I N V E R S E  
A ( I R O W K , J C O L K )  =  l . O / P I V O T  
D O  2 2  1 = 1 , N  
A I J C K  =  A ( I , J C O L K )  
I F < I . E Q . I R O W K )  G O  T O  2 2  
A d f J C O L K )  =  - A I J C K / P I V O T  
D O  2 1  J f I i N  
I F ( J . N E . J C O L K )  A ( I , J )  =  A { I , J ) ~ A I J C K * A ( I R O W K ,  
C O N T I N U E  
C R E A T E  J O R D A N  A R R A Y  
D O  2 3  1 = 1 , N  
I R O W I  =  I R O W ( I )  
J C O L I  =  J C O H I )  
J O R P ( I R O W I )  =  J C O L I  
A D J U S T  S I G N  O F  D E T E R M I N A N T  
I N T C H  =  0  
N M l  =  N  -  1  
D O  2 4  1 = 1 , N M l  
I P l  =  I  +  1  
D O  2 4  J = I P 1 , N  
I F ( J O R D ( J ) . G E . J O R D ( I ) J  G O  T O  2 4  
J T E M P  =  J O R D ( J )  
J O R D ( J )  = J O R D ( I )  
J O R D ( I )  =  J T E M P  
I N T C H  =  I N T C H  +  1  
C O N T I N U E  
I F ( I N T C H / 2 * 2 . N E . I N T C H )  D E T E R = - D E T E R  
U N S C R A M B L E  T H E  I N V E R S E  
D O  2 6  J = 1 , N  
D O  2 5  1 = 1 , N  
I R O W I = I R O W ( I )  
J C O L I = J C O L ( I )  
Y Y ( J C O L I ) = A ( I R O W I , J )  
D O  2 6  1 = 1 , N  
A ( I ,  J )  =  Y Y ( I )  
T H E N  B Y  C O L U M N S  
D O  2 8  1 = 1 , N  
D O  2 7  J = 1 , N  
I R O W J = I R O W ( J )  
J C O L J = J C O L ( J )  .  
Y Y ( I R O W J )  =  A ( I , J C O L J J  
D O  2 8  J = 1 , N  
28 A( I ,J )  =  YY(J)  
29  FORMATCO * * * * *  THE MATRIX IS  SINGULAR * * * * *  • )  
RETURN 
C 
C Z(I) = X(I) + Yd) 
ENTRY VECADD(X,Y,Z ,N,M)  
DO 30  1=1,N 
30  Z ( I )  =  X( I )  +  Yd) 
RETURN 
C 
C RSORT 
C RSORT EXCHANGES THE ROWS OF MATRIX A(M,N)  FORMING MATRIX 
C B(M,N)  OCCURING TO THE SORTING KEY SPECIFIED IN  ZCMJ.  THE SORT 
C KEY PLACES ROW IN  A IN  THE CORRESPONDING ROW POSITION 
C SPECIFIED IN  Z ( ' I ' ) .  NUMBERS IN  THE SORT KEY MUST RANGE 
C FROM 1  TO M.  
ENTRY RSORT(A,Z ,B,M,N)  ^  
DO 31  K=1,M ^  
I  = ID INT(Z(K) )  
DO 31  J  =  1 ,N 
31  B( ITJ)  =  A(K,J)  
RETURN 
C • • • • •  CSORT # #  #  #  #  
C  CSORT EXCHANGES THE COLUMNS OF MATRIX A(M,N)  FORMING MATRIX 
C B(M,N)  ACCORDING TO THE SORTING KEY SPECIFIED IN  Y(N) ,THE SORT 
C KEY PLACES COLUMN ' I '  IN  A IN  THE CORRESPONDING COLUMN POSITION 
C SPECIFIED IN  Y ( ' I ' ) .  NUMBERS IN  Y(N)  MUST RANGE FROM 1  TO N .  
ENTRY CSORT(A,Y,B,M,N)  
DO 32  K=1,N 
J= IDINT{Y(K) )  
DO 32  1=1,M 
3 2  P ( I , J ) = A ( I , K )  
RETURN 
C EXCOL ««• • •  
C EXCOL REPLACES COLUMN Q IN  THE MATRIX A(M,N)  WITH THE VALUES 
C  I N  Z ( M ) .  Q  A N Y  I N T E G E R  F R O M  1  T O  N  
ENTRY EXCOL(A,ZFQ,M,N)  
DO 33  1=1,M 
A ( I , Q )  =  Z ( I )  
RETURN 
END 
