This paper studies an optimization problem on the sum of traces of matrix quadratic forms on m orthogonal matrices, which can be considered as a generalization of the synchronization of rotations. While the problem is nonconvex, the paper shows that its semidefinite programming relaxation can solve the original nonconvex problems exactly, under an additive noise model with small noise in the order of O(−m 1/4 ), where m is the number of orthogonal matrices. This result can be considered as a generalization of existing results on phase synchronization.
In this work, we assume the additive noise model as follows: there exists {V i } 1≤i≤m , {W ij } 1≤i =j≤m such that V i ∈ R d i ×r , V T i V i = I for all 1 ≤ i ≤ m,
In this model, V i V T j is considered as the clean signal and W ij is considered as the additive noise. This is a natural model for the generalized canonical analysis problem in [30] , and when d 1 = · · · = d m = r, this is used to model the synchronization of rotations problem [29, 10] .
The main contribution of this work shows that if the noises W ij are small, then the solutions of (1) and (2) are equivalent in the sense thatÛ =ÔÔ T .
The main result, Theorem 2.1, shows that the convex relaxation in (2) provides a tractable algorithm for solving the original problem (1) exactly. While there exists similar results for the problem of phase synchronizationin [4, 32] , their method can not be extended to our setting directly and this work presents the first such result on the orthogonal trace-sum maximization problem and the synchronization of rotation problem. Compared with the works on phase synchronization, this proof depends on a different optimality certificate in Lemma 3.3.
Related Works
The problem of orthogonal trace-sum maximization problem or synchronization of rotations can be considered as a generalization of the angular or phase synchronization, which estimates angles θ 1 , · · · , θ m ∈ [0, 2π) from the observation of relative offsets (θ i − θ j ) mod 2π. The problem has applications in cryogenic electron microscopy [25] , comparative biology [18] , and many others. To address this problem, Singer [25] formulate the problem as an optimization problem as follows: let x k = e iθ k for all 1 ≤ k ≤ m, it attempts to solve the nonconvex problem
To solve (4), two methods are proposed in [25] , and one of the method solves its convex relaxation max X∈C m×m tr(CX), s.t. X 11 = · · · = X mm = 1 and X 0.
In fact, (4) and (5) can be considered as the special case of (1) and (2) when d 1 = · · · = d m = r = 2.
There has been many works that attempts to establish algorithms with theoretical guarantees for (4). For example, Bandeira et al. [4] assumes that X = zz * + σW , where z ∈ C m satisfies |z 1 | = · · · = |z m | = 1 and W ∈ C m×m a Hermitian Gaussian Wigner matrix. It shows that if σ ≤ 1 18 m 1 4 , then the solution of (5) is a matrix of rank one, which is also the solution to (4) in the sense that X = xx * . Alternatively, Liu et al. [7] investigated a modified power method for the original problem (4) and shows that the algorithm succeeds when σ = O(m 1 6 ). In addition, [22] proves that a generalized power method converges to solution of (4) when σ = O(m 1 4 ). Using a more involved argument and a modified power method, Zhong and Boumal improved the bound in [4] to σ = O( m log m ). In fact, this paper follows this line of works and solve the problem of (1), based on it convex relaxation (2) .
There are works that solve phase synchronization without using the optimization problem (4). [21] studies the problem from the landscape of a proposed objective function and shows that the global minimizer is unique even when the associated graph is incomplete and follows from the Erdös-Rényi random graphs. [24] proposes an approximate message passing (AMP) algorithm, and analyzes its behavior by identifying phases where the problem is easy, computationally hard, and statistically impossible.
A even more special case of (4) is the synchronization over Z 2 = {1, −1} [14] , which assume that x i in (4) are real-valued and x i = ±1. For this problem, [17] shows that the solution of (5) matches the minimax lower bound on the optimal Bayes error rate for original problem (4).
If d 1 = · · · = d m = r > 2, it is called the problem of synchronization of rotations in some literature. [10] studies it from the perspective of estimation on Riemannian manifolds, and derive the Cramér-Rao bounds of synchronization, that is, lower bounds on the variance of unbiased estimators, and [8] shows that a lower bound concentrates on its expectation. Distributed algorithms with theoretical guarantees on convergence are proposed in [27] . The formulation (1) has applications in graph realization and point cloud registration, multiview Structure from Motion (SfM) [2, 3, 28] , common lines in Cryo-EM [26] , orthogonal least squares [31] , and 2D/3D point set registration [20] . [19] generalized (1) by assuming multi-frequency information, and develop a two-stage algorithm that leverages the additional information. [29] discusses a method to make the estimator in (1) more robust to outlying observations. Another robust algorithm based on maximum likelihood estimator is proposed in [9] . As for the theoretical properties, [5] considers (2) as an approximation algorithm to solve (1) , and studies its approximation ratio. However, we are not aware of works in the spirit of [4, 7, 22, 32] that studies the effectiveness of algorithm in the additive noise model (3) .
The studied problem can be considered as a special case of the generic synchronization problems, which recovers a vector of elements given noisy pairwise measurements of the relative elements g u g −1 v , where here we assume that elements are in the group of orthogonal matrices. [1] studies the properties of weak recovery when the elements are from a generic compact group and the underlying graph of pairwise observations is the d-dimensional grid. [24] proposes an approximate message passing (AMP) algorithm for solving synchronization problems over a class of compact groups. [23] generates the estimation from compact groups to the class of Cartan motion groups, which includes the important special case of rigid motions by applying the compactification process. [12] discusses the performance of a projected power method to the problem where the elements are scalars are the observations are the modulo differences x i − x j mod m, and establishes its theoretical properties. [13] assumes that measurement graph is sparse and there are corrupted observations, and show that minimax recovery rate depends almost exclusively on the edge sparsity of the measurement graph irrespective of other graphical metrics.
Notation
This work sometime divides a matrix X of size D × D into m 2 submatrices, such that the ij−th block is a d i × d j submatrix. We use X ij or [X] ij to denote this submatrix. Similarly, some times we divide a matrix of Y ∈ R D×r or a vector y ∈ R D into m submatrices or m vector, where the i-th component, denoted by
For any matrix X, we use X to represent its operator norm and X F to represent its Frobenius norm. In addition, P X represents an orthonormal matrix whose column space is the same as X, P X ⊥ is an orthonormal matrix whose column space is the orthogonal complement of the column space of X, Π X = P X P T X is the projector to the column space of X, and Π X ⊥ is the projection matrix to the orthogonal complement of the column space of X.
to denote its eigenvalues in descending order.
Main result
The main result of the paper is as follows:
then the solutions of (1) and (2) 
The proof of Theorem 2.1 will be presented in Section 3. While the condition (6) is rather complicated, we can apply a probablistic model and prove that it holds with high probability under the regime that the size of noise grows with m. In particular, we follow [7, 4, 32] and use additive Gaussian noise model that W ij are i.i.d. sampled from N (0, σ 2 ). [32] , we conjecture that a more involved argument can be used to improve the upper bound of σ in Corollary 2.2.
Proof. WLOG we may assume that
and a union bound over 1 ≤ i ≤ m implies
In addition, W can be generated by W = W (1) + W (2) , where W [1] 
Then for both W (1) and W (2) , their entries are i.i.d. sampled from N (0, σ 2 /2), and [16, Theorem II.13] implies that
and as a result,
which can be verified to hold when d 1 = · · · = d m = d, d, r are fixed and m goes to infinity.
Proof of Theorem 2.1
The proof of Theorem 2.1 can be divided into several components as follows. First, Lemma 3.1 establishes an equivalent formulation of (1), given in (8) . Based on this equivalent formulation, Lemma 3.2 shows the property that S can be decomposed into two matrices, each with a certain property. Then, based on this decomposition, Lemma 3.3 gives a condition such that the minimizer of (8) is also the unique solution to (2) . It remains to verify this condition. Lemma 3.4 analyzes the decomposition for the clean case that W = 0. Then using a perturbation argument, Lemmas 3.5, 3.6, and 3.7 shows that when W is small, the decomposition does not change much and the condition would still be satisfied.
We first present our lemmas and a short proof of Theorem 2.1, and leave the proofs of lemmas to Section 3.1. 
Lemma 3.2. The solution to (8) satisfied the following property: letŨ =ṼṼ T withṼ ∈ R D×r , then S can be written as S = T (1) + T (2) , where T (1) , T (2) ∈ R D×D satisfy that ΠṼ ⊥ T (1) ΠṼ ⊥ = T (1) , T
ii ΠṼ i = T (2) ii for 1 ≤ i ≤ m. In addition, T (1) and T (2) are defined as follows: letṼ ∈ R D×r such thatŨ =ṼṼ T , then
and [T (1) ] ii is chosen such that
Lemma 3.3. If there exists a decomposition S =T (1) +T (2) + cI such that ΠṼ ⊥T (1) ΠṼ ⊥ =T (1) , T
(1) PṼ ⊥ are positive definite matrices. TheŨ , the solution to (2) , is also the unique solution to (8) .
Lemma 3.4. Denote T (1) generated by (9) and (10) under the case W = 0 as T (1) 
Lemma 3.5.
Lemma 3.6. If
then there exists c,T (1) andT (2) such that the conditions in Lemma 3.3 are satisfied, that is, S = T (1) 
(1) PṼ ⊥ are positive definite matrices.
Lemma 3.7. The solution of (8),Ũ , admits a decompositionŨ =ṼṼ T withṼ ∈ R D×r , such that
Proof of Theorem 2.1. Lemma 3.3 and Lemma 3.6 implies that to prove Theorem 2.1, it is sufficient to prove (13) , which can be verified by applying Lemma 3.7. (1), U = OO T lies in the constraint set of (8) .
Proofs of Lemmas
In addition, with U = OO T and S ii = 0, we have tr(SU ) = m i,j=1,i =j tr(O T i S ij O j ). As a result, (1) and (8) 
In combination, the tangent cone of (8) at U =Ũ is
Next, we will prove that the set in (16) can simplified to
Clearly, T 2 ⊆ T 1 . Next, we will prove T 1 ⊆ T 2 by showing that all X ∈ T 1 satisfies P T
and then 0 = tr(X ii ) = tr(P T
This implies that X ∈ T 2 . As a result,
SinceŨ is the optimal solution for the problem (8), we have 0 = tr(XS) = X, S for all X ∈ T 2 . Notice that T 2 is a subspace in R D×D , this implies that S lies in the subspace of its orthogonal complement of the subspace, which is
This proves the decomposition of S = T (1) + T (2) , such that ΠṼ ⊥ T (1) ΠṼ ⊥ = T (1) , T (2) ij = 0 for i = j, and ΠṼ i T (2) ii ΠṼ i = T (2) ii .
The formula in (9) and (10) follow from the properties of T (1) , T (2) and in particular, the last equation in (10) follows from the fact that T (1)Ṽ = 0.
Proof of Lemma 3.3. For any U in the constraint set of (2) such that U =Ũ , and X = U −Ũ ,
In summary, X has the properties of
In addition, either
If they are all zero matrices, then we have
and
Since U ii 0, we haveṼ i U iiṼi 0. Combining it with tr(P T
Combining it with U ii 0, we haveṼ i U ii = 0 and U iiṼi = 0. It implies that
In addition, (20) and U 0 means that the U = ΠṼ U ΠṼ , that is, there exists a matrix Z ∈ R r×r such that U =Ṽ ZṼ T and as a result, U ii =Ṽ i ZṼ T i . Combining it with (22), we have Z = I and U =ṼṼ T =Ũ , which is a contradiction to U =Ũ .
Combining the property of X in (19) with the assumption that {P T V iT
(1) PṼ ⊥ are positive definite matrices, we have tr(XS) = tr(XT (1) ) + tr(XT (2) 
ii )
The last inequality is strict because either (16) then implies that tr(SU ) < tr(SŨ ) for all U =Ũ , and as a result,Ũ is the unique solution to (2) .
Applying the definitions of L 1 and L 2 , we have
Combining it with the definition of T (1) * in (9) and (10), we have
and Lemma 3.4 is proved.
Proof of Lemma 3.5.
(1) Applying (9) and (10), it is easy to see that
Combining it with (25), we have
Applying
we have
Applying (29) and
(2) Applying (26) and (10), we have [T (2) 
Combining it with (28) ,
Proof of Lemma 3.6. DefineT (1) andT (2) as follows:
Applying (11) , we have that P T
If we define the subspace
Considering that dim(L 2 ∩L ⊥ 1 ) = dim(L 2 )−dim(L 1 ) = rm−r and dim(L 3 ) = D−dim(L 2 ) = D − rm, we have λ r+1 (T (1) * ) = −m/2. Applying the result on the perturbation of eigenvalue that (1) and (12), when
λ r+1 (T (1) ) is negative, which means thatT (1) has at least D − r negative eigenvalues. By definition, T (1) has r zeros eigenvalues with eigenvectors spanning the column space ofṼ , so the P T
When (13) holds, then applying (12), we can find c such that both (30) and (31) are true, and Lemma 3.6 is then proved.
Proof of Lemma 3.7. First, we remark that the choice ofṼ is only unique up to an r × r orthogonal matrix. In this proof, we chooseṼ such thatṼ T is a symmetric, positive semidefinite matrix.
Then we have that
where · * represents the nuclear norm that is the summation of all singular values (and since V TṼ is positive semidefinite, it is also the summation of its eigenvalues). Using the definition in (8), we have
With the definition of S (note that if W = 0, then tr(
Since
The combination (35), (36),
Combining it with (32), we have
which implies that
which proves the first inequality in (14) . It implies that
Now let us considerV ∈ R D×r defined byV i = V i andV j =Ṽ j for all 1 ≤ j ≤ m, j = i. By definition we have tr(Ṽ T SṼ ) ≥ tr(V T SV ), and it is equivalent to
By the definition ofV ,Ṽ , and notice that S ii = 0, we have
By the definition of S, it implies that
Recall that V TṼ is symmetric, positive semidefinite, and apply the fact that when A is positive semidefinite, then tr(BA) = tr(B T A) and when both A, B are p.s.d., tr(AB) ≥ tr(Aλ min (B)I) ≥ λ min (B)tr(A) (λ min represents the smallest eigenvalue), we have
Combining (40), (41), and tr(AB) ≤ A F B F , we have
Since it holds for all 1 ≤ i ≤ m,
Applying (38), the second inequality in (14) is proved:
Combining (43) with (39) (which implies that λ r (V TṼ ) ≥ m − 4 W √ r), and (42), (15) is proved.
Conclusion
This paper studies the orthogonal trace-sum maximization [30] . It shows that while the problem is nonconvex, its solution can be achieved by solving its convex relaxation when the noise is small. A future direction is to improve the estimation on maximum noise that this method can handle. While this paper showed that the method succeeds when σ = O(m 1/4 ), we expect that it would also hold for noise as large as σ = O(m 1/2 ), which has been proved in [32] for the special case of phase synchronization. Another future direction is to use a more general model than (3), which would have a larger range of real-life applications.
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