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Abstract-h this paper we deal with the use of the Analytic Hierarchy Process (AHP) for specifying a 
reference direction, which is used to find a search direction in the visual interactive method developed by 
Korhonen and Laakso for multiple criteria problems. The reference direction describes how the decision 
maker would like to improve the values of multiple objectives and we show that the AHP is a convenient 
way to structure requisite preference information. 
1. INTRODUCTION 
The methods developed for solving multiple objective problems typically comprise two phases. 
First the decision maker is required to give some information concerning his/her preference structure 
over the multiple objectives and then, using this preference information, the algorithm seeks a 
solution or a set of solutions for the decision maker to evaluate. In interactive methods, these 
phases are repeated until the most preferred solution is found. 
Some authors have seen the Analytic Hierarchy Process (AHP) (see, for example, Ref. Cl]) as a 
simple and powerful method to obtain preference information from the decision maker. Kok and 
Lootsma [2] have discussed the use of the AHP for finding the weighting vector for the projection 
function which is used for projecting an ideal solution onto the efficient frontier. Arbel and Oren 
[3] have developed an interactive method for multiple objective linear programming problems in 
which the AHP is used to determine a preference structure over the current solution and its adjacent 
solutions. Gass [4] used the AHP for finding the weights for the deviation variables in goal 
programming. In his formulation, the sum of the weighted deviation variables was minimized. 
In this paper, we use the AHP to find a so-called reference direction in the visual interactive 
method developed by Korhonen and Laakso [S]. The reference direction is specified by the decision 
maker, and it represents his/her desire to improve the values of multiple objectives, 
In the visual interactive method, each iteration consists of two main steps: determining a search 
direction and the step-size in this direction. A search direction is found by means of a reference 
direction. The reference direction can be chosen to be any direction in which the decision maker’s 
utility is increasing. The reference direction is projected onto the efficient frontier and thus an 
efficient curve is found for the decision maker’s evaluation. 
Korhonen and Laakso used the decision maker’s aspiration levels for specifying a reference 
direction: the vector from the current solution to the point defined by the decision maker’s aspiration 
levels is used as a reference direction. 
Using the aspiration levels, the decision maker has complete freedom to specify his/her reference 
direction as he/she likes. Sometimes it may be difficult to find a feasible search direction, in which 
the values of the objectives are changing in a way similar to the reference direction. To overcome 
these difficulties, we can try to ask the decision maker “How would you like to improve the values 
of the objectives?” instead of “In which direction would you like to proceed?“. It gives more freedom 
to the system to find a desirable search direction. The AHP is a convenient way to determine this 
kind of information. 
To solve the step-size problem, the objective values on the efficient curve are shown to the 
decision maker using computer graphics in an interactive way and the decision maker is asked to 
choose the best from this set of solutions. In this paper, instead of our original interface [S], we 
use the dynamic version (called a PARETO RACE) developed by Korhonen and Wallenius [S]. 
The paper is composed of five sections. In Section 2, we give an overview of the visual interactive 
method, and Section 3 presents the theoretical arguments for using the AHP to specify a reference 
direction. An illustrative example is described in Section 4 and concluding remarks are given in 
Section 5. 
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2. THE VISUAL INTERACTIVE METHOD-AN OUTLINE 
Let us consider the following problem: 
“max” q, 
s.t. q EQ = {f(x)\=X}, (1) 
where f(x) = (fl(x), f2(x), . . . ,f,( x 1s a p-vector of objective functions, x is a vector of decision 1) 
variables and X is the set of feasible decisions. Without any loss of generality, we assume that all 
objective functions are to be maximized. The set of efficient vectors, Q*, is defined as follows: 
Q* = {q]qEQ and th ere exists no q” E Q such that q” 3 q, q” # q}. (24 
The set of weakly-efficient vectors, Q+, is defined as follows: 
Q’ = {q ( q E Q and there exists no q”E Q such that q” > q}. (2b) 
Next we describe the visual interaction method step by step and intersperse comments between 
the steps. 
Step 0. Find an arbitrary solution q E Q* in the criterion space. Let k : = 1. 
There is a great variety of techniques that can be used to find an initial efficient solution. The 
method we use is Wierzbicki’s reference point approach [7]. 
Step 1. Specify a reference direction vector dk. 
Korhonen and Laakso [S] used the decision maker’s aspiration levels for this purpose. The 
decision maker is asked to give an aspiration level vector (a reference point) gk for the values of 
the objectives and the vector gk - qkP1 is taken as the new reference direction. 
In the next section we discuss the use of the AHP in this step. 
Step 2. Find an efficient curve c”(t), t 2 0, CUE Q*, by projecting the reference 
direction into the efficient frontier. 
The efficient curve c’(t) is determined as the set of the solutions of the following parametric 
programming problem: 
min s(q, z, w), 
s.t. z=q ‘-l + tdk, qEQ, (3) 
as t increases from zero to infinity, s is an achievement (scalarizing) function [7] and w is a weighting 
vector. We use the following simple form for the achievement function: 
$q, & w, = y2x tzi - 4i)/w 13 I = (i 1 wi > O}, (4) 
which always gives as a result at least a weakly-efficient solution, i.e. each q E Q’. 
Wierzbicki [7] used an achievement function for projecting any single point onto the efficient 
frontier. By using the achievement function for the reference vector, we obtain an efficient curve 
starting from the current solution and traversing to the boundary of the efficient frontier [SJ. 
If all the constraints and objective functions are linear, and the simple form (4) is used for the 
achievement function, the efficient curve is piecewise linear and easy to compute using parametric 
linear programming. 
Step 3. Find the most preferred solution qk on the efficient curve c’(t), t b 0, obtained 
in Step 2. If an improved solution is found in this step, return to Step 1, 
otherwise go to Step 4. 
The efficient curve is presented to the decision maker, and he/she is asked to indicate which 
point on the efficient curve he/she likes most. In our original version [S], we proposed that the 
whole efficient curve be shown simultaneously. The values of the objectives along the efficient curve 
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are plotted on the screen using distinct colors or line patterns for objectives. The cursor can be 
moved to any point on the curve and the corresponding numerical values of the objectives are 
displayed simultaneously. At the same time the decision maker can resort to numerical information. 
A sample display is presented in Fig. 1. 
Fl - .706 F2 = 4.24 FJ = ,706 
-- -.- 
Fig. 1. A sample display of the original interface. -, Fl = 0.706; - - -, F2 = 4.24; -.-, F3 = 0.706. 
In 1986 Korhonen and Wallenius [6] developed a dynamic interface called a PARETO RACE, 
which enables the decision maker to search freely on the efficient frontier. The interface can also 
be used for searching an efficient curve. The decision maker can “travel” on the efficient curve like 
on a “road” back and forth by controlling the speed. On the display, the decision maker sees the 
objective function values in a numerical form and as bar graphs whose length is dynamically 
changing as he/she “travels” on the efficient curve. Before starting the race, the decision maker is 
asked to specify approximate ranges for objectives. The ranges are used for scaling objectives. 
However, the scales are automatically updated, if necessary. 
In a PARETO RACE, there is no need to compute the whole efficient curve simultaneously. 
This reduces unnecessary computing. Figure 2 shows how a sample display is used in our illustrative 
example in Section 4. 
Step 4. If qkel # qk or the decision maker is willing to consider other directions, let 
k:= k + 1 and return to Step 1. Otherwise, stop or check the optimality 
conditions, if required. If the conditions are satisfied, stop; qk is an optimal 
solution. If the conditions are not satisfied, let k:= k + 1, and dk is a new 
search direction identified by the optimality checking procedure, and return 
to Step 2. 
fi Pareto Race 
=====xz======= 
GOdI 1 (min ) :’ Man Hours ==> 
1 9.32 
lioal 2 (max ): Product 3 <== 
Gaal o;6Trnax ): Profit ==? 
290.2 
Bar:Gas Pedal Fi:Gears (8) F3:Fix F9: Refdi 
FS: Rrake F2:Gears (F) F4:Relax Fb: Exit 
Fig. 2. A sample display of a PARETO RACE. 
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To check optimality we first construct a convex cone containing all feasible directions emanating 
from the current solution. This cone is defined in terms of a finite set of vectors. From this set we 
drop step by step the directions dominated by any positive linear combination of the remaining 
directions. The set of remaining directions is not necessarily uniquely defined. These directions are 
presented for the decision maker’s evaluation using computer graphics. If none of the directions is 
a direction of improvement, then the current solution must be optimal, provided the decision 
maker’s utility function is pseudoconcave at this particular moment (for more details see Ref. [S]). 
Note that we need the pseudoconcavity assumption only if none of the directions is a direction 
of improvement. If one of the directions is favorable to the decision maker, we use it as a new 
reference direction and return to Step 2. 
3. THE SPECIFICATION OF A REFERENCE DIRECTION BY THE AHP 
The reference direction r is defined to be a direction at a given solution qE RP, in which the 
utility of the decision maker is at least locally increasing. 
In the above definition, the term “local” means that the decision maker can take a small step in 
the direction r at q, and he/she feels that his/her utility is improving at the moment of evaluation. 
We do not assume any stable utility function. The utility can be assumed to be changing due to 
learning and “changes of mind” during the process. 
The reference direction is easy to find. For example, any direction r, ‘r E RP+ (= the positive 
orthant) at q E Q, is a proper direction. However, if q E Q*, then r is not a feasible direction and 
thus it is not a possible search direction either. The problem is to find a search direction, which is 
somehow related to the reference direction and in which the decision maker can also find solutions 
which are preferable to the current solution. Therefore, a system should help the decision maker 
to specify the reference direction in such a way that it is possible to find the projection onto the 
efficient frontier corresponding to the reference direction. 
TO specify a reference direction, we can apply three different principles: 
1. The decision maker has complete freedom to specify any reference direction 
he/she likes. 
2. The freedom of the decision maker is partly restricted. 
3. The decision maker can make a choice from the set of given (feasible) reference 
directions. 
The original proposal of Korhonen and Laakso [S] to use the aspiration levels specified by the 
decision maker belongs to class 1. The vector starting from the current point and passing through 
the point of the aspiration levels is used as a reference vector. In Step 4 of the visual interactive 
method, a finite set of feasible vectors is generated and given for the decision maker to evaluate. 
This can be regarded as a technique belonging to class 3. 
Although the above ideas seem to work quite well, we feel that the best result can be reached if 
we can find a technique which in some way helps us to combine these two extreme cases. One 
promising idea is to use the AHP for this purpose. 
By using the AHP, we can find the vector w = (wl, w2,. , w,), 1 w1 = 1, which describes the 
relative importance of improving the values of the objectives at a given point q. It has been very 
interesting to see [IS] that without any hesitation people can say “I am more interested in improving 
the value of objective i than objective j” although objectives i and j are on completely different 
scales. Actually, their articulation means “I am more satisfied with the value of objective j than 
that of objective i”, i.e. they make evaluations on their internal marginal utility scales for objectives. 
If we denote oi = u,(q,), i = 1,2,. . ,p, then the above statement may be thought to mean that the 
people are willing to improve their marginal utilities 60, in such a way that 60~ > 6Uj 2 0. Thus, 
we can see the analogy with the AHP philosophy. Comparisons between the changes of their 
marginal utilities can be likened to comparisons between the weights of stones (see, for example, 
Ref. Cl]). Using the AHP, we find the vector w, which actually represents the preference structure 
over the desire of the decision maker to improve the values of objectives. 
For the reference direction, we need the relative changes in terms of the original scales 
of objectives. Because the transformation rule of the decision maker from the objective scales 
into the marginal utility scales is unknown, we assume a simple transformation rule 
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dUi = (qp”” - 47’“) - 1 6q,, where qy and 47’” refers to the value of objective i, which the decision 
maker believes represents the upper and lower bound for objective i. The decision maker is asked 
to give these values at the beginning of the process. A similar scaling method for “weights” in goal 
programming or other approaches has been suggested by many authors (see, for example, Kok 
and Lootsma [2], and the exchange letters by Romero et al. [9, lo]). In our approach, the “best” 
and “worst” values for objectives are specified by the decision maker, because we believe that 
his/her internal utility is related to these values rather than to the values computed by the system. 
The approach seems to work well in practice [S]. In our current implementation, the reference 
direction is located in the positive orthant R p+ It is not a feasible direction if the starting solution .
is efficient as it is in the visual interactive method. The standard method is used to project it onto 
the efficient frontier. 
Because the information obtained using the AHP is preference information, it allows us to specify 
the reference direction in many other ways in the criterion space than we have used above. If we 
could find a reference direction consistent with the preference information, and which is also a 
feasible direction or close to the efficient frontier, the decision maker will almost certainly accept 
changes in the projected direction, too. This is a direction for further research. 
4. AN ILLUSTRATIVE EXAMPLE 
As an illustrative example, we shall consider a simple production planning problem where the 
decision maker tries to find the “best” product-mix for three products: Product 1, Product 2 and 
Product 3. The production requires the use of one machine (Mach. Hours), man-power (Man 
Hours), and two critical materials (Crit. Mat 1 and Crit. Mat 2). Selling the products brings profit 
(Profit) and the decision maker tries to make as much profit as possible. 
We can think that the “best” product-mix means the solution maximizing the profit, but because 
the decision maker has difficulty in finding man power, he/she would also like to minimize its use. 
Moreover, we can assume that some important customer is interested in buying as much of Product 
3 as possible. Therefore, he/she would like to produce at least a small amount of Product 3 although 
it is not very profitable. Thus, we assume that the decision maker is willing to consider three 
objectives (Man Hours, Product 3 and Profit). The problem is shown in Table 1: 
Table 1. The description of the problem 
Product 1 Product 2 Product 3 
Mach. Hours 1.5 1.0 1.69 9.0 
Man Hours 1.0 2.0 l.O+ min 
Crit. Mat 1 9.0 19.5 7.5 $ 96.0 
Crit. Mat 2 7.0 20.0 9.0 < 96.0 
Profit 40.0 50.0 30.0+ max 
Product 1 1.0 0.0 0.02 0.0 
Product 2 0.0 1.0 0.0 a 0.0 
Product 3 0.0 0.0 l.O+ max 
To solve the problem, we use the program which is implemented under the name RDA (the 
Reference Direction Approach) [8]. In this program, the user can choose one of the alternative 
techniques for specifying the reference direction. One of these techniques is the AHP. 
Initially, the system asks the decision maker to specify the bounds for the objectives. Let us 
assume that he/she gives [S, 151 for Man Hours, [0, lo] for Product 3 and [200,350] for Profit. 
Next the system computes an initial efficient solution (Step 0): Man Hours = 9.32, Product 3 = 0.68 
and Profit = 290.2. The starting solution for a PARETO RACE is given in Fig. 2. 
If the decision maker is not satisfied with the solution, the system asks him to specify the relative 
importance of improving the values of objectives using the AHP and the preference vector is 
obtained. Figure 3 shows the display used in this step (Step 1). 
On the display in Fig. 3, we have assumed that Profit is the first and Product 3 is the second in 
importance. The preference vector is transformed by the system into the criterion space. Thus the 
change vector in the criterion space is available and it can be projected onto the efficient frontier. 
Using a PARETO RACE the decision maker can examine an efficient curve. We can see, in 
Fig. 4, that in the projected direction only Profit is improved. 
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Gl G2 63 Weights Values 
1 -4 -8 6.SE-02 9.31818 
1 -5 0.199 0.68182 
1 0.733 290.227 
Compare the relative importance of improving the values 
of the criteria. Reciprocals are indicated with nlnus sign 
‘10: Exit Shift Fl: Weights 
Fig. 3. The specification of the relative importance of improvement 
A Pareto Race 
---_---- cr===~______-_ 
Goal 1 (min ): tlan Hours CC> 
boa1 2 (msx ): Product .J <== 
0.07 
Goal 3 (max ): Profit ==> 
10.05 
310.0 
Bar:Gas Pedal Fl:Gears (B) F3:Fix F9: Refdi 
F5: Brake FZ: Gears (F) F4:Relax F6: Exit 
Fig. 4. The solution after the first iteration. 
Assume that the decision maker is willing to take the step described in Fig. 4 in the given 
direction. At the next iteration he/she might be willing to find a direction which most improves 
Product 3. He/she still feels that Profit is important, but not as important as Product 3. Assume 
that he/she gives the comparisons shown in Fig. 5. 
Now only Product 3 is improving and Profit and Man Hours are getting worse. If we assume 
that the value 1 for Product 3 satisfies the decision maker, he/she may accept the solution described 
in Fig. 6 as his/her final solution. 
5. CONCLUDING REMARKS 
In this paper, we have shown that the AHP is a practical and convenient way to specify the 
reference direction, which is used for finding a search direction in the visual interactive method 
developed by Korhonen and Laakso [S]. The AHP gives preference information on the relative 
importance of improving the current values of objectives. This preference information can be used 
in many ways to specify a reference direction. In this paper, we have used a principle similar to 
our original idea [SJ. In the future, we will try to find a reference direction which is feasible and 
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The Malytic Hierarchy Process 
C=====l_______I====IT=L=r=C==L -_---  
current 
01 62 63 Weights Values 
uan Hours 1 -7 -3 S.EtE-02 10.0503 
Product 3 1 3 0.669 0.07432 
Prof i t 1 0.243 31o.oz5 
Compare the relative importance of improvIng the values 
of the criteria. Reciprocals are indicated with minus sign 
r10: Exit Shift Fl: Weights 
Fig. 5. The specification of the relative importance of improvement at the second iteration. 
The Types, Aspiration Levels and Current Values of Goals 
-__-____________-=== ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~====--__--_--_----___ 
Given current 


















10. OOOO 10.2892 
96. CKlOO 96.0000 
96.0@00 93.6295 
0.00000 2.75338 





Fig. 6. The final solution of the problem. 
consistent with the preference information. Following this idea we can always find a search direction 
that is also acceptable. 
In Ref. [8], we have reported on a laboratory experiment, in which we compared the use of the 
AHP and four techniques for specifying the reference direction. In the experiment the AHP ranked 
second following the use of aspiration levels on all performance criteria. In this experiment, we did 
not gain full benefit from the possibilities of the AHP, because we only exploited one possible use 
of the AHP. 
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