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Abstract
Fractional derivatives of the products of Airy functions are investigated, Dα{Ai 2(x)} and Dα{Ai(x) ×
Bi(x)}, where Ai(x) and Bi(x) are the Airy functions of the first and second type, respectively. They turn
out to be linear combinations of Dα{Ai(x)} and Dα{Gi(x)}, where Gi(x) is the Scorer function. It is also
proved that the WronskianW(x) of the system of half integrals {D−1/2Ai(x),D−1/2Gi(x)} and its Hilbert
transform W˜(x) = −HW(x) can be considered special functions in their own right since they are expressed
in terms of Ai 2(x) and Ai(x)Bi(x), respectively. Various integral relations are established. Integral repre-
sentations for Dα{Ai(x − a)Ai(x + a)} and its Hilbert transform −HDα{Ai(x − a)Ai(x + a)} are derived.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that Airy functions find numerous applications in mathematical and physical
sciences (see, e.g., [1,3–5,9,15,26] and the references therein). The products of Airy functions
can also be considered special functions in their own right [2,21]. Integral representations for
double, triple and quartic products of Airy functions were the subject of a series of papers [3,4,
16,21–23,27]. Integral representations for Ai2(x) and Ai(x)Bi(x), where Ai(x) and Bi(x) are the
Airy functions of the first and second kind, respectively, first appeared in the papers [3,4]. They
are
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2π
√
π
∞∫
0
cos
(
xξ + ξ312 + π4
)
√
ξ
dξ (1.1)
and
Ai(x)Bi(x) = 1
2π
√
π
∞∫
0
sin
(
xξ + ξ312 + π4
)
√
ξ
dξ. (1.2)
W. Reid [21] carried out a detailed analysis of these functions from the point of view of contour
integrals on the complex plane.
The present work is devoted to the study of fractional derivatives of the above products and of
the fractional derivatives of the function Ai(x − a)Ai(x + a) with a ∈ R. The latter is of interest
in the context of the inverse scattering theory and in particular the Gelfand–Levitan–Marchenko
equation (see [1], p. 406). Since in [30] half integrals of the Airy functions, D−1/2Ai(x) and
D−1/2Gi(x), where Gi(x) is the inhomogeneous Airy function (also called the Scorer function),
were expressed via linear combinations of (1.1) and (1.2), the Wronskian W(x) of these half
integrals is investigated in the present paper. It is proved that W(x) and its Hilbert transform,
W˜(x) = −HW(x), are expressed in terms of (1.1) and (1.2) and solve a third order ordinary
differential equation (2.28). Fractional derivatives DαW(x) and DαW˜(x) are computed.
Our interest in Airy functions and their products is explained by the fact that fundamental
solutions of the linear Cauchy problems for the Korteweg–de Vries equation (KdV henceforth)
ut + uxxx = −
(
u2
)
x
(1.3)
and its close relative the Ostrovsky equation [19,20]
ut + uxxx = γ
x∫
−∞
udy − (u2)
x
, (1.4)
where γ = const > 0 is the rotation parameter, can be expressed in terms of Airy functions.
Indeed, for (1.3) fundamental solution of the linear Cauchy problem, E0(x, t), is
E0(x, t) = 12π
∞∫
−∞
exp
[
i
(
xξ + ξ3t)]dξ = 13√3t Ai
(
x
3√3t
)
, (1.5)
and for (1.4) it can be represented in the form (see [28])
E(x, t) = 1
2π
∞∫
−∞
exp
[
i
(
xξ + ξ3t − γ t
ξ
)]
dξ. (1.6)
Asymptotics of E(x, t) as t → ∞, x/t = const, was computed in [28] by the stationary phase
method. Notice that oscillatory integrals of the type of (1.6) appear in the theory of electro-
magnetic wave propagation and diffraction (see [7,14]). In the paper [29] a special function
representation was obtained for (1.6), namely
E(x, t) = 13√3t Ai
(
x
3√3t
)
−
√
γ t
3√3t
∞∫
Ai
(
x + y
3√3t
)
J1(2
√
γ ty)√
y
dy, (1.7)
0
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derivatives of Ai(x − a)Ai(x + a).
If we pose a Cauchy problem for (1.3) with x ∈ R, t > 0 adding the initial data,
u(x,0) = ϕ(x), x ∈ R, (1.8)
and then integrate (1.3), (1.8) with respect to time, we can reduce it to an integral equation with
the kernel (1.5). After that it is possible to transfer part of the derivative from the nonlinearity to
the fundamental solution obtaining
u(x, t) = 13√3t
∞∫
−∞
Ai
(
x − y
3√3t
)
ϕ(y)dy
−
t∫
0
dτ
(3τ)(1+α)/3
∞∫
−∞
(
Dαy Ai
)( y
3√3τ
)
H
{
D1−αy
(
u2
)}
(y, t − τ) dy (1.9)
with 0  α  1. This leads to the necessity of studying fractional derivatives of both the fun-
damental solution and the nonlinearity (see [10,12,13]). In this context half derivative of the
Airy function stands out as the highest fractional derivative that is still uniformly bounded for
all x ∈ R [13]. Increasing α up to 1/2 in (1.9) increases the decay of the factor containing τ
up to τ−1/2 keeping the fractional derivative of the Airy function still uniformly bounded. This
observation is useful for studying the long-time behavior of solutions. Similar arguments can be
applied for treating the integral equation corresponding to the Cauchy problem for the Ostrovsky
equation (1.4). The kernel of this integral equation will contain the perturbation term with the
rotation factor √γ t corresponding to the second item in the right-hand side of (1.7).
We would like to point out that the function
u0(x, t) = 16√12t
[
C1Ai2
(
x
3√12t
)
+ C2Ai
(
x
3√12t
)
Bi
(
x
3√12t
)]
(1.10)
with C1,C2 = const is a similarity solution of the linearized KdV (see [26], p. 64)
ut + uxxx = 0. (1.11)
Results of the present investigation allow one to compute fractional derivatives of u0(x, t)
(see (2.24) and (2.25) in this respect).
Recalling other applications of Airy functions in fractional calculus, we would like to mention
the link of Ai(x) to the fundamental solution of the Cauchy problem for the time-fractional
diffusion equation [17],
∂αt u = ∂2xu, x ∈ R, t > 0, (1.12)
u(x,0) = ϕ(x), x ∈ R,
where 0 < α < 1 and the fractional derivative is understood in the Riemann–Liouville sense (see
the definition in, e.g., [18]). The fundamental solution of this Cauchy problem, Eα(x, t), can be
expressed in terms of the so-called M-function of order α/2, namely
Eα(x, t) = 1α/2 Mα/2
( |x|
α/2
)
.2t t
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series,
Mν(z) =
∞∑
n=0
(−z)n
n!
(−νn + (1 − ν)) , 0 < ν < 1, z ∈ C.
For α = 2/3 it reduces to the Airy function, M1/3(z) = 32/3Ai(3−1/3z). Consideration of a non-
linear version of (1.12) with the quadratic nonlinearity, say (u2)x , would bring about issues
similar to those investigated in the present paper (see (1.9)).
Notations. The Fourier transform of the function f :R → R is defined by the formula
fˆ (ξ) =F{f (x)}(ξ) = ∞∫
−∞
e−iξxf (x) dx (1.13)
and the inverse Fourier transform by
f (x) =F−1{fˆ (ξ)}(x) = 1
2π
∞∫
−∞
eiξx fˆ (ξ) dξ.
Note that for a ∈ R, a = 0 (see [11], p. 121)
F
{
f
(
x
a
)}
(ξ) = aF{f (x)}(aξ) (1.14)
and
F{f (ax)}= 1
a
F{f (x)}(ξ
a
)
. (1.15)
For real α > −1 fractional derivatives of order α of the function f (x) are defined by the
formula (see [24], p. 117)
Dαf (x) = Dα{f (x)}= 1
2π
∞∫
−∞
|ξ |αfˆ (ξ)eiξx dξ (1.16)
provided that the integral in the right-hand side exists. In a multi-dimensional case, x ∈ Rn, this
definition is given via the fractional powers of Laplacian,(
(−)α/2f )∧(ξ) = |ξ |αfˆ (ξ) (1.17)
(see [24], p. 117 and [6], p. 88). For negative α, −n < α < 0, (1.17) is referred to as the Riesz
potential,
Iαf (x) = 1
γ (α)
∫
Rn
f (y) dy
|x − y|n−|α| ,
where
γ (α) = π
n/22|α|
( |α|2 )

(
n−|α|
)
.2
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any a > 0
Dα
{
f (ax)
}= aα(Dαf )(ax). (1.18)
Introduce the Hilbert transform of the function f by the formula (see [25], p. 120)
Hf (x) = H{f (x)}= 1
π
P.V .
∞∫
−∞
f (y)
y − x dy, (1.19)
where x ∈ R and P.V . denotes the Cauchy principal value of an integral. It differs by an opposite
sign from the convolution-type definition of [24], p. 54. According to (1.13) and (1.19),
Ĥf (ξ) = i sgn(ξ)f̂ (ξ),
and the relations between Ai(x) and Gi(x) become as stated in (2.6) and (2.7). For f ∈ Lp(R),
p  1, one has H 2 = −I , where I is the identity operator. For f ∈ L1(R) and f (x) → 0 as
|x| → ∞ one has F{f ′(x)}(ξ) = i sgn(ξ)|ξ |f̂ (ξ), where the prime denotes differentiation with
respect to the argument. Also, D = −H ◦ ∂x and ∂2x = −D2. For any a ∈ R
H
{
f (ax)
}= (Hf )(ax) and H{f (x + a)}= (Hf )(x + a).
Define the commutator of the operators A and B by the formula [A,B] = AB − BA.
Definition. The functions f (x) and g(x) are called a conjugate pair if they satisfy skew recipro-
cal relations
f (x) = Hg(x) and g(x) = −Hf (x). (1.20)
Another name for such functions is Hilbert transforms (see [25], p. 120). The functions (1.1) and
(1.2) provide an example of a conjugate pair [26].
The function spaces to be described are all taken to be real valued. The space Cb(R) is the
space of bounded continuous functions defined on R with the norm ‖f ‖Cb(R) = supx∈R |f (x)|.
The space Lp(R), 1 p ∞, is defined in the usual way and is equipped with the norm ‖f ‖p =
(
∫∞
−∞ |f |p dx)1/p .
2. Products of Airy functions and their Hilbert transforms
2.1. Auxiliary facts concerning the Airy functions
The second-order differential equation
y′′ − xy = 0 (2.1)
is known as the Airy equation. Its linearly independent solutions are Airy functions of the first
and second kind, Ai(x) and Bi(x), respectively. They have the following integral representations
for x ∈ R (see [2]):
Ai(x) = 1
π
∞∫
0
cos
(
xξ + ξ
3
3
)
dξ, (2.2)
Bi(x) = 1
π
∞∫ [
exp
(
−ξ
3
3
+ xξ
)
+ sin
(
xξ + ξ
3
3
)]
dξ.0
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Ai(x) = 1
2π
P.V .
∞∫
−∞
exp
[
i
(
xξ + ξ
3
3
)]
dξ.
The Wronskian of the system {Ai(x),Bi(x)} is (see [2], p. 446)
W
[
Ai(x),Bi(x)
]= Ai(x)Bi′(x) − Ai′(x)Bi(x) = 1
π
. (2.3)
The function Gi(x) (also called the Scorer function [26]) is a solution of the inhomogeneous
Airy equation [2]
y′′ − xy = − 1
π
. (2.4)
The general solution of this equation is
y(x) = C1Ai(x) + C2Bi(x) + Gi(x).
The integral representation of Gi(x) is
Gi(x) = 1
π
∞∫
0
sin
(
xξ + ξ
3
3
)
dξ (2.5)
which allows one to write that
Gi(x) = − i
2π
P.V .
∞∫
−∞
sgn(ξ) · exp
[
i
(
xξ + ξ
3
3
)]
dξ.
Notice that the functions Ai(x) and Gi(x) form a conjugate pair, namely
Ai(x) = HGi(x) (2.6)
and
Gi(x) = −HAi(x). (2.7)
Representations (2.2) and (2.5) imply that
Ai(x) + iGi(x) = 1
π
∞∫
0
exp
[
i
(
xξ + ξ
3
3
)]
dξ.
Lemma 1. Let Pn(x) be a polynomial of degree n, Pn(x) = ∑nk=0 akxk , and let the function
f (x) defined on R be such that the integrals
∞∫
−∞
xkf (x) dx
exist for all k = 0,1,2, . . . , n. Then the following formula holds:[
H,Pn(x)
]
f (x) = Qn(x), (2.8)
where
V. Varlamov / J. Math. Anal. Appl. 337 (2008) 667–685 673Qn(x) = 1
π
n∑
j=1
bn−j xj−1,
bn−j =
n−j∑
m=0
am+j
〈
xmf
〉
and
〈
xmf
〉= ∞∫
−∞
xmf (x)dx, m = 0,1,2, . . . .
Proof. First we establish that for n = 1,2,3, . . .
H
{
xnf (x)
}= xnH{f (x)}+ 1
π
n∑
j=1
〈
xn−j f
〉
xj−1. (2.9)
Using representation xn − yn = (x − y)(xn−1 + xn−2y + xn−3y2 + · · · + yn−1), we can write
that
H
{
xnf (x)
}= 1
π
∞∫
−∞
(yn − xn)f (y)
y − x dy +
xn
π
P.V .
∞∫
−∞
f (y)
y − x dy
= 1
π
∞∫
−∞
(
yn−1 + yn−2x + yn−3x2 + · · · + xn−1)f (y)dy + xnH{f (x)}.
Hence follows (2.9).
Next, using the linear property of the Hilbert transform and changing the order of summation
in the double sum we can write that
H
{
Pn(x)f (x)
}= n∑
k=0
akH
{
xkf (x)
}= Pn(x)H{f (x)}+ Qn(x),
where
Qn(x) = 1
π
n∑
k=1
ak
k∑
j=1
〈
xk−j f
〉
xj−1 = 1
π
n∑
j=1
xj−1
n∑
k=j
ak
〈
xk−j f
〉= 1
π
n∑
j=1
bn−j xj−1
and
bn−j =
n−j∑
m=0
〈
xmf
〉
am+j .
Thus, (2.8) is established. 
We would like to emphasize one particular case of (2.9), namely
[H,x]f (x) = 1
π
〈f 〉. (2.10)
Hence it follows that Dα{[H,x]f (x)} = 0 for any α > 0.
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Linearly independent solutions of the third-order ordinary differential equation (see [2],
p. 446)
w′′′ − 4xw′ − 2w = 0 (2.11)
are the products of Airy functions. More precisely, the general solution of this equation can be
written in the form
w(x) = c1w1(x) + c2w2(x) + c3w3(x),
where
w1(x) = Ai(x)Bi(x), w2(x) = Ai2(x) and w3 = Bi2(x).
The Wronskian of the system {w1(x),w2(x),w3(x)} is given by the formula (see [2], p. 446)
W [w1,w2,w3] = − 2
π3
. (2.12)
The Wronskian of {w1(x),w2(x)} is
W [w1,w2] = −Ai2(x)W
[
Ai(x),Bi(x)
]= − 1
π
Ai2(x). (2.13)
In [30] linear combinations of the functions w1(x) and w2(x) were introduced,
w−(x) = w1(x) − w2(x) (2.14)
and
w+(x) = w1(x) + w2(x), (2.15)
in order to establish relations with semi-integer derivatives of Ai(x) and Gi(x). Notice that the
functions w−(x) and w+(x) form a conjugate pair, namely
Hw−(x) = w+(x), (2.16)
Hw+(x) = −w−(x). (2.17)
The next statement was proved in [30].
Theorem 1. The functions D−1/2Gi(x) and D−1/2Ai(x) belong to the space Cb(R) ∩ Lp(R)
with p > 2 and are linearly independent on R. The following relations hold for x ∈ R:
D−1/2Gi(x) = κw−
(
x
22/3
)
, (2.18)
D−1/2Ai(x) = κw+
(
x
22/3
)
, (2.19)
where κ = 21/6√π and the functions w−(x) and w−(x) are defined by (2.14) and (2.15), respec-
tively. Moreover,
D1/2Ai(x) = κ
22/3
w′−
(
x
22/3
)
, (2.20)
−D1/2Gi(x) = κ
22/3
w′+
(
x
22/3
)
. (2.21)
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corresponding asymptotics computed in [30], namely
w−(x),w+(x) ∼ 12π
1√
x
{
1 + 5
32
(
1
x
)3
+ O
(
1
x
)19/4}
for x → +∞; (2.22)
w−(x) ∼ 12π√|x|
{
−1 + cos
(
4
3
|x|3/2
)
− sin
(
4
3
|x|3/2
)
+ O
(
1
|x|3/2
)}
,
w+(x) ∼ 12π√|x|
{
1 + cos
(
4
3
|x|3/2
)
+ sin
(
4
3
|x|3/2
)
+ O
(
1
|x|3/2
)}
(2.23)
for x → −∞.
2.3. Fractional derivatives of the products of Airy functions
According to (1.16),
DαAi(x) = 1
2π
∞∫
−∞
|ξ |α exp
[
i
(
xξ + ξ
3
3
)]
dξ
and
DαGi(x) = −HDαAi(x) = − i
2π
∞∫
−∞
sgn(ξ) · |ξ |α exp
[
i
(
xξ + ξ
3
3
)]
dξ.
Fractional derivative of Ai(x) can be expressed in terms of a hypergeometric function 2F3
(see [31]),
DαAi(x) = 3α−4/3x−α
[
32/3

(
1
3
)
2F 3
(
1
3
,1; 1 − α
3
,
2 − α
3
,1 − α
3
; x
3
9
)
− x

(
2
3
)
2F 3
(
2
3
,1; 2 − α
3
,1 − α
3
,
4 − α
3
; x
3
9
)]
.
For any a ∈ R the function (DαAi)(ax) is understood as
(
DαAi
)
(ax) = 1
2π
∞∫
−∞
|ξ |α exp
[
i
(
(ax)ξ + ξ
3
3
)]
dξ.
Theorem 2. Fractional derivatives of the products of Airy functions have the following represen-
tations for α > −1/2:
Dα
{
Ai2(x)
}= 22(α−1)/3√
2π
[(
Dα−1/2Ai
)
(z) − (Dα−1/2Gi)(z)] ∣∣
z=22/3x, (2.24)
Dα
{
Ai(x)Bi(x)
}= 22(α−1)/3√
2π
[(
Dα−1/2Ai
)
(z) + (Dα−1/2Gi)(z)] ∣∣
z=22/3x. (2.25)
Proof. Acting by Dα on both sides of (2.18) and (2.19) and using the formulas (1.18) and (2.7)
we get that
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22α/3
(
Dαw+
)
(y)
= κ
22α/3
{(
Dα
{
Ai(x)Bi(x)
})
(y) + (Dα{Ai2(x)})(y)}∣∣
y= x
22/3
,
Dα−1/2Gi(x) = κ
22α/3
(
Dαw−
)
(y)
= κ
22α/3
{(
Dα
{
Ai(x)Bi(x)
})
(y) − (Dα{Ai2(x)})(y)}∣∣
y= x
22/3
,
where κ = 21/6√π . Adding and subtracting both formulas we obtain
Dα−1/2Ai(x) + Dα−1/2Gi(x) = 2κ
22α/3
(
Dα
{
Ai(x)Bi(x)
})
(y)
∣∣
y= x
22/3
and
Dα−1/2Ai(x) − Dα−1/2Gi(x) = 2κ
22α/3
(
Dα
{
Ai2(x)
})
(y)
∣∣
y= x
22/3
.
Changing the argument x to 22/3x in the last two formulas we obtain (2.24) and (2.25), respec-
tively. 
The formulas (2.24) and (2.25) are convenient for computing semi-integer derivatives of the
products of Airy functions. The next statement emphasizes an important particular case.
Corollary 1. Half derivatives of the products of Airy functions are given by
D1/2
{
Ai2(x)
}= 1
21/3
√
2π
[
Ai
(
22/3x
)− Gi(22/3x)],
D1/2
{
Ai(x)Bi(x)
}= 1
21/3
√
2π
[
Ai
(
22/3x
)+ Gi(22/3x)].
2.4. Wronskian of half integrals of Ai(x) and Gi(x)
In this section we consider the Wronskian of the system {D−1/2Ai(x),D−1/2Gi(x)} and prove
that it can be treated as a special function in its own right. Introduce a function
W(x) = W [D−1/2Ai(x),D−1/2Gi(x)]
= D−1/2Ai(x) · D1/2Ai(x) + D−1/2Gi(x) · D1/2Gi(x).
Also, introduce a conjugate function
W˜(x) = −HW(x) = −H{D−1/2Ai(x) · D1/2Ai(x) + D−1/2Gi(x) · D1/2Gi(x)}.
Theorem 3. The functions W(x) and W˜(x) are linearly independent on R, belong to Cb(R) ∩
Lp(R) with p > 2 and have representations
W(x) = 22/3w2
(
x
22/3
)
, (2.26)
W˜(x) = 22/3w1
(
x
2/3
)
, (2.27)2
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ordinary differential equation
W ′′′ − xW ′ − 1
2
W = 0, (2.28)
whose left-hand side operator is formally self-adjoint. The Wronskian of the system {W(x),
W˜(x)} is given by
W
[W(x),W˜(x)]= 1
π
W(x).
Proof. According to (2.13), the Wronskian of {w−(x),w+(x)} is
W
[
w−(x),w+(x)
]= 2W [w1,w2] = − 2
π
Ai2(x).
Therefore the Wronskian of the system {D−1/2Ai(x),D−1/2Gi(x)} is
D−1/2Ai(x) · D1/2Ai(x) + D−1/2Gi(x) · D1/2Gi(x)
= −2
1/3π
22/3
W
[
w−
(
x
22/3
)
,w+
(
x
22/3
)]
= 22/3Ai2
(
x
22/3
)
(2.29)
and (2.26) is established.
Representation (2.27) is a consequence of the relations Hw2(x) = −w1(x) and H {f (ax)} =
(Hf )(ax). The fact thatW(x) and W˜(x) belong to the space Cb(R)∩Lp(R) with p > 2 follows
from the asymptotics and the properties of the functions w1(x) and w2(x) (see [2,21]).
Since W(x) and W˜(x) are expressed in terms of the double products of Airy functions, the
fact that they satisfy Eq. (2.28) follows from w2(2−2/3x) and w1(2−2/3x) being solutions of
the same equation (see (2.11)). The fact that the left-hand side operator of (2.28) is formally
self-adjoint is mentioned in [26], p. 109.
Linear independence of W(x) and W˜(x) on R is established by computing the Wronskian of
the system {W(x),W˜(x)}, namely (see (2.13))
W
[W(x),W˜(x)]= 22/3
π
Ai2
(
x
22/3
)
= 2
2/3
π
w2
(
x
22/3
)
= 1
π
W(x).
The theorem is proved. 
Proposition 4. The integral over R of the product of W(x) and W˜(x) is
∞∫
−∞
W(x)W˜(x) dx = 1
2π
.
Also, the following asymptotic expansion holds for x → +∞:
∞∫
−x
W2(y) dy ∼ 3
2π2
lnx + γ + 2 ln 2
π2
− 1
2π2
8 cos
( 2
3x
3/2)+ sin( 43x3/2)
x3/2
+ · · · , (2.30)
where γ  0.5772 . . . is the Euler constant.
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∞∫
−∞
Ai3(x)Bi(x) dx = 1
8π
.
Therefore
∞∫
−∞
W(x)W˜(x) dx = 24/3
∞∫
−∞
w2
(
x
22/3
)
w1
(
x
22/3
)
dx = 4
∞∫
−∞
Ai3(y)Bi(y) dy = 1
2π
.
In order to prove (2.30) we recall the result of [16],
∞∫
0
Ai4(x) dx = ln 3
24π2
, (2.31)
and the asymptotic expansion obtained in [23] for x → +∞
0∫
−x
Ai4(x) dx ∼ 3
8π2
lnx + 6γ + 18 ln 2 − ln 3
24π2
+ 1
32π2
8 cos
( 4
3x
3/2)+ sin( 83x3/2)
x3/2
+ · · · .
(2.32)
Combining (2.31) and (2.32) and replacing x by 22/3x we establish (2.30). The proposition is
proved. 
Proposition 5. The following integral relations hold:
∞∫
−∞
W(x)Ai
(
x
22/3
)
dx = 

2( 13 )
24/3π2
and
∞∫
−∞
W˜(x)Ai
(
x
22/3
)
dx = 

2( 13 )
25/6π2
√
3π
.
Proof. First, we present two auxiliary results (see [26], p. 50)
∞∫
−∞
Ai3(x) dx = 

2( 13 )
4π2
and
∞∫
−∞
Ai2(x)Bi(x) dx = 

2( 13 )
4π2
√
3
.
Multiplying both sides of (2.26) and (2.27) by Ai(2−2/3x) and using the above integrals we
deduce that
∞∫
W(x)Ai
(
x
22/3
)
dx = 22/3
∞∫
Ai3(x) dx = 

2( 13 )
24/3π2
−∞ −∞
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∞∫
−∞
W˜(x)Ai
(
x
22/3
)
dx = 22/3
√
2
π
∞∫
−∞
Ai2(x)Bi(x) dx = 

2( 13 )
25/6π2
√
3π
. 
Proposition 6. For α > −1/2 fractional derivatives of the functions W(x) and W˜(x) are given
by
DαW(x) = 1√
2π
[
Dα−1/2Ai(x) − Dα−1/2Gi(x)],
DαW˜(x) = 1√
2π
[
Dα−1/2Ai(x) + Dα−1/2Gi(x)].
Proof. Follows from representations (2.26), (2.27) and the formulas (2.24), (2.25). 
Corollary 2. Semi-integer derivatives of W(x) and W˜(x) have representations for n =
0,1,2, . . . ,
Dn+1/2W(x) = 1√
2π
[
DnAi(x) − DnGi(x)],
Dn+1/2W(x) = 1√
2π
[
DnAi(x) − DnGi(x)],
where
Dn = (−1)nHn ◦ d
n
dxn
(2.33)
and the functions Ai(x) and Gi(x) solve Eqs. (2.1) and (2.4), respectively.
We conclude this subsection with an example of an integral equation for which W(x) serves
as a kernel. The generalization of the Volterra μ-function is introduced by (see [8])
μ(x,β,α) =
∞∫
0
tβ

(β + 1) ·
xα+t

(α + t + 1) dt.
Consider an integral equation
∞∫
0
K(x, t)μ(x,β,α)dx = λμ
(
t, β,
2α + 1
6
)
. (2.34)
Proposition 7. For the kernel
K0(x, t) = 16√12tW
(
x
3√3t
)
the function μ(x,β,1/4) is an eigenfunction of the integral equation (2.34) corresponding to the
eigenvalue λ0 = 3β1/3√ . The kernel K0(x, t) is a similarity solution of the linearized KdV (1.11).2 π
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for 0 < α < 1
∞∫
0
xα−1W(22/3x)dx = 22/3 ∞∫
0
xα−1Ai2(x) dx = 2
2/32
(α)√
π12(2α+5)/6
(α/3 + 5/6) .
According to [26], p. 63,
∞∫
0
Ai2(u)μ(δu,β,α)du = 3
β
2
√
πδ
μ
(
δ3
12
, β,
2α + 1
6
)
.
Changing the variable of integration u = x/δ we rewrite the last equation in the form
1√
δ
∞∫
0
Ai2
(
x
δ
)
μ(x,β,α)dx = 3
β
21/3
√
π
μ
(
t, β,
2α + 1
6
)
.
Therefore, setting δ = 3√12t we deduce that
∞∫
0
K0(x, t)μ(x,β,α)dx = 3
β
21/3
√
π
μ
(
t, β,
2α + 1
6
)
,
where
K0(x, t) = 16√12tW
(
x
3√3t
)
.
It follows from (1.10) that the function
1
6√12t Ai
2
(
x
3√12t
)
is a similarity solution of the linearized KdV (1.11). Therefore the same is true for K0(x, t). The
proposition is proved. 
2.5. Integral representations for w−(x) and w+(x)
Theorem 8. For x > 0 the functions w− and w+ have representations
w−(x) = 122/3
√
2
πx
22/3x∫
0
D1/2(yAi(y))√
y
dy, (2.35)
w+(x) = − 122/3
√
2
πx
22/3x∫
0
D1/2(yGi(y))√
y
dy, (2.36)
and for x < 0
w−(x) = 122/3
√
2
π |x|
0∫
2/3
D1/2(yAi(y))√|y| dy, (2.37)
−2 |x|
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√
2
π |x|
0∫
−22/3|x|
D1/2(yGi(y))√|y| dy. (2.38)
Proof. For x > 0 we can rewrite Eq. (2.11) in the form
w′′′(x) = 4√x d
dx
(
√
xw). (2.39)
(2.20) implies that(
D1/2Ai
)(
22/3x
)= κ
22/3
w′−(x).
Differentiating the last relation twice we get
25/3
√
2
π
D1/2
d2
dz2
Ai(z) = κ
22/3
w′′′−(x) =
4κ
22/3
√
x
d
dx
(√
xw−(x)
)
,
where z = 22/3x and κ = 21/6√π . Hence, by (1.18),
25/3D1/2
(
xAi(x)
)
(z) = 4κ
22/3
d
dx
(√
xw−(x)
)
.
Integrating both sides of the last formula we obtain
w−(x) = 121/3
√
2
πx
x∫
0
(D1/2(yAi(y)))(22/3y)√
y
dy.
Changing the variable of integration in the last integral we deduce (2.35).
In a similar way, using (2.18) and (2.7) we obtain
24/3
√
2
π
HD1/2
d2
dz2
Ai(z) = 4κ
22/3
√
x
d
dx
(√
xw+(x)
)
. (2.40)
In view of (2.7), (2.10) and the fact that 〈Ai(x)〉 = ∫∞−∞ Ai(x) dx = 1 we have
H
{
xAi(x)
}= xH{Ai(x)}+ 1
π
= −xGi(x) + 1
π
.
Therefore
D1/2H
{
xAi(x)
}= −D1/2{xGi(x)},
and integrating (2.40) we deduce (2.36). The derivation (2.37) and (2.38) is analogous. 
Corollary 3. The following relations are true:
∞∫
0
D5/2Ai(x)√
x
dx = − 1
25/6
√
π
and
∞∫
0
D5/2Gi(x)√
x
dx = 1
25/6
√
π
.
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Corollary 4. The following asymptotic expansions hold for x → −∞:
0∫
−22/3|x|
D5/2Ai(y)√|y| dy ∼
1
25/6
√
π
[
1 − cos
(
4
3
|x|3/2
)
+ sin
(
4
3
|x|3/2
)
+ O
(
1
|x|3/2
)]
and
0∫
−22/3|x|
D5/2Gi(y)√|y| dy ∼
1
25/6
√
π
[
1 + cos
(
4
3
|x|3/2
)
− sin
(
4
3
|x|3/2
)
+ O
(
1
|x|3/2
)]
.
Corollary 5. Airy function of the second kind has representation
Bi(x) = Ai(x) + J (x)
Ai(x)
,
where the function J (x) is defined as follows:
J (x) = 1
22/3
√
2
πx
22/3x∫
0
D1/2(yAi(y))√
y
dy for x  0,
J (x) = 1
22/3
√
2
π |x|
0∫
−22/3|x|
D1/2(yAi(y))√|y| dy for x < 0.
3. Fractional derivatives of Ai(x − a)Ai(x + a) and its Hilbert transform
In this section we find integral representations for fractional derivatives of the function Ai(x −
a)Ai(x + a) and its Hilbert transform H {Ai(x − a)Ai(x + a)} with a ∈ R. Introduce the integrals
ϕ+(x, a) = 1
π
∞∫
0
cos
(
xξ + ξ312 − a
2
ξ
)
√
ξ
dξ = 1
2π
∞∫
−∞
exp
[
i
(
xξ + ξ312 − a
2
ξ
)]
√|ξ | dξ
and
ϕ−(x, a) = 1
π
∞∫
0
sin
(
xξ + ξ312 − a
2
ξ
)
√
ξ
dξ = −i
2π
∞∫
−∞
sgn(ξ) · exp[i(xξ + ξ312 − a2ξ )]√|ξ | dξ.
According to Lemma 2 of [30], the functions ϕ−(x, a) and ϕ+(x, a) form a conjugate pair,
namely
Hϕ−(x, a) = ϕ+(x, a) and Hϕ+(x, a) = −ϕ−(x, a).
Also, the following representation holds:
1
π
∞∫ exp[i(xξ + ξ312 − a2ξ )]√
ξ
dξ = ϕ+(x, a) + iϕ−(x, a).
0
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Fa(x) = Ai(x − a)Ai(x + a).
Modifying the result of [27] we can write that
Fa(x) = 12π3/2
∞∫
0
cos
(
xξ + ξ312 − a
2
ξ
+ π4
)
√
ξ
dξ.
Therefore
Fa(x) = 1
2
√
2π
[
ϕ+(x, a) − ϕ−(x, a)
]
. (3.1)
Introduce the function Ga(x) by the formula Ga(x) = −H {Fa(x)}. Then Fa(x) = H {Ga(x)},
and these functions form a conjugate pair. Moreover,
Ga(x) = 1
2
√
2π
[
ϕ−(x, a) + ϕ+(x, a)
]
= 1
2π3/2
∞∫
0
sin
(
xξ + ξ312 − a
2
ξ
+ π4
)
√
ξ
dξ. (3.2)
In view of (3.1) and (3.2) we can write that
Fa(x) + iGa(x) = 12π3/2
∞∫
0
exp
[
i
(
xξ + ξ312 − a
2
ξ
+ π4
)]
√
ξ
dξ.
Theorem 9. For α > −1/2 and x ∈ R fractional derivatives of the functions Fa(x) and Ga(x)
have representations
Dα
{
Fa(x)
}= 22(α−1)/3√
2π
{(
Dα−1/2Ai
)(
22/3x
)− (Dα−1/2Gi)(22/3x)
− 2a
∞∫
0
[(
Dα−1/2Ai
)(
22/3
(
x + η2))− (Dα−1/2Gi)(22/3(x + η2))]J1(2aη)dη} (3.3)
and
Dα
{
Ga(x)
}= 22(α−1)/3√
2π
{(
Dα−1/2Ai
)(
22/3x
)+ (Dα−1/2Gi)(22/3x)
− 2a
∞∫
0
[(
Dα−1/2Ai
)(
22/3
(
x + η2))+ (Dα−1/2Gi)(22/3(x + η2))]J1(2aη)dη}. (3.4)
Proof. Setting t = 1/12 in (1.7) and computing D−1/2E in accordance with (1.7) we obtain
ϕ+(x, a) = 22/3
[
D−1/2
{
Ai
(
22/3x
)}− a ∞∫ D−1/2{Ai(22/3(x + y))}J1(2a√y)√
y
dy
]
.0
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ϕ−(x, a) = 22/3
[
D−1/2
{
Gi
(
22/3x
)}− a ∞∫
0
D−1/2
{
Gi
(
22/3(x + y))}J1(2a√y)√
y
dy
]
.
Therefore, applying the operator Dα to both sides of (3.1) we get
Dα
{
Fa(x)
}= 22(α−1)/3√
2π
{(
Dα−1/2Ai
)(
22/3x
)− (Dα−1/2Gi)(22/3x)
− a
∞∫
0
[(
Dα−1/2Ai
)(
22/3(x + y))− (Dα−1/2Gi)(22/3(x + y))]J1(2a√y)√
y
dy
}
.
Making the change of variable √y = z we deduce (3.3). Computing a Hilbert transform of
both parts of (3.3) and changing Ai(x) and Gi(x) to its conjugates according to (2.6) and (2.7)
yields (3.4). 
Representations (3.3) and (3.4) are especially convenient for computing semi-integer deriva-
tives of the functions Fa(x) and Ga(x).
Corollary 6. Semi-integer derivatives of the functions Fa(x) and Ga(x) are given by the formulas
Dn+1/2
{
Fa(x)
}= 2(2n−1)/3√
2π
{(
DnAi
)(
22/3x
)− (DnGi)(22/3x)
− 2a
∞∫
0
[(
DnAi
)(
22/3
(
x + η2))− (DnGi)(22/3(x + η2))]J1(2aη)dη}
and
Dn+1/2
{
Ga(x)
}= 2(2n−1)/3√
2π
{(
DnAi
)(
22/3x
)+ (DnGi)(22/3x)
− 2a
∞∫
0
[(
DnAi
)(
22/3
(
x + η2))+ (DnGi)(22/3(x + η2))]J1(2aη)dη},
where n = 0,1,2, . . . , Dn is defined by (2.33), and the functions Ai(x) and Gi(x) solve Eqs. (2.1)
and (2.4), respectively.
In conclusion we notice that passing to the limit as a → 0 in (3.3) and (3.4) yields the formu-
las (2.24) and (2.25).
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