Recent work has shown that multimodal association areas-including frontal, temporal and parietal cortex-are focal points of functional network reconfiguration during human learning and performance of cognitive tasks. On the other hand, neurocomputational theories of category learning suggest that the basal ganglia and related subcortical structures are focal points of functional network reconfiguration during early learning of some categorization tasks, but become less so with the development of automatic categorization performance. Using a combination of network science and multilevel regression, we explore how changes in the connectivity of small brain regions can predict behavioral changes during training in a visual categorization task. We find that initial category learning, as indexed by changes in accuracy, is predicted by increasingly efficient integrative processing in subcortical areas, with higher functional specialization, more efficient integration across modules, but a lower cost in terms of redundancy of information processing. The development of automaticity, as indexed by changes in the speed of correct responses, was predicted by lower clustering (particularly in subcortical areas), higher strength (highest in cortical areas) and higher betweenness centrality. By combining neurocomputational theories and network scientific methods, these results synthesize the dissociative roles of multimodal association areas and subcortical structures in the development of automaticity during category learning.
Introduction
Network science provides a set robust tools that are increasingly used to describe and understand neural systems (Bullmore and Sporns, 2009; Sporns, 2014) . Neurons or brain regions are represented as network nodes, and structural or functional connections between regions are represented as network edges. Recent studies demonstrate that the topology of functional brain networks can reconfigure quickly as the result of learning (Bassett et al., , 2013b and task engagement (Bassett et al., 2006; Kitzbichler et al., 2011; Ekman et al., 2012; Fornito et al., 2012) . In several cases, this reconfiguration leads to more integrated and less segregated processing (Kitzbichler et al., 2011; Ekman et al., 2012; Cole et al., 2014) , and involves strong reconfiguration in some nodes, while global network properties can remain relatively stable (Bassett et al., 2006; Moussa et al., 2011; Rzucidlo et al., 2013) . In particular, nodes in multimodal association areas-within frontal, temporal and parietal cortex-flexibly change their community affiliation during learning (Bassett et al., , 2013b , their connectivity pattern during rule application and preparatory attention (Ekman et al., 2012; Cole et al., 2013) , and the cost-efficiency of their connectivity during accurate performance of working memory tasks (Bassett et al., 2009) .
Despite these results, it is unlikely that connectivity changes in cortical association areas underlie functional network reconfigurations across all tasks. For example, connectivity changes and integrative processing in the basal ganglia are likely to be of upmost importance during initial learning of some categorization tasks (Ashby and Ennis, 2006) . With the development of automatic performance, the basal ganglia might lose their central role (Waldschmidt and Ashby, 2011) as direct sensory-motor connections are formed (DeGutis and D'Esposito, 2009 ). This implies a switch to a more direct, efficient form of integration that does not require mediation by multiple synaptic connections (see Ashby et al., 2007) .
These two stages of learning-category learning and automaticity-should be reflected differently in different behavioral measures of performance (Ashby et al., 2007) . Relatively fast changes in accuracy tend to reflect initial learning supported by the basal ganglia and related subcortical areas, whereas slower changes in the speed of correct responses tend to reflect the switch to cortically controlled automatic performance. This dissociation in behavioral measures can be used to study whether and how changes in functional networks are related to different stages of category learning. We can expect changes in the connectivity of subcortical areasinstead of cortical association areas-to predict initial category learning best. Furthermore, this central role of the basal ganglia should be more apparent in the prediction of accuracy than in the prediction of response times.
Here we explore these predictions using a combination of network science and multilevel regression . We study how changes in the connectivity of small brain regions can predict behavioral changes during extensive training in a task known to foster procedural category learning (Ashby et al., 2003) .
Materials and Methods

Experimental procedures
Participants. Ten healthy undergraduate students from the University of California, Santa Barbara (6 males, 4 females) voluntarily participated in this study in exchange for course credit or a monetary compensation. This is a small, but sufficient sample size ) that has been shown to provide unbiased estimates of regression coefficients in multilevel regression ; see discussion in the supplementary material). All participants gave their written informed consent to participate in the study. The institutional review board of the University of California, Santa Barbara, approved all procedures in the study.
Standard univariate and multivariate analyses of the imaging data acquired on this sample have been previously reported (Waldschmidt and Ashby, 2011; Soto et al., 2013) . We excluded one person from the full sample of eleven participants due to incomplete data.
Behavioral task. The stimuli were circular sine-wave gratings of constant contrast and size (see example in Figure 1A ) that varied in orientation from 20° to 110° and in frequency from 0.25 to 3.58 cycles per stimulus width. Figure 1B shows the category structure used to train participants; each dot in the figure represents a different stimulus and the dotted line represents the boundary separating the two categories. Previous research suggests that this task is mastered by people through procedural learning (e.g., Ashby et al., 2003; Maddox et al., 2004) . During each trial, participants were presented with one of these stimuli and had to identify the category to which the stimulus belonged by pressing a button; this was followed by feedback indicating the accuracy of the response. Stimuli were presented and responses were recorded using MATLAB augmented with the Psychophysics Toolbox (Brainard, 1997) , running on a Macintosh computer. For a more detailed description of the stimuli and apparatus, see (Helie et al., 2010) .
The experiment consisted of 23 sessions of training in the categorization task, four of which were conducted in the MRI scanner. The training sessions were carried out over 23 consecutive workdays, one session per day. The scanning sessions were sessions 2, 4, 10 and 20, and each consisted of 6 blocks of 80 stimuli, for a total of 480 stimuli per session. Participants selected their responses through response boxes, where the button box in their left hand was correct for the category at the top-left of the bound in Figure 1B , and the button box in their right hand was correct for the category at the bottom-right of the bound in Figure 1B . Feedback was displayed for 2 s and consisted of a green check mark for correct responses or a red "X" mark for incorrect responses. If it took more than 2 s for the participant to respond, a black dot was displayed indicating that the response was too slow. Half of the trials included the presentation of a cross-hair before the stimulus presentation.
The 19 sessions of categorization training outside the scanner were similar to the scanner session, but carried out on a Macintosh computer. For a more detailed description of these sessions, see (Helie et al., 2010) .
Neuroimaging. A rapid event-related fMRI procedure was used. Images were obtained using a 3T Siemens TIM Trio MRI scanner at the University of California, Santa Barbara Brain Imaging Center. The scanner was equipped with an 8-channel phased array head coil. Cushions were placed around the head to minimize head motion. A localizer, a GRE field mapping (3 mm thick; FOV: 192 mm; voxel: 3×3×3 mm; FA=60°) , and a T1-flash (TR=15 ms; TE=4.2 ms; FA=20°; 192 sagittal slices 3-D acquisition; 0.89 mm thick; FOV: 220 mm; voxel: 0.9×0.9×0.9 mm; 256×256 matrix) were obtained at the beginning of each scanning session, and an additional GRE field-mapping scan was acquired at the end of each scanning session. Functional runs used a T2*-weighted single shot gradient echo, echo-planar sequence sensitive to BOLD contrast (TR: 2000 ms; TE: 30 ms; FA: 90°; FOV: 192 mm; voxel: 3×3×3 mm) with generalized auto calibrating partially parallel acquisitions (GRAPPA). Each scanning session lasted approximately 90 min.
Data analysis
fMRI data preprocessing. The data series from each block was preprocessed using FEAT (fMRI Expert Analysis Tool) version 5.98 in FSL (www.fmrib.ox.ac.uk/fsl). Preprocessing included motion-correction to the middle volume in the series using tri-linear interpolation with six degrees of freedom in MCFLIRT , slice timing correction (via Fourier time-series phase-shifting), BET brain extraction, and a high pass filter with a cutoff of 50 s. The data were not spatially smoothed during preprocessing to avoid artificially increasing the correlation between adjacent network nodes . Each functional scan was registered to the corresponding structural scan using FLIRT (Jenkinson and Smith, 2001; linear registration with its default settings. Each structural scan was registered to the MNI152-T1-2 mm standard brain using FNIRT (Andersson et al., 2007) nonlinear registration with its default settings. The resulting linear and nonlinear transformations were jointly used to transform the data series from subject space to standard space using trilinear interpolation.
Definition of regions of interest. We were interested in measuring the functional connectivity of local clusters of voxels within regions of interest (ROIs) that are thought to be part of the brain network involved in category learning. With this goal in mind, we started by defining 36 anatomical ROIs previously reported to be involved in visual category learning and automaticity (for a more in-depth discussion of the hypothesized functional role of each ROI in categorization and the empirical evidence, see Soto et al., 2013) .
The anatomical boundaries of each ROI were created in MNI152-T1-2 mm standard space using atlases included in FSL (Harvard-Oxford structural atlases, Oxford thalamic connectivity probability atlas, and Juelich histological atlas). Visual areas included the extrastriate cortex and inferotemporal cortex. Motor areas included primary motor cortex and premotor cortex. The premotor cortex was divided into the supplementary motor area (SMA), pre-SMA, ventral premotor area and dorsal premotor area as defined by (Picard and Strick, 2001) . Subcortical areas included the caudate, putamen, pallidum, and thalamic areas. The caudate was divided into a head region and a body and tail region according to (Nolte, 2008) . Using the Oxford thalamic connectivity probability atlas, we defined the medial dorsal nucleus of the thalamus as the thalamic area connected to prefrontal cortex, and the ventral anterior and ventral lateral nuclei of the thalamus as the thalamic area connected to primary motor and premotor cortices (Martin, 2003) . Other cortical areas included the anterior cingulate cortex (ACC), prefrontal cortex (PFC) and hippocampus. The medial and posterior parts of the ACC were extracted following (Vogt et al., 2004) . Following the definition given by (Petrides and Pandya, 2004) , the dorsolateral PFC was extracted by joining the superior and middle frontal gyri and subtracting all premotor areas. Ventrolateral PFC was extracted using an inclusive definition from (Petrides and Pandya, 2004) , which includes Brodmann areas 44, 45 and 47. For each of the aforementioned areas, we defined a left and a right ROI.
Definition of network nodes. The study of functional networks requires a definition of nodes and a measure of the functional connectivity between pairs of such nodes. Such functional connectivity measures are stored in an adjacency matrix W, with cell W ij representing the functional connectivity between nodes i and j. The matrix W is the starting point for all networkbased analyses (see below). Two common ways to define nodes in the study of functional networks are (i) the areas obtained from a brain atlas and (ii) spheres of a given radius centered at coordinates of interest (Varoquaux and Craddock, 2013) . Here we take an intermediate strategy between those two approaches. We focused on the atlas-based ROIs defined in the previous section, which are thought to cover most of the brain network involved in visual category learning (see Soto et al., 2013) . However, averaging the signal from such large areas could make it difficult to determine whether small clusters of voxels within each area are specifically related to categorization performance. Therefore, we subdivided each ROI into small clusters of voxels. Starting with a brain mask in MNI152-T1-2 mm standard space, we defined a rectangular box that enclosed this mask and divided it into 12×12×12 mm cubes (6×6×6 voxels). This size is comparable to the spheres of 5-10 mm radius commonly used in the literature (Power et al., 2011; Varoquaux and Craddock, 2013) . If at least 75 voxels (~35%) of a cube fell inside an ROI, then the overlap between the cube and the ROI was defined as a node (for a similar approach, see ). There was no spatial overlap between nodes (i.e., each voxel was included in only one node). This resulted in a total of 742 node masks, an order of magnitude larger than the common Automated Anatomical Labeling (AAL) atlas , finely covering the visual category learning network.
Computation of functional connectivity matrices. We built a functional connectivity matrix from each of the 24 pre-processed data series (from 6 separate blocks in each of 4 scanning sessions) separately for every participant. We chose to focus on task-related functional connectivity, and therefore removed all volumes before the first stimulus presentation and 20 seconds after the last stimulus presentation. The time series of each voxel in a node mask were averaged and the maximum-overlap discrete Daubechies 4 wavelet transform (Percival and Walden, 2000) of this averaged signal was computed using the WMTSA toolbox for MATLAB version 0.2.6 (Cornish, 2006) . The wavelet transform was computed at three scales and, because the sampling frequency (TR) was 2 s, scale one corresponded approximately to 0.125-0.25 Hz, scale two corresponded approximately to 0.06-0.125 Hz, and scale three corresponded approximately to 0.06-0.03 Hz. All analyses focused on scale two, which contains the most relevant information for the goals of the present study and has been used in previous studies relating changes in network measures to behavior (e.g., Ekman et al., 2012) . Although scale one includes frequencies below the Nyquist frequency of 0.25, which could potentially carry information about functional connectivity, the hemodynamic response function acts as a low-pass filter on the underlying neural activity and the signal in high frequencies close to the Nyquist limit can become uninformative (Sun et al., 2004) . This is confirmed by experimental estimates showing that both task-related functional connectivity (Richiardi et al., 2011; Sun et al., 2004) and resting-state functional connectivity (Cordes et al., 2001; Richiardi et al., 2011) are found predominately in the low-frequency band of 0.00-0.15 Hz and not in higher frequencies.
To build each functional connectivity matrix, we computed the Pearson correlation coefficient between the wavelet coefficients corresponding to each pair of nodes. We chose a threshold value above which the correlation coefficients were retained and below which the correlation coefficients were set to zero. The threshold was chosen separately for each correlation matrix, in two steps that had the goals of controlling false positive statistical associations and obtaining sparse networks. First, a t-test was used to determine whether the correlations deviated significantly from zero and the obtained p-values were corrected for multiple comparisons using a false discovery rate of 5% . The minimal possible threshold was set to the critical value in this omnibus test, which controlled the rate of false positives in each correlation matrix. Second, the value of the threshold was gradually increased in steps of 0.01 and the maximum value yielding a fully connected network was retained. This further reduced the number of edges in the graph, being consistent with the sparsity of anatomical connections in the brain (see Bassett et al., 2006; ). The end result is an adjacency matrix W representing a weighted functional network, with elements W ij equal to zero for pairs of nodes with correlations below the threshold and W ij equal to the wavelet correlation for pairs of nodes with correlations above the threshold. In contrast to the common binary network construction, we chose to employ these weighted networks which retain neurophysiologically relevant information about the strength of functional interactions between network nodes (Bassett et al., 2012; Lohse et al., 2013; Rubinov and Sporns, 2011) .
Computation of network theory measures. We computed six network measures for each functional connectivity matrix using the Brain Connectivity Toolbox for MATLAB : strength, clustering coefficient, characteristic path length, betweenness centrality, intra-modular strength z-score and participation coefficient. These measures were selected from two recent surveys on network diagnostics (Costa et al., 2007; ) because collectively they parsimoniously capture the local structure of the network surrounding individual network nodes. To facilitate interpretation of results and avoid overly complex regression models, we chose to decrease the number of diagnostics employed by (i) focusing on measures that are commonly used in the neuroscientific literature to facilitate ease of comparison between studies, and (ii) not including multiple measures that provided significantly correlated information.
The degree of a node is the number of nodes to which it connects. Specifically, let a ij be a binary variable (i.e., 1 or 0) representing whether or not a connection exists between nodes i and j, and let N represent the total number of nodes. Then the degree of node i is computed as:
Node strength is an extension of the definition of degree to weighted networks (Barrat et al., 2004) , and is defined as the sum of the weights of a node's connections to other nodes. Let W ij represent the absolute value of the correlation between nodes i and j. The strength of node i is:
The weighted clustering coefficient of a node is the fraction of its neighbors that are neighbors of each other. The weighted clustering coefficient of node i can be defined as (Onnela et al., 2005) :
The weighted characteristic path length (Newman, 2010 ) of a node is the average of its weighted shortest path lengths, which are the sum of link lengths separating the node from all other nodes in the network. Let γ i→j represent the set of weighted links along the weighted shortest path from node i to j. Then the weighted characteristic path length was computed as:
The weighted betweenness centrality of node i is the number of shortest paths in the network that pass through node i. Let ρ hj represent the number of weighted shortest paths between nodes h and j, and let ρ hj (i) represent the number of those paths that pass through node i. Then the weighted betweenness centrality of node i is (Freeman, 1978) :
The calculation of additional network diagnostics first required the determination of a partition of network nodes into modules. As in previous research aimed at detecting the community structure of brain networks (e.g., Chen et al., 2008; , the partition of nodes into modules was found by maximizing a modularity quality function. For a given partition, g i and g j represent the modules to which nodes i and j are assigned, respectively. The function δ(g i ,g j ) is the Kronecker delta, and therefore is equal to one when g i = g j and zero otherwise. Then a modularity quality function can be defined as (Newman, 2004) :
We used a Louvain-like locally greedy algorithm (Blondel et al., 2008) to find the partition of nodes into communities that maximized Q. Theoretical work (Good et al., 2010) has shown that maximization of Q is complicated by the fact that many different partitions yield near-optimal values of Q, together forming a high-modularity plateau in the optimization landscape. To deal with this near-degeneracy, we performed 100 optimizations of the modularity quality function using the Louvain heuristic and we extract a consensus partition from the resulting 100 partitions using the consensus partition method proposed by (Bassett et al., 2013a) . Additional results of the analysis of modularity can be found in the supplementary material.
Given a partition of the network into modules, the intra-modular strength is the sum of connection weights of a node with nodes from its own module m:
This value is standardized to obtain an intra-modular strength z-score (based on the binary version of this diagnostic first introduced in Guimera and Amaral, 2005) :
where s m and σ m represent the mean and standard deviation (respectively) of the strength distribution for module m.
Given a partition of the network into modules, the participation coefficient (based on the binary version of this diagnostic first introduced in Guimera and Amaral, 2005) measures the uniformity of the distribution of connections of a node to nodes from all partitions. Values close to one reflect a uniform distribution of connections, and values close to zero reflect a high concentration of connections to only one or a few modules. The measure is defined as:
Multilevel regression. We used multilevel regression to explore the relationship between local network dynamics and behavioral changes across blocks of training in the categorization task. These analyses were performed using the package lme4 (Bates et al., 2014) within the statistical software R v. 3.0.2 (R Development Core Team, 2014). Accuracy and mean correct response time at each training block were used as outcome variables in separate analyses, with node measures as predictor variables.
Because collinearity and multicollinearity of the predictors can have adverse effects on the estimates of regression coefficients , we performed a collinearity analysis (see supplementary material) which revealed that characteristic path length and strength were almost perfectly correlated across all nodes (with a median of -0.97 and a range of -0.85 to -0.99). For this reason, we decided to exclude characteristic path length from the regression analysis. The remaining predictors were strength, clustering coefficient, betweenness centrality, intra-modular strength z-score and participation coefficient. The collinearity analysis did not reveal any remaining issues in this set of predictors.
Initial scrutiny of the behavioral data revealed extremely poor performance (near-chance performance and response times larger than 1,000 ms) by a single participant during the first three blocks of training. Because performance jumped to high levels after these three blocks, it is likely that the initial outliers were produced by the introduction of the task in the scanner (e.g., by misunderstanding of instructions). The three outlier data points were removed from all analyses to avoid the influence of a likely artifact on the results.
To determine possible violations of the assumptions underlying linear regression, particularly homoscedasticity and normality of residuals, we performed an analysis of the distribution of residuals after performing an initial regression analysis using the untransformed percent of correct choices and mean response times (see supplementary material). This analysis revealed violations of the assumptions of the linear regression model. These violations were corrected by applying an arcsine-square-root transformation to the accuracy data and a power transformation to the response time data (recommended in .
Because our main interest was to explore how local network dynamics are related to behavioral changes across training in the categorization task, block was the main unit of analysis in the model. We used a varying-intercepts model , which includes a group intercept and individual intercepts for each participant, but only a group regression weight for each predictor. This implements the assumption that different participants showed different baseline levels of performance in the task, but that the relation between network measures and behavior (represented by a single regression coefficient) was the same across participants.
For each node and outcome variable, six models were initially fit to the data: a null model and five explanatory models. It is important to note that model selection does not follow the logic of frequentist null hypothesis significance testing. However, after model selection, we do confirm whether the selected model is better than the null through a likelihood ratio test. This test does follow frequentist logic and is therefore corrected for multiple comparisons.
The null model included only intercepts and no predictors, representing a baseline of performance that was constant across blocks but could vary across participants. This model was used to test whether variations in the predictors across blocks could explain additional variation in behavior. The simplest explanatory model included each of the predictors, but no interaction terms. Although this model had the advantage of being easy to interpret, theoretical considerations suggest that specific combinations of values for two or more predictors could describe the role of a node in the network better than all predictors considered separately. For example, it has been suggested that specific combinations of values for the participation coefficient and intra-modular strength z-score might determine a set of discrete roles for network nodes (Guimera and Amaral, 2005) . Because we had no hypotheses about the specific interaction terms that might be important for the prediction of behavior, our approach was to fit a sequence of models of increasing complexity, with each model in the sequence incorporating all interactions one level above those included by the previous model. Thus, one model included all interactions between two predictors, the next model included all interactions between two or three predictors, and so on. The most complex model that we considered included five-predictor interactions.
Each model was fit to the data using maximum likelihood estimation. Model selection was performed using the Akaike information criterion (AIC Akaike, 1974) . However, as the AIC is known to be biased for small samples (Burnham and Anderson, 2004) , we used a version that corrects for this bias (Hurvich and Tsai, 1989) :
where L is the likelihood of the model at the solution, p is the number of free parameters in the model and T is total number of data points. Given a set of candidate models indexed by d = 1, 2, ... D, it is possible to obtain an estimate of the probability that each of them is the best model in the set, computing AIC weights (Burnham and Anderson, 2004) :
where
and AIC min is the lowest AIC value for the set of D models. The best-fitting model for a particular node is the one that produces the smallest AIC and largest AICw. AIC selects a model with enough complexity to explain as much variability in the behavioral data as possible without overfitting (Burnham and Anderson, 2004) . We used this approach to determine: (i) whether including node measures as predictors in the model provided a better description of behavior than the null model, and (ii) whether or not complex models (with second-or higher-order interactions among predictors) would provide a better description of behavior than a simple model assuming independent influences from each predictor.
After model selection, nodes for which the best-fitting model was the null model were removed from the following analyses. When the best-fitting model was not the null, we confirmed that the selected model provided a better fit than the null model by performing a likelihood ratio test. The p-values from such tests were corrected for multiple comparisons using a false discovery rate of 5% . Only nodes in which the bestfitting model provided a significantly better fit than the null model were included in the subsequent analyses. In this way, the outcome of model selection with AIC was supported by an additional criterion based on a traditional statistical test. This procedure resulted in a sample of nodes that were deemed predictive of behavior according to a rather conservative criterion.
Analysis of regression coefficients. Because the best-fitting model in the large majority of predictive nodes did not include interaction terms (see Results section), we were able to focus on such nodes to study the relationship between node measures and behavior as expressed through the regression coefficients from the model. Because better performance is related to higher accuracy but lower response times, we reversed the sign of the regression coefficients from the response time analysis to make them more comparable to those from the accuracy analysis.
In the first part of this analysis, we determined whether the overall distribution of regression coefficients across nodes was biased towards positive or negative values for different node measures. We would expect such biases if a particular node measure was predictive of specific changes in behavior across a majority of nodes. For example, an increase of strength for most connections (i.e., more integrative processing) could be predictive of increments in accuracy. Under the null hypothesis of centered distributions (i.e., with median equal to zero), the number of coefficients larger than zero follows a binomial distribution. We used this fact to statistically determine whether the bias present in each distribution was larger than expected by chance.
Next, we determined whether the distribution of coefficients for a given predictor varied depending on whether the outcome variable was accuracy or response time. As indicated earlier, changes in these two behavioral measures should correlate with different learning mechanisms: accuracy with early category learning and response time with later automaticity learning (Ashby et al., 2007) . To compare the two distributions, we performed a permutation test on the absolute difference in median regression coefficient, by randomly re-ordering the outcome label ("accuracy" and "response time") of each regression coefficient 10,000 times and computing the absolute difference in medians after such randomization. This resulted in a distribution of difference values under the null hypothesis that the distribution of regression coefficients was the same for accuracy and response times, which was used to determine whether the observed difference was significantly higher than expected by chance.
Finally, to analyze the distribution of mean AICw and regression coefficients across ROIs, we ranked such values and computed mean rankings for different area types (subcortical, visual, motor and high-level areas). To determine whether these mean rankings were different from what would be expected by chance, we performed permutation tests by randomly reordering the area types of all nodes involved in a particular analysis 10,000 times and computing the mean ranking of each area type after such randomization. This resulted in a distribution of mean rankings under the null hypothesis of no effect of area type, which was used to determine whether the observed ranking for each area type was significantly higher than expected by chance. The same distributions were used to determine whether the observed difference between accuracy and response time in mean ranking of each area type was significant. Figure 1C -D plots behavioral data as a function of training blocks for individual participants and the group mean, demonstrating that performance improved across blocks. Interestingly, mean accuracy (top) reached asymptotic levels around block 7 (second scanner session) while mean response time continued to improve across training. Figure 1E confirms that accuracy and correct response time were weakly correlated across blocks and participants (Pearson's r = -0.2, p < 0.01), consistent with the possibility that different neurophysiological mechanisms might underlie changes in each behavioral variable. 
Results
Behavioral results
Model selection and distribution of predictive nodes
Out of the 742 nodes in each network, 148 passed our criteria to be considered predictive of changes in accuracy across training, whereas 129 passed our criteria to be considered predictive of changes in response times. The best-fitting models at these nodes had variable complexity, as indexed by the level of interaction terms included in the model. Histograms of the frequency distributions of selected levels of interaction are shown in Figure 2A . For the large majority of nodes, the selected model was one in which no interaction terms were included (level 1), followed by a small proportion of nodes in which the best model included only interactions between pairs of predictors (level 2). Best models with interaction levels larger than 2 were comparatively infrequent. These results suggest that in most cases complex combinations of node measures are not required for the prediction of variations in behavioral measures. Rather, individual node measures can be related to behavioral changes in a straightforward, easily interpretable manner. We therefore focused on those nodes for which the best-fitting model had no interaction terms and we determined the relationship between each node measure and behavior variables through an analysis of regression coefficients (see below). Figure 2B shows the distribution of AICw (Eq. 11) for predictive nodes across cortical regions. It can be seen that predictive nodes were distributed evenly across the included cortical areas, with high AICw in motor, prefrontal and visual areas. The bar plots depict mean AICw across ROIs, with ROIs ranked from highest to lowest AICw. Nodes in which the best model was the null model were assigned an AICw of zero. The resulting values summarize how predictive of behavior was each ROI relative to its overall size (i.e., number of nodes in the ROI). Bars are colored according to the type of area they represent, with blue bars representing visual areas, green bars representing motor areas, yellow bars representing areas related to high-level cognition (prefrontal areas and the hippocampus), and red bars representing subcortical areas. Figure 2B shows that subcortical ROIs were the most highly predictive of behavior in the analysis of accuracy. Areas related to high-level cognition were the least predictive of behavior, whereas motor and visual areas tended to be in the middle of the ranking. A permutation test revealed that the mean ranking of subcortical areas was significantly higher than expected by chance, x = 9.83, p <0 .001, the mean ranking of high-level cognition areas was significantly lower than expected by chance, x = 26.5, p < 0.01, and the mean ranking of visual ( x = 17) and motor ( x = 21.5) areas was not significantly different from chance, p > 0.1. Figure 2B reveals a similar ranking of areas in the analysis of response times; that is, subcortical areas are ranked relatively high, high-cognition areas are ranked relatively low, and motor and visual areas fall between the two extremes. However, the separation of rankings by area type is less clean that that observed in accuracy. Permutation tests indicated that, for response times, the mean rankings of visual areas was significantly higher than expected by chance, x = 10.75, p < 0.05, whereas the mean rankings of subcortical areas ( x = 16.5), motor areas ( x = 19.2), and higher-level cognition areas ( x = 23.3), were not significantly different from what would be expected by chance (all p > 0.05). Furthermore, it was found that the mean ranking of subcortical areas was significantly higher for accuracy than for response times, p < 0.05, but differences in other area types were not significant (p > 0.05). 
Relation between local network measures and behavior
Next, we were interested in characterizing the direction and magnitude of the relationship between each node measure and behavioral performance, which is possible through exploration of the regression coefficients obtained from the best-fitting multilevel model at each node. The addition of interaction terms in the model makes the interpretation of each predictor difficult. Fortunately, as shown in Figure 2A , for most nodes the best fitting model did not include any interaction terms. We therefore focused on these nodes and ignored the minority of nodes with best-fitting models that included interaction terms.
Clustering coefficient. Figure 3 shows the distributions of standardized regression coefficients for the clustering coefficient, a measure thought in some contexts to relate to the efficiency of local information processing (Bullmore and Sporns, 2009 ). Panel A shows violin plots with the overall distributions across nodes. The contour of each violin plot represents an estimate of the density of nodes with particular coefficient values, the black bar at the center of each plot represents the interval containing the central 50% of the values in the distribution (bounded by the second and third quartiles), and the white circle inside this bar represents the median of the distribution. Distributions from both the accuracy and response time analysis are clearly unimodal and biased toward positive values (binomial p < 0.001 in both cases). This means that, in general, the presence of higher clustering coefficients across the network was related to better performance of the task. The strength of this bias was higher in the analysis of accuracy than in the analysis of response times (permutation test, p < 0.001), suggesting that the clustering coefficient was a stronger predictor of accuracy than of response time. Figure 3B shows the mean value of regression coefficients for each region of interest, which indicates where in the brain a clustering coefficient was a positive or negative predictor of task performance. In the case of accuracy, almost all of the ROIs show a positive mean value (only left extrastriate cortex has a mean slightly below zero). All area types-each represented with a different bar color-tend to include ROIs with high and low rankings. Permutation tests indicated that mean ranking was not significantly different from what would be expected by chance in any area type.
In the case of response times, only two ROIs show negative mean values (right posterior ACC and right SMA). For all other ROIs, higher clustering coefficients were associated with faster response times on average. Subcortical areas (red bars) tended to have high rankings on average (permutation test: x = 8.11, p < 0.01). All other permutation tests were not significant. Furthermore, the mean ranking of subcortical areas was significantly higher for response time than for accuracy, p < 0.01, whereas the mean ranking of motor areas was significantly higher for accuracy than for response time, p < 0.05. No other differences in mean ranking were significant.
In sum, the relation between the clustering coefficient and task performance was quite straightforward: better performance in terms of both accuracy and speed was accompanied by higher clustering across all area types, with the relation between clustering and speed being particularly strong in subcortical areas. Strength. Figure 4 shows the distributions of standardized regression coefficients for strength, which measures the magnitude of functional connectivity present between nodes in an ROI and the rest of the brain. The violin plots in Figure 4A indicate that the distribution of strength was biased towards negative values when the behavioral outcome measure was accuracy (binomial p < 0.001) and towards positive values when the behavioral outcome measure was response time (binomial p < 0.01). The difference between the two distributions was statistically significant according to a permutation test, p < 0.01.
As shown in Figure 4B , an average negative relationship between accuracy and strength was found only in four ROIs (left extrastriate cortex, right head of the caudate, right SMA and right dorsolateral PFC) and in all cases the mean regression coefficients had a relatively small absolute value. Visual areas (blue bars) showed significantly lower values than expected by chance (permutation test: x = 6.0, p < 0.01). The mean rankings for all other area types were well within the distribution of values expected by chance (permutation test, p > 0.05).
In the case of response times, on average an increase in speed was accompanied by an increase in strength in most ROIs, but there are several exceptions. The mean ranking of each area type was not significantly different from what is expected by chance (permutation test, p > 0.05). The mean ranking of visual areas was significantly lower in the accuracy analysis than in the response time analysis (permutation test, p < .05).
In sum, an increase in accuracy was predicted by a decrease in the connectivity of nodes across the whole network, except for visual areas. On the other hand, an increase in speed was accompanied by an increase in the connectivity of most, but not all nodes. There were eight ROIs that showed on average the reverse relationship between speed and strength (see Figure 4B ) and they were distributed across all area types. These findings suggest that accuracy and speed are differentially driven by stronger versus weaker connectivity between nodes: accuracy requires a cost-efficient decrease in strength whereas speed requires an increase in strength.
Participation coefficient. A weaker form of dissociation between accuracy and response times was found for all other predictors, with the distribution of regression coefficients being biased for one behavioral variable, but not the other. As seen in Figure 5A , in the case of the participation coefficient, the distribution is biased toward positive values when the outcome is accuracy, p < 0.001 and negative values when the outcome is response time, p >0 .50. The difference between the two distributions was not significant, p > 0.05.
Figure 5B confirms that, on average, an increase in accuracy was accompanied by an increase in participation coefficient across practically all ROIs, with this relation being particularly strong in subcortical areas and SMA. Subcortical areas (red bars) had a mean ranking significantly higher than expected by chance (permutation test: x = 9.82, p < 0.01). Permutation tests for other area types were not significant. In contrast, the direction of the relationship between speed and participation coefficient depended on each specific ROI. Area type did not have an influence in the direction of this relationship, as revealed by non-significant permutation tests. The mean ranking of visual areas was significantly lower for response time than for accuracy (permutation test, p < 0.05), but other differences were not significant. Intra-modular strength z-score. The distribution of regression coefficients for intramodular strength z-score in Figure 6A shows a pattern of results quite similar to that found for the participation coefficient: the distribution is biased toward positive values when the outcome is accuracy (p < 0.05) and negative values when the outcome is response time (p >0 .10) and the difference between both distributions was not significant (p > 0.05). Note that this qualifies the previously described negative relationship between strength and accuracy: higher accuracy was predicted by lower strength of connections across the network, but by higher relative strength of intra-modular connections, indicating a reorganization of network geometry. Figure 6B shows that higher accuracy was accompanied by higher intra-modular strength z-score in all subcortical (red bars) and motor (green bars) ROIs, and by lower intra-modular strength z-score in some visual (blue bars) and high-level (yellow bars) ROIs. The mean ranking of subcortical areas was significantly higher than expected by chance (permutation test: x = 10.82, p <0 .05), whereas the mean ranking of visual areas was significantly lower than expected by chance ( x = 25.5, p < 0.01). Other tests were not significant.
From the response time analysis, the distribution of mean values across ROIs appears less straightforward. Permutation tests on mean rankings were not significant for any area type (all p > 0.05). The mean ranking of visual areas was significantly lower in the analysis of accuracy than in the analysis of response time, p < 0.01, but other differences were not significant.
In sum, since the distribution of regression coefficients for both participation coefficient ( Figure 5A ) and intra-modular strength z-score ( Figure 6A ) showed a positive bias in the analysis of accuracy, higher accuracy was accompanied by nodes having a connection profile increasingly similar to that of connector hubs (Guimera and Amaral, 2005) , which are nodes that allow communication between functionally segregated network communities. This was true for most ROIs, with the exception of visual and some high-level areas ( Figure 6B ), in which higher accuracy was accompanied by a connection profile increasingly similar to that of connector non--hubs. The relationship between the role of a node in the network's community structure and speed in the task was idiosyncratic to each specific node and was not influenced by area type.
Betweenness centrality. Betweenness centrality showed a pattern opposite to that of the previous two predictors, with the distribution of regression coefficients ( Figure 7A ) being biased towards negative values in the analysis of response times, p < 0.001, but not biased in the analysis of accuracy, p > 0.50. The difference between distributions was significant, p < 0.05.
The distribution of mean coefficients across ROIs ( Figure 7B ) reveals that only nine ROIs showed a slightly positive average relation between speed in the task and betweenness centrality. The mean rankings of all area types were not significantly different from what would be expected by chance.
The average relationship between accuracy and betweeness centrality depended on each specific ROI and did not seem to be consistent for any area type. All permutation tests on mean ranking of different area types were not significant (p > 0.10). Tests on the difference in mean ranking for each area type between accuracy and response times were also not significant (p > 0.10). 
Head motion analysis.
Several recent studies have shown that in-scanner head motion artificially modifies measures of functional connectivity in resting-state fMRI studies and can affect measures derived from network theory . To account for a possible effect of head motion on our results, we repeated our analyses after removing the influence of head motion from the behavioral variables.
We computed the mean relative displacement (MRD; in each functional scan from estimates of head motion provided by MCFLIRT . We used multilevel regression models with the MRDs as predictors to regress-out the influence of motion from the values of behavioral variables (accuracy and response time). Regressing-out summary statistics of motion in the group-level analysis has been proposed as a way to control for the effects of motion that persist after preprocessing at the individual level . We then repeated all our analyses using these motion-corrected outcome variables. We found no indication that a motion artifact could drive the results reported here, which were reproduced in the analysis of motion-corrected data (for more details, see supplementary material).
Discussion
Our results demonstrate that it is possible to successfully explain variation in performance across training in a categorization task from the geometric network properties of small regions in categorization-related brain areas. As expected, we found that the geometric network properties of nodes in subcortical areas were particularly informative about changes in accuracy, but much less informative about changes in speed of correct responses. This observation is in line with neurocomputational models of automaticity in categorization (see Ashby et al., 2007) , which predict that changes in accuracy are due to initial learning supported by basal ganglia, whereas changes in speed of correct responses are largely due to the development of direct connections between sensory and motor areas as skills become automatic.
The best-fitting models for most nodes did not include interaction terms, allowing a straightforward interpretation of the relationship between network predictors and behavior. Increments in accuracy were predicted by a higher clustering coefficient, participation coefficient and intra-modular strength z-score, and by lower strength across the network. The connection strength of nodes within visual areas, both across the whole network and within modules, did not show the same relationship with accuracy as in other areas. On the other hand, speed of correct responses was predicted by higher clustering, higher strength and lower betweenness centrality. This pattern of changes is strikingly similar to that reported in prior studies of motor learning (Heitger et al., 2012) , suggesting that these changes in network properties may form a generalizable mechanism of behavioral change across all highly-practiced procedural tasks.
With the exception of the clustering coefficient, we observed a dissociation between accuracy and response times regarding which network properties could consistently explain behavioral changes. For example, higher strength predicted lower accuracy but higher speed of correct responses. This dissociation is in line with the idea that different learning mechanisms are involved in changes of accuracy and speed throughout categorization training. However, the specific relationships found between network measures and behavior are not predicted by neurocomputational theories of categorization and are easier to interpret within the more general framework of network science.
Effortful processing, automaticity and network geometry
Recent work has linked effortful information processing during working memory (Kitzbichler et al., 2011) and preparatory attention (Ekman et al., 2012) to higher integration and lower segregation in functional networks. Neurocomputational models (e.g., Ashby et al., 1998) also suggest higher integration during initial category learning in our task, but orchestrated by the basal ganglia and related subcortical structures. The results both support and qualify this hypothesis: learning is predicted by a form of integration that accounts for the network's community structure. Higher accuracy was predicted by higher integration within and across network modules-as measured by the intra-modular strength and participation coefficient, respectively. These changes at the meso-scale were accompanied by lower integration (strength) and higher segregation (clustering) at the global scale of the whole network.
Nodes with a profile increasingly similar to connector hubs predicted higher accuracy. Connector hubs allow communication between functionally segregated network communities and their presence in prefrontal cortex has been previously linked to performance of a motor task (Bassett et al., 2006) . It is intuitively plausible that the increased presence of connector hubs enables flexible reconfiguration of brain networks, thereby facilitating learning (Bassett et al., , 2013b . Here, task-related connector hubs were particularly noticeable in subcortical areas, which is consistent with the nature of our task (see Ashby and Spiering, 2004; Ashby and Ennis, 2006) .
Taking speed of correct choices as an index of automaticity learning, we found that automaticity is related to increased segregation, as indexed by the clustering coefficient, a relationship that was particularly strong in subcortical areas. This supports our hypothesis that the basal ganglia and related subcortical areas are involved in integrative processing early in category learning, but are released from such function with overtraining. Previous findings of decrements in dynamic centrality with learning of a motor task have also been interpreted as arising from a lower requirement for integration as a skill becomes automated (Mantzaris et al., 2013) . Furthermore, the rate of decreased integration between motor and visual modules in a finger sequencing task practiced over 6 weeks predicted individual differences in learning, further highlighting the utility of network segregation for automatic processing .
Although automaticity learning was also predicted by an increase in strength in many ROIs, this effect appeared stronger in visual and motor areas than in subcortical areas ( Figure  4B ). Strength is a measure of the connectivity of pairs of regions, which is expected to increase in cortical areas as automaticity develops. On the other hand, integration involving more than two regions, as measured by betweenness centrality, did decrease with automaticity.
Focal points of functional network reconfiguration are task-specific.
Several recent papers have shown that multimodal association areas-including frontal, temporal and parietal cortex-are focal points of functional network reconfiguration during learning and the performance of cognitive tasks (Bassett et al., 2006 (Bassett et al., , 2009 (Bassett et al., , 2013b Ekman et al., 2012; Fornito et al., 2012; Cole et al., 2013) . Here, the network geometry of frontal and medial temporal nodes played only a minor role in explaining behavioral changes, whereas subcortical areas played a major role. One likely explanation for this departure from previous studies is that they used tasks that engage explicit processes, such as working memory (Bassett et al., 2009) , preparatory attention (Ekman et al., 2012) , memory recollection (Fornito et al., 2012) and rule use (Cole et al., 2013) . On the other hand, we used a categorization task known to engage implicit procedural learning (Ashby et al., 2003; Maddox et al., 2004) mediated by the basal ganglia (Ashby and Spiering, 2004; Ashby and Ennis, 2006) .
It is unlikely that a single set of brain regions drives functional network reconfigurations across all tasks. However, some general principles might still be at work. For example, areas with structural connections to a variety of other areas across the brain are more likely to play a role in integrative function (Sporns, 2013 (Sporns, , 2014 van den Heuvel and Sporns, 2013) . Both multimodal association areas in cortex and the basal ganglia fit this description. The basal ganglia in particular receive projections from most of the cortex and project back to it through the thalamus (Haber and Johnson Gdowski, 2004) , which might explain their strong functional connections to key cortical hubs (Zuo et al., 2012) and their role in learning and cognitive function (e.g., Ashby and Ennis, 2006; Ding and Gold, 2013; Doyon et al., 2009; Packard and Knowlton, 2002) .
Methodological considerations
It has been proposed that pre-selecting a small subset of graph measures for analysis is a questionable practice (Ekman et al., 2012) . Here we chose a small number of measures because one of our main goals was to interpret the relationship between graph measures and behavior, as revealed by regression coefficients. Including all possible measures makes the interpretation of individual weights impossible due to collinearity issues ; see supplementary material).
Here we study networks built using functional connectivity measures, which are measures of statistical association between signals in pairs of nodes. Measures of functional connectivity may or may not reflect the strength of information transmission between two areas, as the former can change without changes in the latter (Friston, 2011; Horwitz, 2003) . However, the interpretation of our results does not change significantly when we take these issues into consideration. For example, correlated signals suggest that two areas, if not directly connected, at least process similar information or process information in a similar way. Network measures can still be interpreted in terms of integration and segregation of function, and integration may be more costly than segregation if it utilizes redundant information processing.
On the other hand, an area may change functional connectivity without any underlying change in effective connectivity (Friston, 2011) , meaning that localization of an effect in a particular ROI suggests, but does not imply, localization of the underlying mechanisms in that ROI. Finally, relations between functional connectivity changes and behavioral changes should not be interpreted as causal, since both are likely the product of latent changes in effective connectivity.
Conclusions
Using network science and multilevel regression, we showed that changes in the connectivity of small regions can predict behavioral changes during training in a visual categorization task. As expected, we found that changes in the connectivity of subcortical areas were particularly critical for predicting changes in accuracy reflecting initial learning. Such initial learning was predicted by increasingly efficient integrative processing in subcortical areas, with higher functional specialization, more efficient integration across modules, but at a lower cost in terms of redundancy of information processing. Changes in speed of correct responses, reflecting automaticity learning, were predicted by lower clustering (particularly in subcortical areas), higher strength (highest in cortical areas) and higher betweenness centrality. These results support and bring together two recent theoretical developments in computational cognitive neuroscience: neurocomputational theories of category learning and automaticity (Ashby et al., 1998 (Ashby et al., , 2007 and the application of network science to understanding brain connectivity (Bullmore and Sporns, 2009; Sporns, 2014) .
Supplementary Material
Small sample sizes in multilevel regression
The sample sizes used in this study included 10 participants and 24 observations per participant; each model was fit to a total of 237 data points (three points were excluded from the analysis of a single participant). Although the sample size at the participant level was rather small, it is not below the minimum recommended for multilevel regression . Furthermore, simulation work using complex multilevel models has shown that confidence interval coverage, type I (false positive) error and statistical bias are all well controlled with sample sizes in the range 5-20, although statistical power is lost . Other simulations using simpler models have found that 10 participants and 5 observations per participant produce unbiased estimates of the regression coefficients, but biased standard errors that can cause problems with inferential statistics . Fortunately, our analyses do not focus on inferential statistics for single estimates, but on whole distributions and means of estimates for specific ROIs. Thus, low power and biased standard errors at the level of single estimates do not affect our main conclusions.
Collinearity analysis
Collinearity refers to the situation in which two or more predictors in a regression model are linearly related. The presence of collinearity is problematic when one of the goals of the regression analysis is to understand the relationship between predictors and the outcome variable. As two or more predictors can work as substitutes of each other, estimation of the regression weights is complicated because they become non-identifiable . Given that one of the main goals of our study was to evaluate the relation of node measures and behavioral performance through the analysis of regression coefficients, we conducted a collinearity analysis including the six node measures chosen to be included as predictors in our analysis: strength, clustering coefficient, characteristic path length, betweenness centrality, intra-modular strength z-score, and participation coefficient.
For each node in the network, we computed the Pearson correlation coefficient between each pair of predictors. Because such pairwise correlations cannot detect multicollinearity, we also computed the condition number (CN) from the correlation matrix, which is an accepted overall summary of multicollinearity . Let λ i represent the ith eigenvalue of the correlation matrix; then the CN is computed as:
A commonly used rule of thumb is that CN > 10 indicates that the estimates of regression coefficients might be affected by collinearity, CN > 30 indicates moderate dependencies and CN > 100 indicates serious collinearity .
The left panel of Figure S1 shows the median correlations between pairs of predictors. Contour lines represent bivariate normal densities matching the observed correlation (Murdoch and Chow, 1996) . To aid visualization, negative correlations are plotted in red and positive correlations in blue, with darker shades of color representing higher magnitudes. The most important result is an almost perfect negative correlation between characteristic path length and strength, with a median of r=-0.97. The correlation at each node ranged from r=-0.85 to r=-0.99. Such high correlations suggest that these two predictors could be substituted for each other in the regression analysis. We therefore chose to exclude the characteristic path length for two reasons: (i) the correlations between characteristic path length and all other variables had a higher magnitude than those of strength and other variables, and (ii) in functional networks, strength has a more straightforward interpretation than characteristic path length . The right panel of Figure S1 shows the effect of eliminating characteristic path length on multicollinearity as measured by CN. The figure displays two violin plots, whose contours represent an estimate of CN density across nodes. The black bars at the center of each plot represent the interval containing the central 50% of the values in the distribution (bounded by the second and third quartiles), and the white circle inside this bar represents the median of the distribution. Visual inspection of the CN distribution for all predictors reveals that most nodes (>75%) have CNs above the commonly used threshold of 10, which is the point where multicollinearity begins to be problematic . The CN distribution for all predictors except characteristic path length reveals that elimination of the latter brings all CN values below 10.
It can be seen from Figure S1 that strength also had moderate median correlations with clustering (r=0.57) and intra-modular strength z-score (r=0.52). However, only a small proportion of nodes showed correlations larger than the recommended rule of thumb of r=0.70 : in the context of the clustering coefficient, 16% of nodes showed a correlation larger than this rule of thumb while in the context of the intra-module strength zscore, 6% of nodes showed a correlation larger than this rule of thumb. Furthermore, in none of these nodes was the CN larger than 10. From these results, our conclusion is that any collinearity problems introduced by keeping strength as a predictor would be minor, whereas excluding this theoretically important measure might be a serious mistake.
Residual distribution analysis and transformation of behavioral variables
To determine possible violations of the assumptions underlying linear regression, particularly homoscedasticity and normality of residuals, we performed an analysis of the distribution of residuals after performing the regression analysis using the untransformed percent of correct choices and mean response times.
Using the best-fitting model (see Materials and Methods in main manuscript) from each node, we tested the normality of the residuals through a Shapiro-Wilk test (Shapiro and Wilk, 1965) . We tested for possible violations of homoscedasticity by computing the Pearson correlation coefficient between the absolute value of the residuals and the values predicted by the fitted model for each data point. We tested the significance of this correlation against the null hypothesis of no correlation. This correlation test can only detect violations of homoscedasticity in which predicted values and absolute residuals show linear relations; it does not account for non-linear relations (e.g., larger or smaller residuals in the middle of the range of predicted values). Observation of residual plots revealed that such linear relations could be a cause of concern, whereas more complex relations were not apparent. The p-values from both ShapiroWilks and correlation tests were corrected for multiple comparisons using a false discovery rate of 5% .
The analysis of residuals when proportion of correct responses was the outcome variable revealed both violations of the assumption of normality and homoscedasticity in 741 of the 742 nodes. The residual-predicted correlations ranged from r=-0.41 to r=-0.11, with a median of r=-0.29. For this reason, we applied an arcsine-square-root transformation to the proportion data, which is usually recommended for making binomially-distributed data closer to the normal and stabilizing its variance . Analysis of residuals after such transformation showed no nodes with significant violations of either the normality or homoscedasticity assumptions. The residual-predicted correlations ranged from r=-0.09 to r=0.10, with a median of r=-0.02. That is, the arcsine-square-root transformation was successful in normalizing the data and stabilizing variances.
The analysis of residuals when mean correct response time was the outcome variable revealed no violations of the assumption of normality, but there were violations of homoscedasticity in 730 of the 742 nodes. The residual-predicted correlations ranged from r=-0.29 to r=0.03, with a median of r=-0.26, meaning that the variance of the residuals increased as the predicted response time decreased. As recommended by , we re-ran the analysis using a power transformation of the response time data. It was found that a power transformation with exponent 2 could stabilize the variances across all nodes (residual-predicted correlations ranged from r=-0.16 to r=0.14, with median r=-0.12; no correlations were significant), but introduced violations in the assumption of normality in 697 nodes, according the Shapiro-Wilk test of normality. We tried several other exponents in the range 1.5-3.0, but values smaller than 2.0 could not stabilize the variance, whereas values higher than 2.0 worsened the violations of normality.
Thus, a decision had to be made between stabilizing variances versus introducing violations of normality of residuals. Variance stabilization was given precedence and powertransformed values were used in the main analysis, for two reasons. First, visual inspection of plots of quantiles from a normal distribution against the quantiles in the distribution of residuals (Q-Q plots) after transformation revealed that violations of normality were small (i.e., points in the Q-Q plot did not deviate importantly from a line). It is likely that such small violations were significant because the large sample size (237) gave high power to the Shapiro-Wilk test.
Second, violations of normality are considered the least important in regression . The consequence of non-normal residuals is that estimates of standard errors are biased and any inferential statistics performed using such errors are not trustworthy (Maas and Hox, 2004) . However, the parameter estimates obtained through maximum likelihood estimation are still consistent and asymptotically unbiased. Importantly, in our analysis of regression coefficients we do not focus on individual statistical tests of significance of coefficients; instead, we focus on whole distributions of coefficients across nodes or on the average coefficient value across regions of interest (see main manuscript). 
Modularity analysis
To test whether the modularity quality index Q and number of modules in the networks under study were higher than expected by chance, we built randomized networks with the same degree distribution as the original functional networks (as in . Each original network was re-wired using the algorithm proposed by (Maslov and Sneppen, 2002) . At each step of this randomization procedure, two edges are randomly chosen, one connecting node A to node B and another connecting node C to node D. The edges are re-arranged to connect node A to node C and node B to node D, which preserves the degree of each node, but changes the weight of its connections. The process was repeated multiple times to ensure that the expected number of times an edge was rewired was 20.
For each network, 100 instantiations of this null model were built and the community structure of each random network was obtained using the same procedure used for real networks (see Methods in main report). Figure S2 summarizes the results of our analysis of modularity in the functional networks and its change across training. Panel A shows that the mean value of modularity for real networks was between Q=0.15 and Q=0.25, and that these values were relatively stable throughout training (sd = 0.015). A paired-samples t-test showed that average modularity across subjects was significantly higher for the real networks ( x =0.18) than for the random networks ( x =0.04), t(9)=9.81, p < 0.001. Panel B shows that the mean number of modules was between 4 and 5, and that these values were relatively stable throughout training (sd = 0.252). The mean number of modules was significantly smaller for the real networks ( x =4.32) than for the random networks ( x =7.72), t(9)=19.09, p <0 .001. These results confirm previous reports suggesting that functional brain networks have higher modularity than expected by chance (AlexanderBloch et al., 2012; ).
Head motion analysis
Several recent studies have shown that in-scanner head motion artificially modifies measures of functional connectivity in resting-state fMRI studies . Such motion confounds can be attenuated, but not completely eliminated through preprocessing steps such as motion correction and confound regression . Depending on how the imaging data are pre-analyzed, functional connectivity can increase for short-range connections and decrease for long-range connections or it can increase more or less homogenously for all connections . The influence of head motion can be reflected in measures derived from network theory, such as those used in the present study. For example, modularity decreases with increasing head motion .
The influence of head motion on task-based functional connectivity has not yet been studied, but some authors propose that the artifact must be present in this case as well . If this is correct, then these motion artifacts could be particularly problematic in studies that focus on studying variability on functional connectivity measures across participants and learning stages , such as the present study. More concretely, if participants in our study moved less as they adapt to the scanner environment, then this could artificially produce stronger functional connectivity in earlier than later sessions. Because performance in the task increases with experience in the task, such motion-based variability in functional connectivity could be correlated with performance. Additionally, participants could show individual differences in average head motion ) that might correlate with motivation to learn the task or other factors explaining individual differences in performance. Such correlations between motion and performance could be higher for accuracy than for response time, or vice-versa, as the correlation between these two behavioral measures is quite small (see Figure 1E in the main article). This could explain some of the dissociations between accuracy and response time found in our study. Results that are specific to particular regions of interest or area types are more difficult to explain as resulting from motion artifacts, because motion affects all functional connectivity between all brain areas more or less uniformly . If anything, the confounding effect of motion should be smaller in connections emanating from subcortical regions, which are close to the pivot point for head rotation . However, in many of our results such regions played the most important role.
To determine whether any aspects of our results can be explained as resulting from variability in head motion that is correlated with changes in performance, we performed an analysis in two steps. The first step was aimed at determining whether variability in head motion across participants and training blocks could predict behavioral performance, as network measures do.
Motion correction with MCFLIRT provides estimates of three translation and three rotation parameters representing displacement from a reference volume in the middle of the time series . From these values, we computed the absolute value of displacement of each volume relative to the previous volume. The mean of these displacement values, called the mean relative displacement (MRD; , was used to summarize head motion in each functional scan. Here we computed the MRD separately from each motion parameter, which resulted in a vector of six MRD values that were used as predictors in two multilevel regression analyses: one with transformed accuracy and one with transformed response times as outcome variable. The model used and the fitting procedures were identical to those used in the main multilevel regression analysis (see Methods in main document). We also fit a null model consisting of only intercept parameters, which was used in a likelihood ratio test to determine whether the motion predictors produced a significant increase in fit to the data.
The results of this analysis indicated that the motion parameters did not significantly increase the model's fit to the data, either when accuracy was the outcome variable, χ 2 (6) =8.75, p > 0.10, or when correct response time was the outcome variable, χ 2 (6) =4.62, p > 0.50. That is, variability in head motion could not explain changes in performance like network measures do.
The second step of our head-motion analysis was aimed at determining whether the results from our main analysis would still hold after removing the influence of head motion from the behavioral variables. Regressing-out summary statistics of motion in the group-level analysis has been proposed as a way to control for the effects of motion that persist after preprocessing at the individual level .
We used the previously-fitted models (residuals and intercept parameters) to compute the values of behavioral variables (accuracy and response time) after the influence of motion was regressed out. All steps in the main regression analysis (see main manuscript) were repeated using these motion-corrected outcome variables. The results are shown in Figures S3-S8 and the results of statistical tests are summarized in the legend of each figure (α=0.05 for all tests). Most results from the main analysis are reproduced in the analysis of motion-controlled data: the model selection procedure resulted in most best-fit models being simple ( Figure S3A ), subcortical areas were very important for the explanation of accuracy and not for the explanation of response time ( Figure S3B ), the direction of biases in regression coefficient distributions were identical to those reported in the main manuscript ( Figures S4-S8 ), visual areas had mean regression coefficients close to zero for several predictors ( Figures S5-S7 ), and subcortical areas had high-magnitude mean regression coefficients for several predictors ( Figure S4B -right, Figure  S6B -left and Figure S7B-left) . In all of these cases, the effects found here were in the same direction and comparable to those reported in the main analysis, although some of them were not significant. Our conclusions and discussion in the main manuscript focus on the aspects of our results that were robust to motion correction.
In sum, most differences between the results of the present analysis and those of the main analysis were not qualitative, but quantitative, affecting the significance of some effects but not their direction. This was to be expected, for two reasons. First, because eliminating the effect of motion on the outcome variables through regression can eliminate variability that is important for the main effect under study , which in this case was variability in performance that co-varies with variability not due to motion in the network measures. This problem is likely to reduce the strength of effects in all statistical analyses. Second, the number of nodes classified as predictive was lower in this analysis than in the main analysis (see Figure S3 ), resulting in a reduction in power of statistical tests for the analysis of regression coefficients. Part of the reason for a lower number of predictive nodes was that variance of interest was regressed out from the behavioral variables.
Surprisingly, in some cases effects that were numerically present in the main analysis, but not significant, were found to be significant in the present analysis. In the analysis of the participation coefficient ( Figure S6 ), the low mean ranking of motor areas in the response time analysis was significant only after motion correction. In the analysis of intra-modular degree ( Figure S7 ), mean ranking of motor areas in the accuracy analysis was high, whereas mean ranking of high-level areas in the response time analysis was low, and in both cases the effect was significant only after motion correction. In the analysis of betweenness centrality ( Figure  S8 ), the low mean ranking of motor areas in the accuracy analysis was significant only after motion correction. Figure S3 . Characterization of best-fitting models in predictive nodes in terms of their distribution of complexity and fit to the data, after motion correction of behavioral data through regression. Compare to Figure 2 of the main manuscript. (A) Distribution of the level of interaction terms for the best-fitting model across predictive nodes; although the number of nodes classified as predictive is smaller than in the main analysis (72 for accuracy and 126 for response time), their distribution is still characterized by a majority of nodes without interaction terms. (B) Distribution of AIC weights for the best-fitting model of predictive nodes across regions of interest. Mean ranking of subcortical areas was higher than chance for accuracy and significantly different in both distributions. Mean ranking of high-order areas was lower than chance for accuracy. No other tests were significant. In the accuracy distribution, mean ranking was higher than chance in subcortical areas and lower than chance in visual areas. Mean ranking was higher than chance for motor areas in the response time distribution. The difference in mean ranking of visual areas was significant. No other tests were significant. Figure S7 . Distribution of standardized regression coefficients for intra-modular strength, after motion correction of behavioral data through regression. Compare to Figure 6 of the main manuscript. (A) Distribution across all predictive nodes; no tests were significant. (B) Mean standardized regression coefficient across regions of interest. In the accuracy distribution, mean ranking was higher than chance in motor areas and lower than chance in visual areas. Mean ranking was higher than chance for high-level areas in the response time distribution. No other tests were significant. Figure S8 . Distribution of standardized regression coefficients for betweenness centrality, after motion correction of behavioral data through regression. Compare to Figure 7 of the main manuscript. (A) Distribution across all predictive nodes; the distribution for response time shows a significant negative bias; no other tests are significant. (B) Mean standardized regression coefficient across regions of interest. Mean ranking was higher than chance for motor areas in the accuracy distribution. No other tests were significant.
