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If V is a vector space over a finite field F, the minimum number of cosets of k- 
dimensional subspaces of Vrequired to cover the nonzero points of V is establish- 
ed. This is done by first regarding V as a field extension of F and then associating 
with each coset L of a subspace of V a polynomial whose roots are the points of L. 
A covering with cosets is then equivalent to a product of such polynomials 
having the minimal polynomial satisfied by all nonzero points of Vas a factor. 
If V is a vector space of dimension n over a finite field F with q elements, 
what is the minimum number of elements one must choose from V so that 
each hyperplane in V contains at least one of the chosen points? (A hyperplane 
is a translate of a subspace of codimension 1, or, equivalently, the set of 
solutions to a nondegenerate linear equation in y1 variables over F.) For 
convenience of discussion, let us call a subset S of V a set of representatives, 
provided S has a nonempty intersection with each hyperplane in V; that is, 
if each equation of the form 
where f is a nonzero linear functional from V to F and y is a constant in F, 
is represented by at least one solution in S. 
For example, let e, ,..., e, be a basis for V over F and let 
s = {hei: X E F, i = I ,..., n). (2) 
Since any nonzero linear functional must be nonzero on at least one basis 
vector, it is clear that multiplying that basis vector by an appropriate scalar 
yields a solution in S to (1). Hence, S is a representing set containing 
n(q - 1) + 1 vectors. The choice of S was very simple-minded. Is it possible 
to decrease the number of points required by being more clever? We shall 
show in this paper that the answer is no. 
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THEOREM 1. If V is a vector space of dimension n over a finite jield F 
with q elements, then any subset of V which meets every hyperplane of V contains 
at least n(q - 1) + 1 points. 
Such an uncomplicated assertion about finite vector spaces would seemingly 
have a simple combinatorial proof. However, no such direct argument is 
presently known, in spite of the efforts of several investigators. The proof to be 
presented here is rather tortuous, but, hopefully, some of the techniques 
involved will prove useful in other related contexts. In outline form, the 
argument proceeds as follows: 
(I) The question is expressed in a dual form as the problem of 
covering the nonzero points of V with a minimum number of hyperplanes 
not containing zero. (For brevity, these will be called nonzero hyperplanes.) 
(II) The vector space V is then regarded not only as a vector space 
over F but as a field extension of F. 
(III) With each nonzero hyperplane Hin V, we associate the polynomial 
whose roots are the points of H. Such polynomials are very special in nature, 
having relatively few nonzero terms. (They are related to a class of 
polynomials investigated by Ore [6, 71.) 
(IV) A covering with nonzero hyperplanes then corresponds to a 
product of the associated polynomials, which has 
u(x) = x*--1 - 1 
as a factor (because u(x) is the minimal polynomial satisfied by all nonzero 
points of V). 
(V) It is then shown that such a factorization cannot occur except 
when a sufficient number of hyperplanes are used. 
For the requisite background on finite fields and polynomials, the reader 
may consult the traditional references 12, 3, 91 or virtually any modern 
algebra text, such as [5]. 
Some Examples 
Before plunging into the details of the proof, it is desirable to make a few 
elementary reductions. First, any translation x + x - v of V preserves 
hyperplanes, and hence sets of representatives. Thus, by an appropriate 
translation, we may normalize any set S of representatives to contain the 
zero vector in V. Now if the linear span of S is not all of V, it is contained in 
a hyperplane H, any nontrivial translate of which is disjoint from S, contrary 
to the representative property of S. Consequently, S must contain a basis 
for V. 
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For the case F = GF(2), the Gaiois field of two elements, this proves the 
theorem, since in that case we are required to exhibit only n(2 - 1) f 1 = 
II + I points in S; namely, the basis vectors and the zero vector. Thus, 
in the case F = GF(2), every set of representatives contains a~ subset of the 
form (2) described above. In general this is not the case. As we shall see below, 
representing sets may have a complicated structure quite unlike that given 
in (2). Note that in general, any nonsingular linear transformation preserves 
hyperplanes, and hence sets of representatives. Thus we may assume that 
any representing set under consideration contains any fixed prespecified 
basis. 
As an example, let us consider one of the smallest nontrivial cases: V is the 
vector space of 4-tuples over GF(3), the integers module 3. Suppose we wish 
to build a set S of representatives in V. From the foregoing remarks we may 
assume that S contains 0000 and the coordinate vectors: 1000, 0100, 0010, 
0001. We note that any hyperplane is given as the solution set to an inner 
product equation 
(v, x) = VlXl + v.$a + VQXQ j- v4xq = E, (3) 
where v is a nonzero vector in V and E = 0, 1 (dividing (1) by y if y # 0). 
Any hyperplane with E = 0 is already represented by 0000. If v contains 
at least one 1 and E = 1, the corresponding hyperplane contains one of the 
coordinate vectors. Thus, to complete S to a set of representatives, it suffices 
to represent the 15 hyperplanes of the form (3), where v consists of only 2’s 
and O’s and E = 1. Several ways of doing this are presented in Table T. 
TABLE I 
Examples of Representing Sets 
A B C D E F G 
2000 2000 2000 2000 2000 2000 2000 
0200 0200 0200 0200 0200 0122 0122 
1111 0020 0020 0020 1121 0202 1202 
0012 0002 0012 0112 I002 1210 1210 
2222 
The representing set in Example A actually contains more points than 
are necessary. It is a routine check that if the point 0001 is discarded, the 
remaining points form a representing set. (This is no longer in “canonical 
form,” of course.) We shall call a representing set reduced if it has no proper 
representing subset. Thus A is not reduced, but by virtue of Theorem 1, 
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the remaining examples in Table I must be reduced as they contain the 
minimum possible number of elements. We remark in passing that B thru G 
can be seen to be of distinct geometrical types by considering the lines 
which they contain. Table II gives a summary of line analyses for examples 
TABLE II 
Lines Contained in the Examples 
Incident in a 






B thru G. (Note that three distinct vectors a, b, c over GF(3) form a line-that 
is, a coset of a one-dimensional subspace-iff n + b + c = 0. The notion 
of geometrical type can be given a precise formulation in terms of matroids 
(combinatorial geometries); see [l] or [g].) 
What is more interesting is the existence of reduced representing sets 
with more than the minimum number of elements required by Theorem 1. 
An example is given in Table III. Next to each entry is given parentheticaly 
TABLE III 
Special Reduced Representing Set 
0000 (1121) 0101 (2222) 
1000 (1200) 0111 (0022) 
0100 (2122) 11 JO (2020) 
0010 (2210) 1201 (2002) 
0001 (0201) 2022 (0002) 
a vector u, which by Eq. (3) (with E = 0 for the zero vector and E = 1 
otherwise) induces a hyperplane which contains that entry, but no other 
entry of the representing set. This example contains no lines. At the con- 
clusion of this paper we shall return to the discussion of reduced representing 
sets. 
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The Dual Problem: Coverings 
Let S be any subset of V which contains the zero vector. With each 
nonzero element s of S associate a subset H(s) of the algebraic dual V’ of V 
as follows: 
H(s) = (f6 V’:f(s) = 1). (4) 
Regarding s as a functional on V’ in the usual way (s:f- j(s)), it is clear 
that H(s) is a hyperplane in V’ missing the zero functional. Now S contains 
a point in the hyperplane 
{x E v: f(x) = 11, (5) 
if and only iff belongs to H(s) for some s in S. Since any hyperplane missing 0 
is of the form (5) (divide (1) by y f 0) and since any hyperplane thru 0 is 
already represented by 0 E S, it follows that S is a set of representatives for 
hyperplanes in V iff {H(s): s i 0, s E S> is a covering of the nonzero elements 
of V’ by hyperplanes in V’. As noted in the last section, any representing 
set may be assumed to contain the zero vector. Moreover, V and V’ are both 
vector spaces of dimension n over F, and hence are isomorphic. Thus 
Theorem 1 can be expressed in an equivalent dual formulation: 
THEOREM 1'. If V is a vector space of dimension n over a finite jieid F 
with q elements, any covering of the nonzero elements of V with hyperplanes 
not containing zero consists of at least n(q - 1) hyperplanes. 
This is the result that we shall prove. As the techniques involved in the proof 
are easily extended to subspaces of arbitrary codimension, we can prove, 
with essentially no more effort, a more comprehensive result given below. 
Any translate (that is, coset) of any k-dimensional subspace of the vector 
space V will be called a k-Jiat. For brevity, we shall commit a slight abuse of 
language and call a k-flat not containing the zero vector a nonzero k-flat. The 
nonzero elements of V will be denoted by v”. 
THEOREM 2. Let V be a vector space of dimension n over a finite field F 
with q elements. If 0 < k < n, then any covering of Vx with nonzero k-jlats 
contains at least 
q”-” - 1 + k(q - 1) 
k-jlats. Furthermore, a covering with this number of k-flats is always possible. 
For k = n - 1, Theorem 2 reduces to Theorem 1’. Unfortunately, when 
k f IZ - 1, Theorem 2 does not seem to admit a convenient dual formu- 
lation. 
Let us now exhibit a covering meeting the requirements set forth in 
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Theorem 2. Let L be an arbitrary k-dimensional subspace of V. Then L has 
qamk - 1 translates which do not contain zero (corresponding to the nonzero 
points of the quotient V/L). These cover all points not in L. To cover the 
nonzero points LX of L, choose a basis f 1 ,...,h for the algebraic dual of L. 
The k(q - 1) sets of the form 
{x E L:fi(x) = A}, (6) 
where I < i < k and X E Fx are nonzero hyperplanes with respect to L 
which cover Lx. As subsets of V, these sets are (k - 1)-flats. However, choose 
any point p of V that is not in L. If H is of the form (6), then 
(hp+h:k~Handh~F) (7) 
is a nonzero k-flat in V. Combining the k-flats so determined with the nonzero 
translates of L yields a covering of VX with the required number of nonzero 
k-flats. The next two sections are devoted to a proof that this cover has the 
minimum possible number of members. 
Root Polynomials 
As the order q of the finite field F is a power of a prime, there is a Galois 
field GF(q”) with q” elements [2, p. 2561. As is well known [2, p. 2601, GF(q”) 
contains the Galois field GF(q) which is isomorphic to F. Thus GF(qn) can be 
regarded as a vector space of dimension n over F. As such it is isomorphic 
to V. Clearly then, it suffices to prove Theorem 2 in the case V is GF(ql”). 
Henceforth, we shall regard V as a field extension of degree n over the base 
field F. 
Now to each k-flat L in V, we associate the polynomial 
which will be called the rootpolynomial of L. To determine the nature of root 
polynomials, we need to look at the automorphisms of V over F. As is well 
known [9, p. 1331, each automorphism of V over F has the form 
h,L : x --f XQrn, 
where 0 < m < I? - 1. Any linear combination, with coefficients from V, 
of these n automorphisms can be written as a polynomial over V of degree 
at most qn-l. Such a polynomial will be called an Ore polynomial in 
recognition of Oystein Ore’s pioneering work on polynomials of this type 
[6, 71. Each Ore polynomial p(x) induces by substitution zi -+ p(v) a linear 
transformation of V into V over F. In fact all linear maps of V arise this way. 
Namely, distinct Ore polynomials yield distinct transformations, since the 
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difference of two Ore polynomials has degree at most qT2-l and hence cannot 
vanish on all of V unless the difference is zero. A simple count reveals that 
there are (4%)” Ore polynomials, the same number as the number of IZ x y1 
matrices over F. Thus the Ore polynomials account for all F-linear transfor- 
mations of V into itself. 
LEMMA A. The root polynomial of a k-dimensional linear subspace L of V 
over F is an Ore polynomial of degree q”. 
The essence of this result appears in Ore’s 1933 paper [6, p. 5651. It seems 
desirable to briefly sketch a modern version of his proof. 
Proof. We proceed by induction. The root polynomial for F itself is 
pF(x) = x4 - x. As any one-dimensional subspace L of V can be written as 
L = {ha: X E F) = Fa, where a is any nonzero element of L, it is clear that 
the root polynomial of L is pL(x) = pF(a-lx), which is again an Ore poly- 
nomial of degree q. 
Now if L is a subspace of dimension k > 1, let K be any subspace of L of 
dimension k - 1. By induction, the root polynomial p, is an Ore polynomial, 
and hence induces a linear transformation of V with kernel K. The image of L 
under this map is then a one-dimensional subspace M of V. As is easily seen, 
the polynomial p&p&x)) has degree 4” and vanishes on the q7< points of L; 
whence it is the root polynomial of L. As a composition of linear maps 
x -+ pAJ(pK(x)) is a linear map and consequently an Ore polynomial, as 
indicated above. (One can also argue directly that the composition of Ore 
polynomials is again an Ore polynomial.) 1 
Using this lemma, we can now determine the nature of the root poly- 
nomials for arbitrary k-flats. 
LEMMA B. Any nonzero term of the root polynomial of a k-flat in V has 
degree 0 or degree q”, where 0 < m < k. 
Proof. Any k-flat has the form L + v for some subspace L of dimension k 
and some vector v in V. One sees easily that the root polynomial of L + v 
has the form pL(x - v), where pL is the root polynomial of L. By Lemma A, 
pL is an Ore polynomial, and hence induces a linear map. Thus, 
P& - v) = PI,(X) - PL(V), 
so the root polynomial of L + v is an Ore polynomial of degree qk plus a 
constant term. 1 
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Proof of the Minimal Covering Theorem 
Suppose, contrary to the assertion of Theorem 2, that S is a family of 
nonzero k-flats which cover the nonzero points of V and 
card(S) < N := qn-7Z - 1 + k(q - 1). (8) 
Let p(x) be the product of all root polynomials pL(x) as L ranges thru the 
k-flats in 5’. As the family S covers V X, the polynomial U(X) (recall step IV 
from the outline of the proof) must divide p(x). That is, 
P(X) = 44 t(x) (9) 
for some polynomial t(x) with coefficients in V. We shall show that this 
leads to an absurdity. 
Let aj be the coefficient of the term of degree j(q” - 1) in p(x) and bj the 
coefficient of the term of degree j(q” - 1) in t(x). From (9) we obtain the 
recursive relations 
and 
a, = -b, 
aj = bjel - b, for j > 0. 
(10) 
Since 0 is not covered by the k-flats in S, it follows that 0 #p(O) = a, . 
Thus, by (lo), b, # 0. The crux of the argument is to show that a$ = 0 
forj > 0 if condition (8) obtains. From this and (10) one obtains bj = bj-1 , 
and hence inductively, bj = b, f 0 for all j. This is a contradiction, since 
the polynomial t(x) can have only finitely many nonzero terms. 
Let us now note that by (8) the degree of p(x) is strictly less than 
qLN = q’” - q” + kqk+l - kqk 
< (k + 1) q” - (k + 1) q” 
< (k + l)(q” - 1); 
whence aj = 0 for all j >, k + 1. Consequently, to prove Theorem 2 it now 
suffices to show that under condition (8) the coefficients aj are zero for 
1 <j<k. 
Now a necessary (but not sufficient) condition for a term to appear with 
nonzero coefficient in a product of polynomials is that its degree equal the 
sum of degrees of nonzero terms, one from each factor. Combining this 
observation with Lemma B and the fact that p(x) is defined as the product 
of root polynomials, we deduce that if nj f 0, then 
,j(q n - 1) = co + c,q + ... + c,q’<, 01) 
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where each ci 3 0 and 
co f Cl + .*. + ck < card(S) < N. cw 
The first inequality in (12) allows for the possibility that constant term factors 
from some root polynomials may be used in building a term in the product 
p(x). To complete the proof it suffices to show that a “base q” expansion as 
given in (11) cannot hold with nonnegative coefficients satisfying (12) when 
1 <j<k. 
Proceeding again by contradiction, note that if such an expansion as in (11) 
exists, there is one so that the sum (12) of coefficients is minimal. For such a 
minimal expansion, one can easily argue that 
Q<q-1 for O<i<k-1. 
Furthermore, as all terms in the sum in (11) are nonnegative, 
(13) 
CT; < jq- - 1, (141 
since otherwise the sum is at least jqn-k(qk) > j(q” - 1). As there is no loss 
of generality in doing so, we add (13) and (14) to our hypotheses. 
Suppose j = 1. If all the inequalities (13) and (14) are actually equalities, 
then the sum of the coefficients is exactly k(q - 1) + q”-” - 1 = N, 
contradicting (12). Thus one of the inequalities in (13) or (14) must be strict. 
Consequently, 
co + c1q + -.* + c,qk 
< (4 - 1) + (4 - l)q + .*. + (q - 1) q”-1 + (q”-k - I) q”. 
As the sum on the right telescopes to qn - 1, this contradicts (II). 
Suppose j > 1. Let m be the least integer such that j < q”“. One can 
easily show (by induction on j, say) that 
j < qj-l. (15) 
Thus, since we have restricted attention to the case j < k, we have 
nz<j-l<k-I. (16) 
Considering Eq. (11) modulo qr”, we obtain 
4 m - j = co + c,q + ... + cv,-,qm-l mod qnL. (17) 
As j > I, we must have m > 0. Thus m ~ 1 > 0, so the expression (17) 
is meaningful. Since, by (16), m - 1 < k - 1, we may apply (13) to the 
coefficients appearing above in (17) to conclude that the sum on the right 
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lies between 0 and q”” - 1. Consequently, (17) is not only a congruence but 
actually an equality. Thus we may write 
j(q” - 1) = q” -j + c,q” + .** + c,qk. 
Ifci=q-lwhennz~i~k-landc,=jq~-l~-l,then 
(18) 
Gn + GL+1+ ..* + Ct = (k - m)(q - 1) S_jq%-k - 1 
3 (k - m)(q - 1) + q+k - 1 + rnqn-i; 
> (k - m)(q - 1) + qR-‘i - 1 + m(q - 1) 
= N. (19) 
The first inequality follows from m + 1 < j. The second inequality is valid, 
since n > k and m > 0. Consequently, the sum of the coefficients exceeds N, 
contrary to hypothesis (12). Thus, either one of the inequalities (13) must be 
strict for some i between m and k - 1 or inequality (14) must be strict. 
In either case, 
co + c,q + .-* + c,qL 
< q” - j+(q-])qfll+... + (q - 1) q”-1 + (jqT+k - 1) q’i. 
Again, the right-hand sum telescopes, yielding the value jq” - j, thereby 
contradicting (11). Therefore, the representation (11) is impossible if 
card (5’) < N. Consequently, aj = 0 for all j > 0. This completes the proof 
of Theorem 2, and hence also the proofs of Theorem 1’ and Theorem 1. 
Remark. It is clear from (19) in the above argument that even if 
card(S) = N, then aj is nonetheless 0 for all j > 1. Of course, since a covering 
does exist in this case, a, may be nonzero. Therefore a, is the critical coeffi- 
cient. 
Reduced Coverings with Hyperplanes 
To conclude, let us return briefly to the discussion of reduced sets of 
representatives. Again it is convenient to adopt the dual standpoint and 
consider coverings. A family of nonzero hyperplanes in the vector space V 
will be called a reduced cover if it covers the nonzero points P of V but has 
no proper subfamily which covers V X. Obviously, every covering contains 
a reduced covering. We shall be concerned in this section with the range of 
sizes for reduced coverings. In Theorem l’, the minimum number of hyper- 
planes a reduced covering can contain is established. However, as the 
example in Table III shows, a reduced cover can have more than this 
minimum number of hyperplanes. In general, the maximum size for a reduced 
covering is unknown. As it is not a priori obvious that relatively large 
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reduced covers do exist, we shall outline some examples here as well as 
indicate how some bounds on the size of reduced covers ca.n be obtained. 
For convenience, of discussion, we shall let M(q, n) denote the maximum size 
of a reduced cover in a vector space of dimension n over a field with q 
elements. 
Remark. For a vector space of dimension n over GF(2), it is trivial to 
prove by induction that a reduced cover contains exactly IZ hyperplanes. 
Compare with the remarks at the beginning of this paper. 
PROPOSITION A. In the space V of ordered pairs over a3eld F with q > 2 
elements, there is a reduced covering of Vx with 3q - 5 hyperplanes. Further- 
more, any reduced covering contains less than (q” - 1)/2 hyperplanes. 
Proof. To form a cover of VX, choose in F a nonzero elem.ent 71 f 1 and 
select hyperplanes (which are lines in this case) as follows: 
(i) For each X f 0 in F, take the line joining (0, 1) to (X, 7). These 
q - 1 lines cover all of VX except for q - 2 points on the y axis and q - 1 
points on the horizontal line thru (0, 1). 
(ii) For each h # 0 in F, take the line joining (0,~) to (h, 1). This gives 
a total of 2(q - 1) lines, leaving q - 3 points of Vx on they axis uncovered. 
(iii) Complete the cover with the horizontal lines thru (0, X) where X 
is different from 0, 1, and 7. 
This yields a reduced cover of Vx with 3q - 5 hyperplanes. 
Now consider any reduced cover R of Vx with n lines. For each vector v 
in V, let the valence val(v) of v be the number of lines in R which contain v. 
Since each line contains q points, we get 
n = l/q 1 val(r;). 
WY 
As R is a reduced cover, there are at least n points of valence one, one for 
each line in R. If val(v) 3 q - 1 for some point zi in V, then after a suitable 
linear transformation, q - 1 of the lines thru v have the form described in (i) 
above. One can then argue that R contains at most 2q - 4 more lines. Thus 
the total number of lines in R is at most 3q - 5 < (q2 - 1)/2. Hence, we 
may suppose that val(v) < q - 2 for all v in V. Of course, val(0) = 0. 
Combining these facts with (20), we obtain 
nq < n + (q2 - M - l)(q - 2). (21) 
Solving for 17 yields 
n < (2q ~ 3)-l(q - l)(q - 2)(q + 1). (22) 
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Replacing the -3 in the denominator by -4 leads to the weaker (but more 
elegant) estimate IZ < (q2 - 1)/2, as asserted. H 
Remark. From the stronger inequality (22) it follows that M(q, 2) = 
3q - 5 for q = 3,4, 5. 
As a second example, we shall show that, for m 3 2, a vector space V of 
dimension n = 3nz + 1 over GP(3) = (0, 1, 2) possesses a reduced cover 
with at least nm +- 2 nonzero hyperplanes. To do so, let I be the set of 
integers 0 thru IZ regarded as a group under addition modulo n + 1. Let W 
be the space of functions from I into GF(3). For V take the n-dimensional 
subspace of all those vectors in W whose coordinates sum to zero. We shall 
describe a set S in W with the following properties: 
(a) For each v i 0 in V, there is an s in S with (s, v) = 1. 
(b) For each s in S, there is a U(S) in V such that (s, U(S)) = 1 but 
(t, u(s)) # 1 for each t # s in S. 
(Here (x, y) denotes the usual coordinatewise inner product as in (3).) 
Property (a) asserts that, via the duality established in (4) and (5), S induces 
a nonzero hyperplane covering of VX. By (b) this covering is reduced. 
To construct S, let P be the set of all pairs (i, j) of indices in I such that 
j - i E (l,..., m) modn + 1. 
For S take the following: 
(i) any vector in W that is 0 on a pair of indices in P and 1 elsewhere; 
(ii) the vector e, , which is 0 at i = 0 and 1 elsewhere; 
(iii) the vector e, , which is 0 at i = 1 and 1 elsewhere. 
In verifying (a) it is convenient to think of the inner product of a vector 2) 
against a vector in S as being obtained by discarding either one or two 
coordinates of v and then summing the rest. Since the coordinates of any 
vector in I/ sum to zero, we are required to show that we can always discard 
coordinates summing to 2, thereby leaving a sum of 1. This can be resolved 
into cases: 
v contains at least three 1’s. Then at least two of them fall on a pair of 
indices in P. Hence these two l’s can be discarded by the corresponding 
vector in S. 
u contains exactly two 1’s. The remaining entries cannot all be 2, or else 
the sum of all coordinates in v would be 2. If the configuration 20 or 02 occurs 
in adjacent (mod n + 1) coordinates of zi, it can be discarded by a P-type 
vector in S. If neither configuration occurs, then 101 must occur and the two 
l’s can be discarded by a P-type vector in S, since m > 2. 
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v contains exactly one 1. Then the other coordinates are 0 and 2. If v 
contains a 0, we can discard a pair of the form 02 or 20 by a P-type vector in S. 
If v contains no 0, the single 1 either does not lie in the 0th position, so that 
(e. , U) = 1, or it does not lie in the first position, so that <e,. , v) = 1. 
u contains no 1’s. Then it must contain a zero, or the coordinate sum 
would be 1. Hence, the configuration 02 surely occurs and can be discarded 
by a P-type vector. 
To establish (b), we give below the required vectors U(S): 
(i) For a P-type vector s in S vanishing on (i,j) in P, let U(S) be the 
vector that is 1 on i, j, and j + m + 1 and 0 elsewhere. 
(ii) For u(eJ take the vector that is 1 in the first coordinate and 2 
elsewhere. 
(iii) For u(eJ take the vector that is 1 in the 0th coordinate and 2 
elsewhere. 
This completes the construction of S. By using two (resp., four) “trivial” 
hyperplanes to reduce a space of dimension 3m + 2 (resp., 3m + 3) to a 
(3m + I)-dimensional space, one can use this example to determine the 
general bound 
M(3, n) > 1?/3 - 2% (23) 
No reasonable upper bound on M(3, n), obtainable by simple combi- 
natorial methods, as in Proposition A, is known. However, a nontrivial 
bound on M(q, n) can be obtained, in general, as follows. For each hyperplane 
H in V consider the characteristic function of H as a member of the linear 
space A of all functions from V into the base field F. Let B be the span in A 
of the characteristic functions of the nonzero hyperplanes. The character- 
istic functions corresponding to the hyperplanes in a reduced cover of VX 
are obviously linearly independent. Hence their number cannot exceed the 
dimension of B. As is shown in a forthcoming paper [4], 
dim B = 
i 
nip-l” 
n 1 - 1, 
where dim, V = n and card(F) = 4 = p”, where p is prime. Hence (24) 
gives an upper bound on M(q, n). For M(3, n) this bound is quadratic 
and compares favorably with (23). For M(q, 2) the bound in (24) is better 
than that in (22) only when q is not prime (that is, k > 2). It is not un- 
reasonable then, to hope that the bound (24) can be improved in general 
by other techniques. 
266 ROBERT E. JAMISON 
ACKNOWLEDGMENT 
The author would like to thank Craig Cordes of Louisiana State University for arousing 
the author’s interest in this area by posing to him the original question concerning minimal 
representing sets for hyperplanes. The author is also grateful to Clemson University for 
contributing to the support of this research. 
Notes added i?z proof. Recently I have been able to improve the construction above to 
show that the estimate from (24) of M(q, n) is of the right order of magnitude in general. 
This result will appear elsewhere. 
Also, a new and more direct proof of Theorem 1 has recently been given by A. Brouwer 
and A. Schrijver of Amsterdam. 
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