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Symbols
E electric field
H magnetic field
B magnetic flux density
D electric flux density
 electric permittivity
r relative permittivity
µ magnetic permeability
µr relative permeability
0 permittivity of free space ≈ 8.854× 10−12 [F/m]
Atan tangential component of field A
n ·A normal component of field A
¯¯ZS surface impedance (dyadic)
c speed of light ≈ 3× 108 [m/s]
η wave impedance
k wavenumber
Z impedance, R + iX
i imaginary unit
R resistance, Re(Z)
X reactance, Im(Z)
I identity matrix
Operators
∇×A curl of vector A∫
Ω A dΩ integral of A over domain Ω
δj0 Kroenecker delta
∇S· surface divergence∑
j sum over index j
A ·B dot product of vectors A and B
A∗ complex conjugate of A
Re[A] real part of A
Im[A] imaginary part of A
χj characteristic function of domain Ωj
G Green’s function
γtF tangential trace operator
γrF rotated tangential trace operator
< a,b >S integral of a · b over S, i.e., ∫ a · b dS
d
dt derivative with respect to variable t
∂
∂t
partial derivative with respect to variable t
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Abbreviations
BC Buffa–Christiansen
CFIE combined field integral equation
CM characteristic mode
DC direct current
DOF degree(s) of freedom
EFIE electric field integral equation
EM electromagnetic
FEM finite element method
IBC impedance boundary condition
LHS left-hand side of equation
MFIE magnetic field integral equation
PDE partial differential equation
PEC perfect electric conductor
RHS right-hand side of equation
RWG Rao–Wilton–Glisson
SEP surface equivalence principle
SIE surface integral equation
TCM theory of characteristic modes
TEM transverse eletromagnetic
1 Introduction
Theory of characteristic modes (TCM) isn’t actually a new field of study: for in-
stance the purely analytical modal expansion technique for infinite waveguides is
a rather well-known and exploited solution in the field of electromagnetics (EM).
However as the capabilities in terms of memory and processor speeds has drastically
increased for computers, old mathematical theories have found new meanings in the
multidisciplinary field of computational electromagnetics (CEM), allowing the search
for solutions even for geometries not possessing analytical solutions.
This property is especially sought after in antenna engineering, as often the
geometry is not a pure degree of freedom, but is instead strictly bounded in both
shape and size arising from manufacturing or other application dependent needs.
Also, as one of the main properties of TCM is excitation independency and ability
to express solutions via orthogonal modes, in the era of arising 5G, i.e, extremely
high frequency technologies, tackling problems like mutual coupling is no longer
trivial. [1] Additionally TCM has lately been emerging in to the characterization of
plasmonic objects, i.e., metal objects with nano-scale dimensions at optical regime,
where the free electrons no longer act as an impenetrable boundary, but instead allow
for negative permittivities and provide, for instance, rather interesting wave-guiding
possibilities for sub-wavelength scatterers.
A great variety of numerical models exist, upon which scattering formulations can
be built upon. However, as antenna and scattering problems are highly dependent on
far field properties, many of the available schemes, like finite element method (FEM)
and finite-difference time-domain method (FDTD) result to large computational
domains. Surface integral equation formulations avoid this problem, as they are
able to represent an original problem in a 3D domain by equivalent sources on
a 2D surface via surface equivalence principle (SEP), often greatly lowering the
required computational resources in representing an antenna or scattering problem
numerically.
However, the amount of available SIE formulations for TCM is still quite limited,
for instance, not allowing for the representation multi-layered structures, i.e, any
object, that has a material completely enclosed by another material. Thus, the
main aim of this work is to be able to formulate and implement a new numerical
surface integral equation (SIE) TCM formulation for multi-layered structures. To
that end I have to familiarize myself with the already existing integral equation
representations, starting from the simplest and well known electric field integral
equation (EFIE) towards the objectives of this work. To be able to implement the
method and evaluate the obtained results, I also had to familiarize myself with the
core of numerical methods like weak formulation and basis functions.
This thesis is organized as follows. In Chapter 2 the problem under inspection
and its governing theory as well as integral equation representations are described
and discussion on materials is presented. In Chapter 3 TCM and its properties are
discussed and a wide variety of integral equation formulations for both scattering and
characteristic mode problems are formulated, including the new one for multi-layered
structures. Also some motivation via their applications are introduced. Chapter
24 then briefly describes how numerical schemes can be built upon the introduced
formulations. In Chapter 5 examples of using TCM in the characterization of
scatterers are shown and the validity of the new method is ensured via comparison
to analytical solutions. This work ends in Chapter 6, where conclusion are drawn
and topics of future work are discussed.
32 Problem statement
In this chapter we introduce the problem under inspection, its governing theory and
the resulting mathematical equations. We’ll also introduce a field, in which this
problem is currently rather relevant, namely plasmonics.
2.1 Scattering problem
We’re set to solve a rather fundamental electromagnetic (EM) problem: if an object
is placed in a primary electromagnetic field, what will be the effect of the field on
the object, scatterer, and what will be its response? In Figure 1 these primary and
scattered fields are denoted correspondingly Ep and Es. This is an example of a simple
scattering problem and it is of utmost interest, as its results describe the interaction
of electromagnetic waves with material. The solutions of scattering problems are
used do develop understanding on a great variety of designs going from radars to
antennas and even fundamental physics, like Raman scattering and generation of
photons.
As an example, a simple one-body scattering problem is introduced here: a single
object is placed in an unbounded domain Ω0, Ω1 then being the domain bounded
by the surface of the object, denoted by S. The total fields in both domains can
be expressed according to the superposition principle as a sum of the primary and
secondary fields as
E0 = Ep0 + Es0 (1a)
E1 = Es1 (1b)
H0 = Hp0 +Hs0 (1c)
H1 = Hs1. (1d)
where the subscript is used to denote in which domain the fields are represented in
and Hj, j = 0, 1, is the magnetic field.
In EM problems the cross sections are often used as figures of merit. The
scattering cross section, σsca, is defined as the energy stored in the scattered field
versus the power density of the incident field, i.e., it describes the ability of the
scatterer to perturbate the incident field. The absorption cross section, σabs, is the
ratio of the total absorbed power inside the scatterer over the incident power density,
i.e., it describes the ability of the scatterer to absorb energy from the incident field.
As equations these are given by
σsca =
Psca
|S| (2a)
σabs =
Pabs
|S| (2b)
4Ep0,Hp0 Es0,Hs0
n1
n0
Es1,Hs1
Ω0
Ω1
S
Figure 1: One-body scattering problem
where S is the incident power density illuminating the object and the absorbed and
scattered powers are obtained from
Psca =
∫
S
1
2Re[E
s
0 ×Hs∗0 ] · n dS (3a)
Pabs = −
∫
S
1
2Re[E0 ×H
∗
0] · n dS. (3b)
where S is any closed surface, that encloses the scatterer.
In solving a special case of scattering, an antenna problem, also the radiation
patterns and polarizations, shown in Figure 2, are used in describing the behaviour
of the scatterer. They describe how the field is distributed and thus propagate in
the 3D-domain and in which plane the field vectors lie in. These affect the possible
communication directions and polarisations, i.e., the possible excitations, on which
the scatterer, antenna is able to accept and thus send energy. These are practically
always defined in the far field, electrically far enough from the antenna that the
antenna pattern has become stable and can be approximated as a plane wave locally.
Figure 2: Far field radiation patterns (from left to right) for a dipole, quadrupole,
hexapole, and octopole
Even though introduced here for one scatterer in a simple background medium,
this approach is valid for n objects, some of which might be inside each other, known
5as core-shell structures. If we’re willing to solve the scattering problem, we now have
a system of equations that is underdefined: we know only the primary fields, not
total nor scattered. Thus we need to link the unknown quantities to the known ones
through the Maxwell’s equations.
2.2 Maxwell’s equations and boundary conditions
It was shown in the 19th-century, that electromagnetic radiation fulfils the Maxwell’s
equations of which there exists both time and frequency domain formulations. Here,
due to the nature of our problem, we assume time harmonic evolution of the fields
and currents: their time dependence is of the form e−iωt, which allows us to replace
a time derivative ∂/∂t with −iω. If we also assume a passive and thus source free
region, the time harmonic Maxwell’s equations become
∇× E = iωB (4a)
∇×H = −iωD (4b)
∇ ·D = 0 (4c)
∇ ·B = 0 (4d)
where D and B are electric and magnetic fluxes, which are in a linear and direc-
tion independent , i.e., isotropic medium related to the electric and magnetic field
quantities as
D = jE (5a)
B = µjH (5b)
in which j and µj are the electric permittivity and magnetic permeability of domain
Ωj respectively, however generally µ0 and 0 then referring to free space parameters.
On an interface between two media with different EM properties ( and/or µ)
the solution should only fulfil also the boundary or interface conditions: across an
interface of two linear and source free media the following field components
Etan, Htan, n ·D and n ·B (6)
should be continuous. Here n denotes the surface normal of boundary S and Atan
the component of a vector tangential to that surface. If the material is perfectly
conducting (PEC), i.e., non-penetrable, any voltage difference along the surface will
immediately be driven to zero as is the field, resulting in
Etan = 0, n ·B = 0. (7)
For a non ideal conductor the impedance boundary condition (IBC) can be used,
given as
6Etan = ¯¯ZS · (n×H) (8)
where ¯¯ZS is the surface impedance dyadic, describing the relation between tangential
electric field and rotated tangential magnetic field. IBC should approach the PEC
boundary condition as ¯¯ZS → 0 [2]. As this work is focused in the analysis of PEC
and plasmonic, i.e., penetrable scatterers, IBC is not further discussed but only
introduced for the readers’ curiosity.
Even though not a boundary condition as such, the scattered fields must also fulfil
the radiation condition: the energy should diminish as r → ∞, i.e., the scattered
energy must remain finite. The following being a peculiarity and not to be pondered
upon too much, but the plane wave does not itself fulfil the radiation condition,
having infinite energy. This is as a plane wave is but as an approximation of a field,
the source of which is far away and stays quasi-constant over the computational area
of interest.
2.3 Integral equation representation
Utilizing equivalence principles, a scattering problem is turned to an equivalent
problem, in which the scatterer is replaced by equivalent sources that are able to
reproduce the EM radiation of the original problem. The resulting formulations are
known as integral equation representations.
If a surface S encloses a homogeneous and isotropic domain with constant and
scalar material parameters  and µ and the primary sources Ep and Hp are inside
that domain, then according to the surface equivalence principle (SEP) the total
fields inside the domain are uniquely defined by equivalent surface current densities
JS = n×H (9a)
MS = −n× E. (9b)
where JS is an equivalent electric and MS magnetic current defined on the surface
S. It is important to note, that they do not generally agree to any physical currents
but are a Huygens’ principle like representation of the original problem. [3]
Using the surface equivalence principle to the scattering problem defined in Figure
1 gives us the equivalent problems shown in Figure 3. In forming SEP for a problem
the boundary between the domains separated by a surface is removed, i.e., material
parameters are unified and sources outside that domain are set to zero, as they are
already represented by the equivalent currents. This is accomplished with the help
of a characteristic function of the corresponding domain Ωj, χj defined as:
χ0 =

1, r ∈ Ω0
1
2 , r ∈ S
0, r ∈ Ω1
(10a)
7S
Ep0,Hp0 0, 0
n0
Ω0, 0, µ0
Ω1, 0, µ0
J
S ,M
S
S
0, 0Es1,Hs1
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Ω1, 1, µ1
−J
S
,−
M
S
Figure 3: Surface equivalence representation of a simple scattering problem for
domain Ω0 (left) and domain Ω1 (right).
χ1 = 1− χ0. (10b)
Then the EM field in the domain is expressed through currents as
χjEj = ηjTj[JS]−Kj[MS] + δj0Ep (11a)
χjHj =
1
η j
Tj[MS] +Kj[JS] + δj0Hp (11b)
j ∈ [0, 1],
in which ηj is the wave impedance, defined as
√
µj
j
, δj0 is the Kroenecker delta
δj0 =
1, if j = 0,0, if j 6= 0. (12)
and Tj and Kj are surface integral operators that are defined through a single layer
operator Sj as
Tj[F](r) : = −1
ikj
∇Sj[∇S · F](r)+ ikj Sj[F](r) (13a)
Kj[F](r) : = ∇× Sj[F](r) (13b)
Sj[F](r) =
∫
S
Gj(r,r′)F(r′) dS ′ (13c)
where kj is the wavenumber, defined as kj = ω
√
jµj, ∇S· is the surface divergence,
i.e., a divergence, from which the component normal to the surface is subtracted and
Gj is the homogeneous free space Green’s function, which is of the form
8Gj(r, r′) =
eikj |r-r
′|
4pi|r-r′| . (14)
It is of worth noting that Tj, Kj and Sj should operate on smooth enough vector
functions for a solution to exist.
We now have a set of equations that is able to represent the problem only through
the primary field components and boundary conditions , i.e., material dependent
parameters. Thus next we’ll discuss about the effect of material and introduce an
important material model.
2.4 Electromagnetic materials
As seen from Equation (11), the permittivity and permeability of the scatterer, 
and µ, play a significant role in its EM response. They depict the material’s ability
to polarize, and also the penetration properties of a field, E or H, into the material.
Majority of classical materials can be classified as
– isotropic: their parameters are direction independent.
– non-magnetic: their relative permeability, µr = µ/µ0 is 1.
– or can be represented as (piecewise) homogeneous: their parameters are (piece-
wise) constants.
– having relative permittivities, r = /0, varying from 1 (free space) to ∞
(PEC).
In this work we focus on formulations for linear, isotropic and homogeneous scatterers,
as the complexity of the formulations and computational effort of solutions quickly
rises with complex materials that require proper Green’s functions. However we do
allow a single exception: we consider also plasmonic materials, which may exhibit
negative permittivities, usually in the visible spectrum of EM radiation.
Plasmonics is a field studying and describing the electron-density oscillations
sustained for example by semiconductor channels, thinmetal films and metal nanopar-
ticles, and can for instance explain the optical properties of metals. Plasmonics is
hardly a new field: in classical calculations the surface plasmon was foreseen already
in the Mie-theory over a hundred years ago, and first experiments validating their
existence by Ruthemann and Lang were made in the mid 20th-century. However
recent advancements in nanofabrification have allowed a higher degree of freedom
regarding the size and shape of produced nanoparticles and thus a need for tools
that can accurately predict the properties of these particles has arisen.
In classical EM, plasmonic problems can be modelled as a special case of scattering.
The oscillating behaviour of electrons can be described in the macro scale as a
frequency varying permittivity of a metal particle, as the electron inertia and finite
mobility result to a non-PEC response. The resulting material properties are then
usually approximated with the Drude model. In the Drude model it is assumed that
9the electrons of a metal cluster form an ideal electron gas, in which electrons can only
interact via collisions - no forces between neighbouring electrons or nucleus exist, nor
the nucleus is allowed to move. This results in a frequency dependent permittivity
of the metal cluster, given as
(ω) = inf −
ω2p
ω(ω + iγ) (15)
where inf is the limit for permittivity as frequency approaches infinity, ωp the so-
called plasma frequency of the given material, and γ the intraband tracking term,
inverse of the relaxation time. [4] As can be seen, the intraband tracking term gives
rise to the imaginary part, which will result in a real propagation exponent, i.e.,
attenuation of the EM waves.
In this work all penetrable objects are assumed to be silver, Drude model param-
eters of which have been obtained from [5]. It is well known, that Drude models
tend to underestimate the losses, i.e., the imaginary part of a scatterers permittivity,
as the wavelength approaches 300 nm. As this mainly affects the quality factor,
the results obtained with a Drude model are qualitatively accurate and widely used.
Also, as the material model is formulation independent and can easily be switched if
needed, further on in this work we assume our material model to be accurate enough.
Next we’ll move from the general background a bit closer to the essence of
this work: how surface integral equations (SIEs) and characteristic mode (CM)
formulations can be developed for the introduced materials.
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3 Theoretical formulations
In this section we review and replicate well-known SIE formulations for both PEC, and
penetrable (plasmonic) and core-shell scatterers as well as introduce corresponding
characteristic mode (CM) formulations. We’ll also introduce a new CM formulation
for core-shell structures. However, we start this chapter by introducing the theory of
characteristic modes (TCM) and give motivation for its use, as sometimes the inverse
of a scattering problem is to be solved: instead of looking for an unknown response
of a known scatterer, a known response is sought for an unknown scatterer. Due to
reciprocity one might assume this to be trivial, but as the coupling of a scatterer to
an excitation behaves in a dot-product like sense, the true potential of a scatterer
can not be studied by illuminating it with a simple excitation, but would instead
require quasi-infinite excitations in quasi-infinite orientations.
TCM avoids this problem by studying excitation-independent eigencurrents,
modes, that are able exist on a scatterer. Examples of eigencurrents are shown
in Figure 4. Resonating modes are then those, whose reactive parts are zero,
corresponding to the condition of zero stored reactive energy. As resonant modes are
unable to store energy, must they dissipate it otherwise, i.e., as EM radiation (or
heat) and thus the resonant modes correspond to power transmission, i.e., radiation
maxima.
Figure 4: Eigencurrent solutions, modes, for a silver sphere (from left to right) for
dipole, quadrupole, hexapole, and octopole
To illustrate TCM, consider a symmetric operator Z, that behaves like an
impedance operator, such, that it is able to map electric currents to electric fields. If
the operator is Z = R+ iX, it can be decomposed in to its real and imaginary parts,
R and X, correspondingly. Characteristic modes for such system can be found from
the following eigenvalue equation
X(Jn) = λnR(Jn) (16)
where Jn is the nth eigenfunction, i.e., eigencurrent and λn the corresponding
eigenvalue. As X and R are real and symmetric operators, must all eigenvalues and
-vectors be real as well. [6] The eigenfunctions must also be orthogonal: no mode can
be represented as a sum of other modes, i.e., the projection of each mode to another
should be zero.
Found eigen-currents can then be used to expand a solution for a scattering
problem through a modal expansion, i.e., the currents in the already introduced SEP
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are found from
J =
∑
n
anJn (17a)
M =
∑
n
bnMn (17b)
(17c)
where the modal expansion coefficients, an and bn, are found by normalizing the
modes to unit power, resulting in
an =
Vn
1 + iλn
(18)
where Vn =< Jn,Finc > is the modal excitation coefficient and Finc contains the
incident terms with their formulation dependent coefficients. [7] The magnetic
expansion coefficients can then be found from the formulation dependent correlation
between electric and magnetic currents. This can and sometimes should be formulated
for the magnetic coefficients first, as on the dual of PEC, i.e., PMC, perfect magnetic
conductor, the electric coefficients go to zero.
Even though analytical solutions for modal analysis and scattering problems
exist, they’re limited to simple shapes and geometries in simple materials, whereas
numerical methods allow the prediction of arbitrary shapes in arbitrary materials
as long as a computationally evaluable Green’s function exists for them. Thus next
we’ll introduce integral equation formulations for both scattering and modal analysis,
upon which computationally evaluable schemes can be built.
When case specific boundary conditions are applied to the Equations in (11), the
unknowns might become attached and the solution of the system uniquely defined.
Thus in the following chapter the most common surface integral equations, (SIEs)
for different, well known scattering and modal problems are introduced and a new
one for core-shell structures is formulated.
If the unknown currents in (9) are expressed as a superposition of one caused by
primary sources, Jp and Mp, and the one that causes the secondary sources, Js and
Ms, the Equations (9) comes, noting that n0 = −n1
J0 = n0 ×H0 = Jp0 + Js0 (19a)
M0 = −n0 × E0 = Mp0 +Ms0 (19b)
J1 = n1 ×H1 = Js1 (19c)
M1 = −n1 × E1 = Ms1 (19d)
Then if we device interface conditions so that the general boundary conditions, i.e.,
the continuity of the tangential components are fulfilled
(E0)tan = (E1)tan =⇒ M0 = −M1 (20a)
(H0)tan = (H1)tan =⇒ J0 = −J1 (20b)
12
and also introduce two trace operators, tangential, γt, and rotated tangential, γr, as
γtF = −n× n× F|S (21a)
γrF = n× F|S, (21b)
we then have the tools required for formulating SIEs for scattering problems. We’ll
begin with the simplest case, PEC, advancing then through characteristic modes
with increasing complexity towards the the formulation for core-shell structures.
3.1 Perfect electric conductors
SIE formulations were first formulated for PEC structures for both scattering and
TCM problems. This was due to their straightforwardness and utility, as the vast
majority of traditional antennas can be approximated to be good conductors in their
operational frequencies. However, as vast majority of classical antennas have rather
simple or even analytical solutions, like mono- or dipoles, horn antennas etc., TCM
was in slumber for quite some time after its discovery. Only the recent advancements
in antenna multiple-input-multiple-output (MIMO) applications, especially mobile
ones due to their low space and thus high mutual coupling, have sparked new interest
in TCM due to its ability to effectively minimize mutual coupling systematically,
without pseudo-random and thus slow, iterative processes. [8, 9]
As stated in Equation (2.2), on a boundary of a PEC the tangential component
of an electric field must vanish. Thus when forming the surface equivalence, in which
the magnetic current M is linearly dependent on Etan, must it vanish as well. As
there is no field in domain Ω1, there is no need for representation there, as illustrated
in Figure 5. The Equations in (11) become for domain Ω0, taking n0 = −n1
S
E0,H0 0, 0
n0
Ω0, 0, µ0
Ω1, 0, µ0
J
0
Figure 5: Surface equivalence representation of the scattering problem for a PEC
scatterer in domain Ω0, as the field inside Ω1 vanishes.
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χ0E0 = η0T0[JS] + Ep (22a)
χ0H0 = K0[JS] +Hp. (22b)
Then we push the field point to the surface S, where the scattered field is to perfectly
nullify the original field to fulfil the PEC condition, i.e zero field inside, Etan = 0.
However the tangential component of the magnetic field is not zero on the surface,
and we must use the identities shown in the Equations (19a) and (10), i.e., replace
γtH0 with n× J0 and χ with 12 , resulting in
−γtEp = γtη0T0[JS] (23a)
−γrHp =
(
γrK0 − 12I
)
[JS] (23b)
where I stands for the identity operator. These equations are known as eletric field
integral equation (EFIE) and magnetic field integral equation (MFIE) respectively.
Both of these do have the tendency of suffering from non-physical internal
resonances, that arise from the cavity resonator formed by the closed surface of the
scatterer and thus combined field integral equation (CFIE) is often used instead,
defined as
1
η
EFIE +MFIE, (24)
which is free of internal resonances and thus able to obtain valid results. [10]
For PEC scatterers, the TCM formulation arises naturally: if the sources in
Equation (23) are supressed, one obtains
γtη0T0[JS] = 0 (25a)(
γrK0 − 12I
)
[JS] = 0 (25b)
which can be recognized to be of the same form as Equation (16), as it only contains
terms operating on electric currents. However the eigenvalue equation has to be
formed differently for them, one of them maps electric currents to electric field, J to
E, and the other currents to magnetic field, J to H. As shown Dai et al. in [11], the
eigenvalue equation for EFIE is exactly like the one represented in Equation (16),
but the one for MFIE becomes
R(Jn) = −λnX(Jn). (26)
In short, this arises due from our time harmonic formulation: as H is expressed
through the curl of E, which has the imaginary unit −i etc., in its exponent, will
the roles of R and X switch places.
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As we will further discuss in Chapter 5, these both have the same problem as the
scattering formulations, i.e., some of the obtained results are nonphysical, but they
also have a similar remedy: as the spurious resonances are different in nature, CFIE
CM analysis is able to produce spurious free solutions, corresponding to the actual,
physical modes. CFIE CM is obtained similarly to scattering problems as a weighted
linear combination of the EFIE and MFIE, however yet again resulting in a different
eigenvalue equation(
ZE + (1− α)ηjZH
)
Jn = (1 + iλn)
(
αRE + (1− α)iηjXH
)
Jn (27)
where the sub-indices of E and H refer to either EFIE or MFIE operator correspond-
ingly and α is the weighting factor, often equal, i.e., 0.5, of the two formulations.
[11]
3.2 Penetrable objects
With advanced manufacturing techniques and applications, scatterers were able
to evolve as well - since the 1970s for instance microstrip antennas have included
dielectrics. This is, as they are able to condense fields, thus diminishing the spatial
requirements of antennas: if the wave can be condensed n-fold, so will the antenna,
as it is linearly dependent on the wavelength. This is important, as shown by
Harrington and Chu (and hence known as Chu–Harrington limit) already in the mid
20th century, the electrical size, i.e., the size of an antenna in wavelengths has a great
effect on its dominant features. [12] In recent years the interest in plasmonics has
also increased due to advancements in nanofabrification methods, and they can be
modelled classically as penetrable objects as well via the already introduced Drude
model. [13]
One of the earliest, most robust, physical and thus the most popular way to
formulate the surface integral equation for penetrable objects is to use the PMCHWT
formulation [14]. This can be obtained by taking directly the problem shown in
Figure 3, i.e., Equation (11)., and then yet again enforcing the continuity of the
tangential components on the surface S, resulting in
−γtEp = γt
1∑
j=0
(
ηjTj[JS]−Kj[MS]
)
(28a)
−γtHp = γt
1∑
j=0
(
Kj[JS] +
1
η j
Tj[MS]
)
. (28b)
This can be then written in matrix equation form as
γt
[
η0T0 + η1T1 −(K0 +K1)
K0 +K1 1η0T0 + 1η1T1
] [
JS
MS
]
= −γt
[
Ep0
Hp0
]
(29)
where one can find familiar terms from the EFIE and MFIE formulations, of which
the PMCHWT is combined of and is, similar to CFIE in PEC studies, free of spurious
responses.
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However modal analysis cannot be built upon PMCHWT formulation, as it cannot
be decomposed properly into X and R, having both magnetic and electric currents
and for now the existence of truly spurious free formulations is still open. [15] There
still are a few approaches, which are able to obtain reasonable results with similar
computational effort, especially for plasmonics. One of these is based on splitting
the equivalent magnetic current on the inner and outer surface, as shown in Figure 6.
[16]
S
E0,H0 0, 0
n0
Ω0, 0, µ0
Ω1, 0, µ0
J
0 ,M
0
S
0, 0E1,H1
n1
Ω0, 1, µ1
Ω1, 1, µ1
−J
0,
−M
1
Figure 6: Surface equivalence representation of a modal problem of a penetrable
scatterer for domain Ω0 (left) and domain Ω1 (right).
The field representations for the domains then become, taking n1 = −n0
χ0E0 = η0T0[J0]−K0[M0] + Ep (30a)
−χ1E1 = η1T1[J0]−K1[M1] (30b)
χ0H0 =
1
η0
T0[M0] +K0[J0] +Hp (30c)
−χ1H1 = 1
η1
T1[M1] +K1[J0]. (30d)
One of the magnetic currents can be expressed through the electric one if the
Equation (30c) is pushed to the surface S:
γtχ0H0 = γt
( 1
η0
T0[M0] +K0[J0] +Hp
)
(31)
replacing γtH0 again with n× J0
1
η0
γtT0[M0] = γt
(
−K0[J0]− 12n× J0 −H
p
)
(32)
and finally, using notation Kj,±[F] = (Kj ± 12n×)[F]:
M0 = −η0(γtT0)−1(K0,+[γtJ0] + γtHp). (33)
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The second current can then be found from Equation (30d) in a similar manner,
resulting in
M1 = −η1(γtT1)−1(K1,−[J0]). (34)
Inserting (33) and (34) back into Equations (30a) and (30b) and the tangential
components on the surface S results to
γtE0 = η0
(
(γtT0 + γtK0,−(γtT0)−1γtK0,+)[J0] + (γtT0)−1γtK0Hp
)
+ γtEp (35a)
−γtE1 = η1
(
γtT1 + γtK1,+(γtT1)−1γtK1,−
)
[J0]. (35b)
After enforcing the continuity of the tangential components one obtains
(
η0(γtT0 + γtK0,−(γtT0)−1)γtK0,+ + η1(γtT1 + γtK1,+(γtT1)−1K1,−)
)
[J0] =
−γt(K0,−T −10 Hp + Ep)
(36)
which can be recognized as a (16) like equation after neglecting the primary fields.
It is worth noting, that the equation holds a pattern: the only difference between
the domain dependent terms is the subindex ±. This is rather natural, as it related
to the surface normal, which is complementary for the two domains, i.e., it seems,
that the term follows the direction of the surface normal.
3.3 Core-shell structures
Even though the formulation of penetrable objects allows the simulation of arbitrary
number of parallel materials, it does not allow for embedded or layered materials,
i.e., composite or core-shell structures. As recent advancements in nanofabrification
techniques has allowed the creation of novel structures, a need for formulations that
are able to accurately foresee and engineer their properties has arisen as well. As
the analytical solutions are limited to simple geometries, the need for an excitation
independent, numerical, i.e., modal formulation can easily be justified.
As seen from Figure 7, the problem might seem quite intimidating at first.
However with a concise, domain by domain implementation of SEP a formulation
for both scattering and characteristic modes can be found. Due to added complexity
we introduce an additional superscript to our notation, which is used to define on
which surface an operator or variable is defined: for instance J11 is the current on
surface S1 on the side of domain Ω1 whereas J12 is the current on surface S1 on the
side of domain Ω2. This’ll become important, as we reach the TCM formulation for
core-shell structures.
Applying SEP to domain Ω0 results to the familiar set up of Figure 6. This is also
true for domain Ω2: even though they are not defined on the same, both domains
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Figure 7: 2D-cut of a core-shell scattering problem.
are still bounded only by one surface, and thus we can directly write, only modifying
in proper subscripts
χjEj = ηjTj[Jj]−Kj[Mj] + δj0Ep (37a)
χjHj =
1
η j
Tj[Mj] +Kj[Jj] + δj0Hp (37b)
j ∈ [0, 2].
However this isn’t true to domain Ω1, as it is encased by both surfaces 0 and 1,
resulting to the following surface equivalence representation illustrated in Figure 8.
From there the following equations are obtained naturally as a superposition of the
fields caused by the currents on both surfaces as
χ1E1 = −
1∑
j=0
(
η1T1[Jj1]−K1[Mj1]
)
(38a)
χ1H1 = −
1∑
j=0
(1
η 1
T1[Mj1] +K1[Jj1]
)
. (38b)
where the minus sign arises from the surface normals, that are defined out of the
domain in which the fields are represented. We use only one representation for the
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Figure 8: Surface equivalence representation for domain Ω1 of the core-shell scattering
problem.
electric current on a surface as in Equation (20a), i.e., J00 + J01 = J0, same holding
for the magnetic current as well. To receive a proper system of equations, we then
take the solution first to the surface S0 and enforce the continuity of the tangential
components over it, i.e., γtE0 = γtE1 and γtH0 = γtH1, resulting in
γt
( 1∑
j=0
(
ηjTj[J0]−Kj[M0]
)
+ η1T1[J1]−K1[M1]
)
= −γtEp (39a)
γt
( 1∑
j=0
(
Kj[J0] + 1
ηj
Tj[M0]
)
+K1[J1] + 1
η1
T1[M1]
)
= −γtHp. (39b)
Then we do the same for surface S1, enforcing the continuity of the tangential fields,
γtE1 = γtE2 and γtH1 = γtH2
γt
(
η1T1[J0]−K1[M0] +
2∑
j=1
(
ηjTj[J1]−Kj[M1]
))
= 0 (40a)
γt
(
K1[J0] + 1
η1
T1[M0] +
2∑
j=1
(
Kj[J1] + 1
ηj
Tj[M1]
))
= 0. (40b)
and we have again the same number of equations and unknowns. These equations
can be then written in matrix form as
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γt

η0T0 + η1T1 −(K0 +K1) η1T1 −K1
K0 +K1 1η0T0 + 1η1T1 K1 1η1T1
η1T1 −K1 η1T1 + η2T2 −(K1 +K2)
K1 1η1T1 K1 +K2 1η1T1 + 1η2T2


J0
M0
J1
M1
 = −γt

Ep
Hp
0
0
 (41)
where one should recognize the resemblance to Equation (29): if split into two times
two sub-matrices, the upper left and lower right terms have both currents and terms
related to a single surface and are exactly identical to the PMCHWT formulation
for a single layer scatterer, as is natural. The new terms, upper right and lower left
however have terms that that give the fields on one surface due to currents on the
other, and thus can be considered to be cross-coupled terms.
Obtaining the CM formulation for core-shell structures resembles the correspond-
ing single layer penetrable scatterer formulation: instead of combining, the magnetic
currents on each side of a surface are again kept separate. Then, as we yet again have
too many variables for proper CM formulation, we express the magnetic currents as
functions of the electric ones: if we solve for the magnetic current in domain Ω0 on
surface S0, i.e., M00 from (37b) on the surface S0 and thus replace γtH0 with n× J0,
we obtain
1
2n0 × J0 = γt
(1
η 0
T0[M00] +K0[J0] +Hp
)
(42)
reordering the terms and using the notation Kj,±[F] = (Kj ± 12n×)[F] results to
M00 = −η0(γtT0)−1
(
K0,−[J0] +Hp
)
. (43)
The magnetic current on the inner surface S1, i.e., M12 is found in a similar manner,
resulting in
M12 = −η2(γtT2)−1
(
K2,+[J1]
)
. (44)
However the magnetic currents in the domain bounded by two surfaces cannot be
solved for in a similar manner due to the cross coupled terms. Instead, we assemble
a system of equations by first taking Equation (38b) to both surfaces 0 and 1
1
2n0 × J0 = −γt
(1
η 1
T1([M01] + [M11]) +K1([J0] + [J1])
)
(45a)
1
2n1 × J1 = −γt
(1
η 1
T1([M01] + [M11]) +K1([J0] + [J1])
)
(45b)
which result, after reordering, to
γt
(
K1,+[J0] +K1[J1]
)
= −γt
(1
η 1
T1([M01] + [M11])
)
(46a)
γt
(
K1[J0] +K1,+[J1]
)
= −γt
(1
η 1
T1([M01] + [M11])
)
. (46b)
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If this is further written in matrix form:
γt
[ 1
η1
T1 1η1T1
1
η1
T1 1η1T1
] [
M01
M11
]
= −γt
[K1,+ K1
K1 K1,+
] [
J0
J1
]
(47)
and denoting as follows
−
[ 1
η1
γtT1 1η1γtT1
1
η1
γtT1 1η1γtT1
]−1
γt
[K1,+ K1
K1 K1,+
]
=
[
A C
B D
]
(48)
results in
M01 = AJ0 + CJ1 (49a)
M11 = BJ0 +DJ1. (49b)
Then we yet again follow the path similar to earlier formulations: if the magnetic
currents in (43, 44), (49a) and (49b) are inserted to the electric field representations
in (37a) and (38a) on corresponding surfaces, one obtains
γtχ0E0 = η0
(
γtT0 + γtK0(γtT0)−1γtK0,−
)
[J0] + γtK0Hp + γtEp (50a)
−γtχ1E1 = γt
(
(η1T1 −K1(A+B))[J0] + (η1T1 −K1(C +D))[J1]
)
(50b)
γtχ2E2 = η2
(
γtT2 + γtK2(γtT2)−1γtK2,−
)
[J1]. (50c)
Here one should recognize the familiarity with Equation (35a), the only difference
yet again lying in the domain bounded by two surfaces. As we have two unknowns,
the currents on surfaces 0 and 1, we reduce our number of equations by enforcing
the continuity of the tangential components, without the primary fields, resulting in
0 =
((
η0(γtT0 + γtK0(γtT0)−1γtK0,−) + η1γtT1 − γtK1(A+B)
)
[J0]+(
η1T1 −K1(C +D)
)
[J1]
)
,
r ∈ S0 (51a)
0 =
((
(η1γtT1 − γtK1(A+B))
)
[J0]+(
(η1γtT1 − γtK1(C +D) + (η2γtT2 + γtK2(γtT −12 γtK2,−)
)
[J1]
)
,
r ∈ S1 (51b)
which then can be written again in matrix form as[
Z11 Z12
Z21 Z22
] [
J0
J1
]
=
[
0
]
, (52)
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where the submatrices are now as follows
Z11 = η0(γtT0 + γtK0(γtT0)−1γtK0,−) + η1γtT1 − γtK1(A+B) (53a)
Z12 = η1γtT1 − γtK1(C +D) (53b)
Z21 = η1γtT1 − γtK1(A+B) (53c)
Z22 = η1γtT1 − γtK1(C +D) + η2(γtT2 + γtK2(γtT2)−1γtK2,−). (53d)
Here one should yet again note the symmetry of the solution, which is again quite
natural.
Even though formulated here through two magnetic currents, multiple other
possible combinations exist for the creation of the TCM formulation for core-shell
structures, all exhibiting slightly different behaviour. As their derivation is exactly
similar, step by step, and thus straightforward, they aren’t introduced here. Also
worth noting is that the introduced formulation can be extended easily for n-layered
structures, as they all can be decomposed into domains that are bounded either by a
single or two surfaces, and thus they follow exactly the same pattern as introduced
here. This is guaranteed by the trick in the direction of the surface normals, following
the rule
sign(nj) = −1j (54)
where j is the surface on which the normal is to be defined. The introduced procedure
is also valid for arbitrary number of parallel surfaces, i.e., surfaces that are embedded
into a domain already bounded by a surface, as shown in Figure 9.
Figure 9: Examples of problems, for which the formulation generalizes systematically.
Different colors depict material domains, which can be any arbitrary material, as
long as they can be evaluated with a SIE formulation properly.
We now have at our disposal a family of SIEs for scattering and modal analysis.
In the following chapter we’ll develop numerical schemes, with which general EM
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problems can be attacked with - it is important to note, that so far all we’ve introduced
holds true in exact sense, as we’re only representing the original problem through
an equivalent problem. The solution becomes approximate as we discretize our
computational domain and start to seek for a solution in a weighted average sense.
However this is the price to be paid if complex structures are to be analyzed, for
which no analytical solution can be devised.
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4 Numerical solutions
Even though discussed, so far we’ve not introduced anything computationally evalu-
able as such. In this chapter we’ll introduce a background needed for the numerical
solution of the equations, starting with weak formulation and then going through
testing to how the desired quantities are finally calculated.
4.1 Weak formulation
As our governing integral equations have both divergence and gradient operating,
the solution is not trivial to find: the gradient requires continuity and the divergence
normal continuity of the unknown. Also, as the Green’s function in the operator
S is singular and thus hardly integrable, its derivative is even more singular. Even
though some techniques exist that help the evaluation of the Greens function, like
singularity subtraction technique [17], generally the solution to our equation can not
be found easily in the strong sense.
However with the help of weak formulation we can transfer one of the ∇ operators
to a test function. For EFIE the weak formulation is obtained by taking Equation
(23a), using the definition of the operator T , multiplying with a suitable test function
v, that can be defined as a vector field tangential to the surface S, automatically
taking the tangential component. Then integrating over domain Ω results in
−
〈
v,Ep
〉
S
= η0
−1
ik0
〈
v,∇S[∇S · Js]
〉
S
+ ik0
〈
v,S[JS]
〉
S
. (55)
Then studying the solution on the surface S and applying the divergence product
rule, i.e.,
u∇S · F = −∇S · (uF) +∇Su · F, (56)
on the first term on the RHS of Equation (55) results in〈
v,∇S[∇S · Js]
〉
dS
=
〈
∇S · v,S[∇S · Js]
〉
dS
−
〈
∇S,vS[∇S · Js]
〉
dS
(57)
where the second term on the RHS should be recognized as the Gauss’s law, making
the term go to zero for a closed surface, applicable as long as ∇s · Js is well defined,
i.e., Js is normally continuous. After substituting this back into Equation (55) the
following is obtained
η0
( 1
ik0
〈
∇S · v,S[∇S · Js]
〉
S
+ ik0
〈
v,S[JS]
〉
S
)
= −
〈
v,Ep
〉
S
(58)
which is the weak form of EFIE. The weak formulations for the other IEs can be
found in a similar manner but are not introduced here due to some details required
in their formlation, which’d take away the focus from the emphasis of this work.
For instance as MFIE is formulated through the rotated tangential components of
the fields, using similar test functions as in EFIE will result into a weak form that
doesn’t properly test the boundary conditions of the original system, i.e., they’re not
fulfilled, even in the weak, i.e., weighted average sense.
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Next we’ll introduce how a linear system of equations is formed from the weak
formulation.
4.2 Basis functions and testing
One should note, that in the previous section the conditions set for the unknown
function Js are relaxed, as one of the derivatives is transferred to the test function
v. However this means that our test function should be normally continuous like
the unkown as well. This is an important property of weak formulations: they tell
how the unknown should be tested for a proper solution to exist. For instance, as
mentioned, the testing of EFIE and MFIE have to be done by different basis functions
to ensure proper fulfilment of boundary conditions. [18] In conclusion one should
always use such test functions vn that fulfill the weak form of the formulation under
evaluation.
If we expand the unknown, here the electric current, as a linear combination of
known functions un, known as basis functions
Js ≈
N∑
n=1
cnun (59)
where cn are the unknown coefficients of the N basis functions, approximating the
real solution Js. If we insert the approximation back into the weak formulation and
split the integration over the domain into a sum of integrals over the support Sn,
where un is defined, we’ll have a system of n linear equations. This means that our
original problem of looking for an unknown vector function has been turned into a
problem of looking for unknown scalar coefficients from a linear system of equations
Ax = b (60)
where an element Ank contains the integrals over the element Sn for test function vn
versus basis function uk, i.e.,
Ank =
1
ik0
〈
∇S · vn,S[∇S · uk]
〉
Sn
+ ik0
〈
vn,S[uk]
〉
Sn
, (61)
an element bn contains the sources on that element
bn = −
〈
vn, γtEp
〉
Sn
(62)
and xn the unknown coefficient cn. Now our original problem of looking for an
unknown function has been transferred to one of finding unknown scalar coefficients,
which is widely referred to as method of moments (MoM). [19] From here the unknown
scalar coefficients of the basis functions, cn can easily be solved computationally, and
multiple advanced algorithms exist solely for this purpose.
In the Galerkin’s method of weighted residuals, the weak formulation must be
tested with the basis functions, i.e., v = u. In the case of EFIE this is rather
natural, as they both should satisfy the same criterion due to the weak formulation:
normal continuity of the component tangential to the surface. A special case of
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Figure 10: First order vector edge shape functions for a triangular element in reference
coordinates
diverge conforming basis functions are the so called Rao-Wilton-Glisson (RWG) basis
functions, shown in Figure 11, which are edge basis functions scaled by the length of
the edge and surface area, i.e.,
vn =

ln
2A+n
(p+n − r), if r ∈ T+n
− ln2A−n
(p−n − r), if r ∈ T−n
(63)
where vn is the nth basis/test function, ln the length of edge en associated with
corresponding vn , A±n the area of the corresponding element, and p±n a point in an
element T+,−n , where the sign is used to orientate the basis function properly [20].
RWG can be built by utilizingh first order vector edge shape functions, illustrated
in Figure 10. The RWG basis functions are shown to provide good accuracy with
EFIE and is widely used even for MFIE, even though it does not properly test the
weak form of n× formulations and thus might produce highly erroneous results
for anything except the numerically easiest of test cases. If MFIE or other similar
formulation is to be properly evaluated, the Buffa-Christiansen (BF) test functions
should be used. [21]
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Figure 11: RWG basis function for triangular elements
Discretization is the point, at which our solution starts to diverge from the
accurate one: if we increase the number of used basis functions, our approximate
solution should converge towards the accurate solution, as long as our system of
equations is well-conditioned and stable. Condition number is a figure of merit for
a numerical method, that describes how much a small change in the input changes
26
370 380 390 400 410 420 430 440 450
Wavelength (nm)
0
2
4
6
8
Qs
ca
96
216
384
600
864
1176
Figure 12: Converging solution of the Qsca of a 50mm silver octahedron in the
plasmonic regime for different degrees of freedom. On the right the surface charge
distribution at the main peak is shown in the case of 96, 600 and 1176 degrees of
freedom. Not introduced here, but the range of the colormaps change also drastically
as the singular solutions at the sharp corners are approached.
the output. For matrices this generally describes the ratio between its smallest and
biggest elements and determines the maximum available accuracy of the system,
theoretically approaching zero as condition number approaches infinity.
An example of convergence is shown in Figure 12, where one should notice that
as we’re looking for a solution in a weighted average sense, low order discretization
tends to smooth out and average the true solution, in the case of the octahedron
resulting in greatly overestimated scattering peak as well as a blue shifted, i.e., higher
in frequency shifted location. This can be understood with the basic principles from
statics: strong gradients of surfaces, especially discontinuities of their normal vector,
tend to have strong gradients of charge and thus field distributions and if we have
large discretization elements and test point at the location of the natural singularity,
the obtained result will be overestimated. If we were to study similar behaviour
for an electrically small sphere, i.e., a smooth scatterer with a rather stable charge
and/or current distribution, the solution would converge even with a small number
of discretization elements, as shown in Figure 13. In this work all the introduced
results are for smooth surfaces where the effect of discretization has been properly
analyzed. Hence the quality of the discretization won’t be further discussed in this
work.
It is also important to note, that due to aliasing etc., it is possible to have
converging behaviour towards a wrong solution as well, and thus one should always
be careful when evaluating numerical solutions, as else one can easily receive a
classical garbage in,garbage out -situation. It is worth mentioning, that this isn’t
only a problem of numerical formulations: almost all solutions, analytical or not,
have sets of parameters that make them ill-defined or non-physical.
In modal analysis the discretization has another significant effect: a system of
equations has always as many eigensolutions as it has degrees of freedom. This means,
that the vast majority of modes for a too densely discretized have a minimalistic
effect on the response of a scatterer and are thus a waste of computational resources,
whereas a poorly discretized domain is not able to represent all of its physical modes.
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Figure 13: Converging solution of the Qsca of a 10cm PEC sphere for different degrees
of freedom. On the right the obtained equivalent electric current distribution is
shown at 25 GHz.
Thus one should always use high discretization and postprosessing when performing
modal analysis.
Now we have the method to compute numerical results for a wide range of EM
problems. In the next section we’ll introduce how the obtained results can be refined
into well known figures of merit.
4.3 Extraction of results
For scattering problems, the system of equations formed (60) will return as a solution
the vector x. As they’re only the coefficients for the basis functions, with them alone
much analysis can’t be done. However they do already give minor insight into the
response at hand: the amount of extrema depicts the order of the mode active on
the scatterer, and based upon their vectorial properties one can analyze if either
magnetic or electric properties are dominating. This is, as diverging electric currents
are related to equivalent electric charge and rotational to magnetic charge, i.e.,
n ·D = 1
iω
∇S · J and n ·B = 1
iw
∇S ×M (64)
examples of which are seen in Figure 14.
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Figure 14: Relationship between currents and charge. On top row electric current
has been plotted against electric charge: the diverging electric current results to an
electric dipole. On the middle row electric current has been plotted against magnetic
charge: rotational electric current leads to a magnetic dipole. On bottom row electric
current has been plotted against electric charge: seemingly rotational current is
actually diverging in nature and thus produces an electric multipole.
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The scattering quantities can then be found from
Psca = −12Re(x
tAextx) (65)
where the subscript of Aext just denotes, that only the terms related to the outer
surface, that produce fields to the outer domain should be used. [22] Pabs can then
be easily found by subtracting the scattered power from the incident power.
In modal analysis solving the eigenvalue equation directly returns the coefficients
of the eigen-currents, Jn and Mn, as well as their eigenvalus λn. However if evolution
of a mode is to be inspected over a frequency sweep, it is important to be able to
automatically distinguish modes from another. Here the orthogonality properties of
modes are of utmost importance: if one takes a projection of a mode at frequency
j unto another at frequency j + 1 and divides by the projection of the modes unto
itself, i.e,
projnorm,nm =
Jjn · Jj+1m
Jjn · Jjn
(66)
one should receive something close to unity for the same mode and close to zero for
other modes. This is tested for three random modes versus all other for a system
with some 700 degrees of freedom in Figure 15
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Figure 15: Normalized projections of modes against others for a PEC sphere at f
≈ 130MHz.
where one can note that the projection of a mode on itself between near enough
frequencies indeed seems to approach one and is more or less zero for the others.
However under numerical tests during this work it was found out, that for strongly
singular solutions the projections no longer always behave nicely, and thus, although
slower, more robust algorithms based on not accepting the first value over a set
criterion but maxima of the hole set were used instead.
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5 Numerical results
In this section some results based on the introduced formulations are shown. All
of the results are obtained with self-made MATLAB programs, which do however
heavily rely upon earlier work of Aalto University School of Electrical Engineering
Dpt. of Radio Science and Engineering [23, 24]. The meshing as well as the evaluation
of integrals is done by the already implemented programs whereas self-implemented
parts include the formulations, i.e., how the Equations (23b), (26), (27), (29), (36),
(41) and (52) are organized and the received matrices turned to figures of merit, as
shown in section 4.3.
The section PEC discusses the differences of CFIE, EFIE and MFIE via an
example, in section plasmonics it is shown how modal solutions can be verified
against an analytical solution and finally in the section core-shell the new CM
formulation for multi-layered structures is verified.
5.1 Perfect electric conductors
Let’s first replicate the results introduced in the [11], i.e., study the EM response and
characteristic modes of a one meter radius sphere with EFIE, MFIE and CFIE based
formulations. The received Qsca, i.e., electrical size normalized scattering power
is introduced in Figure 16. As one should note, the common consensus of MFIE
solution failing dramatically for closed surfaces is well apparent in the results, that
greatly underestimate the EM response of the scatterer under inspection. However
the EFIE solution seems rather stable and thus the next natural step is to study the
numerical stability, i.e., conditioning of the formulations.
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Figure 16: EM response of a 2 m diameter sphere as a function of frequency for
EFIE, MFIE and CFIE
If one looks at the condition number introduced in Figure 17, one should note
that the condition number for EFIE is many orders of magnitude lower than those
of both EFIE and MFIE, MFIE of which seems to compete in its own league. This
arises yet again from the different nature of the formulations, and a more suitable
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a choice for comparison would’ve been Mre. As this tells us only how, no why the
methods fail, the next step is to study the obtained equivalent current results of the
formulations.
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Figure 17: Condition numbers of the total Z matrices as well as their imaginary
parts for the three formulations in the case of a 1 m radius PEC sphere.
Figure 18: Current results (total) on the scatterer at the frequency of the internal
resonance, f ≈ 131 MHz, for (from left to right) CFIE, EFIE and MFIE
However the result obtained for the scattering problem introduced in Figure 18
doesn’t shed much light on the reasons behind the failure: even though the scales
are equal for all three plots, only MFIE solution seems to differ from the rest and
only minorly. However, if one subtracts both EFIE and MFIE results from the CFIE
results a, i.e., takes their difference, as is done in Figure 19 and uses it in unison
with information from the Figure 20, it seems that EFIE fails for an electric mode
(diverging currents) and MFIE for magnetic mode (rotational currents). This in
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unison with the fact that EFIE and MFIE differ in formulation through the imaginary
unit most likely explains partly, why CFIE CM is able to produce spurious free
results.
Figure 19: Differences in current solutions at the internal resonance, f ≈ 131 MHz:
CFIE - MFIE on the left, CFIE - EFIE on the right.
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Figure 20: Eigenvalues (top) and -angles (bottom) as a function of frequecy [MHz]
for the 1 m radius sphere with all three different formulations.
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As can be seen in Figure 20, both EFIE and MFIE based modal solutions diverge
from the CFIE based formulation. However they do so in different ways: EFIE seems
to experience a diminishing eigenvalue, whereas for MFIE exactly the opposite is true.
As the lower the eigenvalue for a mode, the more it contributes to the scattering for
a proper excitation, it is only natural that the formulation experiencing increasing
eigenvalues at its internal resonance receives worse results, as there a small error
results to great relative error rather quickly.
Even if being an old topic, there is still quite a lot of discussion and dispute
on the nature of internal resonances and thus further discussion is out of the scope
of this work, however having taken quite a large deal of my time while trying to
replicate and understand them. [25, 26] It is enough to know, that one should always
be cautious when analysing scatterers composed of closed surfaces.
5.2 Plasmonic nanoparticles
If one is willing to formulate a new numerical scheme, it is of utmost importance
to posses a proper benchmark for validation. Luckily for both PEC and penetrable
objects, especially plasmonic ones, the Mie-expansions and its derivatives can and
are widely used. [27]
Thus we begin by using the introduced TCM formulation on a 50 nm diameter
silver sphere and compare it to an analytical MIE-solution, as done in Figure 21.
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Figure 21: Eigenvalues (left axis, solid lines) and Mie-coefficients (right axis, dashed
lines) for a 50 nm diameter silver sphere as a function of wavelength.
The absolute values of the Mie-coefficients aren’t of utmost importance, but their
extrema should describe resonances of corresponding modes, as seems to be the case
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for this simple example. In Figure 21 the first 15 modes are plotted, but only three
traces can be seen: this is, as already mentioned, TCM formulations are excitation
independent and for a scatterer possessing such high spherical symmetry majority of
the modes are practically similar in distribution but orthogonal in orientation. For
instance there are three dipole modes, as shown in Figure 26, five quadrupoles etc.,
increasing in number with increasing modal number.
Figure 22: Three orthogonal dipole modes of a spherically symmetric object.
After validating the formulation, the usefulness of excitation independedness
can be illustrated by breaking the symmetry of the scatterer under inspection. In
Figure 23 an elongated silver rod 50 nm of length, cylindrical diameter of 5 nm
with upper and lower spheroids of 5 nm is exposed to two plane waves of different
propagation directions and polarizations. As can be expected due to the vast
difference in electrical size or cross section, shadow, of the scatterer in different
planes, the scatterers response is heavily dependent on the impinging excitation.
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Figure 23: EM response of a 50 nm long silver rod for two differently polarized and
oriented plane waves
Not always a plane wave is used to excite a scatterer, but for instance mobile
phone PIFA-antennas rely heavily on near-field dipole excitations. As we expose our
rod to a x-oriented dipole, we receive yet another response, shown in Figure 24. In
this same Figure the first ten modes are plotted, already causing ten traces on the
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plot. This is due to the already stated lack of symmetry compared to a sphere, which
is further emphasized by the introduced modest in Figure 25. Each of the introduced
excitations couples to different modes and thus produces a greatly varying response.
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Figure 24: Modal analysis and scattering response (non-normalized) for the 50 nm
long silver rod with. Scattering response is calculated with an x-oriented dipole near
the rod.
Figure 25: Five lowest order resonant modes for the 50 nm silver rod in the range
from 300 to 410 nm.
In conclusion, as the EM response of a non-symmetric scatterer is heavily exci-
tation dependent (polarisation, orientation, propagation direction), TCM offers a
versatile, systematic, and thus a fast way for analysing scatterers, as the excitation
dependence can be brought back to the solution via the already introduced modal
expansion. Only mentioned in this work but not exploited, TCM can also be used
for mutual coupling or polarisation related problems rather naturally due to the
orthogonality properties of its modes and impedance-like representations.
36
Figure 26: Geometries used for validation of the new formulation: A 50 nm silver
sphere with 15 (left) and 44 (right) nm air cores.
5.3 Core-shell structures
Here the new formulation in Equation (52) is validated. This is done yet again
by comparing the results obtained through the formulation against the analytical
Mie-like solution. In Figure 27 the results for a core-shell structure composed of
a 50 nm silver sphere with a 15 nm spherical air core are compared. First of all,
one should note, that the introduced formulation is able to accurately predict the
location of the resonances. Secondly, when comparing to the Figure 21, the only
effect caused by the core is a minor shift in the location of the resonances of the
modes.
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Figure 27: Eigenvalues (left axis, solid lines) and Mie-coefficients (right axis, dashed
lines) for a 50 nm diameter silver sphere with a 15 nm air core as a function of
wavelength.
The results for a larger air core of 44 nm inside the same 50 nm silver sphere
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are shown in Figure 28. The obtained results are yet again in agreement with the
Mie-theory, accurately describing the behaviour of even a couple of peculiarities: the
main resonances of all the modes experience a red-shift, i.e, their resonant frequency
lowers, whereas the singularity at which all modes resonate blue-shifts, i.e., its
location increases in frequency.
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Figure 28: Eigenvalues (left axis, solid lines) and Mie-coefficients (right axis, dashed
lines) for a 50 nm diameter silver sphere with a 44 nm air core as a function of
wavelength.
Obtaining these results required rigorous mode tracking algorithms, as the amount
of modes resonating approaches the level of our discretization and it was quite easy to
lose track or mix up modes. Also, the location where all the modes resonate is near
the point at which the permittivity obtained from the Drude model approaches zero.
Even despite this our model seems to be able to accurately predict the behaviour of
the scatterer under inspection. Thus it seems, that the introduced formulation is
indeed valid for the characterization of multi-layered plasmonic scatterer.
Figure 29: Superquadrics produced with a = b = candr = s = t = p, (from left to
right) p = 1, 1.5, 2, 5,∞.
The next step would be to study the responses obtained from quasi-canonical
shapes, for instance superquadrics, illustrated in Figure 29. Superquadrics are a
natural follow up, as they are quite well studied and can be described by a simple
equation
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∣∣∣∣xa
∣∣∣∣r + ∣∣∣∣yb
∣∣∣∣s + ∣∣∣∣zc
∣∣∣∣t = 1 (67)
where x, y and z are the cartesian coordinates, a, b and c describe the ellipticity along
corresponding axis and the exponents r, s and t describe the major property of the
surface, 1 meaning octahedron, 2 sphere and ∞ cube. [28]
As stated since the beginning, SIE solutions can be expanded back to the original
3D domain. In Figure 30 the radiation pattern of (one of the) dipole mode(s) is
introduced, and it corresponds nicely to our our already introduced 2D cut and
understanding of theory ("dipole doesn’t radiate on its axis"). In Figure 31 then
the Etan tangential component of the received field solution is plotted, yet again
resembling that of a classical dipole. Thus it seems, that for spherical scatterers with
spherical cores the modes remain unchanged, at least for finite thickness’s of shells,
only their resonant frequency changing.
Figure 30: Dipole mode for 50 nm silver sphere with a 44 nm air core and its resulting
radiation pattern.
After the geometries possessing well known singularities are studied and the
accuracy of the method validated, they could and should be applied on even more
complex structures like dielectric filled waveguides, MIMO antennas etc., where lot a
of measurement results and rules of thumb exist, but additional systematic approach
allowed by TCM would be a great benefit.
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Figure 31: Near field solution, Re(Etan) for the 50 nm silver sphere with a 44 nm air
core on a 2D plane.
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6 Conclusions
In this master’s thesis, the electromagnetic characterization of scatterers via theory of
characteristic modes was analysed. This was done by familiarizing the reader with the
fundamental mathematical tools used in formulating a characteristic mode problem
in a consistent and systematic way through surface equivalence principle/surface
integral equations, allowing even the generation of a completely new formulation
for multi-layered structures. The important properties and benefits of TCM are
highlighted with numerical results and the new formulation is shown to be a success
by comparing its results to well-known analytical solutions.
The numerical basis of surface integral equations were also introduced. Famil-
iarizing myself with them, I noticed that even though well known, the problem of
internal resonances is not completely solved nor even understood. This has already
sparked a conference paper [25] and promising sketches for publications on the nature
of resonances of conductors and especially penetrable objects.
Now that the new formulation has been shown to accurately describe modal
properties of multi-layered scatterers, what is left is to study and design geometries
not possessing closed form solutions. Especially the fields of plasmonics is quite
interested in core-shell structures, which are but coated objects and thus can easily be
studied with the introduced formulation. The new formulation can also be expanded
quite linearly to n-layered structures.
This work has been organized such, that it is able to shed light on a topic that
is considered to be rather abstract and thus avoided by many antenna engineers.
Also I, the author of this work, had to familiarize myself with many mathematical
tools, that used to be "black boxes" for me. Previously I hadn’t used them to their
full potential or even had used them completely wrong, resulting in non-physical
and non-valid results. In this work I have shown my ability to device numerical
formulations as well as evaluate their properties, arising from their mathematical
and physical basis.
Last but not least it is worth noting that in this work only the surface of numerical
methods were touched. For instance the impedance boundary condition was only
introduced and the material was restricted to a rather simple one. However this work
should be, in my humble opinion, a good start to more exquisite studies into surface
integral equation representations and modal analysis of electromagnetic problems.
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