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A theoretical investigation on slow light propagation based on eletromagnetically induced trans-
parency in a three-level quantum-dot system is performed including non-Markovian effects and
correlated dephasing reservoirs. It is demonstraonated that the non-Markovian nature of the pro-
cess is quite essential even for conventional dephasing typical of quantum dots leading to significant
enhancement or inhibition of the group velocity slow-down factor as well as to the shifting and
distortion of the transmission window. Furthermore, the correlation between dephasing reservoirs
may also either enhance or inhibit non-Markovian effects.
PACS numbers: 42.50.Gy, 42.50.Nn, 42.50.Ar, and 78.67.Hc
I. INTRODUCTION
Slow light group velocity propagation has revealed it-
self to be a key stone in the construction and design
of variable delay lines which are of great importance in
the synchronization of optical signals and signal buffering
in all-optical communication systems. One of the most
promising approaches is the one implementing electro-
magnetically induced transparency (EIT).1 It has been
experimentally demonstrated that in EIT schemes it is
possible to obtain a slow-down factor of 107 in gases,
such as Rb vapor2 and cold cloud of sodium atoms,3
or solid-state systems as Pr doped4 Y2SiO5. However,
the transmission bandwidths obtained in these systems
are too narrow5 (about 50-150 KHz) for optical buffers.
Semiconductor structures such as quantum wells6,7 and
quantum dots8–12 may offer much broader transmission
bandwidths (about a few GHz) at the cost of a smaller
slow-down factor and with EIT buffers operating at room
temperature.13,14 To open up possibilities in light con-
trol, one may combine EIT semiconductor structures
with other systems capable of slowing light, i.e., photonic
crystals15–17 or coupled quantum-dot heterostructures.18
One feature of the semiconductor nanostructures such
as quantum dots and wells is the interaction with the
substrate host. For example, quantum dots interact with
phonons or with carriers captured in traps in the vicin-
ity of the quantum dot. The influence of the surround-
ings leads to dephasing and to energy loss of the semi-
conductor nanostructure. The most common dephasings
and energy losses may be described by Markovian master
equations usually written down in the so-called Lindblad
form19 (see, for example, the recent works by Colas et
al
20 and Marques et al21). Markovianity arises when
correlations of dephasing or dissipative reservoirs rapidly
decay on the typical time-scale of the nanostructure dy-
namics. However, it is well known that the dephasing
process in solids is quite often of a non-Markovian nature
as suggested in experimental22 and theoretical23 studies.
Reservoir correlations do not decay quickly enough and
the density of reservoir states changes significantly on the
scale of reservoir-system interaction constants and Rabi
frequencies of driving fields. It is important to note that
non-Markovian dephasing in quantum dots is responsi-
ble for phenomena such as, for instance, the damping of
Rabi oscillations and excitation-induced dephasing,24–30
phonon-induced spectral asymmetry,30–33 and interfer-
ence between phononic and photonic reservoirs.34–36
To the best of our knowledge, only Markovian and un-
correlated dephasing have been considered in semicon-
ductor EIT systems. In the present study, we show,
for semiconductor quantum-dot systems, that the non-
Markovian nature of dephasing leads to a significant
modification of the group velocity slow-down factor in
comparison with the Markovian one. Moreover, it is
demonstrated that the absorption spectrum becomes
asymmetric and the transmission window is shifted and
modified. It is interesting that, in contrast with the
damping of Rabi oscillations,24–27 the changes undergone
by the slow-down factor and the transmission window
are actually first-order effects on the frequency of the
driving field associated with the Rabi oscillations. They
may occur even in situations where the driving-induced
dephasing and the damping of driven Rabi oscillations
do not take place. Furthermore, correlations between
dephasing reservoirs is also considered. Correlation be-
tween losses were already shown to lead to a number of
non-trivial effects in the dynamics of open systems.37–40
In this respect, well-known decoherence-free subspaces
result from different couplings of the system with the
same reservoir, and may be used for avoiding decoher-
ence of the quantum states.37,38 Correlated losses may be
exploited to create nonlinear loss in deterministic non-
classical states generation39 and to produce excitation
flow like heat while retaining coherence.40
The outline of the present study is as follows. In Sec-
2FIG. 1: Pictorial view of a three-level quantum dot driven by
a strong pump field with frequency ωp and Rabi frequency
Ωp. R2 and R3 denote dephasing reservoirs coupled to the
corresponding levels described by states |2〉 and |3〉, respec-
tively. The signal field with frequency ωs and Rabi frequency
Ωs. Dipole allowed transition frequencies are denoted by ω32
and ω21.
tion II we introduce the model of the three-level quan-
tum dot in a ladder configuration under the action of
both a strong pump and of a weak signal optical fields.
The master equation and corresponding stationary solu-
tions are presented in section III, whereas the suscepti-
bility, absorption and slow-down factor are given in Sec-
tion IV. In Section V, the influence of non-Markovian
effects on the slow-down factor and absorption as well as
some examples are analyzed. Also, a comparison with
the Markovian case is demonstrated. Finally, discussion
and conclusions are presented in Sections VI and VII,
respectively.
II. THE THREE-LEVEL QUANTUM-DOT
MODEL
The experimental setup needed to observe EIT involves
two highly coherent optical fields interacting with a three
level system in various schemes. Here, we are interested
in a quantum dot model and therefore we choose a lad-
der scheme for EIT as depicted in Fig. 1: a weak signal
field is tuned near resonance with the |1〉 → |2〉 transi-
tion, while a strong pump quasi-classical field is tuned
with the |2〉 → |3〉 transition. We denote by ωs and ωp
the optical frequencies of the signal and pump fields, re-
spectively, and Ωs, Ωp the Rabi frequencies associated
with the signal and pump fields. Such a scheme was
considered by Kim et al.9 for a strained GaAs-InGaAs-
InAs quantum-dot system. We assume that ω21 and ω32
are sufficiently different so that the driving by the ωp
strong pump field (with Ωp Rabi frequency) only occurs
between upper states |2〉 and |3〉. Similarly, the ωs weak
signal field (with Ωs Rabi frequency, |Ωs| ≪ |Ωp|) acts
only between states |1〉 and |2〉. Also, to illustrate the
effects of the non-Markovian character of the dephasing
process, we assume that energy loss occurs on times far
exceeding the typical dephasing time of the quantum dot
(e.g., in the study by Kim et al.,9 for a GaAs-InGaAs-
InAs quantum-dot system, dephasing times were about
several tens of picoseconds at temperatures of 50 K - 80
K, whereas energy loss occurred on the scale of several
nanoseconds). In the rotating-wave approximation and
interaction representation, the three-level quantum dot
scheme depicted in Fig. 1 may be described by the fol-
lowing generic Hamiltonian
V (t) = ~[∆s +∆p +R3(t)]σ33 + ~[∆s +R2(t)]σ22
+ ~
Ωp
2
(σ32 + σ23) + ~
Ωs
2
(σ21 + σ12), (1)
where, for simplicity, we assume Ωp and Ωs to be real,
operators σkl = |k〉〈l| (k, l =1, 2, 3), |k〉 describes the k-
th state of the system, and detunings are ∆s = ω21 − ωs
and ∆p = ω32−ωp. The Hermitian operator Rk = Rk(t)
describes the dephasing reservoirs influencing the transi-
tion to the k-th state. We notice that one may exclude
an action of a dephasing reservoir on the lower state by
using
3∑
k=1
σkk = 1. Thus, each operator Rk contains vari-
ables of two reservoirs (see, for example, the study by
Kaer et al.32). Here we do not specify the exact nature
of the dephasing reservoirs. It might include all types
of pure dephasing encountered in quantum dots beyond
the independent linear boson model commonly used to
describe the phonon interaction with the dot, such as
effects of possible quadratic coupling of phonons to the
dot41 or phonon-phonon scattering.42 We require only
the existence of the quantities
D±kl(δ) = limt→∞
t∫
0
dτK±kl(t, τ)e
iδτ (2)
for any real δ, where K+kl(t, τ) = 〈Rk(t)Rl(τ)〉 and
K−kl(t, τ) = 〈Rk(τ)Rl(t)〉. For realistic many-system
reservoirs one usually has 〈Rk(x)Rl(y)〉 → 0 for |x −
y|, x, y → +∞ and the quantities (2) do exist, defining,
for example, asymptotic decay rates obtained with the
time-convolutioness master equation.43
III. THE MASTER EQUATION
There is a strong pump field driving transition between
states |2〉 and |3〉 of the three-level quantum dot. To
derive a master equation accounting for effects of the
strong dot-field interaction, it is necessary to transform
to a dressed picture with respect to the operator
Vd = ~∆pσ33 + ~
Ωp
2
(σ32 + σ23). (3)
The dressed Hamiltonian is
V(t) = ~[∆s + R3(t)]S33(t) + ~[∆s +R2(t)]S22(t)
+ ~
Ωs
2
[S21(t) + S12(t)], (4)
3where the dressed operators are Skl(t) = U
†(t)σkl U(t),
and U(t) = exp(−i Vd t/~). Thus, for the population
operators, one has24
S33(t) = S33(t)σ33 + S23(t)σ23 + S32(t)σ32
+ S22(t)σ22 (5a)
and
S22(t) = σ33 + σ22 − S33(t), (5b)
where
S33(t) =
1
2
[
1 + c2 + s2 cos(ΩRt)
]
, (6a)
S22(t) =
s2
2
[1− cos(ΩRt)] , (6b)
and
S23(t) =
s
2
{c[1− cos(ΩRt)] + i sin(ΩRt)} , (6c)
with Ω2R = ∆
2
p + Ω
2
p, c = ∆p/ΩR, s = Ωp/ΩR and
S32(t) = S
∗
23(t).
Notice that here we assume low temperatures, so it
is not necessary to consider multi-phonon processes and
to implement polaron transformations to account for
them. For low temperatures one may use the time-
convolutioness master equation to describe the dynam-
ics of the dot dressed by the driving field32 and derive
in a standard manner the master equation for the ρ¯(t)
dressed density matrix of the dot.43 Up to second order
on the interaction involving reservoirs, one arrives at the
following equation for the dressed density matrix aver-
aged over the reservoirs
d
dt
ρ¯(t) = −i [∆s{S22(t) + S33(t)}, ρ¯(t)]
+ i [Ωs{S21(t) + S12(t)}, ρ¯(t)]
−
t∫
0
dτ 〈[VR(t), [VR(τ), ρ¯(t)]]〉 , (7)
where VR(t) = R3(t)S33(t) + R2(t)S22(t). Returning to
the bare basis, one obtains the following equations for the
off-diagonal (coherence) elements of the density matrix
ρkl = 〈k|ρ|l〉,
d
dt
ρ13(t) = −[γ3(t)− i(∆s +∆p)]ρ13(t)
+
[
ν3(t)−
i
2
Ωp
]
ρ12(t) +
i
2
Ωsρ23(t), (8a)
and
d
dt
ρ12(t) = −[γ2(t)− i∆s]ρ12(t) +
[
ν2(t)−
i
2
Ωp
]
ρ13(t)
+
i
2
Ωs[ρ22(t)− ρ11(t)]. (8b)
Notice that the form of the equations for coherences
[Eqs. (8a) and (8b)] is the same for both Markovian
and non-Markovian cases. However, a non-Markovian
process leads to time-dependent coefficients in Eqs. (8)
and also to their dependence on the driving field. The
time-dependent decay rates in Eqs. (8) are γk(t) =
γMk (t) + γ
C
k (t), where the γ
M
k (t) represent decay rates
for zero pump,
γMk (t) =
t∫
0
dτK−kk(t, τ), k = 2, 3, (9)
and the driving-dependent parts of the total decay rates
are
γC2 (t) =
t∫
0
dτ S22(τ − t)
[
K−32(t, τ) −K
−
22(t, τ)
]
(10a)
and
γC3 (t) =
t∫
0
dτ [1− S33(τ − t)]
[
K−23(t, τ)−K
−
33(t, τ)
]
.
(10b)
The time-dependent cross-coherence coupling parameters
in Eqs. (8) are
ν2(t) =
t∫
0
dτ S32(τ − t)
[
K−32(t, τ) −K
−
22(t, τ)
]
(11a)
and
ν3(t) =
t∫
0
dτ S23(τ − t)
[
K−33(t, τ)−K
−
23(t, τ)
]
. (11b)
Notice that the decay rates introduced by Eqs. (9) and
(10) might include imaginary components corresponding
to driving-dependent frequency shifts. Eqs. (9), (10),
and (11) give a clear idea about the influence of the reser-
voir correlation on the dynamics. Complete correlation
between reservoirs, i.e., K−kl(t, τ) = K
+
kl(t, τ), k = 2, 3,
washes out the influence of an arbitrarily strong pump
driving on the coherences dynamics. On the other hand,
complete anti-correlation enhances the driving influence.
IV. SUSCEPTIBILITY, ABSORPTION AND
SLOW-DOWN FACTOR
Now let us consider the solution of the system of Eqs.
(8) in the t→∞ limit. We assume that lim
t→∞
ρkl(t) ≡ ρ
st
kl,
lim
t→∞
νk(t) ≡ νk, and introduce real asymptotic values of
the dephasing rates
γk = Re
[
lim
t→∞
γk(t)
]
, (12)
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FIG. 2: (a) γ2 decay rate and (b) ν2 coupling constant as
functions of the Rabi frequency Ωp, according to the reser-
voir correlation function given by Eq. (26). All quantities are
defined in units of the typical Rabi frequency Ω0 = 6.6 µeV.
9
Solid, dash-dotted and dotted lines correspond to tempera-
tures T =5 K, 15 K, and 45 K, respectively.
and modified detunings
δs = ∆s + Im
[
lim
t→∞
γ2(t)
]
(13a)
and
δp = ∆p + Im
[
lim
t→∞
γ3(t)
]
. (13b)
The stationary solutions for the coherence are then given
by
ρst13 =
(2ν3 − iΩp)ρ
st
12 − iΩsρ
st
23
2[γ3 − i(δs + δp)]
(14a)
and
ρst12 =
(2ν2 − iΩp)ρ
st
13 − iΩs(ρ
st
22 − ρ
st
11)
2(γ2 − iδs)
. (14b)
Taking into account that the pump driving field is much
more intense than the signal field (|Ωp| ≫ |Ωs|), one
obtains9 for the χ
′
linear susceptibility and χ
′′
absorption
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FIG. 3: (a) Normalized linear susceptibility and (b) absorp-
tion profile in the weak non-Markovian case assuming γ2 and
γ3 independent of Ωp and ν2 ≈ f2Ωp [cf. Eq. (29) with
g2 = g3 = 0]. Here we take γ3 = 2 γ2 = 2Ω0, ν3 = 2 ν2,
δp = 0, and Ωp = 3Ω0. All parameters are given in units
of Ω0 = 6.6 µeV. Solid, dashed and dash-dotted lines corre-
spond to f2 = 0 Markovian case, f2 = 0.1 Ω0, and f2 = 0.2
Ω0, respectively. Other parameters are the same as in the
study by Kim et al.9: εbac = 13, |µ21|/e = 2.1 nm, Γ = 0.006,
V = 8.9064× 102 nm3, and the wavelength of the signal field
is 1.36 µm. Inset in panel (b) shows the absorption profiles
in more detail.
rate45
χ
′
≈ εbac +
Φ
~Ξ
γ3
(
γ3δs +Ωp
ν2 + ν3
2
)
+
Φ
~Ξ
(δp + δs)
(
ν2ν3 −
Ω2p
4
+ (δs + δp)δs
)
(15a)
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FIG. 4: Slow-down factor [cf. Eq.(16)] in the weak non-
Markovian case assuming ν2 ≈ f2 Ωp [g2 = g3 = 0 in Eq.
(29)] and δp = δs = 0. Solid, dashed and dash-dotted lines
correspond to the f2 = 0 Markovian case, f2 = 0.1 Ω0, and
f2 = 0.2 Ω0, respectively. The other parameters are chosen
as in Fig. 3.
and
χ
′′
≈
Φ
~Ξ
γ3
(
γ3γ2 +
Ω2p
4
)
+
Φ
~Ξ
[
γ2(δs + δp)
2 − γ3ν2ν3
]
,
(15b)
where Ξ = [γ3γ2+Ω
2
p/4−ν2ν3−(δs+δp)δs]
2+[γ2(δs+δp)+
γ3δs +Ωp(ν2 + ν3)/2]
2, Φ = Γ|µ12|
2(ρst11 − ρ
st
22)/ǫ0Θ, εbac
is the background dielectric constant, µ12 is the dipole
moment of the transition between states |1〉 and |2〉, ǫ0
is the vacuum electric permittivity, and Θ is the volume
of a single quantum dot. Γ is the optical confinement
factor defined as the fraction of the field intensity con-
fined to the dots.44 Here we assume that our structure
is typical for vertical-cavity quantum dot lasers, where
light propagates perpendicular to the active layer. Thus,
Γ ≈ ζ
∫
dot
dzI(z)∫
structure
dzI(z)
,
I(z) being the field intensity as a function of the coor-
dinate along the direction of propagation and ζ is the
ratio of the dots area to the area of the structure in
the direction perpendicular to the signal-field propaga-
tion. Roughly, Γ is proportional to the ratio of the total
dot volume to the volume of the structure. Here we as-
sume that the dot remains on the lower |1〉 state, so that
ρst22 ≪ ρ
st
11 ≈ 1. The slow-down factor, defined as the
ratio of the group velocities of light outside and inside
the slowing medium, is given in our case by
Υ = n+ ωs
dn
dωs
, (16)
where n =
√
χ′ + iχ′′ is the complex refractive index.
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FIG. 5: (a) Normalized linear susceptibility and (b) absorp-
tion profile in the weak non-Markovian case assuming ν2 ≈
f2Ωp [g2 = g3 = 0 in Eq. (29)]. Solid, dashed, dash-dotted
and dotted lines correspond to the (f2, f3) = (0, 0) Markovian
case, (f2, f3) = (−0.2,−0.4) Ω0, (f2, f3) = (−0.2, 0.4) Ω0, and
(f2, f3) = (0.2,−0.4) Ω0, respectively. Other parameters are
chosen as in Fig. 3. Inset in panel (b) shows the absorption
profiles in more detail.
V. NON-MARKOVIAN EFFECTS
Let us consider the asymptotic values of γk and νk
to establish the non-Markovian dynamics of the system.
One then obtains
γ2 = D
−
22(0) +
s2
2
[D−32(0)−D
−
22(0)]−
s2
4
[
D−32(ΩR)
− D−22(ΩR) + D
−
32(−ΩR)−D
−
22(−ΩR)
]
(17)
and
γ3 = D
−
33(0) +
s2
2
[D−23(0)−D
−
33(0)]−
s2
4
[
D−23(ΩR)
− D−33(ΩR) +D
−
23(−ΩR)−D
−
33(−ΩR)
]
. (18)
The t → ∞ limit is equivalent to the Markovian ap-
proximation. We note that, due to the driving field,
γk and νk are dependent on the values of the Fourier-
transforms [cf. Eq. (2)] of the reservoir correlation func-
tions at δ = 0, ±ΩR (hence the name local Markovian
approximation46), whereas for the traditional Markovian
approximation the rates are only dependent on the value
6of the Fourier-transforms at δ = 0. We assume weak
non-Markovian effects, i.e., if D−kl(ω) is smooth in the
vicinity of ω = 0 and varies only slightly on the scale
defined by the modified Rabi frequency ΩR, then it may
be represented as a polynomial up to second order in ω.
Therefore, Eq. (17) reduces to
γ2 ≈ D
−
22(0)−
Ω2p
4
d2
dω2
[
D−32(ω)−D
−
22(ω)
]∣∣∣∣∣
ω→0
. (19)
Similarly, one obtains for the γ3 decay rate
γ3 ≈ D
−
33(0)−
Ω2p
4
d2
dω2
[
D−23(ω)−D
−
33(ω)
]∣∣∣∣∣
ω→0
. (20)
Therefore, the decay rates depend on the squared Rabi
frequency associated with the driving field. Here we
note that such a dependence leads to the damping of
the driven Rabi oscillations.24 Similarly, for the coupling
parameters from Eq. (2) one obtains
ν2 =
sc
2
[
D−32(0)−D
−
22(0)
]
−
s
4
(1 + c)
[
D−32(ΩR)
− D−22(ΩR)
]
+
s
4
(1− c)
[
D−32(−ΩR)
− D−22(−ΩR)
]
(21)
and
ν3 =
sc
2
[D−33(0)−D
−
23(0)] +
s
4
(1 − c)
[
D−33(ΩR)
− D−23(ΩR)
]
−
s
4
(1 + c)
[
D−33(−ΩR)
− D−32(−ΩR)
]
. (22)
As before, it is straightforward to show that Eqs. (21)
and (22) lead to
ν2 ≈
Ωp
2
d
dω
[
D−22(ω)−D
−
32(ω)
]∣∣∣∣
ω→0
+
Ωp∆p
2
d2
dω2
[
D−22(ω)−D
−
32(ω)
]∣∣∣∣
ω→0
(23)
and
ν3 ≈
Ωp
2
d
dω
[
D−33(ω)−D
−
23(ω)
]∣∣∣∣
ω→0
+
Ωp∆p
2
d2
dω2
[
D−33(ω)−D
−
23(ω)
]∣∣∣∣
ω→0
. (24)
One may note that, for the calculation of the coherence
coupling parameters, it is sufficient for the transforms of
the D−kl(ω) bath correlation functions to be linearly de-
pendent on the frequency to have the non-Markovianity
affecting the susceptibility and absorption. As we shall
see below, even for |D−kl(ΩR)−D
−
kl(0)| ≪ |ΩR|, the influ-
ence of non-Markovianity on the susceptibility, absorp-
tion and the slow-down factor may be quite pronounced.
To demonstrate that it is quite common that non-
Markovianity leads to significant coherence coupling pa-
rameters, let us consider a model of pure dephasing pro-
duced by the reservoir of acoustic phonons at low but
finite temperature. Such a model has been extensively
used for describing pure dephasing.25–35 In the interac-
tion picture with respect to the phonon reservoir, the
reservoir operators are described by43
Rk(t) =
∑
l
gkl
(
ble
−iwlt + b†l e
iwlt
)
, (25)
where the bl and b
†
l are annihilation and creation op-
erators of the phonon mode with frequency wl and the
glk are interaction constants (for simplicity, assumed as
real).
As an example, let us take just one correlation function
[i.e., K22(τ, t)] assuming there is no correlation between
reservoirs. For the reservoir at temperature T ,
K22(τ, t) =
∑
l
g22l
[
[nT (wl) + 1] e
−iwl(τ−t) + nT (wl)e
iwl(τ−t)
]
=
∞∫
0
dwJ(w)
[
[nT (w) + 1] e
−iwl(τ−t) + nT (w)e
iwl(τ−t)
]
, (26)
where the average number of thermal phonons in the
mode is
nT (w) = coth
(
~w
2kBT
)
(27)
and the function J(w) is the density of states of the
phonon reservoir. Let us consider a typical super-Ohmic
density of states
J(w) = αw3 exp
[
−
w2
2w2c
]
, (28)
where α accounts for the interaction strength and wc is
the cut-off frequency. Such a function describes a reser-
voir of acoustic phonons identified, for example, as a ma-
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FIG. 6: Slow-down factor [cf. Eq.(16)] in the weak non-
Markovian case assuming ν2 ≈ f2 Ωp [cf. Eq. (29) with
g2 = g3 = 0] and δp = δs = 0. Solid, dashed, dash-dotted
and dotted lines correspond to the (f2, f3) = (0, 0) Markovian
case, (f2, f3) = (−0.2,−0.4) Ω0, (f2, f3) = (−0.2, 0.4) Ω0, and
(f2, f3) = (0.2,−0.4) Ω0, respectively. Other parameters are
chosen as in Fig. 3.
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FIG. 7: Slow-down factor in the weak non-Markovian case.
Here [cf. Eq. (29)] f3 = 2 f2, g3 = 2 g2, δp = δs = 0.
Solid, dashed, dash-dotted and dotted lines correspond to the
(f2, g2) = (0, 0) Markovian case, (f2, g2) = (0.2, 0.0001) Ω0,
(f2, g2) = (0.2, 0.1) Ω0, and (f2, g2) = (0.2, 0.15) Ω0, respec-
tively. Other parameters are chosen as in Fig. 3.
jor source of pure dephasing in InGaAs/GaAs quantum
dots.26 We take α = 0.4π2 ps−2 (see, for example, Hughes
et al.
33) and assume a cut-off frequency wc = 1 meV. Fig.
2 displays the dependence of the γ2 driving-dependent
decay rate [see Eq. (17)] and ν2 coupling constant [cf.
Eq. (21)] on the Ωp Rabi frequency. We have scaled all
the quantities with the typical value9 of the Rabi fre-
quency of the driving field, Ω0 = 6.6 µeV. One may see
that, for low temperatures (5 K-45 K was used for sim-
ulations in Fig. 2), the dependence of decoherence rates
and coupling constants on the driving field is indeed quite
pronounced and, quite definitely, may not be ignored.
VI. DISCUSSION AND EXAMPLES
Here we wish to investigate the influence of non-
Markovian effects on the susceptibility and absorption
of a three-level quantum dot. To this end, we compare
the Markovian and non-Markovian regimes and analyze
the influence of non-Markovian effects and correlated de-
phasing reservoirs.
In the Markovian limit we choose the values of param-
eters used by Kim et al.9 in the case of a cylindrical
strained GaAs-InGaAs-InAs quantum-dot system, i.e.,
εbac = 13, |µ21|/e = 2.1 nm, Γ = 0.006, V = 8.9064×10
2
nm3, and the wavelength of the signal field is 1.36 µm,
which is much shorter than the wavelength of the driving
field (12.8 µm). Also, it was assumed that the dephasing
rate for level 3 was two times larger than for level 2. In
the results shown below we also make this assumption
for both the dephasing rates and coupling parameters
γ3 = 2γ2 and |ν3| = 2|ν2|. Moreover, here we assume
that decay rates and coupling constants depend on the
Rabi frequency associated with the driving field [cf. Eqs.
(19)-(20) and (23)-(24)] as
γk ≈ γ
(0)
k +
gk
2
Ω2p, νk ≈ fkΩp + gk∆pΩp, (29)
for k = 2, 3. As mentioned, D−kk has been repre-
sented as a polynomial up to second order in ω, i.e.,
D−kk(ω) ≈ γ
(0)
k + 2fk ω + gk ω
2 for k = 2, 3. In addi-
tion, D−32(ω) = D
−
23(ω) = 0. It should be noted here
that γ
(0)
k rates might also include a contribution from
Markovian reservoirs describing energy loss and other
sources of Markovian dephasing. Let us first consider
the case of a negligible change of the decay rate with the
Rabi frequency, i.e., γ
(0)
k ≫ |
gk
2 Ω
2
p| for k = 2, 3. Weak
non-Markovian effects (|fkΩp| ≪ γ
(0)
k , k = 2, 3) on the
susceptibility, absorption and slow-down factor, are then
illustrated in Figs. 3 and 4. Fig. 3(a) depicts the sus-
ceptibility for the Markovian resonant (f2 = 0, ∆p = 0)
and two non-Markovian cases (f2 = 0.1Ω0, f2 = 0.2Ω0,
∆p = 0) as a function of the signal-field δs detuning. One
notices that the slope of the non-Markovian susceptibility
curve is indeed rather pronouncedly enhanced. In addi-
tion, as indicated by results from the absorption profiles
in Fig. 3(b), non-Markovian effects shift and narrow the
transmission bandwidths (the latter is natural to expect;
see, for example, Tucker et al.5). Moreover, the increase
in the slow-down factor may be quite large (cf. Fig. 4)
whereas the transmission bandwidth is not significantly
reduced. Non-Markovian effects are phase-sensitive and
may be either harmful or advantageous for slowing down
light. Simultaneous changes of sign of coupling constants
ν2 and ν3 shift the peaks of both the susceptibility and
absorption to the region of negative δs detunings (see
Figs. 5 and 6). However, the change is not completely
symmetrical and gain in the slow-down factor is smaller
than in the case of ν2 and ν3 both positive. It is interest-
ing to point out that taking ν2 and ν3 of opposite signs,
8one may simultaneously obtain both the enhancement of
the slow-down factor and widening of transmission band-
width [see inset in Fig. 5(b) and Fig. 6].
Up to now we have considered decay rates indepen-
dent of the Rabi frequency Ωp. As we have shown be-
fore, such dependencies may be considered through Eq.
(29) by taken gk 6= 0 (k = 2, 3). In this case, the non-
Markovian nature of the EIT process may destroy the
efficiency in obtaining slow light. To see this, we turn
to Fig. 7 where the behavior of the slow-down factor is
plotted as a function of the Rabi frequency associated
with the pump field. If decay rates depend on the Rabi
frequency Ωp, one may obtain EIT systems with worse
performance than in the Markovian case. As such de-
pendence becomes more remarkable, i.e, as g2 and g3 are
increased [cf. Eq. (29)], a shifting and narrowing of the
transmission window is more noticeable, and a complete
loss of the non-Markovian slow-down effect may be ob-
tained as the Rabi frequency Ωp is increased.
We note that correlations between reservoirs may af-
fect the influence of memory effects on the slow-down fac-
tor. In a quantum dot system, the interaction between
the dot electrons and its surrounding medium, i.e., impu-
rities, phonons, etc., may lead to significant correlations
between reservoirs. Moreover, by construction, operators
Rk(t) (k = 2, 3) contain variables corresponding to the
same reservoir acting on the lower level of the dot. To see
how the correlation between reservoirs is inevitably aris-
ing in conventional models of dephasing, let us consider
an example of the electron-phonon interaction constants
[cf. Eq. (25)] for the present three-level dot. They may
be represented in the following general form31
gkl = C
√
~|~L|
∫
d3~r
[
dk|φk(~r)|
2 − d1|φ1(~r)|
2
]
ei
~L·~r,
(30)
where ~L is the wave-vector of the l-th phonon mode, dk
and φk(~r) are the deformation potential and the elec-
tron wave-function of the k-th state of the dot, respec-
tively, and C is a constant. Since electron wave-functions
are localized in the vicinity of the dot, and taking into
account the small energies of acoustic phonons (in the
present case it would be much less than 1 meV), the den-
sities of states of the phononic reservoirs corresponding
to states |2〉 and |3〉 should be similar. The difference
in the integrand of Eq. (30) involves essentially the val-
ues of the dk deformation potential. If the deformation
potentials are close in values for different excited states,
the model defined in Eq. (25) predicts obliteration of the
non-Markovian effect by correlated dephasing. Notice
that, for an adequate treatment of correlations between
reservoirs, one needs to appropriately account for phase
differences between constants gkl to develop a realistic
microscopic dephasing model.
VII. CONCLUSIONS
In conclusion, we have shown that it is necessary to
take into account non-Markovian effects when consider-
ing slowing down light in EIT schemes based on quan-
tum dots. Non-Markovian behavior is typical for such
systems, especially in low temperature conditions. We
have demonstrated that, for decay rates independent of
the Rabi frequency associated with the pump field, even
relatively weak non-Markovian effects may lead to signif-
icant enhancement of the slow-down factor together with
the simultaneous broadening of the transmission window.
However, if decay rates are considered to be dependent
of the Rabi frequency Ωp, a shifting and narrowing of
the transmission window may be obtained. Furthermore,
non-Markovian effects may lead to significant driving-
induced dephasing which may inhibit the slowing-down
effect. Moreover, it is suggested that the presence of
correlation between reservoirs may remove the harmful
effects produced by the non-Markovian nature of EIT.
Finally, considering the importance of investigations to
produce efficient slow light propagation in solid-state sys-
tems, we do hope this work would stimulate future ex-
perimental and theoretical studies on this subject.
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