generative or otherwise, were motivated by appeals to simplicity or elegance (see e.g. Chomsky 1995 , 1998 , Fox 1999 . General rules and principles are almost universally preferred to more specific ones; any rule or principle that can be subsumed under a more general statement is deemed redundant, and hence unnecessary.
Many linguists also assume, either implicitly or explicitly, that language learners have a similar preference for simplicity and elegance, and hence extract the most general rules compatible with the data they are exposed to: in other words, children, like linguists, will always choose rule (2) over (1) and (3) over (2) (cf. Halle 1962: 64) . It follows from this that speakers exposed to a sample of linguistic data will converge on the same (maximally general) grammar compatible with the input which is in some fairly direct relationship with the linguists' grammar, since they are both governed by the same principles.
This general methodological stance, as well as the specific assumptions that follow from it, has been challenged by usage-based approaches to language. Proponents of such approaches (Langacker 1988 (Langacker , 2000 Bybee 2006; Barlow and Kemmer 2000) maintain that in mental grammars, low-level rules and specific exemplars co-exist with more general rules; and to the extent that linguistics aims to be a cognitive science, adequate linguistic description must reflect this. This view is articulated most clearly by Langacker, who proposes that "…lower-level schemas, expressing regularities of only limited scope, may …be more essential to language structure than high-level schemas representing the broadest generalizations. A higher-level schema implicitly defines a large 'space' of potential instantiations. Often, however, its actual instantiations cluster in certain regions of that space, leaving other regions sparsely inhabited or uninhabited altogether. An adequate description of linguistic convention must therefore provide the details of how the space has actually been colonized. Providing this information is an elaborate network of conventional units including both constructional subschemas at various levels and instantiating expressions with unit status. For many constructions, the essential distributional information is supplied by lowerlevel schemas and specific instantiations. High-level schemas may either not exist or not be accessible for the sanction of novel expressions." (Langacker 2000: 30-31) Langacker illustrates the need for low-level schema with an example from Luiseño, an Uto-Aztecan language spoken in California. Luiseño is a language which uses postpositions which are suffixed to nominals, as in (4).
(4) (a) ki-yk (Langacker 2000: 29) house-to 'to the house' (b) po-yk (Langacker 2000: 29) he-to 'to him'
On the basis of such data and similar expressions with other postpositions a learner could construct a general schema which specifies that the postposition follows the nominal: [N-P]. However, this schema only applies to inanimate nouns and to pronouns. When speakers wish to talk about a relationship involving an animate noun, they must use a different construction in which the noun is followed by a coreferential pronoun with a postposition:
(5) hunwut po-yk (Langacker 2000: 29) bear it-to 'to the bear'
A simpler expression analogous to the examples in (4) is ungrammatical:
(6) *hunwu-yk (Langacker 2000: 29) bear-to 'to the bear' To account for these distributional regularities, Langacker proposes, we need three low level schemas: [N inan -P], [PRON-P] , [ N an [PRON-P] ] . A more general schema capturing the commonality between the first two local generalizations may also be available; however, "It is readily seen that the crucial distributional information resides in the lower-level schemas [N inan -P], [PRON-P] , and [ N an [PRON-P] ]. If the highlevel schema [N-P] were accessible for the categorization of novel forms, expressions like *hunwu-yk 'to the bear,' which conform to its abstract specifications, would be accepted as conventional. We must therefore suppose that [N-P] always loses the competition to be selected as the active structure; it is consistently superseded by the lower-level schemas as a function of its own non-salience and the inherent advantage accruing to more specific structures through their greater overlap with the target. Hence a form like hunwu-yk 'to the bear' would not be categorized by [N- A more traditional description of the same facts would simply state that Luiseño has a general rule or schema specifying that postpositions are suffixed to nominals and a more specific rule for animate nouns. Since these two rules -complemented by a general, and independently motivated, principle stating that specific statements pre-empt more general ones -provide an accurate and more economical description of the data, it is not clear why we should accept Langacker's proposal. In fact, the existence of systematic exceptions such as the animate noun + postposition is irrelevant to the question of whether speakers store more specific generalizations. Even if structures such as (4) were permissible in Luiseño, a grammar reflecting speakers' knowledge about the language might still have to include low-level schemas capturing the special cases -if it can be shown that speakers rely on such local patterns rather than more general schemas. However, we cannot hope to obtain the relevant evidence by doing 'armchair linguistics' -although armchair linguistics may provide us with some preliminary hypotheses. To find out how linguistic knowledge is represented in speakers' minds, we need to conduct psycholinguistic experiments.
This paper describes the results of several studies which address the question whether speakers' representations of the patterns of their language are indeed as general as the rules proposed by most modern linguists. In the next two sections, I will summarise the results of several experimental studies designed to provide evidence about the generality of speakers' knowledge of inflectional morphology. I will then look at a construction which has been extensively studied by syntacticians working in the generative tradition: English questions with long-distance dependencies. In the final section I will discuss the implications of these studies for linguistic theory and methodology.
Polish dative singular
My first example is an experimental study testing Polish speakers' productivity with dative singular inflections, described more fully in Dąbrowska (submitted). Dative case marking in Polish is relatively complex, in that there are four different endings, each applying to a different class of nouns: -owi, used with the great majority of masculine nouns (which normally end in a 'hard', i.e. non-palatalised consonant in the nominative); -i and its varianty, used with 'soft stem' feminines (i.e. those ending in a 'soft' consonant followed by the gender marker -a); -e, used with 'hard stem' feminine nouns (which normally end in an unpalatalised consonant followed by -a); and -u, which is used with neuter nouns (which normally end in -o, -e or -ę). There are some exceptions to these rules, notably deadjectival nouns (which take a different set of endings) and indeclianbles (which, as the name suggests, do not decline at all), as well as a small group of nouns ending in a 'soft' consonant, of which some are masculine and take -owi in the dative, while others are feminine and take -i. These exceptions, however, are systematic (i.e., they apply in all cases, not just the dative), and in most cases readily identifiable -that is to say, nearly all the exceptional nouns are non-canonical in some way (see Dąbrowska 2004a) . For 'canonical' nouns, i.e. those ending in a hard consonant, -a, -o, -e, or -ę, which constitute over 90% of the noun vocabulary, the dative ending can be reliably predicted from the phonological form of the nominative.
1
These rules (as well as other inflectional rules in Polish) make reference to large, phonologically heterogeneous classes of nouns, or large 'spaces' of potential instantiations: masculines (or nouns ending in a 'hard' consonant), hard-stem feminines (or nouns ending in a 'hard' consonant followed by -a), soft-stem feminines (nouns ending in a 'soft' consonant followed by -a), and neuters (nouns ending in -o, -e, or -e) . Each of these large spaces can be divided into smaller regions or neighbourhoods -for example, nouns sharing the same number of syllables, the same stem-final phoneme, or the same final syllable; and we would expect some of these to be more densely populated than others. If Langacker's claim that speakers have highly-entrenched low-level schemas for densely populated neighbourhoods is correct, we should be able to find an advantage for nouns belonging to such neighbourhoods in tasks tapping inflectional knowledge.
To test this prediction, we must operationalize the concept of 'neighbourhood'. For the purposes of this study, a neighbourhood is defined as the set of nouns sharing the vowel in the penultimate syllable and all the segments to the right of that vowel. To establish how densely each neighbourhood was populated, a large electronic dictionary (Szymczak 2004) was searched for nouns with the same stem endings. Two high-density and two low-density neighbourhoods were identified for each gender. High-density neighbourhoods comprised nouns ending in -ator, -olog (masculines), -arka, -encja (feminines), or -ęcie, -isko (neuters); they contained on average 232 nouns.
2 Low-density neighbourhoods were defined by the stem endingsonys, -otys, -odzioch, -astoch (masculines), -emfa, -urfa, -yzia, -ezia (feminines), or -ydro, -ogro, -ępie, -ypie (neuters) and did not contain any nouns at all.
Since the inflected forms of familiar nouns may be available as preconstructed units, the experiment used nonce (novel) nouns. There were 24 nonce words in total, eight for each gender. Within each gender half the words belonged to high density neighbourhoods and the other half to low density neighbourhoods. All the words were three syllables long and had gender-typical endings (hard consonants for masculines, -a for feminines, -o or -e for neuters); thus, the nouns gender could be reliably predicted from the phonological form of the nominative.
Thirty-six adult native speakers of Polish participated in the experiment. A quarter of the participants were third-year university students; the others were all in full-time employment in a variety of occupations: cleaners, child minders, library assistants, engineers, managers, and academics. All participants had had at least 8 years of formal schooling; the most highly educated ones had doctorates.
The participants were asked to complete a written test. Each item on the test consisted of a lead-in sentence which introduced the nonce noun in the citation form, i.e. the nominative (printed in boldface) and gave a simple definition, followed by a second sentence containing a blank in a grammatical context requiring the dative:
Szabydro to świetne lekarstwo na przeziębienie. Dzięki ________________ od razu się lepiej poczujesz. ' Szabydro is a very good medicine for colds. Thanks to _________________, you will feel better immediately.'
Participants were asked to write the nonce word in the blank in the appropriate grammatical form. The dative form was elicited in two different grammatical contexts: after the preposition dzięki 'thanks to', as in example (7), and after the verb przyglądać się 'to look at attentively'. The results of the experiment are presented graphically in Figure 1 . As can be seen from the figure, participants supplied the target inflection more reliably with words from high density neighbourhoods, which suggests that they do indeed rely on low-level (morpho)phonologically specific schemas: in other words, rather than having a single rule which applies to all masculine nouns, they have several rules applying to specific subclasses of masculine nouns such as 'masculines ending in -ator' and 'neuters ending in -isko'. Most participants were also able to inflect at least some words from lowdensity neighbourhoods, which suggests that they also have more general schemas. However, as hypothesised by Langacker, these are less entrenched, and hence are not applied as reliably as the low-level generalizations. For nouns from low-density neighbourhoods, performance was best for masculines, followed by hard-stem feminines, soft-stem feminines, and worst on neuters. This order mirrors the size of the domain of applicability, and hence is readily interpretable as a type frequency effect: speakers are more likely to generalize affix which apply to larger classes (Bybee 1995 , Dąbrowska and Szczerbiński 2006 , MacWhinney 1978 . These differences disappear in high-density neighbourhoods, as one would expect if low-level schemas preempt more general ones. The only exception to this is low-density neuters, where performance is much lower than for the other two genders. This may be due to the fact that, although high-density neuter neighbourhoods contain as many nouns as the masculine and feminine neighbourhoods, the nouns they contain are used less frequently in the dative than the masculine and feminine nouns. (Neuter nouns are overwhelmingly inanimate, and some uses of the dative are restricted to animate nouns: see below).
The experiment also revealed considerable individual differences in performance. Scores on the inflection task ranged from 29% to 100% correctand from 8% to 100% for nouns from low-density neighbourhoods. Moreover, the differences were strongly correlated with the number of years spent in full-time education (r = 0.72, p < 0.001; see figure 2). Importantly, nearly all participants, including those with little schooling, performed well on masculine words from high density neighbourhoods, and at or close to ceiling on high-density feminine nouns. This shows that they had understood the task and were willing and able to perform it. Follow-up studies demonstrated that the less educated participants reliably supplied the correct inflection with real words in the same grammatical contexts, and were able to choose the correct gender-marked form of the demonstrative adjective required by the nonce words. Thus, their poor performance on the inflection task is not attributable to inability to identify the gender of the nonce noun or lack of lexical knowledge about the case selection properties of the verb and prepositions used to elicit the dative case, but to limited productivity with the dative endings themselves.
The most likely explanation for the education-related differences in performance is that they are a result of differences in linguistic experience, specifically, in specifically, the amount of exposure to written texts. The dative case marks the semantic roles of experiencer, recipient, addressee and beneficiary. All of these roles are strongly associated with animate (typically human) and highly topical participants, and are typically realized in spoken discourse by pronouns, proper names, or kinship terms. As a result, dativemarked nouns are relatively infrequent in spoken discourse, and are restricted to a relatively small number of types.
3 The dative case is also required by certain verbs and prepositions, for instance dzięki 'thanks to', wbrew 'in spite of', ku 'towards' (archaic), przeciwko 'against', dziwić się 'to be surprised at', przeciwstawiać się 'to oppose', ulegać 'to succumb', sprzyjać 'to favour, be propitious', zagrażać 'to threaten'. These constructions are less restricted semantically in that they allow a wider range of nouns, including inanimate nouns. However, they are mostly fairly highregister or even archaic, and thus tend to be used primarily in written language. This is readily seen if we compare the proportion of inanimate nouns used in the dative case in child-directed speech (1.4%), adult conversation (14%), and written language (62%). 4 Because of these differences in the distribution of dative constructions, language users who are exposed to language primarily through the spoken medium encounter relatively few exemplars of nouns inflected for the dative case to generalize over, and hence fewer opportunities to develop well-entrenched general schemas.
Converging evidence from other studies
The results of the Polish dative experiment strongly suggest that speakers prefer low-level schemas to general rules, and in some cases may not develop more general rules at all. In this section, I briefly summarize some converging evidence from research on several morphological subsystems in other languages. Wolff (1981) describes a nonce word inflection experiment designed to reveal German speakers' knowledge about the past participle formation rule. The past participle in German is normally formed by adding the prefix ge-(and, for weak verbs, the suffix -t) to the verb stem: thus, the past participle of sagen 'say' is gesagt. With some verbs, however, the prefix is omitted. These include verbs with unaccented inseparable prefixes such as be-, er-, and zer-(so the past participles of besuchen 'visit', ersetzen 'replace', and zerstören 'destroy' are besucht, ersetzt, and zerstört respectively, not *gebesucht, *geersetzt, and *gezerstört); verbs with infinitives ending inieren (so the past participle of studieren 'study' is studiert, not *gestudiert); and some lexical exceptions (e.g. miauen 'miaou', past participle miaut, not *gemiaut). All of these exceptional verbs begin with an unstressed syllable, so an alternative formulation of the rule would simply state that ge-is added only when the initial syllable of the verb is stressed. Both accounts are descriptively adequate, but the first one ('add ge-except when the verb begins with an inseparable prefix, ends in -ieren, or belongs to a small class of verbs explicitly marked in the lexicon') is more complex and does not capture the crucial generalization, so a linguist would always opt for the second rule.
What about ordinary speakers? To find out, Wolff asked German speakers to supply the past participle forms of four types of nonce verbs:
(1) verbs with unaccented inseparable prefixes; (2) verbs with infinitives ending in -ieren; (3) verbs with an unstressed syllable which did not belong to either of these categories; and (4) control verbs with syllable initial stress. He found that most participants consistently supplied ge-in the control condition and consistently omitted it in conditions (1)-(3). However, a sizeable minority of 38% omitted ge-in conditions (1) and (2) and supplied it in conditions (3) and (4) -in other words, they appear to have missed the crucial generalization and internalized the 'messy' rule. Interestingly, less educated participants appeared to be more likely to prefer the messy rule, although the difference between groups is not statistically significant. Wolff concludes that "…the [language acquisition] mechanism seems content to settle for any rule, however complicated and ad hoc, which provides observational adequacy; that is, any rule that 'works' in the sense of accounting for the corpus of data to which the individual has been exposed during his process of language acquisition…. although linguistic theory understandably shuns ad hoc formulations and strives for maximum generalization and simplicity in its evaluation and writing of grammars, it does not appear that we can assume that the brain necessarily does so too." (10) (11) Another kind of converging evidence can be found in Albright's work on 'islands of reliability' (Albright 2002, Albright and Hayes 2003) . Albright and Hayes (2003) note that most morphological rules apply more reliably in certain phonological contexts than in others: for instance, the English regular past tense rule applies to all verb stems ending in a voiceless fricative (kiss, miss, cough and so on are all regular), but not to all verbs ending in a voiceless stop or a voiced fricative (get, break, freeze, leave, weave are irregular). They then go on to show that speakers are sensitive to the existence of such 'islands of reliability'. When asked to supply the past tense form of a nonce verb ending in a voiceless fricative, English speakers consistently use the regular inflection: for instance, they always supply driced as the past tense of drice. However, when the verb ends in a voiced fricative or a voiceless stop, speakers sometimes produce irregular forms: thus, they occasionally supply doze and proke as the past tense forms of dize and preak. In a second experiment, Albright and Hayes asked their subjects to rate the acceptability of past tense forms on a scale from 1 to 7. The results were similar in that past tense forms of verbs belonging to islands of reliability received higher ratings, e.g. driced was rated as better than dized and preaked.
Albright (2002) reports similar results for Italian. In this study, speakers were presented with first person singular forms of nonce verbs and asked to rate the acceptability of the corresponding infinitives. Again, judgements varied as a function of environment reliability: forms belonging to islands of reliability were given higher ratings. Thus, although in principle speakers could get by with just one default rule , they also acquire a set of more specific (and more reliable) rules corresponding to various special cases.
Questions with long-distance dependencies
My next example is a syntactic construction, English questions with long distance dependencies (hence LDDs). What is interesting about such questions is that they exhibit a dependency between a WH word in the main clause and a 'gap' in a subordinate clause. The dependency is 'unbounded', that is to say, in theory, there can be any number of clauses between the filler and the gap:
) What did Steve believe that Chris needed __? (b) What did Steve believe that they thought that Chris needed __? (c) What did Steve believe that they thought that Maria imagined that Chris needed __?
However, real-life questions with long-distance dependencies are very different from these constructed examples (see Dąbrowska 2004b, in preparation; Verhagen 2005 Verhagen , 2006 , as illustrated by the following examples from the spoken part of the British National Corpus: As shown by Dąbrowska (in preparation) attested LDD questions -at least those occurring in speech -are very stereotypical: the main clause auxiliary is usually do (96% of the time), the subject you (90%) or another pronoun (a further 9%), and the verb think or say (86%); furthermore, 95% lack a complementizer, and only 2% contain an additional element such as a direct object or some kind of adverbial modifier in the main clause. None of the 423 LDD questions extracted from the spoken BNC analysed in the study involved a dependency over more than one clause. These facts have lead some researchers in the usage-based framework (Dąbrowska 2004b, submitted; Verhagen 2005 Verhagen , 2006 to propose that speakers have ready-made lexically specific templates such as WH do you think S-GAP? and WH did you say S-GAP? which enable them to produce prototypical LDD questions such as those in (9) simply by inserting lexical material in the WH and S-GAP slots. Of course not all LDD questions are prototypical -in fact, about 33% of the LDD in the spoken BNC corpus depart from template in some way (e.g. contain a different subject or a different verb or an optional element such as a complementizer or adverbial phrase); and 5% depart from the prototype in more than one respect. Such nonprototypical questions could be produced either by using a more general template (e.g. WH AUX NP think S-GAP or WH AUX NP S-VERB (that) S-GAP?, where S-VERB is a verb that takes sentential complements) or by modifying the lexically specific template (see Dąbrowska submitted for some suggestions about how this might work). Either way, usage-based models stipulate that prototypical LDD questions -those that match one of the templates -enjoy a special status, that is to say, they are psychologically more basic than non-prototypical ones. This is an hypothesis that makes testable predictions: for instance, we would expect that prototypical questions are produced more fluently, judged to be more acceptable, remembered better, and acquired earlier by children -and as it turns out, we now have evidence showing that all four of these predictions are correct.
With respect to fluency, Dąbrowska (in preparation) counted the number of dysfluencies -pauses, filled pauses such as er, false starts and selfcorrections -in prototypical and non-prototypical LDD questions in the spoken part of the BNC. 16% of prototypical LDD questions contain some kind of dysfluency. For non-prototypical questions, the corresponding figure is almost twice as high (28%). The difference is statistically highly significant (χ²(1) = 7.90, p = 0.005).
Questions that depart from the LDD template are also judged to be less acceptable. Dąbrowska (submitted) asked adult native speakers of English to rate the acceptability of prototypical, nonprototypical, and unprototypical LDD questions. Prototypical questions had the form WH do you think S-GAP? or WH did you say S-GAP?. Non-prototypical questions deviated from the prototype in just one respect: they either had a proper noun instead of the second person pronoun as the subject of the main clause or they contained an auxiliary other than do, a verb other than think or say, an overt complementizer, or an extra complement clause. Unprototypical questions deviated from the prototype in all these respects. In addition, participants were also asked to rate the acceptability of declaratives corresponding to the questions and some clearly ungrammatical sentences.
The types of sentences used in the experiment are exemplified in Table 1 . Note that all the experimental sentences were 12 words long (13 if they contained a complementizer) and contained two subordinate clauses. The ungrammatical sentences were somewhat shorter (8-12 words). Participants were asked to rate each sentence on a scale from 1 (completely unacceptable) to 5 (completely acceptable).
The participants' rating are summarized in figure 3 . Apart from replacing you with a proper name, 5 each of the manipulations described above had an adverse effect on the acceptability of LDD questions and no effect, or the opposite effect, on declaratives: thus LDD questions with the verbs believe, suspect, claim, and swear were judged to be significantly less acceptable than questions with think and say, while the corresponding declaratives were slightly better (though the difference was not statistically significant); questions with an overt complementizer and questions with the modal auxiliaries will and would were less acceptable than their prototypical variants, but there was no difference between the corresponding declaratives; and questions with very long dependencies (across two clause boundaries) were judged to be much worse than prototypical LDD questions, while their declarative counterparts were better than the 'prototypical' declaratives. Unprototypical questions were judged to be just as bad as *that trace violations (*What did you say that works even better?) and sentences in which third person agreement was marked on the auxiliary as well as the main verb (*His cousin doesn't thinks we lied because we were afraid).
Finally, prototypical LDD questions are remembered better than unprototypical ones, by both adults and children. This was demonstrated by an experiment conducted by Dąbrowska, Rowland and Theakston (in preparation) , who asked 5-and 6-year-old children and adults to repeat prototypical and unprototypical questions and declaratives such as those in (10). (To make the task more difficult, the adults were asked to count backwards from 10 to 1 before attempting to repeat the sentence.) (10 All experimental sentences were 10 words long. For each construction, the prototypical and unprototypical variants were structurally identical and contained the same lexical material. The only difference was that the lexical material which appeared in the main clause in the prototypical variant was in the subordinate clause in the non-prototypical variant, and vice versa. All three age groups made significantly fewer errors on the prototypical variant of the LDD construction than on the non-prototypical variant. The children also showed prototypicality effects for declaratives. Interestingly, errors often involved transforming the sentence so that it was more like a prototypical instance of the construction, for instance by substituting think or say for the 'unprototypical' main clause verb or by interchanging the main clause and subordinate clause verbs. For instance, sentence (10b) Kidd, Lieven and Tomasello (2006) that children have lexically specific templates for declaratives with verb complement clauses. Although declaratives containing verb complement clauses are also quite formulaic in adult speech (cf. Thompson 2002) , they show substantially more variation in the main clause than the corresponding questions (Verhagen 2005, Dąbrowska in preparation) ; thus, at some (apparently late) point in acquisition learners develop general templates for declaratives but continue to rely on lexicallyspecific patterns for LDD questions.
These results strongly suggest that adult speakers of English have lexically specific templates which can be used to construct and interpret questions with long-distance dependencies. They do not, of course, rule out the possibility that (at least some) speakers also have more general schemas; however, it is clear that the relatively specific patterns have a privileged status, in that the sentences which match them are easier to process and remember and are perceived as more conventional.
Conclusion
The research summarised above provides strong evidence for low-level, 'local' generalizations. Even when the same ending is used with a large class of words, speakers supply it more reliably with subsets of words sharing certain phonological and/or morphological properties. Speakers are also able to inflect nouns belonging to sparsely populated neighbourhoods, which suggests that they also have access to higher-level generalizations. These, however, are less well entrenched (and hence applied less reliably), and are not necessarily acquired by all speakers -in the Polish dative experiment, for example, 39% of the participants were unable to inflect a single neuter noun from a low-density neighbourhood.
There is also evidence that speakers may rely on low-level generalizations in (at least some areas of) syntax. As we have seen, questions of the form WH do you think S-GAP and WH did you say S-GAP are produced more fluently, judged to be more acceptable, and remembered better than the nonprototypical variants of the construction. Moreover, in the acceptability judgment task, every departure from the prototype apart from substituting a lexical NP resulted in decrease of acceptability, and changing the main clause subject, auxiliary, and verb and adding an overt complementizer and an additional complement clause resulted in the question being rated as bad as some clearly ungrammatical sentences.
Low-level schemas are wasteful, since we need different schemas for the various special cases instead of a single schema which applies to all relevant exemplars, and less useful than more general patterns, since they are less productive. The fact that speakers nevertheless appear to prefer them to simpler, more general rules suggests that they are computationally less demanding for human brains and easier to acquire. Of course the optimal solution would be to have both, which would allow speakers to apply low-level schemas when they are available, and resort to the more abstract ones when they are not. However, as shown earlier, the higher-level schemas are the dispreferred choice, psychologically less basic, and acquired later, if at all. Thus, the traditional simplicity metric inappropriate for a cognitive theory of language: mental grammars are highly redundant, and apparently differ from speaker to speaker.
Notes
1. There are a few lexical exceptions: about 20 masculine nouns take -u rather than -owi. These, however, are clearly being replaced by the regular pattern (see Dąbrowska submitted). 2. Note that all stem endings for high-density neighbourhoods (-ator, -olog, -ęcie, -isko, etc.) correspond to highly productive derivational affixes, or combinations of affixes (e.g. -ar-ka) . This means that any neighbourhood effects found in the experiment could be due to either phonological or morphological factors. 3. Only about 4% of noun tokens and 2% of noun types in the Marysia corpus (which consists of transcripts of a thirty-hour sample of the linguistic experience of a two-year-old Polish girl collected by the author) occur in the dative. However, since nouns are a very large class and are very frequent in text, the absolute frequency figures for datives are still quite high: about -about 3.5 tokens per hour, which -assuming hours of exposure to language per daytranslates into approximately 200 000 tokens over a period of 20 years. 4. These figures are based on the Marysia corpus (see note 3), OtwinowskaKasztelanic (2000) and a random sample of 200 nouns from the IPI-PAN corpus (available at http://korpus.pl/index.php?lang=en ), respectively. 5. Replacing you with a proper name in declaratives made the sentence more acceptable, which is clearly a pragmatic effect: it is slightly odd to assert what one's addressee thinks or says. 
