The presented virtual energy fluence ͑VEF͒ model of the patient-independent part of the medical linear accelerator heads, consists of two Gaussian-shaped photon sources and one uniform electron source. The planar photon sources are located close to the bremsstrahlung target ͑primary source͒ and to the flattening filter ͑secondary source͒, respectively. The electron contamination source is located in the plane defining the lower end of the filter. The standard deviations or widths and the relative weights of each source are free parameters. Five other parameters correct for fluence variations, i.e., the horn or central depression effect. If these parameters and the field widths in the X and Y directions are given, the corresponding energy fluence distribution can be calculated analytically and compared to measured dose distributions in air. This provides a method of fitting the free parameters using the measurements for various square and rectangular fields and a fixed number of monitor units. The next step in generating the whole set of base data is to calculate monoenergetic central axis depth dose distributions in water which are used to derive the energy spectrum by deconvolving the measured depth dose curves. This spectrum is also corrected to take the off-axis softening into account. The VEF model is implemented together with geometry modules for the patient specific part of the treatment head ͑jaws, multileaf collimator͒ into the XVMC dose calculation engine. The implementation into other Monte Carlo codes is possible based on the information in this paper. Experiments are performed to verify the model by comparing measured and calculated dose distributions and output factors in water. It is demonstrated that open photon beams of linear accelerators from two different vendors are accurately simulated using the VEF model. The commissioning procedure of the VEF model is clinically feasible because it is based on standard measurements in air and water. It is also useful for IMRT applications because a full Monte Carlo simulation of the treatment head would be too time-consuming for many small fields.
I. INTRODUCTION
Compared to conventional dose calculation methods ͑see, e.g., Ref. 1, and references therein͒ for radiation therapy treatment planning, Monte Carlo ͑MC͒ techniques 2-5 are potentially more accurate. The problem of fast and efficient MC simulation of photon and electron tracks within threedimensional ͑3D͒ patient models has been solved in the last few years because of the increasing computing power and innovative variance reduction techniques. [6] [7] [8] [9] [10] [11] [12] [13] [14] An indispensable requirement for the accuracy of MC algorithms is an adequate model of the beam delivery system. That is, deviations between modeled and real particle fluence at the patient surface would propagate as dose distribution errors within the patient and the accuracy of the dose calculation algorithm can be lost.
There is an important advantage of the MC dose calculation technique: dose calculation within the patient ͑dose engine͒ can be decoupled completely from the treatment head model ͑fluence engine͒. Therefore, very different types of fluence engines can be employed, e.g., full MC simulations of the accelerator head or virtual source models based on analytical representations of the phase space distribution functions. Common to all fluence engines is just the capability of generating the parameters ͑energy, position, momentum͒ of photons and electrons in a phase space plane outside the patient according to the properties of the treatment head. This plane can then be used to start the MC transport of particle histories through the patient.
A clinically feasible Monte Carlo fluence engine should satisfy the following conditions: 10 ͑i͒ it should be simple enough to understand the behavior of the model, to have only a small number of free parameters, and to be fast in sampling the initial particle properties, ͑ii͒ the model parameters should be fixed by measurements that are not too complicated and time consuming ͑e.g., by measurements of profiles and depth dose curves in water and air͒, ͑iii͒ it should be complex enough to confirm all measurements in agreement with the accuracy demands. Full MC simulation of the whole accelerator head is one option to provide accurate photon and electron distributions in the phase space plane. [15] [16] [17] [18] [19] Another option is the construction of virtual source models based on these accelerator head simulations. [20] [21] [22] [23] However, the required technical information and the time-consuming calculations limit its clinical feasibility. Therefore, virtual source modeling with parameters fitted only from measured dose distributions in water and air is a third option to simulate at least the fluence contributions from the bremsstrahlung target, flattening filter, and primary collimator. An advantage of this third option is to exploit the experiences collected for the development of dual and triple source models for pencil beam, 3D convolution, and collapsed cone dose calculation algorithms. 24 -35 In general, part of these models is a point source to simulate the primary photon component from the bremsstrahlung target. The head-scatter fluence has been modeled either by a second point source or by different spatial distribution functions. The precision of analytic models for MC dose calculation has been demonstrated already by comparison with measurement. 36 The present paper introduces a virtual energy fluence ͑VEF͒ model of the photon beam head components above the collimating system. It is especially designed for Monte Carlo dose engines and it is solely based on measured dose distributions in water and air as well as some technical information from the linacs. Section II provides the details of the model and the commissioning procedure. In Sec. III comparisons to full MC accelerator head simulations and to measured dose distributions and output factors in water for Elekta and Siemens accelerators are shown. The XVMC code 10, 11 is used for the calculation of dose in water.
II. MATERIAL AND METHODS

A. Geometry parameters of the sources
If we take into account the treatment head structure above the collimating system of conventional linear accelerators in a photon beam most of the radiation reaching the patient can be divided into three groups: ͑i͒ photons arising from the bremsstrahlung target ͑primary or target photons͒, ͑ii͒ photons scattering from the primary collimator and flattening filter ͑head-scatter or filter photons͒, and ͑iii͒ electron contamination. Therefore, the VEF model for Monte Carlo dose calculation ͑see Fig. 1͒ consists of photon and electron sources with relative contributions P e for electrons and P ␥ for photons satisfying the condition
Usually, the amount of electron contamination P e is small in clinical photon beams. Therefore the most important parts of the VEF model are the photon sources. The model presented here consists of two photon sources with relative contributions P 0 and P S , where P 0 is for primary photons and P S for head-scatter photons satisfying the condition
The primary source is located in the bremsstrahlung target plane (zϭz 0 ) and the scatter source is located in the flattening filter plane (zϭz S ). Here, z corresponds to the distance from the virtual focus of the linac, which is not necessarily identical to the distance from target. z 0 and z S can be estimated from the technical information of the linac treatment head, they are not fitted from measurements. Usually, for the primary source we use z 0 ϭ0, i.e., the virtual focus is located in the target plane. z S is the distance from zϭ0 to the lower boundary of the flattening filter. The initial photon positions are sampled from Gaussian distributions with standard deviations 0 and S fitted from measurements. The nominal beam openings w X I and w Y I in the iso-center plane ͑the upper index I means iso-center and the lower indices X and Y represent the beam opening in the X and Y directions͒ are fixed in the beam defining planes given by zϭz X and zϭz Y . Therefore, the beam openings in these planes are calculated by
Here, z I is the distance to the iso-center ͑usually 100 cm͒. The parameters z X and z Y are also taken from the technical information of the linear accelerator. They are generally given by the lower limits of the X-and Y-jaw pairs or by the lower limit of the multileaf collimator ͑MLC͒ if one jaw pair is replaced by the MLC. To get the photon's X direction, we sample a second X position from a uniform distribution in the beam defining plane zϭz X , the Y direction is sampled from an uniform distribution in the plane zϭz Y . Since the assumption of uniform distributions is not correct, additional parameters are introduced in the following to correct the fluence profiles for the horn and/or central depression effects. Using this information, the 3D photon fluence distribution of the primary source in air can be calculated by analytical integration of the Gaussian functions leading to a combination of error functions:
͑5͒
The first term in Eq. ͑5͒ is necessary because of the inverse square law. The symbols x 0 ϩ , x 0 Ϫ , y 0 ϩ , and y 0 Ϫ are given by
The min operators take into account the fact that the field widths are determined either by the jaw pairs or by an additional beam modifier ͑e.g., MLC͒ if the accelerator head consists of two jaw pairs plus the MLC. If, on the other hand, one jaw pair is replaced by the MLC then the min operations are unnecessary.
The corresponding fluence distribution of the head-scatter source is calculated by
The total photon fluence of both sources is then given by
The expression F horn (x,y,z) corrects the primary photon fluence due to the horn or central depression effect. This effect is caused by the decreasing attenuation of the flattening filter with increasing distance to the central beam axis. F horn (x,y,z) is estimated by
By convention the value of the horn correction parameter on the central axis ͑ϭ0͒ is unity and its derivative is zero. Motivated by accelerator head simulations using the BEAM Monte Carlo code, 16 we assume that it is unnecessary to correct the head-scatter fluence as well.
B. Generating the geometry parameters
Our intention is to fit the geometrical parameters P 0 , 0 , S , h 0 , h 1 , h 2 , h 3 , and h 4 from measured profiles in air for different square and rectangular photon beams using an ionization chamber with build-up cap. For this reason, we first investigate the correlations between in-air dose, photon fluence, and energy. The direct proportionality of the photon fluence F ␥ (x,y,z) and in-air dose D air (x,y,z) is obvious. However, the dependence of D air (x,y,z) on spectral or energy variations is not quite simple. To estimate this dependence, we have to know the photon energy spectrum as a function of x, y, and z. Because this is unknown here, we assume that the in-air dose distribution is fitted using Eq. ͑9͒ by replacing F ␥ (x,y,z) with D air (x,y,z) and multiplying the term on the right-hand side with a normalization factor N F , i.e.,
͑11͒
When the beam commissioning process has finished we sample the initial photons for the MC dose calculation from the geometrical model derived from Eq. ͑11͒. However, we should have used Eq. ͑9͒ to fit the geometrical beam parameters. To take the difference between D air (x,y,z) and F ␥ (x,y,z) into account, we adjust the statistical weights of the sampled photons, which can be different from unity during MC simulations. That is, we sample the initial photon position and direction from the geometrical parameters. After that, we sample the photon energy from the spectrum function ͑see Sec. II C͒. With known photon energy we are able to estimate the ratio between F ␥ (x,y,z) and D air (x,y,z) ͑see Sec. II D͒ leading to the correct photon weight. The electron contamination P e can be neglected for the in-air dose distributions because of the filtrating influence of the build-up cap.
In-air X, Y, and Z profiles must be measured for each energy and a variety of field sizes. Our experience is that the following field sizes provide a reasonable compromise between the measurement effort and the model accuracy: 2ϫ2, 3ϫ3, 5ϫ5, 10ϫ10, 20ϫ20, 40ϫ40, 5ϫ40, 10ϫ40, 40ϫ5, and 40ϫ10 cm 2 . The following measurements should be performed:
͑1͒ one Z profile ͑depth dose͒ at the central axis (xϭyϭ0) from about zϭ85 cm to zϭ115 cm, ͑2͒ three X profiles for yϭ0 and zϭ85 cm, zϭ100 cm, z ϭ115 cm ͑alternative z values are possible͒, ͑3͒ three Y profiles for xϭ0 and zϭ85 cm, zϭ100 cm, z ϭ115 cm ͑alternative z values are possible͒, ͑4͒ in-air output factors at zϭ100 cm for all field sizes normalized by one of the fields, usually the largest ͑40ϫ40 cm 2 ͒.
The profiles must be normalized by the corresponding in-air output factors, 100% corresponds to the dose of a 40ϫ40 cm 2 beam at the point xϭ0, yϭ0, zϭ100 cm. To take central axis deviations caused by measurement errors into account, it is useful to shift the profiles by the corresponding distance. This can generally be performed using the measurement ͑scanner͒ software. It might also be useful to symmetrize the measured profiles because Eq. ͑11͒ provides symmetric profiles. Indeed, it is much better if the accelerator is able to produce symmetric ͑or almost symmetric͒ and flat profiles. Symmetrization is also easily performed using standard water phantom software.
For fitting Eq. ͑11͒ to the normalized profiles, i.e., for calculating the parameters P 0 , 0 , S , h 0 , h 1 , h 2 , h 3 , and h 4 , a nonlinear 2 minimization algorithm based on the Levenberg-Marquardt method 37 is implemented. For this purpose, also the partial derivatives of Eq. ͑11͒ with respect to the parameters of the model are calculated analytically and implemented by the minimization algorithm. Figure 2 shows measured and fitted in-air profiles of a Siemens MD2 linear accelerator. This example demonstrates that the VEF model is able to predict central axis depressions as well as in-air output factors correctly. Only the output of the 3ϫ3 cm 2 beam is slightly overestimated by the VEF model. Also the amount of fluence ͑in-air dose͒ outside the limits of the very large field ͑40ϫ40 cm 2 ͒ is a little bit too large.
C. Energy behavior
Photon energy spectra of medical linear accelerators can be modeled by analytic functions with a few free parameters, e.g., 10 dEp͑E ͒ϭdENE l exp͑ϪbE͒, E min рEрE max . ͑12͒
N is a normalization factor satisfying the condition:
E min and E max are the minimum and maximum photon energies. The most probable energy E p and the mean energy ͗E͘ can be estimated from the free parameters l and b using the relationships:
Measured profiles in air ͑dashed lines͒ compared to the analytical representation of the fitted VEF model profiles ͑solid lines͒ of 2ϫ2, 3ϫ3, 5ϫ5, 10ϫ10, 20ϫ20, and 40ϫ40 cm 2 6 MV photon beams of a Siemens MD2 linear accelerator. The profiles in this example are measured with a source detector distance of 100 cm. Every profile is normalized using measured in-air output factors with the convention that 100% corresponds to the central axis dose of a 40ϫ40 cm 2 field at 100 cm distance to the virtual source.
The
Because of the shape of the flattening filter, the mean energy ͗E͘ of the spectrum decreases with increasing offaxis ray angle , i.e., with increasing distance to the central axis. Therefore, a correction method for this off-axis softening, based on measured half-value layer ͑HVL͒ data of water versus for various narrow photon beams, 38 is implemented. The idea is taken from a paper by Ahnesjö et al. where offaxis softening for superposition dose calculation has been described. 39 
͑15͒
To estimate the influence of Eq. ͑15͒ to the energy spectrum, we denote the off-axis energy distribution for ray angle by function p(E ,) and the central axis spectrum by p(E 0 ,0)ϵp(E 0 )ϵp(E). E is the photon energy sampled at ray angle . For simplicity we set the limits of integration to E min ϭ0 and E max ϭϱ. Therefore, the normalization condition
Now we assume that the off-axis spectrum can be calculated by scaling the central axis spectrum using the factor s(), i.e.,
͑17͒
That is, during the MC simulation we sample E from p(E) and in dependence on we get E with E ϭs͑ ͒E. ͑18͒
To estimate the off-axis behavior of s() we approximate the monoenergetic attenuation coefficient of water (E) using
By averaging this attenuation coefficient we get
and therefore
It should be noted here, that this is a rough approximation. Furthermore, Eq. ͑15͒ has been derived by analyzing many types of linacs from various vendors with the exception of Elekta. Because in our clinic patients are treated using Elekta accelerators we wanted to be sure that our model is valid also for this type of machine. Therefore, we investigated the features of our linacs with the BEAM 16 MC code. One of the results of these studies is shown in Fig. 3 . The plot shows the mean photon energy versus the distance to the central axis derived by analyzing the phase space file together with the prediction of the VEF model for ϭ0.45. This value of provides a reasonable fit of Eq. ͑19͒ to the monoenergetic attenuation coefficient in the energy range 0.2 MeVрE р10 MeV. 40 Figure 3 proves that the analytic off-axis softening model works also for Elekta linacs. Our results are consistent with a recent investigation by Sheikh-Bagheri and Rogers, 18 although they used a different Elekta accelerator type in their study.
To sample the central axis photon energy E from Eq. ͑12͒ a standard gamma distribution sampling routine 37 is used. Equation ͑18͒ corrects E to get the off-axis energy E , however, only for primary photons ( P 0 ). The energy of headscattered photons ͑contribution P S , which is typically on the order of 10%͒ is also sampled using Eq. ͑12͒, but this time corrected by
Here, m e is the electron rest mass and the angle between the initial photon direction and the direction after scattering in the filter plane zϭz S , i.e., we assume Compton interactions within the flattening filter. 
D. Relation between energy fluence and in-air dose
For the relationship between primary fluence F 0 (x,y,z)F horn (x,y,z) and the corresponding in-air dose contribution D air,0 (x,y,z,E ) of photons with energies between E and E ϩdE we assume
It should be noted here that is a function of x, y, and z, i.e., ϭ(x,y,z). The inclusion of the factor E on the righthand side of Eq. ͑23͒ is motivated by the fact that the in-air dose is assumed to be proportional to the energy fluence, because Eq. ͑23͒ without the last term cap (E ) results in energy fluence. This last term ͑linear attenuation coefficient͒ takes into account the energy dependence of the build-up cap.
We want to calculate an off-axis correction factor, therefore we normalize Eq. ͑23͒ by the central axis dose contribution (E 0 ϵE, F horn (0,0,z)ϭ1):
That is, if we calculate the in-air dose contribution by Monte Carlo, we get a result different than the measurement because the energy correction w E () has been neglected during the commissioning of the geometry parameters ͑see Sec. II B͒. However, by multiplying the statistical photon weight by the factor w E () during the MC simulation we can reconstruct the measured curves. Substituting Eqs. ͑17͒ and ͑18͒ in Eq. ͑25͒ we get
To evaluate this formula we approximate the attenuation of the build-up cap by a fit to function:
If the unit of E is MeV we find for brass as build-up cap material in the energy range 0.2 MeVрEр15 MeV: 1 ϭ0.558 and 2 ϭ0.026. 40 Hence, the weighting factor becomes
For a given photon at position (x,y,z) the Monte Carlo procedure continues with sampling a central axis energy E from function p(E). In dependence on the off-axis angle , the softening factor s(), the real photon energy E , and the weighting factor w E () can be calculated, i.e., all parameters of the photon are fixed. The same build-up cap correction is applied to head-scatter photons ͑contribution P S ).
We found that the build-up cap correction is really necessary, especially to model dose distributions for large fields. The errors of dose predictions far off-axis can be 5% or larger if we neglect the sensitivity of the build-up cap material due to changes of the energy spectrum. On the other hand, the sensitivity of ionization chambers seems to be unimportant. To calculate corresponding correction factors we simulated the response of different ionization chambers using EGSNRC 5, 41 and phase space files, generated with BEAM. 16 The corrections are on the order of 1% or below at least for our ionization chambers. In addition to it, if we measure profiles in water, we usually also neglect the influence of spectral variations to the ion chamber reading. Therefore, we did not take into account ion chamber corrections in the VEF model. For a more exact relation between energy fluence and dose in air and water further investigations will be necessary.
E. Electron contamination
Because for open photon beams the amount of electron contamination P e is small compared to the contributions by photons ͑of the order of 1% or less͒, we approximate the electron source by a circular uniform distribution of electron starting points in the filter ͑or head-scatter͒ plane z e ϭz S . The radius R e of the source is estimated by the flattening filter's footprint size. The electron direction is sampled in the same manner as the photon direction ͑see Sec. II A͒. Motivated by MC simulations using BEAM, the electron energy spectrum is modeled by an exponential distribution: 
͑30͒
E nom is the nominal voltage of the beam in MeV. The relative weight P e of the electron source is determined by fitting a measured depth dose in water ͑see Sec. II F͒.
F. Generating the spectrum and electron parameters
One measured central axis depth dose curve of a 10ϫ10 cm 2 beam per photon energy with a distance of the radiation source to the water phantom surface ͑SSD͒ of 100 cm ͑alter-nate field sizes or SSDs are possible͒ is required to deconvolve the photon energy spectrum and the amount of electron contamination. Therefore, a set of ''monoenergetic'' central axis depth dose distributions must be calculated using the MC dose engine, i.e., using XVMC in our case. Here, we use quotation marks to emphasize that the depth dose curves are not really monoenergetic, because Eqs. ͑18͒ and ͑22͒ are applied to correct the energy due to softening effects. Only the energy at the central axis is constant for a ''monoenergetic'' depth dose curve. Furthermore, the geometry parameters, generated as described in Sec. II B, are used to calculate the depth dose curves. The energy range should reach from 0.25 to 10 MeV for 6 MV photon beams and from 0.25 to 20 MeV for 15 MV photon beams. In addition to the ''monoenergetic'' photon depth dose curves, one electron depth dose curve has to be calculated using the estimated parameters z e , R e , and ͗E e ͘ from Sec. II E.
The MC simulations to calculate these depth dose curves must be performed with a model of the collimating system ͑jaws and MLC͒, because the measurements are influenced by the collimators. Here, a very simple MLC model may be sufficient, e.g., a ''cookie cutter'' model that rejects each particle outside the beam segment contour. For our investigations here we implement a more realistic model of the MLC based on Monte Carlo Cϩϩ classes for arbitrary geometries constructed from planes and other surfaces in 3D space. Therefore, it is possible to include effects caused by the rounded leaf ends and the tongue-and-groove design of our MLC. A description of theses geometry classes will be published in a future paper.
The next step of the commissioning procedure is to employ Eqs. ͑1͒, ͑12͒, and ͑29͒ with some estimated initial parameters P e , l, b, and E max ͑for E min we usually use a fixed value of 0.25 MeV͒ for the superposition of the calculated depth dose curves. As in Sec. II B, a nonlinear 2 minimization algorithm based on the Levenberg-Marquardt method 37 is implemented to fit the superimposed depth dose curves and the measured curve. The upper plot in Fig. 4 shows a measured and a fitted depth dose curve in water of a 10ϫ10 cm 2 15 MV photon beam of an Elekta SLi plus linear accelerator. The lower plot shows the difference between both curves after finishing the 2 minimization. The largest deviations can be observed near the water surface, but here the influence of measurement errors is not negligible and a large deviation in dose corresponds to a small shift in depth direction only. Figure 5 shows the resulting energy spectra for 6 and 15 MV photon beams compared to simulations using the BEAM code. The differences between simulated and fitted spectra are mainly caused by the special analytic form of Eq. ͑12͒. More parameters should improve the quality of the fit, but on the other hand, more degrees of freedom can cause multiple solutions of the fit problem. Therefore, we implement the energy spectrum of Eq. ͑12͒ in the VEF model.
We find that the amount of electron contamination P e for our Elekta accelerators, derived in the manner described here, ranges from about 0.9% for 6 MV to about 1.5% for 15 MV photon beams. This corresponds to 6% and 11% surface dose, respectively. Similar results for Siemens machines are obtained. These observations are consistent with MC simulations using the BEAM code.
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III. RESULTS
The commissioning procedure is based on a variety of measurements in air but only on one depth dose curve in water for a defined field size, 10ϫ10 cm 2 in the case described here. Therefore, additional measurements in water are useful to verify the model and the derived parameters. As examples, we present some of our comparisons between measurements in water and the corresponding Monte Carlo simulations for two types of linear accelerators. Tables I and II show measured and calculated output factors ͑OFs͒ at 10 cm depth of water for Elekta and Siemens machines. The SSDs were 90 cm in Table I and 100 cm in  Table II . The OFs are normalized relative to the corresponding 10ϫ10 cm 2 fields. Apart from a few exceptions, the agreement between measured and calculated OFs is better than 2%. The largest disagreement ͑4.4%͒ is for the 2ϫ2 cm very small fields the influence of ion chamber volume on measured and voxel size on calculated dose may not be negligible. 42 This can also be observed in Fig. 6 where OFs measured with different detectors ͑ion chamber, pinpoint chamber, diamond detector, and diode detector͒ are compared to calculations with BEAMNRC and XVMC for a second Elekta SLi plus accelerator ͑note: the linacs from Table I and Fig. 6 are not identical͒. In contrast to Table I , here the SSD of the water phantom is 100 cm. Figure 6 shows that the VEF model overestimates slightly the output for fields smaller than 10ϫ10 cm 2 but underestimates the output for very large fields. But on the other hand, the deviations to the ion chamber measurements are smaller than 2% for the majority of the field sizes. Only for the 2ϫ2 cm 2 ͑2.8%͒ and 40ϫ40 cm 2 ͑2.1%͒ beams the deviations are larger. Furthermore, the full MC simulation of the accelerator head ͑dashed line in Fig. 6͒ has problems in predicting the output for 30ϫ30 and 40ϫ40 cm 2 fields correctly. Therefore, more investigations will be necessary to discover the reasons for these disagreements.
Figures 7-9 show measured and calculated depth dose curves and profiles in water for a 10 MV 5ϫ20 cm 2 photon beam of the Siemens MD2 accelerator. The curves are normalized using the output factors from Table II with 100% corresponding to the maximum of a 10ϫ10 cm 2 field in water, i.e., Figs. 7-9 show comparisons of absolute dose distributions. In particular, the profiles in Figs. 8 and 9 demonstrate that the VEF model is able to predict the horn effect as well as the dose outside the field limits in good agreement with measurement. Figures 10 and 11 are presented to validate the off-axis softening and charged particle contamination models for large field sizes ͑30ϫ30 cm 2 ͒ and high energies ͑15 MV͒. One of the Elekta linacs is used for this comparison.
Figures 12-14 demonstrate the accuracy of the VEF model compared to MC simulations with full knowledge of the accelerator head design. Figures 12-14 show comparisons of profiles of 3ϫ3 and 10ϫ10 cm 2 6 MV photon beams Ϫ10 and ϩ5 cm off-axis in water ͑SSDϭ100 cm͒ calculated with BEAMNRC ͑symbols͒ and XVMC using the VEF model ͑lines͒. The normalization is equivalent to Figs. 7-9, but this time for the Elekta machine of Table I . The statistical variance of the BEAM simulations is influenced by the limited size of the phase space files. The VEF model slightly overestimates the penumbra width. On the other hand, we find agreement especially within the field and outside the field limits. For a verification of the BEAM simulations by measurements, we refer to Ref. 42 . 
IV. CONCLUSIONS
The purpose of the present paper is to introduce a treatment head model for Monte Carlo dose calculation that can be easily commissioned and implemented in clinical routine. Like beam models for conventional dose calculation algorithms, the virtual energy fluence model described here is based on standard measurements in water and air. Only a few parameters are required from the technical information of the accelerator. By comparison with results derived by the BEAM-NRC software system, it is demonstrated that time-consuming MC simulations of the whole accelerator head are unnecessary for radiation therapy planning purposes.
On the other hand, the VEF model should not be considered as a completed development. It is open for improvements and extensions. Especially the methods to compute and emulate the central axis energy spectrum are not in a final state. To get closer to MC generated spectra, more parameters of the analytical spectrum representations or tabulated spectra will be necessary. The problem is, however, that the calculated shape of the spectrum is not quite unique if it is deconvolved from measured depth dose curves. Measured depth dose curves in water are also prone to experimental setup errors and a small shift of the curve can result in a significant change of the spectrum. One possible solution to this problem could be that each vendor of medical linear accelerators provides the energy information of its machines.
The off-axis softening behavior of the central axis spectrum seems to be similar between most accelerators. For this type of machine the VEF model off-axis softening approach presented here will be sufficient.
An important additional result of this paper is that the influence of a build-up cap on the ion chamber signal cannot be neglected during in-air profile measurements. There might also be an influence of the ionization chamber itself. However, simulations using EGSNRC and BEAM have shown that this influence is smaller than 1%. Furthermore, this effect should, in the same manner, influence the profile verification measurements in water. Therefore, a corresponding correction is not implemented into the VEF model.
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FIG. 13.
Comparison of Y profiles in four different depths of a 10ϫ10 cm 2 6 MV photon beam ϩ5 cm off-axis in water ͑SSDϭ100 cm͒ calculated with BEAMNRC using the full information of the accelerator head ͑symbols͒ and XVMC using the VEF model ͑lines͒. 
