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“Los sistemas monoaurales, los biaurales poli y perifónicos y principalmente
los estereofónicos, tienden al retrato f́ısico de los sonidos y a su relieve
f́ısico, a provocar la ilusión del espacio y sus desplazamientos en éste. [...]
La ĺınea que atraviesa nuestros óıdos es el eje por donde se mueve nuestro
tacto acústico. [...]
[Sin embargo] los sonidos [diafónicos] no se apoyan en la representación del
espacio f́ısico que rodea al espectador, todo queda reducido a una sensación
externa del mundo donde vivimos convertida en contrapunto pśıquico. La
ĺınea estereofónica es primaria, sensorial, f́ısica, apetecida por el pueblo
joven. La ĺınea diafónica subraya nuestra proyección sentimental, es flor
del viejo mundo. [...]
Nos encontramos incorporados a un juego mecánico invisible espacio-tempo-
ral complejo biológico, caminando hacia la Unidad centŕıfuga. [...]
El que más da más tiene. Matemáticas de Dios. El que más da más tiene.
El que más da, más tiene. Más tiene.”
“The monaural systems, the binaural poly and peripheral and mainly the
stereophonic ones, tend to the physical portrait of the sounds and their phys-
ical relief, to provoke the illusion of the space and its displacements on it.
[...] The line that runs through our ears is the axis along which our acoustic
touch moves. [...]
[However] the [diaphonic] sounds are not based on the representation of
the physical space that surrounds the spectator, everything is reduced to an
external sensation of the world where we live, converted into a psychic coun-
terpoint. The stereophonic line is primary, sensory, physical, desired by the
young people. The diaphonic line underlines our sentimental projection, it
is a flower of the old world. [...]
We find ourselves incorporated into an invisible space-time mechanical bi-
ological complex game, walking towards the centrifugal Unity. [...]
The one who gives more has more. Mathematics of God. The one who
gives more has more. The one who gives more has more. Has more.”
Escritos de Técnica, Poética y Mı́stica.
José Val del Omar

Abstract
The reproduction of the spatial properties of sound is an increasingly im-
portant concern in many emerging immersive applications. Whether it is
the reproduction of audiovisual content in home environments or in cine-
mas, immersive video conferencing systems or virtual or augmented reality
systems, spatial sound is crucial for a realistic sense of immersion. Hear-
ing, beyond the physics of sound, is a perceptual phenomenon influenced by
cognitive processes. The objective of this thesis is to contribute with new
methods and knowledge to the optimization and simplification of spatial
sound systems, from a perceptual approach to the hearing experience. This
dissertation deals in a first part with some particular aspects related to the
binaural spatial reproduction of sound, such as listening with headphones
and the customization of the Head Related Transfer Function (HRTF). A
study has been carried out on the influence of headphones on the perception
of spatial impression and quality, with particular attention to the effects
of equalization and subsequent non-linear distortion. With regard to the
individualization of the HRTF a complete implementation of a HRTF mea-
surement system is presented, and a new method for the measurement of
HRTF in non-anechoic conditions is introduced. In addition, two differ-
ent and complementary experiments have been carried out resulting in two
tools that can be used in HRTF individualization processes, a parametric
model of the HRTF magnitude and an Interaural Time Difference (ITD)
scaling adjustment. In a second part concerning loudspeaker reproduction,
different techniques such as Wave-field Synthesis (WFS) or amplitude pan-
ning have been evaluated. With perceptual experiments it has been studied
the capacity of these systems to produce a sensation of distance, and the
spatial acuity with which we can perceive the sound sources if they are
spectrally split and reproduced in different positions. The contributions of
this research are intended to make these technologies more accessible to the
general public, given the demand for audiovisual experiences and devices
with increasing immersion.
Keywords: Spatial sound, perception of sound, perceptual test, head-
phones, binaural, HRTF, Wave-field Synthesis, VBAP.

Resumen
La reproducción de las propiedades espaciales del sonido es una cuestión
cada vez más importante en muchas aplicaciones inmersivas emergentes.
Ya sea en la reproducción de contenido audiovisual en entornos domésticos
o en cines, en sistemas de videoconferencia inmersiva o en sistemas de real-
idad virtual o aumentada, el sonido espacial es crucial para una sensación
de inmersión realista. La audición, más allá de la f́ısica del sonido, es un
fenómeno perceptual influenciado por procesos cognitivos. El objetivo de
esta tesis es contribuir con nuevos métodos y conocimiento a la optimización
y simplificación de los sistemas de sonido espacial, desde un enfoque per-
ceptual de la experiencia auditiva. Este trabajo trata en una primera parte
algunos aspectos particulares relacionados con la reproducción espacial bin-
aural del sonido, como son la escucha con auriculares y la personalización
de la Función de Transferencia Relacionada con la Cabeza (Head Related
Transfer Function - HRTF). Se ha realizado un estudio sobre la influencia
de los auriculares en la percepción de la impresión espacial y la calidad, con
especial atención a los efectos de la ecualización y la consiguiente distorsión
no lineal. Con respecto a la individualización de la HRTF se presenta una
implementación completa de un sistema de medida de HRTF y se introduce
un nuevo método para la medida de HRTF en salas no anecoicas. Además,
se han realizado dos experimentos diferentes y complementarios que han
dado como resultado dos herramientas que pueden ser utilizadas en proce-
sos de individualización de la HRTF, un modelo paramétrico del módulo
de la HRTF y un ajuste por escalado de la Diferencia de Tiempo Interaural
(Interaural Time Difference - ITD). En una segunda parte sobre repro-
ducción con altavoces, se han evaluado distintas técnicas como la Śıntesis
de Campo de Ondas (Wave-field Synthesis - WFS) o la panoramización por
amplitud. Con experimentos perceptuales se han estudiado la capacidad de
estos sistemas para producir sensación de distancia y la agudeza espacial
con la que podemos percibir las fuentes sonoras si se dividen espectral-
mente y se reproducen en diferentes posiciones. Las aportaciones de esta
investigación pretenden hacer más accesibles estas tecnoloǵıas al público en
general, dada la demanda de experiencias y dispositivos audiovisuales que
proporcionen mayor inmersión.
Palabras Clave : Sonido espacial, percepción del sonido, test perceptual,
auriculares, binaural, HRTF, Wave-field Synthesis, VBAP.

Resum
La reproducció de les propietats espacials del so és una qüestió cada ve-
gada més important en moltes aplicacions immersives emergents. Ja siga
en la reproducció de contingut audiovisual en entorns domèstics o en cines,
en sistemes de videoconferència immersius o en sistemes de realitat virtual
o augmentada, el so espacial és crucial per a una sensació d’immersió re-
alista. L’audició, més enllà de la f́ısica del so, és un fenomen perceptual
influenciat per processos cognitius. L’objectiu d’aquesta tesi és contribuir a
l’optimització i simplificació dels sistemes de so espacial amb nous mètodes
i coneixement, des d’un criteri perceptual de l’experiència auditiva. Aquest
treball tracta, en una primera part, alguns aspectes particulars relacionats
amb la reproducció espacial binaural del so, com són l’audició amb auric-
ulars i la personalització de la Funció de Transferència Relacionada amb
el Cap (Head Related Transfer Function - HRTF). S’ha realitzat un estudi
relacionat amb la influència dels auriculars en la percepció de la impressió
espacial i la qualitat, dedicant especial atenció als efectes de l’equalització
i la consegüent distorsió no lineal. Respecte a la individualització de la
HRTF, es presenta una implementació completa d’un sistema de mesura
de HRTF i s’inclou un nou mètode per a la mesura de HRTF en sales no
anecoiques. A mès, s’han realitzat dos experiments diferents i complemen-
taris que han donat com a resultat dues eines que poden ser utilitzades en
processos d’individualització de la HRTF, un model paramètric del mòdul
de la HRTF i un ajustament per escala de la Diferencià del Temps Interaural
(Interaural Time Difference - ITD). En una segona part relacionada amb la
reproducció amb altaveus, s’han avaluat distintes tècniques com la Śıntesi
de Camp d’Ones (Wave-field Synthesis - WFS) o la panoramització per am-
plitud. Amb experiments perceptuals, s’ha estudiat la capacitat d’aquests
sistemes per a produir una sensació de distància i l’agudesa espacial amb
que podem percebre les fonts sonores, si es divideixen espectralment i es
reprodueixen en diferents posicions. Les aportacions d’aquesta investigació
volen fer més accessibles aquestes tecnologies al públic en general, degut a la
demanda d’experiències i dispositius audiovisuals que proporcionen major
immersió.
Paraules Clau : So espacial, percepció del so, test perceptual, auriculars,
binaural, HRTF, Wave-field Synthesis, VBAP.
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Introduction 1
As listeners we are used to perceive sound with its natural spatial field
characteristics. These provide us with one of the basic functions of the
sense of hearing which is the perception of the surrounding environment.
According to the classical Greek enumeration of the senses (sight, hearing,
taste, smell and touch), hearing and vision are the only two senses that
give us spatial information beyond the limits of our own body. So we
are very sensitive to the spatial dimension especially with the sense of
hearing, because it is able to provide us with continuous omnidirectional
information. Adding a spatial dimension to sound reproduction generates
a great sense of reality since it reconstructs or simulates a fundamental
characteristic of sound which is the spatial field condition [1, 2]. Thanks to
this we are able to perceive the surroundings and our spatial position within
it. Therefore, the reproduction of sound with spatial attributes results in
a dramatic enhancement of the listening experience. Although popularly
this concept is not clear, probably because of the lack of direct experience
with spatial sound systems, the audiovisual industry has been working on
this idea for decades.
For almost a century, sound reproduction technology has been develop-
ing spatial sound, also known as 3D sound. In 1931 Alan Blumlein invented
the stereophony as we know it today [3], which opened up a new dimension
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on the listening experience and revolutionized the music and sound pro-
duction industry. Shortly thereafter, cinema took over the development of
spatial sound to incorporate the sensation of stereophony in theaters. Dis-
ney with its Fantasound was a practical and conceptual milestone, which
together with the development of recording and playback technologies led
to the blooming of a variety of multichannel sound formats. Since the
1950s, every new sound system for cinemas incorporated substantial tech-
nical improvements, including a greater number of audio channels (Cin-
erama, Cinemascope, Perspecta sound, Todd-AO and others). Important
advances were also made in the 1960s and 1970s with the popularization of
two-channel stereo and the failed attempt of Quadraphony in the domes-
tic scene. In cinemas, Dolby, DTS and Sony continued the multi-channel
development until the introduction of digital sound in the 1990s. In this
technological escalation [4] there was always a motivation to improve the
richness of sound reproduction with special emphasis on the spatiality of
sound. Not surprisingly, this process is similar to which the history of
music has followed. Throughout the development of Western music many
composers brought forth innovation through the introduction of new in-
struments and different orchestra configurations, with attention also to the
spatiality of sound. In this process a parallelism or even a continuation can
be seen in the techniques of recording and reproduction of spatial sound.
Nothing better than the following quote from Tomlinson Holman to expose
this idea: “I often ask my students to think about the following progres-
sion: Mozart, Beethoven, Mahler, Terminator 2. This progression makes
sense in the following way: each step increases the use of frequency range,
dynamic range, and especially spatialization of sound. From Mozart to
Beethoven we see larger and louder forces at play, but still seated as a con-
ventional orchestra. Mahler breaks the front orchestra mode with off-stage
sound. Terminator 2 carries this thrust on, with even greater emphasis on
surround sound” [5].
The innovation in this field has not only concerned the speaker configu-
ration of the system, but also the reproduction techniques. This has led to
the development and improvement of spatial positioning algorithms, such as
the three-dimensional generalization of amplitude panning with Vector Base
Amplitude Panning (VBAP) [6]. Sound field synthesis is also the subject
of new studies, especially Wave Field Synthesis (WFS) [7, 8] and recording
and reproduction techniques using decomposition in spherical harmonics
(Ambisonics) [9, 10]. On the other hand, in the field of spatial sound cod-
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ing, the concept of sound objects (SAOC) [11] has been introduced, which
allows to break free from the channel sound mixing paradigm by directly
coding each sound source and adding spatial positioning metadata.
Headphone listening has also had a great development in spatial sound,
being currently one of the most innovative fields, both in research and in
commercial products [12, 13]. Binaural systems based on headphones have
attracted much interest both because of the privacy of listening they pro-
vide in any type of environment and because of the proliferation of mobile
devices that make use of headphones. Binaural sound reproduction through
headphones uses the principles of the human hearing system based on two
ears. It is founded on the following principle: if we are able to reproduce in
the listener’s ears through headphones the same sound pressures that the
listener would experience in reality, then we can simulate a realistic acous-
tic immersion [2]. In addition, the reproduction of spatial sound through
headphones can also benefit from the technologies discussed above, such as
Ambisonics or sound object coding.
Higher definition resolutions and 3D image, mobile and wearable de-
vices are fostering the development and implementation of spatial sound
technologies [14]. There is a trend towards an increasing immersion [15, 16]
that comes to cover new needs beyond the audiovisual industry. Telepres-
ence, Virtual Reality or Augmented Reality systems demand a recreation
of reality in conjunction with interactivity, which makes the application of
spatial sound technologies essential [12, 17]. For these reasons, the tech-
niques for capturing, synthesising and reproducing spatial sound are still
being developed today to provide users with more complete experiences.
1.1 Motivation
In the technological evolution of sound systems, understanding the mecha-
nisms of perception has always been important. On the one hand to build
systems that are more suitable for human listening and on the other hand
to understand the human perception of sound itself. If we consider the
study of sound, physics is not the same as perception. Sound is a physi-
cal phenomenon whereby vibrations are transmitted through a medium by
pressure waves. However, our experience of that physical phenomenon is
something else. The perception of sound is the result of the excitation of
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our auditory system by these pressure waves. The physics of sound and
the perception of sound are not the same thing. Our perception of sound is
influenced by a complex cognitive process for which there is no completely
consensual model. The auditory system introduces its own peculiarities, not
described in the physical acoustics. Since sound reproduction systems are
mainly constructed to be heard by ourselves, it is interesting to approach
sound reproduction not only from a physical but also from a perceptual
point of view. This is the idea that has motivated the investigation of this
work, with the conviction that attending to the perception of sound it is
possible to improve and optimize the spatial sound systems, both to obtain
a better reproduction and to improve the efficiency or accessibility of these
systems. Hence, this work is oriented with a perceptual approach to the
listening experience and particularly focused to the spatial impression of
the acoustic experience.
This dissertation deals in a first part with some particular aspects re-
lated to the binaural spatial sound reproduction, such as listening with
headphones and the personalization of the Head Related Transfer Func-
tion (HRTF). In a second part about loudspeaker reproduction, certain
questions concerning distance perception and spatial acuity are studied.
Binaural reproduction, despite having a great potential, presents a se-
ries of relatively important problems for its implementation. The listening
experience through headphones is influenced by the response of each actual
headphone model, generating undetermined effects on spatial perception
and therefore difficult to correct. As listening through headphones is be-
coming popular and expanding considerably, the perceptual effects that
can be introduced not only by high-end headphones but also by consumer
models are of increasing interest to popularize the binaural spatial sound.
Additionally, the most challenging problem of binaural sound is the indi-
vidualization of the HRTF. Each individual has learned to hear with their
own morphology (that determines their own HRTF) and by listening using
a different HRTF than their own, the spatial cues received change, gen-
erating an incongruent perception for the individual that translates into
different types of errors. Although the use of generic HRTF can generate
a certain spatial impression, individualized HRTFs are needed for accurate
recreation of reality. Obtaining such individualized HRTFs for each person
either by measurement or adaptation of a generic HRTF involves many
difficulties.
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Spatial sound reproduction using loudspeakers has different problems
from those of binaural sound, some of which are the reduced optimal lis-
tening area, the perception of distance or the large number of speakers
that may be needed. Distance perception is considered a key issue in spa-
tial sound and different techniques of spatial sound reproduction through
speakers can generate different perceptions. Also, while WFS can expand
the listening area with respect to VBAP and Ambisonics, it has the prob-
lem that it requires many speakers. It is interesting to study the effect that
a limitation on the number of loudspeakers in a complex system may intro-
duce. Manufacturers propose systems with speakers spaced arbitrarily or
by trial and error, without knowing for sure the effects on the final quality
and the artifacts that may appear.
The aim of helping to resolve these different problems by focusing on
a perceptual perspective motivated the research developed in this thesis.
The research was carried out following the main goals set in the projects
SoundAction (Procesado de sonido para la interacción hombre-máquina
en entornos acústicos complejos, TEC2012-37945-C02) and PersonalSound
(Técnicas de optimización y personalización de sonido inmersivo para el
gran público, TEC2015-68076-R) which were both supported by the Span-
ish Ministry of Economy and Competitiveness.
1.2 Objectives
Taking into account the above context, the main objective of this thesis is
as follows:
To contribute new methods and knowledge for the optimization and
simplification of spatial sound, both for reproduction through headphones
and by means of loudspeakers, in order to make these technologies more ac-
cessible to the population. To test different sound reproduction systems and
techniques from a perceptual point of view, in the search for key features
that can be improved for a natural and realistic spatial sound perception.
With the acquired knowledge, propose and implement new solutions and
post-processing methods that can on the one hand improve the perception
or on the other hand simplify the complexity of spatial sound systems.
Some particular aims emerge from this main scope, which are presented
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as follows:
– To study the capacities, suitability and problems of consumer head-
phone models for the proper reproduction of spatial perception.
– To implement a viable HRTF measurement system, overcoming or
proposing solutions for inherent difficulties such as long measuring time,
precision or room reverberation, that allows for the study of real individual
HRTF measures.
– To evaluate the perceptual differences of the HRTF between different
people and to propose new methods for the individualization of the HRTF.
– To examine the capacities or limitations of some loudspeaker re-
production systems to generate perceptual attributes such as distance or
spatial acuity, in order to propose specific uses or simplifications of the
reproduction methods.
1.3 Organization of the thesis
The body of this thesis describes the research that has been undertaken to
develop the aims stated above. Since the contributions of this thesis are
framed within two different approaches to sound reproduction, which are
binaural systems using headphones and spatial reproduction using arrays
of loudspeakers, the content of this dissertation has been structured in
two parts. Note that this two-part division has not been applied to the
introductory, background and the concluding chapters.
The chapters are then organized and presented as follows:
– Chapter 2 - Background: In this chapter, an overview of spatial
sound reproduction systems and techniques are provided, as well as the
principles of spatial hearing on which they are based. Stereo, multichannel
surround systems, binaural and other advanced techniques based on sound
field rendering are presented, with special emphasis in the fundamentals of
binaural technology.
Part I: Headphones and Binaural systems
– Chapter 3 - Effects of Headphones in perception: This chapter studies
the influence of headphones on the perception of spatial impression and
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quality, taking into account medium and low quality range headphones.
Special attention is given to the effects of equalization and the perception
of non-linear distortion.
– Chapter 4 - HRTF measurements: The purpose of this chapter is
first to provide an overview of HRTF measurement systems, at the same
time that a complete implementation of a real built measurement system
is presented, and then to introduce a new method for HRTF measurement
in non-anechoic rooms.
– Chapter 5 - HRTF individualization tools: Two different and comple-
mentary experiments are presented here to approach the individualization
of the HRTF, one that manipulates the magnitude of the HRTF and other
about adjustments of the ITD. As a result, two tools have been obtained
that can be used in HRTF individualization processes.
Part II: Loudspeaker based systems
– Chapter 6 - Distance perception comparison between WFS and VBAP:
This chapter presents an evaluation of the perception of distance with Wave
Field Synthesis and Vector Base Amplitude Panning methods, with the aim
to explore the capacities of these different rendering techniques to generate
the sensation of depth.
– Chapter 7 - Perceptual spatial acuity of spectrally divided sound
sources: The problem of the number of speakers and the acuity to perceive
different sound sources is investigated here through a series of experiments
that present sound sources split into two different frequency bands that are
reproduced spatially separated. The findings can be applied in a reduction
and optimization of the quantity of loudspeakers in complex systems.
– Chapter 8 - Applications and future work: Finally, the conclusions
obtained throughout this thesis are presented, including some guidelines
for future research lines. A list of published work related to this thesis is
also given.
Since the orientation of the work is based on the analysis of auditory
perception, the basic work tool used is the perceptual test [18]. In each
chapter different experiments based on perceptual tests are presented to
investigate the different questions.
The main background and contextual references are presented in chapter
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2, but due to the wide variety of experiments and specific topics covered
in this thesis, a motivation and a specific state of the art are presented
in the introduction of each chapter or section. This arrangement of the
information is made for the sake of clarity and ease of understanding and
reading of the whole text. For the same reason, each main section includes
its own conclusions and future work part.
Background 2
The objective of spatial sound systems is to accurately recreate the acous-
tic sensations that a listener would naturally perceive from the surrounding
environment, for example the certain acoustic properties inside a particu-
lar room or in any other place. This concept implies a series of physical
and technological difficulties that are a current research issue in sound en-
gineering. Two channel stereo sound systems, considered as the simplest
approximation to spatial sound, have been utilized throughout the last 60
years as an added value in sound recordings, specially for music mate-
rial. Together with the entertainment industry, spatial sound evolved to
multichannel surround sound systems, which provide a better sensation by
using more reproduction channels. Nowadays, the most promising systems
for spatial sound reproduction are those based on providing the binaural
sound signals directly to each ear, or the ones based on acoustic field syn-
thesis. In this chapter, the basics underlying all these audio systems are
described, as well as the essentials of spatial hearing perception.
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2.1 Principles of spatial hearing
Humans and other animal species have the remarkable ability to identify the
direction of a sound source originating from any point in three-dimensional
space, as well as the sound spatial attributes of the environment. This abil-
ity of humans listeners to perceive the location (direction and distance), the
spaciousness of sound sources, and the acoustic properties of the environ-
ment is called “spatial hearing” [1, 2]. Spatial hearing helps to interact
with the surroundings more effectively and also allows the listener to focus
and concentrate on an individual audio source at a particular position in
the space. The human auditory system is very sophisticated and therefore
capable to analyze and extract most of the spatial information related to
a sound source using two ears. Besides, the process of locating a sound
source is dynamic and is often aided and complemented by other sensory
inputs.
Past studies suggest that an average human listener can localize a sound
source in space very precisely and accurately. The precision and resolution
with which the sound sources can be localized are different for the horizon-
tal and elevation planes. For example, in the horizontal planes, a human
listener can distinguish between the direction of arrival for a sound signal
with a resolution of 1° to 3° on average. On the other hand, localization of
the sound source in the elevation plane is more difficult, and depending on
the sound source properties and stimuli, humans can only localize a sound
source in elevation plane with an average resolution of 4° (for white noise)
and 17° (for speech stimuli) [19].
Spatial hearing does not only provide punctual localization positions
of sound sources. It also provides with a spatial impression that collects
information about the size, shape and type of environment and source.
The concept of spatial impression can be decomposed into particular spatial
attributes to which we are sensitive to (presence, envelopment, scene, depth
and more) [20].
According to [21], the spherical coordinate system used in spatial hear-
ing is represented in Figure 2.1, where φ represents the azimuth angle, θ
the elevation angle, and r the radius that describe the position of sound
sources relative to the egocentric position of the listener (0, 0, 0), who is
looking to the positive direction of the X axis. The ear that is closest to a
source is called ipsilateral and the opposite ear is called contralateral.
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Figure 2.1. Spherical coordinate system for spatial audio
The ability of spatial hearing is the result of the spatial cues generated
by the interaction of the sound field with the anatomy of the listener and
surroundings on its way to the listener’s eardrums. The following is a brief
introduction to these cues.
2.1.1 Interaural Differences
For a given sound field, the sound signals reaching both ears of the listener
are different. These differences between what each ear hears are essential for
spatial listening. One of the basic binaural processing mechanisms involves
the comparison between the time of arrival of the sound to the left and right
ears. This difference is commonly known as Interaural Time Difference
(ITD). If we assume that the average distance between human ears is about
18 cm [22], the ITD has a maximum value of around 0.75 ms. Notice
that the ITD will not uniquely determine the direction of a sound source
since there will always exist ambiguity with respect to the front and back
hemispheres.
Another consequence of the presence of the head is that higher frequen-
cies are attenuated or shadowed by the head as they reach the contralateral
ear. This attenuation produces an Interaural Level Difference (ILD) which
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also plays a major role in lateral localization, especially at high frequencies.
The ITD and ILD are considered to be the primary cues for the per-
ceived azimuth angle of a sound source, as proposed by Rayleigh in what is
known as the “Duplex theory” [23]. In principle, knowledge of the ITD and
ILD would allow to the listener to estimate the azimuth angle, and hence
to constrain the location of the source to a particular cone of confusion.
Localization in elevation involves other auditory cues as described next.
2.1.2 Spectral cues
In the median plane (i.e. φ = 0◦), the bilateral symmetry of the body
implies that both the ITD and the ILD vanish. However humans are still
able to localize sound in the median plane by what is known as monaural
cues, which are related to the spectral changes introduced by the outer ears
(i.e. pinnae) at high frequencies and other body structures like the torso at
low frequencies [24]. Some studies have shown that these cues help listeners
with complete hearing loss in one ear to localize the azimuth direction of
a source with relatively high accuracy. However, this was not the case for
fully-binaural subjects with a blocked ear [25].
Spectral cues are also used to discriminate the front from the back
when the sound source has sufficient high-frequency energy (above 3 kHz).
These cues are introduced by the front/back asymmetry of the pinna, which
results in a pinna shadow for sound sources arriving from the back. In
the absence of this cue, head rotation is necessary to resolve front/back
ambiguity [26]. In fact, effective localization of unfamiliar sources in the
median plane can only be achieved with head motion.
2.1.3 Distance cues
Perception of the distance of a sound source relies on many factors and
is strongly dependent on the familiarity of the listener with the source
sound itself. In the range of distances encountered in regular rooms, the
inverse-distance law of sound pressure level attenuation is probably the
most prominent distance cue. However, level attenuation with distance
is a relative cue and possible the only one if the listener has an auditory
reference distance for the source.
In absence of a reference, the auditory system seems able to infer dis-
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tance from a variety of additional cues. For close ranges below about 1 m,
ITD and ILD become distance-dependent, due to near-field effects of the
sound source that are otherwise negligible at longer ranges. Significant ILDs
occur even at low frequencies at such distances [27]. These supplementary
binaural cues seem to be utilized by the auditory system for nearby sources
[27, 28].
Otherwise, at regular distances an important factor for distance percep-
tion is the direct-to-reverberant ratio (DRR) of the source power over the
reverberant sound power reflected and diffused by the room [29]. Reverber-
ation itself is not a primary cue, but it affects jointly a number of distance
cues. Recent research shows that externalization and distance perception
may originate from short-term statistics of ILD [30, 31] or ITD fluctuations
[32] that occur in reverberant conditions. Furthermore, there is evidence of
monaural cues that depend on reverberation [33], such as information due
to absorption and filtering of the reflected sound with regard to the direct
sound.
At long distances, after a few tens of metres, propagation effects become
perceptible, mainly due to the kinetic energy of the wave dissipating as
thermal energy in air, reducing high frequency content [34].
2.1.4 Dynamic cues
Dynamic cues are extremely useful to resolve the ambiguities that static
cues cannot handle. Localization of an unknown sound source in anechoic
conditions, especially across cones of confusion, can be a daunting task in
the absence of other assisting cues if the listener and the source are immo-
bilised. Free-field localization can improve considerably through relative
motions between the listener and the source. Small head rotations espe-
cially can jointly modify all major localization cues and resolve front-back
confusions or ambiguous elevation effectively [26, 35, 36, 37]. These experi-
ments have shown that listeners evaluate interaural differences at the same
time as they move their head in relation to the direction of the source.
All cues need to be consistent to produce the correct perception, including
other non-auditory cues (e.g. visual cues) that carry information [26].
Another common dynamic cue for distance perception is the Doppler
effect of a moving source or listener at high speeds, with its characteristic
frequency shift [38].
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2.2 Spatial sound systems classification
Different techniques or systems can be used for spatial sound reproduction.
These are founded on the different exploitation of some of the perceptual
cues described above. The use of the perceptual cues will be limited by the
medium used for reproduction (loudspeakers or headphones) and will also
be influenced by the application of the spatial sound.
Spatial sound systems can be classified into three main groups: those
based on amplitude panning, those based on binaural reconstruction and
those based on acoustic field synthesis.
All three basic approaches of spatial sound reproduction have a num-
ber of different physical and perceptual properties. None of the systems
seems to provide superior properties in all aspects. When it comes to the
design of the appropriate reproduction technique for a given purpose, sev-
eral aspects need to be considered: the timbral fidelity, spatial fidelity,
listening area, spatialization parameters and scene representation, number
of loudspeakers, computational complexity, etc. From these aspects, some
preferences for the choice of a spatial sound reproduction technique can be
derived. Beyond a single choice, developments can lead to systems based
on a combination of the basic approaches.
In order to address the difficult problem of sound reproduction, it is
becoming more important to further understand and compare the different
methods in terms of perception; and also to gain a better understanding
of human auditory perception and the reproduction of complex auditory
scenes. Progress in both areas is expected to support the development of
optimized and novel methods for the upcoming trends.
In the following, the three groups of spatial sound systems are briefly
introduced before moving on to a more detailed description of some of their
particularities.
2.2.1 Based on amplitude panning
Reproduction using two-channels (popularly known as stereo) is the com-
mon way most people know to convey some spatial content in sound record-
ing and playback, and this can be considered the simplest approach to spa-
tial sound. In addition, multichannel surround sound systems evolved in
the 1970s to provide a better sense of stereophony to a large audience in
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movie theaters. They subsequently entered into homes providing a more
complete sound experience to a large part of the population. Multichannel
sound mixes create a spatial sensation that does not always seek precision
in source localization. For example, multichannel mixes intended to be used
with video projections often introduce back channels that help to generate
an overall diffuse spatial impression with ambient sound or reverberation.
There are generalizations of the panning techniques for an arbitrary
number of loudspeakers considering also three-dimensional positions of loud-
speakers. The most famous is the Vector Base Amplitude Panning (VBAP)
method [6].
All amplitude panning based systems have an optimal listening po-
sition, known as the “sweet spot”. This optimum listening area is quite
limited by concentrating on the central point in the loudspeaker set-up
and the spatial impression is considerably degraded outside this central
area [39]. Acoustic simulations of complex loudspeaker setups are able to
predict the behavior of a spatial sound system with any room geometry
[40].
2.2.2 Based on binaural reconstruction
Another strategy consists of reproducing directly in the listener’s ears, usu-
ally by means of headphones, the signal that would be perceived in the
acoustic environment to be simulated. This strategy is known as binaural
reproduction. The signals to be reproduced with the headphones can be
recorded with an acoustic dummy head or can be artificially synthesized
using a measured Head Related Transfer Function (HRTF) [41].
There are some issues to be resolved regarding the variability of HRTF
between different subjects and active lines of research focus on this aspect
of binaural reproduction.
In addition, incompatibility in the reproduction of binaural signals
through loudspeakers is another classical problem: the reproduction of
binaural signals through loudspeakers introduces crosstalk, where the left
channel signal intended for the left ear will also be heard by the right ear and
vice versa. This unwanted effect can be partially eliminated by pre-filtering
the binaural signal with an inverse system called crosstalk cancelling filter
[42].
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2.2.3 Based on acoustic field synthesis
Sound field rendering or synthesis methods use a large number of loud-
speakers to reproduce a sound field not only at the ears of one listener, but
in a larger space that includes several listeners. The goal is to correctly
reproduce the sound field generated by a set of virtual sources. Unlike am-
plitude panning techniques, psychoacoustic effects play a minor role here,
since it is assumed that the listeners respond to the synthesized sound field
in the same way as to the original.
Ambisonics is a technique proposed in the early 1970s [9, 43], which
allows the codification of three-dimensional sound fields, either by record-
ing or synthesis. These encoded sound fields can be reproduced through
different arrays of speakers, which is known as Ambisonic decoding. An
advantage of Ambisonics playback is that it is based on solid mathematics.
The accuracy of sound field reproduction is given by the Ambisonic order,
which is related to the order of a spherical harmonic decomposition of the
sound field. The zero order, would use a single channel and corresponds to
the reproduction in mono. Ambisonics starts to work as a spatial system
from the first order, known as B format, which uses a four-channel coding
corresponding to the first spherical harmonics of the sound field decom-
position. Loudspeaker signals are derived by using a linear combination
of these four channels, where each signal depends on the actual position
of the speaker relative to the center of an imaginary sphere, the surface of
which passes through all available speakers. From order two it is considered
Higher Order Ambisonics (HOA), and with each new order it progressively
includes more and more channels corresponding to the series of spherical
harmonics that comprise the decomposition of the sound field [44]. With a
higher order the regeneration of the sound field is more and more precise.
Although Ambisonics is based on sound field synthesis, correct listening
also depends on a particular small sweet spot. However, the sweet spot can
be extended with large speaker configurations and high orders of ambison-
ics. Ambisonics can also be used in conjunction with binaural headphone
sound, binaurally synthesizing virtual speakers into the desired positions
for Ambisonics decoding [45]. In spite of the importance that Ambisonics
is gaining in the reproduction of spatial sound, this technique will not be
explained in depth in this work because it has not been used directly in the
experiments carried out.
Wave Field Synthesis (WFS) is a spatial sound field rendering technique
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based on the Kirchhoff-Helmholtz integral theorem, which states that the
acoustic field inside a source-free region can be completely determined by
the values of the pressure and pressure-gradient on a surface that encloses it
[8, 46, 47]. The method employs loudspeaker arrays to synthesize the wave
field based on virtual sound sources at some position in the sound stage
behind the loudspeakers or even inside the listening area. By reducing
the problem to two dimensions and with a few simplifying steps, WFS
approximates an acoustic field over a large area with a dense distribution
of loudspeakers on a boundary which can be either completely surrounding
or covering only partially the area. The method derives sets of digital
filters for the loudspeaker array that can recreate plane waves and point
sources over the valid region of reconstruction. WFS, like certain variants
of high-order ambisonic panning, physically recreates the sound field, thus
delivering appropriate cues to all listeners inside that region. Complex
scenes can be created by superimposing multiple sources. Additionally, it is
possible to generate spherical wavefronts with their virtual origin inside the
reproduction region, an effect known as focused source. With WFS every
listener experiences the feeling that the origin of the sound is actually in the
position of the virtual sources, regardless of their own position in relation
to the system. Furthermore, the synthesized wave field is correct for an
extended listening area, not depending on a “sweet spot” like amplitude
panning systems. As a drawback, WFS has an operating frequency range
for which the valid sound field reconstruction is limited by the practical
spacing of the loudspeaker distribution. For wavelengths below half that
distance, spatial aliasing occurs, rendering reconstruction inaccurate and
perceptually incorrect [48]. Limitations of practical WFS systems and some
of their perceptual effects are studied and presented in detail in [49].
2.3 Panning with loudspeakers
In the past, space sound reproduction systems have been based only on the
phantom effect to try to simulate a sound environment around the listener.
In this section a review of the most important systems of this category will
be made, making previously a small revision on the phantom effect in which
they are based.
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2.3.1 The phantom effect
The simultaneous use of two separate loudspeakers for the reproduction of
a single sound source allows the creation of a phantom source, which is
perceived as a substitute for the real sources. This effect is called summing
localization [3] and is assumed to create binaural signals very similar to
those created by the actual sources. There are objections to this explana-
tion. In his association model [50], Theile argues that overlapping signals
from different speakers do not create localization, but rather that the sig-
nals from the two speakers give two different localization stimuli that melt
together into a phantom source after a complex psychoacoustic process.
Leaving aside the open questions about the nature of the phantom sources,
it is a fact that the laws of stereo panning and recording techniques with
stereo microphones have been widely used to achieve spatial localization in
all kinds of good quality products.
The most commonly used feature to generate the phantom effect is the
ILD. The virtual position of the source is achieved by varying the amplitude
or level of sound pressure with which a sound is reproduced between two
loudspeakers. If the two speakers maintain the same signal level, the ILD
perceived by the listener should be zero, which is interpreted as the sound
coming from the centre between the speakers. In the case that one of the
speakers has a higher level the ILD will be biased to that side, which will
be perceived as the source being located towards this direction.
2.3.2 Stereophony and multichannel sound
The word stereo has its etymological origin in the Greek term stereós
(στερεós) which means solid. Applied to the sound, that is, stereophony,
the aim is to add to the sound the characteristic of the solid, in other
words, sound with volume and therefore spaciousness. Thus, by saying
stereophony or stereo sound, we mean “solid sound”, or sound that has
spatial characteristics of volume and depth. The popular use of the term
stereo to refer to two-channel stereophony is due to the fact that the first
commercial system using stereophony employed two channels, even though
the word stereo refers to a broader concept.
Practical experience and a variety of formal research claim that the
optimal configuration for two speaker stereo is an equilateral triangle with
the listener located at one of the vertexes, as seen in Figure 2.2. If the






Figure 2.2. Two channel stereo set-up
amplitudes of the two channels are controlled properly, it can produce a re-
sultant phase and amplitude differences of continuous sounds that are very
close to those experienced with natural sources, thus giving the impression
of virtual or phantom images anywhere between the left and right speakers
[51]. This is the basis of the Blumlein’s stereo system, invented in 1931. It
is often assumed that the mixing coefficients used in stereo synthesis relate








where φ0 is the angle of separation of the speakers, φn is the angle of
the position of the virtual sound source n, and aln and arn are the gain
coefficients for the left and right loudspeakers.
Although two-channel stereo sound was a major breakthrough for con-
sumers in the 1950s and 1960s, it has some limitations. The difference
between the left and right channels was overemphasized on some record-
ings, and there were not enough mixing elements in the “phantom” center.
Also, although the sound is more realistic, the lack of ambient information,
such as background reflections or other elements, leaves the two-channel
stereo sound with a “wall effect” where everything comes from the front.
Therefore, it lacks the natural sound of reflections from the back wall or
other acoustic elements.
In order to improve the spatial impression of the sound played in the
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entertainment industry, many film production companies proposed to play
the sound tracks using multiple audio channels. This was the birth of
multichannel sound systems in the 1970s. The intention was to provide
stereophonic sound to the entire audience in a movie theater, partially re-
lieving them of the extremely rigid “sweet spot” position of two-channel
stereo. Multichannel sound systems are popularly known as surround sys-
tems, as it was the term employed to advertise them commercially. As
some loudspeakers are placed at the back and surrounding the listeners,
these systems can produce ambience effects that “surround” the listener,
but they can also generate more precise source positions and spatial im-










Figure 2.3. 5.1 format according to the ITU-R BS.775 stan-
dard
The most widely used multichannel format is 5.1, which allows the
provision of stereo effects or room environment to accompany a sound
stage mainly oriented to the front. In essence, the three front channels
are intended for a conventional three-channel stereo sound image, while
the rear/side channels are primarily used to generate a supportive environ-
ment, effects or “room impression”. In the early 1990s, the 5.1 configu-
ration, introduced into their systems by both Dolby Laboratories (Dolby
Digital) and Digital Theater Systems (DTS), became the “de facto” stan-
dard for speaker arrangements for multichannel systems, especially in the
home. The channel configuration can be seen in Figure 2.3, according to
the recommendation ITU-R BS. 775-3 [52]. The “.1” in 5.1 refers to a
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channel dedicated to low frequency effects (LFE) or a subwoofer channel
and has a limited bandwidth. Later, more channels were gradually added
in other systems, such as the 7.1 Sony Dynamic Digital Sound or the 6.1
Dolby Digital Surround EX and DTS-ES. A good review of the evolution
of all these early multichannel surround systems can be found in [53] and
[54].
The next generation of multichannel systems incorporated height chan-
nels to improve the immersive listening experience. Different configuration
were proposed: 2 height loudspeaker systems (2+2+2 and THX 10.2); 4,
5, and 6 height loudspeaker systems (AURO-3D 9.1, 10.1, 11.1 or 13.1);
and a 9 height loudspeaker system (NHK 22.2) [4, 55]. The distribution of
the channels of these systems follows the recomendations ITU-R BS.2051
[56] and ITU-R BS.2159 [57]. Research indicates that at least three or four
height loudspeakers are required to deliver an enhanced spatial quality that
is better than the conventional 5-channel (horizontal only) configuration
[58].
Discrete channel-based methods for height sound reproduction face the
challenge of how and where to install height speakers. The position of height
speakers has a significant influence on the perceived spatial attributes. To
overcome this challenge, a number of methods were proposed that can
reconstruct height information, as originally intended by the designer or
sound producer, for virtually any speaker configuration. The most versa-
tile and robust method is called object-based audio [59, 60], and provides
a scalable and dynamic sound mix for any speaker configuration. The in-
troduction of Dolby ATMOS (a hybrid method using channel and object
based audio) brought object based audio to the consumer market. The for-
mats DTS:X, AuroMax and MPEG-H can also employ object-based audio
[61, 62].
The multichannel systems with height loudspeakers have benefited from
the generalization of the three-dimensional loudspeaker panning law de-
scribed in the following section.
2.3.3 Vector Base Amplitude Panning VBAP
Vector Based Amplitude Panning (VBAP) is a method for positioning vir-
tual sources to arbitrary directions using a setup of multiple loudspeakers,
and was formulated by Pulkki [6, 63]. A great advantage of VBAP repro-
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duction is that the number of loudspeakers needed is arbitrary and they can
be also positioned in an arbitrary 2-D or 3-D arrangement. VBAP is based
on amplitude panning, so the same sound signal is applied to a number of
loudspeakers with appropriate amplitudes. For 2-D setups, VBAP is a re-
formulation of the existing pairwise panning method [64]. However, it can
be generalized for 3-D loudspeaker setups as a triplet-wise panning method
[65]. A sound signal is then applied to one, two, or three loudspeakers
simultaneously.
With loudspeaker systems that also include elevated loudspeakers, the
pair-wise paradigm is not appropriate. Triplet-wise panning can be for-
mulated for such loudspeaker configurations. The loudspeakers in a triplet
form a triangle from listener’s view. The listener will perceive a virtual








Figure 2.4. Three-dimensional panning VBAP
In three-dimensional VBAP, a loudspeaker triplet is formulated with
vectors as in Figure 2.4. The Cartesian unit-length vectors e1, e2 and e3
point from the listening position to the loudspeakers. The direction of
the virtual source is presented with a unit-length vector p. Vector p is
expressed as a linear weighted sum of the loudspeaker vectors:
p = g1e1 + g2e2 + g3e3 (2.2)
Here, g1, g2, and g3 are the gain factors of the respective loudspeakers. The
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gain factors can be solved as
g = pTL−1123 (2.3)
where g = [g1 g2 g3]
T and L123 = [e1 e2 e3] ([·]T means transpose). The
calculated factors are used in amplitude panning as gain factors of the sig-
nals applied to respective loudspeakers after suitable normalization, e.g.
||g|| = 1. If more than three loudspeakers are available, a set of non-
overlapping triangles are formed of the loudspeaker system before run time.
There can be several virtual sources applied to one triplet and the triangu-
larization can be performed automatically using the method presented by
Pulkki in [66].
2.4 Binaural sound
Binaural is a term that describes the natural hearing process involving the
use of two ears and cognitive processing in the auditory cortex. Binaural
hearing allows, among other things, the perception of sound with full spa-
tial characteristics. Binaural sound is a technical concept that makes use
of the binaural hearing by focusing on the specific sound signals that reach
the right and left eardrums of a listener, including all the modifications that
sound waves undergo due to the environment and the morphology of the
listener. With this sound reproduction technique, the listener’s perspective
is different from that of normal loudspeaker reproduction. Classic loud-
speaker reproduction (stereo, multichannel or sound field synthesis) tries
to simulate or generate the field that the listener goes into, while binaural
reproduction tries to directly feed the sound signals of a supposed sound
field into the listener’s ears. One of the main differences is that in the case
of loudspeaker reproduction the presence of the listener physically alters
the sound field generated before it reaches the eardrum, whereas in the
case of binaural sound the effect of the listener on the sound field must be
included in the sound signals to be reproduced.
The main use of binaural sound is to reproduce spatial sound with
headphones, since headphone listening does not include the physical effect
of the listener on the sound field and is capable of feeding different sound
signals to each ear, without crosstalk between them.
Binaural sound can be recorded directly using a binaural microphone,
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also known as “dummy head”, a mannequin that resembles the human
anatomy (shoulders, head and ears) with microphones inside the ears.
These mannequins produce the same physical effect on the sound as a
real person would do, and the sound that includes this effect is recorded by
the microphones. There is also the possibility of synthesizing the binaural
sound by artificially introducing the morphological effects of the listener on
the sound by means of signal processing. This process is done by using the
HRTF.
2.4.1 The HRTF
In an anechoic environment, as the sound propagates from the source to
the listener, the different structures of the listener’s own body will intro-
duce changes in the sound before it reaches the eardrums. The effects of
the listener’s body are captured by the Head Related Transfer Function
(HRTF), which is the transfer function between the sound pressure present
at the center of the listener’s head when the listener is absent and the sound
pressure experienced in the listener’s ear [2, 67]. HRTF is a function of di-
rection, distance and frequency. The inverse Fourier Transformation of the
HRTF, i.e. the same information in the time domain, is the Head Related
Impulse Response (HRIR), which is a function of direction, distance and
time. In the time domain, the ITD is encoded in the HRIR as differences
in the arrival time of the sound between the ipsilateral and contralateral
sides. Close to the median plane, the arrival time of the wavefront is similar
for both ears. However, as the azimuth angle increases, the time of arrival
to the contralateral ear progressively exceeds that of the ipsilateral, thus
increasing the ITD. The ILD is encoded as the level differences observed
in the magnitude responses of the HRTF. The level difference is small near
the median plane, and increases with lateral angle. In the median plane,
both the ITD and ILD are very small, nearly zero, but there are strong
spectral variations (i.e., monaural cues) that change with elevation.
While the HRTFs of most humans share many similarities, a close
examination reveals differences determined primarily by disparities in the
subjects’ body shape and size. These morphologically-dependent differ-
ences play an important role in accurate spatial location and perception.
Only the use of our own HRTF can result in realistic and accurate bin-
aural audio, as has been demonstrated in several experiments [68]. Some
research groups have investigated the effects of synthesizing spatial audio
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using distorted versions of the measured HRTF. Kulkarni and Colburn [69]
conducted experiments with progressively smoothed versions of HRTFs.
The results showed that the HRTFs could be drastically smoothed, and
still generate a convincing spatial sound. However, these spatializations
can produce localization errors and lack the feeling of transparent realism.
2.4.2 Problems of binaural sound
One of the main problems of binaural sound is that although it works
straight with headphones, it is not directly compatible with loudspeakers
reproduction. If the two-channel stereo signal was encoded with the HRTF
of the listener, then delivering the signal on each channel of the stereo
recording to the ipsilateral ear, and to that ear only, would ideally ensure
that the listener’s ear-brain system receives the cues it needs to perceive
accurate three-dimensional reproduction of the recorded sound field. Since,
with playback from two speakers, each of the cues is also heard by the con-
tralateral ear (crosstalk), accurate reproduction of binaural audio through
loudspeakers requires an effective cancellation of this unwanted crosstalk.
Without such crosstalk cancellation, the ITD and ILD cues will inevitably
be corrupted [54]. Even though that crosstalk cancellation has its own
problems [70], there are systems that exploit this concept to reproduce bin-
aural sound [71, 72], but this dissertation will focus on the reproduction of
binaural sound with headphones, as this is the main and direct application
of binaural spatial sound.
The most challenging problems of binaural sound are those related to
the individualization of the HRTF. As previously commented, the HRTF
depends on the morphology of the subject, with spectral and temporal
differences between people. Although the basic similarities among generic
HRTFs are included in a certain range and therefore can generate a certain
generic spatial impression, the individual differences are used for the bin-
aural hearing process to properly identify a spatial scene and locate sound
sources. After all, each individual has learned to hear with their own mor-
phology (their own HRTF) and by listening using a different HRTF than
their own, the spatial cues received change, generating an incongruent per-
ception for the individual that translates into different types of errors.
The perceptual changes that occur when using a non-individual HRTF
can be classified into timbre irregularities and localization errors [73, 74],
although both perceptions are obviously related. Because the HRTF acts
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as a filter that modifies the spectrum of sound, each directive filter (the
HRTF is dependent on the position of the source/listener) introduces col-
oration, a timbre variation, which the brain compensates for by interpreting
it as a spatial position variation. Even if listening using two different HR-
TFs for the same individual resembles similar spatial positions, the timbral
differences of a non-individual HRTF will manifest as an unnatural and un-
realistic feature of the sound scene. This non-individual timbral perception
can lead to a large and undetermined variety of errors in spatial perception.
Incorrect sound localization due to the use of a non-individualized
HRTF can also be grouped into different types of positioning errors: front-
back confusion (also called reversals), in-head localization (or internaliza-
tions), and errors in elevation perception. Front-back confusion occurs
when the listener is unable to distinguish whether the sound source is lo-
cated in the front or rear hemisphere of the listener. Although front-back
confusion may occur in everyday listening, the ratio increases for listen-
ing with headphones, especially with non-individualized HRTFs [75, 76].
The phenomenon of in-head localization refers to the special case in which
spatial perception places the sound source inside the head, which normally
occurs over headphones [77]. Elevation perception (or perception of sound
sources in height, either up or down) is usually unprecise in binaural lis-
tening with non-individualized HRTF [68], making the elevation perception
very dependant of the shape of pinnae [78].
Head-tracking systems can add information about the movements and
position of the listener’s head. This supplementary information can be
used to dynamically correct the binaural sound, so that the sound scene is
perceived as static and anchored to the environment, rather than anchored
to the listener’s head. The information obtained from the tracker about the
position of the listener is used to adapt the HRTFs applied to synthesize a
binaural environment in real-time. In comparison to a static listening mode,
an interactive system involving head tracking has a significant benefit not
only in creating a more realistic and immersive listening environment, but
can also improve localization accuracy and externalization, and decrease
front-back and up-down confusions [79, 80].
Achieving even partial externalization of sound sources can help to re-
solve many cases of front-back confusion and also to localize better the
elevation. However, accurate elevation perception remains highly depen-
dent on the spectral cues defined by the individual HRTF [80, 81].
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Apart from the use of individualized HRTF and tracking, the addition
of early realistic reflections and diffuse field is also reported to improve
location performance and perceived realism [80].
2.4.3 HRTF individualization techniques
Using non-individualized HRTFs in binaural reproduction can lead to an
unconvincing experience due to a distorted spatial impression suffering from
poor localization, an increase in front-back and up-down confusions, and de-
creased externalization. Many studies have confirmed that individualized
HRTFs lead to a better spatial impression and a more realistic listening
environment. The improvements include better localization accuracy [82],
including fewer errors along the cone of confusion, and an improved exter-
nalized image. Significant efforts are being made to improve the quality
and accuracy of the spatial image by providing listeners with personalized,
or close to personalized, HRTFs in order to provide a more natural listening
environment over headphones. There are a number of methods available to
approximating a listeners individualized HRTFs.
These methods include individualized acoustical HRTF measurement,
adjustment or modeling through antropometric data, and selection or cus-
tomization with perceptual feedback.
There exists a trade off between the quality of the spatial auditory
image and the complexity of obtaining HRTFs. Figure 2.5 represents this
trade off and continuum of the spatial quality of the auditory image as a
function of the method of obtaining HRTFs. Typically, HRTFs that are
easily obtained and require no listener participation, like a generic HRTF
measured on a mannequin, will generally result in a lower virtual source
spatial image quality. A generic HRTF dataset will usually lead to a virtual
sound source with poorer localization accuracy, has increased front-back
confusions, and may lead to artifacts such as spectral distortions or an
unnatural sound, or an image that is perceived inside the head, or any
combination of these. On the other end of the spatial auditory image
quality spectrum are the individually measured HRTFs. These require
highly specialized equipment, facilities, and significant time, but result in an
accurate spatial impression of the virtual auditory space. Between these two
extremes can be found levels of customized or adapted filter sets. Adding a
level of customization through either input from the listener or individual






























Figure 2.5. Spatial perception accuracy vs. complexity of
obtaining the HRTF (Adapted from [54])
Acoustical measurements
The most straightforward individualization technique is to actually mea-
sure the individualized HRTFs for every listener at different sound posi-
tions [83, 84]. This is the most ideal solution but it is extremely tedious,
involves highly precise measurements and complex, prototypical installa-
tions. These measurements also require the subjects to remain motionless
for long periods, which may cause the subject’s fatigue. Zotkin et al. devel-
oped a fast HRTF measurement system using the technique of reciprocity,
where a microspeaker is placed into the ear and several microphones are
placed around the listener [85]. Other researchers developed a continuous
3D azimuth acquisition system to measure the HRTFs using a multichannel
adaptive filtering technique [86]. However, all these techniques to acous-
tically measure the individual HRTFs require a large amount of resources
and expensive setups.
Anthropometric data
Individualized HRTFs can also be modeled as weighted sums of basis func-
tions, which can be performed either in the frequency or spatial domain.
The basis functions are usually common to all individuals and the individ-
ualization information is often conveyed by the weights. The HRTFs are
essentially expressed as weighted sums of a set of eigenvectors, which can be
derived from PCA or ICA [84, 85]. The individual weights are derived from
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the anthropometric parameters that are captured by optical descriptors,
which can be derived from direct measurements, pictures, or a 3D mesh of
the morphology [85]. The solution to the problem of diffraction of an acous-
tic wave with the listeners body results in individual HRTFs. This solution
may be obtained by analytical or numerical methods, such as the boundary
element method (BEM) or the finite element method (FEM) [84, 85]. Other
methods used include multiple linear regressions [84], multiway array anal-
ysis [87], and artificial neural networks [84]. The inputs to these methods
can be a simple geometrical primitive [88] (for example a sphere, cylinder,
or an ellipsoid), a 3D mesh obtained from a magnetic resonance imaging
(MRI) machine or laser scanner or a set of two-dimensional (2D) images
[85]. Another technique used a simple customization technique, where an
HRTF is selected by matching certain anthropometric parameters [89]. One
of the major challenges today to numerically model the HRTF is the very
high resolution of imaging techniques required for accurate prediction of
HRTFs at high frequencies. The required resolution of the mesh imaging
depends on the shortest wavelength, which is around 17 mm at 20 kHz [85].
Obtaining these accurate 3D models can be done with expensive laser or
MRI scanners. However, good results have also been obtained with more
affordable structured-light 3D scanners [90].
Perceptual feedback
Several attempts have been carried out to personalize HRTF from a generic
HRTF database using perceptual feedback. Subjects select the HRTFs
through listening tests, where they choose the HRTFs based on the correct
perception of frontal sources and reduced frontback reversals [85]. Listeners
can also adapt to the non-individualized HRTF by modifying the HRTFs
to suit his or her perception. Middlebrooks observed that the peaks and
notches of HRTFs are frequency shifted for different individuals and that
the extent of the shift is related to the size of pinna [91]. Listeners often tune
the spectrum until they achieve a satisfactory and natural spatialization
[85]. Other techniques involve active sensory tuning [84] and tuning the
PCA weights [92] to individualize the HRTFs. These perceptual-based
methods are much simpler in terms of the required resources and effort
compared to the individualization methods using acoustical measurements
or anthropometric data. However, these listening sessions can sometimes
be quite long and result in listener fatigue.
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2.4.4 Headphones equalization
The specific spectral cues on which binaural listening depends can be dis-
torted when the effect of the headphones is added to the sound to be played.
The response of the headphones themselves introduces coloration into the
signal that can result in a poor spatial image. Ideally, the signals in the
eardrum reproduced by the headphones should be the same as those gener-
ated by sources in the natural environment. The reality is that the acoustic
transmitter of the headphones introduces its own frequency response. In
addition, due to the physical configuration, resonances are created between
the headphones and the cavities of the listener’s pinna. This can also add
significant and unnatural spectral coloration. If this coloration is reduced
to a minimum, studies have shown that externalization can be improved
even with non-individualized HRTF [93, 94].
The frequency response characteristics of the headphones and the in-
dividual morphology of the listener generate a combined effect that can
be characterized by the Headphone Transfer Function (HpTF). HpTF de-
scribes both the response of the headphones and the coupling to the ear
of the listener. It is important to note that the coupling of the headphone
with the individual’s ear generates a response modification that is individ-
ualized, since it is dependent on the morphology of the individual. HpTFs
can be measured using a dummy head or by placing microphones in an
individual’s ears, and individual equalization can be performed to improve
binaural listening. The coupling to the individual’s ear is especially vari-
able between 4 and 10 kHz, as this is the band most dependent on the
morphology of the pinna [95].
To correct the effect of the headphones, the HpTF can be inverted and
result in a flat playback method that eliminates the coloration of the head-
phones and their coupling with the individual’s ear. With this inverted
response, a filter is generated that compensates for the HpTF, making
the reproduction chain as transparent as possible, including the individual
listener’s effect. These inverted filters are usually calculated by means of
manually adjustable adjustment methods [96]. Gomez Bolaños [97] has pro-
posed a frequency-dependent regularization method that takes into account
the perceptual peculiarity of the ear to large spectral peaks, automatically
generating more reliable perceptual filters.
The HpTF is also influenced by the position of the headphones in the
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listener’s ears, as variations in the coupling between the headphones and
the ear occur each time the headphones are repositioned. The spectral
repositioning effect is low to moderate in the low frequencies, but can result
in significant color differences in the high frequencies [96]. The repositioning
effect is more noticeable in supra-aural than in circum-aural headphones.
To minimize the effect of headphone repositioning, inverse compensation
filters are usually made from the average of several HpTF measurements
[98].
The impact of the headphone response and its individual coupling
on the individual can be so important in binaural listening (and even in
general when listening with headphones) that headphones capable of self-
calibration have been proposed [99].
2.4.5 Conversion to binaural
Any channel based sound mix (two-channel stereo or multichannel) can
be converted to binaural just convolving the sound signal of each channel
with the corresponding HRTF of the spatial position of the respective loud-
speaker. The HRTF then works as a virtualizing filter for the loudspeakers,
to which binaural reverberation or other effects such as tracking can also
be added to enhance the experience.
SAOC and Ambisonics
Object-based audio and Ambisonics spatial coding systems also have ap-
plications in binaural reproduction with headphones.
Spatial Audio Object Coding (SAOC) is one of the recent standardiza-
tion activities in the MPEG audio group [61, 100, 101], and is also being
successfully used commercially in Dolby ATMOS [102] and 360 Reality Au-
dio by Sony [103]. SAOC is a multi-object parametric encoding technique
that allows great flexibility in decoding during reproduction. The principle
of SAOC is based on encoding audio objects (independent pieces or sound
sources) as separate elements together with additional information (meta-
data) about their spatial position and behaviour with respect to the rest of
the sound mix. It is designed to transmit a number N of audio objects in an
audio signal comprising K downmix channels, where K < N and K is typi-
cally one or two channels. Along with this backwards compatible downmix
signal, the object metadata is transmitted simultaneously to the decoder
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via a dedicated SAOC bitstream. Although this object metadata grows
linearly with the amount of objects, the amount of bits needed to encode
this data in a typical scenario is negligible compared to the bit rate needed
for the downmix channels encoded. In this way, spatial sound reproduction
is not dependent on any particular speaker configuration, instead the de-
coding is scalable depending on the configuration of the playback system.
This makes it also fully compatible with binaural headphone sound. In fact,
the freedom offered by an object-based encoding system makes it possible
for a binaural headphone playback system to dynamically reproduce mixes
that respond to the movements of the listener through tracking, providing
individual immersive experiences.
Ambisonic decoding for headphones can be done in a similar way
to loudspeaker decoding, with the difference that the signals from the
loudspeakers are transmitted to the headphones by convolution with the
HRIRs of the corresponding playback directions. This headphone decod-
ing approach classically uses a small set of so-called virtual loudspeakers
[104, 105]. However, as pointed out in some research papers [104, 106],
these approaches have in common that the low-order Ambisonic synthe-
sis is problematic. By inserting a dense grid of virtual speaker HRIRs,
Ambisonic smoothing attenuates the high frequency in the front and back
directions. The solution for a long time has been to use a coarse grid of
virtual speaker HRIRs that does not attenuate the high frequencies, but
still produces a spatial quality that depends largely on the particular ar-
rangement or orientation of the grid [106]. Different solutions have been
proposed to overcome the problems of Ambisonic to binaural conversion at
high frequencies or due to low order material, and the derived complications
[45, 107]. In any case, playing Ambisonics via binaural with headphones has
some advantages. The sound field reconstruction performed by Ambison-
ics is dependent on the sweet spot (the spatial point where the effective
sound field reconstruction takes place and the only place where listening
is correct). However, when Ambisonics is played with headphones the lis-
tener’s position is always correct, since the sound is synthesized binaurally
for the sweet spot, even when tracking is added to the system. In fact,
adding rotation of the sound scene is a simple and efficient task in Am-
bisonics [108], which is perfect for binaural tracking systems that have an
egocentric reference system, such as head-mounted displays for virtual or
augmented reality.
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The compatibility of spatial sound formats (especially through SAOC
and Ambisonics) with binaural sound has multiplied the interest in listening
through headphones. For the next generations of space sound systems,
listening with headphones will be of particular importance.
2.5 Wave-Field Synthesis principles
WFS was introduced by Berkhout [109] as a concept for sound reproduc-
tion without the sweet-spot restrictions inherent in common multichannel
systems, as illustrated in Figure 2.6. In two- (or multi-) channel stereo
playback the spatial properties of the reproduced field are determined by
the characteristics of the loudspeakers. The source localization is correct
only in a small area between the loudspeakers, shown by dashed lines in
Figure 2.6 (a). In WFS the wave patterns of the sources to be reproduced
are correctly synthesized in time and space by an array of closely spaced
loudspeakers such that their localization is correct for all listeners in the
audience area, as depicted in Figure 2.6 (b).
Figure 2.6. Illustration of basic difference between two-
channel stereo and WFS. (a) Two-channel playback. Proper
sound localization is shown between two dashed lines where
sweet spot is located. (b) Wave field synthesis. P - primary
source; S - secondary source
Based on the Huygens’s principle, WFS reproduces an acoustic field in-
side a volume from the stored signals recorded in a given surface. Huygens’s
principle states that the wave front radiated by a source behaves like a dis-
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tribution of sources that are in the wave front, named secondary sources,
together creating the next wave front. In WFS the synthetic wave front
is created by loudspeaker arrays that substitute the individual secondary
sources. The ideal situation would be an area completely surrounded by
loudspeakers and fed with signals that create a volumetric velocity pro-
portional to the particle velocity normal component of the original wave
front. The application of planar loudspeaker arrays, as prescribed by the
Huygens’s principle, would involve a very high number of loudspeakers and
reproduction channels. However, the recreation of a true natural wave
field can only be fulfilled with certain restrictions. Huygenss principle
needs to be discretized in practice, which means that an infinite contin-
uous secondary source distribution is replaced by a number of finite arrays
of equidistant discrete loudspeakers. Therefore, practical WFS systems
employ linear loudspeaker arrays that synthesize the field of 3D sources
in the ear plane of the listeners, as depicted in Figure 2.7. The lack of
continuity leads to a maximum usable frequency, known as spatial alias-
ing frequency, whereas the finiteness of the array causes some truncation
effects. For example, a typical loudspeaker distance in the technical lit-
erature is 18−20 cm, which gives an aliasing frequency of about 1 kHz.
A detailed description of these drawbacks within a listening room can be
found in [110, 111].
Figure 2.7. In WFS a linear loudspeaker array synthesizes a
virtual sound source in the horizontal plane inside the listening
area
The main advantage of these systems is that the acoustic scene has
no sweet spot since it recreates the wavefront of the virtual sources. When
listeners move inside the listening area, the spatial sound sensation changes
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also in a realistic way according to its relative position to the virtual source.
In addition to virtual sources behind the loudspeaker array, it is also pos-
sible to synthesize sources inside the listening area, the latter known as
focused sources. A comprehensive derivation of the underlying mathemat-







Effects of Headphones in perception 3
According to Global Market Insights Inc. [13] and Futuresource Consulting
[112], audiovisual content is increasingly consumed through headphones,
resulting in a remarkable expansion of headset-based audio playback in re-
cent years. Some of the reasons for this popularity are the private hearing
they provide in any type of environment as well as the widespread use of
smart-phones and mobile devices. Headphones are commonly employed
to reproduce stereo-channel-based material, but new formats that employs
object coding or ambisonics have also focused on the reproduction with
headphones [61, 101]. Besides, immersive technologies such as augmented
and virtual reality are also employing headphones to reproduce 3D audio
with binaural techniques [113], adding a greater sense of realism and pres-
ence to multimedia content.
There are many different types of headphones, which have their advan-
tages and disadvantages in differing listening environments. In addition,
different applications have their own requirements for the headphones, such
as size, isolation from or aperture to ambient noise, sound quality and even
aesthetic properties. The ITU Telecommunication Standardization Sector
(ITU-T) classifies headphones into four groups: circum-aural, supra-aural,
intra-concha, and in-ear/insert headphones [114]. Figure 3.1 shows the
classification of ITU-T headphones, in which the different types can be
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described as: a) circum-aural headphones, which are placed completely
around the ear against the head; b) supra-aural headphones, which are
placed at the top of the auricle (also called on-the-ear headphones); c)
intra-concha headphones (button type), which are placed loosely in the
concha cavity; and d) in-ear headphones, which are inserted tightly into
the ear canal (similar to earplugs).
Figure 3.1. Categorization of headphones according to ITU-
T Recommendation P.57, (a) circum-aural, (b) supra-aural,
(c) intra-concha, and (d) in-ear/insert headphone. Adapted
from [114]
Møller and his team at the Aalborg University did a variety of work
studying the influence of headphone to ear coupling, taking into account
different types of headphones. They also developed procedures to make
precise measurements addressing specific problems of headphone listening
(different and individual coupling, imprecision of position, leakage...) [67,
115, 116]. Their studies were aimed at specifying the design of headphones
also taking into account the use of binaural spatial sound.
In recent years, the design criteria for commercial headphones have
undergone significant development. At Harman International Industries,
Olive et al. investigated the best target responses for designing headphones
based on the listeners preference for the most natural sound, with special
focus on in-ear headphones and the consumer market [117, 118, 119, 120,
121].
Other previous works have studied headphones listening attending to
perceived quality [122, 123] and listeners perception [124, 125, 126].
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In this investigation we focus on the influence of the headphones in
the perception of spatial sound image, with a view to the final products
that consumers receive and how they influence their listening experience.
To have an accurate sense of spatial immersion, a high quality recording
chain should be employed, including microphones or acoustic mannequins.
In addition, high quality headphones should be used for playback. How-
ever, low-end headphones are widely used in most cases, either for economic
reasons or simply because they are included with mobile devices. It is gen-
erally known that low cost headphones usually provide a poorer sense of
immersion, but the degrading factors that cause such a loss in quality and
perceived spatiality has not been sufficiently studied, as well as the level
of their effects. With the accessibility of spatial sound in mind, consumer
headphones of different price ranges and supposed qualities have been stud-
ied in this work.
This Chapter includes some experiments structured as a series of per-
ceptual tests, to explore the question of the perception of sound with head-
phones, from the point of view of the user and his experience. In the
Section 3.1 the perception of sound quality and the sensation of immersion
produced with consumer headphones of medium and low quality range are
studied. Since this experiment showed that frequency response is especially
relevant to the perception of spatial sensation, equalization is suggested as
a method to modify the response of the headphone. Therefore, Section 3.2
addresses the perception of non-linear distortion produced in particular by
a process of equalization of the headphone.
3.1 Perception of quality and immersion
3.1.1 Introduction and motivation
High quality headphones can generate a realistic sound immersion repro-
ducing binaural recordings. However, many people commonly use consumer
headphones of inferior quality, as the ones provided with smartphones or
low-priced ones.
Listening with headphones is becoming increasingly popular but there
is little specific knowledge of how the characteristics of consumer head-
phones affect the listening perception. As the market is at a time when
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more experiences are to be introduced through headphones, it is interest-
ing to know how they will be experimented through the entire existing pool
of headphones of different qualities. Moreover, the sensation of spatiality
and sound immersion varies from one headphone model to another. Given
the interest in producing spatial sound through headphones, the study of
these perceptual sensations becomes more relevant.
The spatial sound image or spatial immersion (that a headphone can
produce) is considered here as a generic capacity of each headphone model
to provide to the user with sensations of sound spatiality. All sound ma-
terial (stereo and even mono) produces a certain spatial sensation in the
listener. The binaural sound would be a specific case of spatial immersion
which pursues high precision and realism. Here we focus on studying the
generic capacity of the headphones to generate the spatial immersion, since
we consider that therefore it will also influence the reproduction of binaural
sound.
Different factors can affect the perception of the spatial sound image.
Here is going to be considered as hypothesis that there main factors could be
responsible for the spatial sensation degradation: the frequency response,
the distortion and the disparity between the left-right transducers, espe-
cially in low-cost headphones. To determine if this is true and how they
may affect, a series of perceptual tests [18] are proposed to particularly
study these factors.
A virtual headphone listening test methodology was implemented to
carry out the subjective tests in a rigorous way isolating each studied factor.
So firstly this technique, the measurements performed and the headphones
used in the study are described. Then four perception tests and their re-
sults are presented. The first test studies the influence of the sensitivity
disparity between left and right transducers and establishes the degree to
which perception of the sound source position in the azimuth is affected. Al-
though in high quality headphones manufacturers match transducers with
similar sensibilities, low-cost headphones have different sensibilities due to
broader manufacturing tolerances. The second experiment focuses on the
effect of the frequency response in the perception of quality and spatial
impression with headphones. As frequency response is the one of the fac-
tors that more prominent varies among different headphones, this test is of
particular interest to better understand how frequency response affects the
spatial sound impression. The third test analyzes the effects of harmonic
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distortion in listening with headphones. Distortion can be considerable
if high-dynamic sound and high reproduction levels are employed. It has
been employed a Volterra kernels scheme for the simulation of the distor-
tion using convolutions. Finally, the fourth test studies the relation of the
frequency response with the accuracy of localization in the horizontal plane.
The capacity of a headphone to generate a good spatial immersion can be
different from its capacity to generate precise source locations. To explore
this point, azimuth localization with binaural sound is tested for different
types of headphones.
3.1.2 Measurements and virtual headphone simulation
It is well known in loudspeaker testing that visual cues play an undesir-
able role in the results provided by test subjects. Similarly, when testing
headphones, tactile cues can also influence results. Consequently, it can be
challenging to conduct a double-blind comparative listening test for head-
phones. It is difficult to hide the possible influencing variables, such as
brand, design or price. In addition, the manual substitution of different
headphones on the subject’s head can be disruptive and introduces useless
fatigue on the subject [127]. Moreover, the fitting and tactile sensations
are impossible to remove, making them an important bias factor [122].
In order to avoid these effects, it is appropriate to use a virtual head-
phone simulation to perform the listening tests [124, 128]. This method
employs one reference headphone to simulate the different headphones un-
der test. In this way, listeners can evaluate the simulated versions of the
different headphones wearing just the reference headphone, therefore avoid-
ing the manual change of headphones and removing the visual and tactile
biases. Some other advantages are obtained with this virtual method: lis-
teners can have immediate access to the different headphones, and the
procedure test becomes more flexible, transparent, controlled and repeat-
able.
The reliability of this virtual simulation method has been previously
studied, finding good correlation between standard listening tests using real
headphones and the virtual simulation method. However, in some cases,
some discrepancy related to a specific model or sound signal [124] has been
found due to the visual and tactile bias present in the standard test [129].
Due to the great advantages of a virtual test over a standard one,
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this study used a virtual headphone listening test methodology. This will
remove the strong bias that would appear in this study due to the great
difference in appearance and fitting characteristics among the consumer
headphones and high quality ones used in this test.
Headphones selection
Different headphones were selected in order to represent a range of com-
mercial and readily-available headphones. According to this principle and
the scope of the study described in previous sections, seven different head-
phones were selected plus a high quality reference one. A Sennheiser HD800
was chosen as the reference headphone (REF). The reason for this selec-
tion is due to its great fidelity, response, low distortion and accurate timbral
reproduction. The other seven headphones were selected to cover a wide
range of possible common uses. The brands and models of the rest of the
headphones are provided for reference purposes, as no advertising is in-
tended and neither brands are fully represented in this study, and of course
they are not necessary for the result analysis.
The headphones used in the study are classified in Table 3.1.
acronym definition model characteristics

























Woxter i-Hph 780 closed and supra-aural
Table 3.1. Headphones used in the study about quality and
spatial impression
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Some of the headphones employed can be seen in Figure 3.2.
Figure 3.2. Some of the headphones employed in the percep-
tual experiments
The reference headphone was the only one that participants used, saw
and had contact with during the tests. The rest of the headphones were
simulated through the reference one. Then, all of the participants per-
formed the test using the same high quality reference headphone (REF,
Sennheiser HD800). The resulting signals for the rest of the headphones
(used in Tests 2, 3 and 4 and described in their sections) were simulated
by means of signal processing algorithms and heard through the reference
headphone.
Headphones frequency responses measures
To measure the response of the different headphones, a exponential sweep
method was employed [130] using a Head and Torso Simulator (HATS)
or “dummy head” model Brüel & Kjær (B&K) Type 4100. (Figure 3.3).
This technique gave us both the frequency response, as well as the first
and second distortion harmonics needed for the simulation of the different
headphones.
To avoid differences in the amplitude level of the measures, the selected
criterion was to achieve the same equivalent power between 100 Hz to 10
kHz for all of the headphones (for calibration, band-pass pink noise from
100 Hz to 10 kHz was employed instead of 20 Hz to 20 kHz in order to
minimize the influence of roll-off in low and high frequencies in low quality
headphones). This decision allowed us to measure all of the headphones
in the same reproduction conditions and to achieve the same reproduction
level in this band of frequencies. The reproduced pressure level for all of
the headphones was equivalent to 69 Sound Pressure Level dB (dBSPL) of
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Figure 3.3. Set-up for measuring the headphones with the
Head and Torso Simulator (HATS)
pink noise in the reference headphones. This level was selected in informal
tests as a pleasant listening level. Besides, this level allowed the measure-
ment of the different headphone models without any saturation distortion
in equivalent conditions.
Each of the headphones, including the reference one, were measured
with the mentioned exponential sweep method. The resulting impulse
responses (hi[n]) were truncated to 50 ms (2205 samples for a 44100Hz
sampling frequency) and windowed with a half Hamming window. This
length provides good resolution in low frequencies until 20 Hz. To minimize
errors related to headphone positioning on the ear of the HATS simulator,
five resets of the headphones were done and measured. The curves shown
in Figure 3.4 are based on the average of those measures.
The first curve corresponds to the reference headphone (a)-REF, which
shows a smooth response and flat below 3 kHz. The next three, (b)-HQop,
(c)-MQcl, (d)-BDso headphones, were chosen as good mid-quality range
with different characteristics: open, closed and semi-open. Their frequency
responses below 6 kHz are quite flat, with the exception of some irregular-
ities in the (c)-MQcl curve and a peak down at 4.5 kHz that decreases to
−14 dB. There is another peak up in the curve (d)-BDso at 6 kHz of 15 dB.
The next curves (e to h) represent the frequency responses of the multime-
dia (e)-LCmul, airline (f)-AirL, wireless (g)-Woh and another multimedia
(h)-LCmul2 headphones, that were chosen to be an example of mid- and
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poor quality headphones. Their frequency responses have important peaks
and valleys that affect the sound. Curve (e)-LCmul has a reinforcement in
frequencies around 1.5 kHz and a big dip in 3.5 kHz, and curve (f)-AirL
has a strong peak in 140 Hz, as well as other distortions up to 4.5 kHz.
Curve (g)-Woh is flatter in the mid frequencies with a small reinforcement
in 1.5 kHz and a decay around 4.5 kHz. In the case of curve (h)-LCmul2, it
is important to note the rapid decline above 3 kHz and the lack of proper
high frequency beyond 5 kHz. All of these headphones are intended to be
a small representation of quality range in commercial headphones.
Headphones frequency response simulation
The seven headphones under study were simulated to be reproduced with
the reference headphones ((a)-REF-Sennheiser HD800). The simulation of
each headphone was done by filtering with its frequency response, but com-
pensating the effect of the reference headphone using its inverted frequency
response. Equation 3.1 shows the process for the simulation, where Hi(ω)
is the measured response of the headphone to simulate, HHD800(ω) is the
measured response of the reference headphone and Hi corrected(ω) is the re-






These virtual headphone equalizations include not only the magnitude
response, but also the phase of the headphone measured. Although it is
generally accepted that phase does not seem to affect the perceived accu-
racy of the simulations [96], especially if the stimuli material is a typical
music program, it can be noticed with pink noise stimuli. All of the im-
pulse responses of the headphones measured, the correction of the reference
headphone and its application convolving with the stimulus, respect and
keep the original phases. Moreover, accurate phase processing guaranties
that our filtering will not alter in any way the Interaural Time Difference
(ITD) between left and right transducers.
The filter implementation of Equation 3.1 was carried out in MATLAB
in the time domain, using Equation 3.2; where hi corrected[n] is the response
for the simulation of the virtual headphone, hi[n] is the impulse response of
the headphone to simulate and hIHD800[n] is the inverted impulse response









































































































































































Figure 3.4. Frequency response of the headphones used in the study. Solid curve, left
channel; dashed curve, right channel. (a) REF, Reference headphone; (b–h) headphones
under study. (b) HQop, High Quality open headphone; (c) MQcl, Medium Quality
closed headphone; (d) BDso, Big Diaphragm semi-open headphone; (e) LCmul, Low Cost
multimedia headphone; (f) AirL, Airline headphone; (g) Woh, Wireless open headphone;
(h) LCmul2, Low Cost multimedia headphone 2
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of the reference headphone.
hi corrected[n] = hi[n] ∗ hIHD800[n] (3.2)
To obtain hIHD800[n], firstly the impulse response of the reference head-
phone hHD800 was recorded with 2205 sample points (50 ms at fs =
44100 Hz). Secondly, the Fast Fourier Transform (FFT) of the response
was computed, with zero padding up to a size of 4096, which guaranties
a spectral resolution of 10 Hz. This is low enough to see details of the
frequency response. Thirdly, the resulting FFT was inverted, taking into
account a boost limitation of +15 dB. This limitation was included to avoid
an excess of boost at a couple of very narrow notches of the hHD800 response
(see Figure 3.4 (a)), assuring that final signals are inside the reproducible
dynamic margin and free from artifacts. Lastly, the inverted and limited
response was then used to properly compute the inverse FFT and next
Hamming windowed to obtain the hIHD800[n]. This process guaranties the
avoidance of undesirable effects, such as circular convolution or others.
Finally, the different headphones were simulated applying the simula-
tion filter hi corrected[n] to the sound materials for each test, obtaining the
different stimuli. This was the procedure used for Tests 2 (Section 3.1.4)
and 4 (Section 3.1.6).
Non-linear distortion simulation
As commented on before, the exponential sweep method employed to mea-
sure the frequency response of the headphones provides the frequency re-
sponse and the non-linear distortion harmonics simultaneously. Figure 3.5
shows the frequency response and the second and third order non-linear dis-
tortions of the reference ((a)-REF) and the airline ((b)-AirL) headphones.
Both of these headphones are a good example of low (a) and high non-linear
distortion (b).
To simulate the non-linear distortion of each headphone, a Diagonal
Volterra kernels model was used along with a series of linear convolutions
as described in [131, 132]. With this method, the transfer function of a
non-linear system is estimated by means of a truncated Volterra series. The
output signal of a non-linear system can be represented as an infinite sum
of convolutions of the Volterra kernels with power series of the input signal.
These Diagonal Volterra kernels are computed as a linear combination of
each of the infinite orders of distortion impulse responses.























































Figure 3.5. Frequency response with non-linear distortion of
two headphones (left channel). Solid curve, magnitude; dashed
curve, second order distortion harmonic; dotted curve, third
order distortion harmonic. (a) REF, Reference headphone;
(b) AirL, Airline headphone
The non-linear distortion produced by headphones is in general low and
decreases rapidly with the order, making the 4th and subsequent distortion
orders almost negligible compared to the 2nd and 3rd. Simplifying the



















3 are the first three harmonic of the impulse response (H
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3 the two first distortion orders), and H1, H2, H3
are the Diagonal Volterra kernels ( ˆrepresents Hilbert transform).
Therefore, the second and third order non-linear distortions can be
simulated by convolution, as shown in Equation 3.4, where x(n) is the











To simulate the linear part of the system response, only the first harmonic
H
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3 = 0). Applying this technique to a sound
stimulus, it is possible to simulate the effect of a frequency response with
and without the measured non-linear distortion.
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More details of this technique can be found in [131, 132]. This pro-
cedure was followed for Test 3 (Section 3.1.5), and also in the subsequent
experiment described in Section 3.2.
Binaural Room Impulse Responses measurements
In order to produce sound sources with spatial characteristics, some Bin-
aural Room Impulse Responses (BRIR) [133] were measured with a HATS
B&K Type 4100.
Reverberation is an influential factor for spatial localization [1, 39], and
because of this, BRIRs with natural reverberation were recorded instead of
using dry responses from a library. The impulse responses were recorded
in a rectangular room with a volume of 132 m3 and a reverberation time of
about 0.7 s. Nine different azimuth angles were recorded (0°, 30°, 60°, 90°,
135°, 225°, 270°, 300°, 330°) in the horizontal plane at 1.5 m of distance.
These measures were used to simulate binaural sound source positions
in Test 4 (Section 3.1.6).
3.1.3 Test 1. Sensitivity disparity between left-right transducers
Test Description
The idea of this test is to evaluate how sensitivity disparity between the
left and right transducers affects the perception of the source azimuth. To
do that, a subjective perceptual test was carried out applying some volume
level variations to different binaural sounds and checking how this affects
the accuracy of horizontal localization.
In this test, participants had to listen, wearing headphones, to some
binaural recordings obtained with a HATS on specific angles in the hori-
zontal plane. Different variations of the original level between left and right
transducers were applied to these sounds and then presented to the listen-
ers. Participants should then indicate the direction of arrival, marking the
angle in a Graphical User Interface (GUI).
The volume level variations applied were 0 (no modification), 1, 2 or
4 dB more on the left channel than the right one. Four different angles of
direction of arrival were chosen, −30°, 0°, 65° and 90° of azimuth in the
horizontal plane. Besides, the influence of different types of sounds was
also studied.
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These sounds were specifically recorded for this test using a binaural
mannequin (B&K Model 4100) at the specific angles under study. A 44100-
Hz sampling frequency was employed, obtaining full audio band recordings.
The mannequin was in a semianecoic room, and sources were placed around
it at 1 m apart. Four different sounds were recorded: a timbal drum hit,
voice, a whistle and pink noise. The impulsivity of the timbal hit is an
interesting characteristic regarding sound localization, also interesting for
its low frequency content. Both voice and whistle are easily recognizable
common sounds, which make them useful for the test. Moreover, the re-
duced spectral content of the whistle can be an interesting feature that
can affect the test. The voice signal was the syllables “ba-be-bi-bo-bu”,
pronounced by a male voice. This sound has diverse vocalic contents and
bilabial consonantal phoneme /b/, which produces impulsive sound. Pink
noise was employed to evaluate a wide spectrum signal. All of these sounds
were reproduced by the Sennheiser HD800 reference headphones.
According to the different types of sounds described above, the total
number of stimuli presented to each participant in this test was: 4 angles
× 4 types of sounds × 4 level variations = 64 stimuli. These stimuli were
randomly presented, and the participant could listen to each of them as
many times as he or she wanted.
During the test, participants also had the possibility of hearing a ref-
erence stimulus at any time, choosing between −90°, −45°, 0°, 45° and 90°
of azimuth.
To perform the test, a simple Graphical User Interface (GUI) was de-
veloped in MATLAB that brings the user full control of the test. The
participant could select the perceived sound source direction angle in an
arc of −90° to 90° of azimuth (with a 5° resolution). It was also possible
for the subject to freely control and listen to the reference stimulus (Figure
3.6).
The test was performed by 20 people, 10 men and 10 women (21 to 45
years, with an average age of 32). The average runtime of the test was 9
min. Every participant did a training session before taking the test, so all
could listen to all of the stimuli and become familiar with the GUI and the
assigned task.
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Figure 3.6. Participant performing the test 1
Results
Figure 3.7 (a) shows the average of the perceived angles (for all of the level
variation cases) (95% Confidence Intervals, CI) according to the reproduced
target angle. The average of the perceived angles (answers) has a deviation
to the left-hand side. This is to be expected since the variations (0, 1, 2, 4








































Figure 3.7. (a) Average of the perceived angles versus target
angles (degrees); (b) average of the deviation of the perceived
angles (degrees) versus level variation (dB). (95% CI)
The tendency of this angle deviation to the left can be seen in Fig-
ure 3.7 (b), considering the level variation applied (0, 1, 2, 4 dB).
54 Effects of Headphones in perception
An Analysis of Variance (ANOVA) indicates that the level variation
has a very significant influence (F = 27.338, df = 3, p < 0.001) over the
deviation in the perception of the angles of sound.
If we consider just the central angles used in the experiment (0° and
65°), a smaller average deviation can be seen (Figure 3.8). This leads us to
believe that listeners tended to divert the location of the sounds perceived
on the sides more, which means that the introduced level variations made






















Figure 3.8. Average deviation of the perceived angles (de-
grees) versus level variation (dB), considering only the angles
0° and 65°. (95% CI)
On the other hand, the influence of the type of sound (timbal, voice,
whistle or pink noise) on the deviation in responses can be seen in Figure
3.9 (a). Voice and pink noise have lower deviation than timbal and whistle
sounds, especially in cases of 0 and 1 dB of deviation. Besides, voice stimuli
and pink noise manifest a more separate and clear deviation at varying
levels.
The influence of the type of sound over the deviation of the perceived
angles is significant (F = 4.409, df = 3, p = 0.004) according to an analysis
of variance. The sound angle reproduction has a very significant influence
(F = 54.932, df = 3, p < 0.001) over the deviation of the answers. In
Figure 3.9 (b), the deviation of the answers for each perceived sound angle
reproduction is represented. Angles 0° and 65° present less deviation to the
left. The biggest deviation of the answers corresponds to the angle −30°,
and it could be due to the fact that it was the only angle on the left side.














































Figure 3.9. Average deviation of the perceived angles (de-
grees) versus the level variation (dB): (a) considering the
type of sound; (b) considering the reproduced target angle.
(95% CI)
3.1.4 Test 2. Frequency response on Quality and Spatial Impressions
Test description
In this test, participants listened to some excerpts of sound with headphones
and rated their quality and their sound spatial image. These different
headphones were simulated as described in Section 3.1.2 by means of the
convolution of their frequency responses with the stimuli sounds, and all of
them were reproduced with the reference headphones.
Due to the fact that different frequency responses produce noticeable
effects, the perceptual test was designed according to the recommenda-
tion International Telecommunication Union, recommendation by Radio-
communication sector (ITU-R) 1534-3 [134], which describes the MUltiple
Stimuli with Hidden Reference and Anchor (MUSHRA) perceptual test.
This kind of test describes a method to assess intermediate quality audio
systems and also all of the requirements needed to accomplish the test with
rigor. Besides, this test sets a zero to 100 continuous scale (zero – bad; 100 –
excellent) to evaluate quality and other parameters of sounds and systems,
always using a reference sound. All systems are compared to a reference
of maximum quality, and the different systems are also compared between
them.
Two different tasks were evaluated during the test by the participants.
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The first task was to indicate the quality of the sound with respect to the
reference. The second task was to evaluate the spatial impression (loca-
tions, sensations of depth, immersion, reality of the audio event) [20] with
respect to the reference.
Five different excerpts of audio (12 to 14 s) were employed as source
material (see Table 3.2), and all of them were reproduced simulating the
different headphones under study. All of these sound fragments were chosen
by their spatial, stereophonic and timbral attributes.
Artist Track CD Description
Bettina Flater Haugebonden Women en Mi female voice and guitar
Paco de Lućıa Zambra Gitana Canción Andaluza male voice and guitar
Jerry Glodsmith Night Boarders OST The Mummy high dynamic orchestral
The Chad Fisher Group Basin Street Blues live jazz (binaural)
Smashing Pumpkins audience sound live audience and drums (binaural)
Table 3.2. Music program used for listening Tests 2 and 3
In this test, five headphones simulations were done, corresponding to
headphones (b)-HQop, (c)-MQcl, (d)-BDso, (e)-LCmul and (f)-AirL (de-
scribed in Section 3.1.2, with frequency responses in Figure 3.4). Each of
the five sound excerpts previously mentioned were reproduced by the vir-
tual headphone simulation described in Section 3.1.2. A virtual headphone
simulation for each sound was presented randomly in series to the listeners,
as well as a hidden reference ((a)-REF) and also two anchor signals. The
first Anchor signal (ANC1) was a 7-kHz low pass filtered version of the
sound (according to the mid-quality anchor of the ITU recommendation
1534-2 [134]), and the second Anchor signal (ANC2) was a monaural ver-
sion of the sound. This second anchor was determined to set a reference
for the spatial impression question.
To perform the test, a GUI was developed in MATLAB according to
the recommendation [134], which allowed participants to freely listen to
each of the sounds and to the reference, as many times as they wanted
(Figure 3.10). The different sound fragments were presented randomly as
a series with all of the different headphone simulations, to compare to the
reference sound. Once the participant had scored all of the simulations of a
series, a new sound excerpt was presented to be evaluated. This process was
repeated twice, once for each question of the test (the first about quality
and the second about spatial impression), with a pause in between.
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Figure 3.10. GUI of test 2
The number of stimuli of this test was: (5 headphones simulations +
1 hidden reference + 2 anchor signals) × 5 sound excerpts = 40 stimuli,
presented in five series of eight stimuli plus the reference. As commented
before, these 40 stimuli were presented twice in a different random order,
to answer the two different questions.
The test was performed by 11 people, seven men and four women (21 to
37 years, with an average age of 30). As the test had two different questions,
they were separated into two parts with a rest pause in the middle. The
average runtime of the test was 22 min for the first part and 16 min for
the second. Every participant did a training session before preforming the
actual test, so all of them could listen to all of the stimuli and become
familiar with the GUI and the assigned tasks.
Results
Figure 3.11 (a) shows the average of the normalized (zero to 100) answers
about quality perception for the hidden reference, all five headphones sim-
ulated and the two anchors. As shown, the reference has been properly
identified in most cases. The three supposedly good quality headphones
have high scores; meanwhile, the two supposedly poor quality ones have
the lowest scores. Both anchors remain in the middle of the scores of these
two groups.
An analysis of variance confirms that the headphones have a very sig-
nificant influence (F = 58.33, df = 7, p < 0.001) over the quality perceived.
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Figure 3.11. (a) Average perceived quality versus reference,
headphones and anchors; (b) average perceived spatial impres-
sion versus reference, headphones and anchors. (95% CI)
Figure 3.11 (b) shows the average of the normalized (zero to 100) an-
swers about spatial impression perception for the hidden reference, the five
headphones simulated and the two anchors. The results present similarities
with the answers about quality, with a high correlation of r = 0.648. Never-
theless, in this case, the confidence intervals are a bit wider, and the scores
have some differences. The three supposedly good quality headphones have
high scores again, but the confidence intervals do not separate them very
much. There is a bigger difference between the two supposedly poor quality
headphones, and the low cost multimedia ((e)-LCmul) ones are in the same
range as both anchor signals. It is also noticeable that the Anchor Signal
2 (ANC2) as a monaural signal does not have a lower score.
In any case, an ANOVA confirms that the headphones have a very
significant influence (F = 58.33, df = 7, p < 0.001) over the perceived
spatial impression. No significant influence of the type of sound has been
detected, even though some of them were binaural recordings.
3.1.5 Test 3. Non-linear distortion
Test description
The objective of this test is to evaluate the effect that the non-linear har-
monic distortion present in each headphone model may have on the spatial
impression.
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Stimuli simulating the headphones with and without their direct non-
linear harmonic distortion were presented to the participants who had to
score their perception.
The effect of these distortions is very subtle. For that reason, the
perceptual test was designed according to the recommendation ITU-R 1116-
2 [135], which describes a method to assess small impairments in audio
systems. This recommendation also establishes rigorous requirements of
room, equipment and other arrangements. A continuous scale from one to
five (1 – very annoying; 5 – imperceptible) is used to evaluate degradations
with respect to a reference signal. The recommendation proposes an ABC
test in which two stimuli, A and B, are presented to be compared against
a known reference. One of these two stimuli, A or B, is always a hidden
reference (in our case the simulation without non-linear distortion), and
the other a degraded signal (in our case the simulation with the non-linear
distortion).
One single question was presented to the participants: “What degra-
dation of quality and spatial impression do you hear with respect to the
reference?”
The same five audio excerpts previously described in Test 2 were used
here (see Table 3.2), as well as the same five virtual headphone simulations
(b)-HQop, (c)-MQcl, (d)-BDso, (e)-LCmul and (f)-AirL (described in Sec-
tion 3.1.2, with frequency responses in Figure 3.4). No anchors beyond the
proposed scale were used this time.
Two different versions of the headphones simulations were presented
in this test. One with and the other without the distortion simulated with
the method described in Section 3.1.2. These two versions of the same
stimulus were presented each time to the participants. They have then to
rate the distorted against the not distorted version of the same sound in
a double-blind manner (A vs. B). In each trial, there was always a non-
distorted version sound that acted as the known reference (C sound), which
according to the recommendation [135] has to be compared to the A and
B sounds.
The number of stimuli of this test was then: 5 headphones simulations
× 2 versions (with and without distortion) × 5 sound excerpts = 50 stimuli,
presented in twenty five series of two stimuli plus the reference. All of these
pairs were presented randomly to each participant.
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To perform the test, a GUI was developed according to the recommen-
dation, which allowed participants to freely listen to each of the sounds to
evaluate and the reference, as many times as they wanted.
The five headphones under study were simulated (including distortion)
to be reproduced with the reference headphones ((a)-REF, frequency re-
sponse in Figure 3.4).
This test was performed by the same 11 people of the previous Test 2;
seven men and four women (21 to 37 years, with an average age of 30). The
average runtime of the test was 16 min. Every participant did a training
session before preforming this test, so all of them could listen to all of the























Figure 3.12. Difference between hidden reference and dis-
torted signals versus headphones. (95% CI)
Results
According to the recommendation [135], the difference between the score
of the hidden reference and the score of the degraded signal is analyzed.
Figure 3.12 shows these differences for each of the headphones simulated.
No significant effect has been found. Then, the direct non-linear dis-
tortion produced by the headphones can be considered as imperceptible.
Therefore, it has none effect in spatial perception, at least with the fixed
level used to simulate all the headphones (69 dBSPL). In order to pro-
duce perceptible non-linear distortions, headphones should probably play
at much higher levels, working at the limits of their linear behavior.
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Later, in Section 3.2, another test is described that revisits nonlinear
distortion, this time in a different scenario that takes into account equal-
ization of the frequency response and different levels of reproduction.
3.1.6 Test 4. Frequency response on binaural azimuth localization
Test description
The results obtained in Test 2 are significant, but do not provide informa-
tion about the accuracy in the localization of sources. For that reason, a
test to evaluate the influence of frequency response on this accuracy was
carried out.
Attempts to describe different spatial attributes have been a constant
pursuit in the field of spatial audio [20, 136, 137]. The diffuse term em-
ployed in Test 2 to ask about spatial characteristics (spatial impression)
was intended to relate in a simple way the perception of quality with the
feeling of spaciousness. A more specific study of spatial attributes is then
necessary to better evaluate the performing of the different headphones.
In this direction, the localization accuracy in azimuth is one of the most
studied spatial attributes [138, 139, 140, 141] and therefore a good anchor
point to contrast the previous Test 2 with a localization experiment. There-
fore, this test tries to establish a relation of the influence of the frequency
response on the binaural azimuth localization in the horizontal plane.
As commented on in Section 3.1.2, to simulate the position of the sound
sources in the horizontal plane, recordings of BRIRs in a medium-sized
room were done. Nine different azimuth angles, 0°, 30°, 60°, 90°, 135°, 225°,
270°, 300° and 330°, were used.
Four types of sound were employed: door, voice (female), guitar and
pink noise. A closing door is an impulsive sound with quite low frequency
content, which can be useful for sound localization. The guitar sound was
composed by various impulsive sounds in different main frequencies, one
for each chord. Voice is an easily-recognizable common sound, and female
was chosen to have some energy in high frequencies. The words “est́ımulo
sonoro” (sound stimulus in Spanish) were employed. They present the re-
peated fricative phoneme /s/ with high frequency content and the phoneme
/t/, a occlusive articulation that generates impulsive sound. Pink noise was
employed to evaluate a wide spectrum signal.
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For this test, seven different headphones plus a hidden reference were
simulated (Section 3.1.2). Besides these, an additional anchor auralization
(low pass filtered (LPF) sounds at 7 kHz) for each angle was employed
(ANC1).
Therefore, the number of stimuli in this test was: 9 angles × 4 types
of sound × (7 headphones simulation + 1 hidden reference + 1 anchor
auralization) = 324 stimuli. These stimuli were presented in random order
in two parts of 162 stimuli, with a rest in between.
To perform the test, a GUI was developed in MATLAB (Figure 3.13),
which allowed participants to freely listen to the stimuli from a random list
as many times as they wanted. Participants should indicate the perceived
angle of the sound source. The GUI consists of a circle of points, which
represents the top view of the listener, with a 5° resolution. Additionally, it
included a parallel control to freely listen to a reference sound (pink noise)
in the angles of 0, 45, 90, 135, 180, 225, 270 and 315 degrees.
The test was performed by 16 people, 10 men and 6 women (21 to 36
years, average age of 30). The average runtime was of 21 and 17 min for
each part.
Figure 3.13. GUI of test 4
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Results
A Cronbach’s alpha analysis over the answers has been performed giving a
value of α = 0.982, which shows a high internal consistency.
A one-way ANOVA showed a significant influence between the head-
phones and the deviation of the perceived angle (deviation = perceived
angle − target angle) (F = 2.399; df = 8; p = 0.014).
A first exploration of the participants’ answers reveals that several
front-back confusions [76, 142] occur. For this reason, an evaluation of the
amount of front-back confusions was performed for each of the headphones
simulated. An ANOVA showed that there is a very significant influence of
the type of headphones on the number of front-back confusions (F = 46.307;
df = 8; p < 0.001). In Figure 3.14, we can see that headphones (f)-AirL
and (h)-LCmul2 produce an average of nearly 50% of front-back confusions.
This can be logical, as both headphones are supposed to be in the low
quality range. However, the (c)-MQcl headphone stands out in the group of
high quality ones, as it has 30.2% of front-back confusions, more confusions
than the (e)-LCmul headphone, with a significant difference. A comparison
of the frequency response of the headphones that produce more front-back
confusions ((f)-AirL, (h)-LCmul2 and (c)-MQcl) reveals that they share
in common strong irregularities in the band of 100 to 1600 Hz. On the
other side, other headphones of medium and low quality ranges that have
less front-back confusions do not present these strong irregularities in that
four-octave band. Because of that, we suspect this can be an affecting
factor disturbing the front-back discrimination.
There is no significant influence of the type of sound crossed with the
headphones. The sound guitar is the only one that produces slightly less
front-back confusions for all of the headphones.
Due to the strong front-back confusion, the analysis of the deviation
of the perceived sound with respect to the target reproduced sound will
produce large angle errors with complicated analysis of the results. A front-
back confusion produces a bigger error for sources in the median plane than
lateral sources, avoiding an analysis of the deviation angle (perceived angle
− reproduced angle) with respect to the source position.
To overcome this setback, it is proposed here a modified analysis of the
error consisting of a preprocessing of the listener responses based on re-
flecting to the correct semi-plane the ones that have front-back confusion,





















Figure 3.14. Percentage of front-back confusions for the ref-
erence, headphones and the anchor. (95% CI)
leaving untouched the ones that do not. This correction eliminates big
jumps in the deviation, focusing the experiment in the performance analy-
sis of the headphones reproducing correctly the main spatial cues as ITD
and the low frequency part of Interaural Level Difference (ILD). The high
frequency part is more related to the pinna effect that is not considered
with the reflection applied.
Taking into account the strong front-back confusion, the analysis of the
deviation of the answers from the target reproduction angle was performed
introducing the correction of the front-back confusion. Therefore, a sym-
metric image of the responses in the back (90° to 270°) is brought to the
front.
Figure 3.15 shows the deviation of the perceived angles with respect
to the target reproduction angle of the sounds, both of them front-back
corrected. We can see that the deviations are quite uniform across the
different headphones, except for the angles 90° and 270° in the cases of
(f)-AirL and (h)-LCmul2. Looking at Figure 3.4, it is easy to see that the
frequency responses of these two headphones present irregularities and deep
level drops between 4 and 7 kHz. It is noticeable that the anchor LPF 7-
kHz sounds auralized in the different angles (ANC1) are not affected by this
problem, supporting the suspicion that the commented band is important
for sources located in lateral positions.
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Figure 3.15. Deviation in degrees of the perceived angles
with respect to every target reproduced angle of sound. The
reference, headphones under testing and anchor are repre-
sented. (95% CI)
3.1.7 Conclusions
This study investigates the influence of different headphone parameters in
the context of spatial sound reproduction. Four different perceptual tests
have been done to analyze: (1) the effects of the sensitivity disparity be-
tween the transducers; (2) the influence of the frequency response over the
perception of quality and the spatial impression; (3) the effects of non-linear
distortion; and (4) the influence of the frequency response over binaural az-
imuth localization.
The following main conclusions can be drawn:
1. The sensitivity disparities between left and right transducers affect
the localization of sound sources, starting from level differences of
1 dB.
2. The quality and uniformity of the frequency response have an impor-
tant influence in the spatial impression.
3. Additionally, the spatial impression has a high correlation with the
subjective perceived quality.
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4. The binaural recordings do not obtain significant better results for the
parameter spatial impression compared to two-channel stereo mixes.
5. The direct non-linear distortion introduced by consumer level low
quality headphones does not affect the perception of the spatial sound
image.
6. It has been ratified that much front-back confusion is produced, both
for high and low quality headphones.
7. Irregularities of the frequency response in the band of 100 to 1600 Hz
seem to especially affect the front-back discrimination.
8. A poor response in the band of 4 to 7 kHz has been found to degrade
the accuracy in lateral position localization.
All of these conclusions have been supported with statistical and ANO-
VA analysis. Some other interesting comments and clarifications about
these conclusions can be added:
In addition to Conclusion 1, the angles chosen in the disparity test are
a determining factor, whereby the more lateralized the angle, the larger the
deviation. An increased number of angular positions may be of interest in
later studies.
In relation to Conclusions 2 and 3, it is worth remarking that the mono
anchor signal (ANC2) has obtained equal or even better results for spatial
impression than some headphones ((e)-LCmul, (f)-AirL) and the stereo
LPF anchor (ANC1). This fact seems to be in relation to a deficient high
frequency reproduction and the general listening sensation, as evidenced
by the high correlation statistics obtained with the parameter perceived
quality.
In relation to Conclusion 4, the binaural recordings employed do not
seem to significantly produce a better ranked spatial impression than stereo
mixes, probably because the binaural recordings employed were made with
a generic dummy head and not synthesized with each individual’s HRTF.
In relation to Conclusion 5, other works, such as [143], have not found
significant perception of the distortion. However, this earlier study used
high quality headphones, while the study presented here does so also with
low quality consumer headphones, and also analyzing the influence on spa-
tial reproduction.
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Finally, taking into account these three characteristics, perceived qual-
ity, spatial impression and accuracy in azimuth localization, it has been
concluded that the first two are highly correlated. Surprisingly, and con-
trary to how it might seem a priori, there is virtually no correlation between
spatial impression and accuracy in localization, because the strong influence
that the subjective perceived quality has over the spatial image perception.
An illustrating example can be seen with the (f)-LCmul headphone. It
would be interesting to deepen this relationship in future work.
Based on the results of this study, some general guidelines for the design
of headphones suitable for spatial sound reproduction can be suggested. A
sensitivity difference between left-right transducers less than 1 dB should be
assured in the manufacturing process to avoid azimuth localization errors.
A flat frequency response between 100 to 1600 Hz is desirable to reduce
front-back confusion. Finally, a frequency response with enough resolution
in the band 4 to 7 kHz would guarantee a good accuracy in the localization
of lateral sources.
Many of these requirements can be addressed by careful equalization of
the frequency response. Correct equalization would help to eliminate the
disparities between left and right transducers, and to reduce the negative
influences of frequency response on quality perception and spatial impres-
sion. In addition, with binaural sound the equalization is presented as
needed to correct the response resulting from the coupling between head-
phone and ear. With this frequency correction much of the front-back
confusion is eliminated and the externalization of binaural sound is im-
proved [144]. The problem that arises is what degree of equalization can
be applied to consumer headphones without non-linear distortions being
noticed due to forcing transducers. How much non-linear distortion does
a strong equalization produce in a consumer headphone? Is the non-linear
distortion generated in this case audible? At what playback levels? This
problem is studied in the next section with another perceptual experiment.
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3.2 Perception of non-linear distortion caused by
equalization
3.2.1 Introduction and motivation
The interest in headphone technology is fostering new techniques for head-
phone products. A clear possibility to enhance the perceived quality of
a headphone is the use of active signal processing. Previous works sug-
gest that frequency response is a dominant factor in the perceived quality
[145, 146], this fact has focused the studies of subjective user preferences
on different target frequency responses [128]. Some recent headphones and
software for headphones put the attention in the individualization of the lis-
tening experience by shaping or tailoring the frequency response [99, 147].
These works and new products are showing that with precise measurements
and equalization it is also possible to mimic the frequency response of a
specific headphone with a different headphone model [124, 128]. A virtual
headphone emulation by equalization has some limitations, as transduc-
ers could not have capacity to reproduce specific frequencies, for example,
the lowest or highest frequencies cannot be reachable for certain consumer
headphone models. Besides, a strong equalization can force a transducer to
work out of its linear condition creating non-linear distortion effects. De-
spite non-linearities are difficult to perceive due to masking effects, if some
equalization is applied audible distortion can be greatly increased, which
can degrade the final perceived quality.
The objective of the experiment presented in this section is to exam-
ine the perception of non-linear distortion when applying equalization over
different consumer headphone models. To this end, a combination of tech-
niques has been used by mixing a simulation of the non-linear distortion
measured in each of the headphone models, together with a virtual head-
phone listening test methodology.
In order to test the effect of equalization, the frequency response of
a high-end headphone has been chosen as target response, and other mid-
and low-end headphones have been made to emulate this target response by
equalization. The distortion produced by each headphone after the equal-
ization must then be measured, along with the linear response obtained.
With these parameters, a virtual headphone listening test has been per-
formed, comparing samples of the equalized headphones with and without
non-linear distortion.
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3.2.2 Measurements, equalization and non-linear distortion simulation
Headphones selection
All the measurements of the headphones and the reproduction of sounds
were done with a Head and Torso Simulator (HATS) model B&K Type
4100 and a MOTU Traveler sound card. A Sennheiser HD800 was chosen
as the reference headphone because of its high quality, using its frequency
response as the target to be emulated in the different headphones under
test. Besides, this reference headphone was used to perform the virtual
listening test. To emulate the target frequency response, eleven headphones
of different qualities and prices were selected. They were intended to cover
a wide range of possible common uses. The brands and models of the rest of
the headphones are provided in Table 3.3 for reference only. No advertising
is intended and besides these brands are not fully represented in this study.
model characteristics
(Ref) Sennheiser HD800 open and circumaural
(1) Sennheiser HD650 open and circumaural
(2) AKG K7XX open and circumaural
(3) Beyerdynamics DT990 open and circumaural
(4) Sennheiser HD429 closed and circumaural
(5) August EP650B closed and supra-aural
(6) Superlux HD668B semi-open and circumaural
(7) Nubwo NO-3000 closed and circumaural
(8) Woxter i-Hph 780 closed and supra-aural
(9) Genius HS-04SU supra-aural
(10) McDonalds gift closed and supra-aural
(11) Airfrance (provided on-board) supra-aural
Table 3.3. Headphones used in the study about non-linear
distortion
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It is very important to emphasize here that the number assigned to the
headphones used is a consequence of the conclusions of the experiment. The
headphones are listed in this order throughout the description of the exper-
iment only to be consistent and to facilitate their review in the conclusions
obtained.
Calibrated measurements with non-linear distortions after equalization
Non-linear distortion depends on the signal level applied to the headphones
at each frequency. For this reason, all the headphone measurements carried
out in this work have passed a calibration process. The calibration takes
into account all the measure chain, including the HATS microphones sensi-
tivity (mV/Pa) and the electrical full scale value (mVFS) of the sound card.
The IEC 61672-1 [148] recommendation for A weighting pressure levels was
employed.
In a first stage, the linear responses of the headphones were measured
and a filter was calculated to model the target response. A logarithmic
sweep of 5 seconds was used, covering 20 to 20000 Hz without pre-ringing
effects. Both, left and right transducers were measured with a sampling
rate of 48 kHz. The following steps were implemented to obtain filters that
emulates the target response over each tested headphone:
1 - Frequency response smoothing of 1/6 octave for every headphone.
2 - Calculation of the headphone’s inverse filter by direct inversion of the
measured response, from 20 to 20000 Hz.
3 - Spectral product of the inverted frequency response of the tested head-
phone and the target frequency response.
4 - Limitation of the filter gain to +20 dB to avoid excessive boost at cer-
tain frequencies.
5 - Calculation of the equivalent minimum phase filter.
In a second stage, the individual target response filters were applied
over each headphone and the non-linear distortions generated by these re-
sponse corrections were measured. This is the key point of this experiment,
because it allows to evaluate the behavior of a poor quality response head-
phone in terms of distortion, when it is corrected by equalization. The
steps to accomplish these measurements were:
1 - The synchronized swept-sine [149] employed for measurement is filtered
by the equalization filter for each headphone.
2 - The resulting test signal is reproduced for each headphone at six differ-
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ent calibrated reproduction levels of 70, 80, 85, 90, 95 and 100 dBA. These
levels have been calibrated in the HATS ears for 20-20000 Hz pink noise.
3 - With the recorded responses, second and third-order nonlinear distor-
tions generated by the headphone were computed using the method de-
scribed in [149].
Following this equalization procedure, each of the tested headphones
were forced to try to emulate the same target frequency response at the
same acoustic pressure levels, which means that they were compelled to
work in the same conditions. Figure 3.16 shows the linear magnitude
responses achieved for each headphone after the equalization and the first
two harmonics of distortion generated. To represent the second and third
distortion orders for the six reproduction levels clearly at a glance, they
have been drawn as two shaded areas where the lowest limit corresponds
to 70 dBA and the highest to 100 dBA, therefore intermediate levels fall
into the shaded area. The linear responses were almost identical for all six
reproduction levels, so the average is represented.
Reposition of the headphones is a convenient procedure for the fre-
quency response measurements [98]. However, the described measurements
were done without reposition. In this experiment we want to focus on the
distortion generated during the emulation of a target frequency response,
therefore, the correction of a mean frequency response would generate an
unreliable measure of the distortion, as the final measurement of the em-
ulated response with its distortion also depends on a fixed position. As
the subjective test performed with these measures concentrates in the per-
ception of the distortion, the possible variations in the linear frequency
response were considered not relevant here.
Virtual simulation of the non-linear distortion
To simulate the non-linear distortion of each headphone obtained after the
equalization, the method described in [131, 132] was chosen, which uses a
Diagonal Volterra kernels model and a series of linear convolutions.
This methodology and the equations employed have been previously
described in Section 3.1.2. Following this method, the output signal of a
non-linear system can be estimated by means of a truncated Volterra series.
With Equation 3.3 the Diagonal Volterra kernels can be computed for the
simulation of the main response and the first and second order distortion
harmonics. Then, Equation 3.4 describes the truncated linear convolution
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Figure 3.16. Linear frequency responses achieved for each
headphone after the equalization, and the first two non-linear
distortion harmonics generated (range from minimum to max-
imum levels measured). (Left channels)
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series to simulate the second and third order non-linear distortions. The
linear part of the system response can be simulated independently using
only the first Diagonal Volterra kernel.
Applying this technique to a sound stimulus, it is possible to simulate
the effect of a frequency response with and without the measured non-linear
distortion.
3.2.3 Perceptual test
The purpose of this test is to verify whether the distortion produced by
each equalized headphone at different reproduction levels can be perceived
or not. To avoid visual and tactile biases, all the different headphone emu-
lations and their distortions measured were simulated through the reference
headphone, in a virtual simulation listening test. Wearing just the reference
headphones, the subjects performing the test can have immediate access to
the different headphones and the procedure of the test becomes more flex-
ible, transparent, controlled and repeatable [129]. This methodology is
desirable due to the differences in appearance, fitting and range of qualities
of the headphones employed.
The process of generating the stimuli for the virtual headphone listen-
ing test consists of using the method described in Section 3.2.2 and applying
the compensation filter of the reference headphone response. This filter was
obtained with an automatic regularized method for the inversion of the fre-
quency response, which produces perceptually better equalization than the
regularized inverse method with a fixed factor [97]. In this case, the mean
of five repositioned measurements of the reference headphone response was
used.
To evaluate the perception of the non-linear distortion the stimuli gen-
erated with and without distortion were presented to ten expert listeners
[135] by means of an ABX test. The different emulations achieved for each
headphone were presented randomly. Positive detections of the distortion
were considered at a significance level of α ≤ 0.02 [150]. The sound clip
employed to generate the stimuli of the test is accessible online [151]. It
was selected because of its rich low frequency content and large dynamic
range. The reproduction level of the stimuli during the test was fixed at
85 dBA (slow, [148]). With this ABX test, subjects identified the minimum
level at which they detected the non-linear distortion for each of the em-
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ulated headphones. The number of stimuli generated were 11 headphones
x 6 levels x 2 with-without distortion = 132 stimuli. Absolute ecological
validity is achieved just for the fixed reproduction level. This procedure
has been employed in other works [143], suggesting that for the rest of the
levels, if anything, this should result in an increased sensitivity of subjects
to audible distortion.
Results
The results of the ABX test can be seen in Figure 3.17. Mean of the
minimum reproduction levels with distortion detection are shown for each
headphone. In addition, prices of the headphones were determined with the
average of the retail price ($USD) during the previous 24 months. Thanks
to this, headphone models are sorted by the retail price, with number 1 as
the most expensive and 11 as the cheapest. A high correlation has been
found between the minimum detection level of the distortion and the retail
price (r = 0.91 p < 0.001). Besides, three groups of headphones can be
identified: Group A - headphones 1 and 2, priced above $200; Group B -
headphones 3 to 7, priced from $200 to $20; and Group C - headphones 8
to 11, priced at less than $20. These groups have been found to correspond
with different detected distortion levels, group A with an interval from no
distortion detected to some detections at 100 dBA, group B presents a
range of distortion detected from 95 dBA to 80 dBA and group C have a
range of distortion detected from around 80 to 70 dBA.
It is interesting to point that in group B most of the headphones have a
pricing range from $100 to $20, except for headphone 3 that exceeds $100.
This model is a bit out of the distortion detection trend, with slightly worse
results according to its price.
The main idea that emerges from these results is that for most of the
headphones the distortion is not noticeable at comfortable listening levels
up to 80 dBA. Group A headphones with only a few detections at 100
dBA can be considered to produce an almost undetectable distortion, as
headphone users would rarely listen at levels over 95 dBA.
3.2.4 Conclusions and future work
The equalization of the frequency response of headphones can produce au-
dible non-linear distortion, depending on the reproduction level.
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Figure 3.17. Mean of the minimum reproduction levels with
detected distortion for each headphone (95% Confidence In-
tervals). Headphone models are sorted by the retail price
In this experiment, a method has been implemented to measure and
simulate the non-linear distortion produced by the emulation of a target
frequency response (Sennheiser HD800) by equalization over diverse con-
sumer headphones. This approach has allowed to simulate the frequency
response achieved with the equalization, with and without the non-linear
distortions generated. Six different reproduction levels were analyzed on
eleven headphone models.
An ABX test was performed by ten expert listeners to evaluate the au-
dibility of the non-linear distortion generated at the different reproduction
levels. High correlation has been found between the level of reproduction
at which distortion is detected and the retail price of the headphones, with
negligible detections in expensive models and a gradually increasing per-
ception of the distortion as the price is reduced.
Some studies indicate that frequency response and retail price of head-
phones have no correlation [145], but this experiment suggests that re-
tail price can have a direct correlation with perceived non-linear distortion
caused by equalization. Despite this, the frequency response equalization
is shown to be a viable technique that does not produce disturbing distor-
tion at moderate listening levels with medium quality headphones and not
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noticeable non-linear distortion in the case of high-end headphones.
Future work
As a main conclusion we have seen that in most cases, even strong equal-
ization can be used to modify the response of the headphones without
the non-linear distortion being appreciated. This ensures the usefulness of
equalization for the correction of the acoustic coupling of headphones for
binaural sound, and also for the design of headphones with active signal
processing. In fact the multimedia industry is showing great interest in this
type of products.
Other acclaimed studies based on numerous perceptual tests have pro-
posed a statistical model to predict the listeners’ preference ratings of head-
phones [119, 120], but without taking into account possible nonlinear dis-
tortion. It would therefore be interesting to propose a model that predicts
the audibility of the non-linear distortion of a headphone after equaliza-
tion. For this purpose, the methodology proposed here could be used and
a psychoacoustic model could be added to indicate whether or not the non-
linear distortion is perceptually masked. This model would predict the
audibility of the non-linear distortion of a headphone without the need of
its evaluation by means of costly perceptual tests.
HRTF measurements 4
4.1 Introduction and motivation
Binaural sound employs Head Related Transfer Functions (HRTF) to gen-
erate the spatialization of sounds to listen with headphones. The HRTF
captures the effects that a source in free-field experiences to the ear canals
of a subject. The contribution of the head and torso and significantly the
outer ear, are registered in the HRTF [83]. Due to the strong influence of
the anthropometric characteristics of the listener (size of the head, position
of the ears, shape of the pinna, etc.) the HRTFs present tailored features
that make them specific for each subject. Then, for a better experience,
the binaural sound must be individualized for each subject through the use
of their personal HRTF. Individualized HRTF provide a better immersive
and natural listening experience [85]. It is possible to accurately simulate
virtual sound sources at any position in space by simply convolving the
source signal with the HRTF and listening to them through headphones.
The time-domain equivalent of the HRTF is named Head Related Im-
pulse Response, HRIR. The definition of HRTF/HRIR in particular relies
on the free-space, that is, anechoic acoustic conditions to separate the hu-
man receiver characteristic from other room acoustic characteristics. If an
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acoustic enclosure is meant to be involved in the HRIR, this is indicated
by using the term Binaural Room Impulse Response, BRIR.
There are different techniques that try to obtain personalized HRTFs:
measuring directly the subjects HRTF in an anechoic chamber, through
anthropometric data (including synthesis calculation with numerical meth-
ods), based on subjective perception, etc. [12]. The traditional method
for measuring HRTFs was described by Blauert in [1]. It uses a single
loudspeaker mounted in a positioning system that measures the acoustic
transfer path between the loudspeaker and the two microphones inserted in
the subject ears. Using the positioning system, the loudspeaker is moved to
different points from a virtual sphere around the subject, and the acoustic
paths from these locations are measured. Despite the minimum audible
angle is around 1°-2° for frontal sources [152], the HRTF set resolution
should be around 5° in the horizontal plane and 10° in the vertical plane
for common applications. According to this rule, the number of HRTF
measurement points should be bigger than 1000. However, different inter-
polations techniques have been proposed, where using less points, produce
successfully results in practice.
In any case, because of the large number of measurement points (from
hundreds to thousands) the total time for a personal HRTF recording ses-
sion could extend to even more than one hour with the traditional method
were only one loudspeaker or just a few are employed. This causes fatigue
and discomfort in subjects because they should not be moved to avoid
measurement errors.
To reduce the measurement time, the most obvious method is to install
multiple loudspeakers in multiple positions to save the time required for po-
sitioning system movements. However, one loudspeaker in each measuring
position is impractical, because it would require about a thousand units.
Therefore, hybrid combinations have been used, using multiple loudspeak-
ers to cover a polar angle and a single-axis positioning system to cover the
other. The most common hybrid method uses as many loudspeakers as
there are elevations to be measured, installed in an arc around the listener.
In this way, the single-axis positioning system rotates the arc structure
around the listener or rotates the listener seated on a turntable [153, 154].
There are also methods for simultaneous measurement of different HR-
TFs using multiple loudspeakers. A Multiple Exponential Sweep Method
(MESM) was proposed in [154] and refined in [155], which allows the si-
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multaneous playing of sweep signals through various loudspeakers, saving
even more time.
The HRTF refers to a free field measurement, so the measurement
inside a room will introduce reflections that are not part of the HRTF.
Anechoic conditions are then generally necessary for the HRTF measure-
ment environment. The measurement systems described above should be
installed in an anechoic chamber, setting up a complex, very expensive and
not everywhere available installation, restricting these measurements to re-
search laboratories and keeping these technologies away from the general
public.
Some of organizations and research centers have chosen to provide their
measurements as publicly available databases to the community. In the
following, a few are listed in chronological order:
– KEMAR, the MIT Media Lab HRTF Database [156]: This early
database for the Knowles-Electronics Mannequin for Acoustic Research,
KEMAR, represents an extensive, but non-individual recording. 710 dif-
ferent positions were sampled at elevations ranging from −40° to +90° in
10° increments with regard to the horizontal plane and roughly 5° azimuth
spacing per elevation at 1.4m distance between loudspeaker and KEMAR.
– AUDIS, the AUDIS Catalog of Human HRTFs [157]: This database
was one of the output results of an European Union funded project on
auditory displays. Here, measurements were done at 2.4m distance to the
loudspeaker, 10° spaced elevations from −10° to +90°, and an azimuth spac-
ing of 15°. The total measurement then comprised 122 directions for each
of about 20 individuals. Moreover, round-robin tests have been performed
with four contributing partners to analyze differences in the data across
different laboratories.
– CIPIC, the CIPIC Lab HRTF Database [158]: 45 individuals’ HRTFs
were measured at high spatial resolution, including KEMAR with large and
small pinnae. The spatial sampling is mostly uniform with 5° spacing in
both elevation and azimuth, resulting in 1250 sampling points on the 1m
radius auditory sphere. The database also includes a set of individual
anthropometric measurements for each subject. Additional documentation
and Matlab utility programs are provided with the database.
– LISTEN, the IRCAM HRTF Database [159]: Again developed in an
EU project, this database contains blocked-meatus HRTFs for about 50 in-
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dividuals, at elevations from −45° to +90° in 5° increments with roughly 15°
azimuth spacing, resulting in 187 positions in total. It provides raw HRTF
measurements, optional diffuse-field compensation and morphological data.
– ARI, the Acoustics Research Institute HRTF Database [160]: The
number of measured subjects has been growing over time and lately it com-
prises high-resolution HRTFs of more than 200 individuals. Most of them
were measured using in-ear microphones, but for a few further ones behind-
the-ear microphones placed in hearing-aid devices were employed. 1550
positions were then measured for each listener, including the full azimuth-
circle (with 2.5° spacing in the horizontal plane) and elevations from −30°
to +80°. Anthropometric data of 60 individuals are also provided.
– FIU, the Florida International University DSP Lab HRTF Database
[161]: It contains HRTF data from 15 individuals at twelve different az-
imuths and six different elevations, at an unusual sampling frequency of
96kHz. It further includes 3D images of the persons pinnae and related
anthropometric measures of various parts of the pinnae.
– RIEC, the Research Institute of Electrical Communications (Tohoku
University) HRTF Database [162]: It includes the HRTFs of 105 subjects,
measured with a double circular array of speakers. The number of source di-
rections per subject ear is 865, distributed at 5° intervals along the azimuth
and 10° intervals of elevation from −30° to +90° in spherical coordinates.
Besides, anthropometric data of 39 subjects are also provided.
– HUTUBS, the Huawei - Technical University of Berlin - Sennheiser
HRTF Database [163]: This database consists of measured and simulated
HRTFs, measured HpTFs of two headphone models, 25 anthropometric
measurements per subject, and 3D surface meshes of 96 subjects. A grid
of 440 spatial points is provided for each subject. The data were cross-
evaluated showing a good agreement between repeated measurements and
between measured and simulated data.
All the described databases are of tremendous value to research, as they
provide public data of sophisticated measurements done in very expensive
prototypical installations. The personal HRTF of the different persons
measured can be used to study the individualization of the HRTF, besides
that these measurements can be use to synthesize non-individual binaural
sound. But if you want to study the individualization of HRTF taking
into account individual perception, and using subjective tests incorporating
4.2. Constructed HRTF measurement system 81
individual HRTF, it is necessary to have the individual HRTF of people
who can subsequently listen to them. It is therefore imperative to have a
measurement system of HRTFs with which to obtain personalized measures
that can then be used with the same measured subjects. Otherwise, it
would not be possible to test and evaluate individual HRTFs.
According to the above, the aim of the work described in this chapter
is the construction of a system for real HRTF measurements taking into
account two objectives:
1 - to obtain HRTFs in a more accessible way, less tiring for the measured
person and with a more affordable installation, i.e. in a faster way and
without an anechoic chamber.
2 - the possibility of using personal measurements to carry out research
on individualization of HRTF, being able to make perceptual tests that
include the individual HRTF of the subjects.
Following these premises, a complete system for HRTF measuring was
constructed from scratch, including room conditioning, loudspeaker config-
uration, adapted microphones, and measurement and post-processing soft-
ware. The system actually measures BRIR and quasi HRIR are obtained
by post-processing the measurements.
4.2 Constructed HRTF measurement system
4.2.1 Room conditioning
The room where the measurement system was built is located in the CPI
research building that belongs to the Universitat Politècnica de València.
It has a size of 9.88×4.90×2.65 m, with an original reverberation time [164]
of RT60 = 698 ms. The highly reflective and parallel surfaces of the largest
dimension of the room produced particularly annoying reflections known
as “flutter echoes” [165]. An acoustic treatment with physical panels was
carried out to partially reduce reverberation, and to eliminate the main
reflections from the walls, including the “flutter echoes”.
More than forty acoustic absorbent panels were built to modify the
acoustics of the room. Each panel consist of a wood frame with mineral
wool absorbent material ISOVER Acustilane 70 50 mm thick and 30Kg/m3
density, with an average absorption coefficient of αw = 0.7) covered with
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fabric. The walls of the longest dimension of the room were covered with
138×65.5 cm acoustic panels (Figure 4.1). Two folding screens (with panels
of the same materials of 200 × 65.5 cm) were also built for the shortest
dimension of the room, and placed between the loudspeaker array and the
walls, reducing the effective size of the room in this dimension. The ceiling
had already an acoustic treatment with hanging acoustic panels, and the
floor has not been treated.
Figure 4.1. Absorbent acoustic panels for the conditioning
of the HRTF measurement room
With the panels and the final refurbishment, the reverberation time
is reduced to RT60 = 169 ms. Therefore, the direct measure obtained in
the acoustically treated room was still a BRIR. The rest of the reverbera-
tion was removed by post-processing of the measurement, as described in
Section 4.3.
Using a non-anechoic room to measure HRTF, overcoming the inherent
difficulties of capturing reflections, is an innovative option to make individ-
ual HRTF measurements more affordable and therefore binaural spatial
sound more accessible.
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4.2.2 The speaker set-up and hardware
The loudspeakers used are self-powered M-Audio BX5 D2 monitors con-
sisting of a 5” woofer and a 1” tweeter, providing a ±1 dB flat frequency
response between 53 Hz and 22 kHz. Their good performance makes it
almost unnecessary to correct their response in measurements.
Using a two-way speaker system introduces an angle error in elevation
because a point source is not used. However, since the radius of the array
is 2 meters, the error at this distance is negligible. In addition, a two-way
configuration offers other advantages, such as an extended frequency band
covering almost the entire audible spectrum.
Figure 4.2. Loudspeaker set-up for HRTF measurements in
the acoustically conditioned room
Human hearing is more sensitive to localization in the horizontal plane
[1]. Because of this, a circular array of 72 loudspeakers separated by an
angle of 5° has been employed in the set-up to cover the horizontal plane of
listening. The radius of the circle is exactly 2 meters, and the loudspeakers
are exactly touching each other in the front, avoiding any gap between
them, thus reducing possible diffraction artifacts. A specifically designed
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support system has been built to hold the complete horizontal array. Two
additional 8 loudspeakers circular arrays of 1 meter radius were deployed
on the ceiling and floor with an angular resolution of 45°, and aiming at
the listener’s position at +45° and −45°, respectively. Figure 4.2 shows the
set-up of all the 88 loudspeakers inside the acoustically treated room.
All these loudspeakers are connected to four MOTU 24I/O sound-
cards, synchronized and controlled by the same single PCI Firewire card
(Figure 4.3).
Figure 4.3. Soundcards rack used for HRTF measurements
To record the responses of the subjects, two miniature omnidirectional
microphones Knowles FG 23329-PO7 are placed into the ear canals, in-
serted into holed soft foam earplugs. The earplugs are shortened to allow a
full insertion into the ear canal. The fact that they are disposable earplugs
allows for both hygienic and economically affordable use to record the HR-
TFs of many subjects. The phantom power adapter was also manually
made to supply the 1.2 V to polarize the capsules of both microphones (two
versions were built, one powered by AA batteries and another by standard
48 V phantom power from conventional soundcards). A dedicated Roland
OCTA-CAPTURE soundcard with high quality microphone preamplifiers
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is used to receive the signals from the microphones. The Figure 4.4 shows
the microphones dimensions, the modified earplugs and the phantom power
adapters.
Figure 4.4. Miniature microphones, modified earplugs and
phantom power adapters used for HRTF measurements
The task of correctly positioning the subject to be measured is quite
time consuming if precision is sought, with the consequent annoyance for
the person to be measured and the prone to errors in the measurements.
To assure a fast and accurate oriented positioning four laser pointers were
attached to the horizontal array at the angles 0°, 90°, 180° and 270°. Using
these lasers as a reference, the people to be measured are properly placed
in just a few seconds and excellent accuracy can be achieved in their orien-
tation. A detail of one laser pointer and the process of adjusting the lasers
are illustrated in Figure 4.5.
Figure 4.5. A laser pointer in place (right) and process of
adjusting them (left)
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4.2.3 Measurement software. Exponential sweep and Multiple expo-
nential sweep method
There are different techniques to measure the impulse response IR of a linear
system that have been applied to the specific case of acoustic measurement.
Some particular issues have to be considered in this case of application. The
signal-to-noise ratio (SNR) of an acoustic measurement is affected by the
background noise and also the equipment, especially the power amplifier
and the speakers. In addition, nonlinear distortions and time variability
can also affect to the measurements, mostly due to possible saturation of
the loudspeaker membrane and the nonlinearity of the power amplifier,
and because of small movements of the measurement equipment during the
measure. Because of these distortions, the measurement chain amplifier-
loudspeaker-room-microphone-amplifier has to be described as a weakly
nonlinear system. Then, a proper measurement technique for the case of
HRTF should at least partially cover these particular issues.
The technique called periodic impulse excitation (PIE) uses a pulse
train as the excitation signal but has poor signal-to-noise ratio (SNR) [166].
The dual-channel FFT uses Gaussian white noise as the excitation signal,
but its high crest factor makes necessary many repetitions of the same
measurement to obtain a good SNR [167]. Among the family of the pseu-
dorandom sequences, the most popular is the maximum-length sequence
(MLS), but the disadvantage of these techniques is that they are sensitive
to nonlinear distortions [168].
The measurements with Exponential Sweep (ES) signals [130, 167] can
overcome some of the previous problems. ES measurement allows to sepa-
rate the linear and nonlinear parts of a weakly nonlinear system, provides
with high SNR measurements, and has low sensitivity to transient noises
that can disturb the measures. Besides, the processing of the measure is
fast using FFT and it allows to define the measured frequency range.
The ES is a sweep in frequency from ω1 to ω2 with length T in seconds,
















t ∈ [0, T ] (4.1)
A weakly nonlinear system excited by an ES produces a response signal
y(t) which include higher order harmonics. Applying this response y(t) in
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Equation 4.2, the complete system identification is obtained in h(t)
h(t) = y(t) ∗ x′(t) (4.2)
where x′(t) is the inverse of x(t) with respect to the convolution, x(t) ∗
x′(t) = δ(t). The inverse sweep compensates for the group delay and the






where X(ω) is the complex spectrum of the excitation signal x(t) and X ′(ω)
is the complex spectrum of the inverse sweep.
The result h(t) is a series of harmonic impulse responses of which the
main one is the linear part of the measured system and the rest are the
successive nonlinear harmonic distortions. These harmonic distortions can
be cut out of the h(t) signal obtained to maintain only the linear part of
the system, proving that ES is a very robust acoustic measurement method
against nonlinear distortion, small movements of the measurement equip-
ment and occasional polluting noises during measurement. Besides, SNR
can be improved by just increasing the duration T of the excitation signal
x(t), which is also necessary for measuring inside non-anechoic environ-
ments.
For our HRTF measurement purposes, it is therefore desirable that
long ES be used to obtain clean, high SNR measurements. But long T
sweeps of several measurement points around the person will make the
measuring process quite long in time. Then the measurement becomes a
time-consuming process, a tedious experience for the measured person and
prone to errors due to the probable movements during the measuring. This
is a typical problem described in most of the HRTF databases listed in
section 4.1. That is the reason why Multiple Exponential Sweep Method
(MESM) [154] was also implemented to be used in our measurement system.
MESM is based on ES and takes full advantage of the ES method but
reduces the time of measurement when measuring many acoustical chan-
nels, in our case the acoustic path of many loudspeakers located in different
spatial points to the ears of the measured person. In the MESM the ex-
ponential sweeps are reproduced overlapped in time, which results in a
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shorter measurement duration of the multiple HRTFs. This method pro-
vides a correct identification of the linear part of weakly nonlinear systems
when excited with correctly timed excitation sweeps, and an optimization
of the measurement duration at a given SNR. The timing of the reproduc-
tion of the excitation signals is based on the interaction of two mechanisms,
interleaving and overlapping.
The interleaving mechanism results from delaying the excitation signal
of a second system in a way that its IR is placed between the IR and the
second-order harmonics of the first system. The process can be generalized
to interleave the linear responses of many systems. The requirement is to
sufficiently separate the beginning of the first main IR from the end of the
second non-linear harmonic, with sufficient space to accommodate the IRs
of the rest of the systems. The separation is achieved by stretching the





where η is the number of interleaved systems, L1 and L2 are the length of
IRs of the first and second systems, and τ2 is the exact distance from the
start of the second harmonic relative to the start of the IR. In this case,
the sweeps must have a minimum duration of T ′, as described by Equation
4.5






With the new sweep duration T ′ the beginning of the kth harmonic,







To apply the interleaving procedure, the excitation sweeps are played
at the time (i − 1)L1, where i is the index of the measured HRTF, with
0 < i ≤ η.
An additional improvement can be achieved by introducing also the
overlapping mechanism. The overlapping mechanism consist on delaying
the reproduction of the excitation sweep of the second system time enough
to avoid the overlap of the harmonics of the second system with the IR
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of the previous one, otherwise the information about the linear part of
the previous system is destroyed. Then, the reconstructed IR of a second
system will be located in time between the nonlinear harmonics of the
previous system and its own nonlinear harmonics. The minimum delay of
the excitation sweep preventing superimposing the information is given by
Equation 4.7
∆tov = τk + L1 (4.7)
where k is the maximum number of harmonics above the noise floor of the
system measured.
Both mechanism, interleaving and overlapping, can be combined to
form the complete MESM. For a given η, the excitation time for the ith
sweep of N systems is calculated by Equation 4.8






where 0 < i ≤ N and bxc denotes the nearest lower integer of x. During
the excitation of the systems the response signal y(t) is recorded, and the
extraction of a particular IR is done by windowing the signal h(t). The shift
of the window corresponds to the measured system and can be derived from
Equation 4.8. The measurement duration of all the HRTFs with MESM
finally depends on the parameters ω1, ω2, L1, L2 and k, which are practical
values that should be derived from previous ES measurements under real
conditions in the actual system.
In our measurement system, a problem was found when implementing
MESM. An additional intermodulation distortion produced by the minia-
ture microphones, and not covered by the MESM, made us unable to use
the complete MESM to measure in our room. Just interleaving mechanism
can be used to prevent any IR from being superimposed by those intermod-
ulation distortions. Taking this into account, the practical conditions of our
room, the loudspeakers and their interaction with the whole system, and
the use of sweeps long enough to obtain a high SNR, the full measurement
time is reduced from 7 minutes and 28 seconds using successive single ES
(of 5 seconds), to 2 minutes and 28 seconds with interleaved MESM (88
channels measured with 10.11 seconds interleaved ES, ranging from 80Hz
to 22kHz). The time reduction is important not only to make the measure
more accessible. Since faster measurement on real subjects is less prone to
90 HRTF measurements
errors due to movement or discomfort of the measured person, the result
will be a more accurate and reliable measurement.
4.2.4 Procedure protocol and measurement checking
Each person to be measured goes through the same procedure:
1 - Firstly, they are informed about all the process.
2 - Miniature microphones with earplugs are inserted into their ear canals.
3 - They are seated in the middle of the loudspeaker set-up, and with
the aid of the laser pointers their position is adjusted to accurately
be oriented with respect to the speaker array, as well as their height
is regulated with the variable height seat.
4 - The actual measure is then performed with interleaved MESM during
2 minutes and 28 seconds.
5 - A rapid and automatic checking of the measurements is done. If any
problem is detected the measurement can be immediately repeated.
6 - The measure is directly stored in a SOFA format file (see comments
in the next Section 4.2.5).
The miniature microphones Knowles FG 23329-P07 are placed into the
ear canals inserted in the modified foam earplugs. Using a pair of tweezers,
the earplugs with the microphones inside are completely introduced into
the ear canals, with the microphone pointing outwards. The distance from
the entrance of the ear canal to the microphones is intended to be identical
between ears and few millimeters inside. When the foam earplug expands
the microphone is fixed and the ear canal blocked (Figures 4.6). This
results in blocked ear canal condition measurements [67], which include the
full spatial information given to the ear. In addition, the variation between
subjects of HRTFs measured at the blocked ear canal is smaller than at
the same point with open ear canal, thus the choice of measure point at
the blocked ear canal generate robust measurements [83].
The positioning of the subjects to be measured is simple thanks to a
chair with wheels. Once the people are placed, they only have to remain
still during the 2 minutes and 28 seconds that the actual measure lasts with
interleaved MESM. The adjustment of height, displacement and orientation
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Figure 4.6. Examples of pinnae with microphones in blocked
ear canal condition
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Figure 4.7. HRTF measurement process
of the person is easily done thanks to the reference lasers, with very precise
results. Figure 4.7 shows the measurement process of a person.
Immediately after the measurement, a quick and automatic check rou-
tine of the measurements is carried out. This includes checking the correct
position of the left-right channels, levels of recording, the correct channel
order (loudspeaker or measurement point) and the position of the subject.
The latter is checked by verifying the degree of symmetry of the ITD curves.
If the person was correctly oriented, the ITD plot must be quite symmet-
rical with respect to the median plane, but if the subject was not correctly
positioned or has moved during the measurement, the ITD plot will show
its symmetry axis displaced from zero degrees or one lobe greater than the
other. Figure 4.8 shows examples of symmetrical and asymmetrical ITD
(of azimuth in milliseconds) indicating correct and incorrect position of the
subject during the measurement of the HRTF.
The fast measurement and its checking process allows to repeat the
measurement if necessary without much disturbance or annoyance to the
measured person.
4.2.5 SOFA format
The Spatially Oriented Format for Acoustics (SOFA) is a format structure
for storing spatial acoustic data defined by the standard AES69-2015 [21].
It provides a full description of the data structure, digital file and some
possible predefined common types of measures referred as “conventions”.
Among them, HRTF, HRIR and BRIR are considered.





































Figure 4.8. Symmetrical ITD indicates the correct posi-
tion (left), asymmetrical ITD indicates the incorrect position
(right) of the measured person
The measurements obtained in our system are stored in this format,
based on an API for Matlab available online by the SOFA standardization
project [169]. All the HRTF measurements from different spatial points of
one subject are stored together as a detailed and individual collection in
the same file. It also includes the geometrical coordinates of each spatial
point related to each measure, as well as large amount of metadata describ-
ing measurements, equipment, post-processing, etc. Figure 4.9 shows the



















Figure 4.9. Spatial resolution of the raw measurements of
one person, stored as a BRIR collection in a SOFA file
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As a proposed standard, the SOFA format allows widespread sharing
of HRTF information and reuse of previously developed software. Recent
academic and commercial software for binaural reproduction and synthesis
(many of them in the form of audio plugins) uses the SOFA format as a
personalized HRTF input [107, 170, 171, 172, 173, 174]. This is indicative
of the growing interest in individualization of HRTF and binaural sound.
4.3 Post-processing of the measurements
The raw measurements obtained directly with the measuring system can
be improved and refined to get real HRTFs. By means of post-processing
some basic corrections can be performed as well as some more complicated
refinements. The raw measurements go through the next steps of process-
ing:
1 - Level and speaker response correction using calibration measurements
of the speakers.
2 - Almost complete removal of reflections by variable time-frequency
windowing.
3 - Lowest-frequencies reconstruction.
The results of the post-processing are also stored in SOFA format,
including a description of the post-processing stages in the metadata.
4.3.1 Level and loudspeaker response correction
Calibration measurements must be performed in order to equalize the level
of all measurements and correct loudspeaker responses, which are included
in the measured IRs. Figure 4.10 shows a picture of an Earthworks M30
microphone taking reference measurements from the loudspeakers. A cali-
bration factor that relates the level of all the loudspeakers is extracted from
these measurements. The speaker response is also corrected on all speakers
by an anechoic measurement of the response of that speaker model. To
overcome any slight differences between the different actual loudspeakers
of the same model and avoid other unwanted spectrum changes, 1/3 octave
smoothed and minimum phase inverted responses are used for correction.
The minimum phase filter ensures that the original phase and time rela-
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tionships of the measured IR are not altered. Equation 4.9 describes the
calibration and loudspeakers response correction,




where Hraw i(ω) is the original raw binaural transfer function of the mea-
surement obtained from each spatial point, CFi is the calibration factor for
each loudspeaker, Hspeak(ω) is the 1/3 octave smoothed and minimum
phase response of the loudspeaker, Hc i(ω) is the corrected and calibrated
response, and i is the index for each loudspeaker and measured point, with
1 ≤ i ≤ 88.
Figure 4.10. Calibration measurements with reference mi-
crophone
4.3.2 Removal of reflections by Frequency Dependant Windowing
The raw measurements recorded directly with the measurement system are
actually Binaural Room Impulse Responses (BRIR). By post-processing
them with variable time-frequency windows, the effects of the room are
almost completely eliminated, obtaining quasi HRTFs. The process em-
ployed is a variation of the Frequency-Dependent Windowing (FDW) [175],
also referred to as Frequency Dependant Truncation [176] for the specific
case of removing reflections of impulse responses. Similar use of time-
frequency windowing is found in previous works using two temporal win-
dows [177, 178], one for high frequencies and other for low frequencies. In
these works, reflections where partially removed and the rest softened, from
HRTFs measured in semi-anechoic environments.
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With truncation windows, the BRIR is cut in time keeping reflections
out of the window. To eliminate all reflections the window must be very
short, then the frequency resolution of such a window will not be sufficient
to represent the whole spectrum, completely losing the low frequencies.
To overcome this, various time truncation windows with different time
lengths can be used and take from the result only the proportional part of
the spectrum where the frequency resolution is adequate. Different sizes












where fres is the frequency resolution (in Hz), fs is the sampling frequency,
N is the length of the temporal window in samples, and T0 is the length of
the temporal window in seconds (as can be noticed, the frequency resolution
is independent of the sampling frequency).
The exact length of each temporal window will depend on the real mea-
surement and the reflections recorded in the practical situation, because
the main reflections will reach the measurement point in different instants
of time. Due to our set-up and room dimensions, eight time windows are
chosen with lengths 0.29, 0.58, 1.16, 2.33, 4.66, 9.33, 18.66, 37.33 ms (equiv-
alent to 14, 28, 56, 112, 224, 448, 896, 1792 samples for 48 kHz sampling
frequency), which have a frequency resolution of 3428.57, 1714.28, 857.14,
428.57, 214.28, 107.14, 53.57, 26.78 Hz respectively (Figure 4.11). A com-
mon shape for the truncation temporal windows is a modified rectangular
window with ramps, e.g., halves of a Hanning window [179]. Such tempered
design avoids temporal discontinuities while most of the IR waveform re-
mains unaltered. The truncation window is also chosen to be asymmetric
with respect to the maximum peak of the IR. As it extends further to posi-
tive times than negative times, the proportion of noise floor in the cropped
IR is minimized. In this case, the truncation half-Hann window has al-
ways 32 samples before the maximum peak of the IR and the previously
enumerated sizes after the peak. It has to be noted that the size of this
previous-peak part of the window has very little influence on the frequency
resolution, but avoids temporal alignment problems and guarantees that
all IR content is included.
Figure 4.12 shows the useful spectral band of each temporal cropping
window with an example of a real measured BRIR. Each of these spectral
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Figure 4.11. Temporal windows used in the Frequency De-
pendant Windowing to eliminate reflections from an example
of one real measured BRIR
bands is gathered into a single spectral response that consequently does
not include most of the reflections. The transition boundaries between
adjacent bands are smoothed within a range of 1/6 octave to avoid any
possible abrupt variation. In Figure 4.12 it can be seen graphically how up
to the fifth window the removal of reflections is complete, however in low
frequency from the band of about 500 Hz some reflections are still retained.
The complete result can be observed with an example in Figure 4.13,
where the temporal and spectral representation of a measurement is pre-
sented before and after the Frequency Dependant Windowing processing,
with and without reflections. Therefore, with this post-processing the mea-
sured BRIRs are transformed into quasi HRIRs.
A new method beyond Frequency Dependant Windowing is proposed
in Section 4.4 to completely remove the remaining reflections in the band
between 125 and 500 Hz.
4.3.3 Lowest-frequencies reconstruction
As described above, the measurement system is adjusted to use exponential
sweeps starting from 80 Hz. This is done to avoid irregularities at the lower
frequencies, where the loudspeaker is close to its reproduction lower limit
and could produce unwanted distortions.
To compensate for the incomplete data of HRTFs at low frequencies
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Figure 4.12. Useful spectral band corresponding to each tem-
poral window used in the Frequency Dependant Windowing
to eliminate reflections from an example of one real measured
BRIR






















Original and reflections cleaned IR. Frequency
IR original
IR subband
Figure 4.13. Temporal and spectral representation of one
real measured BRIR and the quasi HRIR obtained
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ferent strategies have been proposed. The missing information could be
completed by means of geometric models of head and torso [180], with re-
sults from the boundary element method [181] or by cross-over filtering with
an adequate low-frequency response [182]. All methods have in common
that they lead to a monotonic function for the phase and an approximately
linear magnitude response at low frequencies. This can be expected as the
person does not present an obstacle to sound waves with large wavelengths.
The approach by Xie [183], also employed in [184], takes in consideration
this finding and have been chosen here. In this method the magnitude
response is set to a constant value and the phase is extrapolated linearly.
The magnitude below a certain frequency is replaced by the mean value
of a previous band and the phase is linearly extrapolated from the same
frequency range. This method assumes that the data in this frequency
range are reliable, but if the measurement is done under non-anechoic con-
ditions, this band is likely to be affected by comb filtering due to reflections.
Frequency Dependant Windows for cropping the signal without the floor
or ceiling reflections (usually distances between 1.5 and 2 m in common
rooms) do not have sufficient frequency resolution in this band, and longer
cropping windows have these reflections present. Therefore, this method
must be used with care here, due to our non-anechoic condition. According
to our actual measurements, the spectrum below 100 Hz is reconstructed
by the mean magnitude value and the extrapolation of the linear phase of
the 100 - 300 Hz band.
The reconstruction of this lowest frequency band can be done more
reliably for HRTFs measured under non-anechoic conditions if the method
proposed in the next Section 4.4 is previously used to eliminate the reflec-
tions below 500 Hz. Then, the band directly above 100 Hz will be cleaned
of comb filtering effect due to reflections, and therefore less conservative
cut-off frequency values can be used for the reconstruction of the lowest
frequencies.
The correction of the low-frequency range of the HRTFs bears the
advantage that the implausibly high group delays at low frequencies are
lowered, and the HRTFs can be truncated which saves storage space and
makes their usage computationally more efficient. On the other hand, even
though very low frequencies have practically no contribution to spatial lo-
calization there are other perceptual benefits [1, 182]. The reconstruction
of these lowest frequencies makes it possible to preserve the timbre charac-
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teristics of real sound sources in order to recreate natural-like and realistic
virtual sounds.
4.4 Proposed method to remove low-frequency re-
flections by Plane Wave Decomposition
The transformation of the measured BRIRs into HRIRs without reflections
does not present a simple solution. A combination of different signal pro-
cessing techniques and the application of the method proposed here can be
used to address the elimination of all recorded reflections together with the
measured HRTF.
Previously we have seen how reflections at high frequencies can be elim-
inated with Frequency Dependant Windowing or simply IR cropping (see
Section 4.3.2), down to approximately 500 Hz in the constructed room.
It has also been commented on the flat reconstruction of the lowest fre-
quencies while preserving the ITD, below 100 Hz in the case of our room
(see Section 4.3.3). There remains therefore a gap in the spectrum to be
completely resolved, the band between 100-500 Hz.
Important information is found in this spectral band, such as torso
and shoulder reflections, which are used as perceptual cues for localization,
especially for elevated directions [24, 88, 185]. If measurements are done in
a non-anechoic room, this band is usually contaminated with room reflec-
tions, since the dimensions and proportions of a common room (distances
from the ears to the walls, floor and ceiling between 0.5 and 2 meters) co-
incide with the generation of main reflections that affect this band (comb
filtering effects between 680 and 170 Hz). It is also interesting to note that
if the information in this band between 100-500 Hz is correct and reliable,
the spectral reconstruction below 100Hz can be based on these frequency
values immediately above and will be more accurate and real.
In this section, a method is proposed to eliminate reflections below
500 Hz of the measured BRIRs, by means of a proper compensation of the
most significant reflections. It will be firstly described as a general method
and secondly validated with an example and a real measurement from our
constructed room. The proposed method employs measurements with a
microphone array and uses Plane Wave Decomposition (PWD) to extract
the reflections from measurements of the room.
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4.4.1 Problem formulation and background
To set the basis for describing the generalized method, the basic notation
will be defined and the description of the problem will be presented. In
addition, the theoretical background of PWD not previously commented










Figure 4.14. Anechoic and non-anechoic HRTF measure-
ment (a) Anechoic measurement with no reflections (b) Non-
anechoic measurement with relevant early reflections
Considering an ideal anechoic environment, as in Figure 4.14 (a), the
sound pressure measured at one of the ears resulting from a sound source
signal, s(t), coming from the spatial direction defined by the azimuth and
elevation angles (φs, θs), can be expressed as:
yd(t) = s(t) ∗ hd(t;φs, θs) ∗ hhrir(t;φs, θs) (4.11)
where ∗ denotes convolution and hd(t;φs, θs) is the direct-path acoustic
channel. The term hhrir(t;φs, θs) represents the head-related impulse re-
sponse (HRIR) corresponding to direction (φs, θs).
In non-anechoic conditions, as represented in Figure 4.14 (b), multiple
reflections coming from the different surfaces occur inside the room and the
measured acoustic pressure now contains a non-desired component as:
y(t) = yd(t) + yr(t) (4.12)
with








where M is the total number of significant reflections and hm(t;φm, θm)
denotes the acoustic impulse response for the acoustic path of the m-th
reflection coming from direction (φm, θm). As a result, the measured HRIR
in a non-anechoic measurement setup will include the anechoic HRIR plus
the contribution of the non-desired acoustic path components:




hm(t;φm, θm) ∗ hhrir(t;φm, θm)
In the frequency domain, the measured HRTF translates to the addi-
tion of the anechoic HRTF plus multiple reflections coming from different
directions, filtered by their corresponding traveled acoustic channel, i.e.




Hm(ω;φm, θm)Hhrtf (ω;φm, θm)
where Hm(ω;φm, θm) represents the Fourier transform of the reflection
acoustic path hm(t;φm, θm) and Hhrtf (ω;φ, θ) is the Fourier transform of
hhrir(t;φ, θ).
BRIR cropping limitation
Consider a non-anechoic measurement scenario, as in Figure 4.14 (b). At
the listening position, the arriving signal is a mixture of the direct sound
and two typical significant room reflections. In this example they are mainly
originated on the floor and the ceiling. However, the lateral and opposite
walls also produce reflections, but they are not considered here for the
sake of simplicity. A typical measured impulse response in such type of
scenario is shown in Figure 4.15, corresponding to a medium-size room with
a standard ceiling height of 2.6 meters. For a source to listener distance of 1
meter and a source to ceiling distance of 2 meters, the floor reflection arrives
at 4.5 ms, while the ceiling reflection arrives at 12 ms approximately. The
direct signal and the two main reflections can be identified arriving after
the main signal.
Cropping the measured response before the arrival of the first echo
would preserve the direct path and eliminate subsequent reflections, but
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such a short window implies a significant loss in frequency resolution, which
at lower bands can be considerably critical. However, for the high-frequency
part of HRTF this procedure may be sufficient. As commented in Section
4.3.2, the frequency resolution of a time window is given by Equation 4.10.
Consider the response of Figure 4.15 as an example. The first reflection
arrives approximately 4.5 ms after the direct signal, so if the impulse re-
sponse is cropped to a duration of 4 ms, the resulting frequency resolution
is just 250 Hz, which can be enough for high frequencies but will ruin the

















Figure 4.15. Typical impulse response in non-anechoic mea-
surement room with large floor and ceiling reflections
Plane Wave Decomposition background
A given sound field can be decomposed into its plane wave components ac-
cording to the principle of superposition. Assuming a continuous pressure
distribution P (ω;φ, θ, r0) on an open sphere, and its corresponding spatial
Fourier coefficients, P̊nm(ω; r0), the Plane Wave Decomposition (PWD)
would return the plane wave components D for a specific spatial decompo-
sition direction and angular frequency (ω;φd, θd):










) P̊nm(ω; r0)Y mn (φd, θd) (4.16)
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The angular functions Y mn (φ, θ) are referred to as spherical harmonics:








where Pmn (cos θ) are Legendre functions of the first kind of order n and
mode m. The radial part in Equation 4.16 depending on ω and r0 is written
in terms of jn, which is the nth-order spherical Bessel function of the first
kind.
In practice, the pressure distribution on the sphere is sampled at a lim-
ited amount of discrete spatial sampling nodes. As a consequence, discrete
sampling schemes resolve spherical harmonics up to a maximum order N .
While ideal PWD for N → ∞ corresponds to a spatial Dirac pulse, or-
der truncation results in a widened main lobe and additional side-lobes,
decreasing substantially spatial resolution. In fact, practical signal pro-
cessing applications may limit the maximum order N , so that N < ωc r0 to
reduce aliasing contributions arising from discrete spatial sampling. For M
discrete microphone positions defined by a quadrature grid on the sphere,





βjP (ω;φj , θj , r0)Y
m
n (θj , φj)
∗ (4.18)
where βj are weighting factors that account for the selected spatial grid.
Radial filters compensate for the radial portion of the Helmholtz equa-
tion, scaling the amplification gain of spherical harmonic modes. Radial
filters depend on the sphere configuration, which describes whether sensor
nodes on the sphere are in free field or mounted on a rigid body. For an
open measurement sphere with pressure transducers, as the radial part in
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where h
(2)
n denotes the spherical Hankel function of the second kind.
In a practical scenario, radial filters are not assumed to cover the entire






, leading to unstable array responses at lower frequencies
due to noise amplification. Thus, the amplification of higher modes is
limited in practice to a reasonable value, although the limiting operation
results in a loss of spatial resolution at lower frequencies. Taking into
account both the limited order imposed by discrete spatial sampling and
the effect of radial filters, the response signal for a frequency/direction
(ω;φd, θd) is obtained by












n (φd, θd) (4.21)
Despite the use of non-critical radial filters have an impact on the effec-
tive operational bandwidth of spherical arrays and therefore ideal constant
directivity PWD response is distorted for very low frequencies, such limi-
tation is not really relevant here, as can be seen with the validation of the
method with real measurements (Section 4.4.3).














Figure 4.16. Block diagram of the proposed method
As already discussed, FDW or simple cropping can be applied to extract
the information related to the high-frequency range of the desired response.
However, additional processing is necessary to preserve low-frequency in-
formation while minimizing the effect of room reflections.
The general processing scheme of the proposed method is shown in
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Figure 4.16. The bottom branch is aimed at processing the low-frequency
part of the input BRIR signal. The effect of room reflections is cancelled
based on the directional information extracted by a spherical microphone
array and sound field analysis techniques. The top branch extracts the high-
frequency information of the desired signal. The input BRIR is cropped
before the arrival of the first reflection to keep only the direct path, leaving
only the high-frequency information.
An important aspect of the proposed approach is the lowest frequency
limit to be achieved, which is set at 100 Hz. For frequencies below this limit,
the magnitude of the HRTF is practically flat and can be reconstructed,
as described in Section 4.3.3. A frequency limit of 100 Hz implies a time
interval of 10 ms after the arrival of the direct sound (or 480 samples for a
sampling frequency Fs = 48 kHz). Thus, reflections occurring within such
time window are the ones that must be properly handled. Note that the
proposed technique effectively extends the frequency range of non-anechoic
HRTF measurements to cover an important part of the low-frequency re-
sponse, between 100 and 500 Hz or even 1 kHz depending on the reflections
time of arrival.
The proposed method involves the use of different sound capture tech-
niques and loudspeaker set-ups. For the sake of simplicity, let us consider
only the removal of the floor reflection. The suppression of the ceiling re-
flection can be addressed by extending the same procedure in a similar
manner. Nonetheless, reflections in the ceiling can be avoided more easily
by means of suitable acoustic panels, as they are not stepped on.
The following steps describe the general procedure of the proposed
method to remove the reflections of the low-frequency part of the BRIR.
Step 1: HRIR cropping
Let us assume the non-anechoic HRTF measurement set-up depicted in
Figure 4.17 (a), corresponding to a source direction (φs, θs). As an exam-
ple, the frontal direction φs = 0 and θs = 0 is considered, obtaining the
measurement h̃hrir(t; 0, 0), which follows the model of Equation 4.15. The
first and most relevant reflection affecting the measurement comes from the
floor surface, with direction (φs, θ1). There are many other contributions
arriving to the listener, but since they arrive considerably later, they can
be discarded by cropping. The measured response can be cropped before
the arrival of this first room reflection by selecting a cropping time T1.
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H1(fs, q1)
q1





















Figure 4.17. Measurements for the correction procedure.
(a) Non-anechoic HRTF measurement (b) Impulse response
measurement with ominidirectional microphone and acous-
tic channel estimation based on spherical array processing
(c) Echo path impulse response measurement (d) Echo path
HRTF measurement
However, depending on the type of cropping window used, such short time
results in a poor frequency resolution, e. g. between 250 Hz and 500 Hz for
T1 = 4 ms, following the example of Figure 4.15. Thus, the HRTF could
only be measured reliably above those frequencies, but no information will
be contained in the range between 150 Hz and 500 Hz (depending on the
chosen size of the windows).
To increase the frequency resolution a longer window with cropping
time T2 can be used. As an example based on Figure 4.15, a cropping
time T2 = 11 ms would increase the frequency resolution to 90 or 180 Hz,
extending the frequency range to a factor close to 1.5 octaves with respect
to T1. The cropping time T2 is selected slightly before the arrival time of
the second relevant reflection (see Step 2). Thus, the cropped HRIR can
be written as
h̃T2hrir(t;φs, θs) = hd(t;φs, θs) ∗ hhrir(t;φs, θs) + (4.22)
h1(t;φs, θ1) ∗ hhrir(t;φs, θ1)
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leading, in the frequency domain, to the HRTF
H̃T2hrtf (ω;φs, θs) = Hd(ω;φs, θs) ·Hhrtf (ω;φs, θs) + (4.23)
H1(ω;φs, θ1) ·Hhrtf (ω;φs, θ1)
An even more accurate high-frequency spectrum can be obtained if
FDW with several windows is applied beyond simple cropping (see Section
4.3.2), but here this process is reduced to two temporal cropping windows
for the sake of simplicity.
To estimate the actual frontal HRTF with increased frequency reso-
lution, the effect from the reflection must be suppressed. This implies
estimating not only the acoustic path corresponding to such reflection, but
also the HRIR for its direction. The following steps address such estimation
process.
Step 2: Acoustic channel estimation
The second step involves two measurements, as depicted in Figure 4.17 (b).
Impulse response measurement: First, the listener is substituted by a
flat-response omnidirectional microphone to measure the impulse response
between the source and the listener’s position, h̃(t;φs, θs). By inspecting
this response, the cropping times T1 and T2 can be determined just before
the first and second relevant reflections, respectively. Cropping the impulse
response at time T2 results in the following model for the measured signal
h̃T2(t;φs, θs) = hd(t;φs, θs) + h1(t;φs, θ1) (4.24)
or, in the frequency domain
H̃T2(ω;φs, θs) = Hd(ω;φs, θs) +H1(ω;φs, θ1) (4.25)
Spherical array measurement and PWD: Second, to separate the con-
tribution of the two described acoustic paths, an M -channel impulse re-
sponse is recorded with an spherical microphone array positioned at the
location of the previous omnidirectional microphone (Figure 4.18). Such
multi-channel impulse response is denoted as P̃ T2(ω;φj , θj), j = 1, . . . ,M ,
where the T2 superscript indicates that temporal cropping is also applied
to avoid reflections. The cropped array response is analyzed by means of
PWD, using Equations 4.18 and 4.21, to obtain the desired responses at
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Figure 4.18. Measurement with spherical microphone
directions (φs, θs) and (φs, θ1). The analysis results in the two plane-wave
components D(ω;φs, θs) and D(ω;φs, θ1).
It is important to note that, while the signals obtained by PWD are
related to the actual acoustic channels, they may contain some amplitude
differences that are modeled here by an unknown filter Q(ω) as follows:
D(ω;φs, θs) = Q(ω)Hd(ω;φs, θs) (4.26)
D(ω;φs, θ1) = Q(ω)H1(ω;φs, θ1) (4.27)
The filter Q(ω) takes into account both the frequency response effect
of the PWD and that of the microphones making up the spherical array.
By substituting Equations 4.26 and 4.27 into Equation 4.25, and omitting
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At this point, an estimate of the main acoustic paths have been ob-
tained, but the effect of the HRTF for the direction of the main reflection
is still completely unknown. The third step addresses such issue.
Step 3: Reflection path measurements and suppression
As illustrated in Figure 4.17 (c), the acoustic transfer function is again
measured with the omnidirectional microphone, but this time using a loud-
speaker placed on the floor and oriented towards the direction of the reflec-
tion θ1. It should be mentioned that the measured acoustic channel, de-
noted as h̃1L(t;φs, θ1), includes the bass enhancement effect resulting from
the floor placement of the loudspeaker. Indeed, due to the speaker bound-
ary interference response [186], the loudspeaker behavior in Figure 4.17 (b)
for frontal radiation is different from the one observed when the loudspeaker
is placed on the floor. Note that, due to the orientation of the loudspeaker,
the reflections will arrive later in time than T2. Then, as with h̃
T2(t;φs, θs),
this new response is also cropped with the same window length to discard
reflections, resulting in h̃T21L(t;φs, θ1).
Subsequently, the microphone is substituted with the subject, measur-
ing and cropping the HRIR from that direction (see Figure 4.17 (d)). The
resulting HRTF can be written as:
H̃T2hrtf (ω;φs, θ1) = Hhrtf (ω;φs, θ1) ·H1L(ω;φs, θ1) (4.32)
whereH1L(θ1) is the frequency-domain equivalent of h1L(θ1), already known
from the onmidirectional microphone measurement. Thus, the HRTF for
the echo direction can be estimated as:




Finally, according to Equation 4.25, an estimate of the echo-free HRTF
for the desired source direction can be obtained as:
Ĥhrtf (θs) =
H̃T2hrtf (θs)− Ĥ1(θ1)Ĥhrtf (θ1)
Ĥd(θs)
(4.34)
where the azimuth angle φs and frequency ω have been again omitted for
notation simplicity.
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4.4.3 Validation of the method with real measurements
Real experiments that have been carried out to validate the proposed re-
flection compensation method. To analyze the performance, measured and
corrected HRTFs have been compared to the corresponding HRTFs ob-
tained in an anechoic chamber using the same measuring equipment.
The actual measurements of BRIR, and the acoustic paths recorded
with the spherical matrix and an omnidirectional microphone were taken in
the constructed room described in Section 4.2, and the verification measure-
ments were taken in an anechoic chamber. The Earthworks M30 [187] mi-
crophone was used to measure the required omnidirectional impulse respon-
ses at the different stages of the method. The spherical array recordings
were captured by an em32 Eigenmike from mh acoustics [188], composed by
32 individual electret capsules inserted on a rigid sphere of radius 4.2 cm,
following the shape of a pentakis dodecahedron with the transducers placed
at its vertices. The BRIR measurements were acquired with the Brüel &
Kjær Head And Torso Simulator (HATS) 4100 [189]. The direction selected
to carry out the experiment was the frontal one, (φs = 0
◦, θs = 0
◦). All the
recordings considered a sampling frequency of Fs = 48 kHz.
The PWD processing was performed by means of the open-source
SOFiA MATLAB library [190]. The Eigenmike array allows a spherical
harmonic decomposition up to the order N = 4. The reflection from the
back and lateral walls are not considered now in the low-frequency process-
ing, since they are highly absorbed by acoustic materials placed on these
surfaces. The reflection on the ceiling can be handled following the same
procedure as the one on the floor, but using complementary measurements
from the elevated loudspeaker array.
The processing dealing with echo suppression will consider the fre-
quency range between 100 and 1000 Hz. As already described, frequencies
above 1000 Hz can be reliably measured by cropping the measured HRIRs.
On the other hand, the magnitude response of HRTFs below 100 Hz is
completely flat, and its phase can be easily reconstructed by ensuring that
the ITD is properly preserved at low frequencies.
HRIR and impulse response cropping
As a first step, both the BRIR to be compensated and the room impulse
response, are measured with the dummy-head device and the flat-response
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omnidirectional microphone, respectively. Thus, the signals h̃hrir(t; 0
◦, 0◦)
and ĥ(t; 0◦, 0◦) are acquired. Since all the measurements correspond to the
same azimuth φs = 0
◦, the azimuth angle will be omitted for simplicity
in what follows. Given the specific geometry of the measurement set-up,
the reflection from the floor arrives approximately at 4.4 ms (211 samples
after the direct sound, at Fs = 48 kHz), leading to a low-frequency limit
between 1/0.0044 = 227 Hz to 454 Hz depending on the windowing em-
ployed. Following the approach described in the Section 4.4.2, T1 is fixed
to 200 samples in order to avoid this reflection. The acquired impulse re-
sponse is shown in Figure 4.19, where such main reflection can be clearly
identified, as well as the second one. Therefore, T2 is fixed just before this
second reflection at 420 samples. Note that the longer window T2 contains
the effect of the first reflection that must be suppressed with the proposed
compensation method. The windows used to crop the measured temporal
responses are also depicted in Figure 4.19, which have the shape of a soft
decay rectangular window having a Hanning profile.















Figure 4.19. Measured impulse response from the frontal
direction, h̃(t; 0◦, 0◦), and selected cropping windows
Acoustic channel estimation
In the next step, the multichannel impulse response at the same location
is measured with the Eigenmike spherical microphone array, extracting the
signals D(ω, 0◦) and D(ω,−45◦) by means of PWD. Both are represented
in Figure 4.20 for the frequency range of interest. The result after per-
forming the equalization operation of Equations 4.30 and 4.31 are also
represented as Ĥd(0
◦) and Ĥ1(−45◦). It can be seen that the sum of both
corrected answers (Ĥd(0
◦) + Ĥ1(−45◦)) perfectly matches the original fre-
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quency response measured with the omnidirectional microphone, H̃T2(0◦),
which includes the combination of the two paths. The need for such equal-
ization is also demonstrated by showing the addition of the two PWD sig-
nals (D(0◦) + D(−45◦)), which results in a magnitude difference between
10 and 12 dB due to factors such as the frequency response of the array
capsules and other effects derived from the PWD processing.
Figure 4.20. PWD Components, D(0◦) and D(−45◦), and
estimated acoustic channels, Ĥd(0
◦) and Ĥ1(−45◦). The addi-
tion of the two estimated acoustic paths matchs the measured
omnidirectional response H̃T2(0◦)
Figure 4.21. Measured (H̃hrtf (−45◦)) and compensated
(Ĥhrtf (−45◦)) HRTFs from the echo direction, together with
the inverse of the measured transfer function H̃1L(−45◦)
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Reflection path measurements and compensation
For the next measurement step, the HRTF for the reflection direction must
be properly estimated. To this end, a loudspeaker having the same azimuth
angle, φs = 0
◦, but from the lower loudspeaker array, is selected. This
loudspeaker has the elevation angle of the reflection (θs = −45◦) and points
towards the listener position. The response is measured both with the
flat-response microphone and with the dummy-head device, resulting in
the signals h̃hrir(t,−45◦) and h̃1L(t,−45◦), respectively. Due to the back
radiation of the loudspeaker on the floor, the original room transfer function
presents a relevant boost in the range 100−250 Hz. The compensation is
performed by applying Equation 4.33. To this end, a regularized inverse
filter [191] with β = 0.05 is considered. Figure 4.21 shows the measured
H̃hrtf (−45◦), the inverse filter H̃1L(−45◦)−1 and the compensated version
Ĥhrtf (−45◦), in the frequency domain for the frequency range of interest.
As observed, the result is the cancellation of the low-frequency boost at the
frequencies of interest, with a reduction in magnitude close to 5 dB.
Figure 4.22. Measurements in the anechoic chamber
Final HRTF estimation and discussion
The last step corresponds to the final estimation of the reflection-free HRTF
for the frontal direction, as given by Equation 4.34. Anechoic chamber mea-
surements were acquired under the replica of the measurement conditions
of the non-anechoic configuration, as shown in Figure 4.22. Thus, the same
distance between the source and the listener and the same measurement
equipment was considered to avoid changes due to different loudspeaker
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responses. The compensated low-frequency response obtained from the T2
window is crossed-over at 1 kHz with the high-frequency response obtained
by the T1 cropping. Following the experimental set-up described above, the
result for the HRTF obtained after processing the high and low frequen-
cies separately and adding them back together is shown in Figure 4.23.
The corresponding anechoic measurement is shown together to evaluate
the temporal error in the equivalent HRIR.
In order to properly interpret the results, different frequency responses
have also been represented in Figure 4.24. Firstly, the HRTF measured
in the anechoic chamber, Hhrtf (0
◦, 0◦), is shown as reference and target.
On the other hand, the figure also shows the non-compensated HRTFs




◦, 0◦) and H̃T2hrtf (0
◦, 0◦). Finally, the HRTF estimated with
the proposed compensation method, Ĥhrtf (0
◦, 0◦), is represented.















Figure 4.23. Comparison between the compensated HRIR
and the corresponding measurement in anechoic chamber
The responses corresponding to all the non-anechoic curves overlap in
the high-frequency range (above 1 kHz), as expected from the the sub-band
processing scheme. In the low-frequency range, the two non-compensated
responses show undesired effects. The response obtained from the longer
window T2 presents a remarkable comb filtering effect resulting from the
main reflection on the floor. This effect is highly mitigated in the response
corresponding to the the shorter T1 windowing, although other inaccuracies
appear derived from the loss in frequency resolution and, to a less extent,






















Figure 4.24. Comparison between the anechoic, non-
compensated and compensated HRTFs
contrast, the HRTF obtained with the proposed compensation method is
free from the low-frequency ripples produced by the room reflections and
shows a response that is closer to the one measured in the anechoic chamber.
The most notable differences between the compensated HRTF and the
anechoic one appear in the 100-150 Hz band, which are probably due to
the effects caused by the T2 cropping window. However, above this fre-
quency, the results are very well aligned with the objective of the proposed
method, which aimed at the full-band suppression of room reflections in
non-anechoic HRTFs. This can be more clearly observed in Table 4.1,
which shows a more detailed evaluation of the error. It contains the av-
erage error with respect to the anechoic response for the estimated and
non-compensated signals in half octave bands (according to ISO standard
frequencies). The error has been computed by averaging the absolute value






∣∣∣∣H̄hrtf (ωk)[dB]−Hhrtf (ωk)[dB]∣∣∣∣ (4.35)
where Ni denotes the number of frequency bins in band Bi and H̄hrtf (ωk)
the response under evaluation at the k-th frequency bin. For the compen-
sated version, the error is always below or around 1 dB, except for the
first band due to the reason previously commented. However, for the non-
compensated version T1, the error is higher than 5 dB for one band and is
around 3 or 4 dB for other two bands. An important result is the obtaining
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of the 500-700 Hz band, which contains the effect of shoulder reflections.
The numerical analysis of the measurements confirms both the validity of
the proposed method and its advantages.
Finally, it is worth commenting on an interesting aspect that, although
not related to the low-frequency correction of the response, is important
to take into account. By looking at the HRTF results, some differences
are observed around 4-5 kHz. There is a level mismatch between the ane-
choic signal and the estimated HRTF. Such undesired effect is thought to
be related to the acoustic diffraction caused by loudspeaker edges. In fact,
when measuring inside the non-anechoic constructed room, speakers fol-
lowed a circular array arrangement, working as an infinite screen. As a
result, diffraction is minimized and it might occur at a much lower ampli-
tude. On the other hand, the loudspeaker in the anechoic chamber was
set alone, producing wave diffraction on the edges. As a result, the frontal
radiation due to this effect appears as peaks in the temporal response after
the arrival of the direct sound. Note that the array-based measurement
set-up improves this issue, obtaining an even clearer HRTF.
ISO 1/2 octave band Non-compensated T1 Compensated
125 - 175 Hz 1.36 dB 2.21 dB
175 - 200 Hz 3.84 dB 0.47 dB
200 - 250 Hz 4.44 dB 0.44 dB
250 - 350 Hz 5.16 dB 0.77 dB
350 - 500 Hz 1.81 dB 1.18 dB
500 - 700 Hz 3.10 dB 0.42 dB
700 - 1000 Hz 2.28 dB 1.09 dB
Table 4.1. Average error per 1/2 octave band for the non-
compensated measurement and the proposed method with re-
spect to the anechoic measurement
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4.5 Supplementary headphones measurements and
compensation filters
As described in Chapter 3 Effects of Headphones in perception, the response
of the headphones employed to reproduce binaural sound has an important
influence on perceptual characteristics such as perceived quality and spa-
cialization. The localization of sound sources and the naturalness of the
timbre are affected by the response of the headphones [67, 115], which can
ruin the realism and accuracy of the binaural listening experience.
For an authentic simulation, the auralization system should be trans-
parent, so the synthesized signal should be indistinguishable from the nat-
ural sound field. Therefore, one main concern is to optimize the compensa-
tion of the electroacoustic transducers involved in the binaural simulation
system. The loudspeaker and the microphones used for BRIR recording
and the headphones used for reproduction need to be considered in this
compensation.
Headphones have a non-flat frequency response, therefore, it is neces-
sary to use an equalization filter to compensate the effect of the Headphone
Transfer Function (HpTF). Essentially, the transfer function of the head-
phone should be cancelled out with the equalization filter, so that when
playing the equalized signal through the headphones, both transfer func-
tions should counteract each other and the listener receives an unaltered
version of the rendered binaural audio [95].
When evaluating headphone compensation, it should be kept in mind
that the transfer function of the headphone comprises of the transfer func-
tion of the transducer itself and of the transfer function from the trans-
ducer to the individual’s ear canal [192]. Appropriate design goals for
headphone frequency responses have been proposed [73, 116, 193, 194], and
depending on the application, free-field or diffuse-field responses calibrated
headphones are accepted. However, according to measurements in [115],
differences in frequency responses of different headphones can be as large
as variations in HRTFs. Besides, depending on the type of headphone
(extraaural, circumaural, supraaural, suspended on concha etc.), leakage
due to small air gaps was shown to contribute to variability in the low
frequency response [195]. Furthermore, the variability of measurements of
Headphone Transfer Functions (HpTF) for different subjects is significant
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and perceptually noticeable [95, 116]. For a single headphone, both stud-
ies revealed interindividual differences up to ±10 dB. Therefore, individual
headphone compensation was recommended for binaural reproduction by
different authors [77, 95, 116, 196].
The HRTF and HpTF are highly dependent on the morphology of the
ear [194]; therefore, the highest degree of authenticity is only achieved when
an individualized pair of HRTF and headphone equalization filter (HpEQ)
are used [192]. Even equalization of headphones with generic non-individual
HpEQ filters still yield significant perceptual benefits compared to unequal-
ized reproduction [197], including a reduction in coloration, an increase in
overall quality, and an improved perception of externalization and distance
[77, 197, 198]. Thus, headphone equalization is always recommended for
binaural reproduction.
Apart from interindividual variations of HRTFs and the variations of
different headphones transfer functions, the variability only due to repeated
placement of headphones on the same subject has also a certain impact
[98, 192]. For a supraaural headphone, differences of ±4dB below and up to
±10dB above 10 kHz were reported in [98], and in [192], largest differences
were reported below 500 Hz and above 10 kHz. In [98] it was shown that
the result of an equalization based on a single transducer measurement
without repositioning can become worse than having no compensation at
all. Inverse filters should therefore be derived from an average of multiple
measurements carried out while successively repositioning the headphones.
In order to compensate for the HpTF, headphone equalization filters
(HpEQ) can be calculated using frequency-dependent regularization [199],
which has been shown to perform better than other methods in perceptual
tests [200]. In general, the goal of regularization is to avoid the exces-
sive boost of certain frequencies that happens if the direct inverse of the
transfer function is used as a compensation filter, thus preventing distor-
tion and sensitivity to measurement errors [199]. In the particular case of
headphone compensation, regularization prevents the inversion of narrow
notches at high frequencies, which could lead to ringing artifacts when the
headphones are repositioned after the measurement [200]. For this reason, a
frequency-dependent regularization parameter must be set to a higher value
at frequencies where those notches are present. While this parameter has
traditionally been manually adjusted by expert listeners [97, 200], Gomez
Bolaños et al. [97] have proposed an automatic procedure by which to
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calculate it, demonstrating positive objective and perceptual results. The
latter approach is the adopted method to compensate the response of our
measured headphones. According to this method, the regularized inverse
(here called sigma regularized inverse) H−1SI (ω) of a headphone response
H(ω) is calculated with Equation 4.36,
H−1SI (ω) =
H∗(ω)
|H(ω)|2 + [α(ω) + σ2(ω)]
D(ω) (4.36)
where D(ω) is a modeling delay to ensure that the filter is causal, α(ω) is
the parameter which defines the bandwidth and maximum amplification of
the filter, and σ2(ω) is an estimator of the amount of regularization needed
within the inversion bandwidth. Equations 4.37 and 4.38 define parameters







|H(ω)| − |Ĥ(ω)| if |Ĥ(ω)| ≥ |H(ω)|
0 if |Ĥ(ω)| < |H(ω)|
(4.38)
α(ω) is calculated from a unity-gain passband filter W (ω), which de-
limits the bandwidth within which the headphones are equalized. σ(ω) is
defined as the negative deviation of the headphone response H(ω) from a
smoothed version Ĥ(ω), which will be larger in zones with narrow notches
[97].
The actual HpTF measurements carried out were made with exponen-
tial sweeps [130] (also described in previous Section 4.2.3) of 5 seconds of
duration in the 20-22000 Hz band, with 5 different repositions over each
subject. Then the Gomez Bolaños’ method [97] is employed to obtain the
individual HpEQ filters (or HpTF compensation filters) for each person
and headphone model. A 1/6 octave smoothed version of the average of
the five repositions (H(ω)) is applied to the sigma regularized inversion
method, with a 1/2 octave smoothed version (Ĥ(ω)) as the regulator for
the σ(ω) parameter. The band where the inversion is applied is 20-18000
Hz. Figure 4.25 shows the average of the responses for one headphone
model H(ω), the direct inverse H−1(ω) and the sigma regularized inverse
H−1SI (ω).
4.5. Supplementary headphones measurements and compensation filters 121





















Figure 4.25. Example of an averaged HpTF H(ω), its direct
inverse H−1(ω) and the sigma regularized inverse H−1SI (ω)
As seen in Figure 4.25, the HpEQ filter (sigma regularized inverse
H−1SI (ω)) is similar to the direct inverse of the HpTF, except that amplifica-
tion is reduced outside the defined headphone bandwidth (20-18000 Hz in
this case) and in zones with narrow notches; this is particularly noticeable
around 8 and 13 kHz.
The obtained HpEQ filters are transformed to their minimum phase
version in order to remove any possible delay and to have a short length.
In this way, these filters can be used directly to reproduce binaural content
with individualization (headphone model and personal coupling effect) with
low computational cost.
The headphones measurements performed include the response of the
microphones employed for the BRIR recording. Thus, the headphones com-
pensation filter HpEQ also corrects for the microphone responses. More-
over, the possible influence of the position of the microphones inside the
ear canal is also compensated with this filter, since both the BRIR and the
HpIR of different headphones are recorded in the same session with the
same individual microphone position.
A set of individual HpTF from various headphones models has been
measured for each different individual. With this collection, individualized
HpEQ compensation filters have been created for each subject and head-
phone model following the described procedure. The collection of measure-
ments and compensation filters of the different headphone models includes
the responses measured over the generic dummy heads Brüel 4100 [189]
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and Neumann KU100 [201].
4.6 Conclusions and future work
To conclude this chapter, a summary of achievements can be presented to
assess the work and results obtained in relation to the HRTF measurements.
A complete measurement system has been constructed from scratch,
both hardware and software. It includes the conditioning of the room acous-
tics to reduce the reverberation time and the main reflections from the walls,
the construction of a set-up with 88 loudspeakers (an array of 72 for the
horizontal plane, 8 high and 8 low positions) driven by four sound cards,
the adaptation of miniature microphones to be inserted into the ear canal
of people, and an optical laser system to place the subjects to be measured
with precision. Besides, the measurement software that allows the use of
Exponential Sweeps (ES) [130, 167] and the Multiple Exponential Sweep
Method (MESM) [154] was implemented. Additional functions were also
developed to quickly check the measurements and their accuracy, as well
as to store the measurements in SOFA format [21].
Specific and adapted post-processing has been implemented and devel-
oped in order to perform corrections and refinements in the measurements.
It includes level and speaker response corrections, removal of reflections of
mid and high frequencies with a variant of Frequency Dependant Window-
ing [175, 176] and the reconstruction of the lowest frequency band [183].
This post-processing of the measured BRIRs leads to the obtaining of quasi
HRTFs clean of reflections.
Furthermore, a new method has been proposed and validated to com-
pletely remove the reflections that affect the low frequency band (from 100
up to 1000 Hz depending on the measurement conditions and configura-
tion). It is based on measurements with spherical microphone array and
Plane Wave Decomposition (PWD), and is able to eliminate the main re-
flections of the room that are responsible for comb filtering effects in this
frequency band.
The measurement system also contemplates the individualized mea-
surements of different headphone models on each person to be measured.
The obtained HpTF is used to generate individualized HpEQ filters with
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an automatic regularized inversion method [97], which ensures the absence
of timbre coloration of the headphones and significantly improves the spa-
tial localization, the perception of externalization and the naturalness of
virtual sound sources.
The accomplishment of the initial objectives proposed in the introduc-
tion of this chapter leads to the following main conclusions:
1 - High accuracy measurements can be made with the constructed system,
with fast acquisition (2 minutes and 28 seconds) in a non-anechoic environ-
ment. A combination of different techniques and innovative solutions have
been implemented and developed to meet the requirements of accessibility
to individualized HRTF measurements, and to be performed in an afford-
able installation that does not depend on anechoic chambers.
2 - The personal measurements that are made with the constructed system
and the implemented methods enable to do research on the individualiza-
tion of the HRTF. The precision and reliability of the measurements and
therefore their usefulness is demonstrated by various experiments involving
perceptual tests, presented and described in Chapter 5.
Finally, it should also be noted that a HRTF collection of more than 30
people has been measured, as well as their individual HpTF with different
headphone models. The gathered data is of great value to investigate the
individualization of HRTF and is already being used to synthesize binaural
audio content.
Future work
Several improvements have been planned for the constructed measurement
system. The most immediate may be to increase the number of elevated
loudspeakers to acquire a denser spatial grid of real measurements. It has
also been considered the possibility of introducing a turntable to rotate the
person to be measured, thus creating a faster measurement system that can
combine static measurement points and dynamic orientation of the subject.
Interpolation techniques to increase the spatial resolution of the HRTF
collection has also been pretested over the measurements obtained. It will
be desirable to optimize an interpolation technique to our specific case.
With the aim of performing faster measurements, it would be interest-
ing to try other miniature microphone models that do not produce inter-
modulation distortions with MESM measurements. Avoiding this problem
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with different microphone models, the measurement duration could be dras-
tically reduced with a full MESM (interleaving and overlapping) probably
to less than 2 minutes.
Finally, a very interesting future work will be to refine the FDW post-
processing software in combination with the proposed method based on
PWD to eliminate reflections. A better adjustment of both methods specif-
ically for our particular room and system and considering all the directions
measured, will be very useful to obtain a complete cleaning of the reflections
of the HRTFs in an automatic and fast way.
HRTF individualization tools 5
The individualization of HRTF is a major milestone to be achieved in the
development of commercial binaural sound reproduction systems, as dis-
cussed in the Chapter 2 Background. A personal HRTF introduces such
an improvement in the perception of realistic sound, not only considering
spatial perception, that has made the individualization of HRTF a focus of
research.
HRTF individualization is useful for correcting classic perceptual prob-
lems such as front-to-back confusion, erroneous perception of elevation,
inaccuracy in the general localization of sound sources, lack of sound ex-
ternalization or inside-the-head effect [24, 202, 203, 204, 205]. All of these
perceptual problems can be eliminated by using the individual HRTF of
the listener or they can also be improved with a HRTF adapted to the per-
son’s own [68, 91, 203, 204, 206]. The basic problem of individualization
is that HRTF depends on the morphology of the individual and that our
sense of hearing is very sensitive to differences in HRTF. Thus, in order
to be accurate, HRTF must be obtained from real, direct measurements of
the individual himself. Therefore, individual HRTF can be obtained either
by directly measuring the response of the individual or by synthesizing it
from a precise 3D model of the subject’s morphology [207, 208].
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As already mentioned, an additional possibility is to adapt an HRTF
so that it becomes individualized, getting as close as possible to the in-
dividual’s own perception. In this way, the individualized binaural sound
with an HRTF that has gone through an individualization process can solve
one or several of the problems listed above, obtaining a significantly more
correct result that can be crucial depending on the case of use or appli-
cation. There is therefore a need for tools to induce individualization of
HRTF. There are different strategies to try to individualize HRTFs. An
introduction to different techniques can be found in Section 2.4.3 HRTF
individualization techniques.
In this work the HRTFs are studied from a perceptual point of view
in order to propose some of these useful tools from a practical perspective,
with the general aim of the individualization of the HRTF. The study of
HRTF has been divided into two different parts, on the one hand the analy-
sis of the spectral form (magnitude of the HRTF) and on the other hand the
investigation on the temporal interaural relations (Interaural Time Differ-
ence, ITD). This criterion is given by the studies which have demonstrated
that a minimum phase HRTF together with the reconstruction of the ITD,
results in HRTF perceptually indistinguishable from the originals, given
that our sense of hearing is little sensitive to phase variations without a
previous reference [82, 209, 210, 211, 212]. Thus, it has been sought the de-
velopment of individualization tools for the magnitude of the HRTF (which
can be corrected to be minimum phase) and for the ITD. In this way, the
results of both studies are perceptually complementary.
In Section 5.1 HRTF magnitude parametric modeling, a method for
parametrizing the HRTF magnitude has been analyzed and tested. The
tested algorithm manages to extract the values of the relevant peaks and
notches in the HRTF and synthesize them with a set of filters. This
parametrization gives the possibility to study perceptually the personal
variations of the HRTF, giving freedom to manipulate and simplify them
if desired. In this case, a method for direct individualization of the magni-
tude has not been developed, but a tool for its manipulation that can be
used for fast and efficient modeling that allows its adaptation.
In Section 5.2 ITD scaling, a perceptual study in relation with different
variations of ITD is presented. The confrontation analysis of the percep-
tual results together with antropometric data has led to the generation
of a simple tool (from a practical point of view) for individualization of
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ITD. Adaptation is achieved through the scaling of the ITD towards the
individual’s own values.
5.1 HRTF magnitude parametric modeling
5.1.1 Introduction and motivation
Generic binaural cues can be classified into interaural differences (ITD and
ILD) and timbre variations produced by spectral modeling of sound as it
reaches the eardrum [2]. When there are no interaural differences or these
are very small, for example in the middle sagittal plane (or median plane) of
the listener, the spectral modeling (i.e. the shape of the HRTF magnitude
of each ear) is used perceptually for the location of sound sources. Spectral
information (HRTF) is therefore of great relevance for sound localization,
especially for critical locations such as positions at different elevations [78]
or in the so-called cone of confusion, which have the same ITD cues, or the
torus of confusion which have the same ILD cues [213].
Determining the fundamental frequencies of the peaks and notches of
the HRTF is therefore of great interest for the general study of spatial sound
perception, as well as for the synthesis of HRTFs [214]. Specifically, spectral
distortions caused by pinnae in the high-frequency range approximately
above 5 kHz act as cues for median plane localization [78]. That is, the
shape of the spectrum in the high frequency range is a key cue responsible
for the perception of the elevation of a sound source. Mehrgardt and Mellert
[209] have shown that the spectrum changes systematically in the frequency
range above 5 kHz as the elevation of a sound source changes. Shaw and
Teranishi [193] reported that a spectral notch changes from 6 to 10 kHz
when the elevation of a sound source changes from -45° to +45°. Iida et al.
[215] concluded that spectral cues in median plane localization exist in the
high-frequency components above 5 kHz of the transfer function of concha.
Hebrank and Wright [216] carried out experiments with filtered noise and
reported that spectral cues of median plane localization exist between 4
and 16 kHz; front cues are a 1-octave notch having a lower cutoff frequency
between 4 and 8 kHz and increased energy above 13 kHz; an above cue
is a 1/4-octave peak between 7 and 9 kHz; a behind cue is a small peak
between 10 and 12 kHz with a decrease in energy above and below the peak.
Moore et al. [217] measured the thresholds of various spectral peaks and
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notches. They showed that the spectral peaks and notches that Hebrank
and Wright regarded as the cues of median plane localization are detectable
for listeners, and thresholds for detecting changes in the position of sound
sources in the frontal part of the median plane can be accounted for in
terms of thresholds for the detection of differences in the center frequency
of spectral notches. Asano et al. [218] carried out median plane localization
tests with the HRTFs smoothed. The results indicate that major cues for
judgment of elevation angle exist in the high-frequency region above 5 kHz,
and that the information in macroscopic patterns is utilized instead of that
in small peaks and dips.
The results of these previous studies imply that spectral peaks and
notches due to the transfer function of the pinnae in the frequency range
above 5 kHz prominently contribute to the perception of sound source ele-
vation. Furthermore, there might be a potential of HRTF modeling based
on the knowledge on spectral cues.
Then, the median plane is perfect for testing any HRTF modeling al-
gorithm. The median plane, by minimizing interaural differences, allows to
concentrate on HRTF modeling without taking into account the temporal
relationships between the two ears, i.e. the ITD. Thus, if a HRTF modeled
for the median plane produces a correct localization of the sound source,
we can confirm that the HRTF modeling is correct without the influence
of other interaural variables. The ITD can then be synthesized in parallel
by other methods to obtain a complete HRIR.
There are previous methods for modeling the magnitude of HRTF.
Parametric methods describe HRTFs with a limited set of parameters, re-
ducing the amount of information needed to encode HRTFs [219]. Blommer
and Wakefield [220] present a parametric model based on logaritmic error
criterion, Haneda et al. [221] and Liu [222] propose common-acoustical-pole
and zero models, Durant and Wakefield [223] suggest the use of their imple-
mented method of modeling based on genetic algorithms, and Kulkarni and
Colburn [224] provide with two IIR model arquitectures. All these methods
are focused on looking for a model that simplifies HRTF to perform more
efficient processing, but all of them (except for [224]) do not provide per-
ceptual validation. Iida et al. [225] present a parametric model to extract
and recompose peaks and notches of HRTFs; they perform perceptual tests
to investigate the role of the extracted parameters and conclude that the
parametric HRTF recomposed using the first and second notches and the
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first peak provides almost the same localization accuracy as the measured
HRTFs. This modeling concentrates on correctly determining each peak
and notch to obtain an accurate parameterization of the HRTF.
The present work about HRTF modeling has two purposes:
1 - The first is to evaluate an already existing method to parametrically
model spectrums [226] to see if it is capable of model HRTF that simulates
the vertical localization of sound. The parametric HRTF is recomposed
only of the spectral peaks and notches extracted from a measured HRTF,
and the spectral peaks and notches are expressed parametrically as a filter
with central frequency, gain, and quality factor. Vertical sound source lo-
calization in the median plane is evaluated to avoid interaural differences.
2 - The second is to explore the number of parametric filters that determine
the spectral resolution (number of peaks and notches of the HRTF) needed
to preserve the vertical localization. A reduced number of filters can pro-
vide with a simpler HRTF model that can have a significant computational
advantage. Besides, a perceptually appropriate low-order representation of
the HRTF may provide insight into sound localization mechanisms. This
information can be very useful, as gaining this insight could result in com-
putational methods for generating HRTFs that would not rely upon making
empirical measurements from individuals.
In pursuit of these goals, a perceptual experiment was conducted. In
this experiment, different subjects compared their own individually mea-
sured HRTFs with simplified versions of them. The simplified versions
of these HRTFs include only some of the original peaks and notches. To
model these peaks and notches, a parametric modeling method previously
developed in the doctoral candidate’s research group [226] was used. This
parametric modeling method was originally intended to generate efficient
filters for equalizing loudspeakers, and provides an optimized chain of sec-
ond order section (SOS) where each section is an IIR PEAK filter, defined
by the parameters gain, central frequency and quality factor. The percep-
tual experiment aims to test the already existing modeling method with the
different purpose of modeling HRTFs, and wants to find out the number of
peaks and notches that need to be modeled to achieve localization results
comparable to those achieved with individual HRTFs measured from real
subjects.
The methods used to carry out the perceptual experiment are described
below, detailing the HRIR measurement and the pre-processing used in the
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experiment. This is followed by a presentation of the parametric model
procedure and a description of the perceptual tests performed. Finally,
the results are analysed and some conclusions are extracted from the data
obtained.
5.1.2 Individual HRIR measure and preprocessing
HRIR measurement
To measure the individual HRIRs in different vertical positions, a specific
support was built in the shape of an arc of circumference to hold the loud-
speakers in five angles of the median plane (65°, 40°, 15°, 0° and −20°)
equidistant from the subject’s ears 1.5 m (Figure 5.1). As these angles will
be employed in the perceptual test, an acoustically transparent curtain was
placed in front of the loudspeaker setup (Figure 5.2) to avoid visual cues or
to reveal the location of test positions to the measured subjects who will
subsequently perform the perceptual test.
Figure 5.1. Loudspeakers for the measure of the median
plane individual HRTFs
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The HRIRs of the different angles were measured for each subject fol-
lowing a procedure similar to that explained in Section 4.2.4 (but with the
different speaker setup). Miniature omnidirectional microphones Knowles
FG23329 (described in Section 4.2.2) were employed to measure with block-
ing ear canal i.e. blocking meatus condition [83]. The microphones were
placed inside the ear canal using a soft earplug with a hole in the mid-
dle (see Figure 4.6 for examples), which allows reliable measures and is
easy to implement [67, 178]. Then, exponential sweep signals were used
for measuring the impulse responses [130], as is fully described in Section
4.2.3.
Figure 5.2. View of the set up for the measure of the HRTFs
from behind the acoustically transparent curtain
Loudspeakers response correction
The loudspeaker responses were also measured individually with the same
procedure, using the same microphones employed to measure the HRIR of
the subjects. The magnitudes of these loudspeaker measurements were used
to correct each of the measured HRTF of the subjects, with a procedure
similar to that described in Section 4.3.1. Smoothed 1/3-octave versions of
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the loudspeaker inverted responses were applied to the individual measured
HRTFs (each vertical position was corrected with the corresponding loud-
speaker response), and the final responses were reduced to 2048 samples.
This makes it possible to eliminate the effect of the loudspeakers and the
error due to possible disparities between them.
Removal of reflections
The measurements acquired were actually Binaural Room Impulse Respon-
ses (BRIRs), because they also include the reflections of the room. Then, a
variant of the Frequency Dependant Windowing (FDW) method described
in Section 4.3.2 was employed to remove those reflections and obtain quasi
HRIRs. The acoustic treatment of the experimental room produces rather
damped reflections, so the FDW achieves very good results in these mea-
surements. With this process the main room reflections recorded in the
BRIR were mostly erased, but preserving the information of the personal
HRIR. Five variable time windows are used in this case. The time win-
dows employed were basically rectangular with a fade out at the end (half
Hanning) to allow for a soft transition. The first reflection due to the room
geometry is found 24 samples away from the peak of the impulse response
(sampling frequency 48 kHz). Hence, five different lengths were used to
separate information of the impulse response, 24, 48, 96, 192 and 384 sam-
ples. As the HRIRs were recorded with a sampling rate of 48000Hz, these
windows provide a spectral resolution of 2000, 1000, 500, 250 and 125 Hz
respectively. A Fast Fourier Transform (FFT) were applied to these five
pieces of temporal information. From the resulted spectra, the correspond-
ing subband was taken according to the different resolutions of the temporal
windows. Then, the five spectral subbands were collected to construct the
magnitude response, 125 to 250 Hz, 250 to 500 Hz, 500 to 1000 Hz, 1000 to
2000 Hz and 2000 to 20000 Hz. The transitions between the subbands were
summed with a 1/6 octave of resolution to smooth the response and avoid
unwanted distortions in the transitions. Figures 4.11 and 4.12 shows exam-
ples of time windows and the corresponding extracted frequency bands (for
a different number of samples and frequency bands). This methodology en-
sures that the most important frequency band for elevation (5 to 20 kHz)
is free of reflections, even though the measurements were not performed in
anechoic conditions.
As a result of the processing of the measurements, the HRTFs of each
subject were obtained in the band from 100 to 20000 Hz. In Figure 5.3, an




















Figure 5.3. Example of a measurement with reflections and
the obtained HRTF
example of an original BRTF measurement and the corresponding HRTF
obtained is shown.
Headphone compensation
Besides, the Headphone Transfer Function (HpTF) of the reference head-
phones to be used during the perceptual test was measured over the sub-
ject’s ears (five measurements with reposition for each subject).
The reference headphone Sennheiser HD800 headphone was used for
the reproduction of all the different stimuli of the test. To compensate the
spectral response of the headphone, the measured HRTFs as well as the
individualized modeled HRTFs (as will be seen in the next section) used in
the test were corrected using the automatized regularized inverse method




(ω) ·HpTF−1SI HD800(ω) (5.1)
where Hmeasure or model(ω) is the measured or modeled HRTF, HpTF
−1
SI (ω)
is the compensation filter to equalize the headphone, and Hcompensated(ω)
is the compensated response to apply to each stimulus of the perceptual
test.
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5.1.3 Parametric model description
The parametric modeling method employed for this experiment is based
on a previous algorithm initially developed to equalize loudspeakers [226]
in the same research group of the doctoral candidate, and later employed
to simulate elevation in Wave-Field Synthesis systems [227]. In this work,
the algorithm has been used to model the HRTF of different subjects. The
method described in the two previously cited papers provides a way to
compute a filter chain of Second Order Sections (SOS) PEAK IIR filters
that models the peaks and notches of an HRTF.
A peak filter is a second-order parametric filter, which enhances or
attenuates with again G(dB) at a bandwidth centered at a frequency fc,
and with a quality factor Q. Equation 5.2 shows the normalized analog
prototype peak filter where A is the square root of the filter gain in volts.
HPEAK(s) =
s2 + sAQ + 1
s2 + s 1AQ + 1
(5.2)
This minimum phase filter will be transformed to the discrete domain H(z)
by bilinear transformation, and the computation of the digital filter coeffi-
cients a1, a2, b0, b1 and b2 from the filter parameters fc, Q, G can be found
in [228].
In this experiment, the target frequency response to model is a 1/3
octave smoothed version of the measured HRTFs in the median plane. The
number of peaks and notches to model is a controlled factor Npeaks. In
order to find the chain of PEAK filters that models the peaks and notches
of the HRTFs, the algorithm is applied in two stages: First, it sets the initial
values of the parameters for the PEAK filter HPEAK i(ω). To do this it
searches the biggest area determined by a peak or notch in the HRTF to
model (Hmeasured(ω)), and assigns the parameters of the filter. The central
frequency fi is calculated as the geometric mean between the zero-crossing
points of the area, the log-gain Gi as the value of the magnitude at fi and
the quality factor Qi by looking for the -3 dB points if they exists or is
selected directly as 2.5. The second stage optimize the parameters of the
filter by performing 300 iterative random variations over the initial values
computed previously. Then, the two stages of the process are repeated for
the second PEAK starting from the new filtered response Hmeasured(ω) ·
HPEAK 1(ω).
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When the Npeaks stages of the filter are designed a postoptimization
procedure is done to improve the final response. This is performed to take
into account the interaction effects between each PEAK. Variations of the
values of the parameters in a range of 2% are applied in a process of 500
iterative random variations.
According to Equation 5.3, the resulting Npeaks PEAK filters model
the measured HRTF Hmeasured(ω) :
Npeaks∏
i=1
HPEAK i(ω) ≈ Hmeasured(ω) (5.3)
Finally, the algorithm provides with the parameters fi, Gi and Qi, as well
as the ai and bi coefficients of each PEAK filter.
A detail to take into account is that the parametric modeling process
was applied separately to each of the channels (left and right) of the HRTFs
measured, thus preserving the influence of the morphological differences






































Figure 5.4. Comparison of the HRTF measured and mod-
eled (Npeaks = 8) for different elevation angles of one subject.
(offset 20 dB)
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Figure 5.4 shows the comparison between the HRTF measured for one
person and the corresponding modeled versions employing 8 PEAK filters
(Npeaks = 8), for the elevation angles of the median plane −20°, 0°, 15°, 40°,
65°. The magnitudes are represented with a 20 dB offset to enable their
visualization, and the measured versions are represented after the removal-
of-reflections pre-processing described in the previous section and the 1/3
octave smoothing commented before.
5.1.4 Test description
The complete methods described previously of measuring, preprocessing
and modeling the individual HRTFs, as well as the headphone compen-
sation, were completely automatized. This made it possible to measure
and compute the modeled responses of a subject with different number of
peaks in just some minutes, and then have the subject ready to perform
the perceptual test.
The objective of the test is to evaluate the capability of the paramet-
rically modeled HRTFs to simulate the localization perceived with indi-
vidually measured HRTFs, and also to check how many parametric filters
are needed for that. As commented before, the median plane was chosen
to test the parametric model, because it is considered that the spectral
information is the main cue for median plane localization, not taking into
consideration the interaural differences.
Some preliminary tests performed with the parametric model made it
possible to realize the difficulty of the task of perceiving and locating the
height of a sound source in the median plane. This experience led to take
some design decisions:
– It was necessary to include a reference stimulus to compare the stimu-
lus under evaluation. The reference was chosen to be at 0° of elevation.
– The type of sounds to be reproduced in the test need to have an
important content in the two higher octaves, where is most of the
information used to locate sounds in the median plane.
– Due to the difficult of the task of locate sounds in height, expert
listeners were preferred.
– To evaluate the performing of the different number of PEAK filters
to model the HRTF, the individual measured HRTF was included in
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the test as a hidden reference.
– As the HRTF under evaluation were modeled from individual mea-
sured HRTF, the measured HRTF of another person was included in
the test as an anchor to examine the effect of individualization.
The task of the listeners was to identify the angle of the sound source
direction of the different stimuli. All the stimuli were presented to the
subjects in a double-blind manner and in a random order. The participants
could freely listen the different stimuli as many times as they wanted and
then they indicated the value in degrees of the position perceived. They
use as a reference a visual scale placed in a curtain in front of them, which
marks the values each 10° from −30° to 70°, as shown in Figure 5.5.
Figure 5.5. Subject performing the test in front of the acous-
tically transparent curtain and the visual scale (10° of separa-
tion)
The individual HRTFs of each participating subject were measured
in the median plane at the elevated angles of 65°, 40°, 15°, 0° and −20°,
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consequently the sound sources directions to test with the modeled HRTFs
were the same.
Just before the actual perceptual test was performed, a brief training
phase was conducted. In this phase, participants listened twice to some
of the real loudspeakers and were first asked about the perceived position
and then given the actual location. It was found that in the second round
of listening the participants located the elevated sound sources quite well.
In addition, this small training also helped to introduce the participants to
the task of the test. Both during the training phase and during the actual
test, participants were instructed to adopt an initial reference position with
the head facing straight towards the 0° mark of the visual reference, before
listening to each sound.
The perceptual test consists of two different parts, each of them mod-
eled a different number of peaks and notches from different spectral bands.
As previously said, spectral distortions caused by pinnae in high frequen-
cies approximately above 5 kHz are described to be main cues for median
plane localization [215, 218]. For this reason the modeling of the HRTFs
was focused mainly in high frequencies.
The first part of the test evaluated the band from 750 to 20000 Hz,
modeled with three different number of filters (Npeaks): 2, 4 and 6 PEAK
filters. A burst of 2 seconds of pink noise high pass filtered from 1000 Hz was
the sound employed. Then, the number of stimuli was: (3 modeled HRTF
+ 1 measured HRTF hidden reference + 1 other person HRTF anchor) x
5 angles = 25 stimuli. The sounds used in the test were high pass filtered
to avoid the possible roll-off effect of the first filter.
Lower frequencies were included in the localization task of the second
part of the test. The reason was to consider the possible influence of lower
frequency peaks and notches that could help in the externalization of the
sound sources. The cleaning preprocess is not perfect and some remains of
the room effect can influence the externalization of the sound sources. It
can also help to generate naturalness in the real sounds, so it was decided
to include the sound of a guitar in this part. The impulsive sound of the
chords of the guitar can be useful to localize the sound sources. A bigger
number of PEAK filters was chosen to model the extended lower frequency
band of the second part, making it comparable to the modeling of the band
of the first part.
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The second part of the test evaluated the band from 200 to 20000 Hz,
modeled with two number of filters (Npeaks): 6 and 8 PEAK filters. A
burst of 2 seconds of pink noise and a guitar sound of 5 seconds, high pass
filtered (HPF) from 300 Hz, were the sounds employed for the second part
of the test. The number of stimuli on this part was: (2 modeled HRTF +
1 measured HRTF hidden reference + 1 other person HRTF anchor) x 5
angles x 2 sounds = 40 stimuli.
Six expert listeners (2 women and 4 men) performed the test (24 to
36 years, average age of 29). The average run time was 7 and 11 minutes
respectively for each part.
5.1.5 Analysis of the results
Figure 5.6 shows the results of the first part of the test. It represents
the mean (with 95% confidence intervals) of the perceived angles for each
type of HRTF, that were chosen for all the subjects who performed the test.






















Figure 5.6. Part 1: Mean of the perceived angles for the
measured, 750-20000 Hz modeled and other person HRTFs.
For pink noise HPF 1000 Hz. (Confidence Intervals 95%)
general tendency to choose positions getting closer towards zero degrees can
be seen. In the first block, “measured” HRTF indicates the results for the
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individual HRTF measured from the subject itself, then there can be found
the results for the three HRTF “modeled” with 2, 4 and 6 PEAK filters,
and finally the results obtained with the non-individual HRTF of “other
person” that acts as anchor stimuli.
As expected, Figure 5.6 shows that the “measured” HRTF produce the
best adjustment of the answers to the real localization angles. The “mod-
eled” HRTF with 2 filters presents significant localization errors for the
elevation angles −20° and 65°, besides showing wider confidence intervals.
However, starting from 4 PEAK filters, the “modeled” HRTFs resemble
the localization performance obtained with the measured HRTFs. The
“other person” HRTF have consistent results too, but the wider confidence
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Figure 5.7. Part 2: Mean of the perceived angles for the
measured, 200-20000 Hz modeled and other person HRTFs.
For all sounds HPF 300 Hz. (Confidence Intervals 95%)
In Figure 5.7 the general results for the second part of the test are
shown. It represents the mean (with 95% confidence intervals) of the per-
ceived angles for each type of HRTF, for all the subjects who performed the
test. Similarly to the results of the first part of the test, the same tendency
to respond with angles towards zero degrees is found. In addition, it is also
observed that the results obtained with “measured” HRTF are the most
accurate and that the results of “other person” HRTF are those with the
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worst accuracy, exhibiting higher confidence intervals. Besides that, the
“modeled” HRTFs with 6 and 8 PEAK filters give similar results in the
200-20000 Hz band as the obtained in the first part of the test with the
“modeled” with 4 and 6 filters in the 750-20000 Hz band. This is logical,
since the increase in the number of filters for the second part was motivated
by the extension of the frequency band with respect to the first part, to
allow a similar resolution of the modeling in both cases.
These “modeled” HRTF versions of the second part of the test that
include lower frequencies show a slight improvement in the localization of
the lowest position −20°. This is probably due to some reflections from the



























Figure 5.8. Part 2: Mean of the perceived angles for the
measured, 200-20000 Hz modeled and other person HRTFs.
For pink noise and guitar HPF 300 Hz. (Confidence Intervals
95%)
The type of sound have a strong influence in the localization results
in the second part of the test. Figure 5.8 shows the results of the second
part of the test, with each type of sound displayed separately. The pink
noise shows more accurate results than the guitar sound. It is noticeable
that the guitar sound produces worse localization results in the case of
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“other person” HRTF. This seems to suggest that the impulsive temporal
characteristic of the sound of the guitar strings may be more influenced by
the individualized HRTF than in the case of stationary broadband noise.
5.1.6 Conclusions and future work
An experiment has been carried out to evaluate the performance of a para-
metric model for the individualization of the HRTFs in the median plane.
Individual HRTFs from real people have been measured and then have
been modeled with various numbers of PEAK filters. A perceptual test has
been performed with the same measured people and their parametrically
modeled HRTFs.
The parametric model is based on an existing algorithm [226] originally
intended to equalize the response of loudspeakers. With the conducted
experiment it has been proved that the same algorithm can be used to
model HRTFs in the median plane with perceptually similar results that
the obtained with individual measured HRTFs.
In addition, it has been shown that a low-order representation of the
median plane HRTFs also provide with enough perceptual cues to properly
localize the position of an elevated sound source. More specifically, it has
been demonstrated that starting from 4 PEAK filters, it is possible to
model an HRTF in the 750 to 20000 Hz band, which is capable of achieving
localization results that resemble those obtained with the individualized
HRTF measured. Similar results have been also obtained for the band of
200 to 20000Hz with a modeled HRTF starting from 6 PEAK filters.
Besides, the modeled HRTFs which include lower frequencies have been
found to slightly improve the localization of the lowest −20° position tested
in the median plane.
Additionally, the non individualized HRTFs included in the test as
anchor obtained worse results than the versions modeled from the individ-
ual HRTFs, which confirms the strong influence that the personal HRTF
have in the perception of elevated sound sources. In particular, non-
individualized HRTFs have been found to produce worse localization re-
sults, especially with guitar string sounds, suggesting that perception may
be more sensitive to individualization with impulsive sounds than with
broadband noise.
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According to the data obtained with the perceptual experiment, the
tested parametric model is revealed as a powerful tool to investigate the
perceptual mechanisms of the HRTF. Psychoacoustic studies on the role
of the peaks and notches in HRTF could easily be performed with this
parametric model. In addition, the data reduction that parametrization
implies can make it possible to generate computationally efficient binaural
sound.
Future work
The experience acquired in this test inspires some improvements to continue
this work in the future, both to upgrade the algorithm that performs the
parametric modeling of HRTFs and for the design of perceptual tests to
evaluate it.
It would be interesting to develop other ways of evaluating the percep-
tion of height, focusing on the comparison of positions. It would also be
desirable to compare more impulsive and natural sounds with individual-
ized and non-individualized HRTFs against synthetic broadband sounds.
From the results of these tests, it is clear that the modeling algorithm
can improve its performance by limiting the detection of certain peaks and
notches to specific bands of the spectrum.
An interesting idea to explore is to use the parameters obtained as a
result of the modeling to feed a machine learning algorithm, with which
to evaluate the perceptual mechanisms of the auditory localization. Then,
the parameters as well as the real HRTF would be the features that could
help to identify the most relevant peaks and notches (or the relationships
between them) to localize sound sources, and therefore employ them in an
individualization HRTF synthesis algorithm.
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5.2 ITD scaling
5.2.1 Introduction and motivation
The Interaural Time Difference (ITD) was described in the duplex theory by
Lord Rayleigh [23] as a relevant cue for localization and an important factor
of individualization specially for low frequency and azimuth localization
[229, 230].
In the previous Chapter 5.1 a parametric modeling was described to
replicate and model the magnitude of HRTFs. The obtained modeled mag-
nitude does not record on the temporal information of the HRTF or the
temporal relation between the left and right ears. We can then base on
the assumption of a HRTF reconstruction with minimum phase magnitude
and interaural phase differences approximated by constant time delay val-
ues between both ears, which will act as ITD [82, 210, 211, 212]. According
to these studies, this reconstruction is perceptually indistinguishable from
an HRTF measured in free field. Consistent with the above, this chapter
studying the ITD is complementary to the previous magnitude modeling
described, and required to achieve a complete HRTF reconstruction.
Different studies has been carried out in the past to model or estimate
the ITD. Many of them present a model to calculate the ITD based on
anthropometric dimensions. Woodworth [231] introduced one of the earliest
models, based on the sound pressure transmission on the surface of a rigid




(sin φ+ φ) for 0 ≤ φ ≤ π
2
(5.4)
where a is the radius of the head, c0 is the speed of sound and φ is the
azimuth angle of incidence of the sound. Later, Kuhn [210] presented a




sin φ for (ka)2  1 (5.5)
where k is the wave number. Other authors introduced elevation depen-
dence to refine the previous models, as Larcher and Jot [232] model Equa-
tion 5.6




(sin−1(sin φ cos θ) + sin φ cos θ) (5.6)




(sin φ+ φ) cos θ (5.7)
where θ is the elevation angle of incidence of the sound. Algazi et al. [234]
proposed an average head radius formula to improve the use of the previous
models, based on the head width w, depth d and height h
aAlgazi = 0.51w + 0.18d+ 0.019h+ 32 (mm) (5.8)
There are other models that take into account more anthropometric
details or that approaches to the problem from different perspectives and
techniques. Busson [235] consider the elevation and ear position depen-
dency, Algazi et al. [180] include in their model the shoulder reflection,
whereas Duda [236] and Bomhardt [237] propose geometrical ellipsoid mod-
els. Different analysis tools are employed in Aussal [238] which applies the
principle component analysis (PCA) including head and torso dimensions,
or in Zhong [239] that based their study on spherical harmonic basis func-
tions. Similarly, Zhong [240] applies spatial Fourier analysis and multiple
regression and Katz [208] derived the ITD by boundary element method
calculations of the HRTF.
In this work, following the initial premise, a perceptual approach is
considered for the study of the ITD. There is an interesting and related
previous work by Lindau [241] that seeks the adaptation of ITD through
a real time perceptual test. Algazi [24] also uses a perceptual criterion to
explore elevation localization considering ITD among other cues. As men-
tioned before, here the idea is to approximate the ITD individual estimation
problem from a perceptual perspective. To this end, an exploratory test
was proposed to investigate the perceptual relationships between objective
and anthropometric measurements with the ITD. A group of listeners were
asked to locate binaural sound sources with different scaled ITD of their
own HRTF and two dummy heads HRTF, and the results were contrasted
with individual objective data.
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5.2.2 BRIR measurements and extraction of objective variables
To investigate the individualization and personal characteristics of the ITD,
individual HRTF measurements were required. Because of that, each par-
ticipating subject who performed the perceptual test was previously mea-
sured and individual objective data was extracted from these measure-
ments. In the same manner, some individual stimuli were also prepared for
each subject. As the greatest variations of ITD occur at azimuth angles,
the measurements and the perceptual test were focused on the horizontal
plane.
Figure 5.9. Examples of BRIR measurement of two people
Binaural Room Impulse Responses (BRIR) measurements were in fact
performed in a measurement room and a system developed during the work
of this thesis. A full description of this measurement system set-up and its
characteristics can be found in Chapter 4. The resulting measurements
include the BRIRs of the horizontal plane of each subject with 5° of res-
olution (72 different angles of incidence of the sound), with a high degree
of position precision. Besides, a processing of the BRIR measurements was
done to partially remove the reflections of the room and reduce the room ef-
fects, obtaining almost clean HRTFs. The method for the processing of the
measurements is described in Section 4.3. The quasi HRTFs obtained were
used to determine some objective individual data. Figure 5.9 illustrates the
measurement process of two of the subjects.
Besides, two dummy heads were also measured in the same conditions
and their HRTFs employed in the experiment, the widely used and known
Brüel 4100 [189, 242] and Neumann KU100 [201, 243].
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Individual HpTF responses of the reference headphone model Senn-
heiser HD800 were also measured for each subject participant in the per-
ceptual test. The mean of five repositioned measurements was employed
to generate individual inverse filters to compensate the response of the
reference headphones used in the test. These filters were obtained with
an automatic regularized method [97], which produces perceptually better
equalization than the regularized inverse method with a fixed factor. A
more detailed explanation of the method can be found in Section 4.5.
The following objective variables were measured or extracted from the
BRIR measurements:
- Calculation of the ITD:
There are different methods for calculating or estimating the ITD,
which are usually classified into three families:
1-Onset threshold (based on the detection of the time difference between
the first onsets of the signals in the two ears. Onsets are selected relative
to predetermined level thresholds as the first point in a signal that exceeds
that level value [234]).
2-Cross-correlation (based on the relation for which the time delay maxi-
mizes the coherence between the signal of the two ears [91, 244]).
3-Group delay (based on phase analysis and estimation of group delay, by
applying either a linear fit on the excess-phase component of the signals or
a cross-correlation between the minimum and excess-phase component of
the HRIR [245, 246]).
An extensive review and comparison between these different methods and
some variants can be found in [247].
As this experiment is planned from a perceptual point of view, the se-
lected method to estimate the ITD should be perceptually oriented. The
first onset threshold detection method with a threshold of -3dB, applied
on 300-3000Hz band pass filtered HRIRs, was employed here to estimate
the ITD. The band-pass filter allows to suppress the high frequency con-
tributions of the pinnae in the HRIR, and to avoid possible unwanted low
frequency fluctuations due to reflections not completely eliminated in the
measured BRIR. A threshold of -3dB provides high accuracy in the de-
tection of local HRIR maximums, while ensuring homogeneous estimates
between different subject measurements. According to previous studies
[248], the chosen method closely resemblance the perceptually most rele-
vant method to calculate the ITD. The HRIRs were previously upsampled
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to 96kHz in order to have a higher resolution in the calculation of the ITD
and its subsequent manipulations. Figure 5.10 shows the calculated ITD



















Figure 5.10. Polar plot of the ITD of the 21 participants
measured for the perceptual test. Radial units are in ms
- Calculation of the ILD:
Although this perceptual study explores the ITD, the Interaural Level
Difference (ILD) was also calculated for all subjects. The ILD objective
values were examined in relation with the perceptual results. Equation 5.9
defines the ILD




where f is the frequency, φ is the source direction, and |HR(f, φ)| and
|HL(f, φ)| respectively denote the magnitudes of the right and left HRTFs
[249].
As this cue is perceptually dependent on frequency, ILDs were calcu-
lated for three different octave frequency bands centered on 500Hz, 2000Hz
and 5000Hz. Figure 5.11 shows the calculated ILD for the three frequency
bands of the 21 subjects who participated in the perceptual test.




















































ILD dB - 1 oct fc 5000Hz
Figure 5.11. Polar plots of the ILD for one octave frequency
bands centered in 500Hz, 2000Hz and 5000Hz, of the 21 par-
ticipants measured for the perceptual test. Radial units are in
dB
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- Calculation of the Spectral Distortion:
The Spectral Distortion (SD) gives an objective score of the difference
between two spectra. The SD between the subject own individual HRTF
and the HRTF of the two dummy heads measured (Brüel and Neumann)
was calculated for each measured angle [250], and then averaged for all
















where |Hindiv(fw, φn)| and |Hdummy(fw, φn)| denote the magnitude respon-
ses of the individual and dummy head HRTFs, W is the sample length of
the HRTFs, N is the number of measured azimuth directions, fw is the
frequency, and φn is the source direction.
- Anthropometric measurements:
Two morphological dimensions were measured for each subject, the
intertragus distance and the perimeter of the head. Measurements on real
people with different head shapes make it necessary to establish some kind
of reference points to achieve comparable and repeatable measures.
The intertragus distance describes the separation between the entrances
of the ear canals. This measure was extracted from scaled pictures of each
subject [206]. Figure 5.12 shows some pictures examples.
The perimeter of the head appears in many studies as a relevant an-
thropometric dimension for the ITD, but its definition is not always clear
or practical. Some studies give loose head perimeter definitions [249, 251],
while other have a too specific measure but not a practical approxima-
tion [237]. So, three different head perimeter measurements were done to
explore a practical, repeatable and specific measure. They were labeled
as perim head1 (through the highest point of the forehead and just above
the ears), perim head2 (over the eyebrows and just above the ears) and
perim head3 (over the eyes and the ears). See Figure 5.13.
5.2. ITD scaling 151
Figure 5.12. Photographs of some subjects with scale refer-
ence for the extraction of the intertragus distance
Figure 5.13. Example of the three different head-perimeter
measurements: perim head1, perim head2, perim head3
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5.2.3 ITD manipulation
Differences in the ITD are assumed to affect to azimuth localization. To
investigate how these differences influence to each individual, a series of
scaled ITD versions of the measured HRTFs were presented to them.
The original ITD of the two dummy heads and each subject were cal-
culated from the processed and upsampled quasi HRIRs, with an onset
detection method and a perceptual criterion, as said above. Then, scaled
versions of these original ITD were calculated proportionally to -15%, -12%,
-9%, -6%, -3%, 0%, 3%, 6%, 9%, 12%, 15% (which is the same as 0.85, 0.88,
0.91, 0.94, 0.97, 1, 1.03, 1.06, 1.09, 1.12, 1.15 scale factors) for the two
dummy heads, and -6%, -3%, 0%, 3%, 6% (which is the same as 0.94, 0.97,
1, 1.03, 1.06 scale factors) for each individual HRTF. Figure 5.14 shows the
scaled ITD variations of the dummy heads and an individual example.
The scaled ITD variations were applied as simple delay differences to
the measured 96kHz upsampled BRIRs for each azimuth angle. The result-
ing BRIRs were then convolved with the minimum-phase HpTF compen-
sation filter and downsampled to 48kHz. These BRIRs with modified ITDs
were the ones used to generate the stimuli of the perceptual test. This pro-
cedure of modifying the ITD in BRIR has been tested in other studies [241]
without any subject being able to reliably discriminate the reconstructed
responses from the originals, in addition to showing robustness and results
subjectively free of artifacts.
5.2.4 Test description
The objective of the perceptual test was to evaluate the individual subjec-
tive localization in relation to ITD variations. Scaled ITD variations of two
dummy heads and own individual BRIRs were presented by headphones
to each subject participant in the test. They were asked to locate virtual
sound sources in the horizontal plane, with the aid of a real visual reference.
The different stimuli presented to the subjects depend on the following
characteristics:
- Type of dummy: three BRIR sets were employed with each subject, from
the measurements on the two dummy heads (Bruel 4100 and Neumann
KU100) and from the own individual.
- ITD variations: the ITD of the BRIRs were modified as previously de-







































  -9 %
  -6 %
  -3 %
   0 %
   3 %
   6 %




















ITD variations individual example
Figure 5.14. Scaled ITD of the two dummy heads and one
individual example, presented in the perceptual test. Radial
units are in ms
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scribed, resulting in eleven scaled versions for the dummy heads and five
scaled versions for the own individual BRIRs (see Figure 5.14). The ITD
of the own individual was also inserted into the BRIRs of the two dummy
heads, as another special case.
- Angles: To avoid a large number of angles that would extend the duration
of the test, the subjects were assumed to have symmetrical perception on
their left and right sides. Then, symmetrical angles to the medium plane
were used and treated afterwards as a single position. In previous informal
tests, this procedure was found to facilitate the natural use of the space
by the subjects and to improve the position of the subjects with respect to
the visual reference scale. Six different angles on the horizontal plane were
chosen for the study: 0°, 20°, 40°, 60°, 75° and 90°. Considering the sym-
metrical criterion, these angles of study could randomly become 0°, 340°,
320°, 300°, 285° and 270° in reproduction.
- Type of sound: Three different excerpts of sound were used. Guitar, fe-
male voice and pink noise. The guitar sound (5 seconds) was chosen because
it was composed by various impulsive sounds, while retaining enough bass
content. On the other hand, the female voice (15 seconds) consisted partly
of long sung vocalizations. These two excerpts simulate acoustic sounds
that each subject had previously experienced. By contrast, the pink noise
(4 seconds) was a broadband artificial sound.
Taking into account all the previous characteristics, the total number
of stimuli presented to each subject was:
(12 ITDvariations × 2 BRIRdummy + 5 ITDvariations × 1 BRIRindividual)×
6 angles× 3 sounds = 522 stimuli
These stimuli with all characteristics combined were presented ran-
domly to each subject.
A head-tracker was implemented to be used during the test. It was
based on Arduino platform and the BNO055 sensor, according to [252].
A real time software reproduction responsive to the head-tracker, was also
implemented for the test. They employ USB serial communication by UDP
(User Datagram Protocol). The signals for all azimuth positions (each 5
degrees, 72 positions) were pre-rendered for each stimuli sound, then they
were reproduced in the specific angle directions chosen for the test. The
custom real time software reproduction crossfaded the renderings of each
five degree angle position, showing a smooth and undetectable spatial in-
terpolation. The performing of the test was done in the same room and
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position of the measurement process. This made it possible to use as a
visual reference the same set of loudspeakers used for the measurements.
The head-tracking along with the coherence between the virtual sounds
and the acoustic of the room, allowed excellent externalization, as has been
previously demonstrated [253]. The perceptual effect was so good that all
participants came to believe that at least some of the sounds were repro-
duced by the loudspeakers, many of them even believed that all the sounds
were reproduced by the loudspeakers, although this detail was not the focus
of study.
A simple GUI was also made for subjects to annotate the answered
angles and control the perceptual test in a double-blind manner, Figure
5.15. Each stimulus was looped with a one-second pause until a response
was chosen, and the play and stop controls were also available to the par-
ticipant. To ensure that each subject understood the task and was familiar
with the environment, the graphical user interface and the procedure, a
brief training introduction was conducted.
Figure 5.15. GUI for the perceptual test of ITD variations
The visual reference was the same loudspeaker array used for the mea-
surement. Each speaker was labeled with the number of degrees as seen
from the measurement and test position. All stimuli were judged looking
to 0°. The same lasers used during the measurements were employed to as-
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Figure 5.16. Subjects performing the ITD variations percep-
tual test
sure the correct reference position during the test. The head-tracker used
for real-time reproduction was also employed to check the subjects face
pointing direction, so the stimuli could be judged always looking to 0°.To
avoid problems with angular positions outside the subject’s field of vision,
each participant was instructed to act as follows: If the stimulus appears to
sound within the field of vision while looking at 0°, simply note the angle of
the chosen (apparent) sound source. If the stimulus seems to sound out of
the field of vision while looking at 0°, raise one arm pointing to the sound
source and then turn your head to check the visual reference angle you are
pointing at. Then, to avoid the possible mismatch between listening at
the 0° angle and listening oriented towards the tested angle, the real time
playback was limited to the ±10° arc around 0°, so that when a subject
rotated the head beyond this limitation the playback was muted, returning
when the subject faced an angle around 0° reference angle. This procedure
made it possible to take advantage of the head-tracking reproduction and
preserve the integrity of the perceptual task. Pictures of the performing
can be seen in Figure 5.16.
Twenty-one people participated in the experiment, six women and fif-
teen men, ages 20 to 41 years (mean 29.23, median 27). The entire pro-
cedure included a pre-session to measure each individual and the actual
perception test was conducted over other days. To ensure that results are
not affected by hearing fatigue, the test was divided into four sessions of
about twenty minutes, and performed in two different days. Each day con-
sisted of two sessions separated by a fifteen-minute break.
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5.2.5 Outlier responses treatment
Due to the difficult of the task, the long duration of the test and possible
distractions of the subjects, an outlier treatment was performed over the
answers of each subject to avoid extreme responses values that can spoil the
statistical analysis. This intra-subject outlier treatment was applied to the
mean value of the standard deviation of the answers, for each ITD variation
presented for each dummy head. In this way, it is possible to detect an
outlier response compared to others in the same conditions (dummy head
and ITD variation).
The generalized extreme Studentized deviate test (generalized ESD)
[254] was employed to detect the outliers. Outlier responses were detected
in nine subjects, two of them responded with two extreme answers and the
remaining eight with only one (Figure 5.17). The detected outlier responses
were replaced with the mean of the responses that had the same charac-
teristics (dummy head and ITD variation). This was done with the aim of
minimally disturbing the statistics and further analysis.


















































Figure 5.17. Examples of outliers detection in two subjects
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5.2.6 Analysis of the results
Due to the individual characteristics of the HRTF and therefore of the
ITD, simple analysis with subjects’ aggregated results are not useful here.
What a divergence error in the answered angles may mean for one subject,
for another could have a different meaning. Differences between subjects
should be maintained and taken into account during the analysis.
Besides, difficulties in the perceptual evaluation of HRTFs and the anal-
ysis of the data had been previously reported [255, 256]. These reveal that
the interdependence of the perceptual cues and the effect of the learning
process of the subjects during the perceptual test, make the object of study,
that is, the perception of the subject, a characteristic not static but dy-
namic. The dynamic behaviour can affect to the degree of repeatability of
the subject’s answers [257] and includes the possible effect of super-normal
cues [258].
Because of the individual and dynamic characteristics of the subjects,
instead of discarding subjects with less accuracy in their responses, it is
interesting to study the behaviour of the subjects according to their preci-
sion. Each subject have a different HRTF and each of them will perceive
and locate the stimuli in different positions. The individual perception is
always correct, regardless of the error in their answers or the difficulty of
the proposed task. So, no inter-subject outlier treatment was done based on
the error (accuracy) of their answers, but a classification of subjects based
on the standard deviation (precision) of their response errors. This classifi-
cation can explain different subjective characteristics: the reliability of the
subject performing the test, their adaptation ability, and can also be influ-
enced by the degree of difference of their own HRTFs with respect to the
tested ones. The clustering also allows to compare the subjective responses
of all the subjects together, despite the different individual perceptions.
In the Figure 5.18, the clustering classification of subjects can be seen, as
a function of the standard deviation of the error of their answers. Four
different groups of people arise using a k-means clustering with Calinski-
Harabasz evaluation criterion [259]. Group 1, with a lower mean standard
deviation, have a very robust behaviour, while group 4, with higher mean
standard deviation, shows a less reliable performance. Higher standard
deviation values are expected to occur in subjects with greater differences
between the tested HRTF and their own, which can also be understood as
greater morphological differences. The possible effect of the learning pro-
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cess was not studied, and an attempt was made to disperse its incidence
as statistical noise by randomizing the angles presented to each subject.
The clustering classification was included in the multivariable analysis as
another variable, because it reflects a subjective behaviour that enables the
different subjects to be directly related to each other.




























Figure 5.18. Clustering of the subjects based on the standard
deviation of the error of their answers
Pearson correlation coefficients were calculated to study the linear re-
lations of different variables and characteristics. The following variables
were taken into account:
-cluster : cluster group classification of each subject participant in the test
(Figure 5.18).
-Std : standard deviation of the error of the answers.
-type Dummy : type of HRTF set, from dummy heads Brüel 4100, Neumann
KU100 or own individual measurements.
-ITD variation: percent scaled variation of the ITD (-15%, -12%, -9%, -6%,
-3%, 0%, 3%, 6%, 9%, 12%, 15%).
-MSE varitd : Mean Square Error of each scaled ITD variation (Figure 5.14)
with each individual actual and measured ITD (Figure 5.10).
-MSE answers varitd : Mean Square Error between the answered and the
target angles tested.
-MSE ild 500Hz, MSE ild 2000Hz and MSE ild 5000Hz : Mean Square Er-
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ror between the dummy heads (Brüel and Neumann) and each subject
measured individual ILDs (Figure 5.11), for the bands of one octave cen-
tered in 500Hz, 2000Hz and 5000Hz.
-SpectDist : Spectral Distortion between the dummy heads and each indi-
vidual HRTFs (Equation 5.10).
-perim head1, perim head2 and perim head3 : perimeter of each individual’s
head, three different measures (Figure 5.13).
-intertragus distance: intertragus distance of each individual’s head.
-age: Age of each participant.
Table 5.1 gathers Pearson’s correlation coefficient of the cluster vari-
able with all the others. Std and MSE answers varitd have the expected
strongest correlations as the cluster classification depends on those vari-
ables. It is interesting to note that type Dummy and SpectDist variables
show a weak relation with cluster, pointing that the effect of the HRTF set
is lower than other characteristics. ITD variation also gives a weak correla-
tion with cluster while MSE varitd have a stronger correlation, suggesting
that the perceptual effect of the variation of the ITD is not linearly based
(ITD variation contains the linear percentage values used to scale the ITD,
while MSE varitd reflects the difference between the actual scaled ITD and
the original individual one). Attending to the ILD variables, we can see
that the higher frequency bands have more correlation with cluster than
the lower one, especially the band of mid frequencies, MSE ild 2000Hz.
This can be explained as ILD being one of the dominant perceptual cues
of HRTF sets, especially for higher frequencies. The predominance of the
ITD in the lower frequencies and of the ILD in the higher frequencies is a
perceptual mechanism that has been previously described. [229]. Age also
shows a strong relation with the performance of the subjects, maybe for
possible age-related hearing variations or more probably due to a connec-
tion of age with the comfort and ease of the subjects when performing the
test. One of the remarkable relationships that arise in this analysis is the
high correlation with the anthropometric measurements, perimeter of the
head and intertragus distance. Of the three head perimeter measurements,
perim head2 gives a higher correlation value, proving to be the most robust
and stable measurement.
The Pearson correlation coefficients of the MSE answers varitd vari-
able can be seen in Table 5.2. In general, high correlation values are shown
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Pearson correlations for cluster variable
Std 0.540 strong
type Dummy 0.000 weak
ITD variation 0.000 weak
MSE varitd 0.119 strong
MSE answers varitd 0.430 strong
MSE ild 500Hz 0.059 weak
MSE ild 2000Hz 0.345 strong
MSE ild 5000Hz 0.215 strong
SpectDist -0.008 weak
perim head1 -0.341 strong
perim head2 -0.442 strong
perim head3 -0.249 strong
intertragus distance -0.301 strong
age 0.307 strong
Table 5.1. Pearson correlation coefficients between cluster
and the rest of variables
in this table, which is a noticeable difference from Table 5.1. These high
values show a more sparse relationship of the MSE answers varitd with
most variables. This observation should be taken with caution, because as
previously said, the error or divergence between the answers of the differ-
ent subjects does not have to mean the same thing. Therefore it is not
entirely optimal to directly relate all subjects together with this variable.
However, this analysis helps to understand already detected mechanisms
(difficulty of the analysis due to the influence of dynamic subjects and
individual characteristics) while confirming some of the detected depen-
dencies with the other correlation Table 5.1. Then, extreme values are the
most interesting to examine: variable age shows here a very weak corre-
lation with MSE answers varitd (as opposed to the cluster correlation),
suggesting that the accuracy of the subjects’ responses is not related to
their age, but perhaps to their precision. ITD variation is again a weak
relation, reinforcing the idea of non-linearity in the perception of ITD vari-
ations, and MSE ild 2000Hz and perim head2 are again observed as the
most influencing variables.
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Summarizing the essential, in the evaluation of the perception of scaled
variations of ITD an additional dependence is observed with the ILD (es-
pecially with the one octave band around 2000Hz) and a strong rela-
tion appears with the anthropometric parameters perimeter of the head
(perim head2 ) and intertragus distance.
Pearson correlations for MSE answers varitd variable
Std 0.860 strong
cluster 0.430 strong
type Dummy -0.146 strong
ITD variation -0.052 weak
MSE varitd 0.217 strong
MSE ild 500Hz 0.168 strong
MSE ild 2000Hz 0.340 strong
MSE ild 5000Hz 0.205 strong
SpectDist 0.153 strong
perim head1 -0.175 strong
perim head2 -0.226 strong
perim head3 -0.169 strong
intertragus distance -0.166 strong
age 0.048 weak
Table 5.2. Pearson correlation coefficients between
MSE answers varitd and the rest of variables
The important relationship of the subjects’ perceptual answers with the
anthropometric parameters intertragus distance and perim head2 is quite
significant as it directly relates subjective data to objective and easily ob-
servable measures. Furthermore, a decision tree classification was done for
the cluster variable (to avoid overfitting, a pruning limitation was intro-
duced to one third of the subjects elements-responses). The result depicted
in Figure 5.19 shows that the clustering of subjects can be explained by us-
ing just the variables perim head2 and intertragus distance together as pre-
dictors, confirming also the previous correlation values. It is interesting to
point out that these findings are related to other studies [206, 241, 260, 261]
in which similar anthropometric measures have also been identified as pos-
sible influential parameters of the perception of the ITD and also of the
general HRTF.
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Figure 5.19. Decision tree that classifies the subjective per-
ception of the subjects with the objective measurements in-
tertragus distance and perim head2
5.2.7 Prediction of individual ITD scaling factor by polynomial equa-
tions
A key result of the experiment is the apparent randomness with which
participants rated their own measurements. This behaviour have been pre-
viously observed in other studies. In [257] the repeatability and hence
reliability (or lack thereof) of HRTF ratings is discussed, and in [256] they
also found that individual measurements may not necessarily be the opti-
mal when considering the more general requirements of good spatial audio
reproduction beyond localization. These problems in the study of HRTF
perception may be influenced by at least two reasons: super-normal cues
may be acting for some people as a reinforcement for the location of some
spatial positions [258], and the timbre variation of a different set of HRTF
may be more pleasant for some people than the timbre of their own HRTF
[256], or even enhance their listening ability as if it were a hearing-aid de-
vice. Besides, the effect of the adaptation and learning ability to listen
with other HRTF [141], mixed with the previous perceptual phenomena,
may produce more statistical noise and bias in the results of HRTF per-
ception experiments.
Then, as in other previous experiments, we found that individualization
of ITD is possible and desirable, but letting the subject self-adjust to its
perceptual optimum is a difficult and time consuming task. Instead, it
would be more convenient to provide with a generic prediction that could
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fit or adjust to the individual’s own HRTF. Following the approach of
Lindau [241], we can try to predict individual scaling values for the ITD, to
adapt the ITD of a particular HRTF set to the closest scaled values of each
individual’s ITD. Taking advantage of the individual measured and tested
data of this experiment, we know that two anthropometric measurements
(intertragus distance and perim head2 ) can be used as a predictors of the
scale factor of the ITD. These can be employed to calculate a regression
formula that will produce a practical individual scaling factor based on the
perimeter of the head and the intertragus distance of the subject.
In the experiment, discrete scale factors were applied and evaluated.
To improve the resolution of the individual scale factor, minimum error
scaling factors have been calculated for each subject, based on a quadratic
regression of the discrete scale factors and data of each individual. This
procedure can be applied to the Root Mean Square Error of the answers of
the subjects (subjective criterion - minimum localization degree errors) and
also to the Root Mean Square Error between the scaled ITD values and the
individual ITD (objective criterion - minimum ITD difference). It should
be noted that the scaling of the ITD (and any other characteristic), will be
different for each HRTF set to be adapted. Figure 5.20 shows the curves
and minimums obtained with this calculation, both for the subjective and
the objective criteria, and for the two dummy heads (different HRTF sets)
employed in this experiment, the Brüel 4100 and Neumann KU100.
As can be seen in the Figure 5.20, the calculated minimums for some
of the subjects were on the bounds of the tested range and a couple of
regression curves are inverted. These subjects minimums were discarded
as the data are not reliable (For dummy Brüel with subjective criterion
4 subjects, and with objective criterion 9 subjects. For dummy Neumann
with subjective criterion 9 subjects, and with objective criterion 2 subjects).
Polynomial modeling of the scaling factors, in relation with the vari-
ables intertragus distance and perim head2, were calculated for the two
different dummy heads employed in the experiment, Brüel 4100 and Neu-
mann KU100. These regression formulas can be obtained both from the
subjective responses or objective measurements minimum errors calculated
before. Three-dimensional polynomial regressions formulas (scaling factor,
intertragus distance and perim head2 ) of second order were obtained, in
the form of the Equation 5.11
SITD(x, y) = p00 + p10x+ p01y + p20x
2 + p11xy + p02y
2 (5.11)










































































































































































































































































































































































































































































































































Dummy 2 - Neumann
RMSE answer RMSE answer original data RMSE answer min
RMSE measure RMSE measure original data RMSE measure min
Figure 5.20. Minimum error scaling factors for the two
dummy heads (1-Brüel, 2-Neumann) for all the subjects
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where SITD(x, y) is the scaling factor to apply to the ITD, pij are the com-
puted coefficients for each dummy head, x is the intertragus distance and
y is the perimeter of the head of the subject (measured over the eyebrows
and just above of the ears), both in centimeters.
To improve the fitting of the polynomial modeling equations of the sub-
jective criterion, a weighting factor was applied in function of the precision






where stdmean is the average standard deviation of the answers of all the
ITD variations tested, for each subject and dummy head. The normalized
coefficients corresponding to the calculation are in Table 5.3, as well as the
surfaces defined by these polynomials can be seen in Figure 5.21.











p00 0.9943 0.9355 0.9507 1.013
p10 -0.004915 0.007211 0.004937 0.02481
p01 0.03921 0.006943 0.009847 0.02013
p20 0.01184 0.05807 0.01509 -0.01046
p11 -0.03599 -0.03844 0.01084 0.01212
p02 0.04845 0.0002679 -0.04824 -0.02177
mean x 14.85 15.24 15.7 15.1
std x 1.061 1.43 0.952 1.184
mean y 57.36 57.25 58.4 57.73
std y 1.793 2.073 1.431 1.613
R-squared 0.6534 0.299 0.8036 0.8337
Table 5.3. Normalized coefficients of the polynomials, for the
scaling of the ITD of two dummy heads
Looking at the values of the normalized coefficients we can see that the
relative weight of the variables intertragus distance (coefficients p10, p20)
and perim head2 (coefficients p01, p02) is comparable in almost all cases. It
can also be noticed that the objective criterion polynomials have a higher
fitting with the data (R-squared above 0.8).
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(a) Subjective 1-Brüel (b) Subjective 2-Neumann
(c) Objective 1-Brüel (d) Objective 2-Neumann
Figure 5.21. Surfaces defined by the polynomials that relate
the ITD scaling factor with the intertragus distance and the
perimeter of the head:
a) Subjective criterion for dummy 1-Brüel,
b) Subjective criterion for dummy 2-Neumann,
c) Objective criterion for dummy 1-Brüel,
d) Objective criterion for dummy 2-Neumann.
168 HRTF individualization tools
For the direct and practical calculation of the ITD scaling factor with
the polynomial modeling Equation 5.11, the Table 5.4 is presented, which
lists the direct coefficients without normalizing. With these coefficients
the Equation 5.11 can be applied directly with the measured values of the
intertragus and the perimeter of the head of any person, to obtain a scale
factor for the HRTF set of the dummy heads Brüel 4100 and Neumann
KU100, and thus adapt the ITD to the individual.











p00 35.59 -3.848 -68.42 -24.07
p10 0.7682 -0.1183 -0.9823 -0.1199
p01 -1.425 0.1939 2.632 0.8826
p20 0.01052 0.02841 0.01666 -0.007465
p11 -0.01892 -0.01297 0.007952 0.006347
p02 0.01506 6.237e-5 -0.02354 -0.008367
R-squared 0.6534 0.299 0.8036 0.8337
Table 5.4. Direct application (not normalized) coefficients
of the polynomials, for the scaling of the ITD of two dummy
heads
5.2.8 Conclusions and future work
An experiment has been developed and carried out to evaluate the percep-
tual effect of proportional scaled ITD inserted in different HRTF sets. Real
HRTFs have been measured and anthropometric measurements performed
to obtain objective data to be included in the analysis along with the sub-
jective results. Two dummy heads’ HRTFs have been tested with scaled
variations of ITD as well as individual measured HRTFs.
The analysis of the data collected with the perceptual test has turned
out to be complex, as other perceptual tests with HRTF describe in the
recent literature. Most of the difficulties may be due to the fact that test
subjects have a dynamic behaviour that depends on several factors: possi-
ble super-normal cues for the location of some spatial positions, influence
of timbre preferences different from their own, non-linear interrelation of
different perceptual variables, and the combined effect with their ability to
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learn and adapt to other HRTFs.
The dispersion of the responses (the standard deviation of the error of
the answers, which indicates the precision of each subject), has been found
to have a significant relation with the anthropometric measurements of
intertragus distance and perimeter of the head. In addition, this perimeter
of the head has been defined in a specific and practical way, out of three
different manners of measuring the head perimeter.
By relating these two anthropometric dimensions to the ITD scale fac-
tor that produces a minimum error for each subject, an individual ITD
scale factor can be predicted for other subjects by polynomial regression,
and only with their intertragus distance and head perimeter. This polyno-
mial is specific to each set of HRTF to be adapted, and can be calculated
from objective measurements or subjective responses of a group of subjects.
The polynomial equations for the individual ITD scale of two widely
used dummy heads (the Brüel 4100 and the Neuman KU100) have been
estimated and their coefficients are provided for practical use.
Future work
The results and findings of this experiment demand continuation with fu-
ture work. A new perceptual test must be addressed to evaluate the es-
timated ITD scale factors with subjective and objective criteria, and to
compare the results of both methods. If the objective criterion gives good
results, a generalized method could be derived to adapt the ITD of any
HRTF set by scaling it to any other person. Besides, more anthropometric
measurements could be explored to increase the number of dimensions of








between WFS and VBAP 6
6.1 Introduction and motivation
Every sound field produces a spatial depth sensation. This feeling is respon-
sible for the perspective perception of an acoustic scene. The same pattern
is valid for an artificial acoustic scene. Depth is considered to be an es-
sential attribute for spatial sound perception and the sensation of depth is
highly related to the perception of distance to the sound source [20]. The
successful creation of depth in a sound scene is a challenge for a spatial
audio reproduction system.
For conditions where both listener and sound source are stationary, at
least four possible acoustic distance cues have already been suggested to
play a relevant role [1, 262]:
– Intensity: An acoustic point source in free field obeys an inverse-
square law, losing 6 dB on doubling distance to the listener. It is the
most important cue, but implies a previous knowledge of the source
power.
– Direct-to-reverberant energy ratio: In environments with sound re-
flecting surfaces, the ratio of energy reaching a listener directly (with-
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out contact with reflecting surfaces) to energy reaching the listener
after reflecting surface contact (reverberant energy), decreases sys-
tematically with increases in source distance.
– Spectrum: For distances greater than 15 m the sound absorbing prop-
erties of air significantly modify the sound source spectrum, mainly
high frequencies. Also, when the sound source is close to the listeners
head, some low frequency increase may occur due to the curvature of
the sound field.
– Binaural differences: Although the HRTF in far field the does not
strictly change with the distance [1], slight and natural movements
of the listener can modify the interaural differences allowing distance
perception in the form of acoustic parallax.
In the field of music production and cinema, direct-to-reverberant en-
ergy ratio as well as distance attenuation have been employed extensively
as the main distance cues with acceptable results. These techniques have
been commonly applied to stereo and multichannel surround (5.1) mixes.
However, with the introduction of other advanced spatial audio systems
such as Wave Field Synthesis, new possibilities have emerged.
With Wave Field Synthesis (WFS), it is possible to synthesize within
the whole listening area the correct curvature of the wavefront arriving to
the listener from a source located at a certain distance. Although distance
perception has been said to be difficult to perceive with WFS [263], other
studies [264] suggest the opposite. This chapter is intended to provide
deeper insight into this point by means of a perceptual listening test aimed
at comparing the performance of WFS and amplitude panning systems such
as VBAP with respect to their capabilities to recreate realistic distance
perception cues.
An introduction and brief description of the sound systems compared
in this experiment can be found in Chapter 2 Background, for WFS in
Section 2.5 Wave-Field Synthesis principles, and for Vector Base Amplitude
Panning (VBAP) in Section 2.3.3 Vector Base Amplitude Panning VBAP.
Despite the fact that the curvature of a wavefront has a more relevant
effect in the HRTF at short distances to the sound source, slight movements
of the listener might provide some parallax information that they may use
to extrapolate distance even when the source is in the far field. In this
context, it is considered that the absolute spatial resolution in azimuth is
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about 5°, but a relative resolution is about just 1° or less, which is enough
to notice a difference between two source directions [1].
The objective of this work is to find out if WFS provides better dis-
tance perception than other general approaches based on the phantom effect
through amplitude panning. VBAP [63] was selected because it provides
analytic equations for the multiple loudspeaker case. In the experiments,
the listeners were seated, but they were able to move slightly their heads in
order to be sensitive to some hypothetical parallax effects. The influence
of different factors in the perception was studied: type of sound, listening
angle and reverberation at different distances.
6.2 Test description
In order to evaluate the perception of sound distance by means of WFS
and VBAP, a direct scaling by interval test [18] was selected. The test was
based on a comparison between the sounds synthesized by WFS and VBAP
for a virtual source at different distances from the listener, having a real
sound source placed at a fixed distance.
Figure 6.1 shows a scheme of the set-up employed in the experiments.
An octagonal array of 64 loudspeaker units separated 18 cm apart was de-
ployed around the listener to reproduce WFS and VBAP. Additionally, a
reference loudspeaker was placed at a distance of 4.9 m. Figure 6.2 shows a
panoramic of the room with the WFS arrays used in the experiments. For
testing VBAP, only some loudspeakers of the array were used, marked in
grey in Figure 6.3. To avoid possible influences by visual cues, an acousti-
cally transparent curtain was placed in front of the listener. The test was
performed in a dedicated and acoustically treated listening room [265] with
a T60 at 1kHz < 0.25s with a volume of 96 m3, (Figure 6.1).
The standards and recommendations [135, 265, 266] related to subjec-
tive evaluation of sound where fulfilled in the experiments.
Different effects and factors were taken into account in during the test:
– Seven distances (synthesized source positions) were used to compare
with the reference position: three ahead and three behind the refer-
ence distance at 1.74 - 2.46 - 3.47 - 4.9 - 6.92 - 9.77 - 13.81 meters,
with 4.9 meters as reference position, (see Figure 6.1).
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Figure 6.1. Speaker arrays and reference speaker (REF) set-
up with synthesized distances (cm)
Figure 6.2. Wave-Field Synthesis set-up, where the octagon
with the 64 loudspeakers can be appreciated and also the ref-
erence loudspeaker at the back in brown color
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Figure 6.3. Array detail. The dark speakers are the ones
employed for VBAP
– Four different types of sounds were considered: pink noise, speech,
guitar and door closing. These sounds were interesting for localization
according to their different spectral and temporal features.
– Additionally, the effect of synthetic early echoes was also analyzed.
The same stimuli were presented to the listeners with and without
echoes. The added reverberation time was approximately 20 ms, gen-
erated by means of four additional first order reflection sources from
four virtual walls, calculated by the image-source method [267].
– Finally, two listening angles were studied, 0° and 90° azimuth. Note
that 90° azimuth was chosen because it produces maximum interaural
time differences.
Combining all the factors to be studied, a total of 224 stimuli per par-
ticipant were needed. Besides these, 8 hidden references for each listening
angle were added, resulting in a total of 240. All these stimuli were ran-
domly presented.
The set-up was calibrated and equalized in order to match the fre-
quency response of the reference speaker with the WFS and VBAP repro-
duction. The sound pressure level for pink noise at the reference position
was 69 dBA.
A total of 25 people participated in the test, 15 male and 10 female all
of them with normal audition with ages from 24 to 35. To perform the test,
a graphic interface was developed, presented in a computer screen. This
interface was easily controlled by the participant by means of a videogame
joystick, Figure 6.4. The participants were seated in a high stool to have
their ears at the same elevation than the loudspeakers. The acoustic curtain
hides the reference loudspeaker and the frontal array loudspeakers to avoid
visual cues or influences, Figure 6.5.
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Figure 6.4. Graphic user interface of the perceptual test
Figure 6.5. Participant seated in the listening position ready
to start the test. The laptop computer with the GUI, the
joystick and the acoustic curtain can be appreciated
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Before performing the test, some previous information was given to
each participant. Moreover, the participants took part in a training phase
before the test. They were able to listen to the different types of sound (pink
noise, voice, guitar, and door) and also to the distance limits provided by
the farthest and closest distances. Since the scale presented to the subjects
was completely subjective, this experience allowed them to get an idea of
the total range in which the distances would fall.
The test was performed in two phases. First, the subjects evaluated the
stimuli for the 0° angle. Then, in the second part they proceeded with the
90° stimuli. The average execution time of each part was 25 minutes with
a 15 minutes break between the two parts. The test procedure was quite
simple; the two sounds to assess were presented one after another, followed
by the reference sound. For each test signal, the subjects evaluated the
perceived distance over the subjective scale with respect to the reference
sound, being able to listen to both several times.
6.3 Analysis of the results
Reliability
A Cronbach’s alpha was calculated with all the participants’ answers. The
alpha reliability of the distance answers is α = 0.992 (for N = 25 partici-
pants) which indicates a very high reliability. Besides, the analysis of the
responses about the included hidden references confirmed a high degree of
consistency in the responses.
Aggregated results
The mean of all the perceived distances (answers) for all the stimuli and
participants and classified for each system is showed in Figure 6.6. As
illustrated by this figure, both systems have coherent results. The graph
also shows that both systems tend to perceive closer the synthesized sources.
WFS seems to approximate better the ideal behavior (diagonal).
Figure 6.7 (a) illustrates the divergence (perceived error) of WFS and
VBAP for the reference position (4.9 m) and also for the hidden references.
It is observed that the hidden reference has a very small deviation, indicat-
ing a nearly ideal behavior. In contrast, WFS and VBAP show a greater


























Figure 6.6. Mean (N = 25) of the perceived distances (m)
for each system (WFS and VBAP). (95% CI)
divergence. However WFS presents a better error average than VBAP,
having a statistically significant difference, as shown by the 95% confidence
intervals (95% CI).
An overall comparison for all positions is showed in Figure 6.7 (b),
where the total divergences of the aggregated perceived distances for WFS
and VBAP are represented. In these graphs, the general behavior of each
system can be compared, indicating that WFS provides lower divergence.
To study the influence of the system in the test, a paired samples t-
test was performed. It showed that the system (WFS vs VBAP) has a
highly significant influence in the perceived distances (t = 16, df = 2799,
p < 0.001).
Finally, the divergence for each distance is showed in Figure 6.8, where
a similar distribution is observed. Note that WFS provides better perfor-
mance than VBAP, especially for distances located around the reference
and behind it.
















































Figure 6.7. Divergence of the perceived distances (m) for
the type of system: (a) at reference position (4.9 m) for WFS,
VBAP and hidden references, (b) of all the distances for WFS




























Figure 6.8. Mean divergence of each perceived distance (m)
versus each target distance (m), for WFS and VBAP. (95%
CI)
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Influence of the early echoes
The added four early reflections from 4 virtual walls introduce no notice-
able effect, as shown in Figure 6.9. To measure this effect an analysis of
variance (ANOVA) was performed to yield that the influence of the added




























Figure 6.9. Divergence for each of the perceived distances
(m) for WFS and VBAP considering reverberation. (95% CI)
Influence of the type of sound
Figure 6.10 shows that the guitar sound provides the best results, followed
by the closing door sound. The voice sound is the next obtaining more
correct assessments, followed closely by pink noise. It is worth to note
the differences in distance divergence for pink noise and voice according
to the system, where WFS outperforms VBAP. A one-way ANOVA was
performed, founding that the type of sound has a significant influence (F =
131.62, df = 3, p < 0.001). There is also a cross relation between the
type of sound and the system, with a very high significance (F = 8.6,
df = 3, p < 0.001), corresponding to better results of WFS in general, and
especially for pink noise and voice.
Influence of the listening angle
The test was performed at 0° and 90° by rotating the listener, with the same
number of stimuli at each listening angle. Figure 6.11 shows that better
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results are obtained for frontal listening. A one-way ANOVA shows that the
listening angle has a very high significance (F = 56.08, df = 1, p < 0.001),






























Figure 6.10. Divergence of the perceived distances (m) for
























Figure 6.11. Divergence of the perceived distances (m) for
the listening angles at 0° and 90°. (95% CI)
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Influence of the participant
A very high significant cross-relation between the participant in the test
(the listener) and the system can be seen with a one-way ANOVA (F =
2.33, df = 24, p < 0.001). In a graphic representation of the divergence of
the perceived distances for each participant, considering separately WFS
and VBAP, the difference between both systems stands out. Some of the
participants (2, 9, 19) have good results with WFS and poor results with





























Figure 6.12. Mean divergence of the perceived distances (m)
for each participant, considering the system, WFS or VBAP
6.4 Conclusions
According to the subjective perceptual test carried out, some conclusions
can be listed:
– Both spatial sound systems (WFS and VBAP) have been shown ca-
pable of simulating a certain sound sense of distance based on the
attenuation caused by distance.
– The type of sound is a determining factor in the perception of dis-
tance, getting better results for impulsive sounds. Moreover, WFS is
capable of reproducing better sound distance than VBAP for other
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sounds that are not impulsive.
– The listening angle has a high influence in sound distance perception,
but its relation with the system (WFS or VBAP) is not determinant.
– The first order reflections did not provide a substantial improvement
in distance perception. More experiments are needed to evaluate to
what extent the introduction of multiple order reflections enhance
this feeling.
– From the test results, it can be concluded that WFS has been shown
to have a better overall capability to reproduce sound distance than
VBAP, at least for sources placed in front of the listener.
Despite the pressure level is the main factor responsible for distance per-
ception; this test has concluded that, at least for this set-up, WFS is better
at producing distance perception cues than VBAP, as confirmed by the
statistical analysis of the results.

Perceptual spatial acuity of
spectrally divided sound sources 7
7.1 Introduction and motivation
Spatial sound systems with loudspeakers have evolved with a natural ten-
dency of increase the number of speakers. Two main speaker-based ap-
proaches are used to reproduce immersive sound: amplitude panning and
sound field synthesis systems. The first group includes multichannel sur-
round systems (5.1, 6.1, 7.1 10.2...) [56], where the increasing number of
speakers generally results in better quality and localization. The second
group tries to synthesize a realistic sound field based on the physical equa-
tions of sound propagation, with Higher Order Ambisonics (HOA) [43] and
Wave-Field Synthesis (WFS) [46] techniques as the main exponents. As in
the first group, the more loudspeakers used, the better the synthesis ob-
tained. In the case of WFS, this is because the spatial aliasing is reduced
if loudspeaker density is increased, and in the case of HOA, it is because
a higher order raises the minimum amount of loudspeakers needed. An
introduction to these two families of methods can be found in Chapter 2
Background, 2.2 Spatial sound systems classification.
In both cases, the premise “the more, the better” (loudspeakers) is
applied, but this approach obviously increases the cost and complexity of
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the systems. It would, then, be interesting to have more available studies
to determine what number of loudspeakers should be adequate to achieve
a quality experience in each system, as well as to define the minimum
number of loudspeakers to preserve this. In response to this problem, this
chapter explores the feasibility of an alternative approach to reducing the
number of loudspeakers in dense loudspeaker set-ups. The high frequencies
are reproduced from a single loudspeaker, with a different direction from
that of its panned counterpart low frequency. This approach may reduce
coloration artifacts, but might, in turn, lead to misplacement or degraded
quality of the sound source. Therefore, listening tests are conducted to
investigate the location and quality of the source in the case where high
frequencies are reproduced from a different direction than low frequencies.
Before addressing the research aspects, some previous considerations
are presented. The inherent coloration effect of multi-speaker reproduction
is explained, along with a review of a previous study related to the per-
ception of simultaneous sources from different directions. The motivation
and hypothesis of this work is then presented. In the Section 7.2 the ap-
proach of the experiment is explained, followed by the description of the
three perceptual tests performed (Sections 7.3, 7.4 and 7.5) with the re-
sults obtained. Finally, the Section 7.6 summarizes the conclusions of the
experiment and outlines some possible applications and future work.
7.1.1 Coloration effects in loudspeaker reproduction
Some descriptions and details of amplitude panning and WFS techhniques
can be found in Chapter 2 Background, in Sections 2.3 Panning with loud-
speakers and 2.5 Wave-Field Synthesis principles.
One of the negative aspects of panning systems and other systems
that use multiple speakers to recreate the sound field is the alteration of
the spectrum of sources (coloration), especially at high frequencies. This
effect is due to the sum of signals out of phase with different speakers.
For example, although the listener of a stereo system aims to be centered
on the axis between the two speakers symmetrically, the distance from
each speaker to each ear is slightly different. This difference of acoustic
paths causes the sum of the signals from the two speakers to be out of
phase. Therefore, a pronounced effect of comb filtering occurs beyond a
certain frequency. These frequencies are above 1.5 kHz where the interaural
distance begins to be comparable to its wavelength.
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The coloration can be detected by the human ear. However, these ef-
fects have not been subjectively studied in depth, despite the existence of
some works on the subject [268]. Depending on the reproduction system
and the musical material employed, the effects may be more or less per-
ceived by the listener. In any case, and regardless of the severity of these
effects, it would be desirable to minimize or even remove them from the
reproduction system.
The origin of the problem is the emission of high frequencies from two or
more different points, therefore a direct solution would be not use panning
techniques with conflicting frequencies and emit them solely from a single
speaker. Obviously, this would result in a restriction of putting the virtual
sources only in the places where we had a speaker, limiting the spatialization
sound at first. This solution does not apply in the case of stereo playback
set-ups (two speakers) or 5-channel surround systems, where the separation
between speakers is very large [52]. However, in systems that use many
distributed speakers, such as WFS [46], HOA [269] or VBAP systems with
many channels, a solution of this kind might be approached. There would
still, of course, be an error equivalent to the separation in the positioning
of the speakers, but it would be less than in systems with a small number
of speakers.
Given that the coloration effect is very small or negligible at lower fre-
quencies, we might consider systems which would split the reproduction
of low and high frequencies. Thus, low frequencies would be reproduced
using panning or soundfield synthesis techniques (VBAP, HOA or WFS)
and high frequencies, where the effects of coloration appear, would be re-
produced from a single speaker. In this manner, some discrepancy could
occur in the perception of the direction of arrival of the frequencies of the
source, with the low and high frequencies coming from different positions.
However, the hypothesis of this work is based on the premise that if the
difference is not very large, the sound source can be perceived as coming
from a single point instead of two different ones.
7.1.2 Concurrent Minimal Audible Angle (CMAA)
There are few studies related to the resolution of the human ear to perceive
two different but simultaneous sources over time from different directions.
One of the most interesting studies on this “spatial acuity” was conducted
by Perrott [270]. There was a previous concept of minimum audible angle
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(MAA) [271] used as a basis for his study, that identifies the ability of
human hearing to detect an angular difference of the same source from two
different directions when played sequentially. In his study, Perrott uses
simultaneous acoustic events with the hypothesis that the new minimal
audible angle for concurrent events (CMAA) is likely to be greater than
the MAA because of the added difficulty to the human auditory system of
having to separate sounds.
In the experiment, two speakers playing different signals were sepa-
rated at different angular distances. The signals were two tones of different
frequencies and the subject had to guess in each case whether the higher fre-
quency tone was on the right or left. The tones were reproduced randomly
so that 50% of correct answers for a certain angle meant that the listener
could not distinguish where each tone was. The smallest angle at which this
phenomenon began to occur was called CMAA. Another parameter studied
was the frequency separation between the tones. The closer the frequencies
were, the more difficult it was to distinguish them. The minimum angle is
dependent on the frequency difference between the tested tones. For frontal
listening this angle is around 10 degrees and can decrease to 5 if the fre-
quency difference is small. The position of the sound sources with respect
to the median plane was also found to affect the perception of the CMAA.
As expected, the angle was bigger in lateral positions than in frontal ones.
At a lateral azimuth position of 40 degrees the minimum angle raises to 16
degrees and up to 40 degrees with a lateral source position of 67 degrees.
7.1.3 Work motivation
The previously described work suggests the possibility that sounds emitted
from different positions with little separation in space, can be perceived by
the human auditory system as coming from one single point. The signals
employed in that study were two tones, but what would happen if more
complex signals were used? for example, two people speaking from different
points.
On the other hand, it might be interesting to study the effects of sep-
arating low and high frequencies at a certain angular distance. Not just
two tones of different pitch but low and high frequency bands of a sin-
gle sound. This could have an application in spatial sound systems where
several speakers are usually employed. Besides, if the signals were related
in some way, harmonically for example, we could hypothesize that distin-
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guishing the direction of arrival of each sound would be even more difficult
for human hearing. Therefore, a new term, just noticeable band splitting
angle (JNBSA), can be defined and introduced. It represents the minimum
angle of separation between the high and low frequencies from which the lis-
tener begins to perceive artifacts (Direction of Arrival (DOA) error, source
width), in the reproduction of a sound source by means of loudspeakers.
Using a playback system of this type, it would be possible to emit high
and low frequencies from different points without any detection of difference
by the listener, who would perceive the sound as coming from a point source.
As commented above, the sum of the sound signals reproduced by different
speakers produces coloration effects at high frequencies. If we could use
such a reproduction system in which the low frequencies were reproduced
by more than one speaker (using VBAP, WFS or HOA techniques) and the
high frequencies were reproduced by a single speaker in a different position,
we can hypothesize that the listener could perceive them as coming from
one single point. If we can confirm this fact, it would open new paths to
solve, or at least to improve, spatial sound reproduction systems.
7.2 Experimental approach
To conduct the experiment, a set of speakers were arranged in a circular
arc shape and angularly spaced at equal intervals. The array was made
with 19 self-powered Genelec speakers with virtually flat response, with a
5” woofer and a 1” tweeter. Each of them was placed separated 5 degrees
in an arc of 2 meters of radius, between −45° and 45° on either side of the
listener (Figure 7.1). To evaluate the lateral sound and from behind, the
listeners were rotated in the seat. Sound sources from all directions of the
horizontal plane can then be evaluated but without the reflections that a
complete circular array would produce.
Three signals were used in the experiment: brown noise, voice and
trombone sound. These signals were split into two frequency bands, be-
low and above 1.5 kHz. Third-order Butterworth low-pass and high-pass
filters were used to make the division. This pair of filters sum correctly
in amplitude and phase without producing any coloration in the transition
band.
The speakers were placed in an acoustically equipped room to meet the
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criteria mentioned in ITU BS.1116-3 [135] for this type of sound reproduc-
tion experiments. Therefore, the acoustic conditions of reverberation time,
background noise and setup arrangement were within the criteria of this
standard recommendation.
The different tests making up the experiment were performed by 9
to 11 subjects (two women and the remaining men), between 22 and 42
years old. All of them were skilled researchers with experience in critical
listening, and performed the listening tests in a double-blind manner.
The perceptual location of sound sources can be strongly influenced
both by the position of the listener with respect to the source and by
the movement of the listener and/or sources [1, 272, 273]. In this work
the perception of static sound sources was studied. For this reason, the
subjects who carried out the perceptual tests were instructed not to move
during the execution of the tests, and in addition, this was controlled by a
supervisor by means of visual inspection.
Figure 7.1. Loudspeaker set-up with 5° angular spacing
7.3 Test 1. Left/Right distinction
Test description
Following Perrott’s studies [270], the aim of this experiment was to find out
whether listeners are able to locate where the high frequency is, when the
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reproduction of the low and high frequencies of a single sound source are
separated from different angles.
The task proposed to the participants was to locate the high frequency
and the question presented to them was: “Where is the high frequency?”
with two possible answers: left or right. A graphical interface was devel-
oped to perform the test, as shown in Figure 7.2, which subjects used to
record their responses to each stimulus. They were presented with their
low and high frequency separated with 6 offset angles: 10, 15, 20, 25, 30
and 40 degrees. The setup allowed 5 degrees of separation, but in a prelim-
inary test it was very obvious to the researchers that it was impossible to
distinguish, so the 5 degree separation was omitted to reduce the duration
of the listening test.
Figure 7.2. Experiment 1. MATLAB user interface for the
subjective test left/right distinction
The participants were placed with 3 different orientations with respect
to the center of the array: frontal, rotated laterally 90 degrees and back-
ward 180 degrees. (see top of Figure 7.4). The intention was to check the
frequency separation effect of sound sources from all directions. Because of
that, the possible directions of arrival of the sound, considering the middle
point angle in between the low and high frequencies, were −30, 2.5, 5, 17.5,
20, 65, 90, 115, 155, 190 and 205 degrees in the horizontal plane. The
participants had to indicate where they perceived the high frequency, on







Figure 7.3. Example of middle point angle and offset angle,
as used in the perceptual tests. HF and LF indicate the speak-
ers that reproduce the high and low frequencies respectively
the left or on the right of the sound stimulus. In the case of a listening
orientation rotated 90 degrees, the same coordinate system as the frontal
orientation was used to indicate the answers, as an extension of the frontal
orientation. In the case of a 180-degree backward listening orientation, the
“left” and “right” positions were inverted to be consistent with the sub-
ject’s egocentric reference. Figure 7.3 shows a diagram with an example
of a middle point angle and an offset angle. Three types of sound were
used: brown noise, voice and trombone sound. Table 7.1 summarizes all
the stimuli characteristics. Different combinations of the previous charac-
teristics were employed, resulting in 39 stimuli presented three times and
randomly to each participant. 9 participants performed the test. To avoid
disorientation, reference sounds were available for participants to listen to
at any time through buttons on the interface.
High-low frequency separated Task: Locate the high frequency
Three listening orientations: frontal lateral back
11 middle point angles: -30, 2.5, 5, 17.5, 20 65, 90, 115 155, 190, 205
6 offset angles: 10, 15, 20, 25, 30 10, 20, 30, 40 10, 20, 30, 40
3 types of sound: Voice, Trombone, Brown noise
39 stimuli total 9 participants
Table 7.1. Summary description of Test 1 Left/Right distinc-
tion
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Results
In this test, participants were asked to indicate where they perceived the
high frequency band of the sound, on the left or on the right. Figure 7.4
shows the percentage of correct answers, for each listening angle orientation
and for each high and low frequency separation offset angle. It indicates the
rate of correct localization of the high frequency band. Then, 50% means
that the listener cannot distinguish the position of the high frequencies and
therefore 50% can be considered as the baseline of correct answers. For
frontal sources, listeners start to distinguish offset angles of 10 degrees but
only slightly above the baseline (64%). This corresponds to the limit where
it starts to be statistically significant for one person, according to [274]. As
we are averaging the results of different people, it is even less significant.
As the angular offset increases, the percentage of correct answers grows as
expected, but surprisingly, even with the maximum separation angle (30
degrees) the detection rate is only about 80%. However, for lateral and
back sources, high frequency localization is very bad and there is no clear
tendency. Due to this lack of discrimination for lateral and back sources the
second experiment was carried out just for frontal sources. No significant






















Figure 7.4. Experiment 1. Percentage of correct answers
(left or right) for each of the listening orientation angles and
offset angles between low-high frequencies
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7.4 Test 2. Angle of arrival
Test description
Since experiment 1 indicates that the offset angle between high and low
frequencies should be very large to be perceived, it seems conceivable that
the possible perceived error in the direction of arrival of the split source
would be small. Therefore, a second experiment was prepared to check how
much error or deviation angle is perceived in the direction of arrival of a
sound source, when the high and low frequencies are separated.
Figure 7.5. Experiment 2. MATLAB user interface for the
subjective test angle of arrival
The task of the listeners was to indicate from which direction they
perceived the sound, aided by some marks on an acoustically transparent
curtain placed in front of the loudspeakers. The answer was to be indicated
by means of a graphical user interface (Figure 7.5). In this case, 6 offset
angles of low-high frequency separation were employed: 0, 5, 10, 15, 20, 25
degrees, and just one single orientation of listening position with respect to
the center of the array, that is, frontal orientation. The respective position
of the high and low frequencies on the left or right was randomized. As in
experiment 1, participants should listen to different stimuli sounds coming
from different directions of arrival, in this case we considered directions from
9 middle point angles: −35, −32.5, −30, 0, 2.5, 5, 15, 17.5, 20 degrees. The
same 3 types of sound were used: brown noise, voice and trombone sound.
Thus, a total of 54 stimuli (18x3 types of sound) were presented to 10
participants, the same nine as in the previous test plus one other subject.
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High-low frequency separated Task: Locate the source direction
One listening orientation: frontal
9 middle point angles: -35, -32.5, -30, 0, 2.5, 5, 15, 17.5, 20
6 offset angles: 0, 5, 10, 15, 20, 25
3 types of sound: Voice, Trombone, Brown noise
54 stimuli total 10 participants
Table 7.2. Summary description of Test 2 Angle source sep-
arated
Results
The intention of this test was to identify the perceived error or deviation in
the direction of arrival of the sound when the high and low frequencies are
spatially split. These are shown in Figure 7.6, where the perceived deviation
in degrees is indicated for each offset angle (also in degrees) of separation
between low-high frequencies. The perceived deviation is considered as the
absolute value of the difference between the answered angle and the middle
point angle, meaning the deviations to the left (negative values) and to the
right (positive values) together.
The graph shows that although low and high frequencies are emitted
from the same loudspeaker (offset angle=0) listeners have an underlying
location error of 2.5 degrees. This can be considered as a reference value of
the error (or absolute deviation) in the perceived direction of arrival, and
be used to quantify the other values in relative terms. At 5° of offset angle
there is a similar deviation error of about 2.5 degrees, therefore the effect
of separating 5 degrees is virtually non-existent. For 10° and 15° of angular
separation, listeners perceive the sound source in the middle of the low and
high frequencies without significant distinction with respect to the point
source case (0° offset angle). Furthermore, between 0° and 15° there is a
difference of just 1.14 degrees (15° offset: 3.33° deviation, 0° offset: 2.19°
deviation). Then, up to 15° of offset angle, the perceived error deviates
by less than ±0.6° from the reference value, and it can be considered as
very small. Only beyond an offset angle of 20 degrees of separation is there
a more significant error deviation over 2 or 3 degrees above the reference
value.
An Analysis of Variance (ANOVA) confirms that the offset angle is a
significant factor in the perception of the direction (F = 7.577, df = 10,
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p < 0.05). However, the type of sound is irrelevant in the evaluation of
the direction of arrival, according to the significance value p = 0.170, as
well as the middle point angle between the real sources (from −35° to 20°



































Figure 7.6. Experiment 2. Perceived deviation (in degrees)
with respect to the middle point angles (between the two real
sources) for each offset angle (separation of high and low fre-
quencies)
7.5 Test 3. Source width
Test description
Results from experiments 1 and 2 can be complemented to further evaluate
the spatial sensation of the listeners when the two frequency bands are
separated. It would be interesting to find out if this split of frequency
bands produces any noticeable defect, pursuant to the width or dispersion
of the perceived sound source.
To study this, participants were asked to focus on the perceived width
of the different sounds and to indicate their perceptions using a graphical
interface (Figure 7.7), on a gradual scale from 1 (widest) to 5 (narrowest).
The low and high frequencies were this time separated 7 offset angles: 0,
10, 15, 20, 25, 30 and 40 degrees. Participants listened oriented at three
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different angles: frontal, lateral and backward orientation, as in experiment
1 (see top of Figure 7.4). Then, the sounds coming from 18 directions of
arrival (considering the middle point angles between the low-high frequen-
cies) were presented: −32.5, −30, 2.5, 5, 17.5, 20, 60, 65, 85, 90, 110, 115,
150, 155, 185, 190, 200 and 205 degrees of the horizontal plane. The same
three types of sound were used again: brown noise, voice and trombone
sound. 144 stimuli were presented randomly to each of the 11 participants
who performed the test, the same ten as in the previous test plus one other
subject. Table 7.3 summarizes the different combinations of characteristics
of the stimuli. Reference examples of the widest and narrowest sounds of
each type, reproduced around the central loudspeaker of the array, were
available to be listened to at any time.
High-low freq separated Task: Rate source width
Three listening orientations: frontal lateral back
18 middle point angles: -32.5, -30, 2.5, 60, 65, 85, 150, 155, 185,
5, 17.5, 20 90, 110, 115 190, 200, 205
7 offset angles: 0, 10, 15, 0, 10, 20, 0, 10, 20,
20, 25, 30 30, 40 30, 40
3 types of sound: Voice, Trombone, Brown noise
144 stimuli total 11 participants
Table 7.3. Summary description of Test 3 Perceived source
width
Results
Using the graphical interface the participants evaluated the perceived width
of the sound sources. The perceived width of the sources (1-wide to 5-
narrow) for each offset angle (in degrees) is shown in Figure 7.8. There is
a tendency in the perception of the width of the source that shows a little
wider perception as the offset angle increases.
With an ANOVA we can see that the type of sound is significant in the
perception of the width (F = 11.80, df = 4, p < 0.05) but this is mostly due
to the perception of the brown noise, that is generally perceived slightly
wider than the other type of sounds (Figures 7.9 and 7.10). Until 15°
of angular separation between low-high frequencies, the voice is perceived
narrower than the other sounds, and over an offset angle of 20° the voice
sound is abruptly perceived as wider (Figure 7.9). In summary, the results
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Figure 7.7. Experiment 3. MATLAB user interface for the
























Figure 7.8. Experiment 3. Perceived width of the sources
(1-wide to 5-narrow) for each offset angle (between low-high
frequencies)
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indicate that with offset angles of up to 10° or 15°, even 20° depending on
the type of signal, the perception of the source does not begin to become




























Figure 7.9. Experiment 3. Perceived width of the sources
























Figure 7.10. Experiment 3. Perceived width of the sources
(1-wide to 5-narrow) for each type of sound
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7.6 Conclusions and applications
In this chapter it has been studied the perceptual effects of reproducing high
and low frequencies of one source from two different spatial positions. High
frequencies were considered starting from 1.5 kHz and were reproduced in
different loudspeaker positions than the low frequencies. In particular, it
has been determined what the limit angles are in order that this separation
is not appreciated by the listener and the sound source seems to be only
one source and not two different sources. To this end, a series of subjective
experiments have been carried out with an array of loudspeakers around
the listener, allowing for a precise and feasible positioning.
In a first test a study has been made of what the limit angle is from
which the listener is not able to discern on which side the high frequency is
and where the low frequency is. It has been concluded that the orientation
of the listening position is a key factor in the discrimination of the different
frequencies. For frontal sources, listeners start to slightly distinguish sep-
arations of 10 degrees but just occasionally. As the offset angle increases,
the percentage of correct answers increases as expected, but never reaches
100%. For lateral and backward oriented listening discrimination is very
poor.
A second test has also been carried out to check the perceived direction
of arrival when high and low frequencies are not reproduced from the same
point in space. It has been verified that this angle of deviation is around
the middle angle between the high and low frequencies. Up to 15° of offset
angle the perceived error is less than ±0.6°, and it can be considered as
very small. Only beyond 20 degrees of separation is there a significant
error deviation.
In a final test a study has been carried out of how much the perception
of source width artificially increases when separating the bands of high and
low frequency. It has been found that with angular offsets of up to 10° or
15°, even 20° depending on the type of signal, the perception of the source
does not begin to become significantly wider and less punctual.
As discussed in the introduction, these experiments focused on static
listeners and/or sound sources. This is, then, a limitation of this work,
given that to determine the dynamic angles of listening with movement,
other experiments would be needed. In addition, the limited sound stimuli
used in the tests may also constrain the results, especially due to their short
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duration and the plainness of the content.
In [270], the term concurrent minimum audible angle (CMAA) was in-
troduced by Perrott. In this work a new term, just noticeable band splitting
angle (JNBSA) is defined and introduced. It represents the minimum an-
gle of separation between high and low frequencies from which the listener
starts perceiving artifacts (DOA error, source width), in the reproduction
of a sound source using loudspeakers. Considering the overall results of the
three tests, a JNBSA of 15° can be taken as a conservative value for frontal
sources and much bigger for lateral and back sources. Due to the resolu-
tion of the set-up and the results of the perceptual tests, 15° of separation
between high and low frequencies is the highest offset angle value that does
not yet produce significantly incorrect spatial locations.
Applications and future work
The results of this work therefore allow us to study in the future the fea-
sibility of an alternative approach for the reproduction of spatial sound,
in which high frequencies are reproduced from a single loudspeaker coming
from a different direction than that of the low-frequency counterpart, which
can be reproduced with more sophisticated systems. This approach can be
used to develop advanced sound systems using multiple loudspeakers with
simplified set-ups according to perceptual considerations.
In particular, these findings can be applied in the improvement of WFS
reproduction, especially in the reduction of staining artifacts that occur in
high frequencies when issued from more than one speaker.
One of the drawbacks of the WFS is the spatial aliasing that occurs
at high frequencies because of the separation between loudspeakers [275].
In [276] the OPSI method based on phantom sources was presented, which
despite reducing aliasing adds other problems. In [277] a sub-band WFS
system is proposed, where the low frequencies are reproduced by means of
field synthesis, but the high frequencies are emitted by a single loudspeaker.
This system presents the problem that if the listener is not in the center
of the array there may be an angular error between the low and high fre-
quency parts. The effect of this error was not evaluated and neither was
the possibility of it confusing the perceived position of the source. Thanks
to the study introduced here, systems such as the one presented in [277]
can be tested to see if they exceed detectability limits.
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In addition, due to the large number of loudspeakers that the WFS
needs if a high aliasing frequency wants to be achieved, these systems are
not widely used in the field of professional sound reinforcement. The cur-
rent trend, partly reinforced by the introduction of object-based sound
systems, is to install multiple loudspeaker arrays but with more affordable
separations between 1 and 3 meters, depending on the size of the listening
area. In these systems (related to different brands), the reproduction of
the sources in each location is achieved by combining aspects of panning
and VBAP such as the treatment of the amplitude of the signal that is
sent to each speaker, with others that are characteristic of the WFS such
as the delay. Hybrid systems are created empirically without a convenient
objective evaluation of the result. These systems necessarily create spatial
aliasing above a certain frequency. By applying amplitude panning and de-
lays only at low frequencies and emitting the high frequency from a single
loudspeaker, these aliasing effects could be reduced while keeping the per-
ceived position of the source in the proper place, if the criteria calculated
in this work are met.
Future work plans are to set up one of these hybrid systems (halfway
between WFS and VBAP) and subjectively re-evaluate the advantages
achieved and the angle error obtained. In addition, with such a system,
it would be interesting to test a wider range of realistic sound stimuli with
complex characteristics of time and frequency, as well as to test several
sound sources simultaneously. This would reveal whether masking effects
could condition the listening and detection of the JNBSA. Moreover, 15
degrees was determined as a conservative value of JNBSA, since the exper-
iments have been limited to the resolution of the array set-up, which has 5
degrees separation of loudspeakers. Considering that 20 degrees of angular
offset has been found to be significantly detectable, the zone between 15
and 20 degrees could be explored with more precision using an array with
closer loudspeakers, and even obtain some kind of threshold bounds within
this zone.
Conclusions and future work 8
The overall aim of this research was to optimize and simplify spatial sound
reproduction systems, based on a perceptual criterion of the listening ex-
perience. The motivation of this research came from the need to make
these technologies more accessible to the general public, given the growing
demand for audiovisual experiences and devices with increasing immersion.
This chapter will summarize the results of this research work, review-
ing the objectives given in the introductory chapter and describing the
contributions to the knowledge obtained in the different questions studied.
Then, thanks to the insight gained by conducting this research, a discus-
sion is offered on the perspective of spatial sound and the evolution of the
technologies studied. Recommendations for future research will also be ad-
dressed in a specific section. In addition, the final section contains a list
of publications that have been produced from the work contained in this
thesis.
8.1 Conclusions and contributions to knowledge
As commented in the introduction, the work presented in this thesis has
been divided in two parts: headphones and binaural systems, and loud-
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speakers based systems.
In Chapter 3 several perceptual tests have been conducted to evaluate
the effects of various properties of headphone models on listening and sound
immersion. This is because listening through different headphones gener-
ates diverse sound experiences, due to the different characteristics of each
headphone model. The experiments outlined the following results: The
frequency response has emerged as determinant in the perception of qual-
ity and the spatial impression. The binaural recordings employed do not
appear to produce greater overall spatial impression than the stereo mixes,
because that binaural content did not employ individualized HRTFs. Sen-
sitivity disparities between left and right transducers, starting from a level
as low as 1 dB, are detectable by listeners as localization errors, and in ad-
dition, irregularities in specific frequency bands can affect the perception
of front-back discrimination (100 - 1600 Hz) or lateral position localization
(4 - 7 kHz). Although it may be known that low or mid-range headphones
are not the best choice for reproducing spatial sound, it had not previ-
ously been determined with accuracy how they can affect the perception of
sound spatiality. Earlier studies usually only take into account high quality
headphones, but here a sample of the widespread group of low and mid-
range consumer headphones has also been analysed statistically and with
ANOVA. The parameters evaluated and analyzed have produced specific
data that can be used as direct recommendations for the construction of
headphones or the selection of headphone models for specific applications.
A high correlation has been found between quality perception and spatial
impression perception, which is an evidence for the scientific community of
the importance of the generation of faithful and accurate spatial sound for
the reproduction of audiovisual material.
The correction of the frequency response of the headphones by means
of equalization is presented as a possible solution to several of the undesired
problems detected, but a strong equalization can force a transducer to work
out of its linear condition creating non-linear distortion. Given this prob-
lem, no other previous studies had evaluated the perception of distortion
caused by equalization in the case of headphones. It has been shown that
non-linear distortion due to equalization is difficult to detect, but it has
high correlation between the level of reproduction at which distortion is
detected and the retail price of the headphones. Given the current interest
in listening through headphones, these results provide valuable theoretical
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and practical knowledge for academics and also for industry.
A complete HRTF measurement system has been implemented and
constructed, as described in Chapter 4. The implementation covers all the
hardware and software, including room acoustics conditioning, a set-up of
88 loudspeakers, miniature microphones adapted for insertion in the ear
canal, an optical laser system to reference the measurements with preci-
sion, and the measurement software that allows the use of Exponential
Sweep and Multiple Exponential Sweep Method, a fast measurement check
and storage in SOFA format. Besides, specific post-processing has been
implemented to correct the measured individual HRTF with the respon-
ses of the loudspeakers and microphones, to remove reflections of mid and
high frequencies with a variant of Frequency Dependant Windowing and to
reconstruct the lowest frequency band. The system built has been proven
to produce highly accurate measurements in a short lapse of time of less
than two and a half minutes. It has to be noted that the measurement sys-
tem has been constructed on a non-anechoic room, which is an innovative
approach. Moreover, a novel method has been proposed and validated to
completely remove the reflections that affect the low-mid frequency band.
This new method, based on additional spherical microphone array mea-
surements and Plane Wave Decomposition, eliminates the main reflections
of the room that cause comb filtering effects in that frequency band. Indi-
vidual measurements of headphone responses have also been contemplated
in the measurement system, along with the creation of the corresponding
compensation HpTF filters. The collection of measurements obtained are
of great value for the study of HRTF individualization, and the proposed
method to completely suppress the reflections of the measured HRTF is an
innovative solution which can make this type of measurement more afford-
able and accessible, promoting the use and expansion of binaural spatial
sound.
The individualization of HRTF is an important landmark to be achieved
for the solution of various perceptual problems of binaural sound. Chap-
ter 5 presents the research that has been done on this topic, and as a result
two tools have been obtained that can be used for the individualization of
HRTF. Based on real individual measurements of HRTFs, two perceptual
experiments were performed. In a first experiment an algorithm was eval-
uated to model parametrically the magnitude of the HRTF using PEAK
filters. The HRTFs of various positions in elevation located in the median
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plane of some listeners were modeled and tested, proving that the paramet-
ric model is perceptually valid even with a reduced number of filters. This
tested modeling tool has revealed to be a powerful tool for investigating the
perceptual mechanisms of HRTF. Psychoacoustic studies on the role of the
peaks and notches in HRTF could be easily performed with this paramet-
ric model. In addition, the reduction of data that parameterization implies
can make it possible to generate a more computationally efficient binaural
sound. A second experiment investigated the perception of ITD and its
relationship to individual measurements and anthropometric parameters.
It was found that the dispersion of the responses of a perceptual test had a
significant relationship with two anthropometric dimensions, the intertra-
gus distance and the head perimeter. Regression polynomials have been
calculated that adapt the ITD of a generic HRTF to the user by scaling,
taking into account the individual values of these two anthropometric pa-
rameters. The approach of adapting the ITD by means of a scale factor
follows the line of previous research, but here innovation has been made
by using two anthropometric variables and second order polynomials for
scaling real HRTFs. It is not a model-generated ITD, this allows to take
advantage of ITD irregularities that usually exist around 110° and 230° of
azimuth that are difficult to model using equations. In addition, polynomi-
als are provided to individualize the ITD by scaling of two dummy heads
widely used in binaural sound research and development, which are of great
practical value. Furthermore, both individualization tools, the parametric
magnitude HRTF modeling and the polynomials to adapt the ITD by a
scaling factor, are complementary for the manipulation and individualiza-
tion of HRTF, since they complete the perceptual model based on minimum
phase HRTF in conjunction with the ITD, and together they can provide
the complete reconstruction of the HRTF.
Some spatial perceptual attributes have been studied for reproduction
systems with loudspeakers. Distance perception is examined in Chapter 6
for WFS and VBAP systems. The influence of early echoes, some types
of sound, the listening angle, and the subjects were explored. Statistical
analysis showed that, although WFS has a better capability to reproduce
sound distance, both WFS and VBAP are able to simulate a sense of dis-
tance. This result is of special interest to better understand the perceptual
mechanisms that operate with WFS and amplitude panning systems, and
to better design the dimension of spatial sound systems. Depending on the
application and how critical the distance perception may be, it is possible to
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choose with better criterion which system should be used and which char-
acteristics should be implemented. Spatial acuity perception is explored
in Chapter 7. Using an array of loudspeakers with 5° resolution in the
horizontal plane, the high frequencies (from 1.5 kHz) were reproduced at
different loudspeaker positions than the low frequencies of the same sound
source. Three different perceptual tests revealed that position discrimi-
nation of split high-low frequencies depends on the listening angle and is
very poor for lateral and backward positions, that up to 15° of high-low
frequency separation the perceived localization error of the sound source is
very small, and that the source is not perceived as significantly wider up to
similar values of high-low frequency separation angles. These results lead
to the definition of a new term called just noticeable band splitting angle
(JNBSA), that represents the minimum audible angle of separation between
high and low frequencies from which the listener starts perceiving artifacts
in the reproduction of a sound source. The innovative sub-band approach
explored can be employed to develop advanced sound systems using mul-
tiple loudspeakers with simplified configurations according to perceptual
considerations. WFS can be particularly benefited by an implementation
that considers these findings, with promising results in reducing the stain-
ing artifacts that occur at high frequencies when emitted from more than
one speaker.
Author’s reflections
The contributions described are intended to promote the development and
dissemination of spatial sound, making these technologies more accessible
and providing a better understanding of the perceptual phenomenon of spa-
tial listening. The technological perspective offered by this research work
allows to raise questions about the evolution of spatial sound, especially
about some specific details that are related to problems discussed in this
work.
Creating realistic immersive sound in headphones has become a com-
mon pursuit of many headphone technologies, and recent vast efforts have
been done to gain the competition of a de facto standard for spatial sound
that includes reproduction with headphones, such are the technologies of
Dolby [103] and Sony [278]. Furthermore, a personalized listening experi-
ence and the inclusion of information regarding the listening environment
have also become trends in the headphone industry [17, 99]. In the same
way that headphones are currently able to adapt their reproduction to
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the environment for example with active noise control, the trend for head-
phones will be to apply signal processing techniques to dynamically adapt
the reproduction to the individual, taking into account for example their
morphology or their hearing pattern. These trends in headphones of adap-
tation to the environment and the individualization share one common
objective, to render a natural hearing with headphones.
It has already been commented that individualization is a key goal to
be achieved in order to improve binaural sound listening, especially through
headphones. Individualization provides the solution for many perceptual
problems (such as front-to-back confusion, erroneous perception of elevation
and localization of sound sources, externalization). However, some authors
state that a generic HRTF may be enough for binaural sound [279, 280].
This argument could be valid only if we also consider the application. De-
pending on the application and the maturity and cost of the technology,
a different degree of individualization may be necessary. In favour of this
option is the auditory learning process described in some studies [141]. In
any case, the degree of error that can be introduced by listening through
a non-individual HRTF will always be undetermined as it varies with the
individual. In Virtual Reality this fact limits the use of generic HRTFs as
it would create a different auralization in the virtual environment than in
the real environment. On the contrary, it would be much more natural to
use an individual HRTF to have the same auralization in both virtual and
real environments, erasing in that case any learning or adaptation period.
In addition, there is an unavoidable difference in the coexistence of virtual
and real auralizations in the case of Augmented Reality environments. In
this case of critical listening where real and virtual sounds must coexist,
the integration of the virtual and real sound environments will never be
complete unless both auralizations are equal, that is, unless an individual-
ized HRTF is used, since the comparison between both auralizations will
be continuous having real listening as reference. An additional perspective
a step further in Augmented Reality environments would be to consider an
auralization not equal to the individual’s actual one to provide enhanced
listening that adds new dimensions to the listening of reality. But this
possibility will always be more productive and precise by starting with the
individual HRTF and then going beyond it.
The merge of different spatial sound technologies to create new solu-
tions and products is the path that research and development will follow
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in this field. In this blend, specific techniques for headphones will be able
to be used with speakers and customization will also be applied to sys-
tems with loudspeakers [281, 282]. In fact, compatibility between playback
devices can make listening through headphones act as a Trojan horse for
new spatial sound technologies, introducing new techniques that are also
compatible with loudspeakers in the domestic environment, without the
population being aware of it. Ambisonics is acting as an open format be-
tween spatial sound systems and will help this integration of technologies, as
well as sound object coding will soon allow the expansion of spatial sound
experiences to multiple media, causing the notion of sound “formats” to
get blurred. The experience will be increasingly integrated and transver-
sal between possible media or reproduction platforms, with emphasis on
the personalization and adaptation of the system and content to the sub-
ject and the environment, all with increasing technological transparency
towards the user.
8.2 Future work
Further to the research described in this thesis, here are presented several
lines of research that remain open. Additional ideas that have not yet been
developed and have emerged from the experience of the various experiments
are also outlined below.
Different headphones characteristics have been tested to evaluate their
effects on the perception of quality and immersion. The same methodology
can be applied to more characteristics and headphone models to extend
the study and find more features determinant to spatial listening. With
regard to the perception of non-linear distortion caused by equalization,
it has been demonstrated by a time consuming test that it is perceived in
some moderately priced models in relation to the reproduction level. It
would be very useful and interesting to propose a model that predicts the
audibility of this non-linear distortion for headphones after equalization.
For this purpose, the methodology proposed in that experiment could be
used and a psychoacoustic model could be added to indicate whether or not
the nonlinear distortion is perceptually masked. This model would predict
the audibility of the non-linear distortion of a headphone without the need
of its evaluation by means of costly perceptual tests.
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An HRTF measurement system has been built and used in this work.
Several improvements to the existing infrastructure have been planned: in-
creasing the number of elevated loudspeakers to acquire a denser spatial
grid of actual measurements, introducing a rotating platform to rotate the
person to be measured creating a faster measurement system, or using other
miniature microphone models that do not produce intermodulation distor-
tions with MESM to also reduce measurement time. Besides, pretested
interpolation techniques to increase the spatial resolution could be opti-
mized for the specific case of the built system. Further refinements will
also be desirable on the FDW postprocessing in combination with the pro-
posed method based on PWD to eliminate reflections. A better adjustment
of both methods will be very useful to obtain a complete cleaning of the
reflections of the HRTFs considering all the directions measured.
Two different and complementary HRTF individualization tools have
been studied and developed in this work. The parametric modeling algo-
rithm for the magnitude of the HRTF could improve its performance by
limiting the detection of certain peaks and notches to specific bands of the
spectrum. It would be worthwhile to investigate with this tool the percep-
tual mechanisms of the different peaks and notches present in the HRTF,
which could lead to a practical use of the model to directly individualize
the magnitude of the HRTF. The other individualization tool is based on
the adaptation of the ITD by scaling from a generic HRTF. The findings
of the ITD scaling experiment demand a new perceptual experiment to
evaluate the estimated ITD scale factors with subjective and objective cri-
teria and to compare the results of both. If the objective criterion to scale
ITD gives good results, a generalized method could be derived to adapt
the ITD of any HRTF set by scaling it to any other person. Besides, more
anthropometric measurements could be explored to increase the number
of dimensions of the polynomials and use them to extend the scaling to
three-dimensional ITD values. In addition, it would be very interesting to
design new perceptual tests to evaluate the performance of both individu-
alization tools together, which could easily lead to improvements in some of
them. Another interesting idea to explore is to use both tools as analytical
methods of the HRTF and use the obtained parameters to feed a machine
learning algorithm. Then, the parameters as well as the real HRTF would
be the features that could help to identify specific characteristics to local-
ize sound sources, and therefore use them in an individualization HRTF
synthesis algorithm.
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With regard to loudspeaker reproduction systems, some aspects of spa-
tial perception have been studied. It would be desirable to evaluate the
effect of multiple order reflections to better compare the effect of reverber-
ation on the perception of distance in WFS and VBAP. It would also be
very interesting to study dynamic listening with moving sources to evaluate
both distance and spatial acuity perception in WFS and amplitude panning
systems. Complex sound scenes synthesized with various sources and move-
ment would reveal whether masking effects could condition the perception
of the distance or the spatial acuity, depending on the reproduction system.
Besides, the findings of the spatial acuity experiment could be applied to
a WFS system, implementing the tested sub-band approach in a way that
the low frequency would be synthesized by WFS while the high frequency
would be reproduced by one loudspeaker only. With a properly sized sys-
tem and a well-defined listening area according to the just noticeable band
splitting angle defined, the unwanted high-frequency effects typical of these
multi-speaker systems could be reduced.
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The following publications have been released from the work contained in
this thesis.
They are presented here not in publication order but according to the
index of the thesis, in order to facilitate the identification of each publica-
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Valencia, Spain, 2015, pp. 1093-1102. ISBN 978-84-87985-26-3. ISSN
2340-7441
Bibliography
[1] J. Blauert, Spatial hearing: the psychophysics of human sound local-
ization, 2nd ed. Cambridge: MIT Press, 1997. ISBN 9780262024136
[2] J. Blauert, The technology of binaural listening, J. Blauert, Ed.
Springer, 2013. ISBN 9783642377624
[3] A. Blumlein, “Improvements in and relating to sound transmission,
sound recording and sound reproduction system (British Patent Spec-
ification 394325),” 1933.
[4] T. Holman, Surround Sound: Up and Running, Second Edition.
Focal Press, 2008. ISBN 9780240808291
[5] T. Holman, “The Number of Audio Channels,” in Audio
Engineering Society 100th Convention. Copenhagen, Denmark:
Audio Engineering Society, may 1996.
[6] V. Pulkki, “Virtual Sound Source Positioning Using Vector Base
Amplitude Panning,” Journal of Audio Engineering Society, vol. 45,
no. 6, pp. 456–466, 1997.
[7] H. Wittek, “Perceptual differences between wavefield synthesis and
stereophony,” Ph.D. dissertation, University of Surrey, England,
2007.
218 Bibliography
[8] S. Spors, R. Rabenstein, and J. Ahrens, “The Theory of Wave Field
Synthesis Revisited,” 124th AES Convention, p. Convention Paper
7358, 2008.
[9] M. A. Gerzon, “Ambisonics in multichannel broadcasting and video,”
Journal of the Audio Engineering Society, vol. 33, pp. 859–871, 1985.
[10] K. Farrar, “Soundfield Microphone: Design and development of
microphone and control unit,” Wireless World, pp. 48–50, 1979.
[11] J. Engdegard, B. Resch, C. Falch, O. Hellmuth, J. Hilpert, A. Hoelzer,
L. Terentiev, J. Breebaart, J. Koppens, E. Schuijers, and W. Oomen,
“Spatial Audio Object Coding (SAOC) - The upcoming MPEG stan-
dard on parametric object based audio coding,” in Audio Engineering
Society - 124th Audio Engineering Society Convention, vol. 2, Ams-
terdam, The Netherlands, 2008, pp. 613–627. ISBN 9781605602950
[12] K. Sunder, Jianjun He, Ee Leng Tan, and Woon-Seng Gan, “Natural
Sound Rendering for Headphones: Integration of signal processing
techniques,” IEEE Signal Processing Magazine, vol. 32, no. 2, pp.
100–113, mar 2015. doi: 10.1109/MSP.2014.2372062
[13] Global Market Insights Inc., “Earphones And Headphones Market
Size By Technology, By Application, Industry Analysis Report,
Regional Outlook, Growth Potential, Price Trends, Competitive
Market Share & Forecast, 2017 - 2024,” Global Market Insights Inc.,
Ocean View, USA, Tech. Rep., 2017.
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[16] J. Gómez Bolaños and V. Pulkki, “Immersive audiovisual environ-
ment with 3D audio playback,” in 132nd Audio Engineering Soci-
ety Convention 2012, Budapest, Hungary, 2012, pp. 404–412. ISBN
9781622761180
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