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ON THE CONVERGENCE OF THE CONTINUOUS GRADIENT
PROJECTION METHOD
RAMZI MAY
Abstract. In a Hilbert setting H, we study the weak and the strong convergence
properties of the trajectories x(t) of the continuous gradient projection dynamical system
x′(t) + x(t) = PQ(x(t) − λ(t)∇f(x(t)), t ≥ 0,
whereQ is a closed, non-empty and convex subset ofH, the function f : H → R is regular
and convex, the operator PQ : H → Q is the projection onto Q, and λ : [0,+∞[→]0,+∞[
is a an absolutely continuous function. We prove the weak convergence of the trajectories
x(t) to a minimizer of f over Q, if one exists, under some mild hypothesis on the function
λ(.). We also study the strong convergence and the decay rate to equilibrium of the
trajectories under a global Holderian error bound assumption on the objective function
f of the form: (
f(x)− f∗Q
)θ
≥ κ dist(x, argmin
Q
f) ∀x ∈ Q
where κ > 0 and θ ∈]0, 1
2
] are absolute constants, f∗Q = minQf , and argminQ f is the
set of the minimizers of f over Q.
1. Introduction and statement of the results
Let H be a real Hilbert space endowed with the inner product 〈., .〉 and the associated
norm ‖.‖ . Throughout this paper, Q is a closed, convex and non-empty subset of H,
λ : [0,+∞[→]0,+∞[ is an absolutely continuous function which belongs to the space
W
1,1
loc ([0,+∞[) and f : H → R is a C
1 convex function such that its gradient function
∇f is locally Lipschitz on H. We assume moreover that f achieves its minimum over Q
at least in one point, which means the set of the minimizers of f over Q
(1.1) argmin
Q
f := {x ∈ H : f(x) = f ∗Q := min
Q
f}
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is non-empty. We consider the continuous gradient projection dynamical system
(CGP)
{
x′(t) + x(t) = PQ (x(t)− λ(t)∇f(x(t))) , t ≥ 0,
x(0) = x0,
where x0, the initial data, is a given element of Q and PQ : H → Q is the projection
onto Q. The system (CGP) is the continuous version of the discrete gradient projection
algorithm
(DGP)
{
x0 ∈ Q (given)
xk+1 = PQ(xk − αk∇f(xk)), k ∈ N,
suggested by Goldestein, Levitin and Polyak [1, 2], where (αk)k is a given sequence of
non negative real numbers. For the sudy of the convergence properties of the algorithm
(DGP), we refer the readers for instance to the references [1–4]. In this paper, we limit
our selfs to the study of the convergence properties of the system (CGP). We recall that
Antipin [5] and Bolte [6] studied the system (CGP) in the case where the function λ(t) ≡ λ
is a non negative constant. They proved that, for every initial data x0 ∈ Q, the Cauchy
problem (CGP) has a unique global solution x ∈ C1([0,+∞[,H) that converges weakly
as t → +∞ to some minimizer of f over Q and there exists a constant C > 0 such that
for every t > 0, f(x(t))− f ∗Q ≤
C
t
. In the following theorem, we extend this convergence
properties of the system (CGP) to a large class of functions λ.
Theorem 1.1. Let x0 ∈ Q. Then the Cauchy problem (CGP) has a unique global solution
x ∈ C1([0,+∞[,H) such that x(t) ∈ Q for all t ≥ 0 . Moreover, if in addition the function
λ satisfies the two following conditions
(1.2)
∫ +∞
0
λ(t)dt = +∞,
and
(1.3)
∫ +∞
0
|λ′(t)|dt < +∞,
then x(t) converges weakly as t→ +∞ to some x∗ in argminQ f and
(1.4) lim
t→+∞
Γ(t)
(
f(x(t))− f ∗Q
)
= 0,
where
(1.5) Γ(t) =
∫ t
0
λ(s)ds.
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By adapting the arguments of Bruck [7, Theorem 5] and Brezis [8, Theorem 3.13], we
prove the strong convergence of the trajectories x(t) of (CGP) under some additional
geometrical assumptions on Q and f .
Theorem 1.2. Under the hypothesis (1.2) and (1.3), additionally assume that one of the
two following assumptions holds:
(1) The set Q is symmetric with respect to the origin and the function f is even on Q
(i.e. for all x ∈ Q,−x ∈ Q and f(−x) = f(x)).
(2) The set argminQ f has an interior point x
∗
0 in H.
Then for any x0 ∈ Q the solution x ∈ C
1([0,+∞[,H) of (CGP) converges strongly as
t→ +∞ to some x∗ in argminQ f .
Motivated by the works of Dunn [9] and Necoara, Nestrov and Glineur [10] in their
studies of the convergence of the (DGP) algorithm, we investigate in the second part of
this paper the strong convergence and the decay rate to equilibrium of the trajectories of
the continuous gradient projection system (CGP) under a global Holderian error bound
condition on the objective function f . Precisely, let us assume in the sequel of this
introduction, that f satisfies the following (GHEB) hypothesis: There exists κ > 0, and
θ ∈]0, 1] such
(1.6)
(
f(x)− f ∗Q
)θ
≥ κ dist(x, argmin
Q
f) ∀x ∈ Q.
Before setting our main result on the strong convergence of the trajectories of (CGP)
under the hypothesis (GHEB), let us first set a simple proposition which provides a class
of convex functions satisfying this hypothesis with θ ∈]0, 1
2
].
Proposition 1.1. Let g : H → R a non negative strongly convex function of class C1 and
θ ∈]0, 1
2
]. Then there exists κ > 0 such that the convex function h(x) := (g(x))
1
2θ satisfies
(1.7)
(
h(x)− h∗Q
)θ
≥ κ dist(x, argmin
Q
h) ∀x ∈ Q.
Now we set the main result of this paper.
Theorem 1.3. Assume that λ′(t) ≤ 0 for almost every t ≥ 0 and there exist κ > 0 and
θ ∈]0, 1
2
] such that f satisfies (1.6). Let x0 ∈ Q and x be the unique solution of (CGP) in
C1([0,+∞[,H).
(1) If θ ∈]0, 1
2
[ and
(1.8)
∫ +∞
0
1
1 + t
(Γ(t))−
θ
1−2θ dt <∞,
4 RAMZI MAY
then x(t) converges strongly as t→ +∞ to some x∞ in argminQ f and
‖x(t)− x∞‖ = O
(∫ +∞
t
1
s
(Γ(s))−
θ
1−2θ ds
)
(1.9)
f(x(t))− f ∗Q = O
(
(Γ(t))−
2θ
1−2θ
tλ(t)
)
(1.10)
(2) If θ = 1
2
and for every c > 0,∫ +∞
0
1
1 + t
e−cΓ(t)dt <∞,
then x(t) converges strongly as t→ +∞ to some x∞ in argminQ f and there exists
µ > 0 such that
‖x(t)− x∞‖ = O
(
e−µΓ(t)
)
(1.11)
f(x(t))− f ∗Q = O
(
e−µΓ(t)
)
.(1.12)
An immediate consequence of this theorem is the following important result on the
asymptotic behavior of the trajectories of (CGP) when the function λ behaviors for t
large enough like K
tα
for some K > 0 and 0 < α < 1.
Corollary 1.1. Assume that λ(t) = K
(1+t)α
with K > 0 and 0 < α < 1 are absolute
constants and there exists κ > 0 and θ ∈]0, 1
2
] such that f satisfies (1.6). Then for every
x0 ∈ Q, the unique solution x of (CGP) in C
1([0,+∞[,H) converges strongly as t→ +∞
to some x∞ in argminQ f and
‖x(t)− x∞‖ = O
(
t−
(1−α)θ
1−2θ
)
,(1.13)
f(x(t))− f ∗Q = O
(
t−
(1−α)
1−2θ
)
,(1.14)
if θ ∈]0, 1
2
[, and
‖x(t)− x∞‖ = O
(
e−δΓ(t)
)
(1.15)
f(x(t))− f ∗Q = O
(
e−δΓ(t)
)
(1.16)
for some constant δ > 0 if θ = 1
2
.
In the unconstrained case where Q = H and (CGP) is the gradient system
(GS)
{
x′(t) + λ(t)∇f(x(t)) = 0, t ≥ 0,
x(0) = x0,
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we can prove a more precise result than Theorem 1.3 under the sole hypothesis (1.2) on
the function λ and a weaker assumption on the function f than the (GHEB) hypothesis.
In fact, according to [11, Theorem 30] and [12, Theorem 5], if the convex function f
satisfies the hypothesis (1.6), then it satisfies the following global Lojasiewicz inequality
(1.17) ϕ′(f(x)− f ∗Q) ‖∇f(x)‖ ≥ 1
for all x ∈ Q such that f(x) > f ∗Q, where ϕ is the desingularizing function defined on
[0,+∞[ by ϕ(s) = s
θ
κθ
. Therefore, by adapting the approach of Haraux and Jendoubi [13,
Chapter 9] and Chill and Fioranza [14, Theorem 2.7], we can prove the following precise
result on the strong convergence and the decay rate to equilibrium of the trajectories of
(GS) under a local version of the inequality (1.17).
Theorem 1.4. Additionally to (1.2), assume that there exists x∗ a global minimizer of f
over H such that
(1.18) ϕ′(f(x)− f ∗) ‖∇f(x)‖ ≥ 1 ∀x ∈ U(x∗, r∗),
where r∗ ∈]0,+∞], f ∗ = minH f, U(x
∗, r∗) = {x ∈ H : ‖x− x∗‖ < r∗ and f(x) > f ∗},
and ϕ(s) = s
θ
κθ
for every s ≥ 0 where κ > 0 and θ ∈]0, 1
2
] are some absolute constants.
Then there exists r0 ∈]0, r
∗] such that for every x0 ∈ BH(x
∗, r0), the unique global solu-
tion x ∈ C1([0,+∞[, H) of the gradient system (GS) converges strongly to some global
minimizer x∞ of f over H. Moreover,
(1) If θ ∈]1
2
, 1] then f(x0) = f
∗ and x(t) = x0 for every t ≥ 0.
(2) If θ = 1
2
then there exists δ > 0 such that
(1.19) ‖x(t)− x∞‖ = O(e
−δΓ(t)),
and
(1.20) f(x(t))− f ∗ = O(e−δΓ(t)).
(3) If θ ∈]0, 1
2
[ then
(1.21) ‖x(t)− x∞‖ = O
(
(Γ(t))−
θ
1−2θ
)
,
and
(1.22) f(x(t))− f ∗ = O
(
(Γ(t))−
1
1−2θ
)
.
Remark 1.1. In the case where θ ∈]0, 1
2
] and λ(t) = K
(1+t)α
for some constants K > 0
and 0 < α < 1, Corollary 1.1 and the Theorem 1.4 give the same estimates on the decay
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rates of the trajectories of (CGP) and (GS). This let us ask wether the precise Theorem
1.4 holds true for the general system (CGP).
Remark 1.2. Recently, Frankel, Garrigos, and Peypouquet in [15, Theorem 3.4] have
proved an analogues result to Theorem 1.4 for the discrete gradient projection algorithm
(DGP). This let us hope that Theorem 1.4 can be extended to cover the continuous system
(CGP).
The rest of the paper is organized as follows: In the next section we prove Theorem 1.1
on the weak convergence of (CGP). The third section is devoted to the proofs of Theorem
1.2 and Theorem 1.3 on the strong convergence of the trajectories of (CGP) under some
geometrical hypothesis onQ and the objective functionf . In the fourth section, we provide
short proofs of Proposition 1.1 and Corollary 1.1 and a detailed proof of the main Theorem
1.3. The last section is devoted to the proof of Theorem 1.4 on the convergence properties
of the particular gradient system (GS) under the local Lojasiewicz inequality (1.18).
2. General weak convergence result of (CGP)
This section is devoted to the proof of Theorem 1.1. The proof is essentially based on
two elementary results. The first one is a version of [16, Lemma 2.2]).
Lemma 2.1. Let u : [0,+∞[→ R be an absolutely continuous function bounded from
below. If [u′]+ := max (u′, 0) the positive part of the derivative u′, belongs to L1([0,+∞[;R)
then u′ ∈ L1([0,+∞[;R) and u(t) converges as t→ +∞.
Proof. Let [u′]− := max (−u′, 0). Since u′ = [u′]+ − [u′]−, then for every T > 0∫ T
0
[u′]
−
(t)dt ≤
∫ +∞
0
[u′]
+
(t)dt+ u(0)− inf
t≥0
u(t).
Therefore [u′]−, and by consequence u′, belong to the space L1([0,+∞[;R), which implies
that u(t) converges as t→ +∞. 
The second key result is the continuous version of the classical Opial’s lemma [17]
(see [18] for a simple and clear proof)
Lemma 2.2 (Opial’s lemma). Let x : [t0,+∞) → H. Assume that there exists a non-
empty subset S of H such that:
i) if tn → +∞ and x(tn)⇀ x weakly in H , then x ∈ S,
ii) for every z ∈ S, lim
t→+∞
‖x(t)− z‖ exists.
Then there exists z∞ ∈ S such that x(t) ⇀ z∞ weakly in H as t→ +∞.
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Now we are ready to prove Theorem 1.1.
Proof. Let x0 ∈ Q. Since PQ is non-expansive mapping and ∇f is locally Lipschitz, then
according to the Cauchy-Lipschitz theorem, the system (CGP) has a unique maximal
solution x ∈ C1([0, T ∗[;H). By proceeding exactly as in the beginning of the proof of [6,
Theorem 2.1], we deduce that x(t) ∈ Q for every t ∈ [0, T ∗[. On the other hand, from the
characterization of the projection operator PQ,
(2.1) 〈x′(t) + x(t)− w, x′(t) + λ(t)∇f(x(t))〉 ≤ 0 ∀w ∈ Q.
Hence by letting w = x(t), we get
(2.2) ‖x′(t)‖
2
+ λ(t)
(
f(x(t))− f ∗Q
)′
≤ 0,
which implies, in particular, that the non negative function f(x(t))− f ∗Q is non increasing
on the interval [0, T ∗[. Therefore from (2.2), we infer that
(2.3) ‖x′(t)‖
2
+
(
λ(t)
(
f(x(t))− f ∗Q
))′
≤ |λ′(t)|
(
f(x0)− f
∗
Q
)
.
Integrating this inequality on [0, T ∗[, we obtain∫ T ∗
0
‖x′(t)‖
2
≤
(
f(x0)− f
∗
Q
)(
λ(0) +
∫ T ∗
0
|λ′(t)|dt
)
From the last inequality, we deduce by a standard argument that T ∗ = +∞. Indeed, let us
argue by contradiction and suppose that T ∗ < +∞. Then the Cauchy-Schawrz inequality
combined with previous inequality yields that
∫ T ∗
0
‖x′(t)‖ dt < +∞ which implies that
limt→T ∗ x(t) = x˜ exists. Then by applying again the Cauchy Lipschitz theorem to the
system {
x′(t) + x(t) = PQ(x(t)− λ(t)∇f(x(t))), t ≥ T
∗
x(T ∗) = x˜,
we deduce that we can extend the solution x(.) of (CGP) on an interval strictly larger
than [0, T ∗[, which contradicts the definition of T ∗. Therefore T ∗ = +∞. Let us now apply
Opial’s lemma to prove the weak convergence of the trajectory x(t) as t→ +∞ under the
additionally assumptions (1.2) and (1.3) on the function λ. Let z be an arbitrary element
of argminQ f and define the function ϕz on [0,+∞[ by
(2.4) ϕz(t) =
1
2
‖x(t)− z‖2 .
Going back to (2.1) and let w = z, we get after some trivial simplification
(2.5) ϕ′z(t) +
(
λ(t)
(
f(x(t))− f ∗Q
))′
+ λ(t)〈∇f(x(t)), x(t)− z〉 ≤ |λ′(t)|
(
f(x0)− f
∗
Q
)
.
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Using now the convexity inequality
f(z) ≥ f(x(t)) + 〈∇f(x(t)), z − x(t)〉
and the fact that f(z) = f ∗Q, we get the differential inequality
(2.6) ξ′z(t) + λ(t)
(
f(x(t))− f ∗Q
)
≤ |λ′(t)|
(
f(x0)− f
∗
Q
)
,
where
ξz(t) := ϕz(t) + λ(t)
(
f(x(t))− f ∗Q
)
.
From (2.6), [ξ′z]
+ ∈ L1([0,+∞[;R), therefore according to Lemma 2.1, ξz(t) converges as
t→ +∞. Again, from Lemma 2.1 and the inequality (2.3), we deduce that λ(t)
(
f(x(t))− f ∗Q
)
converges as t → +∞. Hence, limt→+∞ ϕz(t) exists. On the other hand, by integrating
(2.6) on [0, T ] and letting T goes to +∞, we infer that
(2.7)
∫ +∞
0
λ(t)
(
f(x(t))− f ∗Q
)
dt < +∞.
But the non negative function f(x(t))− f ∗Q is decreasing, hence it converges as t goes to
+∞ to some real l∞ ≥ 0 which, according to (2.7) and the assumption
∫ +∞
0
λ(t)dt = +∞,
must be equal to 0. Therefore, from the facts that {x(t) : t ≥ 0} ⊂ Q, the set Q is weakly
closed (since it is convex and closed), and the weak lower semi-continuity of the convex
function f, we deduce that if tn → +∞ and x(tn) converges weakly to some x
∗, then x∗
belongs to Q and satisfies f(x∗) ≤ f ∗Q, which means that x
∗ is in argminQ f. Thus, from
Opial’s lemma, x(t) converges weakly as t→ +∞ to some minimizer of f over Q. To end
the proof of Theorem 1.1, it remains to prove (1.4). Let ε > 0. From (2.7), there exists
t0 > 0 such that for every t ≥ t0,∫ t
t0
λ(s)
(
f(x(s))− f ∗Q
)
ds ≤ ε.
Using now the fact that the function f(x(t))− f ∗Q is decreasing, we get
Γ(t)
(
f(x(t))− f ∗Q
)
≤ ε+ Γ(t0)
(
f(x(t))− f ∗Q
)
.
Letting t→ +∞ and using the fact that limt→0 f(x(t)) = f
∗
Q, we obtain
lim sup
t→+∞
Γ(t)
(
f(x(t))− f ∗Q
)
≤ ε,
which implies the required estimate (1.4). 
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3. Strong convergence of the system (CGP) under some geometrical
properties of the objective function
In this section we prove Theorem1.2. We will use some results established in the proof
of Theorem 1.1.
Proof. Let x0 ∈ Q and x(.) be the global solution of the system (CGP). Let us prove the
strong convergence of the trajectory x(.) under the first assumption of Theorem 1.2. The
proof is inspired by the proof of [7, Theorem 5]. Let 0 < t1 < t2, and define on [t1, t2] the
function g(s) := ‖x(s)‖2 − ‖x(t2)‖
2 − 1
2
‖x(s)− x(t2)‖
2
. It is clear that
g′(s) = 〈x′(s), x(s) + x(t2)〉.
From Theorem 1.1 and the the symmetry of Q with respect of 0, we have −x(t2) ∈ Q.
Therefore, by letting w = −x(t2) in the inequality (2.1), we get
‖x′(s)‖
2
+ g′(s) + λ(s)
(
f(x(s))− f ∗Q
)′
+ λ(s)〈∇f(x(s), x(s) + x(t2)〉 ≤ 0.
Hence by using the fact that f is even, the convex inequality
f(−x(t2)) ≥ f(x(s)) + 〈∇f(x(s),−x(t2)− x(s)〉
and the fact that the function f(x(t)) − f ∗Q is decreasing on [0,+∞[ (see the proof of
Theorem 1.1), we get for every s in [t1, t2]
g′(s) +
(
λ(s)
(
f(x(s))− f ∗Q
))′
≤ λ(s) (f(x(t2)− f(x(s)) + |λ
′(s)|
(
f(x(s)− f ∗Q
)
≤ |λ′(s)|
(
f(x0)− f
∗
Q
)
.
Integrating this inequality on [t1, t2], we obtain, after some simple simplifications,
(3.1)
1
2
‖x(t1)− x(t2)‖
2 ≤ λ(t1)(f(x(t1))− f
∗
Q)+M0
∫ t2
t1
|λ′(s)|ds+ ‖x(t1)‖
2−‖x(t2)‖
2
,
where M0 :=
(
f(x0)− f
∗
Q
)
. Recall that in the proof of Theorem 1.1, we have established
that limt→+∞ λ(t)
(
f(x(t))− f ∗Q
)
= 0 (indeed we have proved that limt→+∞ f(x(t))−f
∗
Q =
0 and we know that the function λ is bounded since its derivative belongs to L1([0,+∞[)
and that for every z in argminQ f, limt→+ ‖x(t)− z‖
2 exists. But from the hypothesis on
Q and f, we have 0 ∈ argminQ f , then limt→+ ‖x(t)‖
2 exists. Hence by letting t1 and t2
go +∞ in the inequality (3.1), we conclude that
‖x(t1)− x(t2)‖ → 0 as t1, t2 → +∞,
which implies that x(t) converges strongly to some x∗ in H as t → +∞. From Theorem
1.1, x∗ belongs to argminQ f . Let us now prove the strong convergence of the trajectory
x(.) under the second assumption of Theorem 1.2. The proof is inspired by [8, Theorem
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3.13]. By assumption, there x∗0 in argminQ f and r
∗ > 0 such that for every x in the ball
BH(x
∗
0, r
∗), f(x) = f ∗Q which implies that ∇f(x) = 0. Hence, from the positivity of the
operator ∇f, for every y ∈ H and v ∈ BH(0, 1) we have
〈∇f(y), y − x∗0 − r
∗v〉 ≥ 0,
which implies that
(3.2) ‖∇f(y)‖ = sup
‖v‖<1
〈∇f(y), v〉 ≤
1
r∗
〈∇f(y), y − x∗〉.
Using now the facts that x is the solution on (CGP), x(t) ∈ Q for every t ≥ 0, and the
fact PQ is a non-expansive mapping, we deduce from (3.2) that
‖x′(t)‖ = ‖PQ(x(t)− λ(t)∇f(x(t)))− x(t)‖
≤ λ(t) ‖∇f(x(t))‖
≤
1
r∗
λ(t)〈∇f(x(t)), x(t)− x∗0〉.
Hence, from the inequality (2.5) with z = x∗0, we deduce
‖x′(t)‖ ≤
1
r∗
(
|λ′(t)|
(
f(x0)− f
∗
Q
)
− ϕ′x∗0(t)−
(
λ(t)
(
f(x(t))− f ∗Q
))′)
.
Integrating this inequality, we infer that for every t ≥ 0∫ t
0
‖x′(s)‖ ds ≤
1
r∗
((
f(x0)− f
∗
Q
) ∫ +∞
0
|λ′(s)|ds+ ϕx∗0(0) +
(
λ(0)
(
f(x0)− f
∗
Q
)))
,
which implies that x′ belongs to the space L1([0,+∞[;H). Thus x(t) converges strongly
in H as t→ +∞. This completes the proof of Theorem 1.2. 
4. Strong convergence of the system (CGP) under the (GHEB)
hypothesis
In this section, we prove Proposition 1.1, Theorem 1.3 and Corollary 1.1.
Let us first give the proof of Proposition 1.1.
Proof. Since g is continuous and strongly convex and Q is a non-empty closed convex
subset of H, the function g has a unique minimizer x∗Q over Q. Then argmin h = {x
∗
Q}
and h∗Q =
(
g(x∗Q)
) 1
2θ . Moreover, since g is C1 and strongly convex, there exists a constant
m > 0 such that for every x ∈ Q
g(x) ≥ g(x∗Q) + 〈∇g(x
∗
Q), x− x
∗
Q〉+
m
2
∥∥x− x∗Q∥∥2
≥ g(x∗Q) +
m
2
∥∥x− x∗Q∥∥2 .
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Using now the fact that for every r ≥ 1, a ≥ 0, and b ≥ 0 we have
(a+ b)r ≥ ar + Crb
r
with Cr := inft>0
(1+t)r−1
tr
> 0, we conclude that for every x ∈ Q
h(x) ≥ h∗Q + C 1
2θ
(m
2
) 1
2θ ∥∥x− x∗Q∥∥ 1θ ,
which completes the proof. 
Let us now prove the main result Theorem 1.3.
Proof. Firstly, by combining (2.2) with the assumption λ′ ≤ 0, we get for almost every
t ≥ 0
(4.1) ‖x′(t)‖
2
+
(
λ(t)
(
f(x(t)− f ∗Q
))′
≤ 0.
Let us introduce the function
ϕ(t) :=
1
2
(
dist(x(t), argmin
Q
f)
)2
=
1
2
‖x(t)− [x(t)]‖2 ,
where [x(t)] = PargminQ f (x(t)) is the projection of x(t) onto the convex and closed subset
argminQ f . It is well-known that the function ϕ is of class C
1 and satisfies
ϕ′(t) = 〈x′(t), x(t)− [x(t)]〉.
Hence by letting w = [x(t)] in (2.1), we obtain
ϕ′(t) + ‖x′(t)‖
2
+ λ(t)
(
f(x(t)− f ∗Q
)′
+ λ(t)〈∇f(x(t)), x(t)− [x(t)]〉 ≤ 0.
Using now the assumption λ′ ≤ 0 and the convex inequality
〈∇f(x(t)), x(t)− [x(t)]〉 ≥ f(x(t))− f([x(t)])
= f(x(t))− f ∗Q,
we infer that for almost every t ≥ 0
(4.2) ϕ′(t) +
(
λ(t)
(
f(x(t)− f ∗Q
))′
+ λ(t)
(
f(x(t))− f ∗Q
)
≤ 0.
On the other hand, since the functions f(x(t))− f ∗Q and λ(t) are bounded on [0,+∞[ and
θ ≤ 1
2
, there exists some constant c1 > 0 independent of t such that(
f(x(t))− f ∗Q
)
≥ c1
(
λ(t)
(
f(x(t)− f ∗Q
)) 1
2θ .
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Combining this inequality with the fact that f satisfies the (GHEB) hypothesis (1.6), we
infer that
λ(t)
(
f(x(t))− f ∗Q
)
=
1
2
λ(t)
(
f(x(t))− f ∗Q
)
+
1
4
λ(t)
(
f(x(t))− f ∗Q
)
+
1
4
λ(t)
(
f(x(t))− f ∗Q
)
≥
1
2
λ(t)
(
f(x(t))− f ∗Q
)
+
κ
1
θ
4
λ(t) (ϕ(t))
1
2θ +
c1
4
λ(t)
(
α(t)
(
f(x(t)− f ∗Q
)) 1
2θ
≥
1
2
λ(t)
(
f(x(t))− f ∗Q
)
+ c2λ(t)
(
ϕ(t) + λ(t)
(
f(x(t)− f ∗Q
)) 1
2θ ,
=
1
2
λ(t)
(
f(x(t))− f ∗Q
)
+ c2λ(t)(ψ(t))
1
2θ ,(4.3)
where c2 > 0 is absolute constant and
ψ(t) := ϕ(t) + λ(t)
(
f(x(t)− f ∗Q
)
.
Inserting (4.3) in the inequality (4.2), we obtain for almost every t ≥ 0
(4.4) ψ′(t) + c2λ(t) (ψ(t))
1
2θ +
1
2
λ(t)
(
f(x(t)− f ∗Q
)
≤ 0.
In particular, we have the differential inequality
ψ′(t) + c2λ(t) (ψ(t))
1
2θ ≤ 0,
which implies in particular that the function ψ is non increasing. Since ψ is non negative,
then if there exists t0 ≥ 0 such that ψ(t0) = 0 then ψ(t) = 0 for every t > t0. Hence, in
order to estimate the growth of ψ(t) for t large enough, we can assume that ψ(t) > 0 for
all t > 0. Therefore, by dividing the previous differential inequality by ψ
1
2θ (t), integrating
the resulting inequality and using the fact that Γ(t)→ +∞ as t→ +∞, we obtain
ψ(t) = O(e−c2Γ(t)) if θ =
1
2
,(4.5)
ψ(t) = O((Γ(t))−
2θ
1−2θ ) if θ ∈]0,
1
2
[.(4.6)
In particular, ψ(t) → 0 as t → +∞; hence, by integrating (4.4) on the interval [t,+∞[,
we get ∫ +∞
t
λ(s)
(
f(x(s)− f ∗Q
)
ds ≤ 2ψ(t).
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Using now the fact that the function λ(t)
(
f(x(t)− f ∗Q
)
is decreasing, which is a conse-
quence of (4.1), we deduce that for every t > 0
t
2
λ(t)
(
f(x(t))− f ∗Q
)
≤
∫ t
t
2
λ(s)
(
f(x(s)− f ∗Q
)
ds
≤ 2ψ(
t
2
).(4.7)
Combining (4.5), (4.6) and (4.7) with the inequality
(4.8) Γ(t) ≤ 2Γ(
t
2
), ∀t ≥ 0,
which is a consequence of the fact that the function λ is deceasing, we deduce that
f(x(t))− f ∗Q = O(
1
tλ(t)
e−MΓ(t)) if θ =
1
2
,(4.9)
f(x(t))− f ∗Q = O(
1
tλ(t)
(Γ(t))−
2θ
1−2θ ) if θ ∈]0,
1
2
[,(4.10)
where M > 0 is an absolute constant. This completes the proof of (1.10) and (1.12). Let
us now focus our attention on the study of the strong convergence of x(t) as t → +∞.
Integrating (4.1) between t and 2t and using the Cauchy-Schawrz inequality, we obtain∫ 2t
t
‖x′(s)‖ ds ≤
√
tλ(t)
(
f(x(t))− f ∗Q
)
.
Dividing this inequality by t and integrating the resulting differential inequality on [ τ
2
,∞[
where τ > 0, we get, thanks to Fubini’s theorem, the following inequality
ln 2
∫ +∞
τ
‖x′(s)‖ ds ≤
∫ +∞
τ
2
√
λ(s)
s
(
f(x(s))− f ∗Q
)
ds.
Using now the estimates (4.9) and (4.10), we deduce that∫ +∞
τ
‖x′(s)‖ ds = O
(∫ +∞
τ
2
e−
M
2
Γ(s)
s
ds
)
= O
(
e−
M
4
Γ( τ
2
)
)
if θ =
1
2
,(4.11)
∫ +∞
τ
‖x′(s)‖ ds = O
(∫ +∞
τ
2
(Γ(s))−
θ
1−2θ
s
ds
)
if θ ∈]0,
1
2
[.(4.12)
Therefore x(t) converges strongly as t→ +∞ to some x∗ which is, from Lemma 2.1 and
Theorem 1.1, an element of argminQ f. Finally, the estimates (1.9)and(5.1) on the decay
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rate of x(t) can be easily deduced from (4.11) and (4.12) by using a simple change of
variable, the estimate (4.8) and the fact that
‖x(τ)− x∗‖ ≤
∫ +∞
τ
‖x′(s)‖ ds.

The proof of Corollary 1.1 is a direct application of Theorem 1.3 and the following
elemetary result.
Lemma 4.1. Let u, v : [0,+∞[→ [0,+∞[ be two locally integrable functions such that
u(t) ∼ Ctα andv(t) ∼ Ctβ as t→ +∞ for some constants C > 0 and α > −1 andβ < −1.
Then
∫ t
0
u(s)ds ∼ C
1+α
t1+α and
∫ +∞
t
v(s)ds ∼ − C
1+β
t1+β as t→ +∞.
5. On the strong convergence of the gradient system (GS) under a
local Lojasiewicz inequality
In this section we prove Theorem 1.4. The proof is inspired by the book of Haraux and
Jendoubi [13] and the paper of Chill and Fioranza [14]. As we will see in the proof, the
hypothesis on the convexity of the objective function f is not necessary in Theorem 1.4
and the assumption x∗0 is a global minimizer of f can be replaced by the weaker one x
∗
0 is
a minimizer of f over the ball BH(x
∗
0, r
∗). Moreover, we will notice that if r∗ = +∞ then
r can be taken equal to +∞ too.
Proof. Let r ∈]0, r∗] to be chosen later and let x0 ∈ BH(x
∗
0, r). Let x ∈ C
1([0,+∞[,H) be
the unique global solution of the system (GS). We first notice that from the assumption
on the function λ, the function Γ : [0,+∞[→ [0,+∞[, defined by (1.5), is a bijection of
class C1. Let y be the function defined on [0,+∞[ by y(t) = x(Γ−1(t)). Using the chain
rule, we easily verify that y belongs to the space C1([0,+∞[,H) and it is the unique
solution of the system
(NGS)
{
y′(t) = −∇f(y(t)), t ≥ 0
y(0) = x0.
We distinguish two cases:
The first case: Assume that there exists t0 ≥ 0 such that f(y(t0)) = f
∗. Then ∇f(y(t0)) =
0. Therefore, from the Cauchy Lipschitz theorem we deduce that for every t ≥ 0, y(t) =
y(t0) = x0. Hence f(x0) = f
∗ and x(t) = x0 for every t ≥ 0.
The second case: We assume here that for every t ≥ 0, f(y(t)) > f ∗. Let t∗ := sup{t ≥ 0 :
y(s) ∈ BH(x
∗
0, r
∗) for every s ∈ [0, t]} and define, on the interval on [0, t∗[, the function
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h(t) = ϕ(f(y(t))− f ∗). From the system (NGS) and the assumption (1.18), we have for
every t ∈ [0, t∗[
−h′(t) = −ϕ′(f(y(t)− f ∗)〈∇f(y(t)), y′(t)〉
= ϕ′(f(y(t)− f ∗) ‖∇f(y(t))‖ ‖y′(t)‖(5.1)
≥ ‖y′(t)‖ .(5.2)
Therefore, for every t ∈ [0, t∗[
‖y(t)− x0‖ ≤ h(0)− h(t)
≤ ϕ(f(x0)− f(x
∗
0)),
Using now the continuity of f and ϕ and the fact that ϕ(0) = 0, we infer that up to choose
r small we can assume that t∗ = +∞. Multiplying the equality (5.1) by ϕ′(f(y(t)− f ∗)
and using the fact that ‖y′(t)‖ = ‖∇f(y(t))‖ and the assumption (1.18), we get for every
t ≥ 0
−ϕ′(f(y(t)− f ∗)h′(t) ≥ 1.
Recalling that ϕ(s) = s
θ
κθ
, we obtain
(5.3) −
1
κ
(κθ)
θ−1
θ (h(t))
θ−1
θ h′(t) ≥ 1.
Let us now suppose that θ ∈]1
2
, 1]. Integrating the last differential inequality 5.3), we infer
that for every t ≥ 0 we have
t ≤
Mθ
2θ − 1
(
(h(0))
2θ−1
θ − (h(t))
2θ−1
θ
)
≤
Mθ
2θ − 1
(h(0))
2θ−1
θ ,
where Mθ =
θ
κ
(κθ)
θ−1
θ > 0, which is impossible, then in this case, θ must be in ]0, 1
2
]. Now
from a simple integration of (5.3), we deduce that for every t ≥ 0,
h(t) ≤ h(0)e−
2
κ
t, if θ =
1
2
,
and
h(t) ≤
(
(h(0))
2θ−1
θ +
1− 2θ
Mθ
t
)− θ
1−2θ
, it 0 < θ <
1
2
Therefore, by integrating the differential inequality 5.2 between t ≥ 0 and +∞, we con-
clude that there exists x∞ in H such that for every t ≥ 0 we have
‖y(t)− x∞‖ ≤ h(0)e
− 2
κ
t, if θ =
1
2
,
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and
‖y(t)− x∞‖ ≤
(
(h(0))
2θ−1
θ +
1− 2θ
Mθ
t
)− θ
1−2θ
, if 0 < θ <
1
2
.
Moreover, by using the fact that h(t) = 1
κθ
(f(y(t))− f ∗)θ , we infer that the function
f(y(t))− f ∗ satisfies the following estimates for every t ≥ 0
f(y(t))− f ∗ ≤ (f(x0)− f
∗) e−
4
κ
t if θ =
1
2
,
and
f(y(t))− f ∗ ≤ (κθ)
1
θ
(
(h(0))
2θ−1
θ +
1− 2θ
Mθ
t
)− 1
1−2θ
, if 0 < θ <
1
2
.
This ends the proof of Theorem 1.4 since x(t) = y(Γ(t)). 
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