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Abstract
Possibility of description of the glass transition in terms of critical dynamics considering
a hierarchy of the intermodal relaxation time is shown. The generalized Vogel-Fulcher law
for the system relaxation time is derived in terms of this approach. It is shown that the
system satisfies the fluctuating–dissipative theorem in case of the absence of the intermodal
relaxation time hierarchy.
1 INTRODUCTION
Despite of significant success in description of the dynamics of glass-transition, which they
managed to attain by now, in particular in the framework of the mode coupling theory, the
idea of description of glass-transition within the scaling theory of phase transitions stays as
very attractive one. At first sight from the point of view of technical approaches such task
does not present any complexity [1]. However, attempts of description of the phase transitions
in disordered systems within the framework of the scaling approach faced serious difficulties
connected with the necessity of a deviation from the framework of usual representations of the
fluctuation theory of phase transitions [2].
It is possible that part of these difficulties is caused by using of the static fluctuation theory
of phase transitions and by the complexity of averaging over configurations of the exchange
integrals. In this work an attempt to consider this problem within dynamic approach, which
is an alternative to the replica method and in which such difficulties are absent, is made. It
∗Corresponding author
1
is assumed, what the ultrametric valleys space has a hierarchical structure and is self-similar.
Therefore it seems to be possible that we can formulate a dynamic scaling theory, in which, on
the one hand, the fundamentals would not be impaired, and, on the other hand, the system
ultrametricity would be taken into account.
2 THEORETICAL MODEL
We will consider the Edwards-Anderson model close to the paramagnetic–spin glass transition
temperature. Let us assume that the states space of the frustrated system is decomposed into
a set of the valleys divided between each other by energy barriers with a complex relief, and
describe the states of every valley with functions ϕa(t, r¯), where a is the valley number. We will
emanate from the standard formulation of the stochastic dynamics problem, and let us suppose
that the states, corresponding to various valleys, interact with each other. Then, according to
the mode coupling theory, the generalization of this problem to the case of the fields {ϕa(t, r¯)}
system has the following form:
∂tϕa(t, r¯) = −
∑
b
αab
δF{ϕ}
δϕb(t, r¯)
+ ξa(t, r¯), 〈ξa(t, r¯)ξb(t
′, r¯′)〉 = 2αabδ(r¯ − r¯
′)δ(t− t′).
Here the indexes a and b mark the valleys (modes), αab are the inter-mode (inter-valley) coupling
coefficients,
F{ϕa(t)} =
∫
ddr
[
1
2
(∇ϕa(t, r¯))
2 +
1
2
(β + ̺Ja(r¯))ϕ
2
a(t, r¯) +
1
4
υϕ4a(t, r¯)
]
,
where Ja(r¯) are random fields (〈J〉 = 0). For the convenience let us turn from the operator αab
to the inverse operator α¯ab, then the problem has the form:
∑
b
α¯ab∂tϕb(t, r¯) = −
δF{ϕ}
δϕa(t, r¯)
+ ζa(t, r¯), 〈ζa(t, r¯)ζb(t
′, r¯′)〉 = 2α¯abδ(r¯ − r¯
′)δ(t − t′).
Let us make use of the method of reduction of the stochastic problem to the quantum-field
model and write the full dynamic generating functional of the function ϕa(t, r¯) in the form:
Φ{ϕ} =
∏
t, r¯, a
δ
(∑
b
α¯ab∂tϕb(t, r¯) +
δF{ϕ}
δϕa(t, r¯)
− ζa(t, r¯)
)
×
×
∣∣∣∣det
(
α¯abδ(r¯ − r¯
′)∂t +
δ2F{ϕ}
δϕa(t, r¯)δϕb(t
′, r¯′)
)∣∣∣∣ .
Using the Grassman variable algebra and the diagram technique it can show that in case of
a purely dissipative problem the stochastic equation has only one solution, therefore one can
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eliminate the absolute value of the determinant. This functional is the distribution function
analog and ¡¡cuts out¿¿ from the continual integral over fields ϕa(t, r¯) only the configurations
which satisfies the original stochastic problem. Integrating over the random field ζ one gets the
statistical sum in the following form:
Z =
〈∫ (∏
a
DϕaDϕ
′
a
)
exp
[
S{ϕ, ϕ′, J}
]〉
J
,
S{ϕ, ϕ′, J} =
∑
ab
∫
dt ddr
[
α¯abϕ
′
a(t, r¯)ϕ
′
b(t, r¯)− α¯abϕ
′
a(t, r¯)∂tϕb(t, r¯)+
+ ϕ′a(t, r¯)∇
2ϕa(t, r¯)− βϕ
′
a(t, r¯)ϕa(t, r¯)− ̺Ja(r¯)ϕ
′
a(t, r¯)ϕa(t, r¯)− υϕ
′
a(t, r¯)ϕ
3
a(t, r¯)
]
.
Ultrametricity of the valleys space (and the time scale accordingly) is an important stage
of our model definition. We do it by means of the random ¡¡impurity¿¿ field J : Let us assume
that the valley states are independent of one another, therefore the averaging over fields J is
carried out for every valley independently — the correlation of Ja and Jb is absent. However,
upon expiration of τab time, which is necessary for the valleys a and b to come to equilibrium,
their states cease to be independent and the averaging over J becomes to be common. Thus,
let us assume that a correlator 〈Ja(t, r¯)Jb(t
′, r¯′)〉 = 0, if the time gap between the replica states
is smaller than some characteristic time τab, which is necessary for the valleys a and b to come
to equilibrium (|t − t′| < τab), and, otherwise, 〈Ja(t, r¯)Jb(t
′, r¯′)〉 = δ(r¯ − r¯′) for |t − t′| > τab
(Fig.1). For that we represent the correlator of the random bonds as follows:
Figure 1: Graphic expression of 〈Ja(t)Jb(t
′)〉 correlator.
〈Ja(t, r¯)Jb(t
′, r¯′)〉 = θ(|t− t′| − τab)δ(r¯ − r¯
′).
The relaxation time τab depends on the distance apart the valleys a and b in the ultrametric
space xab: τab = τ0e
xab .
3
3 RENORMALIZATION AND ANALYSIS
Correlation functions of the fields, available in the model, have the following form, if α¯aa =
αaa = 1,:
〈ϕ′aϕb〉 =
δab
iω + εk
, 〈ϕaϕb〉 =
2α¯ab
ω2 + ε2k
, 〈JaJb〉 =
e−iωτab
iω
,
where εk = k
2 + β, and it was assumed that the ¡¡inoculating¿¿ operator, α¯ab, had the form
α¯ab ≃ δab. In this case the contribution of ϕ
′
a(t, r¯)∂tϕb(t, r¯) (a 6= b) is unrenormalizable. Let us
represent these correlation functions in form of the graphs a, b, and c accordingly (Fig.2). It can
Figure 2: Graph representation of the correlators.
be checked that the formulated model is multiplicatively renormalizable, and the renormalized
effective action has the following form:
S(R){ϕ, ϕ′, J} =
∑
ab
∫
dω ddk
[
Z1ϕ
′
aϕ
′
b + Z2ωϕ
′
aϕb+
− Z3k
2ϕ′aϕa − Z4ϕ
′
aϕa − Z5Jaϕ
′
aϕa − Z6ϕ
′
aϕ
3
a − Z7iωe
iωτabJaJb
]
,
where Z1 = Zα¯abZ
2
ϕ′ , Z2 = Zα¯abZϕ′Zϕ, Z3Zϕ′Zϕ, Z4 = ZβZϕ′Zϕ, Z5 = Z̺ZJZϕ′Zϕ, Z6 =
ZυZϕ′Z
3
ϕ, Z7 = ZχZ
2
J are corresponding renormalization constants. The canonical dimensions
of the fields and parameters of this model are given in the table:
F k, ∇ ω, ∂t α¯ab ϕ ϕ
′ J β ̺ υ
dkF 1 0 2 −(1 + d/2) −(1 + d/2) −d/2 2 2− d/2 4− d
dωF 0 1 -1 -1 0 -1 0 0 0
dF 1 z=2 0 −(3 + d/2) −(1 + d/2) −(2 + d/2) 2 2− d/2 4− d
Figure 3: Graph which contributes to the renormalization of the term α¯ab (one-loop approxima-
tion).
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The renormalization procedure is of fundamental importance. The renormalization of the
parameter α¯ab is a specially important one, which looks as follows (Fig.3):
Zα¯ab = α¯ab − ̺
2 2
2!
∫
λzω0<|ω|<ω0
dω
∫
λk0<|k|<k0
ddk
(2π)d
αabω
2 + α¯abε
2
k
(ω2 + ε2k)
2 ·
e−iωτab
iω
. (1)
Here and below we amount to nothing more than the one-loop approximation. The integral over
ω is divided into two parts: the first part is a circulation integral around the pole ω = εk, the
second part — around the pole ω = 0. As usual [3], in the first case the integration is carried out
over contour bounding of the complex space upper half-plane, whereas in the second integral,
as well as when integrating over k we have to introduce the regularizing parameter λz (z = 2 is
the dynamics exponent). Thus, after the integration over ω the expression (1) has the form:
Zα¯ab ≃ α¯ab − 2π
∫
λk0<|k|<k0
ddk
(2π)d
[
̺2
2
(αab − α¯ab)
eεkτab
ε2k
−
̺2
4
(αab − α¯ab)τab
eεkτab
εk
−
̺2
2
αabe
εkτab
ε2k
−
̺2(1− λz)
π
τ˜abα¯ab
ε2k
]
.
Here the last term is the result of expansion in series of the exponential curve, besides the
nondimensional time parameter τ˜ab = γe
σxab (γ = ω0τ0) is introduced. If one keeps in this
formula only substantial logarithmically divergent terms, it has the following form:
Zα¯ab = α¯ab + α¯ab̺
2
(
τ˜ab(1− λ
z)
π
+
1
2
)
1
2π
ln
(
1
λ
)
. (2)
Time ultrametricity at the integration over ω leads to the nontrivial dependance of the α¯ab
renormalization on the λ. Therefore, this very parameter has the most apparent features that
are caused by the presence of the hierarchy of system relaxation times and have an effect on the
system dynamics.
β-renormalisation looks in the following form (Fig.4):
Zβδab = βδab − Σ1ab − Σ2ab,
where Σ1ab Σ2ab are contributions to β-renormalisation of (a) and (b) graphs, accordingly. The
contribution of the first graph has the form:
Σ1ab = β̺
2 2
2!
∑
c
∫
λzω0<|ω|<ω0
dω
∫
λk0<|k|<k0
ddk
(2π)d
−αacαcbω
2 + i2αacδcbωεk + δacδcbε
2
k
(ω2 + ε2k)
2 ·
e−iωτab
iω
.
Since α¯ab (a 6= b) parameter is divergent, the parameter αab will be small, respectively; therefore,
only second and third terms remain in the integral. After the integration over ω, assuming that
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Figure 4: Graphs which contribute to the renormalization of the term β (one-loop approxima-
tion).
τaa = 0, we get the following:
Σ1ab = −δab
β̺2
2
(1− αab)
∫
λk0<|k|<k0
ddk
(2π)d−1
1
ε2k
= −β̺2δab(1− αab)
1
4π
ln
(
1
λ
)
= 0.
I. e. in case of αaa = 1, this graph does not contribute to renormalisation. The second cunterterm
has the form:
Σ2ab =
βυδab(9α¯ab + 3αab)
8π
ln
(
1
λ
)
.
Thus, when αaa = α¯aa = 1, we have
Zβ = β − β
3υ
2π
ln
(
1
λ
)
.
The graphs renormalizing the point ̺ϕ′aϕaJa have the form represented in Fig.5. Using the
Figure 5: Graphs which contribute to the renormalization of the term ̺ (one-loop approxima-
tion).
above results it is simply to show that renormalisation of this point has the following form:
Z̺ = ̺− ̺
3υ
2π
ln
(
1
λ
)
.
In one-loop approximation the graphs renormalizing the point υϕ′aϕ
3
a have the form rep-
resented in Fig.6. However, as it was shown above, the first graph (a) makes a zero-order
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Figure 6: Graphs which contribute to the renormalization of the term υ.
contribution to renormalisation (Υ1 = 0). The second graph (b) makes the following contribu-
tion:
Υ2 = υ̺
2 6
2!
∑
c
∫
λzω0<|ω|<ω0
dω
∫
λk0<|k|<k0
ddk
(2π)d
αacαcbω
2 + δacδcbε
2
k
(ω2 + ε2k)
2 ·
e−iωτab
iω
,
which has the following form after being integrated:
Υ2 = −υ̺
23π
∫
λk0<|k|<k0
ddk
(2π)d
1
ε2k
= −υ̺2
3
4π
ln
(
1
λ
)
.
The third graph (c) contribution is
Υ3 = 36υ
2δab
∑
c
∫
λzω0<|ω|<ω0
dω
∫
λk0<|k|<k0
ddk
(2π)d
(−iαacω + δacεk)(αcbω
2 + α¯cbε
2
k)
(ω2 + ε2k)
3 =
= υ2
9
2π
ln
(
1
λ
)
,
thus, we get:
Zυ = Zυ = υ −Υ1 −Υ2 −Υ3 = υ + υ̺
2 3
8π2
ln
(
1
λ
)
− υ2
9
2π
ln
(
1
λ
)
.
Assuming that Zϕ = θ(λ), Zϕ′ = θ
′(λ), ZJ = ϑ(λ), and carrying out the scaling transforma-
tion we get the following renormalization group:
α¯
(R)
ab = Z1λ
d+z = θ′
2
(λ)λd+z
[
α¯ab + α¯ab̺
2
(
τ˜ab(1− λ
z)
π
+
1
2
)
1
2π
ln
(
1
λ
)]
,
α¯
(R)
ab = Z2λ
d+2z = θ′(λ)θ(λ)λd+2z
[
α¯ab −O(υ
2)
]
,
1 = Z3λ
d+z+2 = θ′(λ)θ(λ)λd+z+2,
β(R) = Z4λ
d+z = θ′(λ)θ(λ)λd+z
[
β − β
3υ
2π
ln
(
1
λ
)]
,
̺(R) = Z5λ
2d+2z = θ′(λ)θ(λ)ϑ(λ)λ2d+2z
[
̺− ̺
3υ
2π
ln
(
1
λ
)]
,
υ(R) = Z6λ
3d+3z = θ′(λ)θ3(λ)λ3d+3z
[
υ + υ̺2
3
4π
ln
(
1
λ
)
− υ2
9
2π
ln
(
1
λ
)]
,
χ(R) = Z7λ
d+2z = ϑ2(λ)λd+2zχ.
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Taking into account canonical dimensions of the fields and introducing new denotations: ξ =
ln(1/λ), ε = 4− d, let us rewrite this system in the following form:
α¯
(R)
ab = α¯ab + α¯ab̺
2
(
τ˜ab(1− e
−zξ)
π
+
1
2
)
1
2π
ξ,
β(R) = e2ξ
[
β − β
3υ
2π
ξ
]
,
̺(R) = eεξ/2
[
̺− ̺
3υ
2π
ξ
]
,
υ(R) = eεξ
[
υ + υ̺2
3
4π
ξ − υ2
9
2π
ξ
]
.
Let us expand exponents in series and keep only linear components in respect to ξ-terms. Sup-
posing the continuity of the renormalization group transformation let us describe the evolution
of effective action parameters in the form of differential equations:
d ln(α¯ab)
dξ
=
̺2
2π
(
τ˜ab(1− e
−zξ)
π
+
1
2
)
,
d ln(β)
dξ
= 2−
3υ
2π
,
d ln(̺)
dξ
=
ε
2
−
3υ
2π
,
d ln(υ)
dξ
= ε+ ̺2
3
4π
− υ
9
2π
.
The fixed point condition is assigned by a set of equations:
d ln(̺)
dξ
= 0,
d ln(υ)
dξ
= 0, from which
we get: υ∗ =
πε
3
, ̺∗ =
√
2πε
3
. Then
β1/2 ≃
(
T − Tc
κTc
)1/2
= eξ,
α¯ab ≃ exp
(
̺2
2π
(
τ˜ab
π
+
1
2
)
ξ
)
· exp
(
̺2τ˜ab
2π2z
e−zξ
)
=
=
(
T − Tc
κTc
)ε
3
(
τ˜ab
π
+
1
2
)
· exp
(
ετ˜ab
6π
(
κTc
T − Tc
)z/2)
.
Within continuous limit (α¯ab → α¯(x)) we can represent a temporary system evolution as the
following functional relation:
S(t) =
∫
dx∆′(x) exp
(
−
t
α¯(x)
)
,
where ∆′(x) ∼ j−x is the distribution density of the valley pairs with respect to distances, x,
between such valleys in the ultrametric space. Hence, we can get the following formula for the
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observable time of relaxation of a three-dimensional system:
trel ∼
(
T − Tc
κTc
)1
3
(
q
π
+
1
2
)
· exp
(
qκ
6π
Tc
(T − Tc)
)
,
where q = γeσ/ ln j is a value which is determined by ultrametric space parameters. Thus, on
condition that (T − Tc)≪ 1, we come to the Vogel-Fulcher-Tammann law.
We would like to note that in a number of works the idea that critical phenomena in disor-
dered systems can be described by assumption of exsistence of the infinite continuous hierarchy
of the correlation length and critical indexes was proposed (see, for example, [2, 4]). In our case
the renormalization (2) can be interpreted as the presence of such hierarchy.
Finally, let us write down the dynamic sensitivity of the system:
G(ω) =
∑
ab
α¯−1ab
iω + α¯−1ab εk
.
In continuous limit this formula can be written in terms of ¡¡intervalley transitions¿¿ x:
G(ω) =
∞∫
0
dx∆′(x)
Γ(x)
iω + Γ(x)εk
,
where Γ(xab) = α¯
−1
ab is a value which is inverse to transition time between the a and b valleys.
Within ω → 0 limit it can be written down in a more traditional form [5]:
D(ω) ≃
∞∫
0
dxq′(x)
Γ(x)
ω2 + Γ2(x)ε2k
,
where q′(x) = ∆′(x)/Γ(x). As is known [5], to work the fluctuating–dissipative theorem it is
necessary that q′(x) = ∆′(z). Thus, this theorem is valid when Γ(x) = 1 at all x-values, i.e. in
case of any whatsoever transition times hierarchy is absent in the system.
4 CONCLUSIONS
The outcomes of this work has pointed out to a critical opportunity of application of the standard
methods of critical dynamics in description of glass transition. However, the given approach has
some weak-points. First of all, it relates to artificial introduction of the hierarchy of relaxation
times, therefore two scales of relaxation time do exist in this model: α¯ corresponding to relax-
ation in the ϕ-fields subsystem; and τ corresponding to the J-fields subsystem, where the second
one is entered to the model artificially. In fact these time scales should be interconnected with
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each other, since relaxation of the ϕ-fields determines relaxation of the J-fields. Apparently, a
form this interconnection directly depends on a specific concrete physical problem, but in our
model this is not taken into account. As a consequence, q does not depend on the temperature,
that, apparently, is not exactly correct. Therefore, it is possible to believe, that the obtained
Vogel-Fulcher-Tammann formula is true in case of weak temperature dependence of q.
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