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GRADED LIE STRUCTURE ON COHOMOLOGY OF SOME EXACT
MONOIDAL CATEGORIES
Y. VOLKOV AND S. WITHERSPOON
Abstract. For some exact monoidal categories, we describe explicitly a connection be-
tween topological and algebraic definitions of the Lie bracket on the extension algebra of the
unit object. The topological definition, due to Schwede and to Hermann, involves loops in
extension categories, and the algebraic definition involves homotopy liftings as introduced
by the first author. As a consequence of our description, we prove that the topological
definition indeed yields a Gerstenhaber algebra structure in the monoidal category setting,
answering a question of Hermann. For use in proofs, we generalize A∞-coderivation and
homotopy lifting techniques from bimodule categories to some exact monoidal categories.
1. Introduction
The Lie structure on Hochschild cohomology of an algebra is more difficult to understand
than is the associative algebra structure. There are fewer techniques available for handling
it in relation to arbitrary resolutions or to arbitrary extensions of modules. A topological
approach introduced by Schwede [11] and expanded to some types of monoidal categories
by Hermann [3] expresses the bracket as a loop in an extension category. Shoikhet [12, 13]
and Lowen and Van den Bergh [5] offered related advances in the direction of Deligne’s
Conjecture. An algebraic approach introduced by Negron and the authors [9, 14] describes
the bracket on an arbitrary projective resolution via homotopy lifting functions [14] which
were expanded to A∞-coderivations [8], providing further insight and theoretical tools.
In this paper, we generalize the algebraic approach of homotopy liftings and
A∞-coderivations from the Hochschild cohomology of algebras to the cohomology of
some types of exact monoidal categories. We use these techniques to make a direct
connection to the work of Schwede and Hermann. Specifically, the topological definition
of the bracket is a loop traversing four incarnations of cup product: tensor product in
each of two orders and Yoneda splice in each of two orders. This definition calls on an
isomorphism from homotopy classes of loops on a category of n-extensions to a category
of (n − 1)-extensions, given by Retakh and by Neeman [7, 10]. The algebraic definition
of the bracket via homotopy liftings then essentially provides a homotopy between two
resulting paths from the Yoneda splice in one order to that in the other. As a consequence
of this explicit description and connection with topology, we prove that Hermann’s
bracket in a monoidal category setting indeed induces a Gerstenhaber algebra structure
on cohomology, answering a question of his [3].
We begin in Section 2 by recalling some standard definitions and notation for exact cat-
egories and n-extensions. We then summarize some of Retakh’s work on loops in extension
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categories in Section 3, in particular Schwede’s and Hermann’s formulation of his work
in view of its application to Lie structures. In Section 4 we generalize the A∞-coalgebra
techniques of [8] and the homotopy lifting techniques of [14] to some types of monoidal
categories, defining a bracket on the extension algebra of the unit object that makes it a
Gerstenhaber algebra. Finally, we make a direct connection to Schwede’s and Hermann’s
topological approach in Section 5.
2. Exact categories and extensions
In this section we recall definitions and basic facts, and we introduce some notation
concerning exact categories and n-extensions.
Definition 2.1. Let C be an additive category and E a class of distinguished sequences
X → Y → Z of C. We call E a class of conflations if for every sequence X
ι
−→ Y
π
−→ Z
in E , the morphism ι is a kernel of π and the morphism π is a cokernel of ι. A morphism
ι : X → Y in C is an inflation if there exists a conflation of the form X
ι
−→ Y
π
−→ Z. A
morphism π : Y → Z in C is a deflation if there exists a conflation of the form X
ι
−→ Y
π
−→ Z.
The pair (C, E) is called an exact category if the following axioms hold:
(1) 0→ 0→ 0 is a conflation;
(2) the composition of any two deflations is also a deflation;
(3) if π : Y → Z is a deflation and f : Y ′ → Z is any morphism, then there exists a
pullback
K Y ′
Y Z
π′
f ′ f
π
with deflation π′;
(4) if ι : X → Y is an inflation and g : X → Y ′ is any morphism, then there exists a
pushout
X Y
Y ′ R
ι
g g′
ι′
with inflation ι′.
Remark 2.2. One can show (see [4]) that if (C, E) is an exact category, then any split exact
sequence is a conflation and the composition of any two inflations is an inflation. Moreover,
if ι has a cokernel and fι is an inflation for some f , then ι is an inflation itself and dually
if π has a kernel and πg is a deflation for some g, then π is a deflation. One can also show
(see [1]) that any extension closed full subcategory of an abelian category is exact and that
any small exact category can be realized as an extension closed full subcategory of some
abelian category.
We will usually omit the notation E and call C an exact category meaning that there
is some fixed class of conflations for C. We are going to follow the approach of [3] to the
study of homological properties of exact categories. Namely, we will study the categories
of n-extensions in C.
Definition 2.3. A sequence · · ·
d1−→ E1
d0−→ E0 with a morphism µE : E0 → X is called a
resolution of X ∈ C if there are conflations K0
ι0−→ E0
µE−→ X ; K1
ι1−→ E1
π0−→ K0; . . . such
that di = ιiπi for all i ≥ 0. In this case we will denote the corresponding resolution by
(E, d, µE) where E = (Ei)i≥0, d = (di)i≥0.
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Of course, resolutions are particular cases of complexes, i.e. of sequences · · ·
di+1
−−→ Ei+1
di−→
Ei
di−1
−−→ Ei−1
di−2
−−→ · · · such that didi+1 = 0 for all i ∈ Z. Such a complex we denote by
(E, d). If (E ′, d′) is another complex, then a degree n morphism from (E, d) to (E ′, d′) is
a sequence of maps f = (fi)i∈Z with fi ∈ HomC(Ei, Ei−n). In particular, d is a degree
one morphism from (E, d) to itself. Degree n morphisms between two fixed complexes
form an abelian group in an obvious way. Moreover, if g is a degree m morphism from
(E ′, d′) to (E ′′, d′′), then we define the composition gf as the degree (n + m) morphism
from (E, d) to (E ′′, d′′) defined by the equality (gf)i = gi−nfi for all i. For a degree n
morphism f as above, we denote by ∂(f) the degree (n + 1) morphism defined by the
equality ∂(f) = d′f − (−1)nfd. We will call f a chain map if ∂(f) = 0 and we will say
that a degree n morphism f ′ from (E, d) to (E ′, d′) is homotopic to f and write f ′ ∼ f if
f − f ′ = ∂(s) for some degree (n− 1) morphism s. We will call f null homotopic if f ∼ 0.
Any object X of C we will consider also as a complex (X˜, 0) with X˜0 = X and X˜i = 0 for
i 6= 0. For two resolutions (E, d, µE) and (E
′, d′, µE′) of X , we will call a degree zero chain
map f from (E, d) to (E ′, d′) a morphism of resolutions if it lifts the identity morphism on
X , i.e. if µE′f = µE. If other data is clear from the context, we will sometimes denote the
complex (E, d) or even the resolution (E, d, µE) simply by E.
Definition 2.4. A resolution (E, d, µE) of X is called an n-extension of X by Y if En = Y
and Ei = 0 for i > n. The set of all n-extensions of X by Y is denoted by Ext
n
C(X, Y ). As
is usual, we set Ext0C(X, Y ) = HomC(X, Y ), but this paper concerns more the case n ≥ 1
and one may assume throughout that n ≥ 1 whenever some argument or construction does
not work for n = 0.
For an n-extension (E, d, µE) of X by Y , we introduce some special morphisms. We set
ιE = dn−1 : Y → En−1 and introduce morphisms
κE : Y → E and πE : E → Y
of degrees −n and n respectively, that are identity maps in their unique nonzero degrees.
Note that πE is a chain map, ∂(κE) = ιEκE and πEκE = 1Y .
Let us pick (E, φ, µE), (F, ψ, µF ) ∈ Ext
n
C(X, Y ). A morphism of n-extensions from E to F
is a morphism of resolutions f : E → F that is the identity map in degree n, i.e. such that
πFf = πE . There are only identity morphisms between elements of Ext
0
C(X, Y ). Morphisms
generate an equivalence relation on ExtnC(X, Y ) and the set of equivalence classes is denoted
ExtnC(X, Y ). Also, with these morphisms, Ext
n
C(X, Y ) is turned into a category for any
n ≥ 0. Then one can define homotopy groups πiExt
n
C(X, Y ) of Ext
n
C(X, Y ) as homotopy
groups of the classifying space B
(
ExtnC(X, Y )
)
. For a more direct interpretation of the
groups π0Ext
n
C(X, Y ) and π1Ext
n
C(X, Y ) one can look, for example, at [3, §2.2]. In particular,
ExtnC(X, Y ) = π0Ext
n
C(X, Y ) consists of the classes of elements of Ext
n
C(X, Y ) modulo the
minimal equivalence relation such that E is equivalent to F whenever HomExtn
C
(X,Y )(E, F ) 6=
∅.
Let us now recall some constructions involving the sets ExtnC(X, Y ). First of all, let us
pick (E, φ, µE) ∈ Ext
n
C(X, Y ) and two morphisms α : X
′ → X and β : Y → Y ′. Then we
define Eα = (Eα, φα, µEα) ∈ Ext
n
C(X
′, Y ) and βE = (βE, βφ, µβE) ∈ Ext
n
C(X, Y
′) in the
4 Y. VOLKOV AND S. WITHERSPOON
the pullback
(Eα)0 X′
E0 X
µEα
α¯ αµE
of µE along α and the pushout
Y En−1
Y ′ (βE)n−1
ιE
β β¯ιβE
of ιE along β.
Now we set (Eα)i = Ei, φ
α
i = φi for i > 0 and define φ
α
0 as the unique morphism such that
µEαφ
α
0 = 0 and α¯φ
α
0 = φ0. We set also (βE)i = Ei,
βφi−1 = φi−1 for i < n−1, µβE = µE and
define βφn−2 as the unique morphism such that
βφn−2ιβE = 0 and
βφn−2β¯ = φn−2. In the
case n = 1 the last construction must be slightly corrected, because in this case the pushout
construction must be applied to µβE 6= µE. One can see that (βE)α = β(Eα) and so the
notation βEα makes sense. Let us now pick two extensions E, F ∈ ExtnC(X, Y ). We define
their sum (called the Baer sum) in the following way. First we form the n-extension E⊕F
of X2 by Y 2 in the obvious way and then define E + F =
(
1 1
)
(E ⊕ F )
(
1
1
)
. This sum
operation determines a commutative monoid structure on the set of (isomorphism classes
of) n-extensions of X by Y . The zero element for this operation is
(2.5) σn(X, Y ) =
(
0→ Y
1Y−→ Y → 0→ · · · → 0→ X
)
∈ ExtnC(X, Y )
with µσn(X,Y ) = 1X , where for n = 1 the middle terms Y and X glue together and form
the direct sum X ⊕ Y . Moreover, the sum operation passes to ExtnC(X, Y ) and determines
the structure of an abelian group on it. If the underlying category C is k-linear for some
commutative ring k, then ExtnC(X, Y ) is a k-module, where the n-extension aE = Ea is
defined via the identification of a ∈ k with the morphism a1X : X → X . In particular, if a
is invertible and E is reserved for (E, φ, µE), then aE denotes the n-extension (E, φ, a
−1µE).
We set Ext
q
C(X, Y ) = ⊕n≥0 Ext
n
C(X, Y ). Note that at this moment this definition makes
sense.
Let us pick now (E, φ, µE) ∈ Ext
n
C(X, Y ) and (F, ψ, µF ) ∈ Ext
m
C (Y, Z). We define the
(m+ n)-extension F#E as the Yoneda splice
0→ Z
ιF−→ Fm−1
ψm−2
−−−→ · · ·
ψ0
−→ F0
ιEµF
−−−→ En−1
φn−2
−−−→ · · ·
φ0
−→ E0
with µF#E = µE. This construction passes to the sets ExtC, i.e. it induces a product
# : ExtmC (Y, Z) × Ext
n
C(X, Y ) → Ext
m+n
C (X,Z) which is called the Yoneda product. In
particular, for any object X of C the set Ext
q
C(X,X) is a ring with respect to operations +
and #. If C is k-linear, then ExtnC(X,X) is a k-algebra.
Note that one can define the derived category DC of the exact category C (see, for exam-
ple, [1]). Given an n-extension (E, φ, µE) of X by Y , one can define a morphism from X to
Y [n] in DC as the composition πEµ
−1
E which makes sense because µE is a quasi isomorphism.
This correspondence induces an isomorphism between ExtnC(X, Y ) and HomDC(X, Y [n]) that
respects the additive (k-linear) structure and sends the Yoneda product of two sequences to
the composition of the corresponding morphisms in the derived category in the sense that
πF#Eµ
−1
F#E coincides with (πFµ
−1
F )[n]πEµ
−1
E up to a sign. This gives a strong motivation to
study the groups ExtnC(X, Y ).
If the category C satisfies an additional property, namely, if it has enough projective
objects, then the groups ExtnC(X, Y ) have another, more usable, description.
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Definition 2.6. The object P of an exact category C is called projective if any deflation
X → P is a split epimorphism. The resolution (P, d, µP ) of X ∈ C is called projective if Pi
is projective for each i ≥ 0.
If X has a projective resolution (P, d, µP ), standard arguments show that there ex-
ists a canonical isomorphism of abelian groups (k-spaces if C is k-linear) ExtnC(X, Y )
∼=
KerHomC(dn, Y )/ ImHomC(dn−1, Y ). Moreover, the Yoneda product on the left side of this
isomorphism can be calculated on the right side via the so-called lifting technique. In this
paper we will restrict ourselves to the case of n-extensions of objects X ∈ C having projec-
tive resolutions. Projective resolutions are a standard tool for studying homological algebra
and all interesting examples that we know admit this tool, so our setting does not seem to
be very restrictive.
Let us recall the construction of the isomorphism of abelian groups
ExtnC(X, Y )
∼= KerHomC(dn, Y )/ ImHomC(dn−1, Y ). Let us first pick some n-cocycle, i.e. a
degree n chain map f : P → Y . We denote by K(f) the element
(2.7) 0→ Y
ιf
−→ K(f)n−1
df
−→ Pn−2
dn−3
−−−→ · · ·
d0−→ P0
of ExtnC(X, Y ) with µK(f) = µP , where K(f)n−1 is the pushout of the morphisms dn−1 :
Pn → Pn−1 and f : Pn → Y . To construct this pushout, one first factors dn−1 as Pn
πn−1
−−−→
Kn−1
ιn−1
−−→ Pn−1 where πn−1 is the cokernel of dn and then constructs the pushout of the
inflation ιn−1 along the unique morphism f¯ such that f = f¯πn−1. We denote the remaining
arrow of this pushout by
θf : Pn−1 → K(f)n−1.
The morphism df arises as the unique morphism such that df ιf = 0 and dfθf = dn−2.
In the case n = 1 this construction has to be slightly corrected via applying the pushout
construction to obtain µK(f) 6= µP . The map from KerHomC(dn, Y ) to Ext
n
C(X, Y ) sending
f to K(f) induces the required isomorphism. The inverse to this isomorphism can be
constructed in the following way. For any n-extension (E, φ, µE) of X by Y , there exists a
morphism of resolutions fˆ : P → E. Then the map from ExtnC(X, Y ) to KerHomC(dn, Y )
sending E to fˆn = πE fˆ for some morphism of resolutions fˆ induces the required inverse
isomorphism not depending on the choice of fˆ .
3. Schwede’s and Hermann’s formulas for Retakh’s isomorphism
An important feature of homotopy groups of extensions is the isomorphism
Extn−iC (X, Y )
∼= πiExt
n
C(X, Y ) proved in [10] for an abelian category and in [7]
for a Waldhausen category. In [3] the isomorphism Extn−1C (X, Y )
∼= π1Ext
n
C(X, Y )
was established explicitly when C is a factorizing exact category. Let us recall
the definition of a factorizing exact category given in [3, §2.1]. Suppose that
(E, φ, µE), (F, ψ, µF ) ∈ Ext
n
C(X, Y ) and β : E → F is a morphism of n-extensions. Let Fˆ
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be the n-extension of X by Y defined by the sequence
Y
(
ιF
0
)
−−−→ Fn−1 ⊕En−2

ψn−2 00 1
0 0


−−−−−−−→ Fn−2 ⊕ En−2 ⊕ En−3
ψn−3 0 00 0 1
0 0 0


−−−−−−−−−→ Fn−3 ⊕ En−3 ⊕ En−4 → · · · → F1 ⊕ E1 ⊕E0
(
ψ0 0 0
0 0 1
)
−−−−−−−→ F0 ⊕ E0
and the morphism µFˆ =
(
µF 0
)
: F0 ⊕ E0 → X . Let us define βˆ ∈ HomExtn
C
(X,Y )(E, Fˆ )
degreewise. We set
βˆ0 =
(
β0
1E0
)
, βˆp =

 βi1Ei
φi−1

 (1 ≤ i ≤ n− 2), βˆn−1 =
(
βn−1
φn−2
)
.
Due to [3], the exact category C is called factorizing if all components of βˆ are inflations
for any n ≥ 1, X, Y ∈ C, any E, F ∈ ExtnC(X, Y ), and any β ∈ HomExtnC (X,Y )(E, F ).
The next lemma shows that the term “factorizing” is superfluous and allows us to forget
it forever.
Lemma 3.1. Any exact category is factorizing.
Proof. It is easy to see that βˆ0 is a split monomorphism with the cokernel F0 and βˆi
(1 ≤ i ≤ n − 2) is a split monomorphism with the cokernel Fi ⊕ Ei−1. Thus, it remains
to prove that βˆn−1 is an inflation. To do this, let us first present φn−2 and ψn−2 in the
form φn−2 = ιφπφ and ψn−2 = ιψπψ, where Y
ιE−→ En−1
πφ
−→ Kφ and Y
ιF−→ Fn−1
πψ
−→ Kψ are
conflations. We have βˆn−1 =
(
βn−1
φn−2
)
=
(
1Fn−1 0
0 ιφ
)(
βn−1
πφ
)
. Note that
(
1Fn−1 0
0 ιφ
)
is
an inflation, for example, as a pushout of the inflation ιφ along the direct inclusion of Kφ
to Fn−1 ⊕Kφ, and hence it remains to prove that
(
βn−1
πφ
)
is an inflation.
Note that by the cokernel universal property there exists γ : Kφ → Kψ such that γπφ =
πψβn−1. Then (1Y , βn−1, γ) is a morphism of short exact sequences, and hence the square
En−1 Kφ
Fn−1 Kψ
πφ
βn−1 γπψ
is a pullback of the deflation πψ. Now it follows from [4] that
(
βn−1
πφ
)
is
an inflation and we are done. 
Corollary 3.2. For any exact category C there exists an isomorphism γ : Extn−1C (X, Y )
∼=
π1Ext
n
C(X, Y ), explicitly constructed in [3].
The isomorphism of Corollary 3.2 was used by Hermann [3] to define the Gerstenhaber
bracket on the extension algebra of the unit of an exact monoidal category. It was first
constructed explicitly by Schwede [11] for any category of modules. Hermann showed that
for a module category his construction coincides up to a sign with that of Schwede, and
hence the bracket on Hochschild cohomology constructed by Hermann coincides with the
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usual Gerstenhaber bracket. The construction of the required isomorphism was done in
[11] using projective resolutions and for this reason is more appropriate for us. Now we
will show that if X has a projective resolution, then Schwede’s isomorphism coincides up to
a sign with Hermann’s isomorphism, generalizing the results of [3] to monoidal categories
with enough projectives.
Let us first adapt Schwede’s construction to the setting of an arbitrary exact category
to construct the isomorphism µ : Extn−1C (X, Y ) → π1Ext
n
C(X, Y ) in the case where X
has a projective resolution (P, d, µP ). Let us fix some n-cocycle f : P → Y and define
K(f) ∈ ExtnC(X, Y ) as in (2.7). Note that any element of Ext
n
C(X, Y ) can be represented
by K(f) for some n-cocycle f . Let now g : P → Y be an (n − 1)-cocycle. The pushout
universal property ensures existence of a unique morphism h : K(f)n−1 → K(f)n−1 such
that hθf = θf − ιfg and hιf = ιf . This gives the morphism of n-extensions
µf(g) : K(f)→ K(f)
that is the identity in all degrees except (n − 1) where it equals h. The morphism µf(g)
determines an element of π1Ext
n
C(X, Y ). The homotopy class of µf(g) is determined by the
cohomology class of g. This follows from [3, Lemma 3.2.4] because, for a degree (n − 2)
morphism p : P → Y , the degree −1 morphism from K(f) to K(f) that equals zero in all
degrees except (n − 2), where it equals ιfp, is a homotopy between µf(g) and µf (g + pd).
Moreover, it is not difficult to see that µf(g1 + g2) = µf(g2) ◦ µf(g1), and hence the image
of µf(−) is an abelian subgroup of π1
(
ExtnC(X, Y ), K(f)
)
. A little later we will show that
µf(−) is an isomorphism, which will ensure that π1Ext
n
C(X, Y ) does not depend (up to
unique isomorphism) on a point in a connected component. Moreover, our arguments will
imply that this unique isomorphism sends µf1(g) to µf2(g) if f1 and f2 are cohomologous.
For now we choose for each point E ∈ ExtnC(X, Y ) a morphism of resolutions fˆ : P → E
and define
µE(g) : E → E
to be the conjugation of µf(g), where f = πE fˆ , by the path corresponding to the morphism
from K(f) to E induced by fˆ (not caring about the dependence of µE(g) on the choice of
fˆ).
Suppose now that we have two morphisms α, β : K(f) → E for some (E, φ, µE) ∈
ExtnC(X, Y ). We will show how one can recover an (n − 1)-cocycle g such that µf(g) is
homotopic to the loop α−1β. Note that in fact any loop with the base point K(f) can be
put into this form due to the results of [3, 11] and so we will be able to recover a preimage
of any loop. Our construction imitates, of course, the construction of Schwede, but we give
it for convenience, because our settings are more general. Note that K(f) comes with a
canonical morphism of resolutions Φf : P → K(f) defined by the equalities (Φf)i = 1Pi
for 0 ≤ i ≤ n − 2, (Φf )n−1 = θf and (Φf )n = f . Then (α − β)Φf is a chain map that is
annihilated by the quasi isomorphism µE . Thus, this map is null homotopic, i.e. there is a
degree −1 morphism
s : P → E
such that (α− β)Φf = φs+ sd. Note that πEsd = 0, and hence sn−1 = πEs : P → Y is an
(n− 1)-cocycle.
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Lemma 3.3. The loops µf(sn−1) and α
−1β are homotopic.
Proof. Let us first replace β by β ′, where β ′i = βi + φisi + si−1di−1 for 0 ≤ i ≤ n − 2,
β ′n−1 = βn−1 + sn−2df and β
′
n = βn. Then the paths corresponding to β
′ and β are
homotopic by [3, Lemma 3.2.4]. It remains to note that αµf(sn−1) = β
′. 
Let us now recall Hermann’s construction of the isomorphism
γ : Extn−1C (X, Y )→ π1Ext
n
C(X, Y ).
For (F, ψ, µF ) ∈ Ext
n−1
C (X, Y ), let us first construct a loop with a base point in the n-
extension σn(X, Y ) defined by (2.5). We denote by F¯ the n-extension
0→ Y
ιF−→ Fn−2
ψn−3
−−−→ · · ·
ψ0
−→ F0
(
µF
−µF
)
−−−−−→ X2
with µF¯ =
(
1X 1X
)
. There are morphisms of n-extensions αF , βF : σn(X, Y )→ F¯ both of
which are equal to ιF in degree (n−1) and zero in degrees from 1 to (n−2). In degree zero,
αF equals
(
1X
0
)
while βF equals
(
0
1X
)
. These morphisms determine the loop (αF )−1βF
that we denote by γσn(X,Y )(F ). Now, for an arbitrary E ∈ Ext
n
C(X, Y ), the loop
γE(F ) ∈ π1Ext
n−1
C (X, Y )
is obtained from the loop γσn(X,Y )(F ) by applying the functor (−) + E, where the plus
sign denotes the Baer sum of extensions. Since σn(X, Y ) + E = E, we get a loop with
the base point E. See [3] for details. Hermann has shown that this construction indeed
determines an isomorphism γ : Extn−1C (X, Y ) → π1Ext
n
C(X, Y ). We will show that up to a
sign, constructions of Schwede and of Hermann give the same result. This, in particular, will
ensure that Schwede’s construction gives a well defined isomorphism between Extn−1C (X, Y )
and π1Ext
n
C(X, Y ) in our context and will allow us to use this isomorphism for studying the
bracket as introduced in [3].
Our aim is to prove that µE(F ) ∼ γE
(
(−1)n+1F
)
for any F ∈ Extn−1C (X, Y ) and E ∈
ExtnC(X, Y ). Let us pick a morphism of resolutions fˆ : P → E and denote by f¯ : K(f)→ E
the morphism induced by it, where f = πE fˆ . Note that
(u+ 1E)f¯ = (u+ f¯) = (1F¯ + f¯)(u+ 1K(f))
for each u ∈ {αF , βF}, and hence, by Hermann’s definition, we have
γE(F ) = (α
F + 1E)
−1(βF + 1E) ∼ f¯(α
F + 1K(f))
−1(1F¯ + f¯)
−1(1F¯ + f¯)(β
F + 1K(f))f¯
−1
∼ f¯(αF + 1K(f))
−1(βF + 1K(f))f¯
−1 = f¯γK(f)
(
F
)
f¯−1.
Thus, the required equality follows from the definition of µ, our arguments above and the
next lemma.
Lemma 3.4. µf
(
(−1)n+1g
)
∼ γK(f)
(
K(g)
)
for all n-cocycles f and (n− 1)-cocycles g.
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Proof. We first describe the loop γK(f)
(
K(g)
)
= (αK(g) + 1K(f))
−1(βK(g) + 1K(f)). To do
this we need to compute the extension K(g) +K(f) and morphisms
αK(g) + 1K(f), β
K(g) + 1K(f) : K(f)→ K(g) +K(f).
These can be obtained via a pullback-pushout construction from the morphisms of long
exact sequences
Y ⊕ Y

1Y 0
0 ιf


//
=

Y ⊕K(f)n−1
(
0 df
)
//

ιg 0
0 1K(f)
n−1



Pn−2
d
n−3
//

 0
1P
n−2



· · ·
d1
// P1
 0
1P1




 0
d0


// X ⊕ P0

1X 0
0 µP


//
δ

X ⊕X
=

Y ⊕ Y
ιg 0
0 ιf


// K(g)n−2 ⊕K(f)n−1
dg 0
0 df


// Pn−3 ⊕ Pn−2
dn−4 0
0 dn−3


// · · ·
d0 0
0 d1


// P0 ⊕ P1

µP 0
−µP 0
0 d0


// X ⊕X ⊕ P0
1X 1X 0
0 0 µP


// X ⊕X
where δ =

1X 00 0
0 1P0

 for αK(g) + 1K(f) and δ =

 0 01X 0
0 1P0

 for βK(g) + 1K(f). Let
K(g)n−2 ⊕K(f)n−1
π
−→ L be the deflation completing the inflation
(
ιg
−ιf
)
to a conflation.
It is easy to see that the diagrams
Y ⊕ Y
(
1Y 1Y
)


ιg 0
0 ιf


// K(g)n−2 ⊕K(f)n−1
pi

Y
pi

ιg
0


// L
and
X ⊕ P0
(
0 µP
)
//


1X 0
−1X µP
0 1P0



X

1X
1X



X ⊕X ⊕ P0
1X 1X 0
0 0 µP


// X ⊕X
are a pushout and a pullback respectively. Then K(g) +K(f) is the n-extension
Y
pi

ιg
0


// L

dg 0
0 df


// Pn−3 ⊕ Pn−2
// · · · // P0 ⊕ P1

µP 0
0 d0


// X ⊕ P0
(
0 µP
)
// X.
Moreover, the morphism Φ =
(
(αK(g) + 1K(f)) − (β
K(g) + 1K(f))
)
Φf : P → K(g) + K(f)
is zero in all degrees except degree zero where it equals
(
µP
0
)
. Let us define a morphism
s : P → K(g) +K(f) of degree −1 by the equalities si = (−1)
i
(
1Pi
0
)
for 0 ≤ i ≤ n − 3,
sn−2 = (−1)
nπ
(
θg
0
)
and sn−1 = (−1)
n+1g. It remains to note that s is a homotopy for Φ
and to apply Lemma 3.3. 
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Remark 3.5. The proof of Lemma 3.4 can be obtained via an adaptation of the proof
of [3, Lemma 5.3.3], but we include our proof for convenience of the reader and be-
cause for us it seems to be more self-contained. Two isomorphisms between Extn−1C (X, Y )
and π1Ext
n
C(X, Y ) were defined in [3]. The second one γ
′ satisfies the equality γ′E(F ) =
γE
(
(−1)n+1F
)
and so allows to exclude a sign from the isomorphism stated in the lemma.
In fact, the proof of [3, Lemma 5.3.3] starts with passing from γ to γ′ and the sign appears
exactly at this moment. We do not know why γ is more used in [3], but actually γ works
better with injective resolutions while γ′ is more appropriate for projective resolutions.
4. The Gerstenhaber bracket on the extension algebra of the unit
In this section we introduce our definition of the bracket on the extension algebra of
the unit of an exact monoidal category satisfying a natural condition. We then prove
that, together with the Yoneda product, it gives a Gerstenhaber algebra structure. Our
construction will be based on the A∞-coalgebra techniques of [8]. This will allow us to
obtain automatically all the desired properties, while formally the conditions required for
the constructions of [8] are redundant. Alternatively, one can avoid A∞-coalgebras by using
directly the techniques of [14] (see also [15, Section 6.3]) to define the bracket and then
prove its properties by direct calculations using some weaker additional assumptions. In
the next section we will show that under our assumptions the bracket defined in this paper
coincides with the bracket introduced in [3]. This allows us to prove in our setting some
properties of the bracket that were left as open questions in [3].
We first recall the definition and some basic facts about monoidal categories and discuss
some relations between exact and monoidal structures on a category that allow construction
of the Gerstenhaber bracket on the extension algebra of the unit.
Definition 4.1. Suppose that the additive category C is equipped with a functor ⊗ :
C × C → C, a distinguished object 1 and natural isomorphisms of functors
−⊗ (= ⊗ ≡)
α
−→ (−⊗ =)⊗ ≡; 1⊗−
λl
−→ IdC; −⊗ 1
λr
−→ IdC.
The 6-tuple (C,⊗, 1, α, λl, λr) is called a monoidal category if it satisfies the conditions
1X ⊗ λ
l
Y = (λ
r
X ⊗ 1Y ) ◦ αX,1,Y : X ⊗ (1⊗ Y )→ X ⊗ Y ;
(αW,X,Y ⊗ 1Z) ◦ αW,X⊗Y,Z ◦ (1W ⊗ αX,Y,Z) = αW,X,Y⊗Z ◦ αW⊗X,Y,Z :
W ⊗
(
X ⊗ (Y ⊗ Z)
)
→
(
(W ⊗X)⊗ Y
)
⊗ Z
for any X, Y, Z,W ∈ C (see [3] for the definition illustrated with commutative diagrams).
In this case ⊗ is called a monoidal product for C and 1 is the unit of ⊗.
Remark 4.2. Mac Lane’s Coherence Theorem (see [6]) states that any “formal” diagram
involving identity morphisms and isomorphisms α, λl and λr commutes. Roughly speaking,
this means that if we have a sequence X1, . . . , Xn, where each Xi is either the object 1 or a
formal variable, and a sequence Y1, . . . , Ym which is obtained from the first one via exclusion
of objects Xi that are equal to 1, then any two isomorphisms from
(
X1 ⊗ · · · ⊗ (Xn−1 ⊗
Xn) · · ·
)
to
(
· · · (Y1⊗Y2)⊗· · ·⊗Ym
)
formed by formally defined compositions of morphisms
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of one of the forms 1⊗a ⊗ αA,B,C ⊗ 1
⊗b, 1⊗a ⊗ λlA ⊗ 1
⊗b and 1⊗a ⊗ λrA ⊗ 1
⊗b are equal. In
particular, 1⊗r is canonically isomorphic to 1 for any r ≥ 0.
Similarly to the exact category case, we will usually omit the notation ⊗, 1, α, λl, λr and
call C a monoidal category meaning that there is some fixed monoidal category structure
for it.
Suppose now that C is monoidal and exact at the same time. Let (E, φ) and (F, ψ) be two
complexes over C. Suppose that either C admits arbitrary countable direct sums or E and F
are bounded below, i.e. there exists N ∈ Z such that Ei = Fi = 0 for i < N . We define their
tensor product complex (E⊗F, φ⊗ψ) in the following way. We set (E⊗F )i = ⊕j+k=iEj⊗Fk
and (φ⊗ψ)i−1|Ej⊗Fk = φj−1⊗1Fk+(−1)
j(1Ej⊗ψk−1). Unfortunately, one cannot guarantee
that (E ⊗F, φ⊗ψ) is really a complex, because the definition of a monoidal category does
not require bilinearity of the tensor product. This problem does not arise in the case where
C is a tensor category, but in fact here it is enough to add the condition 0 ⊗ X ∼= 0 for
any object X of C, where 0 is the zero object. If f : E → E ′ is a degree n morphism
and g : F → F ′ is a degree m morphism, then we define the degree (n + m) morphism
f⊗g : E⊗F → E ′⊗F ′ by the equality (f⊗g)i|Ej⊗Fk = (−1)
mj(fj⊗gk). If we forget for some
time that the tensor product complex does not have to be a complex, then our definitions
turn the category of (bounded below) complexes over C into a monoidal category with the
unit object 1. Mac Lane’s Coherence Theorem can be applied in this context and so we
will always identify tensor products with different bracket arrangements and complexes E,
1⊗E and E⊗1 without a special mentioning. In particular, the notation E⊗r makes sense
for r ≥ 0. Note also that all of our notation is justified in such a way that the Koszul sign
convention can be applied, for example, ∂(f ⊗ g) = ∂(f)⊗ g + (−1)nf ⊗ ∂(g), etc.
Suppose now that (E, φ, µE) is a resolution of X and (F, ψ, µF ) is a resolution of Y .
Then the tensor complex E ⊗ F is equipped with the morphism µE ⊗ µF and one can ask
if (E⊗F, φ⊗ψ, µE ⊗µF ) is a resolution of X⊗Y . Of course, in general, there is no reason
that this should be true.
Definition 4.3. The resolution (P, d, µP ) of 1 is called n-power flat if (P
⊗r, d⊗r, µ⊗rP ) is a
resolution of 1 for each 1 ≤ r ≤ n. If P is n-power flat for each n ≥ 2, then we say that P
is power flat.
The main object of our study is the Ext-algebra Ext
q
C(1, 1) of the unit of a category C
that is exact and monoidal at the same time. The assumption that we will need to obtain
our results is that 1 has a projective power flat resolution P .
Remark 4.4. Note that in [3] the bracket was defined under the condition that, for any
(E, φ, µE) ∈ Ext
n
C(1, 1) and (F, ψ, µF ) ∈ Ext
m
C (1, 1), (E ⊗ F, φ ⊗ ψ, µE ⊗ µF ) is an element
of Extn+mC (1, 1). Applying this property to the powers of the (N + 3)-extension
P (N) =
(
0→ 1
11−→ 1
0
−→ Ker(dN−1) →֒ PN
dN−1
−−−→ · · ·
d1−→ P1
d0−→ P0
)
with µP (N) = µP for big enough N , one can see that the property assumed in [3] implies
power flatness of any resolution of 1 and our proofs can be applied if 1 has a projective
resolution.
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Let us now recall some definitions and facts of [8] and adapt them to our context. The
nice feature of this approach is that, due to Mac Lane’s Coherence Theorem, the proofs
from [8] work without changes and we automatically have a Gerstenhaber algebra structure
on Ext
q
C(1, 1). This was difficult to do using the approach of [3]. In the next sections, we
will show that our approach and the approach of [3], in the cases where both of them can
be applied, give the same operation on Ext
q
C(1, 1) up to a sign. Since the proofs of theorems
stated in the remaining part of this section do not differ from the proofs given in [8], we
leave all of them to the reader.
Definition 4.5. An A∞-coalgebra over the exact monoidal category C is a (bounded below)
complex (C, 0) with a collection of degree one morphisms δn : C → C
⊗n, for all n ≥ 1, such
that, for any N ≥ 1,
(4.6) 0 =
∑
r+s+t=N
(1⊗rC ⊗ δs ⊗ 1
⊗t
C )δr+t+1.
A degree one map µ : C → 1 is called a weak counit of the A∞-coalgebra C if (µ⊗µ)δ2 = µ
and µ⊗nδn = 0 for all n > 2.
Remark 4.7. Note that formally the targets of the morphisms (1⊗rC ⊗ δs ⊗ 1
⊗t
C )δr+t+1 can
be different, but there exist isomorphisms φr,s,t that can be expressed as compositions of
isomorphisms of the form 1⊗aC ⊗αX,Y,Z⊗1
⊗b
C such that all morphisms φr,s,t(1
⊗r
C ⊗δs⊗1
⊗t
C )δr+t+1
make sense and have the same target. Moreover, Mac Lane’s Coherence Theorem guarantees
that the isomorphism φr,s,t does not depend on a concrete choice of composed isomorphisms
and their order. This is the reason why (4.6) makes sense. In fact, this is an example of an
identification of tensor products with different bracket arrangements.
Suppose that C is an A∞-coalgebra as in the definition. Let f = (fn)n≥0 and g = (gn)n≥0
be two sequences of morphisms, where, for each n ≥ 0, the morphism fn : C → C
⊗n has
degree l and the morphism gn : C → C
⊗n has degree k. Then we define f ◦g =
(
(f ◦g)n
)
n≥0
by the equality
(f ◦ g)n =
∑
r+s+t=n
(1⊗rC ⊗ fs ⊗ 1
⊗t
C )gr+t+1
and set [f, g] = f ◦ g − (−1)klg ◦ f . Note that δ = (δn)n≥0 with δ0 = 0 is a sequence of
degree one morphisms satisfying the equality δ ◦ δ = 0. For f and g as above, we define
also f ⌣ g =
(
(f ⌣ g)n
)
n≥0
by the equality
(f ⌣ g)n = (−1)
k
∑
r+s+t+u+v=n
(1⊗r ⊗ fs ⊗ 1
⊗t ⊗ gu ⊗ 1
⊗v)δr+t+v+2.
Definition 4.8. Let C be an A∞-coalgebra over C. A degree l A∞-coderivation f : C → C
is defined as a sequence of degree l maps fn : C → C
⊗n, for n ≥ 0, that satisfy the equality
[f, δ] = 0. The degree l A∞-coderivation f is called inner if there exists a sequence of
degree (l − 1) maps gn : C → C
⊗n, for all n ≥ 0, such that f = [g, δ]. We will denote by
Coder∞C (C) and Inn
∞
C (C) the set of A∞-coderivations and the set of inner A∞-coderivations
on the object C respectively.
Now we can reformulate [8, Theorem 2.4.7] in our setting.
LIE STRUCTURE 13
Theorem 4.9. If (C, δ) is an A∞-coalgebra over the monoidal category C, then Inn
∞
C (C)
is an ideal in Coder∞C (C) with respect to the operations ⌣ and [ , ]. Moreover,((
Coder∞C (C)/Inn
∞
C (C)
)
[1], ⌣, [ , ]
)
is a Gerstenhaber algebra (in general, nonunital).
Suppose now that C is an exact monoidal category and (P, d, µP ) is a projective power
flat resolution of 1. Then there exists a morphism of resolutions ∆P : P → P ⊗ P .
Remark 4.10. In our calculations it will be convenient to justify the choice of ∆P . Namely,
let us introduce αP = λ
l
P (µP ⊗1P )∆P and βP = λ
r
P (1P ⊗µP )∆P . Then the map ∆
′
P : P →
P ⊗ P defined by the equality ∆′P = (αP ⊗ 1P − βP ⊗ 1P )∆P +∆PβP is also a morphism
of resolutions that additionally satisfies the equality λlP (µP ⊗ 1P )∆
′
P = λ
r
P (1P ⊗ µP )∆
′
P .
Now [8, Theorem 3.1.1] (see also [5, Proposition 5.3]) can be transferred to our setting.
Theorem 4.11. The complex (P [−1], 0) admits an A∞-coalgebra structure δ with δ1 = d
and δ2 = ∆P such that µP is a weak counit for (P [−1], δ).
Note that
(
Coder∞C (P [−1])/Inn
∞
C (P [−1])
)
[1] is a graded associative algebra with respect
to the product ⌣ and Ext
q
C(1, 1) is a graded associative algebra with respect to the Yoneda
product. We state our version of [8, Theorem 4.1.1].
Theorem 4.12. There exists an isomorphism of graded algebras(
Coder∞C (P [−1])/Inn
∞
C (P [−1])
)
[1] ∼= Ext
q
C(1, 1)
that sends the class of the sequence f = (fn)n≥0 in Coder
∞
C (P [−1])/Inn
∞
C (P [−1]) to the
class of f0 in KerHomC(d, 1)/ ImHomC(d, 1).
As a consequence of the isomorphism of Theorem 4.12, there is a Gerstenhaber algebra
structure on Ext
q
C(1, 1). This structure can be described independently of A∞-coalgebra
techniques via the next definition introduced in [14] (see also [15, Section 6.3]).
Definition 4.13. Let f : P → 1 be an n-cocycle. A degree (n− 1) morphism ψf : P → P
is a homotopy lifting of (f,∆P ) if
(4.14) ∂(ψf ) = (f ⊗ 1P − 1P ⊗ f)∆P
and µPψf ∼ (−1)
n+1fψ for some degree −1 map ψ : P → P such that
∂(ψ) = (µP ⊗ 1P − 1P ⊗ µP )∆P .
Remark 4.15. It is easy to see from the definition that ψf is defined uniquely up to
homotopy by f and ∆P . Moreover, if ψf is a homotopy lifting of (f,∆P ) and (µP⊗1P )∆P =
(1P⊗µP )∆P , then one can choose ψ = 0 in the definition. In this case µPψf is a coboundary,
and hence there exists a degree (m − 1) null-homotopic chain map Φ : P → P such that
µPΦ = µPψf . Then ψ
′
f = ψf − Φ is a homotopy lifting of (f,∆P ) such that µPψ
′
f = 0.
Note that the analog of [8, Theorem 4.4.6] states that the isomorphism of Theorem 4.12
is induced by a surjective map from Coder∞C (P [−1]) to KerHomC(d, 1) and the analog of
[8, Lemma 4.5.4] states that if f = (fn)n≥0 is a degree m A∞-coderivation, then (−1)
mf1
is a homotopy lifting of (f0,∆P ). This argument ensures that the Gerstenhaber bracket
coming from Theorem 4.12 can be calculated in the following way. Let f, g : P → 1 be an
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m-cocycle and a k-cocycle respectively. Let ψf and ψg be homotopy liftings of (f,∆P ) and
(g,∆P ) respectively. We set
(4.16) [f, g] = fψg − (−1)
(m−1)(k−1)gψf .
It is clear from our discussion that this operation induces an operation on Ext
q
C(1, 1) that
does not depend on the choice of homotopy liftings. We next state an analog of [14,
Theorem 4] that ensures this operation also does not depend on the choice of P and ∆P ;
the proof is essentially the same. By Theorem 4.12, Ext
q
C(1, 1) with the Yoneda product and
the bracket [ , ] is a Gerstenhaber algebra. Of course, this algebra has the unit represented
by µP : P → 1.
Theorem 4.17. Let f, g : P → 1 be cocycles. The element of Ext
q
C(1, 1) given by [f, g] at
the cochain level is independent of the choice of a projective resolution P and of a morphism
of resolutions ∆P .
In particular, this means that to calculate the bracket [f, g] one can choose ∆P , ψf and
ψg in such a way that (µP ⊗ 1P )∆P = (1P ⊗ µP )∆P and µPψf = µPψg = 0 (see Remarks
4.10 and 4.15).
Remark 4.18. Let us recall that, starting from Theorem 4.11, the resolution P of 1 is
assumed to be projective and power flat. In fact, we need only 2-power flatness of P to
define the bracket, and we only need n-power flatness for some small values of n for the
Gerstenhaber algebra structure, but a proof would require a generalization of the A∞-
coderivation tools of [8] from bimodules to monoidal categories. It is not the aim of this
paper and we do not see a big difference between stating the power flatness and stating
the n-power flatness for small n. For example, P is 2-power flat if P is formed by flat
(with respect to ⊗) objects, but in this case P is power flat as well. One can also get
a strict Gerstenhaber algebra structure on Ext
q
C(1, 1) using the operation ◦ on the set of
A∞-coderivations (see the definition of a strict Gerstenhaber algebra in [3]), but we will not
do this since, as mentioned above, this would require A∞-coderivation tools for studying
the strict Gerstenhaber algebra structure, and this structure is not discussed in [8].
5. Equivalence of different definitions of the bracket
We summarize some of Schwede’s and Hermann’s exact sequence interpretations of the
Lie structure on Ext
q
C(1, 1) (see [11] and [3]), and prove that up to signs these give the
same operation as our homotopy lifting approach. In particular, our results imply that if
1 has a projective resolution in C and the conditions required in [3] are satisfied, then the
operations on Ext
q
C(1, 1) defined in [3] give a structure of a Gerstenhaber algebra, answering
a question left open there. We will assume in this section that m,n ≥ 1, because actually
the construction of [3] works only in this case and to study the case where m or n is zero
one has to inspect the construction of [2] what we are not going to do here.
Consider an m-extension (E, φ, µE) and an n-extension (F, ψ, µF ) of 1 by 1. Assume
that (E⊗F, φ⊗ψ, µE ⊗µF ) and (F ⊗E, ψ⊗φ, µF ⊗µE) are (m+n)-extensions of 1 by 1.
This assumption is necessary for the constructions of Schwede and of Hermann. Suppose
also that 1 has a projective 2-power flat resolution (P, d, µP ). There exist morphisms of
resolutions fˆ : P → E and gˆ : P → F . Let us set f = fˆm = πE fˆ and g = gˆn = πF gˆ. Then
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f is an m-cocycle corresponding to E and g is an n-cocycle corresponding to F . So for
example f is defined via the following commuting diagram:
· · · // Pm
dm
//
f

Pm−1
dm−1
//
fˆm−1

· · ·
d1
// P0
µP
//
fˆ0

1 //
=

0
0 // 1
ιE
// Em−1
φm−2
// · · ·
φ0
// E0
µE
// 1 // 0
We fix a morphism of resolutions ∆P : P → P ⊗ P and set f ⌣ g = (−1)
mn(f ⊗ g)∆P .
Then each of the (m + n)-extensions E#F , E ⊗ F , (−1)mnF#E and (−1)mnF ⊗ E is
represented by f ⌣ g. Let us recall that if (L, χ, µL) is an extension, then −L denotes the
extension (L, χ,−µL). The fact that these four extensions are all equivalent is depicted in
the following diagram involving four specific morphisms defined below:
(5.1)
E ⊗ F
ρE,F
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
λE,F
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
E#F (−1)mnF#E
(−1)mnF ⊗E
ρF,E
ff◆◆◆◆◆◆◆◆◆◆◆ λF,E
66♠♠♠♠♠♠♠♠♠♠♠♠♠
To define the morphisms λE,F , λF,E, ρE,F and ρF,E, consider the augmented double
complex:
E0
yyrr
rr
rr
rr
rr
r

E1oo

· · ·oo Em−1oo

1oo

Fn−1

E0 ⊗ Fn−1
µE⊗1Fn−1
oo

E1 ⊗ Fn−1oo

· · ·oo Em−1 ⊗ Fn−1oo

Fn−1oo

...

...

...

...

...

F1

E0 ⊗ F1
µE⊗1F1
oo

E1 ⊗ F1oo

· · ·oo Em−1 ⊗ F1oo

F1oo

F0

E0 ⊗ F0
µE⊗1F0
oo
1E0⊗µF

E1 ⊗ F0oo
1E1⊗µF

· · ·oo Em−1 ⊗ F0oo
1Em−1⊗µF

F0oo
xxqq
qq
qq
qq
qq
qq
1 E0oo E1oo · · ·oo Em−1oo
All but the leftmost column and bottom row constitute the double complex with totalization
E ⊗ F , and the outermost rows and columns are E#F (left column and top row) and
(−1)mnF#E (right column and bottom row). Now let us pick in general a complex L. To
define a chain map ρ : L → E#F one has to define a degree n chain map ρ1 : L → E
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and a degree zero chain map ρ0 : L → F such that µEρ
1 = πFρ
0. Given the pair (ρ1, ρ0),
the morphism ρ can be recovered by the equalities ρi = ρ
0
i for 0 ≤ i ≤ n − 1 and ρi =
(−1)n(i−n)ρ1i for n ≤ i ≤ m+ n. In these terms, the maps λE,F and ρE,F are defined by the
pairs (1E ⊗ πF , µE ⊗ 1F ) and
(
(−1)mnπE ⊗ 1F , (−1)
mn1E ⊗ µF
)
. Then λE,F and ρE,F are
morphisms of extensions. Similarly there are morphisms ρF,E : (−1)
mnF ⊗E → E#F and
λF,E : (−1)
mnF ⊗E → (−1)mnF#E.
Remark 5.2. Some additional signs in definitions appear because of the not very natural
construction of the Yoneda product. Actually, during the construction of E#F we use E[n]
instead of E and so it would be natural to replace φ by (−1)nφ. We have not done this
because of some classical traditions concerning the definition of the Yoneda product.
Diagram (5.1) represents a loop in the extension category Extm+nC (1, 1). By results of
Retakh and Neeman [7, 10], the homotopy classes of such loops are in one-to-one corre-
spondence with Extm+n−1C (1, 1). By a result of Schwede [11], in the case where C is the
category of A-bimodules with ⊗ = ⊗A, the loop (5.1) corresponds up to some sign to the
Gerstenhaber bracket [f, g]. We refer to Retakh [10] and Schwede [11] for details. On the
other hand, in an arbitrary monoidal category, Hermann defined the bracket operation us-
ing the loop (5.1) and the isomorphism γ from Corollary 3.2 (see the text after Lemma 3.3
for the description of γ). Here we adapt Schwede’s proof to show that this loop indeed
corresponds up to a sign to the cocycle [f, g] defined by the equality (4.16). Note that by
Lemma 3.4, we may replace γ by µ.
Theorem 5.3. Suppose that E and F are an m-extension and an n-extension of 1 by 1
such that E ⊗ F, F ⊗E ∈ Extm+nC (1, 1). Assume that (P, d, µP ) is a projective 2-power flat
resolution of 1 and ∆P : P → P ⊗P is a morphism of resolutions. Let f and g be cocycles
representing the classes of E and F in Ext
q
C(1, 1) correspondingly and let ψf and ψg be
homotopy liftings of (f,∆P ) and (g,∆P ). Then the cocycle (−1)
m[g, f ] defined by (4.16)
represents µ−1(ρ−1F,EλE,Fρ
−1
E,FλF,E) ∈ Ext
m+n−1
C (1, 1).
Proof. Let us choose ∆P , ψf and ψg in such a way that (µP ⊗ 1P )∆P = (1P ⊗ µP )∆P and
µPψf = µPψg = 0 (see Theorem 4.17 and the sentence after it).
We may assume that we have morphisms of resolutions fˆ : P → E and gˆ : P → F such
that f = πE fˆ and g = πF gˆ. Then (fˆ ⊗ gˆ)∆P : P → E ⊗ F and (−1)
mn(gˆ ⊗ fˆ)∆P : P →
(−1)mnF ⊗E are also morphisms of resolutions. Our first aim is to construct a chain map
ε : P → (−1)mnF ⊗E satisfying (µF ⊗ µE)ε = 0 that makes the rightmost quadrilateral in
the following diagram commute.
(5.4)
E ⊗ F
λE,F
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
ρE,F ((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
E#F (−1)mnF#E P
(fˆ⊗gˆ)∆P
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
(−1)mn(gˆ⊗fˆ)∆P+εss❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣
(−1)mnF ⊗ E
ρF,E
ff◆◆◆◆◆◆◆◆◆◆◆
λF,E
66♠♠♠♠♠♠♠♠♠♠♠♠♠
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Note that the universal property of pushout implies existence of unique morphisms α¯ :
K(f ⌣ g)m+n−1 → (E ⊗ F )m+n−1 and β¯ : K(f ⌣ g)m+n−1 → (F ⊗E)m+n−1 such that
α¯θf⌣g =
(
(fˆ ⊗ gˆ)∆P
)
m+n−1
, α¯ιf⌣g = ιE⊗F ,
β¯θf⌣g =
(
(−1)mn(gˆ ⊗ fˆ)∆P
)
m+n−1
+ ǫm+n−1, β¯ιf⌣g = ιF⊗E.
Hence, there are unique morphisms α : K(f ⌣ g) → E ⊗ F and β : K(f ⌣ g) →
(−1)mnF ⊗ E of (m + n)-extensions that satisfy the equalities αΦf⌣g = (fˆ ⊗ gˆ)∆P and
βΦf⌣g = (−1)
mn(gˆ ⊗ fˆ)∆P + ε, where Φf⌣g is the chain map defined just before Lemma
3.3. Another application of the pushout universal property implies that ρE,Fα = λF,Eβ, and
hence the loop ρ−1F,EλE,Fρ
−1
E,FλF,E is homotopic to the loop β
−1ρ−1F,EλE,Fα up to conjugation.
We will show there is a homotopy between λE,F (fˆ ⊗ gˆ)∆P and ρF,E
(
(−1)mn(gˆ⊗ fˆ)∆P + ε
)
,
and obtain µ−1(ρ−1F,EλE,Fρ
−1
E,FλF,E) using Lemma 3.3.
We want to find a chain map ε such that the morphism λF,Eε defined by the pair of
morphisms
(
(1F ⊗πE)ε, (µF ⊗1E)ε
)
is equal to Ψ = ρE,F (fˆ⊗ gˆ)∆P −(−1)
mnλF,E(gˆ⊗ fˆ)∆P .
The morphism Ψ is defined by the pair of morphisms (Ψ1,Ψ0), where
Ψ0 = (−1)mn
(
(1E ⊗ µF )(fˆ ⊗ gˆ)∆P − (µF ⊗ 1E)(gˆ ⊗ fˆ)∆P
)
= (−1)mn(fˆ ⊗ µP − µP ⊗ fˆ)∆P = (−1)
mnfˆ(1P ⊗ µP − µP ⊗ 1P )∆P = 0
and
Ψ1 = (−1)mn
(
(πE ⊗ 1F )(fˆ ⊗ gˆ)∆P − (1F ⊗ πE)(gˆ ⊗ fˆ)∆P
)
= (−1)mn(f ⊗ gˆ − gˆ ⊗ f)∆P = (−1)
mngˆ(f ⊗ 1P − 1P ⊗ f)∆P .
Let us set
ε = (−1)mn
(
(gˆ ⊗ κE)(f ⊗ 1P − 1P ⊗ f)∆P + (−1)
m(gˆ ⊗ ιEκE)ψf
)
.
Note that gˆ⊗κE means here (gˆ⊗κE)(λ
r)−1 while f⊗1P and 1P⊗f as usual mean λ
r(f⊗1P )
and λl(1P ⊗f) correspondingly, where λ
r, λl are the natural isomorphisms of Definition 4.1.
Now we aim for a homotopy between λE,F (fˆ ⊗ gˆ)∆P and ρF,E
(
(−1)mn(gˆ ⊗ fˆ)∆P + ε
)
,
i.e. we want to find a degree −1 map s : P → E#F such that
∂(s) = Γ = ρF,E
(
(−1)mn(gˆ ⊗ fˆ)∆P + ε
)
− λE,F (fˆ ⊗ gˆ)∆P .
The morphism Γ is defined by the pair of morphisms (Γ1,Γ0), where
Γ0 = (1F ⊗ µE)
(
(gˆ ⊗ fˆ)∆P + (gˆ ⊗ κE)(f ⊗ 1P − 1P ⊗ f)∆P + (−1)
m(gˆ ⊗ ιEκE)ψf
)
− (µE ⊗ 1F )(fˆ ⊗ gˆ)∆P = gˆ(1P ⊗ µP − µP ⊗ 1P )∆P = 0
since µEκE = µEιE = 0, and
Γ1 = (πF ⊗ 1E)
(
(gˆ ⊗ fˆ)∆P + (gˆ ⊗ κE)(f ⊗ 1P − 1P ⊗ f)∆P + (−1)
m(gˆ ⊗ ιEκE)ψf
)
− (1E ⊗ πF )(fˆ ⊗ gˆ)∆P = fˆ(g ⊗ 1P − 1P ⊗ g)∆P
+ (−1)mnκEg(f ⊗ 1P − 1P ⊗ f)∆P + (−1)
m(n−1)ιEκEgψf .
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Note that s¯ = fˆψg + (−1)
mn+m+nκEgψf : P → E is a degree (n − 1) map such that
∂(s¯) = Γ1 and µE s¯ = 0. Then s¯ determines the required homotopy s by the equalities
si = 0 for 0 ≤ i ≤ n− 1 and si = (−1)
n(i−n)s¯i for n ≤ i ≤ m+ n− 1. Thus,
sm+n−1 = (−1)
n(m−1)s¯m+n−1 = (−1)
mgψf + (−1)
n(m−1)fψg = (−1)
m[g, f ].

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