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Abstract 
This paper proposes a method of estimating area leakages in virtual areas of a water network to prioritize leak surveys for the 
areas. It estimates the leakage within the areas by minimizing the difference between the measured and the hydraulic-model-
estimated pressure and flow rates. Leakage is distributed around junctions with risk models based on asset information around 
junctions such as pipe length. The accuracy was evaluated by a simulation study, where the impact of head measurement error 
was considered by a Monte-Carlo-type method. The mean absolute error of area leakage was less than 2 percent of the system 
flow. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Leakage from water distribution networks has been drawing the water supply industry’s attention. This is mainly 
because leakage causes economical loss, contamination risk, and excessive environmental load in terms of water 
resources and operational energy consumption. Naturally, a number of leakage detection methods have been 
developed [1]. In particular, leakage is a serious problem for water utilities of growing cities in developing countries. 
In fact, a large part of supplied water is lost as leakage from their existing water distribution networks while they are 
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expending much effort building new water treatment plants to meet the growing demand for water supply. Hence, 
leakage reduction is very beneficial. In particular, quick reduction is better from an economical point of view. 
In recent years, leakage detection methods based on steady-state hydraulic network models have been actively 
studied. Notably Wu et al [2][3] applied their method to a real water distribution network and attained successful 
results. Furthermore, detailed studies continue to be reported, for example, sensitivity analysis method devised for 
multiple leakage [4], method and analyses considering uncertainties in pipe roughness coefficient [5], method 
applying the DIRECT search as an optimization technique [6], and analysis of the optimal placement of sensors [7]. 
The benefit of the hydraulic-model-based methods is that they could detect leaks that existed before their application. 
This contrasts with the abnormal detection methods [8][9] and transient-based methods [10], which can detect only 
leaks occurring during their operation. In this sense, the hydraulic-model-based methods can be useful for 
accelerating the leakage reduction process for networks suffering from high leakage rates. Incidentally, in previous 
studies, leak hotspots were identified as a set of junctions of the network model with significant estimated emitter 
coefficient. This is meaningful information for leak survey teams to find large unreported leaks in main pipes. 
However, it is not suitable for water utilities when many small leaks, typically from supply pipes, account for a large 
part of the leakage in their distribution networks. 
In this paper, we propose and evaluate a method of estimating area leakages in virtual areas of a distribution 
network to prioritize field leak surveys for the areas. For applying the proposed method, the distribution network is 
divided into virtual areas and configured by considering the deployment of sensors, structure of main pipes, and so 
on. We use the term “virtual areas” because the boundaries of the areas need not be shut off physically. By 
enhancing hydraulic-model-based methods, the proposed method aims to estimate leakage due to small leaks as well 
as large ones by aggregating them within areas. It assumes the spatial distribution model of area leakage within 
areas by using the available asset information around junctions such as the lengths and diameters of pipes. To 
evaluate the proposed method, we prepared a few simulation cases where the true area leakage could be calculated. 
In addition, we take into account the biased errors of sensor measurement that are difficult to avoid. 
2. Methodology 
2.1. Framework 
The framework of the proposed method is illustrated in Fig. 1. 
The parameter vector X that represents leakage factors within areas is determined by minimizing the objective 
value ܨሺ܆ሻ: 
         22( ) ; ;H i i Qi j j jtF w H t H t w Q t Q tª º   « »¬ ¼¦ ¦¦X X X   (1) 
where the symbols ݐ, ݅, and ݆ denote the time, index of a junction with a pressure sensor, and index of a pipe with a 
flow meter. The measured head (the sum of the pressure head and the elevation) and flow rate are denoted by ܪഥ௜ሺݐሻ 
and തܳ௝ሺݐሻ, and their corresponding model predictions are denoted with the parameter vector X by ܪ௜ሺݐǢ ܆ሻ and 
ܳ௝ሺݐǢ ܆ሻ. The symbols ݓୌ  and ݓ୕  denote the weights for pressure and flow rate, respectively. Equation (1) is 
equivalent to the objective type I of [3] and represents the difference between the sensor measurement and the 
corresponding model prediction. We used EPANET [11] as the hydraulic solver. 
The demand ݍ௜ሺݐሻ  of junction ݅  of the hydraulic model consists of two parts: authorized demand ݀௜ሺݐሻ  and 
leakage as pressure dependent demand: 
     i i a i iq t d t x K p t Dª º¬ ¼    (2) 
where the symbol ݌௜ሺݐሻ denotes the pressure at junction ݅ at time ݐ. The symbolsݔ௔, ܭ௜, and ߙ denote the scale factor 
parameter for area ܽ, spatial factor of junction ݅, and emitter exponent, respectively. We assumed ߙ ൌ ͲǤͷ. The 
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authorized demand ݀௜ሺݐሻ, which represents the authorized water consumption, was allocated based on the meter 
reading and the flow rate measurement. On the other hand, the leakage is modelled as an emitter-type pressure 
dependent demand. The emitter coefficient of leakage is the product of the area scale factor ݔ௔ and the junction 
spatial factor ܭ௜ . Here, the area spatial factors are the elements of the parameter vector ܆ ൌ ሺݔ଴ǡ ǥ ǡ ݔேିଵሻ to be 
determined where ܰ is the number of areas. 
 
 
Fig. 1. Framework of proposed area leakage estimation method. 
Once the optimal parameter vector was determined, the area leakage ܮ௔ of area ܽ was calculated by 
  a a i it i J aL x K p t D ª º¬ ¼¦ ¦    (3) 
where the symbol ܬሺܽሻ denotes the set of index of junctions belonging to area ܽ. 
BOBYQA [13] was selected as the optimization engine. It is a local derivative-free optimization algorithm for 
continuous decision variables. The algorithm could be applied since the optimization problem had a small number of 
continuous parameters from our setting. Consequently, the computational load was low and the optimization result 
was stable. 
2.2. Spatial leakage factor 
The key assumption was that the spatial distribution of leakage should have a strong correlation with the risk 
components of leakage. For instance, there should be more leakage in a part of a network with older pipes, longer 
pipes, more vulnerable material, and/or more service connections. Furthermore, we assumed that the distribution is 
approximately proportional to the risk components. Let us consider an example of the assumption. The Unavoidable 
Annual Real Loss (UARL [L/d]) [12] is calculated from mains length ܮ୫ [km], number of service connections ୡܰ, 
length of private supply pipes ܮ୮ [km], and average operating pressure ݌ [m]: 
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Our further assumption is that the unavoidable real loss from a junction can be approximated by the same equation 
with the value of components aggregated to the junction. This approximation ignores the actual variance of spatial 
distribution, but should be a reasonable assumption. 
Specifically, the spatial factor ܭ௜ at junction ݅, used in equation (2) and (3), is defined as the following equation 
,i iK w fE EE ¦    (5) 
In this equation, ߚ  denotes the index of risk components, which is explained later, ݓఉ  and ఉ݂ǡ௜  denote the 
junction-independent weight of component ߚ and risk value at junction ݅ of component E, respectively. 
Risk components for leakage are classified into two: distribution pipes and service connections including supply 
pipes. For each class, examples of risk value approximation are shown in Table 1. Any empirical or statistical 
models, for example, ones that have been reviewed [14][15], may be used for approximation. When available asset 
information needed for elaborated models is limited, simple approximations like UARL can be used as fallbacks. 
The weight of components should be determined to reflect the expected ratio of leakage from distribution pipes and 
service connections including supply pipes. 
Table 1. Examples of risk value approximation. 
Class of component Risk value fE,i Asset information used 
Distribution pipes 
 ,i jj P if lE v¦
 ,i j j jj P if l a c mE  ª ºv   ¬ ¼¦  
ܲሺ݅ሻ: set of pipes connected to junction ݅ 
௝݈: pipe length 
௝ܽ: pipe age 
௝݉: pipe material 
ܿሾڄሿ: coefficient depending on pipe material 
Service connections 
including supply pipes 
,i if NE v  
,i if dE v  
,i if sE v  
௜ܰ: number of connections around junction ݅, 
݀௜: demand at junction ݅ 
ݏ௜: length of private supply pipes at junction ݅ 
 
3. Simulation study 
3.1. Conditions 
For the evaluation of the proposed method, we prepared a mock distribution system with EPANET simulations. 
Hence, we know the true area leakage by simulations.  
The layout of the distribution system is shown in Fig. 2. The service area is about 20 km2, and the main pipe 
length is about 180 km. The system has one reservoir and five field pressure sensors and is divided into three virtual 
areas: Area 0, 1, and 2. The boundaries between the areas are also shown as dotted lines. Table 2 shows the 
summary of the divided areas.  
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Fig. 2. Layout of test distribution system. 
Table 2. Summary of virtual areas of the test distribution system. 
Area Main pipe length [km] Metered consumption [m3/d] 
0 106   (58%) 18,800   (63%) 
1 31   (17%) 5,500   (18%) 
2 41   (23%) 5,600   (19%) 
Others 4     (2%)                                    - 
Total 183 (100%) 29,900 (100%) 
 
We have prepared three leakage scenarios: Scenario a, b, and c. Fig. 3 shows the true leakage in each area and 
leakage rate of the whole system. In Scenarios a and b, Area 0 and 1 have a large amount of leakage compared with 
the other areas. In particular, the difference between the areas with the most leakage and the second most leakage is 
larger than 1,500 m3/d, which is about 4% of the system flow. On the other hand, in Scenario c, the difference is 
smaller because the leakage is relatively equally distributed across all three areas.  
 
 
Fig. 3. Leakage in each area and leakage rate of three scenarios. 
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For each scenario, we performed a set of experiments to take into account biased errors of sensor measurement 
by a Monte-Carlo-type method. It is important to consider the error of the hydraulic head, which is the sum of 
pressure and elevation. The reasons for this error are: 1) the impact of leakage on head is typically equal to or 
smaller than 1 m in the water column, 2) it is difficult to avoid head measurement error of around ±0.3 m due to the 
error of both elevation and pressure measurement, and 3) the error of head measurement may greatly affect the area 
leakage estimation result. To evaluate the effect of head error, we have prepared 100 random combinations of biased 
error uniformly within ±0.3 m for head measurement at pressure sensors. The proposed method was applied to each 
pair of leakage scenario and error combination. Hence, we performed 300 applications since there were three 
scenarios and 100 error combinations. With this method, we have been able to obtain the range of estimated area 
leakage due to the different error combinations for each scenario.  
The spatial leakage factor was calculated by ܭ௜ ൌ ݓୢ σ ௝݈௝א௉ሺ௜ሻ ൅ ݓୱ݀௜, which is the weighted sum of distribution 
pipe lengths around the junction and the metered consumption around the junction. The weights of the two terms 
was set so that the sums of the two terms over all junctions were equal. 
3.2. Results 
The estimated area leakage obtained by using the proposed method in Scenarios a, b and c are shown in Fig. 4, 5, 
and 6, respectively. The bars on the left are the true value, and the box-and-whisker plots on the right are the range 
of the estimation due to the error combinations. The upper, middle, and lower line of the box plot represent the 1st, 
2nd, and 3rd quartiles.  
The estimated area leakage ranged around the true value. Except for Area 0 in Scenario c, the true value lied 
between the 1st and 3rd quartiles. In the most erroneous scenario, Scenario c, the estimations had larger biases than 
other scenarios; the estimations tended to be smaller in Area 0 and larger in Area 1 and 2. As a whole, however, the 
error was moderate. In fact, the mean absolute error in Scenarios a, b, and c were 430, 380, and 470 m3/d, 
respectively. These values are about 1-1.3% of the system flow, which is around 35,000m3/d. This suggests that the 
proposed method could determine the area with the most leakage if the difference of leakages between the area and 
the other areas was more than around 4% of the system flow.  
In terms of the ordering, the proposed method correctly identified the area with the most leakage in Scenarios a 
and b with any error combinations. The situation was different in Scenario c, but it should be permitted since the 
difference of area leakage was less than 3% of the system flow. Again this suggests that the proposed method can be 
useful to determine the ordering of area for field leak surveys as long as the leakage varies among virtual areas. 
 
 
Fig. 4. Estimated area leakage in Scenario a. 
6,000
5,000
4,000
3,000
2,000
1,000
0
0 1 2
Le
ak
ag
e 
[m
3 /d
ay
]
Area
True value
Estimation with different
combination of errors
284   S. Adachi et al. /  Procedia Engineering  89 ( 2014 )  278 – 285 
 
Fig. 5. Estimated area leakage in Scenario b. 
 
Fig. 6. Estimated area leakage in Scenario c. 
4. Discussion 
The proposed method arbitrarily determines spatial leakage factors. Our preliminary evaluation, which is not 
discussed in this paper, suggested that the choice of model hardly affects the estimated results. However, multiple 
runs of estimation should be performed with several possible choices of spatial leakage factors, and the results 
should be compared. 
The proposed method requires fewer parameters than many of the previous studies. This leads to lower 
computational load and higher stability of the optimization process. In addition, the proposed method can be applied 
with fewer sensors for the estimation after the calibration of the hydraulic model. On the other hand, there is the 
drawback that the proposed method can only prioritize virtual areas and cannot identify possible locations of leak 
hotspots which the previous studies can. Nevertheless, the information provided by the method could be useful to 
accelerate the leakage reduction process. 
5. Conclusion 
This paper proposes a method of estimating area leakages based on hydraulic model and asset information. The 
method can estimate area leakage within virtual areas of a water distribution network. The parameters are scale 
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factors of emitter coefficients for areas, and are estimated to minimize the difference between the sensor 
measurement and the corresponding model prediction. The spatial factor of emitter coefficients within an area is 
calculated from asset information such as pipe length and service connections, to approximate the spatial 
distribution of leakage risk.  
To evaluate the proposed method, a simulation study was performed. Area leakage of the test distribution 
network, which was divided into three virtual areas, was estimated in three leakage scenarios. For each scenario, 
estimation runs were performed by adding 100 different combinations of head measurement error to evaluate the 
impact of realistic head measurement error. The mean absolute estimation error was about 1-1.3% of the system 
flow. The method is able to determine the area with the most leakage in the two scenarios where the difference of 
leakages between the area and the other areas is more than 4% of the system flow. 
The focus of future work includes applications to real water distribution networks. In addition, the effect of 
roughness uncertainty [5], optimal deployment of sensors [7], and subsequent optimal area division should also be 
investigated. 
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