Abstract-This paper describes a two-sweep control design method to stabilize the acrobot, an input-affine under-actuated system, at the upper equilibrium point. In the forward sweep, the system is successively reduced, one dimension at a time, until a two-dimensional system is obtained. At each step of the reduction process, a quotient is taken along one-dimensional integral manifolds of the input vector field. This decomposes the current manifold into classes of equivalence that constitute a quotient manifold of reduced dimension. The input to a given step becomes the representative of the previous-step equivalence class, and a new input vector field can be defined on the tangent of the quotient manifold. The representatives remain undefined throughout the forward sweep. During the backward sweep, the controller is designed recursively, starting with the twodimensional system. At each step of the recursion, a well-chosen representative of the equivalence class ahead of the current level of recursion is chosen, so as to guarantee stability of the current step. Therefore, this stabilizes the global system once the backward sweep is complete. Although stability can only be guaranteed locally around the upper equilibrium point, the domain of attraction can be enlarged to include the lowerequilibrium point, thereby allowing a swing-up implementation. As a result, the controller does not require switching, which is illustrated in simulation. The controller has four tuning parameters, which helps shape the closed-loop behavior.
I. INTRODUCTION
Any system with fewer actuators than the number of configuration variables can be regarded as an under-actuated system. There are numerous control approaches for nonlinear systems ( [1] , [2] , [3] , [4] ), but many of them cannot satisfactorily control under-actuated systems. The control of under-actuated nonlinear systems has been a challenge due to the complexity of the internal dynamics. In most cases, these systems are not feedback linearizable. In contrast, there is no difficulty with the control of linear under-actuated systems as long as they are controllable.
The acrobot is an under-actuated system [5] . Control in the neighborhood of the upper equilibrium point can be achieved by linearizing the model around that point. Methods such as Linear Quadratic Regulator (LQR) are adequate to control the resulting linear model, but the domain of attraction is often small. As a consequence, it is not possible to achieve swing-up using the linear model only.
The acrobot is not feedback linearizable [2] . Nevertheless, controllers have been designed based on pseudo-linearization [6] and approximate state-feedback linearization [7] . These methods try to achieve feedback linearization around a willson.shibani@epfl.ch philippe.muellhaupt@epfl.ch dominique.bonvin@epfl.ch trajectory. Furthermore, swing-up through partial feedback linearization has been proposed [8] , which leaves marginally stable zero-dynamics and hence is incapable of stabilizing the system. Energy-based swing-up methods have also been suggested for the acrobot [8] , [9] . With all these methods, switching to a linear controller is needed when the system reaches the upright equilibrium position. Control of the acrobot has also been attempted using the interconnection and damping assignment (IDA) method [10] .
For a similar under-actuated problem, namely the inverted pendulum, a global strategy that can achieve both swing-up and balancing has been suggested in [11] . The method relies on (i) changing the reference for the pendulum in order to pump the required energy for the swing-up, and (ii) using a singular perturbation approach to stabilize the cart. The control strategy is developed only for a neighborhood of the upright position, and switching of the reference value is used to reach that region from any given initial condition.
In the present work, a nonlinear controller will be designed to locally asymptotically stabilize the acrobot in the neighborhood of the upwards position. The domain of attraction will be tuned in order to include the lower equilibrium point so that the controller can achieve both swing-up and balancing. This is achieved by first constructing quotient manifolds to achieve approximate feedback form [12] , which decomposes the system into subsystems of lower dimensions. Then, these small subsystems are stabilized one by one, thereby leading to the full controller. This method is based on feedback linearization [12] , [13] , but it differs from pseudolinearization [6] and approximate linearization [7] , where the approximation is done at the transformation stage to alleviate the hindrance arising from the Frobenius condition [2] . In the proposed method, the approximation is done at the controller design stage to adequately handle the fact that the system does not satisfy the condition for feedback linearization.
The next section introduces the acrobot model. Section III describes the forward and backward sweeps required for control design. Section IV presents simulation results for the controlled system, while concluding remarks are presented in the last section.
II. ACROBOT DYNAMICS
The model of the acrobot is derived in [8] . It has two configuration variables, q = [q 1 , q 2 ]
T ∈ R 2 , defined on the configuration space Q = S 1 × S 1 and the input torque u. The equation of motion can be written in the general form 
, and representing the equations of motion aṡ
gives the two smooth vector fields f (x) and g(x):
The acrobot parameters are collected to give the following constants:
The acrobot has four equilibrium points corresponding to u = 0, of which three are unstable, (0, 0, 0, 0), (0, π, 0, 0) and (π, π, 0, 0), and one is stable, (π, 0, 0, 0). The system is not feedback linearizable [2] since the distribution
is not involutive [9] .
III. CONTROLLER DESIGN
The controller design consists of two stages or sweeps. The first stage builds a strict feedback form for the equations of motion by successively constructing diffeomorphisms. The second stage iteratively constructs a controller for this feedback form.
A. Forward Sweep
The forward sweep proceeds iteratively by producing a succession of systems, each one being one unit smaller in dimension than the previous one, until a smaller manageable system is obtained. These systems are then stabilized during the backward sweep.
To illustrate a reduction step, assume that it is applied when the system is described by r states, that is,
and it can be written aṡ
One constructs the diffeomorphism z = Φ(x) that cancels the first r − 1 components of the transformed vector field ∂Φ ∂x g(x). The diffeomorphism is constructed by finding r − 1 independent solutions φ 1 (x), φ 2 (x), . . ., φ r−1 (x) of the following system (termed the Lagrange subsidiary system [14] ):
To find all solutions, one selects an independent variable and rewrite the above system as a system of r − 1 first-order ordinary differential equations in r − 1 dependent variables. A set of r − 1 independent solutions, φ 1 (x), φ 2 (x), . . ., φ r−1 (x), is complemented with the r-th component ψ(x) chosen such that ∂ψ ∂x g(x) = 0.
The diffeomorphism then becomes:
The consequence of these operations is that the onedimensional integral manifold of the vector field g(x) (a twisted one-dimensional curve in the x-space) becomes a straight line in the z-space aligned along the z r -direction. Each line parallel to the z r axis corresponds to an equivalence class in the space described by the states x 1 , x 2 , x 3 , . . ., x r . Each class corresponds to a one-dimensional integral manifold of the input vector field g(x) and is described by the value of the r − 1 states z 1 , z 2 , . . ., z r−1 . The choice of a value of z r (defined as z r = ψ(x 1 , x 2 , x 3 , . . . , x r )) WeBIn2.1 corresponds to the choice of a representative of the equivalence class associated with z 1 , z 2 , . . ., z r−1 . This is similar to the classical construction of the quotient group Z 4 = {0,1,2,3}, a finite group that is defined as the quotient of two infinite groups Z and 4Z i.e Z 4 = Z/4Z. Each element of Z 4 stands for an associated infinite set, e.g.1 stands for {. . . , −7, −3, 1, 5, 9, . . .}. The key idea is that one can choose the representative of1 as either 1, 5 or −7 without affecting the value of1. For the case of our dynamic system, the quotient elements are represented by z 1 , z 2 , . . ., z r−1 , and a representative of the equivalence class associated with specific values of z 1 , z 2 , . . ., z r−1 is given by z r = ψ(x 1 , x 2 , x 3 , . . . , x r ). As in the previous example, where the choice of 1, 5 or −7 does not affect1, there are many ways of representing z 1 , z 2 , . . ., z r−1 using x 1 , x 2 , x 3 , . . ., x r . This choice is left open throughout the forward sweep, which will provide useful degrees of freedom in the backward (controller-design) sweep.
Remark 1: It is precisely the property that the choice of the representative does not affect the equivalence class which allows differing controller design until after the reduction stage is complete, i.e. without affecting the forward decomposition sweep.
The procedure is systematic for feedback linearizable systems, for which the following two properties are guaranteed at each step of the forward reduction [12] :
(i) Existence of a well-defined equivalence class, i.e. the choice of the representatives is independent of the forthcoming reduction steps. (ii) Existence of a suitable input vector field along the tangent of the quotient manifold. This vector field is determined by grouping terms in the transformed vector field ∂Φ ∂x f •Φ −1 (z), obtained after projection, so that it becomes the sum of a vector field independent of the equivalence class described by z r = ψ and a term that is the product of another vector field independant of z r times z r (i.e. the reduced system with state-space coordinates z 1 , z 2 , . . ., z r−1 is affine in the new input z r ). That is, it must be possible to express ((a 1 , a 2 , ..., a r−1 , a r ) T ) = (a 1 , a 2 , ..., a r−1 )
T .
Let us compute the successive steps for the non-feedbacklinearizable acrobot and see to what extent the Frobenius integrability condition [12] hinders meeting Properties (i) and (ii) described above. We will also explain how this hindrance can be overcome. The algorithm is initiated with g(x) = (0, 0, g 3 , g 4 ) T , i.e. with r = 4. Property (i) holds since the system (1) has an equivalence class defined by a onedimensional manifold whose tangent is g(x). To determine the quotient manifold, the first step is to solve
for example, using the Lagrange subsidiary equations
This set of equations becomes a system of ordinary differential equations with, for example, the independent variable chosen as x 4 , while x 1 , x 2 , and x 3 represent the dependent variables. Because the first two denominators are zero, the system
can be solved one equation at a time, which yields solutions that satisfies (3). Furthermore, let us choose ψ(x) = x 3 to satisfy (2). It follows from
Now define z Φ(x) with z ∈ R 4 so that (4) is a diffeomorphism with the inverse x = Φ −1 (z):
By construction of Φ(x), the first 3 components of g z (z) are zero, i.e. g z (z) = (0, 0, 0, * ) T . Application of the projection map of order 4 to System (5),
removes the 4 th component of the state. Since P r [4] (g z (z)) = (0, 0, 0), we obtain the following system:
Here,ẑ (z 1 , z 2 , z 3 ) T ∈ R 3 defines a point on the quotient manifold, that is, a specific equivalence class. A representative of the equivalence class is given by a particular value of the z 4 coordinate. Hence, Property (i) is fulfilled.
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Note that, by construction, the input vector field g z (z) only affects the time derivative of the representative coordinate z 4 :
with f z4 (z) and g z4 (z) the 4 th elements of f z (z) and g z (z) defined in (5) .
The image of the input vector field g z (z) on the tangent of the quotient manifold is zero. Note that (6) is affine in z 4 even though f 3 and f 4 contain quadratic terms in x 3 and x 4 . That is, the diffeomorphism has eliminated the quadratic terms in f z (z), which was possible because the distribution ∆ = span{g, [f, g]} is involutive ( [12] [13]). Hence, Property (ii) is also fulfilled, and the quotient dynamics read:ż
withf
and the coordinate z 4 acting as the new input.
To obtain the next quotient manifold, the Lagrange subsidiary system forĝ z (ẑ) is considered:
which yields the following set of differential equations to be solved:
Solving these equations gives the first two functions of the next diffeomorphism, while the third function is chosen to satisfy (2):
Let y = (y 1 , y 2 , y 3 )
T Φ z (ẑ), which gives:
Applying the projection map giveṡ
whereŷ = (y 1 , y 2 ) T defines a point on the quotient manifold and y 3 is a representative of the equivalence class. Property (i) holds since the system (8) has an equivalence class defined by a one-dimensional manifold whose tangent isĝ z (ẑ).
Since equations (9) and (10) are not affine in y 3 , Property (ii) is not satisfied.
The dynamics inside the equivalence classes determine the rate at which the representative y 3 changes. This rate depends on the coordinate y 2 and y 3 of the point on the quotient manifold:
Note that equations (9) and (10) are similar to those for a free fall under gravity, where the gravitational acceleration term is manipulated using the input y 3 . The variables y 1 and y 2 are expressed using the original state space as
Equations (9), (10), (11) and (7) represent an alternate feedback form of the acrobot equations. This transformation is similar to that suggested in [15] to derive a cascade normal form for the acrobot. In fact, (9) and (10) are the same equations, while (11) and (7) are different. Note that it is possible to arrive at the cascade normal form using the quotient method by appropriately using the degree of freedom at each step. However, the quotient method is more general and does not exploit any specific property of under-actuated mechanical systems as opposed to the method suggested in [15] .
B. Backward Sweep
This section develops a controller for the acrobot based on the feedback form obtained in the preceding section. For this purpose, the following lemma will be used recursively.
Lemma 1: Consider the systeṁ
and assume thatẏ = p(y) has an asymptotically stable equilibrium point at y = 0. Ifż = f (z, 0) has an asymptotically stable equilibrium at z = 0, then System (12) has an asymptotically stable equilibrium at (z, y) = (0, 0). This result is provided in Appendix B.2 of [2] . The following corollary of this lemma will help design the controller. Corollary 1: Consider the systeṁ
where
n → R and g : R n → R with the equilibrium point (x, ξ) = (0, 0), and g(x, ξ) = 0 in the domain of operation. If there exists ξ d (x), with ξ d (0) = 0, that asymptotically stabilizes System (13), then
WeBIn2.1
where k is any arbitrary positive constant, locally asymptotically stabilizes both (13) and (14) . Proof: Let the error variable be
Substituting (16) and (15) into (13) and (14) gives the new set of equationsẋ
Using Lemma 1, it can be shown that the above system is locally asymptotically stable since
• e = 0 is an asymptotically stable equilibrium of (18),
• for e = 0, by assumption,ẋ = f x (x, ξ d (x)) is also asymptocically stable at x = 0. Hence, the system described by (17) and (18) is locally asymptotically stable at (x, e) = (0, 0), which implies that the system is locally asymptotically stable at (x, ξ) = (0, 0).
This proof suggests that locally stabilizing the e-dynamics achieves local stability of (13) and (14) . This method is similar to cascade design [16] , and global stability can be achieved under certain conditions as outlined in [16] . This approach is used recursively to obtain the controller for the full system.
For System (9), it is desired to have a function y 2d (y 1 ) that, when subsituted for y 2 , gives asymptotically stable y 1 -dynamics. The presence of y 3 in the denominator of (9) is immaterial. The denominator is always positive since it represents the first component of the mass matrix M (q). Hence, y 2d −k 1 y 1 , with k 1 any positive gain, stabilizes y 1 . The error dynamics read:
Differentiating the error dynamics with respect to time giveṡ
To obtain the function y 3d (y 1 , y 2 ) that makes e 1 → 0 as t → ∞, the dynamics given by (18) are used. In particular, e 1 = −k 2 e 1 , and substituting from (9) and (10) gives:
where k 2 is any positive gain. Since it is not possible to obtain a closed-form solution for y 3d , the equation is linearized around the equilibrium point, which gives the following solution for y 3d : Designing y 3d through linearization considerably reduces the domain of attraction. Nevertheless, only a locally stabilizing controller is required, which is obtained through this linearization. Next, consider the system described by (9), (10) and (11) . A stabilizing y 3d is known for (9) and (10), which allows constructing e 2 = y 3 − y 3d and by assigningė 2 = −k 3 e 2 (using (15) ), gives z 4d that will stabilize the system.
Similarly, when the full system described by (9), (10), (11) and (7) is considered, the knowledge of z 4d allows constructing e 3 = z 4 − z 4d and assigningė 3 = −k 4 e 3 gives u that locally asymptotically stabilizes the system around (0, 0, 0, 0). The stable open-loop equilibrium point (π, 0, 0, 0) is no longer an equilibrium point of the closedloop system. Due to the presence of tan(x 2 /2) in ζ(x 2 ), the other two equilibrium points become singularity points, where ζ(x 2 ) is no longer defined. This represents an obstacle for obtaining a large domain of attraction. However, this does not prevent implementing the swing-up, as shown through simulation in the next section.
IV. NUMERICAL SIMULATION
This section illustrates the controller design of the previous section. The parameters used in this simulation are given in Table I [9] .
To determine the controller gains k 1 , k 2 , k 3 , k 4 , the closedloop system is linearized around (0, 0, 0, 0) and the gains determined so that all four eigenvalues are at −1, which results in k 1 = 10, k 2 = 1, k 3 = 1, k 4 = 1. Three sets of simulations are presented. The first one corresponds to the swing-up of the acrobot, i.e. with initial conditions corresponding to the lower equilibrium point (π, 0, 0, 0). The second simulation illustrates the swing-up from the perturbed lower equilibrium point (π, 0.1, −0.2, −0.3). The last simulation shows stabilization from the arbitrary initial condition (π/2, π/2, 1, 1). The state trajectories are represented in Fig.  2 and Fig. 3 , from which the following observations can be made:
1) The trajectories first come together before converging to the origin. Indeed, since the controller is designed to stabilize the error dynamics, as soon as the errors come close to zero, the behavior is the same irrespective of the initial conditions. 2) The angular velocities x 3 and x 4 reach very large values in all three cases, which calls for smaller controller gains. 3) Since sharp changes in angular velocities require large torques, the controller gains require tuning before practical implementation.
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V. CONCLUSIONS AND FUTURE WORK
A nonlinear controller design capable of swinging-up and balancing the acrobot at its upright position has been presented. Although the controller is local, the domain of attraction has been enlarged to achieve swing-up from its lower equilibrium point. Hence, a single controller achieves both swing-up and balancing as opposed to most previous attempts, where two different control strategies are required (one for swing-up and another for balancing). Locally stabilizing (balancing) behaviour of the controller is validated using Lyapunov's first method and is guaranteed for all set of positive controller gains. The domain of attraction can be enlarged by appropriate choice of these gains. Although the swing-up capability has been validated in simulation for a particular set of gains, finding an analytical proof requires further work.
The method is straightforward to implement for feedback linearizable systems. For non-feedback-linearizable systems, however, direct implementation is not possible since the design requires the distribution ∆ = span{g, [f, g]} to be involutive at every step of the reduction process. Hence, each non-feedback-linearizable system needs to be investigated individually. This was undertaken here for the acrobot, for which a local linerization of the two-dimensional quotient dynamics led to a nonlinear stabilizing controller. The pendubot and the inverted pendulum are more difficult to deal with since the distribution ∆ = span{g, [f, g]} is not involutive at the first step already. On the other hand, the systematic nature of the method makes it likely to be turned into a numerical technique which can be used for a larger class of systems. Finally, the problem of input saturation has not been addressed in this paper. Further work could consider adapting the quotient method to handle the input saturation problem. 
