SUMMARY With great advances in the mobile technology and wireless communications, users expect to be online anytime anywhere. However, due to the high cost of being online, applications are still implemented as partially connected to the server. In many data-intensive mobile client/server frameworks, it is a daunting task to archive and index such a mass volume of complex data that are continuously added to the server when each mobile client gets online. In this paper, we propose a scalable technique called Seeded Clustering that allows us to maintain R-tree indexes by bulk insertion while keeping pace with high data arrival rates. Our approach uses a seed tree, which is copied from the top k levels of a target R-tree, to classify input data objects into clusters. We then build an R-tree for each of the clusters and insert the input R-trees into the target R-tree in bulk one at a time. We present detailed algorithms for the seeded clustering and bulk insertion as well as the results from our extensive experimental study. The experimental results show that the bulk insertion by seeded clustering outperforms the previously known methods in terms of insertion cost and the quality of target R-trees measured by their query performance.
Introduction
With great advances in the mobile technology and wireless communications, users expect to keep online anytime anywhere. However, due to the high cost of being online, mobile client/server(C/S) frameworks are still implemented as partially connected to the server. In mobile C/S environment, it is a daunting task to archive and index such a mass volume of complex data that are continuously added to databases when each mobile application gets online. It is important to add newly collected data into an existing database quickly, because data are continuously generated and added to databases. Construction of a new index structure each time from scratch for both the existing data as well as the new data is not likely to scale well. For example, in logistics services such as DHL and Fedex, each delivery unit collects large amount of data and keeps them locally. When it is connected to the network, data is uploaded to the main database. It can be seen as if data is arriving continuously since data is collected from worldwide, 24 hours a day. In this paper, we present a bulk insertion technique using Seeded Clustering for an R-tree based index structure and show that it outperforms the previous bulk insertion methods in terms of insertion cost and query processing cost.
Most of the previous methods first group input data items into clusters and then insert each cluster one at a time in bulk [1] - [3] . Under the approach, although each cluster of data will cover a small extent of area, it is unlikely to be non-overlapped with existing R-tree nodes. This is because input data items are clustered by themselves without considering the structure of a target R-tree. The query performance of the resulting target R-tree can be degraded.
Our Seeded Clustering utilizes the structure of a target R-tree in clustering input data items. We use the top k levels of a target R-tree as a guide to classify the input data items into clusters in a linear time. Then we build an input Rtree from each of the clusters and insert them into the target R-tree one at a time in bulk.
There are two important aspects of bulk insertions. First, the bulk insertion itself should be fast enough to catch up with the rate of the data generation. Second, the query performance should not be compromised by bulk insertion. Since our approach attempts to reduce the overlap during the bulk insertion, the quality of the target tree is preserved or even better restructured so that the query performance can be improved.
For the performance evaluation, extensive experiments were conducted both with a real data set and a synthetic data set. The experimental results show that our proposed method outperforms previous methods in the insertion and query performance.
The paper is organized as follows. In Sect. 2, we briefly overview the related work on bulk insertion. In Sect. 3, the structure of a seed tree is described and the way to classify the input data items using a seed tree is also explained. In Sect. 4, the detailed algorithm of the bulk insertion is provided. In Sect. 5, we describe some issues that must be handled during the bulk insertion. In Sect. 6, we show the results of performance evaluation and Sect. 7 concludes this paper.
Previous Work
In this section, we provide a brief overview of previous work on bulk insertion for R-tree environment. Note that a significantly abridged version of this paper, omitting many details, Copyright c 2006 The Institute of Electronics, Information and Communication Engineers results, and examples, appeared as [4] .
In an early attempt on bulk insertion for an R-tree, the data items to be inserted are first sorted by their spatial proximity (e.g., the Hilbert value of the center) and then packed into blocks of B rectangles [3] . These blocks are then inserted one at a time using standard insertion algorithm. Intuitively, the algorithm should give an insertion speed-up of B (as a block of B data items is inserted at a time), but it is likely to increase overlap and thus produces a worse index in terms of query performance. This can be explained as follows. Although the block may contain data items that are spatially close, in the target tree's point of view, this block is constructed independently of the tree nodes. Therefore a block and the nodes in the target tree are not guaranteed to be non-overlapping which might increase overlap between them. This can be supported by the empirical results [3] .
There is another work on the bulk insertion which uses a STLT (small-tree-large-tree) approach [1] . The STLT constructs an R-tree (small tree) from the data set and inserts it into the target R-tree (large tree). To insert a small tree into a large tree, it chooses an appropriate location to maintain the balance of the resulting large tree. However, this approach has the following shortcomings. In the STLT approach, a small tree is built from the input data items and inserted into the large tree. Therefore, if a small tree covers a large area, the node of a large tree into which a small tree is inserted needs to be enlarged to enclose it. This means the STLT only works well for highly skewed data sets [2] .
A variant of STLT is the GBI (Generalized Bulk Insertion) technique [2] . In this work, the input data set is partitioned into a number of clusters by grouping spatially close data items into the same cluster. After clustering, from each of these clusters, R-trees are built. Finally, these Rtrees are inserted into the target tree one at a time. Data items not included in any cluster are classified as outliers and inserted one by one using normal R-tree insertion. This work alleviated the limitation of the STLT which is highly dependent on the data distribution. However, this has also the same problem that the R-trees being inserted may increase the overall overlap of the target R-tree for the same reason mentioned in the first paragraph of this subsection. In addition to this, GBI and STLT have a serious problem that the resulting tree may not be a legitimate R-tree by definition. From the properties of an R-tree, the root node of a small tree can have less than m entries (m is the minimum number of entries a node can have). However, after a small tree is inserted, the root of the small tree becomes an internal node of the large tree. The root node of the small tree having less than m entries breaks the property of an R-tree. This is not an easy issue to deal with but must be addressed properly. In Sect. 5, we present how this problem is solved by our bulk insertion method.
In the previous approaches described, input data items are clustered independently of the target R-tree and so they are likely to increase overlap between MBRs of the target R-tree and those of the input R-tree(s). We introduce the seeded clustering which utilizes the structure of the target R-tree during the clustering phase. This not only prevents MBRs from increasing, but also makes it possible to perform repacking due to the localized access of the nodes. Repacking improves the quality of the R-tree by reducing the overlap between MBRs. Details are given in the following sections.
Another class of algorithms presented a buffer strategy for performing bulk operations on dynamic R-trees [5] . Their method uses ideas from buffer tree lazy buffering technique and utilizes the available main memory and the page size of the operating system. They attach buffers to nodes on precalculated levels. A rectangle is first inserted into the buffer node and when some buffer runs full, it is emptied. By buffer emptying process, rectangles are routed to the next buffer node in lower level of the tree. During each buffer emptying process, all the nodes and buffers are required to fit in the memory, so that it can be performed in memory. By using buffers, they can speed-up the insertion by a factor of the fan-out of a node. Although their bulk insertion strategy shows improved results over the normal insertion algorithm in terms of the insertion cost, it is conceptually identical to the repeated insertion algorithm and thus the query performance of the resulting tree is no better than that of repeated insertion.
Seeded Clustering
Our proposed work for bulk insertion algorithm is performed in two stages: seeded clustering and insertion. Seeded clustering is described in this section and in the next section, a detailed algorithm of bulk insertion is given. To clearly define the problem we are going to solve, we suppose there is a target R-tree indexing a large number of data objects and a number of newly generated data items arrive and these items need to be inserted into the target R-tree. There is no pre-built index structure for these input data items.
Motivation
In the previous approaches, input data items are partitioned into groups using various clustering methods. Each group forms an R-tree or a block(a node). Then they are inserted into the target tree one at a time. This is the common way to perform bulk insertion [1] - [3] .
Suppose that the input data items are located as in Fig. 1 (a) and the structure of the target R-tree is given as Fig. 1 (b) . Most of the previous clustering methods will classify the data items as in Fig. 1 (c) . After building input Rtrees from clusters and inserting them into the target R-tree as in Fig. 1 (d) , it is likely to enlarge the MBR of the nodes in the target R-tree since input R-trees are built independently of the target R-tree.
On the other hand, with the structural information of the target R-tree, four leftmost and two rightmost rectangles would be grouped together, rather than the upper three and lower three. As a result, it is possible to maintain the MBRs of the target tree as in Fig. 1 (e) . We call this ap- proach Seeded Clustering since it uses the structural information of the target R-tree as a seed. We introduce a seed tree which helps the seeded clustering of the input data set.
Seed Tree
The idea of the seed tree was partially adopted from the seeded tree which is used for joining two spatial data sets one of which has an R-tree for it and the other of which does not [6] . The seeded tree in [6] has seed levels and grow levels. Seed levels are built by copying the structural information from the seeding tree(corresponds to the target tree of ours) such as MBRs or the center points of the MBRs. The seeded tree aids to reduce the spatial join cost by joining only the related part of a dataset with others. This is achieved by the grow levels. From this part, the seeded tree is totally different from the seed tree. Nevertheless, our seeded clustering idea is originated from the seeded tree. A seed tree is constructed by copying the first k levels of the target R-tree to the seed tree. Except for the leaf level nodes of the seed tree, each node contains entries of the form (mbr, cp), where cp points to a child node and mbr is the minimum bounding rectangle of all objects contained in the child node. For each node in the leaf level of the seed tree, a cluster is produced by clustering input data items using the seed tree. Every object in each cluster is fully enclosed by the MBR of the corresponding leaf node of the seed tree. How to get clusters is described later in this section. The k is determined such that the insertions of data items in one cluster do not cost any additional I/Os. We can easily calculate the height of an R-tree that fits in the memory by assuming that every node has its maximum fan-out. Now let's look into how this seed tree helps clustering. As described above, we utilize the structural information of the target R-tree in clustering the input data items. We use only a part of the target tree to reduce clustering overhead and speed up clustering. By using a seed tree, we attempt to group input data items that might be placed in the same node of the target R-tree if they were inserted using normal insertion method. For each of the input data items, we perform a process similar to an insertion operation as follows.
From the root node of a seed tree, an entry whose MBR fully encloses a data item is chosen. For simplicity, let's say we choose the first entry encountered. Then, we proceed to the child node pointed to by this entry and repeat the same steps until we reach the leaf level of a seed tree. If we can reach a leaf node of the seed tree, it means that this data item is spatially enclosed in this leaf node. If it fails to find an entry that satisfies the criteria in some non-leaf node of a seed tree, we stop clustering for the data item and classify it as an outlier.
During the classification of input data items, there can be more than one entry that fully include an input data item. There are multiple ways to select an entry which might lead to a better index structure. However, our preliminary results showed no significant differences, so we used the naïve selection by choosing the first entry encountered.
Outlier
An outlier is an input data item that is enclosed in some internal node but not in any leaf node of the seed tree. We insert outliers using the standard insertion method individually.
One thing to notice here is that outliers exist only in the part where leaf nodes of a seed tree do not cover.
SCB (Seeded Clustering Based Bulk Insertion)
In this section, we propose an algorithm that can improve both insertion and query cost. Before we begin, let's define the leaf level of the R-tree as level 0. And the level of the parent is greater than the level of the child by 1. Therefore, the height of an R-tree is 1 + the level of the root node.
As described in Sect. 3, we get a number of clusters and outliers after clustering using a seed tree. To perform bulk insertion, we first create a packed input R-tree from each of the clusters. We use a bulk loading method (e.g., [7] - [11] ) to build an input R-tree from each cluster.
After creating an input R-tree, we insert input data items in a cluster in bulk into the target R-tree by insert-ing the input R-tree at once. During the insertion, there are a few things to consider for the resulting R-tree to be a legitimate R-tree. In addition to this, we need some post processing to improve the query performance. We discuss the post-processing in Sect. 5.
To insert an input R-tree into the target R-tree, we treat the root node N i of the input R-tree as a data object. We insert N i using the standard insertion method. The only difference from a real data object is that this object should not be inserted into the leaf level of the target R-tree.
In an R-tree, all the leaf nodes should be in the same level of the tree. For the target R-tree to be a legal R-tree after inserting an input R-tree, we have to find a suitable level of a node to insert N i that represents an input R-tree. Let the height of the input R-tree be h i and that of the target R-tree be h t . Then we have to insert N i into the level h t − h i of the target R-tree in order to ensure that the resultant target tree remains balanced. This is depicted in Fig. 2 .
An input R-tree is built from one of the clusters, and this cluster is composed of the input data items that are fully included in a leaf node of the seed tree, say N s . Therefore, we can say that the corresponding node, say N t , of the target tree is the target node into which an input R-tree should be inserted according to the definition of a seed tree. However, depending on the data distribution of the input data set, the number of input data items in a cluster can vary and the height of an input R-tree created from this cluster may also vary. Therefore, simply inserting an input R-tree into the target node will not always work. However, the target node can be a good start point of finding a proper place to insert an input R-tree.
(a) (b) Fig. 2 Inserting an input R-tree into the target R-tree (a) the target R-tree and an input R-tree. The input R-tree is going to be inserted into the node N t (b) the target R-tree after insertion.
Ideally, every input R-tree fits in the target node if there are a proper number of data items in the corresponding cluster. However, since a seed tree is designed to help clustering of input data items only, it cannot control the number of data items classified into each of the clusters. Therefore an input R-tree may or may not fit in the target node. This input R-tree placement can be divided into three cases by the number of data items in a cluster. We will present a detailed look into each of these three cases.
For description, let R i denote an input R-tree constructed from the data items in a cluster corresponding to the target node N t . Let N t be a node of level l t and the height of R i be h i .
Case 1: Input R-Tree Fits in the Target Node
Suppose the number of data items clustered in N s is in the range such that the height of an input R-tree for the data items is equal to l t . Then we just insert an entry, which points to the root node of R i , into the node N t . Although it may be a valid target R-tree without further processing(except for the case where the root node of R i is underflow), it is likely to have large overlap for node N i and entries of N t as shown in Fig. 3 since the input data items in a cluster are likely to spread all over the area of the target node N t . We need to perform post-processing called "repacking" to improve the query performance. This process restructures the target R-tree to improve its query performance. Repacking is described in Sect. 5.1 in detail.
Case 2: Input R-Tree Is Same to or Higher Than the Level of the Target Node
Suppose input data items are skewed so that a large number of data items are clustered into the node N s and the height of an input R-tree R i built from this cluster becomes greater than l t . In this case, R i does not fit in N t . Since R i is spatially enclosed by the MBR of the target node, as shown in Fig. 4 (b) , its entries are fully included in the MBR of N t . Therefore we insert each subtree of the root node of R i into the target node N t . For each insertion of the subtrees, a repacking step is required.
Case 3: Input R-Tree Is Lower Than the Level of the Child Level of the Target Node
If there are too few data items clustered in the node N s , the input R-tree R i built from this cluster will be too shallow to be a direct child of N t . An example is depicted in Fig. 5 (a) . For the resulting R-tree to be a valid R-tree, R i should be inserted into one of the entries of the target node N t . However, data items clustered in N s are likely to be spread over the area of N t , as shown in Fig. 5 (b) . If we insert R i into one of the entries of N t , MBR of that entry will become too large and the query performance of the target R-tree will be degraded. Therefore, an input R-tree R i should not be inserted as a whole as in the previous cases, but be processed in another way. A naïve solution is to reinsert all the data items stored in R i into the subtree whose root node is N t . Although this increases the number of inserting operations, we can take advantage of the locality, since we are inserting data items in a relatively small area into a small subtree which may fit in memory.
Nonetheless, we can solve this problem more intelligently during the seeded clustering step. After clustering is done and right before creating input R-trees from these clusters, we can predict the height of each input R-tree. This is because we build an input R-tree using a bulk loading method. Since the bulk loading method attempts to fill every node, we can estimate the height of the resulting input tree using the number of data items in a cluster without actually creating an input R-tree. From this, we can find out whether the input R-tree will fit the target node N t or not. If the height of an input R-tree is found out to be h i < l t , then we extend the seed tree by one level for the path from root node to N s and perform clustering again. Clustering is done for data items clustered in N s only. We don't have to restart clustering from the root node of a seed tree but from the node N s . The extended tree is shown in Fig. 6 .
In this figure, N s is a leaf node of the initial seed tree. After the first seeded clustering step is done, we find out whether the number of input items clustered in N s is too small and the path from the root to N s should be adjusted.
For such paths, we dynamically increase the height of a seed tree and perform the clustering again with the data items clustered in N s only. We can predict which path should be adjusted after the first round of the seeded clustering step. This can be done recursively and the recursion stops when the l t = 1, in which case an input R-tree always fits in N t .
Issues in Inserting Input R-Trees

Repacking for Local Reduction in the Overlapped Area
Since there can be a large overlap between input R-tree(s) and the nodes of the target R-tree, it is desirable to reduce overlap between them to make the target R-tree efficient for query processing. There is research work that performs post-optimization by occasionally executing the restructuring process during the insertion [12] . It improved point query performance while incurring a little increase in build cost. We also perform restructuring called repacking.
As previously shown in Fig. 3 , it is likely for an input Rtree to overlap the MBRs of the entries of the target node N t . Since input data items in a cluster are apt to spread over the area of the target node N t , many entries may overlap the input R-tree. Therefore, we unpack all the entries of the target nodes that overlap the input R-tree and the root node of the input R-tree itself and then repack them to get new MBRs. By doing this, we can locally minimize overlap between nodes. Detailed algorithms are given in Algorithm 1 and Algorithm 2.
Node Underflow
There is another important property of an R-tree that must be satisfied. In an R-tree, every node except the root node must have at least the minimum number of entries m [13] .
Node underflow occurs when a node contains less than m entries [14] . Suppose the number of entries in the root node N i of an input R-tree is less than m. By definition, this is a legal R-tree because the root can have less than m entries. However, the target R-tree after inserting this input R-tree breaks the rule because the root of the input R-tree is now an internal node of the target R-tree which should have at least m entries. We solve this problem during the repacking step. When the input R-tree fits in the target node as described in Sect. 4.1, we unpack the root node of an input R-tree and entries of the target node that overlap it. After unpacking, we repack the entries to create new MBRs. During this, we can control the number of MBRs created using the number of nodes we unpacked. Suppose we unpacked n + 1 (including the root node of an input R-tree) nodes. If the root node of an input R-tree underflows, we can create n or n + 1 new nodes depending on the sum of entries to pack. Since the original target node had at least n entries, creating n new nodes does not make the target node underflow. On the contrary, if we created n + 1 MBRs because we can't create n Function REPACK (EntriesToRepack) begin ent ← ∅ foreach e ∈ EntriesToRepack do n ← node pointed to by e ent ← ent ∪ entries of n endfch return create nodes that enclose the elements of ent using bulk loading method end nodes out of the unpacked entries, the target node can overflow. In this case, we just split the target node as usual.
For the case described in Sect. 4.2, there is no underflow. This is because we insert subtrees of the root node of an input R-tree into the target node and each root node of subtrees is an internal node of an R-tree(input R-tree). Thus it does not underflow. The case in Sect. 4.3 can be transformed to one of the two cases described above.
Experiments
In this section, we present the results of an extensive experimental study to show the validity and the effectiveness of our approach.
Experimental Setup
We have implemented a disk based R * -tree in C++ on linux. We used the direct I/O feature of windows to prevent OS from buffering the disk pages. In the implementation of an R * -tree, we directly managed the LRU buffer. We restricted the buffer size so that only a limited size of the main memory is used. In each experiment, the size of the buffer is 10% of the size of the initial target R-tree. Since our seed tree is built to make each cluster fit in the buffer memory, only the buffer size of 2-3% is enough for efficiently operate. However, to make fair comparison with other methods, we chose 10% as the buffer size. A node corresponds to a 4 KB disk block and can hold approximately 100 entries per node. We compared our experimental results with the standard insertion method of an R-tree and GBI [2] . We presented the insertion cost and the query cost in average number of disk I/O. Since we used the direct I/O, the execution time is di-rectly proportional to the number of disk I/Os. From now on, we will use SCB to represent our algorithm.
We used a synthetic data set having uniformly distributed data and a real data set which is the TIGER/Line data. TIGER/Line data: For the real data set, we used the standard benchmark data used in spatial databases, namely rectangles obtained from the TIGER/Line data set [15] . We used 2,249,727 streets of California [16] . As we need a data set for a target R-tree and the input data set, we randomly selected an input data set out of these data. Target data items and input data items are exclusive. Data with uniform distribution: We created a data set with 500,000 data items for the target R-tree. In the uniformly distributed data set, the upper left corner of each square is uniformly distributed over the unit square. The area of the square is uniformly distributed between 0 and 2 times the average area. The value of the average area of a square is determined by the density of the data set, where density equals the sum of the areas of all the rectangles in the data set [7] . The lower right corner is chosen to give the desired area unless it exceeds the bounds of the unit square, in which case the coordinate(s) that exceeds 1.0 is set to 1.0. We used data density of 0.5.
Insertion Cost and Query Cost for the Different Data Sets
In order to examine the effect of the seeded clustering, we first performed experiments where we compared the performance of SCB with R * -tree and GBI. We performed experiments with a buffer of 10% the size of the initial target R-tree. Initial target R-tree had 500,000 data objects for the synthetic data set and 1,249,848 data objects for TIGER/Line. We inserted from 10% to 80% of the number of data items stored in the initial target R-tree as input data items. Figure 7 shows the insertion cost with uniformly distributed input data set. In this figure, insertion cost in number of disk I/O's is given. It shows that our algorithm dramatically improves the insertion cost in terms of the number of disk I/Os over normal R-tree. Depending on the size of input data set, our algorithms reduce the number of I/Os by a factor of 8-40. This can be explained as follows : in SCB, we process input data items in units of a cluster, so that the disk accesses are localized which causes all the disk pages accessed to be kept in memory. Since GBI does nothing after inserting small trees(corresponding to input R-trees), it shows the least disk accesses.
In Fig. 8 , SCB shows an outperforming result against other methods as expected.
In range queries given in Fig. 8 (b) , influence of reduced overlap decreases since it is likely for a query region to span overlapping nodes even if the area of overlapping region was reduced. However, even in the range query result, SCB shows improvement over other methods. Figures 9 and 10 show the insertion cost and the query cost for each method with TIGER/Line dataset. They show same patterns with those graphs of uniformly distributed dataset. 
Conclusion
In this paper, we proposed the bulk insert using the seeded clustering. The seeded clustering utilizes the structure of the target R-tree to cluster input data items. Previous approaches clustered input data items without considering the target R-tree, so that they could not prevent overlap between nodes in the target R-tree and input R-trees which affect the query performance of the resulting target R-tree. Seeded clustering also localizes the node accesses that it is possible to repack nodes during the bulk insertion step without much overhead. Repacking improves the quality of the target R-tree and as a result, it helps yielding a good quality tree. This can be viewed by the experiments given in Sect. 6.
Our seeded clustering method showed highly improved insertion and query performance compared to the previous approaches. For the future work, it is required to extend the bulk insert for high dimensional data set. Concurrency issues in the bulk insertion can also be handled as a separate topic. 
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