We study an atomic Bose-Fermi mixture with unpolarized fermions in an optical lattice. We obtain the Mott ground states of such a system in the limit of deep optical lattice and discuss the effect of quantum fluctuations on these states. We also study the superfluid-insulator transitions of bosons and metal-insulator transition of fermions in such a mixture within a slave-rotor mean-field approximation, and obtain the corresponding phase diagram. We discuss experimental implications of our results.
I. INTRODUCTION
Recent experiments on ultracold trapped atomic gases have opened a new window onto the phases of quantum matter 1 . A gas of bosonic atoms in an optical or magnetic trap has been reversibly tuned between superfluid (SF) and insulating ground states by varying the strength of a periodic potential produced by standing optical waves 1, 2 . This transition has been explained on the basis of the Bose-Hubbard model with on-site repulsive interactions and hopping between nearest neighboring sites of the lattice. 3, 4, 5, 6, 7 . Further, theoretical studies of bosonic atoms with spin and/or pseudospin have also been undertaken 8, 9, 10, 11 . These studies have revealed a variety of interesting Mott phases and superfluid-insulating transitions in these systems. On the fermionic side, the experimental studies have mainly concentrated on the observation of paired superfluid states 12 and the BCS-BEC crossover in such systems near a Feshbach resonance 13 .
More recently, it has been possible to generate mixtures of fermionic and bosonic atoms in a trap 14, 15 . Initially, the main focus of such experimental studies were to generate quantum degenerate Fermi gases, through sympathetic cooling with bosons. However, a host of theoretical studies followed soon, which established such Bose-Fermi mixtures to be interesting physical systems in their own right 16, 17, 18, 19, 20 , exhibiting exciting Mott phases in the presence of an optical lattice. In all of these works, the spin of the fermions in the mixture is taken to be frozen out due to the presence of the magnetic trap. However, more recent works reported in Refs. 21 and 22, considered a Bose-Fermi mixture in an optical trap, where the spins of the fermions can be dynamical degrees of freedom 23 . It has been shown in Ref. 21 that the interaction between the bosons and the fermions in such a mixture can enhance the s-wave pairing instability of the fermions.
In this work, we consider a Bose-Fermi mixture in an optical trap and in the presence of an optical lattice and study the Mott phases and the metal/superfluidinsulator transition for the fermions/bosons of such a mixture using a slave-rotor mean-field theory 24 . The motivation for such a study is two-fold. First, it has been shown in Ref. 18 that the Mott phases of Bose-Fermi mixtures in a magnetic trap are interesting in their own right. In the present study, we chart out the Mott phases of the Bose-Fermi mixture in an optical trap, where the Fermion spins are dynamical degrees of freedom, in the deep lattice limit for a wide range of parameters. As expected, we find that the corresponding Mott phases obtained are much richer than their counterparts studied in Ref. 18 . Second, the metal/superfluid-insulator transition of the fermions/bosons in such an interacting Bose-Fermi mixture has not been studied before. Here we develop a selfconsistent slave-rotor mean-field theory to study such a transition for the Mott phases which do not have densitywave order with broken translational symmetry and use it to obtain at least a qualitative understanding of the effect of interaction between the fermions and the bosons on the metal/superfluid-insulator transition.
In what follows, we shall assume that the atoms are confined using an optical trap so that Fermions spins are not frozen out. We shall, however, ignore the effect of the harmonic trap potential which is a standard approximation used extensively in the literature 25 . The starting point of our study is the Bose-Fermi Hubbard Hamiltonian that has been developed earlier, with similar approximation regarding the trap potential, from underlying microscopic dynamics of the atoms in the presence of an optical lattice 17
Here c iσ is the fermionic destruction operator with spin σ =↑, ↓ at site i, b i represents bosonic destruction operator at site i, n F (B) denotes Fermion(Boson) number operators, t F (B) and µ F (B) are nearest neighbor hopping matrix elements and chemical potentials for the fermions (bosons), U BB and U F F are the on-site Hubbard repulsion for bosons and fermions respectively, and U F B denotes the relative interaction strength between the bosons and the fermions. In what follows, we shall take the bosons and the fermions to have fixed chemical potentials µ B(F ) and same on-site repulsion U BB = U F F = U and consider λ = U F B /U and η = t F /t B as parameters which can be freely varied. The justification of this choice is briefly outlined in Sec. II. Further, we shall only deal with case of a square bipartite lattice in this work since this is simplest to realize experimentally. The organization of the rest of the paper is as follows. In the next section, we identify the Mott phases of Eq. 1. Next, in Sec. III, we introduce the slave rotor formalism and use it within a mean-field approximation to study the metal/superfluid-insulator transition of the Bose-Fermi Hubbard model (Eq. 1). This is followed by a discussion of possible experiments in Sec. IV. A comparison of the Mott-Hubbard phase diagram obtained using the projection operator technique with those obtained from mean-field theories 3,5,6 and standard strong coupling expansions 26 is given in Appendix A.
II. MOTT PHASES
In this section, we chart out the Mott phases of the Bose-Fermi system. To do this, we first obtain the phases of the system in the Mott limit (t B = t F = 0) and then obtain fluctuation corrections over these states to O(t 2 B(F ) /U 2 ). Before obtaining the Mott phases for the Bose-Fermi mixture, let us look briefly into the parameters of the Hubbard model (Eq. 1). These can be determined from the microscopic quantities such as the potential depths V F (B) due to the laser seen by the atoms and their recoil
where k L is the wavevector of the laser and m F (B) are the masses of the fermions(bosons). The potential depth seen by the atoms depend on the detuning of the laser from their natural wavelengths λ F (B) of the fermions(bosons). In fact, it can be shown that, the ratio of the lattice potentials seen by the fermions and bosons are 21
where ∆λ F (B) = λ L − λ F (B) denote the detunings for the fermions(bosons) and Γ F (B) are the corresponding natural linewidths. Since the ratio of the natural linewidths is generally close to unity 14, 21 , we see that one can tune the ratio of the lattice depths seen by bosons and fermions by varying the detunings.
In terms of these quantities, we have 17
where a F F , a BB , and a F B are the s-wave scattering lengths for interaction between two fermions, two bosons and a Fermion and a Boson respectively. These scattering lengths also can be varied either by choosing different species of fermions or bosons or by tuning them using Feshbach resonance. Further, as we have discussed before, by choosing the laser detuning we can also make the fermions and bosons see either similar or very different lattice potentials. Therefore, instead of calculating these parameters from the microscopics, we shall aim to portray a general picture of the Mott phase diagram. Since the experimental possibilities are limitless, for the sake of brevity, we choose U BB = U F F = U and vary the ratios λ = U BF /U and η = t F /t B . It is clear from the above discussions that such a situation can be always achieved in experiments. We shall consider some such specific examples in Sec. IV. Next, we consider the Bose-Fermi Hubbard Hamiltonian in the Mott limit. In this limit, the on-site states can be represented as n B 0 , n F 0 and the energy is given by
where we have scaled all energies by U and µ ′ F (B) = µ F (B) /U . It can be seen from Eqs. 7, that two states n B 0 , n F 0 − 1 and n B 0 − 1, n F 0 are degenerate when
The conditions of these degeneracies, of course, depend on our choice of parameters of the model. It is also to be noted that in Eqs. 8 and 9, n F 0 and n B 0 in the ground state are themselves functions of µ ′ F , µ ′ B and λ, and have to be determined by minimizing Eq. 7 subject to the constraint of n F 0 and n B 0 being integers. The ground state phase in the Mott limit (t b = t F = 0) diagram can be obtained by numerically minimizing the ground state energy (Eq. 7) for integers 0 ≤ n F 0 ≤ 2 and n B 0 . For the sake of brevity, we carry out the numerical computation for µ ′ B = µ ′ F = µ and present the phase diagram as a function of µ and λ. The phase diagram for λ > 0 is shown in Fig. 1 . We find, as expected from the results of Ref. 21, for λ > 1, the fermions and the bosons repel each other out from a given site so that a site is occupied by either a Boson or a Fermion, but not both. Such states were dubbed as "composite" states of bosons/fermions with a correlation hole of fermions/bosons in Ref. 21 . However, in the present scenario, the spins of the fermions are dynamical degrees of freedom which leads to richer variety of possible phases, as we discuss below.
As expected from discussions leading to Eq. 8, a large portion of phase diagram has degenerate ground states corresponding to n B 0 = 0, n F 0 = 1 and n B 0 = 1, n F 0 = 0 . Note that in terms of the original fermions, the degeneracy is actually threefold corresponding to states |0, ↑ , |0, ↓ and |1, 0 . This degeneracy is lifted by quantum fluctuations due to the presence of small but finite t F and t B . This can lead to three different ground states as sketched in Fig. 2 : A) an antiferromagnetic state of fermions with no bosons, B) A state of one boson per site and no fermions, and C) A state with fermions and bosons being the nearest neighbors with an antiferromagnetic order for the fermions. The energies of these states can be estimated using a straightforward O(t 2 B(F ) /U 2 ) perturbation theory and are given by
where N is the total number of sites in the system and z is the coordination number of each site. Comparing FIG. 1: (Color online) Ground state phase diagram in the atomic limit for µ = µ ′ B = µ ′ F and λ > 0. The phases are marked by values of (n B 0 , n F 0 ) in the ground state. For large λ, the system tries to avoid putting bosons and fermions at the same site. The threefold degeneracy between (1, 0) and (0, 1) as well as (2, 1) and (1, 2) occur for a large portion of the phase diagram. In addition, there are doubly degenerate regions such as (2, 0) and (0, 2). These degeneracies are lifted by virtual hopping process for small but finite tB and tF the energies of the states from Eq. 10, we find that state A is favored over B and C when η 2 > 2 and λ > (1 + η −2 )/2. Similarly the state B is favored for η 2 < 2 and λ > (1 + η 2 )/4 and state C for small λ when (1 + η 2 )/(2λ) > Max 2, η 2 . The corresponding phase diagram is shown in Fig. 2 .
With only a nearest-hopping term in the Hamiltonian, the antiferromagnetic ordering in the ground state C is in fact frustrated. Indeed, 4th-order (in t) virtual hopping leads to an antiferromagnetic coupling both between next-nearest-neighbor sites and next-next-nearest sites ( Fig. 3 ). In practice, however, this frustration is suppressed by O(t ′2 /U ) corrections that arise from the nextnearest neighbor hopping t ′ (not included in the Hamiltonian (2)), leading to an antiferromagnetic order at wavevector (π/a, 0) (or (π/ √ 2a, π/ √ 2a) in a reference frame tilted by 45 o ), in two dimensions as shown in Fig. 2 . This should be contrasted with the usual (π/a, π/a) ordering realized either for state A or for the (1,1) state shown in Fig. 1 . Additional hopping amplitudes (e.g. the next-next-nearest-neighbor hopping t ′′ ) are expected to be smaller and will not affect the antiferromagnetic ordering of the ground state C. A similar consideration applies for the degenerate states (2, 1) and (1, 2) where quantum fluctuations will similarly lift the degeneracies. Notice that the possibilities of having a ferromagnetic state of fermions where all sites are uniformly occupied Notice that the antiferromagnetic ordering of state C is different from state A and is a consequence of very weak next nearest neighbor hopping. Similar states will result when the degeneracy of the states (2, 1) and (1, 2) is lifted.
FIG. 3:
Virtual hopping (dashed lines) leading to frustration of the antiferromagnetic ground state C. This frustration is lifted and an antiferromagnetic ground state stabilized by virtual hopping generated by the kinetic coupling t ′ between next-nearest neighbor sites (located at opposite corners of the square lattice unit cell).
by ↑ or ↓ fermions never occur since such a state necessarily suppresses Fermion hopping due to Pauli principle and is thus higher in energy compared to the state A.
Finally, we point out that lifting of degeneracy by quantum fluctuations also occurs for the twofold degenerate states labeled as (2, 0) or (0, 2). Note that the state (2, 0) corresponding to two fermions per site requires that all second order virtual hopping processes are suppressed, unless higher bands are involved. Hence such a state is energetically unfavorable and is never realized. The two other states are D) a homogeneous state with two bosons per site and E) a state with alternate arrangements of two bosons and two fermions per site. The energies of these states are given by (E) is thus favored over state (D) for η 2 > 6(2λ − 1) − 1.
In contrast for λ < 0 (i.e. U BF < 0), there are no degeneracies. The (1, 1) state persists at small negative λ. For |λ| > 1, the system always has two fermions per site with n 0 bosons, where n 0 is the integer which minimizes E[n 0 ] = −µn 0 + n 0 (n 0 − 1)/2 − 2|λ|n 0 . The phase diagram is shown in Fig. 4 as a function of µ and λ. The phase diagram corresponds to Mott phase of bosons coupled with non dynamical fixed number of fermions. Note that analogous composite states with n 0 bosons and one Fermion were found and dubbed as "composite Fermion" states in Ref. 21 . Here we have almost identical states at large negative λ with the difference that there are two fermions per site (instead of one per site as in Ref. 21) owing to the fact that Fermion spins are not frozen in the present study.
III. SLAVE ROTOR MEAN FIELD THEORY
In this section, we construct a slave-rotor mean-field theory for the coupled Bose-Fermi problem and use it to study the metal/superfluid-insulator transition in this system. We develop the formalism for the mean-field theory in Sec. III A, and discuss the results obtained in Sec. III B
A. Formalism
We begin by implementing the slave rotor formalism 24 in the present context. This key observation behind this formalism is that the fermionic Hubbard Hamiltonian (Eq. 2) can be mapped onto a Hamiltonian of free auxiliary Fermions coupled self-consistently to a quantum rotor. The chief advantage of this representation is that the quartic interaction term of the original fermionic Hubbard model can now be represented by a quadratic term in the rotor variables and can thus be treated exactly in the Mott limit. This feature makes this technique suitable for studying Hubbard models in the strong-coupling regime. Further, as shown in Ref. 24 , the metal-insulator transition of the original Fermions can be looked upon as the order-disorder transition of the rotors which facilitates the study of metal-insulator transition.
To begin with, we note the identity
so that, up to a constant term, one can write Eq. 2 as
Next, following Ref. 24 , we introduce the slave rotor representation for the fermions. The key observation here is that the spectrum of H F in the Mott limit depends only on the total Fermion number σ n iσ which can be represented by eigenvalues of angular momenta of a O(2) rotor. Thus we write the physical fermion annihilation operator as
where f iσ denotes the annihilation operator for the pseudo-fermion and θ i denotes the rotor variable at site i. The corresponding angular momentum of the rotor is denoted by L i = −i∂ θi . In this representation, a physical fermion state can be written as a product of the pseudofermion state and a rotor state as
Here l denotes the eigenvalues of the rotor angular momentum L and |c 1 , c 2 ...c Q is the antisymmetric combination of Fermionic states for Q = l + 1 fermions at site i. Note that whereas for ordinary rotors l can take all possible integer values, here it is constrained to range between −1 and 1 by the operator identity
With the following constraint, one can write Eqs. 12 and 4 in terms of the rotor variables as
with L i related to σ f † iσ f iσ by Eq. 15. In the Mott limit(t F = t B = 0), we can implement the constraint (Eq. 15) exactly and this procedure leads to Eq. 7 with n F 0 = Q = l + 1 in a straightforward manner. Note also that the quartic interaction term U i n i↑ n i↓ in Eq. 2 has now been replaced by a quadratic term U i L 2 i /2 in Eq. 16 . This has been done at the expense of generating a non-linear coupling between the auxiliary Fermions and the rotors, as is evident from the first term of Eq. 16.
When t F , t B = 0, the above mentioned constraint condition can not be implemented exactly and we need to resort to mean-field approximation. The slave-rotor meanfield theory for the present system can be developed by a straightforward generalization of the formalism developed in Ref. 24 . To begin with, we write the system Hamiltonian H as
where we have implemented the constraint Eq. 15 using an auxiliary field h i which has been replaced by it's saddle point value h at the mean-field level. Here we also treat the coupling between the bosons and the fermions within mean-field approximation by replacing the Fermion/bosons density operators n B/F i by their averagesn B/F . This amounts to replacing the term i λU n F i n B i by i λU n F in B in Eq. 20, and by i λU n B in F in Eq. 21. Within this mean-field approximation, the coupling term acts as a density-dependent shift in the chemical potentials for the bosons and the fermions. The effective hopping matrix elements t eff ij and τ eff ij in Eqs. 19 and 20 are given by
with the assumption that averages such as exp(θ i − θ j ) and σ f † iσ f jσ are real on each bond 24 . The next step is to approximate the rotor model by an effective single site model
Note that this approximation makes sense only when the Mott ground state does not have density wave order of any kind either for bosons or fermions. Using the fact that under this approximation the H ′ r becomes a single site Hamiltonian, we define Z = cos(θ) 2 Hr (25) and use H f to compute all average involving the Fermionic fields. This yields
where the density of states D(ǫ) is defined as D(ǫ) = d 3 kδ(ǫ − ǫ k )/(2π) 3 , and ǫ k = −2t i=x,y,z cos (k i ) is the kinetic energy of the fermions (all momenta are measured in units of lattice spacing), andǭ andn F are the average fermionic kinetic energy and density respectively. Comparing the expression ofn F with that for the free fermionsn F = µ0 −∞ dǫD(ǫ), where µ 0 is the chemical potential for the free fermions at T = 0, one has the relation
Notice that since Z vanishes at the transition at µ F = µ c F , one gets µ c F − U/2 = h + λUn B . Thus Z acts as the order parameter for the metal-insulator transition of the fermions.
Eqs. 25, 26, 27, 28 and 29 have to be self-consistently solved to obtain the ground state of the system. However, to do this, one needs to obtain the ground state of the bosonic Hamiltonian (Eq. 21) and compute the average value of the boson densityn B . Since at the mean-field level, the average Fermionic densityn F enters the boson Hamiltonian as a shift in the chemical potential, one can use the projection operator technique developed in Ref. 11 for obtainingn B . It was shown in the context of two-species Bosons that the projection operator method compares well with quantum Monte Carlo results 11 .
The projection operators for the boson Hamiltonian (Eq. 21) can be constructed following the procedure of Ref. 11. It is given by
where n B 0 is the Boson occupation per site for the Mott ground state and l denotes the link connecting two neighboring sites i and j.
The hopping term for the bosons can be rewritten in terms of sum over links as
where i and j are near neighbor sites connecting the link l. In this notation, one can now divide the hopping terms into two parts
where P ⊥ l = 1 − P l . It is then easy to see that the term T 1 = l T 1 l acting on the ground state takes one out of the ground state manifold. The idea is therefore to seek a canonical transformation operator S which eliminates 
Note that this is equivalent to a systematic t B /U expansion and all the omitted terms denoted by ellipsis are at least O(t 3 B /U 3 ). The next task is to find out the canonical transformation operator S in terms of the projection operators P l . Following Ref. 11, we guess the form of the S to be
where the coefficient α is to be determined by the condition [iS, H 0 ] = −T 1 . To do this we use the operator identities 36) and evaluate [iS, H 0 ] to be
Thus we find that setting α = U we obtain the expression for S = i l [P l , T l ] /U , which eliminates T 1 to O(t B /U ) from the low energy effective Hamiltonian. The effective Hamiltonian can be now rewritten by substituting the condition [iS, H 0 ] = −T 1 in the last term of Eq. 34 as
With some algebra we now reach the final form of the low energy effective boson Hamiltonian which takes into account all t 2 B /U 2 fluctuations
where l and l ′ are nearest neighbor links. One can now use a on-site variational wavefunction in the same way as in Ref. 11
to minimize the ground state energy E G = Ψ v | H * |Ψ v and obtain the corresponding boson densityn B and superfluid order parameter ∆
where a G , b G and c G are values of the coefficients a, b and c in the variational ground state. A comparison of the phase diagram obtained by minimizing E v = Ψ v | H * |Ψ v for λ = 0 with analogous phase diagrams obtained from mean-field theory 3,5,6 and defect phase calculations to O(t 2 B /U 2 ) 26 is presented in App. A. Eqs. 41 and 42, combined with Eqs. 25, 26, 27, 28 and 29 can now be solved self consistently to obtain a mean-field description of the coupled Fermi-Bose system near the metal/superfluid-insulator transition points which are signaled by the onset of a non-zero Z or ∆. This method, therefore, allows for a self-consistent treatment for the coupled Bose-Fermi problem near the metal/superfluid-insulator transition point, provided that the insulating ground state preserves translational symmetry.
B. Results
In this section, we discuss the results of application of the formalism developed in the last section to the problem at hand. Here we shall concentrate on the (1, 1) Mott state for the following reasons. First, since we would be interested in studying metal-insulator transitions for fermions together with the superfluid-insulator transition of bosons, we would like to concentrate on Mott states which has one Fermion per site. Second, in the formalism developed in Sec. III A, we treat the Bose-Fermi interaction term within mean-field approximation, we would like to restrict ourselves to the parameter regime |λ| = |U F B /U | < 1, where the mean-field results are expected to be more accurate.
To demonstrate the effect of interspecies interaction, we first concentrate on a fixed value of µ F = µ B = 0.7U and η = t F /t B = 5, and study the onset of metal/superfluid-insulator transition as a function of t F /U for a few representative values of λ. A plot of Z and ∆ for this case, is shown in Fig. 5 while the fermionic and bosonic densities are plotted in Fig.  6 . The results of these plots can be understood as following. Consider fixing η and gradually increasing t F so that the fermions/bosons moves towards a metal/superfluid-insulator transition point. As long as the bosons/fermions are in the Mott state, their densities are pinned to n B 0 = 1 or n F 0 = 1, and hence the fermions/bosons see a fixed chemical potential µ eff F (B) = µ − λU n B 0 (n F 0 ). For our chosen value of η, the metal insulator transition occurs before the superfluid-insulator transition of the bosons at t c F (λ) = t c F µ eff F . Notice that t c F (λ) is a non-monotonic function of λ for a given µ and η. Hence the metal-insulator transition for the fermions can either be enhanced (λ = 0.5) or hindered (λ = 0.1) due to the Bose-Fermi interaction. Once the fermions have delocalized, the density of fermions changes with t F for a fixed chemical potential µ as seen in Fig. 6 . Hence the effective chemical potential seen by the bosons now becomes a function of both t B = t F /η and λ. Thus by increasing t B , we actually traverse a curve with a finite slope in the µ−t B plane in contrast to the non-interacting (λ = 0) case. Consequently, the superfluid-insulator transition of the bosons occur at t c B (λ) which can be quite different from t c B (λ = 0). We note this effect may lead
] of the superfluid-insulator transition of the bosons depending on the chosen values of η and µ, as can be seen by comparing Figs. 5 and 7 . For the choice of µ/U = 0.7 and η = 5, we find that t c B (λ) > t c B (λ = 0), whereas the reverse case is realized for µ/U = 0.4 and η = 4. In the latter case, both the metal-insulator transition for the fermions and the superfluid-insulator transition for the bosons are enhanced for λ > 0. Hence we conclude that a repulsive Bose-Fermi interaction can either enhance or hinder the onset of metal/superfluidinsulator transition of a coupled Bose-Fermi mixture held at a fixed chemical potential. Notice that this effect is absent if the boson and the fermion densities are held constant individually, since in that case, there is no influence of the fermionic metal-insulator transition on the bosonic superfluid-insulator transition within the meanfield theory. This is of course an artifact of the present mean-field approximation. Clearly, the dynamics of the fermions/bosons should play an important role in the transition. For example, near the metal-insulator of the fermions, there will be density fluctuations which give the bosons a chance to hop to a neighboring site even if they would remain localized in the absence of such fluctuations. A treatment of this effect requires analysis of the slave-rotor model beyond the present mean-field approximation and is outside the scope of the present study.
Finally, we present a plot of the critical hopping strength t c B in Fig. 8 as a function of η and λ for a fixed representative µ/U = 0.7. We note that at small η, the superfluid-insulator transition takes place when the fermions are still in the Mott state with their density pinned at n 0 F = 1. Consequently, the transition for the boson, within the simple mean-field theory, is the same as that occurring for µ eff = µ − λU ; t c B becomes maximum when µ eff /U ≈ 0.4 or λ ≈ 0.3. However when η is large, the fermions have already undergone the metal-insulator transition when the boson are at their transition point and hence have n F = 1. Consequently the bosons see a different µ eff = µ − λU n F and hence the value of t c B changes. This is reflected in bending of the phase boundary in the right half of Fig. 8 . Analogous plots for t c F will have qualitatively same features.
Before closing this section we would like to make a few qualitative comments. First, the analysis of the phase diagram for negative λ with |λ| ≤ 1 can be carried out in a similar manner and one obtains qualitatively similar results in this case. Second, at large and negative λ, the Mott states correspond to two fermions and n 0 (λ) bosons localized per site. In this case, with decreasing lattice potential, the bosons would undergo a superfluidinsulator transition with the fermions still in the Mott phase. Therefore the superfluid-insulator transition of the bosons can be described, within mean-field theory, by a Hubbard model of bosons with effective chemical potential µ eff = µ − 2λU . As we decrease the lattice depth, the fermions would eventually delocalize when the hopping coefficient t F becomes comparable to the energy gap between the single particle levels (E n ≃ 5E R ) in the potential wells. However, this is a large energy scale (E n ≫ U, λU ) for deep lattices and so for any reasonable value of η, one expects the superfluid-insulator transition of bosons to occur while the fermions are still the Mott state. Third, we would like to note that the slave-rotor mean-field theory worked out here can not be applied for states with broken translational symmetries in terms of boson and fermion numbers ( such as the state C shown in Fig. 2) since we have used a single-site approximation for the slave-rotor mean-field theory. Also the present slave-rotor treatment is expected to be more inaccurate for states with λ ≫ 1 since the fermion-boson interaction is treated at a mean-field level within our scheme. Nevertheless we note that qualitatively we would expect a Mott-superfluid/metal transition from these phases as λ is reduced keeping the density of bosons and fermions constant. Finally, the present theory can not address the question of possible superconducting instability of the fermions in the metallic state. This issue is discussed in Ref. 21 . A generalization of our mean-field description of the superfluid/metal-insulator transitions to address such issues and inclusion of the effect of quantum fluctuations beyond the mean-field treatment used here remain open problems to be addressed in future works.
IV. EXPERIMENTS
A large part of the Mott phases and the superfluidinsulator transition of the Bose-Fermi mixtures discussed here can be experimentally accessed using standard experiments on specific Bose-Fermi mixtures. Before going into details of specific systems, let us first outline some typical experiments that can be performed on these systems. One such experiment that is routinely carried out in atomic systems is measurement of momentum distribution of atoms in the trap 1 . This is typically done in a time of flight measurement by letting the atoms fly out by dropping both the lattice and the trap and then measuring the position distribution of the expanding atom cloud. Such a position distribution measurement yields information about momentum distribution of the atoms within the trap. These experiments obtain qualitatively different signatures for atoms in the Mott and the superfluid states for bosons 1,2 , but can not distinguish between the Bose and the Fermi atoms. To achieve this distinction, one needs to pass the expanding atom cloud through a Stern-Gerlach apparatus. Since the fermions and the bosons have different spins (or total angular momenta), they will get separated during this process and can thus be distinguished. Such Stern-Gerlach experiments have been carried out with bosonic atoms in Refs. 27 and 28 and their generalization to present systems should be straightforward. Finally, the antiferromagnetic order of fermions in the Mott phases (either the (1,1) phase in Fig. 1 or the phases A and C shown in Fig. 2) can be determined by measuring spatial noise correlations of the expanding cloud in a time of flight measurement 29, 30 .
Let us now consider some specific Bose-Fermi mixtures that have been realized experimentally. One such system is 6 Li and 7 Li mixtures with a F F = a BB = 5a 0 and a BF > 0 31,32 , where a 0 is the Bohr radius. The value of a BF has not been unambiguously measured in this system, but is expected to be positive indicating a repulsive interaction 31 . For this mixture, m F ≃ m B and depending on the value of a BF and by varying the frequencies of the laser providing the optical lattice (as discussed in Sec. II), we may realize different points on the phase diagram shown in Fig. 1 . Of particular interest is the case where a BF > a F F 21 . In this case, for one atom per site, we expect to obtain the one of the Mott phases A, B or C shown in Fig. 2 depending on the specific value of λ ∼ a BF /a F F and η = t B /t F which can be varied by slightly changing the ratio V F /V B (Eq. 6) 33 . In this case, one can scan a large part of the phase diagram shown in Fig. 2 . The possible antiferromagnetic orders of fermions in phases A or C (Fig. 2) can be determined by measuring the spatial noise correlation measurements 29 . The states B and C can also be distinguished by passing the expanding clouds through a Stern Gerlach apparatus 27, 28 . Other possible Mott phases, as shown in Fig. 1 , are also possible if there are more than one atom per site. These phases can be detected analogously.
On the other hand, if a BF < a F F , one may access the (1, 1) phase ( Fig. 1) with one fermion and one boson per site. Here in the Mott state, we would find two separate clouds for bosons and fermions in the Stern-Gerlach measurement with an antiferromagnetic state for the fermions which can be deduced in the spatial noise correlation measurement. Further, one can now access the superfluid/metal-insulator transition in this system by reducing the depth of the laser producing the optical lattice. The superfluid-insulator transition can be directly accessed by measuring the measurement momentum distribution of the bosons. This provides us a direct measurement of t c B . One can now also change η as discussed in the last paragraph and access t c B (η) for a given λ. This would provide access to a line of constant λ in the phase diagram of Fig. 8 .
Another Fermi-Bose mixture which has been realized so far 40 K-87 Rb mixture 34 . Here one expects a F F ≃ a BB 21 and negative a F B indicating an attractive interaction between bosons and fermions. The magnitude of a F B is also measured in Ref. 34 and is found to be around 3.6a F F , although with a large (about 40%) uncertainty.
In this system, we expect to find Mott phases where two fermionic atoms sits on the same site with n 0 (λ) bosonic atoms. Such states can also be detected in experiments by passing the expanding clouds through a Stern Gerlach apparatus as discussed earlier. The superfluid-insulator transition of the bosons can also be accessed by lowering the lattice depth.
In conclusion, we have studied a Bose-Fermi mixture in an optical lattice trapped by an optical trap. We have sketched a generic phase diagram for the possible Mott states of these systems and also studied the superfluid/metal-insulator transition using a slave-rotor mean-field theory. We have also discussed definite experiments that can be performed on specific experimentally realized systems that can probe at least part of the above-mentioned phase diagrams.
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APPENDIX A: COMPARISON OF PHASE DIAGRAMS
In this section, we compare the phase diagram for a single species Mott-Hubbard system obtained using the projection operator with those obtained using mean-field theories 3,5,6 and strong-coupling expansions 26 . To do this, we consider the case of zero coupling between the bosons and fermions (λ = 0). Our starting point is the Bose-Hubbard Hamiltonian of Eq. 21 with λ = 0. By tracing the same set of steps, as in Sec. III A, we then obtain the effective Hamiltonian H * (Eq. 38). The next step is to obtain the variational energy using the wavefunction Ψ v (Eq. 40). For the purpose of variational energy computations, it is sufficient to consider Ψ v with real coefficients a,b and c (Eq. 40). This amounts to set-ting the phase of the superfluid order parameter ∆ (Eq. 42) to zero and does not affect the variational energy. A straightforward calculation then yields
where δE p = (−µ + U n 0 ) and δE h = (µ − U (n 0 − 1)) are the on-site energy costs of adding a particle and a hole respectively to the Mott phase, and z = 2d denotes the coordination number for a d dimensional hypercubic lattice. The phase diagram can now be obtained by minimizing the variational energy E v for given (t B /U, µ/U ). The Mott-superfluid phase boundary then corresponds to the minimum value of t c (µ) for which the superfluid order parameter ∆ (Eq. 42) is non-zero. Notice that ignoring the O(t 2 B /U 2 ) terms amount to setting E 2 = 0. Our numerical results in this section, however, retains all terms in E 2 .
Next, we obtain the expression of t mf c using meanfield theory. This can be done in a standard manner as shown in Refs. 3,5,6,37 and the mean-field critical hopping strength in d dimensions can be obtained 37
where n 0 denotes the boson occupation number of the Mott phase from which the phase boundary is approached. Finally, we compare the phase diagram obtained from minimizing the variational energy E v with the strongcoupling expansion developed in Ref. 26 . The main idea behind the strong-coupling expansion is that at the phase transition point, for a given µ/U , the defect state, which corresponds to an additional particle or hole added to the Mott state, becomes energetically more favorable. Thus, the energy difference of the particle or hole defect states with the Mott state given to O(t 2 B /U 2 ) by 35
vanishes at t B = t p c or t h c . The phase boundary is obtained by finding the critical hopping t c = Min[t p c , t h c ]. Before resorting to numerical evaluation of the phase diagram from all different techniques, we would like to clarify the following points. First, although both the defect state calculations of Ref. 26 and the projection operator technique outlined here captures some contributions of t 2 B /U 2 fluctuations, they are not identical to each other. To see this, we consider a second order virtual process for a defect state with one additional particle(hole) |n 0 + (−)1 i |n 0 j → |n + (−)2 i |n − (+)1 j → |n + (−)2 i |n j , where i and j are nearest neighbor sites on the square lattice. This process, which after summing over all sites, gives O(t 2 B /U 2 ) energy contributions E p = −z 2 t 2 B n 0 (n 0 + 2)/2U for particles and E h = −z 2 t 2 B (n 2 0 −1)/2U for holes. Note that all the states involved in such a process lie outside the low energy manifold and hence are not captured within the projection operator technique even if states with |n 0 ± 2 > are incorporated in the variational wavefunction (Eq. 40). On the other hand, the projections operator technique together with the variational wavefunctions leads to terms in E 2 (Eq. A4) which involves product of states with one additional particle and hole (terms which involve product of the coefficients b and c). These terms, which becomes important mostly near the tip of the Mott lobe, are necessarily absent in defect state calculations in Ref. 26 which considers energy lowering due to a single particle or hole added over the Mott state. Thus we find that the best way to compare different approaches is to compare the phase diagrams obtained using them.
Second, if we neglect the O(t 2 B /U 2 ) terms, the saddle point equations for b and c can be easily obtained by minimizing the variational energy in Eqs. A2 and A3:
where we have used the constraint a 2 + b 2 + c 2 = 1. For the Mott phase, the solution to Eq. A8 is b = 0 = c and a = 1. Note that this ensures that the density in the Mott state is pinned to n = n 0 . Solutions with non-zero b and c occurs when in the SF phase for which t B ≥ t c . We find that in the superfluid phase near the Mott transition line, Eq. A8 admits the following solutions. For µ/U ≤ n 0 /(2n 0 + 1) one gets t c = t h c = δE h /zn 0 and
whereas for µ/U ≥ n 0 /(2n 0 + 1) one has t c = t p c = δE p /z(n 0 + 1) and
Eqs. A9 and A10 shows that near the phase transition b, c ≪ a, which is crucial to our analysis. Further, as normally expected in a second order quantum phase transition, the coefficients b and c are continuous across the transition. Next, we discuss inclusion of O(t 2 B /U 2 ) terms. If these terms (Eq. A4) are included, obtaining analytical solutions for b and c becomes difficult as it amounts to solving two coupled cubic equations. However, we have checked during numerical evaluation of the phase diagram minimizing Eq. A1 ( which retains second order terms in Eq. A4) that b and c are always small compared to a near the phase transition and that near the ends of the Mott lobe their numerical values are well reproduced by Eqs. A9 and A10.
Finally, we comment about our choice of variational wavefunction in which we have only retained states with one additional particle and hole per site over the parent Mott state. In principle, one can retain states with two or more particle per sites which leads to a more complicated trial wave function. For example, one can retain the states |n 0 ± 2 so that the variational wavefunctions become
E ′ 1v = −zt b (n 0 + 1)a 2 b 2 + n 0 a 2 c 2 + (n 0 − 1)c 2 e 2 + n 0 (n 0 − 1)c 2 ae + (n 0 + 2)(n 0 + 1)b 2 ad +2 (n 0 − 1)(n 0 + 2)bcde + (n 0 + 2)d 2 b 2 +abc d n 0 (n 0 + 2) + e n 2 0 − 1 (A12)
To analyze the phase diagram obtained from Eqs. A11 and A12, we first note that in the Mott phase a = 1 and b = c = d = e = 0, as discussed before. Next let us discuss the minimization of E ′ v near the Mott-SF transition line. When d = e = 0, the MI-SF transition occurs at zt c = Min(t p c , t h c ), with b, c ≪ 1 and a ≃ 1. So to find out whether non-zero d and/or e is favorable for energy minimization, we need to find the effect of turning on a non-zero d and/or e near this transition point and check whether it leads to lowering of the variational energy. We find that turning on a non-zero d and/or e near this point, as can be seen from the expression of E ′ 1v (Eq. A12), leads to energy gain ≪ zt c (since in the expression of E ′ 1v , d and e always appear as a product with b and c which are small), whereas the energy cost (Eq. A11) is O(δE 2p ) and/or O(δE 2h ). It turns out that the latter is always greater than the former which leads to a net non-zero energy cost. As a specific example to demonstrate this point, let us consider µ ≃ U so that for t B ≃ t c = t p c , b = 0 and c = 0 (Eq. A10). Then turning on a non-zero d results in an energy change δE = d δE 2p d − zt c (n 0 + 2)b 2 d + (n 0 + 2)(n 0 + 1)b 2 a > 0 since b, d ≪ 1 and δE 2h − zt c ≃ U (n 0 + 1) − µ > 0. Thus near t B = t c , the energy cost from E ′ 0v clearly outweighs energy gain from E ′ 1v (since zt c /U ≪ 1 for all parameter regime and b, c, d, e ≪ 1 near t B = t c ) and hence the coefficients d and e remain vanishingly small at the phase transition. As we move inside the superfluid phase and t B becomes large compared to t c , these coefficients becomes significant. In the present work, we have always restricted ourselves to regions sufficiently near the transition line where the coefficients d and e are small. We note that we have explicitly checked numerically from the full variational energy ( including O(t 2 B /U 2 ) terms which we have not written down explicitly here to avoid clutter), that the above-mentioned qualitative argument always holds for all the regimes studied in the present work. We shall therefore neglect these terms in the rest of this section.
To compare the results from different approaches, we now plot the phase diagrams for n 0 = 1 obtained by minimizing the full variational energy E v to O(t 2 B /U 2 )(Eq. A1), from the mean-field equation (Eq. A5), and by computing the energy of the defect states to O(t 2 B /U 2 ) 26 . These plots are shown in Fig. 9 for d = 2 and in Fig.  10 for d = 3 . We find that in spite of the dissimilarity of the two approaches discussed above, the numeri- cal phase boundary obtained by minimizing E v matches that obtained from O(t 2 B /U 2 ) defect state calculation of Ref. 26 quite well in both cases, but differs substantially from the phase boundary obtained using the meanfield theory. Further, for d = 2, Quantum Monte Carlo data, available for the critical hopping at the tip of the Mott lobe 26, 36 , predicts (t c /U ) MC = 0.061 ± 0.006. The corresponding values obtained from minimization of E v and O(t 2 B /U 2 ) defect state energy calculation of Ref. 26 are (t c /U ) var = 0.0755 and (t c /U ) defect = 0.0735 respectively. The mean-field theory predicts a value (t c /U ) mf = 0.041 while an O(t 3 B /U 3 ) calculation of defect states energies 26 gives (t c /U ) defect = 0.068. Thus we conclude that the phase boundary obtained from our variational energy calculation scheme compares well with the defect state energy calculation to O(t 2 B /U 2 ). In d = 3, we can compare our results in Fig. 10 to Figs. 5, 6 and 7 for λ = 0 and µ = 0.7 and µ = 0.4 respectively. We find that the phase diagram obtained using the projection operator techniques predicts t c /U = 0.0232 for µ/U = 0.7 and η = 5 ( Fig. 5 ) and predicts t c /U = 0.0431 for µ/U = 0.4 and η = 4, (Fig. 7) . As seen from Fig. 10 , these values compares well to those obtained from defect state calculations to O(t 2 B /U 2 ). However, they do not compare favorably with t mf c which predicts t mf c /U = 0.0208 for µ/U = 0.7 and t mf c /U = 0.0266 for µ/U = 0.4. Further, the corresponding values of t c /U from the third order defect state calculation are 0.0225 for µ/U = 0.7 and 0.0405 for µ/U = 0.4 which compares quite favorably to the projection operator method, but not to the mean-field theory. At the tip of the Mott lobe (µ/U ≃ 0.37), where the difference between results obtained from different methods become most appar-
