T he composition of the troposphere over West Africa is influenced by a range of emission sources, including those from anthropogenic activity (e.g., biofuel and fossil fuel consumption), biogenic activity (e.g., from soil), lightning activity, biomass burning activity related to agricultural practices, and stratosphere-troposphere exchange (STE; see, e.g., Sauvage et al. 2007b; Ancellet et al. 2009 ). It has also been shown that the long-range transport of chemical precursors from, for example, Europe can have a significant effect on the atmosphere over northern Africa (Duncan et al. 2008) . The incidence of strong UV radiation in the tropics results in a highly active chemical regime, which determines the atmospheric lifetime of many trace gas species such as CO. To account for all these processes typically requires the use of large-scale global chemistry-transport models (CTMs) including chemical production and loss, wet/ dry deposition, emissions, and subsequent mixing of chemical trace species.
The interannual variability of the intensity of biomass burning events, in tandem with the seasonality associated with such burning periods, also introduces a significant degree of uncertainty with respect to the total global emissions that are subsequently released from such fires for each particular year . To be able to reduce such uncertainty, a variety of satellite data is currently being utilized to produce comprehensive datasets of emission fluxes for a whole range of chemical species. The three dominant datasets currently available are Global Fire Emissions Database version 2 (GFEDv2; van der , GLOBSCAR , and Global Burnt Area (GBA; Michel et al. 2005) . These different satellite products adopt various methodologies that often couple observational data taken from different satellite instruments to some type of regional model, resulting in a range of emission estimates (e.g., Ito and Penner 2005; Bian et al. 2007) . For instance, when considering globally integrated emissions, Africa is consistently the most dominant source region for all of the emission datasets (Jain 2007) .
Once released, the strong convective transport that occurs over equatorial Africa results in efficient vertical mixing of emissions that are released near the ground. Moreover, differences in the dynamics and circulation that occur between the Earth's hemispheres during Africa's dry and wet seasons also have the potential to introduce effects for the regional composition of the troposphere. For instance, using a mesoscale model, Sauvage et al. (2007a) have found that in the NH dry season, the African Easterly Jet (AEJ) allows efficient transport of biomass burning emissions released in central Africa to reach the western coast as detected by Measurement of Ozone and Water Vapor by Airbus In-Service Aircraft (MOZAIC) flight data taken in Lagos (6.2°N, 3.3°E). In contrast, during the wet season, emissions that originate from central and southern Africa tend to dominate. Moreover, there is also regional (horizontal) transport of air masses during the winter to equatorial Africa, most notably by the Harmattan and the AEJ, which inhibits vertical mixing during this season (Sauvage et al. 2005) . Therefore, any chemical model chosen to investigate the effect that regional emissions have on atmospheric composition over Africa must have the ability to account for the longrange transport of chemical precursors, aerosols, and long-lived trace gases both into and out of the region of interest.
As part of the African Monsoon Multidisciplinary Analysis Multimodel Intercomparison Project (AMMA-MIP; Hourdin et al. 2010) , we have performed model simulations for the year 2006, with a focus on Africa. We concentrate on 2006 to exploit the wealth of measurement data taken during an intensive measurement campaign that was performed during July-August of that year (Reeves et al. 2010) . For this purpose, we define a set of passive tracer species for the different latitudinal "zones" in Africa to investigate the differences introduced by the various convective transport mechanisms, model resolutions, and meteorology adopted in a set of state-of-the-art global chemistry-transport models. The analysis is conducted using 2D cross sections averaged between ~3°W and 6°E for the latitudes 20°S-40°N (referred to as the 2D transect), which is similar to that used by the global circulation models that are involved in AMMA-MIP (Hourdin et al. 2010) . For the chemically active simulations, we use the recent emission estimates that have been derived using the L3JRCv2 burnt area product for the year 2006 and assembled as part of the AMMA project (Liousse et al. 2004 (Liousse et al. , 2010 . These estimates are based on the Global Burnt Area product derived from the SPOT-VEGETATION data (Michel et al. 2005) . This dataset provides an alternative to the commonly used GFEDv2 emission datasets derived using the burnt area measurements from the Moderate Resolution Imaging Spectroradiometer (MODIS; Giglio et al. 2006) in conjunction with the Carnegie-Ames-Stanford approach (CASA) biogeochemical model. This is the first time that this version of the L3JRCv2 emission dataset for trace gases has been coupled to such large-scale CTMs. | of the models (TM4 and p-TOMCAT) adopt the Tiedtke (1989) scheme, which is adopted in many large-scale CTMs. The MOCAGE model adopts the parameterization of Bechtold et al. (2001) , which has been compared against that of Tiedtke (1989) and shown to be more efficient in transporting air out of the free troposphere (Josse et al. 2004 ). The LMDz-INCA model uses the scheme of Emanuel (1991) , where comparisons against the Tiedtke scheme indicate that stronger convective transport occurs for the Emanuel scheme (e.g., Barret et al. 2010) . For advective mixing the approaches range from the relatively simple first-order "slopes" scheme (Russell and Learner 1981; TM4) , a semi-Lagrangian scheme (Williamson and Rasch 1989; MOCAGE) to the more computationally expensive second-order moment schemes [LMDz-INCA (Van Leer 1977) and p-TOMCAT (Prather 1986) ], where the use of more sophisticated schemes has been shown to limit diffusivity in the upper troposphere (e.g., Bönisch et al. 2008) . Moreover, the horizontal resolution of the models over Africa varies between 0.5° × 0.5° (MOCAGE) and 2.5° × 3.75° (LMDz-INCA), which introduces differences in the performance of the various physical parameterizations used in each model and the emission fluxes resulting from variations in temporal variability. For the chemistry component, TM4 contains a tropospheric scheme and constrains the overhead stratospheric ozone column with values taken from the Ozone Monitoring Instrument (OMI) imposed on the climatology of Fortuin and Kelder (1998) , p-TOMCAT contains tropospheric chemistry including halogen species and constrains both O 3 and NOx (a composite of NO and NO 2 ) at the model top with zonal means from Law and Nisbet (1996) , LMDz-INCA uses values taken from a climatological mean, and MOCAGE simulates its own stratospheric ozone fields by including the necessary chemical processes. A further difference concerns the choice of chemical reaction data adopted for calculating the rate constants of reactive gases, which can lead to differences of ±10%. For the gas phase photolysis rates, different parameterizations are employed: TM4 uses the approach of Landgraf and Crutzen (1998) modified according the Krol and van Weele (1997) , p-TOMCAT uses the approach of Law and Pyle (1993) , and MOCAGE and LMDz-INCA use the approach of Madronich and Flocke (1998) . All models constrain methane at the surface using a latitudinal-dependent field, which adopts timedependant values to accommodate yearly increases in the global values. Table 1 outlines the main differences between both the transport and chemistry components used in each model. For this experiment, we adopt the global emission datasets defined within the European Union (EU) Global and regional Earth-system Monitoring using Satellite and in-situ data (GEMS) project (http://gems.ecmwf.int). These are based on a hybrid assembled from the Reanalysis of the Tropospheric Chemical Composition over the Past 40 Years (RETRO) anthropogenic (http://retro.enes.org) and GFEDv2 biomass burning (van der ) emission datasets, which are both readily available. For Africa, which is defined as the region between 40°S-30°N and 20°W-40°E, we apply the recently developed L3JRCv2 biomass burning and biofuel database (Liousse et al. 2004; . Comparing the monthly emission fluxes for trace gases such as CO and NO x reveals that the L3JRCv2 dataset emits significantly higher quantities of these gases from biomass burning during the season June-August (JJA) compared to the GFEDv2 dataset. For instance, the total emission flux for CO in this region during JJA increases from ~63 to ~165 Tg CO (not shown). Hence, the impact on the composition of the troposphere is potentially large over Africa.
Description

Description of the passiVe tracer regions.
To highlight the differences in the performance of the various combinations of parameterizations adopted for the description of convective and advective transport and mixing in each participating model, five passive tracers are included for predefined regional domains within the African continent. In addition, a stratospheric tracer is defined to diagnose the strength of intrusions from the stratosphere into the (upper) troposphere. Each passive tracer concentration is fixed below 850 hPa within the respective regional domain at an arbitrary concentration of 100 parts per trillion by volume (pptv) and given a fixed lifetime of 20 days. During the simulations, the passive tracers are continually replenished for the relevant pressure limits every model time step. For the stratospheric tracer, the same procedure is used above the thermal tropopause in each respective model. The definitions of the latitudinal and longitudinal regions in which each of the passive tracers are initialized are given in Table 2 .
Differences in meteorology anD conVectiVe mixing. Here, we present direct comparisons of the resulting distributions of selected passive tracers between each of the participating models. For this purpose, we calculate and compare monthly means from the 3-hourly output fields for the 2D cross sections. The seasonality of the biomass burning seasons is governed by periods of extended dryness, meaning that the most intense burning activity occurs in northern Africa during the season December-February (DJF), whereas for southern Africa it occurs during the season September-November (SON; e.g., Giglio et al. 2006) . Moreover, the movement of the intertropical convergence zone (ITCZ) throughout the year has the potential to make certain transport pathways between the hemispheres essentially "blocked." Therefore, we show monthly means for both February and August to highlight the differences introduced between the NH winter and summer. Figure 1 shows comparisons for February and August 2006 for the Sahel tracer between the participating models in order to highlight the differences in convective mixing. In general, the models driven by the ECMWF meteorological fields show similar tracer distributions for both months, although the southerly transport is more limited during August in all models as a consequence of the movement of the ITCZ. The MOCAGE model exhibits the strongest convective transport throughout the entire year. Moreover, TM4 shows the weakest convective activity during February, whereas p-TOMCAT shows the weakest convective activity during August, even though both adopt the scheme of Tietdke (1989) . Comparing the tracer distribution between the different models supports the conclusions of previous studies (Josse et al. 2004) , in that the Bechtold et al. (2001) parameterization exhibits stronger convective transport than Tietdke (1989) , which leads to substantial differences for the upper troposphere. For the Emanual (1991) scheme, | the enhanced convection is not so obvious when comparing LMDz-INCA against p-TOMCAT. Figure 2 shows the corresponding distribution for the southern African passive tracer. For this tracer, the actual source region occurs toward the east of the 2D transect used for calculating the cross sections. Thus, the tropospheric distribution of this tracer gives some indication as to the extent and efficiency of the advection of air away from the African continent toward the west for each season. It can be seen that, for NH winter, the maximal concentrations occur at higher altitudes than for the NH summer, possibly because of the change in the position of the ITCZ, where the tracer is lofted upward by convective mixing. Again, the highest tracer concentrations are exhibited by MOCAGE as a result of the strong convective transport that occurs over land. Another striking feature is that, for LMDz-INCA, the highest tracer concentrations are essentially isolated from the lower troposphere compared with, for example, p-TOMCAT, suggesting a different transport pathway for both months. Moreover, transport north of the equator seems more efficient during the summer, where significant concentrations reach land (5°-10°N). For the same period, Mari et al. (2008) have used passive tracers in a Lagrangian parcel model to identify the efficient transport of biomass burning plumes out across the Atlantic Ocean in the Southern Hemispheric African easterly jet. Apart from a "break" phase that occurred during the first week of August, the transport of air containing significant chemical signatures of biomass burning activity remained persistent throughout the entire month. The contours in Fig. 2 show that the global CTMs also capture this movement of air for this period. Further analysis using the periods defined in Mari et al. (2008) indicate that this break phase is also captured in the CTMs (not shown). Figures 3 and 4 show the tropospheric distribution of CO and O 3 along the 2D transect for February and August, respectively. Because O 3 is not emitted directly, it is formed in situ as a typical air mass "ages" via photolytic and chemical reactions involving nitrogen oxides (NO x ), hydrogen oxides (HO x ), and nonmethane hydrocarbons (NMHCs). These diagrams clearly show that higher concentrations of both trace gas species occur during the summer, in line with the increased burning activity that occurs as defined in the L3JRCv2 emission dataset. Moreover, there is also a strong correlation with the maximum of the southern African passive tracer for August, indicating that the source of the high concentrations originates from this region.
Differences in trace gas DistribUtions.
Such concentrations are higher than those calculated using the corresponding GFEDv2 emission database (not shown), as would be expected, considering the substantial increase in emissions over the season JJA (not shown). For CO, which has a typical atmospheric lifetime of a few months, there are differences between the models in both seasons. For instance, the pressure level at which the highest CO occurs during February varies between ~500 hPa (LMDz-INCA, p-TOMCAT) and ~800-900 hPa (MOCAGE, TM4). For August, although the distribution of CO is similar in all models, the maximum CO concentration varies by up to ~100 ppbv, indicating either faster transport or slower chemical destruction occurs between participating models. For O 3 , TM4 exhibits the highest concentrations for both months of all the models, followed by MOCAGE, p-TOMCAT, and LMDz-INCA. This variability is principally due to differences in the chemical production efficiency of O 3 and subsequent transport, as calculated by the various chemical mechanisms and transport parameterizations employed between models. For August, some similarity is observed in the distribution of the maximal CO and maximal O 3 , indicating that the source region of reactive nitrogen precursors is the same as for CO. Comparisons against trace gas distributions calculated using the GFEDv2 inventory (not shown) indicate that the sequestration of reactive nitrogen into more stable reservoir species [e.g., peroxyacytyl nitrate (PAN)] increases in some models, allowing more O 3 production away from the main source region when applying the L3JRCv2 emission dataset. Figure 5 shows the corresponding distributions for the stratospheric tracer. The differences between models are relatively large, where TM4 exhibits the strongest STE for the upper troposphere and MOCAGE exhibits the most influence at the surface in the NH. There is some similarity between the tropospheric distribution of the stratospheric tracer and the distribution in tropospheric O 3 , especially in the NH for MOCAGE. However, using a chemically active stratospheric O 3 tracer (not shown), the stratospheric contribution is at maximum ~10% in TM4 below 200 hPa between 10°S and 10°N, which has the highest O 3 concentrations of all models as well as the strongest STE in the upper troposphere.
For latitudes of >20°N the contribution approximately doubles. Moreover, comparing differences between simulations using the GFEDv2 biomass burning dataset show that ~50% of the O 3 maximum is a direct consequence of the increase in monthly emissions in the L3JRCv2 dataset. For the other CTMs, the individual contributions are somewhat dependent on the chemical lifetime of O 3 in the particular model, but it is expected that the contribution is of a similar magnitude, considering the weaker downwelling shown in Fig. 5. comparisons With obserVations. Figure 6 shows a comparison of the seasonal composite for JJA of ozonesondes launched from Cotonou (6.2°N, 2.2°E) on the Nigerian coast ) and the corresponding colocated output from the participating models. For the calculation of the model profiles, only those profiles output on the corresponding launch dates of the measurements are used. It can be clearly seen that MOCAGE has the highest surface ozone values (by nearly 200% for this location), whereas both LMDz-INCA and TM4 show better agreement in the lower troposphere, although they still overestimate. A contributing factor could be that the loss of O 3 via dry deposition is not described adequately in the models, especially the uptake by vegetation (e.g., Williams et al. 2009 ). For the upper troposphere, p-TOMCAT shows the best agreement, although a difference of ~25% still occurs between 200 and 400 hPa. It is also interesting to note that the standard deviation for both LMDz-INCA and p-TOMCAT is much smaller than that exhibited by the other models, suggesting that variability in tropospheric ozone is not as enhanced. Examining the profiles from individual ozonesondes shows there is large variability for this station, where an "extreme" event was observed on 14 August ), which has recently been attributed to southern biomass burning (Real et al. 2010) . Thus, it appears that all models have difficulty in capturing the correct transport into the region, regardless of the meteorology adopted to drive the model. Moreover, the profiles of TM4 and LMDz-INCA are remarkably similar, considering the difference in vertical resolution and the combination of parameterizations used for the transport of emissions. Similar comparisons for ozone radio soundings taken from Nariobi, Kenya (1.3°S, 36.8°E), do not show such a deviation between the models and measurement seasonal means below 400 hPa (not shown), despite a lower sampling frequency, indicating that there is more variation in the transport pathways at Cotonou, which introduces large seasonal variability.
Another factor that influences the comparisons is the performance of the different chemical schemes that are employed. For instance, Prather (2009) recently has shown that accounting for the photolysis of O 2 is important for tropical tropospheric ozone in the upper troposphere down to 10-km altitude. In the comparison shown in Fig. 6 , such improvements are not so obvious where, for example, LMDz-INCA includes this photolysis rate but TM4 does not. Another difference is that not all the NMHC emissions are included in all the models because of the number of chemical species included in each scheme. When comparing the spread in the models shown in Fig. 4 , it can be seen that at this latitude (6.2°N) the differences between the O 3 values calculated between the models are much less than when considering the O 3 values at more southerly latitudes (5°S). Thus, the validation of the models is somewhat limited by the location of the sonde data. Therefore, we present an additional comparison over a more diverse latitudinal range later. Figure 7 shows comparisons of interpolated model output against the tropospheric O 3 measurements taken along the f light tracks of the French and Thouret et al. 2009; Real et al. 2010) . Table 3 provides the Pearson correlation coefficients between measurements and the model results, where values are given for the lower, middle, and upper troposphere. The correlation is performed using values obtained by averaging all points from either the measurements or individual models in 0.5° latitude bins and 50-hPa pressure bins. These results show that there are large differences between the performance of the different models, with TM4 (MOCAGE) having the worst (best) correlation coefficient overall. In fact, TM4 generally shows a low anticorrelation with the height-segregated measurements, whereas MOCAGE shows a medium correlation (with the correlation in the middle troposphere being quite high). Interestingly, these two models are the only ones to exhibit O 3 concentrations around ~100 ppbv along the flight tracks, although only MOCAGE captures the correct latitudinal distribution but at a higher altitude. For p-TOMCAT, there is a medium correlation in the lower and upper troposphere, with an anticorrelation in the middle troposphere. LMDz-INCA generally shows a low correlation throughout the troposphere. This is surprising, considering that LMDz-INCA generally shows low values in the lower troposphere and high values in the middle to upper troposphere, as with the measurements. Further analysis using the different transport periods identified in Mari et al. (2008; not shown) reveals that high values in both CO and O 3 correlate with the southern African tracer over the southern Atlantic Ocean. However, Fig. 6 has shown that there is generally an underestimation in the tropospheric ozone profile simulated in these global CTMs, which also influences the atmospheric composition above the AMMA measurement region.
Other comparisons with the CO and O 3 profiles measured at Windhoek, Namibia (22.5°S, 17.5°E), taken as part of the MOZAIC program reveal that simulations using the L3JRCv2 inventory substantially overestimate surface O 3 in southern Africa compared to simulations using the GFEDv2 inventory (not shown). The high concentrations of both trace gases measured during the AMMA campaign are thought to be due to the transport of polluted air containing signatures resulting from biomass burning in southern Africa (Real et al. 2010) . The fact that most of the models cannot capture such events and the fact that the maximal concentrations occur between 0° and 5°S (cf . Figs. 3, 4) indicate that the continental transport within Africa is not optimal. Additional forward trajectory calculations using 1° × 1° ECMWF meteorological data in the Royal Netherlands Meteorological Institute (KNMI) trajectory model (TRAJKS; Scheele et al. 1996) started between 1.5 and 3 km above the surface between 10° and 15°S (25°-30°E) reveal that the air flows predominantly toward the northwest and does not impinge the location at which maximal O 3 concentrations were measured by the AMMA flight measurements and ozone sondes. Back trajectories performed to identify the origin of air containing the extreme O 3 concentrations on 14 August indicate that air circles around the measurement site for ~5 days preceding the measurement, before heading west rather than south. This could be associated with blocking, identified as the break period in transport into the region between 3 and 8 August (Mari et al. 2008) . It could also be due to a strong local emission source that is missing from the inventories, although similar results occur when adopting the GFEDv2 inventories (not shown). Further investigations are underway to elucidate what is the most probable cause of this deficiency toward capturing the seasonal variation near equatorial Africa.
conclUsions anD oUtlook. Here we have briefly shown a sample of the results obtained during the chemistry-transport modeling compo- nent of the AMMA-MIP exercise, where our focus has been to exploit the 2D cross-sectional data with the aim of representing the "zonality" of the West African monsoon. These simulations are the first time the recently developed J3LRCv2 emission dataset has been used for CTM modeling of the African region, albeit as monthly aggregates. The results of combining different parameterizations to simulate the transport of chemical trace gas species are significant differences in convective uplifting and subsequent transport of air masses westward out of southern Africa. In general, the models show maximal concentrations in both CO and O 3 around 5°S and tend to miss the high concentrations of O 3 observed above 5°N in the middle of August. This could be due to either missing transport processes or to a strong local emission source, which is missing in the inventory. Moreover, the participating models generally show surface ozone that is too high but underpredicting ozone in the free troposphere when compared to sonde measurements made on the West African coast, possibly because of inadequacies in the dry deposition fluxes and/or chemical mechanisms employed. 
