Random sampling is an e cient method to deal with constrained optimization problems in computational geometry. In a rst step, one nds the optimal solution subject to a random subset of the constraints; in many cases, the expected number of constraints still violated by that solution is then signi cantly smaller than the overall number of constraints that remain. This phenomenon can be exploited in several ways, and typically results in simple and asymptotically fast algorithms.
Introduction
Random sampling and randomized incremental construction have become well-established, by now even classical, design paradigms in the eld of computational geometry, cf. 27]. Many algorithms following that paradigm have been simpli ed to a point where they can easily be taught in introductory CS courses, with almost no technical di culties. This was not always the case; pioneering papers, notably the ones by Clarkson and Shor 6, 9], Mulmuley 26] , and by Guibas, Knuth and Sharir 18] , still required more technical derivations.
This changed when Seidel popularized the backwards analysis paradigm for randomized algorithms 30]. Together with the abstract framework of con guration spaces, this technique allows to treat many di erent algorithms in a simple and uni ed way 11] .
The goal of this paper is to popularize and prove results around a simple identity (the sampling lemma) which underlies the analysis of randomized algorithms for many geometric
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As we show below, special cases of the identity, or inequalities implied by it, are used in many places, including the analysis of the general con guration space framework. To the knowledge of the authors, the identity itself, however, has not been noticed explicitly.
The Sampling Lemma
Let S be a set of size n and a function that maps any set R S to some value (R). 1 De ne V (R) := fs 2 S n R j (R fsg) 6 = (R)g; X(R) := fs 2 R j (R n fsg) 6 = (R)g: V (R) is the set of violators of R, while X(R) is the set of extreme elements in R. Obviously, s violates R , s is extreme in R fsg: (1) For R a random sample of size r, i.e. a set R chosen uniformly at random from the set To appreciate the simplicity (if not triviality) of the lemma, one should consider it as a special case of the following observation: given a bipartite graph, the average vertex degree in one color class times the size of that class equals the average vertex degree in the other color class times its size.
In our case, the two color classes are the subsets of S of sizes r and r + 1, respectively, and two sets R and R fsg share an edge if and only if s violates R (equivalently, if s is extreme in R fsg). This means, the sampling lemma still holds if`violation' is individually de ned for every pair (R; s).
A situation of quite similar avor, where a simple bipartite graph underlies a probabilistic scenario, has been studied by Dubhashi and Ranjan 12] .
We can also establish a version of the sampling lemma in the model of Bernoulli In the next section we discuss some well-known results obtained by random sampling and show that all of them easily follow from the sampling (respectively p-sampling) lemma. Concentrating on the Sampling Lemma 1.1, we elaborate on its connection to con guration spaces and backwards analysis. Section 3 deals with LP-type problems, which can be considered as functions with speci c properties. Section 4 establishes Cherno -type tail estimates for the random variable V r , i.e. for the number of violators of a random sample. The sampling lemma and the tail estimates are nally used in Section 5 to analyze an algorithm for general LP-type problem, which can be considered as the`practical' version of Clarkson's reduction scheme 16]. Its specialization to linear programming is a variant of multiple pricing 5].
Incarnations of the Sampling Lemmata
Searching in a sorted compact list A sorted compact list represents a set S of n ordered keys in an array, where the order among the keys is established by additional pointers linking each element to its predecessor in the order, see Figure 1 . It is well-known that the smallest key in a sorted compact list can be found in O( p n) expected time 10, Problem 11-3]. For this, one draws a random sample R of r = ( p n) keys, nds the smallest key s 0 in the sample, and nally follows the links from s 0 to the overall smallest key. The e ciency comes from the fact that an expected number of only ( p n) keys is still smaller than s 0 . In general, setting (R) = min(R) and observing that X r+1 1, the sampling lemma yields E(#fs 2 S n R j s < min(R)g) = n ? r r + 1 : (2) Note that s < min(R) is equivalent to min(R fsg) 6 = min(R).
Property (2) was exploited by Seidel in the following observation: given a simple d-polytope P with n vertices, speci ed by its 1-skeleton 
Smallest enclosing ball
Consider the problem of computing the smallest enclosing ball of a set S of n points in ddimensional space, for some xed d. Randomized incremental algorithms do this in expected O(n) time 33] , based on the following fact: if the points are added in random order, the probability that the n-th point is outside the smallest enclosing ball of the rst n ? 1 points is bounded by (d + 1)=n. In general, it holds that if R S is a random sample of r points, and ball(R) denotes the smallest enclosing ball of R, then E(#fp 2 S n R j p 6 2 ball(R)g) (d + 1) n ? r r + 1 : (3) Again, this follows from the sampling lemma, with (R) = ball(R), together with the observation that any set R has at most d + 1 extreme elements 33], and the fact that s 6 2 ball(R) , ball(R fsg) 6 = ball(R).
Similar results hold for the smallest enclosing ellipsoid problem. The randomized incremental algorithm based on them was the rst one to achieve an expected runtime of O(n) for that Planar convex hull For a planar point set S, jSj = n, the randomized incremental construction adds the points in random order, always maintaining the convex hull of the points added so far. When a point p is added, it has to`locate' itself, i.e. it has to know whether it is outside the current convex hull, and in this case identify some hull edge e visible from p.
As it turns out, the amortized expected cost for doing this in the r-th step (after which the points added so far form a random sample R of size r) is proportional to a r =r, where a r := E(#fp 2 S n R j p 6 2 conv(R)g):
The`trick' now is to express this in terms of another quantity b r := E(#fp 2 R j p vertex of conv(R)g):
The sampling lemma with (R) = conv(R) then shows that a r = b r+1 n ? r r + 1 : (4) For this, we need the observation that p 6 2 conv(R) is equivalent to conv(R fsg) 6 = conv(R), which in turn means that p is a vertex of conv(R fsg). The expected overall location cost 
Backwards analysis and con guration spaces
The Sampling Lemma 1.1 in its full generality can easily be proved using backwards analysis, and as indicated in the previous subsection, this is usually the way its specializations are derived in the applications. For this, one considers the randomized incremental`construction' of (S), via adding the elements of S in random order, and analyzes the situation in step r + 1 30] .
There is also a connection to con guration spaces. In general, such a space consists of an abstract set of con gurations over some set S, where each con guration has a de ning set D( ) S and a con ict set K( ) S. is active w.r.t. R S if and only if D( ) R and K( ) S n R. The goal is to compute the con gurations active w.r.t. S, by adding the elements in random order, always maintaining the active con gurations of the current subset. The abstract framework provides bounds for the expected overall structural change (number of con gurations ever becoming active) during that construction 9, 27, 11].
In our case, every subset R has exactly one active con guration = (R) associated with it, where D( ) = X(R) and K( ) = V (R). 2 In this case, the sampling lemma provides a bound for the expected structural change v r =(n ? r) that occurs in step r + 1. For example, it specializes to Theorem 9.14 of 11] if x r+1 is bounded by a constant d.
In the following, we will be interested not only in the expectation, but also in the distribution of the random variable V r , something the con guration space framework does not handle. For this, we concentrate on the case in which (S; ) has the structure of an LP-type problem. This situation covers many important optimization problems, including linear programming and all motivating examples discussed above.
LP-type problems
If maps subsets to some ordered set O, we can consider functions that are monotone, i.e.
(F ) (G) for F G. In this situation, we can regard a pair (S; ) as an optimization problem over O, as follows: S is an abstract set of constraints, and for any R S, (R) represents the minimum value in O subject to the constraints in R. The examples above are all of this type, if we de ne appropriate orderings on the -values. For (R) = min(R) in case of keys, we simply take the decreasing order on keys. For S a point set and (R) = ball(R), we can order the balls according to their radii, while for (R) = conv(R), we may use the area of conv(R).
Moreover, in all these examples, has another special property which we refer to as locality.
We say that is local if R Q and (R) = (Q) implies V (R) = V (Q), for all R; Q S. An example for a non-local problem is the diameter: for a set S of points and R S, we de ne (R) to be the euclidean diameter of R. In Figure 2 we have (R) = (Q) for R = fq; sg and Q = fp; q; sg, but ; = V (R) 6 = V (Q) = frg:
Still, locality is present in many problems of practical relevance, the most prominent one being linear programming (LP). In a geometric formulation of LP, S is a set of halfspaces in d-dimensional space, and (R) is the lexicographically smallest point among all the ones that minimize some xed linear function over the intersection of all halfspaces in R. If that intersection is empty, we set (R) = 1, with the understanding that this value dominates all other values. If the function is unbounded over the intersection, we set (R) = ?, standing for unde ned'. De nition 3. (i) (R) (Q), and
The concept of LP-type problems has proved useful in the understanding of geometric optimization, see for example 2]. For many problems (including linear programming and smallest enclosing ball), the currently best theoretical runtime bounds in the unit cost model can be obtained by an algorithm that works for general LP-type problems 16, 23] .
We recall the following further notations only brie y and refer to the above literature for details.
De nition 3. (ii) the set X(R) of extreme elements of R is the intersection of all bases of R.
If L has combinatorial dimension , it follows that jX(R)j for all R, so that the sampling lemma yields v r n ? r r + 1 :
In particular, a random sample of size r p n has no more than r violators on average, and this is the`balancing' that will prove useful below.
In the next section we derive bounds for regular, nondegenerate LP-type problems that apply to the general case only in a weaker form. While regularity can be enforced in the nondegenerate case (we describe a well-behaved`regularizing' construction below), nondegeneracy is a more subtle issue. It is not known how to make a general LP-type problem nondegenerate without substantially changing its structure 22]. For most geometric LP-type problems, however, a slight perturbation of the input will entail a nondegenerate problem, essentially equivalent to the original one. Most notably, this is the case for LP.
Enforcing regularity
Given a nondegenerate LP-type problem (S; ) of combinatorial dimension , the idea is to make it regular by`pumping up' bases which are too small. 
This holds because (R fsg) > (R) implies 0 (R fsg) > 0 (R). It follows that when we develop tail estimates for the expected size of V 0 (R) (more generally, for any regular and nondegenerate LP-type problem), those estimates then also apply to non-regular problems.
Tail estimates
In the following, we consider regular and nondegenerate LP-type problems (S; ) with jSj = n and (S; ) = d, where we assume n and d to be xed for the rest of this section. For given parameters r d and k, we want to bound prob(V r k):
The most important observation is that this quantity does not depend on the LP-type problem, but is merely a function of the parameters n; d; r and k.
This follows from a result rst proved by Clarkson 7] in the context of linear programming, and later generalized to LP-type problems by Matou sek 22]. Let us rederive the statement here. This result leads to an explicit formula for prob(V r k), but useful tail estimates do not yet follow from that. By severe grinding it might be possible to extract good bounds directly from the formula (we didn't succeed), but there is another approach: as we know that the quantity in question does not depend on the particular LP-type problem, we might as well use our favorite LP-type problem in the analysis. In fact, for any given parameters n and d, there is a`canonical' LP-type problem from which statements about the distribution of V r can be extracted without pain. (ii) The proof of this observation might be somewhat simpler than the one we had in the general case, but it does not lead to new insights. However, the next theorem about higher moments of V r is an example of a statement which we think is not immediate to prove (let alone, discover) without making use of the d-smallest number problem. When applied to j = 2, the Theorem can be used to compute the variance of V r , leading to a Chebyshev-type tail estimate. The higher moments give still better bounds. We are going for Cherno -type bounds, by exploiting the special structure of the d-smallest number problem.
A Cherno -type tail estimate
To choose a random subset R N of size r, one can proceed in r rounds, where round i selects an element s i uniformly at random among the ones not chosen so far. Equivalently, one may choose a`rank'`i uniformly at random in f1; : : : ; n + 1 ? ig and let s i be the element of rank i among the ones not chosen so far.
Fix some positive integer k and let U k be the random variable for the number of indices i with`i k. We have the following relation to the random variable V r .
Lemma 4.5 Let R = R(`) denote the set determined by`= (`1; : : : ;`r). Then U k (`) d ) V r (R) k ? 1: Proof: We claim that U k d implies min d (R) k + d ? 1. Because the latter is equivalent to V r k ? 1, the lemma follows.
To prove the claim, we rst note that s i =`i + #fj < i j s j < s i g: We have derived this bound only for regular problems, but as we have shown before, any problem can be regularized, and by (5), the estimate then also holds for nonregular problems.
Because E(V r ) d(n ? r)=(r + 1) dn=r, this bound establishes estimates for the tail`to the right' of the expectation.
It might seem that the bound is rather weak, in particular because it does not depend on n and r. However, it is essentially best possible, as the following lower bound shows (the actual formulation has been chosen in order to minimize the computational e ort). An open question is whether the statement of Theorem 4.8 also holds in the degenerate case.
It is tempting to conjecture that prob(V r k) is maximized for nondegenerate problems|this would yield Theorem 4.8 for the general case. Moreover, while the bound is tight in the regular case, one might be able to improve it for a given nonregular problem. We conclude this section by proving a weaker tail estimate which applies to the general case. Using this, we can show that the number of violators exceeds the expected value by no more than a logarithmic factor, with high probability. 5 Multiple Pricing and Clarkson's Reduction Scheme
The simplex method 5] is usually the most e cient algorithm to solve linear programming problems in practice. Even in the theoretical setting, all known algorithms to solve general LP-type problems boil down to variants of the (dual) simplex method, when they are applied to LP 13] . In this section we introduce and analyze an algorithm in the general framework, which|although being new in its precise formulation| follows a well-known design paradigm, whose simplex counterpart is known as multiple pricing 5]. The idea of multiple pricing is to reduce a large problem to a (hopefully) small number of small problems. This can be useful in case the whole problem does not t into main memory, but it also helps in general to reduce the cost of a single simplex iteration. Taking a slightly di erent approach, partial pricing 5] is a related technique following the same paradigm. Applications have been found in the context of very large-scale linear programming 3], but also in geometric optimization 14, 15]. We will not elaborate on those simplex techniques here; the reader may verify that the algorithm we are going to present is actually a variant of multiple pricing, when translated into simplex terminology.
Consider an LP-type problem (S; ) (not necessarily nondegenerate) of combinatorial dimension d, and assume we are given an algorithm lp type(G; B) to compute for any subset G of S some basis B G of G, given a candidate basis B G. Of course, one can directly solve the problem of nding B S by calling lp type with the large set S and some basis B S. As we will see, an e cient alternative is provided by the following method, parameterized with a sample size r. We assume the initial basis B to be xed for the rest of this section. algorithm draws a random sample in every round, and it restarts a round whenever jV (B)j turns out to be too large. Thus, Algorithm 5.1 can be interpreted as the canonical simpli cation of Clarkson's algorithm for practical use, where one observes that resampling and restarting are not necessary (and even decrease the e ciency). The general phenomenon behind this is that often the theoretically best algorithms are not competitive in practice, while the algorithms one actually chooses in an implementation cannot be analyzed. On the one hand this is due to the fact that the worst-case complexity is an inappropriate measure in many practical situations; on the other hand, sometimes algorithms used in practice are simply not understood, although they might allow a worst-case analysis.
In case of Algorithm 5.1, we have the fortunate situation that it combines e ciency in practice with provable time bounds (developed below). With the procedure lp type replaced by a call to a standard simplex implementation, the method has been successfully used in a linear programming code for geometric optimization 14, 15] , without any further changes. In its original version, due to Clarkson, Algorithm 5.1 is a building-block of an ingenious linear-time algorithm for linear programming in constant dimension d 8, 16] .
The theoretical analysis starts with a bound on the number of rounds. . Inequality (8) shows that 0 (R) 0 (R fsg) in the lexicographic order, for all s 2 V 0 (R), and this implies monotonicity.
For locality, assume R Q with 0 (R) = 0 (Q). From the claim and part (ii), we get
and this is the required property.
It remains to bound the combinatorial dimension of (S 0 ; 0 ). To this end we prove that 0 (B R ) = 0 (R), for
We equivalently show that (G An open problem that remains is to improve the tail estimates in case of degenerate LP-type problems. Here, the distribution of V r typically depends on the concrete instance, and so does b k , the number of bases with k violators. Using only trivial bounds for the numbers b k , we have obtained the weaker estimate given by Theorem 4.10, indicating that this estimate might not be the nal answer.
