We present a sound and complete axiomatization of finite complete trace semantics for generative probabilistic transition systems. Our approach is coalgebraic, which opens the door to axiomatize other types of systems. In order to prove soundness and completeness, we employ determinization and show that coalgebraic traces can be recovered via determinization, a result interesting in itself. The approach is also applicable to labelled transition systems, for which we can recover the known axiomatization of trace semantics (work of Rabinovich).
Introduction
Quite some amount of work in formal methods, in particular on process algebra and process calculi, concentrates on representing processes by expressions (terms in some process algebraic language) and providing axiomatizations of behavior semantics, in most cases branching-time semantics.
Coalgebras arose as a mathematical model of state-based systems in the last couple of decades. The strength of coalgebraic modeling lies in the fact that many important notions are parametrized by the type of the system, formally given by a functor. On the one hand, the coalgebraic framework is unifying, allowing for a uniform study of different systems and making precise the connection between them. On the other hand, it can serve as a guideline for the development of basic notions for new models of computation.
In [SBBR10b] , Bonchi, Bonsangue, Rutten and the first author made use of the coalgebraic view on systems to devise a framework where languages of specification and axiomatizations can be uniformly derived for a large class of systems, including quantitative systems, such as weighted and probabilistic automata. The axiomatizations considered were proved, in a uniform way, to be sound and complete with respect to bisimilarity.
Bisimilarity may sometimes be considered a too strong equivalence between states of a system [NV09] . For applications where the branching in the system is irrelevant, linear-time semantics like trace semantics might be more appropriate. Consider for example the following two probabilistic transition systems a,
where the labels a and b are action labels, and the labels are quantities that represent probabilistic branching (the probability of getting from one state to another with a given label). These two systems are not bisimilar, but they are trace equivalent since for (finite) trace equivalence only the total probability to reach termination with a word of labels matters (for both systems this probability is 1 6
by the unique possible word ab). In [HJS07] , Hasuo, Jacobs and the second author provided a notion of (finite) trace semantics for a large class of coalgebras and showed that their abstract notion coincides with existing notions in the literature, such as the ones for labeled transition systems or (generative) probabilistic automata. The theory works for T F -coalgebras in Sets with T a suitable monad modeling branching and F a suitable functor modeling linear behavior (involving the existence of a distributive law λ:F T ñ T F that distributes branching over linear behavior). Coalgebraic trace semantics shows that linear-time semantics fits into the paradigm of final coalgebra semantics (in the Kleisli category of the monad T ), and can thus benefit from the associated machinery, for instance in showing compositionality/congruence of bisimilarity and trace equivalence for various coalgebras [HJS07] . This paper shows another benefit of the generic trace theory, allowing for new sound and complete axiomatizations of trace semantics for probabilistic transition systems in a coalgebraic view.
The paper combines the work on generic axiomatizations [SBBR10b] bringing process algebra to coalgebra and coalgebraic trace semantics [HJS07] and provides a sound and complete axiomatization of trace semantics for probabilistic transition systems. Probabilistic transition systems, in this paper, are coalgebras of type D ω p1 A ¢ idq, where D ω is the subdistribution monad.
The work presented here can be seen as a step towards the goal to derive a framework where axiomatizations for trace semantics can be uniformly derived for a larger class of systems. However, it is difficult to describe a class of monads for which the conditions of the generic trace theory are met. The generic trace theory works for the powerset monad which allows us to use the same approach and provide sound and complete axiomatization of (finite) trace semantics for labeled transition systems (LTS), in which case we can recover the results of Rabinovich.
We build on the framework of [SBBR10b] in the sense that we keep the same specification language but add one new axiom. This is natural and also in accordance to the strategy used by Rabinovich, who presented a sound and complete axiomatization of trace semantics for LTS [Rab93] by adding one axiom to the sound and complete axiomatization of bisimilarity proposed by Milner for the same language [Mil84] . In our case, the additional axiom also suffices. It should be noted however that the step from qualitative, that is LTS, to general quantitative systems is not at all trivial. The main difficulty is caused by the following: while every finite LTS can be changed to a finite trace-equivalent LTS that is deterministic (in any state there is at most one a-labelled transition), this is not the case for probabilities/general weights. For a finite system (hence corresponding to an expression), there may be no finite deterministic system that is trace equivalent to it. Hence, the difficulty is in finding a "normal form" expression for all expressions that represent trace equivalent systems, since expressions correspond to finite systems only. Coalgebraic proofs of soundness and completeness [Jac06, BRS09, SBBR10b] involve a finality argument that avoids reasoning about normal forms. This is our way out as well: We use the (infinite) determinization of a probabilistic transition system but avoid reasoning about normal forms by using a (more involved) finality argument.
Organization of the paper Section 2 and Section 3 are the introductory part of the paper introducing basics of coalgebras and coalgebraic trace semantics, and probabilistic transition systems and their trace semantics in concrete terms, respectively. In Section 4 we present the syntax of expressions for quantitative transition systems, followed by the axiomatization in Section 5 where the main results (soundness and completeness) are presented and proven. We wrap-up with concluding remarks in Section 6. The proofs are available in [SS11] .
Preliminaries
In this section, we introduce the basic definitions on coalgebras and (coalgebraic) trace semantics. Coalgebras and algebras. Let F be an endofunctor on Sets, the category of sets and functions. An F -coalgebra is a pair pX, α : X Ñ F pXqq where X is the carrier set, the set of states, and α is the coalgebra transition map.
An F -algebra is a pair pX, a : F pXq Ñ Xq. For brevity, we often identify a (co)algebra with its (co)algebra map. Given two F -coalgebras α : X Ñ F pXq and β : Y Ñ F pY q, a coalgebra homomorphism from α to β is a map h : X Ñ Y such that β ¥ h F phq ¥ α. Given two F -algebras a : F pXq Ñ X and b : F pY q Ñ Y , an algebra homomorphism from a to b is a map h : X Ñ Y such that b ¥ F phq h ¥ a. F -(co)algebras together with their (co)algebra homomorphisms form a category.
A final F -(co)algebra is a final object in the category of F -(co)algebras: From any F -(co)algebra α there is a unique homomorphism beh α to the final one. If a final coalgebra exists, it induces a final coalgebra semantics which identifies two states if and only if they are mapped to the same element of the final coalgebra via the unique homomorphism. In Sets, for weak pullback preserving functors, the final coalgebra semantics coincides with bisimilarity, i.e., for states x and y in a coalgebra α : X Ñ F pXq, x y ô beh α pxq beh α pyq.
Trace semantics. In this paper we are further interested in (finite) trace semantics, which also happens to be a final coalgebra semantics, only in a different category. Coalgebraic (finite) trace semantics has been developed for coalgebras of the form X Ñ T F pXq where T is a suitable monad and F a suitable functor, see [HJS07] . Essential for coalgebraic trace semantics is the Kleisli category of a monad. A monad pT, η, µq, which we will frequently denote by T , on Sets consists of an endofunctor T on Sets and two natural transformations, the unit η : id ñ T and the multiplication µ : T T ñ T , that is, functions η X :X Ñ T pXq and µ X : T T pXq Ñ T pXq for each set X satisfying a naturality condition. The unit and multiplication satisfy the compatibility
The monad structures provide a perfect way of modelling "branching". Intuitively, the unit η embeds a non-branching behavior as a trivial branching (with a single branch) whereas the multiplication µ "flattens" two successive branchings into one branching, abstracting away internal branchings.
An example of a monad is the powerset monad P with unit given by singleton, and multiplication given by union. Here, the "flattening"-of-a-"branching" metaphore is obvious, as pictured below.
identity morphism on X is η X , and composition of morphisms is defined as
There is a canonical lifting functor J : Sets Ñ K pTq which is the identity on objects, and maps a function f :
The coalgebraic trace result of [HJS07] applies to T F -coalgebras in Sets if T and F satisfy a number requirements:
There exists a distributive law λ : F T ñ T F . As a consequence, F lifts to a functor F on K pTq, with F pXq F pXq and for a Kleisli arrow
The Kleisli category K pTq is suitably order-enriched, with order on Kleisli homsets, bottom element u and suprema of directed subsets. The lifting F : K pTq Ñ K pTq is locally monotone.
The requirements are explained in detail in [HJS07] . The main result of the generic trace theory [HJS07] is:
If T and F satisfy the requirements of the generic trace theory and there exists an initial F -algebra ι : F pIq ! Ñ I in Sets, then the lifted coalgebra
This enables defining trace semantics for T F -coalgebras in Sets as the final coalgebra semantics for F -coalgebras in K pTq. More precisely, for a coalgebra α : X Ñ T F X in Sets, i.e., α : X G G F Y in K pTq, we denote by tr α the final coalgebra map in K pTq, called the trace map. The trace of a state x X is given by the image tr α pxq. Trace equivalence is defined by x tr y ô tr α pxq tr α pyq.
The requirements of the generic trace theory hold for the powerset monad P, the subdistribution monad D, and the lift monad 1 id, together with the inductively defined class of all "shapely functors" [HJS07] .
Slightly abusing the notation, whenever there is no risk of confusion, we will denote the lifted functor F by F as well.
Probabilistic transition systems and their traces
In this paper, we consider finitely branching generative probabilistic transition systems [vGSS95] with explicit termination. They are T F coalgebras of the finitely supported subdistribution monad D ω and the linear-behavior functor Given a probabilistic transition system α : X Ñ D ω p1 A ¢ Xq we write
i.e., x successfully terminates with probability p, and
i.e., if x can make an a-labelled step to y with weight p. Here, and throughout the paper, without any risk of confusion, we are omitting the coproduct injections when representing elements of 1 A ¢ X.
The monad D ω is not suitable for describing traces. The reason (intuitively) is that a trace of a state is a distribution over words. Even if the system is defined with finitely-supported distributions only, the trace will in general not have finite support. For example, consider the finite probabilistic transition system
The trace of state x is the distribution that assigns probability 1 2 n 1 to the word a n for all n N and hence has infinite support. In terms of the generic trace theory requirements, D ω fails to satisfy the requirement of existence of suprema of directed subsets.
However, the requirements of the general trace theory do hold for the monad D which is defined as D ω by dropping the finite support condition. We will apply the generic trace results by using the natural injection i : D ω pXq Ñ DpXq. The conditions for applicability of the generic trace results hold for the functor F 1 A ¢ id.
In particular, we need to include explicit termination since the initial algebra of the functor A ¢ id is trivial. As a result, we can only deal with (finite) terminating traces. In case of LTS, this is no restriction: one can add the possibility to explicitly terminate to each state of an LTS, and so the finite terminating traces of this transformed LTS are all finite traces of the original one. With probabilities, this is not the case: if in a state the probability to terminate is zero and the sum of the probabilities to make a step is one, then there is no place for adding termination. Nevertheless, (finite) terminating traces are of sufficient interest and have been studied under the name completed-trace semantics in process theory.
For completeness, we mention the distributive law λ : 1 A ¢ D ñ Dp1 A ¢ idq that enables the lifting of F to K pDq. It is defined by λ X p¦q ηp¦q and λ X pa, ξq λpa, xq.ξpxq for ξ DpXq.
It seems possible, but requires significant additional work, to extend the results presented here to an inductively defined class of so-called shapely functors (cf. [HJS07] ).
with ι : A ¦ ! Ñ 1 A¢A ¦ being the (inverse of the) initial algebra isomorphism, given by ιpεq ¦ and ιpawq pa, wq.
The trace map, for a coalgebra X α Ý Ñ D ω p1 A¢Xq, is defined by applying the generic trace theory to the coalgebra
as we depict on the right, and can be instantiated to the concrete definition:
In the diagram above the black dot on the arrows indicates Kleisli arrows and therefore the composition is Kleisli composition.
The coalgebraic trace definition provides a natural (terminating, finite) trace distribution of a state in a probabilistic transition system. We note that this trace distribution is different than the (possibly infinite) trace distribution (without explicit termination) [Seg95] which is a probability measure over a σ-algebra generated by so-called cones. We are not aware of a possibility to deal with such trace semantics coalgebraically.
We note that, as expected, (coalgebraic) bisimilarity implies (coalgebraic) trace equivalence, i.e., x y ñ x tr y.
In this section, we introduce the syntax of the specification language for which we will present a sound and complete axiomatization of trace semantics. The language is an instance of the framework introduced in [SBBR10b] , where uniform sound and complete calculi for bisimilarity were introduced. We illustrate the definitions of this section with examples that we shall use in the subsequent sections and which capture key differences between bisimilarity and trace.
Definition 4.1 [Expressions for probabilistic transition systems] Given a set of input actions A and a set of fixed-point variables X, the set Exp of expressions for quantitative transition systems is given by the closed expressions contained in the following BNF, for a A and x X:
E ::
The operator µ in the expression µx.E g functions as a binder for all the occurrences of the variable x in E g . Note that the only difference between E g and E is the occurrence of variables (E g is an expression where variables occur guarded, that is only inside an expression of the shape p ¤a¤¡). An expression E is closed if all variables x X occurring in E are bound.
Intuitively, an expression À iI p i ¤F i behaves as the expression F i with probability p i , and µ-expressions are used to represent loops: a µ-expression behaves the same as its unfolding. We make this precise by providing the set of expressions with a coalgebraic structure.
We define c : Exp Ñ D ω p1 A ¢Expq by induction on the number of nested fixed-points as follows:
Having a coalgebra structure on the set of expressions has two advantages: it provides immediately a natural semantics, using the unique homomorphism into the final coalgebra (which can be thought of as the universe of behaviors), and it enables to define when a state s of a probabilistic transition system and an expression E are bisimilar, s E, or trace equivalent, s tr E.
Example 4.2 [Some specifications and corresponding systems] To give an intuition for the type of systems each expression specifies, we present below a few examples of expressions and equivalent systems (more precisely, the top state of each system is bisimilar to the expression). c,
¤ a ¤ µy. ¤ a ¤ µy. 
¤ ¦T
he systems on the right and on the left in each row are trace equivalent. However, they are not bisimilar and, therefore, each pair of expressions in each row would not be provably equivalent using the axiomatization of [SBBR10b] . We will show later how to syntactically prove the trace equivalence of the expressions, making use of the axiomatization we will introduce for trace semantics. 
Proof. Direct consequence from the similar theorem for bisimilarity [SBBR10b, Theorem 4.9] and the fact that bisimilarity implies trace equivalence.
l
In the formulation of Kleene's theorem we use locally finite probabilistic systems. These are probabilistic systems in which from each state only finitely many states are reachable (coalgebraically, this means that the subcoalgebra generated by each state is finite).
Sound and complete axiomatization for trace
In this section, we present an equational system to reason about probabilistic expressions. We will prove it sound and complete with respect to trace semantics.
For sake of simplicity, in what follows we first introduce a nulary operation r (denoting the empty À -sum) and two partial operations on expressions:
a binary sum E E I , and a unary scalar product pE for a non-negative real number p, and write the axioms with help of these auxiliary operations. They are defined as follows:
The binary sum E E I is defined if and only if E
Clearly, we then have
Given a non-negative real number p, the scalar product pE is defined by
In what follows, we present an axiom system for probabilistic expressions using the binary sum, the zero expression, and the scalar product. An axiom E 1 E 2 is to be understood as: if both E 1 and E 2 are well-defined expressions, then they are equivalent with respect to .
Let the relation Exp¢Exp, written infix-style, be the least equivalence relation satisfying the axioms (and implication rules) from Figure 1 . From the axioms, only the last is related to traces. The subset of the axioms in Figure 1 excluding the last one is sound and complete w.r.t. bisimilarity, as it was shown in [SBBR10b] . 
A more interesting example is provided by the expressions from Example 4.2 (2). The proof of equivalence of these expressions requires the use of the pUFPq rule. We first start by observing that the left side of the sum in each expression is the same. Thus, using pCongq, it suffices to prove that 1 2 ¤ a ¤ µy. In what follows let E stand for the expression µy.
¤ ¦ pDq with p 
and (FP )
In the next sections, we will show that the axiomatization, obtained from the sound and complete axiomatization for bisimilarity by adding one new axiom, is sound and complete with respect to trace semantics. This is the main technical result of the paper and, despite the simplicity of the axioms, proving that they are enough to achieve completeness is not a trivial task. Before we provide the technical details of the proof, let us present the intuitive idea behind it.
Soundness and completeness: An overview
We want to show that the axiomatization above is sound and complete with respect to trace semantics. That is,
Our strategy is to show that the trace map tr is equal to a composition of two maps out ¥ r¡s, where out is an injective map, which we will define below, and r¡s is the canonical map mapping each expression to its -class. Having this, soundness and completeness follow easily, as shown in Figure 2 .
We proceed as follows: in Section 5.2 we discuss determinization of probabilistic transition systems, define out and show that out ¥ r¡s is a Kleisli homomorphism from pExp, i ¥ cq to the final pA ¦ , η ¥ ιq, which by finality yields out ¥ r¡s tr and soundness follows; in Section 5.3, we show that out is an injective map, which will have as consequence completeness.
A way out: Determinization of probabilistic transition systems
The determinization of a probabilistic transition system α : X Ñ D ω p1 A ¢ Xq is a "deterministic" system of type G r0, 1s ¢ id A and state space D ω pXq.
The idea is that in the determinization, states are uncertain, i.e., we only know that with a given probability the system is in one of the original states. We start by an example of such determinization: the automaton on the right is part of the determinization of the one on the left. In general, the determinization yields an infinite automaton. In this example, we show the accessible part when starting from the state ηpx 1 q, the Dirac distribution of x 1 , and we denote the distributions by formal sums. The actual definition of the determinization is as follows. Given a proba- .
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The map out β is actually the unique homomorphism from β into the final G-coalgebra. The final G-coalgebra is pr0, 1s
A ¦ , ε?, p¡q a q where for a map ξ : A ¦ Ñ r0, 1s, we have ε?pξq ξpεq and pξq a λa.λw.ξpawq. Hence, the following diagram commutes.
The concrete definition of a determinization can be structured in the following way. We observe that there is an injective natural transformation
A , given by δpξq ξp¦q, λa.λx.ξpa, xq . The determinization map satisfies α δ ¥ µ ¥ D ω α and makes the following
To summarize, the situation is shown in the following diagram:
More generally, this fits into the generalized powerset construction [SBBR10a] . The generalized powerset construction can be applied to a coalgebra of type HT , for T a monad and H a functor with a T -algebra lifting (HT pXq has a T -algebra structure h), or equivalently, for H such that there is a distributive law π : T H Ñ HT . Given a coalgebra γ : X Ñ HT X, where H and T satisfy the above conditions, the coalgebra γ U : T X Ñ HT X obtained by applying the generalized powerset construction to γ is defined as
It can be thought of as a determinization of γ in the sense that any side effects modeled by the monad T will now be buried in the state space of the new coalgebra. Taking T to be the powerset monad and H 2 ¢ p¡q A , the functor defining the type of deterministic automata, one obtains the usual powerset construction, which allows to define a deterministic automaton language-equivalent to a given non-deterministic automaton.
The construction is applicable to T D ω and H G, since GD ω pXq has a D ω -algebra structure, leading pδ ¥ αq U α.
Remark 5.2 There seems to be a relationship between the functor G and the functor F , that may shed light on how to extend the current work to other functors in place of F , e.g. shapely functors. Given a functor H that is inductively built from the identity functor, constant functors, finite products and coproducts (or even if infinite coproducts in which case H can be any shapely functor), we can define a corresponding functor G H as follows:
could also be inductively defined. The details of this generalization remain future work. In addition, the definition of expressions should change accordingly (the F-type expressions) and the trace semantics needs to be instantiated to such functors H in order to gain understanding of the situation.
We now need to formally connect the semantics given by out and the trace semantics given by tr. The first observation is the following.
Lemma 5.3 Starting from a coalgebra X α Ý Ñ D ω p1 A ¢Xq, the image of the map out, as depicted in the commuting diagram below, is in DpA ¦ q.
Remark 5.4 A consequence of our further results, which we can also show independently, is that out ¥ η tr, which is also expected from the definition of out and the determinization. This is in itself a very interesting result since it shows that coalgebraic traces can be recovered via determinization.
However, for the axiomatization we need another map out and its connection to coalgebraic traces.
Our goal in the remainder of this section is to define out and show that out ¥ r¡s is a Kleisli homomorphism from pExp, i ¥ cq to the final F -coalgebra in K pDq, pA ¦ , η ¥ ιq.
Let us start with summarizing in a diagram some of the maps we are dealing with:
Here, r¡s denotes the surjective equivalence map which quotients only using the axioms for bisimilarity (all axioms except pDq), and r¡s quotients with the axiom pDq. The commutativity of the square above was proved in [SBBR10b] , and had as consequence the soundness of the axioms w.r.t. bisimilarity. We know, however, that we cannot fill the diagram on the right side in the same way, that is, Exp{ will never have a coalgebra structure making r¡s a coalgebra homomorphism. Hence, we will take a different approach, inspired by [Mil10, BMS11] . From now on positive convex structures [Dob06, Dob08] play an important role in our work. They are the Eilenberg-Moore algebras of the monad D ω [Dob08] . In concrete terms, a positive convex structure is an algebra with a finite convex sum operation
Given a positive convex structure Ð on a set X, it provides a D ω -algebra a : D ω pXq Ñ X by apξq Ð xsupppξq ξpxqx. Our first observation is that Exp{ carries a positive convex structure.
Proposition 5.5 (Exp{ is a PCA) The set Exp{ has a positive convex algebra structure, that is, for every rE 1 s , ¤ ¤ ¤ , rE n s Exp{ and p 1 , . . . , p n r0, 1s satisfying°n i1 p i ¤ 1, the operation given by
is a positive convex structure.
Next, we observe that Exp{ also has a positive convex structure.
Proposition 5.6 (Exp{ is a PCA) The set Exp{ has a positive convex algebra structure, that is, for every rE 1 s, ¤ ¤ ¤ , rE n s Exp{ and p 1 , . . . , p n r0, 1s satisfying°n i1 p i ¤ 1, the operation given by
is a positive convex structure. Moreover r¡s is an algebra homomorphism from Exp{ to Exp{ .
Let a denote the algebra map on Exp{ , a :
given by the positive convex structure and a the algebra map on Exp{ , a : D ω pExp{ q Ñ Exp{ , making r¡s an algebra homomorphism.
We can then expand the above diagram in the following way, where the coalgebra structure d exists because of Lemma 5.7 below:
In concrete terms, the coalgebra pExp{ , dq behaves as follows. Let E be an expression. We first notice that there exists an unfolded expression p ¤ ¦
(1) Let out be the unique homomorphism from pExp{ , dq to the final Gcoalgebra. This is the map we are after, in order to show soundness and completeness.
There are many generic properties of determinizations that are out of the scope of this paper and we leave their elaboration for future work. We only state few here, in order to reveal connections between pExp{ , dq and the determinization of pExp{ , c 0 q and shed some light on the overall situation.
First, we note that
which is a consequence of the definitions and the property cp À i p i E i q °p i ¤ cpE i q, that can readily be checked. This means that c 0 is an algebra homomorphism from pExp{ , a q to pD ω p1 A ¢ Exp{ q, µq, the free PCA, and yields that the determinization c 0 of pExp{ , c 0 q satisfies
implying further that a is a coalgebra homomorphism from the determiniza-
Let out be the unique homomorphism from the determinization pD ω Exp{ , c 0 q to the final G-coalgebra and out the unique homomorphism from pExp{ , Ga ¥ δ ¥ c 0 q to the final G-coalgebra.
Lemma 5.8 The final coalgebra homomorphisms satisfy out out ¥ a , out out ¥ η, out out ¥ r¡s .
Lemma 5.3 stated that the image of out, coming from a determinization, is in DpA ¦ q. Now, using Lemma 5.8 we can show that the image of out is in DpA ¦ q as well.
Lemma 5.9 The unique homomorphism out into the final G-coalgebra from the G-coalgebra pExp{ , dq makes the following diagram commute.
Having this as a first step, we can relate the semantics induced by out with trace semantics.
Proposition 5.10 The map out ¥ r¡s is a Kleisli homomorphism from pExp, i ¥ cq to pA ¦ , η ¥ ιq. Therefore, by finality, out ¥ r¡s tr.
This yields the soundness of the axiomatization, see Figure 2 , and paves the road to completeness.
Theorem 5.11 (Soundness) For all E 1 , E 2 Exp, E 1 E 2 ñ E 1 tr E 2 .
Completeness
To prove completeness, as announced in Figure 2 , it remains to prove that out is an injective map. Borrowing inspiration from [Jac06], we proceed as follows. We first factorize the map out into a surjective map followed by an injective one:
Then we show that a "variant" of pExp{ , dq is final in a certain category of coalgebras to which the factorization carries over. Finally, we show that a "variant" of pI, gq, induced by the factorization, is in the same category and is final as well. This proves that e is an isomorphism, and hence out is mono.
The difficulty is that pExp{ , dq is not final in the category of G-coalgebras on Sets, since d is not an isomorphism. Therefore, we move to another category (of coalgebras) which was already implicitly present for a while.
Coalgebras over algebras
As base category, instead of Sets, we take PCA, the category of EilenbergMoore algebras of D ω .
Then we consider coalgebras on PCA. For a functor F on PCA, an Fcoalgebra is a pair ppX, aq, αq where α is an algebra homomorphism from pX, aq to F pX, aq, both in PCA. An F -coalgebra homomorphism from ppX, aq, αq to ppY, bq, βq is a map h : X Ñ Y that is both an algebra and a coalgebra homomorphism, i.e., b ¥ D ω phq h ¥ a and β ¥ h F phq ¥ α. The functor G r0, 1s ¢p¡q A on Sets lifts to a functor on PCA, denoted also by G, as follows. We have GpX, aq pGX, a G q where a G is defined "pointwise" by
Note that the second Ð is from the algebra pX, aq. Any G-coalgebra pX, αq on Sets with a PCA structure a such that α is an algebra homomorphism from pX, aq to GpX, aq is a G-coalgebra ppX, aq, αq on PCA.
Example 5.12 Every determinization is a G-coalgebra on PCA, with carrier the free PCA pD ω pXq, µq. Moreover, ppExp{ , a q, Ga ¥ δ ¥ c 0 q and ppExp{ , a q, dq are G-coalgebras on PCA.
The carrier of the final G-coalgebra on Sets has a PCA structure z, making it final in the category of G-coalgebras on PCA. This is a consequence of a general result, see e.g. [Bar04, Jac06] , and the fact that the coalgebra structure on the final is an algebra homomorphism. In concrete terms z is given by
Therefore, for any G-coalgebra pX, αq on Sets such that X has a PCA structure a, the final coalgebra map out is also the final coalgebra map from the G-coalgebra ppX, aq, αq on PCA. That is, out is also an algebra homomorphism from pX, aq to pr0, 1s
A ¦ , zq, as shown in the diagram below.
At this point it is important to mention that DpA ¦ q also has a PCA structure, namely µ ¥ i. Moreover, the inclusion DpA ¦ q G G G G r0, 1s
Dιq is a G-coalgebra on PCA. As a result, we get the following lemma which is applicable to any determinization (by Lemma 5.3), as well as to out and out (by Lemma 5.9), Lemma 5.13 If the image of the final coalgebra homomorphism out of a Gcoalgebra ppX, aq, αq lives in DpA ¦ q, then out is a coalgebra homomorphism from ppX, aq, αq to ppDpA ¦ q, µ ¥ iq, δ ¥ Dιq. and on arrows just like G.
Finality for completeness
We show that ppExp{ , a q, dq is final in the category of locally-finiteĜ-coalgebras, denoted by PCA f pĜq, that we define next. AĜ-coalgebra ppX, aq, αq is locally finite if for every x X there exists a finitely generated subalgebra of pX, aq with states Y and x Y which is a subcoalgebra of ppX, aq, αq, i.e., Y is closed under the coalgebra structure α. An algebra pY, a Y q in PCA is finitely generated if there exists a split epi e B from pD ω B, µq to pY, a Y q for some finite set B. Proposition 5.14 ppExp{ , a q, dq is final in PCA f pĜq.
The next property follows from [AR94, Proposition 1.69] and ensures that ppI, a I q, gq is also final in PCA f pĜq.
Lemma 5.15 The category PCA f pĜq is closed under homomorphic images.
Hence we have reached our goal, stated in the following lemma.
Lemma 5.16 The map out : Exp{ Ñ DpA ¦ q is injective. This is the last ingredient we needed for completeness.
Theorem 5.17 (Completeness) For all E 1 , E 2 Exp, E 1 tr E 2 ñ E 1 E 2 .
Conclusions
In this paper, we presented the first sound and complete axiomatization of (finite, terminating) trace semantics for generative probabilistic transition systems (with explicit termination).
Inspired by the work of Rabinovich, who axiomatized trace semantics for LTS, we took as basis a calculus sound and complete w.r.t. bisimilarity and we extended it with an extra axiom. Our approach is coalgebraic. This means that constructions and results are phrased in quite general terms which might be helpful to pinpoint which conditions on the functor type of the system are crucial and which generalizations are possible.
The fact that a sound and complete calculus w.r.t. bisimilarity can be extended to a sound and complete calculus w.r.t. coalgebraic language equivalence has recently been studied by Bonsangue, Milius and the first author [BMS11] . The class of systems they consider is however different from the one considered in this paper (formally, they consider coalgebras for F T , with F a functor and T a monad, such that F preserves T -algebras). In the determinization step, we relate to the powerset construction [SBBR10a] which also served as basis for the proofs in [BMS11] . However, we had to deal with the extra difficulty of showing that the semantics of the determinized automaton is actually a subdistribution over words (that is, an element of DpA ¦ q) and not just any arbitrary function r0, 1s
A ¦ . This fact is quite instructive and we believe that it will serve as basis to clarify the connection between the coalgebraic trace semantics of [HJS07] and the coalgebraic language equivalence of [BMS11] and describe a framework in which both semantics can be considered.
