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Abstract Combined analysis of multiple data sources has increasing application interest, in
particular for distinguishing shared and source-specific aspects. We extend this rationale of
classical canonical correlation analysis into a flexible, generative and non-parametric clus-
tering setting, by introducing a novel non-parametric hierarchical mixture model. The lower
level of the model describes each source with a flexible non-parametric mixture, and the
top level combines these to describe commonalities of the sources. The lower-level clusters
arise from hierarchical Dirichlet Processes, inducing an infinite-dimensional contingency
table between the views. The commonalities between the sources are modeled by an infinite
block model of the contingency table, interpretable as non-negative factorization of infinite
matrices, or as a prior for infinite contingency tables. With Gaussian mixture components
plugged in for continuous measurements, the model is applied to two views of genes, mRNA
expression and abundance of the produced proteins, to expose groups of genes that are co-
regulated in either or both of the views. Cluster analysis of co-expression is a standard
simple way of screening for co-regulation, and the two-view analysis extends the approach
to distinguishing between pre- and post-translational regulation.
1 INTRODUCTION
In certain unsupervised learning problems, we are interested in discovering the variation
shared by several data sources, sets, modalities, channels, or “views”. Practical examples
include extracting the shared semantics of original and translated documents (Vinokourov
et al, 2003b), discovering dependencies between images and associated text (Vinokourov
et al, 2003a), linking the face and sound of a speaker (Englebienne et al, 2008), discovering
depth in random-dot stereograms (Becker and Hinton, 1992), and combining mRNA and
protein profiles to explore the complex regulatory behavior that underpins a large amount
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2of cellular activity. In some of these examples, the two data sources are defined on similar
spaces (Becker and Hinton, 1992; Vinokourov et al, 2003b) whilst in others, the spaces are
very different (Englebienne et al, 2008; Vinokourov et al, 2003a). However, in all cases we
have the same aim — to investigate not just the details of the individual sources, but also
their commonalities.
We will next motivate our work with one particularly timely bioinformatics application.
The model we present is, however, generally applicable to any multi-view clustering task and
we will return to the general setup after this motivation. In systems biology a re-occurring
data analysis setup is the joint analysis of genomic data from multiple sources. Recently,
Rogers et al (2008) proposed a coupled clustering model for the specific analysis of a new
dataset consisting of two views (mRNA and protein expression) of approximately 500 genes.
This is one of the first such datasets produced and as such poses unique challenges. As high-
throughput protein measurement becomes more common, it is likely that more data of this
kind will be produced, motivating investigation into suitable analysis techniques.
From a biological perspective the primary goal in analysing data of this type is to gain a
deeper understanding of regulation at the transcriptional (mRNA) and post-transcriptional/
translational (protein) levels. Simply put, transcriptional regulation involves the switching
on and off of genes via the binding of transcription factors to their upstream regions. When
a gene is switched on, mRNA is produced. Hence, it has been possible to elucidate net-
works of transcriptional regulation through the analysis of mRNA data alone (e.g. Friedman
et al, 2000). Regulation after transcription can take several forms. For example, translation
(producing a protein from the mRNA) can be sped-up or delayed. A third level of con-
trol (post-translational; e.g. phosphorylation) is also important but cannot be investigated
with the current data — extending the model to extra sources to investigate such effects is
straightforward once suitable data is available.
When looking at protein data alone, it is impossible to distinguish whether the observed
variance is due to transcriptional or post-transcriptional regulation. Hence, it is necessary
to analyse the protein data alongside mRNA data. Cluster analysis is a popular tool for
analysing transcriptional regulation due to the reasonable assumption that genes regulated
by the same transcription factors will display similar expression profiles. Cluster models are
also readily interpretable, which is an important feature for a new method to be taken up by
the biological community.
Clustering coupled sources is a problem that has received little attention from the ma-
chine learning community. Most of the previous multi-view learning work has been for su-
pervised learning, and the more unsupervised approaches have typically been based on pro-
jection approaches like canonical correlation analysis (CCA) and its kernelised (Vinokourov
et al, 2003a,b) and probabilistic (Bach and Jordan, 2005) variants. As shown by Rogers et al
(2008), the strong cluster structure in the data suggests standard projection techniques would
be inappropriate for this data. Earlier Klami and Kaski (2008) proposed a multi-view clus-
tering model based on probabilistic CCA, but their model assumes too simple clustering
structure in the joint data space. In particular, each joint cluster should be unimodal within
each data space. A related clustering model by Bickel and Scheffer (2004) even explicitly
assumes each of the views alone to suffice for learning the shared clustering, and only uses
the coupling to improve accuracy.
The model proposed by Rogers et al (2008) attempted to extend coupled clustering to
more complex data setups by fitting a mixture to each view, coupled by conditioning the
prior for the protein mixture on the assignment to the mRNA mixture. This resulted in
a set of probabilities linking the mixture components on each side. When analysing the
results from the model, two things stand out. First, there appears to be a high level of inter-
3connectivity between the clusters on the two sides. This appears to take the form of blocks
in the table of connection probabilities corresponding to small, highly connected sets of
marginal components from each side. Second, some of the very low probability connections
in the table could potentially be due to over-fitting in the maximum likelihood optimisation
procedure. These observations motivate the development of a new model.
We introduce a model that removes the restrictions of earlier ones by having very flex-
ible non-parametric models for each of the views, coupled by a flexible model of the inter-
actions between them. The model is implemented as a two-level hierarchy of mixtures. The
top-level mixture represents the common variation (each component is a block of marginal
components), while the second level has a separate independent mixture for each view, de-
scribing the view-specific variation conditioned on the top-level component. We present a
collapsed Gibbs sampler for estimating the model, allowing us to infer the number of mix-
ture components, both within views and on the top level using a novel hierarchical Dirichlet
process (HDP) formulation that extends the standard HDP of Teh et al (2006) by relaxing
the assumption of known group assignments.
The remainder of the paper is organised as follows. In Section 2 we present the mixture
model, more comprehensively explain the differences between this model and that presented
in Rogers et al (2008) and describe the Gibbs sampling scheme. In Section 3 we describe
other related work and in Section 4 illustrate the model on two synthetic datasets. In Section
5, we present an analysis of the mRNA and protein data and provide a discussion and draw
conclusions in Section 6.
2 MIXTURE MODEL
Considering the specific case of two views represented by x and y (generalization to multi-
ple (> 2) views is straightforward), our aim is to find latent patterns in the joint distribution
p(x,y). In our application the items are genes, x and y being numerical vectors describing
mRNA and protein profiles. We assume that the two sources arise from margin components,
mixture components interpretable as clusters and indexed by j and k respectively. There is
no restriction on the particular parametric form of these marginal mixtures. In order to un-
derstand the proposed model, it is intuitive to consider the joint distribution p(j, k) which
is closely related to the contingency table of the assignments of each gene to j, k. In the
model, we assume that this distribution can be decomposed into blocks i, each of which
is the outer product of block-specific distributions p(j|i) and p(k|i) over the two sets of
marginal components. The complete table is hence parameterized as an additive mixture of
margin products pii p(j|i) p(k|i) over top-level blocks i; here pii are the mixture weights.
This part of the model is a matrix factorization similar to latent Dirichlet allocation (LDA;
Blei et al, 2003), probabilistic latent semantic allocation (PLSA; Hofmann, 1999) and non-
negative matrix factorization (NMF; Lee and Seung, 1999), with two extensions: (1) the
margins are not fixed but are part of the latent structure, (2) the number of components is
not limited for either i, j, or k: all matrices are of potentially infinite size.
This assumption results in a non-parametric description between the x and y. For in-
stance, a single top-level cluster i can associate an arbitrary number of k-clusters to one
j-cluster. Still the representation can be compact on the top level in that only a few i-
components are active a posteriori. The model still does multi-view learning in the tradi-
tional and easily interpretable sense shared by canonical correlation analysis, for instance;
the two views are conditionally independent given the top-level cluster i, which captures
similarities between the sources. In brief, the top-level clusters capture the dependencies
4between the sources, whereas each source may have arbitrarily complicated variation within
each top-level cluster.
Rogers et al (2008) investigated a different decomposition of the joint distribution. Par-
ticularly, p(j, k) = p(k)p(j|k) (where k indexes the mRNA marginal, j the protein). This is
a special case of our more general model where each of the K different top level components
would link one particular k with all of the js — in other words, each block corresponds to
one complete row of the contingency table. Results presented in (Rogers et al, 2008) suggest
that more flexibility is required — most k-marginal components become connected to many
j-marginal components and vice-versa. Hence, imposing a one-to-many constraint in either
direction seems prohibitive. With flexibility comes also need for more reliable inference
process, solved here with fully Bayesian treatment.
We use Dirichlet Process (DP) priors for the margin clusters, and the GEM distribution
(Johnson et al, 1997, p. 237) for the prior probabilities pi of the top-level clusters1. The full
specification for the model is then
Gx0 ∼ DP(γ
x,Hx) , Gy0 ∼ DP(γ
y,Hy) ,
Gxi ∼ DP(β
x, Gx0) , G
y
i ∼ DP(β
y, Gy0) ,
pi ∼ GEM(α) , zn ∼ pi ,
θxn ∼ G
x
zn , θ
y
n ∼ G
y
zn ,
xn ∼ fx(x|θ
x
n) , yn ∼ fy(y|θ
y
n) .
Data samples are indexed by n, and the superscripts x and y in general denote marginals.
Concentration parameters γ and β are margin-specific, defining the diversity, or “effective
number” of the j/k-clusters, and α is the concentration parameter defining the diversity of
the top-level clusters over i. Cluster parameters, originating from the base measures (priors)
Hx and Hy , are denoted by θx and θy. Both margins have a hierarchy of DPs (Teh et al,
2006), with the higher-level processes Gx0 and Gy0 , and lower-level processes Gxi and Gyi that
are specific to the components i. The latent variables z are top-level component identities for
the data samples. Finally, fx and fy are likelihoods of data, specific to each margin cluster
j and k, but in the DP notation parameterized directly by the parameters sampled from the
base measures and circulated through the DP hierarchies. A plates diagram depicting the
model is in Figure 1. Infinite mixtures are involved in the model three-fold. The top level
with its GEM prior is straightforward and separate from the mixtures at the margins. The
two margins are again separate. But within a margin, the clusters are shared by top-level
components, and a hierarchy is needed to give the clusters common identities over multiple
components i. If H was directly used as the base measure of a margin, independently for
each component i, the atoms sampled from H would be different for each i with probability
one, because the base measure is continuous. Gx0 and G
y
0 , on the other hand, provide discrete
base measures and in a sense give identities to the margin clusters.
Figure 2 illustrates schematically the prior over p(j, k). The number of rows and columns
in the table correspond to the number of marginal components and will increase or decrease
according to the DPs over the margins controlled (a priori) by the concentration parameters
γx, γy . Within the table, we see a decomposition into blocks2. New blocks are produced or
removed according to the DP over top-level blocks, controlled by α. Blocks may also grow
1 GEM is like the DP in providing stick lengths, but without a base measure which is irrelevant here. GEM
is named after Griffiths, Engen, and McCloskey.
2 Note that the ordering of rows and columns of the table is arbitrary, and hence the blocks will not in
general be contiguous as in the illustration.
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Fig. 2 Schematic representation of the prior over contingency tables. The arrows and dashed lines illustrate
the effect of the concentration parameters α, β, and γ.
and shrink as marginal components are added and removed. This process is controlled by
βx, βy .
It is worth considering the effect of the various concentration parameters on the block
structure. The definition of a block is a product of (conditionally, on i) independent distri-
butions over the sets of marginal components. In this sense, one could legitimately split the
larger block in Figure 2 into two (or indeed more) components with the same y marginal
components and mutually exclusive sets of x marginals (or vice-versa). The decomposition
favored by the proposed prior will depend on the concentration parameters α, β and (to a
lesser extent) γ. For example, high α and low β encode a preference for a larger number
of small blocks whilst small α and high β will prefer a small number of large blocks. Such
control is useful when we possess prior knowledge regarding the type of blocks that are of
interest. If desired, one can place hyper-priors on these parameters and sample them within
the Gibbs scheme. However, it is important to note that the absence of a base measure for
α means that the only quantity affecting the posterior sampling is the number of top-level
6components (and not how ’good’ they are in relation to a base measure, as is the case on the
marginals). Hence, the prior specification will have a large influence. We demonstrate these
properties in the synthetic examples section.
For concreteness, a finite version of the model would have Dirichlet priors for p(i),
p(j|i), and p(k|i). The clusters would be with likelihoods fx and fy , and with priors hx
and hy , the density equivalents of the measures H . In the finite version of the model, the
hierarchies for the margins would not be necessary to bind component identities, which
are determined by indices. But the infinite version can be obtained as a limit only with
hierarchical Dirichlet priors as explained by Teh et al (2006).
2.1 ESTIMATION
Albeit apparent complexity caused by infinite parameterization, DP mixtures can be rela-
tively efficiently estimated by collapsed Gibbs sampling where the processes G have been
marginalized out. Blacwell and MacQueen (1973) solved the marginalization task for stan-
dard DPs, and Teh et al (2006) explain how the two hierarchical layers of G0 and Gi can be
marginalized out in a similar fashion. Marginalizing out the processes makes it possible to
work with conditional distributions that depend directly on the cluster parameters.
We assume base measures conjugate to the mixture component likelihoods, and hence
can integrate out the cluster parameters θ associated to the margin clusters. The resulting
sampler then operates directly with the cluster likelihoods p(x|X ,∆), conditioned on the
samplesX already associated to the clusters, and the hyperparameters ∆. For non-conjugate
base measures slightly more advanced sampling techniques would be needed, following for
instance the methods presented by Neal (2000) for non-hierarchical DP mixtures.
In general, sampling related to the margin HDPs follows closely the “franchise scheme”
(Teh et al, 2006), while conditional probabilities for sampling the top-level components can
be obtained by marginalizing over the potential margin assignments. The exact sampling
formulas depend on the chosen likelihoods fx(x|θxn) and fy(y|θyn), which may be differ-
ent for the two margins. We demonstrate implementations with Gaussian and multinomial
likelihoods in the experimental section, but do not write out the conditional distributions
p(x|X ,∆) since they are not specific to our model and are given for instance by Gelman
et al (2004) for various distributions.
The model consists of three layers of assignments. First, samples are assigned to top-
level components (blocks). Second, within that particular block, groups of one or more sam-
ples are assigned to instances of marginal components, which are necessary for sharing the
marginal components between the top-level clusters. The particular assignment of these in-
stances to marginal components represents the third layer. Note that these instances are the
analogue of tables in the Chinese restaurant metaphor for hierarchical Dirichlet processes.
The collapsed Gibbs sampler cycles through data n, removing one sample at a time
from the “urns” specified below. The assignments are then resampled, first the top-level
component i for the sample, then its margin component assignments (j, k). The latter are
done in a nested scheme of data-instances and marginal-instance assignments.
In addition to the block assignments zn of the samples at the top level, the model has
two kinds of latent assignments to describe the margin cluster memberships: (1) vxn and
vyn denote how samples are assigned to instances, and (2) wxit and wxit tell which marginal
component is assigned to each instance t of block i. The margin cluster identities of sample
n are then obtained by double indexing: wxznvxn and w
y
znv
y
n
.
7Because the marginal-instance assignments are common to many data objects, they con-
stitute a separate sampling step that we run after going once through all the other assign-
ments. The marginal clusters are drawn from the posterior specified by all of the data points
assigned to that particular instance.
All probabilities for the collapsed sampler below are implicitly conditional on data ex-
cept the left-out sample(s), assignments of samples, and hyper-parameters. That is, if sample
n is left out, conditioning is on (X−n,Y −n, z−n, (vx)−n, (wx)−n, (vy)−n, (wy)−n,∆x,
∆y). The counters appearing in the formulas are functions of the latent assignments z, v,
and w.
Sampling Block-data Assignments z . The top-level component for a left-out sample is ob-
tained by marginalizing over the potential margin cluster assignments for the sample within
each block i:
p(zn = i) ∝

C−ni p(xn|zn = i, ∆
x) p(yn|zn = i, ∆
y) for an existing i,
αp(xn|t
∗,∆x) p(yn|u
∗,∆y) for a new i.
We have denoted the number of samples in the block i by Ci, with the superscript −n
here and elsewhere denoting the absence of the left-out sample n. Instances on the margin
x are in general denoted by t, while y-instances are denoted by u. The likelihood for xn
to be assigned to a new, empty instance t∗ is obtained my marginalizing over marginal
components, giving
p(xn|t
∗,∆x) =
γ p(xn|∆
x) +
P
j d
−n
j p(xn|j, ∆
x)
γ +
P
j d
−n
j
, (1)
where the dj count the numbers of samples on the x-margin associated to components j.
For p(zn = i) we also need the margin-specific probabilities for block assignments—for
instance for the x-margin,
p(xn|zn = i,∆
x) =
1
β + C−ni
β p(xn|t
∗,∆x) +
TiX
t=1
c−nit p(xn|tl,∆
x) ,
where instances have now been marginalized out, and cit counts samples associated to in-
stance t of block i.
The formulas for p(yn|u∗,∆y) and p(yn|zn = i,∆y) are otherwise identical but with
y-specific equivalents of the counters (c, d) and the likelihoods.
Sampling Instance-data Assignments v. As this step and the following are independent and
similar for each margin, we only treat the x-margin here, without using the margin super-
scripts.
On the x-margin, the sample n is assigned to an instance according to
p(vn = t) ∝
(
c−nit p
“
xn|X
−n
it , ∆
”
for an instance t in the block i,
β p(xn|t
∗,∆) for a new instance,
where p(xn|t∗,∆) is the probability of setting up a new instance for the sample, eq. 1. If a
new instance was created, a margin cluster needs to be associated to the instance, by drawing
from the urn associated to the base DP,
p(wit∗ = j) ∝
(
d−nj p
“
xn|X
−n
j ,∆
”
for an existing component j,
γ p(xn|∆) for a new component.
8Sampling Instance-marginal Assignments w. All instances are reassigned to components,
one by one. For the instance t of block i, the probabilities are
p(wit = j) ∝
(
d
−(it)
j p
“
Xit|X
−(it)
j , ∆
”
for a component j in the model,
γ p(Xit|∆) for a new component.
All data previously associated to the instance are denoted by X it, and X−(it)j denotes all
data in block i without the data of the instance under reassignment. Note that the conditional
probabilities here are exchangeable over permutations of X it and factorize, but the factors
are not the probabilities of single samples conditioned on old data. Instead, one needs to
sequentially “stack” samples on top of old: For each data point the probability p(xn) is
conditioned on the old data X−(it)j and all previously assigned samples of this instance.
Hyperparameter Estimation. The model specification includes five DP concentration pa-
rameters α, βx, βy, γx, and γy , the values of which will determine the readiness with which
the model will generate new blocks, instances and marginal components. The observed num-
ber of components at each level is rather sensitive to the values of these parameters, espe-
cially for the top-level clusters. Bearing this in mind, it is sensible to add an extra level of
hierarchy to our model and sample these hyper-parameters along with the various assign-
ments. As Rasmussen (2000), we notice that conditioned on a current set of assignments,
conditional distributions for each of these hyper-parameters is only dependent on the number
of components and not on the particular distribution of data instances across components.
This leads to a likelihood function of the form
p(z|α) ∝
αIΓ (α)
Γ (N + α)
where I is the number of top-level components. An identical expression is obtained for γx
and γy with I replaced by K and J respectively. The form for βx and βy is slightly different
as these parameters tune the number of instances in a particular block and not the total
number of instances. Hence, we can think of the I blocks as I independent realisations of
the process controlled by β and obtain a likelihood of the form
p(v|β) ∝ β
P
i Ti
„
Γ (βx)
Γ (N + βx)
«I
.
Alternatively, one could maintain separate βx for each block which may be useful if it
was expected that blocks would be of vastly differing sizes. For the particular combination
of Gamma priors and the basic likelihood (that for α and γ), Gibbs sampling is possible
through an auxiliary variable method described by West (1992). For other priors, one must
resort to a less efficient sampling strategy (for example, Metropolis-Hastings). As noted by
Rasmussen (2000), with Inverse-Gamma priors, the posterior is log-concave and adaptive
rejection sampling could be used instead.
3 RELATED WORK
3.1 Generative dependency modeling
Skipping all the details of the model structure of Figure 1, it shares basic elements with other
generative approaches for modeling dependencies between co-occurring data sources. For
9each sample we have a latent variable, here the top-level cluster zn, that ties the sources to-
gether, whereas the rest of the model is conditionally independent given the shared variable.
Klami and Kaski (2008) discuss this type of models, stating that they will find dependencies
between the views only to the degree permitted by the complexity of the marginal models,
conditioned on the shared variable.
Most existing models make rather restrictive assumptions on the marginals. Probabilis-
tic canonical correlation analysis (PCCA) by Bach and Jordan (2005) is based on Gaus-
sian linear marginal models, resulting in a model that seeks pure correlations between the
sources. Klami and Kaski (2007, 2008) extend PCCA to clustering-type models, but retain
the assumption of unimodal Gaussian marginal within each cluster. The model we propose
in this paper, however, uses flexible non-parametric cluster formulation for the marginals
within each top-level cluster, making the marginal models capable of capturing in princi-
ple any variation specific to each of the sources alone. In this paper we present practical
experiments with multinomial and Gaussian DP mixtures as marginal models, but the same
principle is expected to apply more generally: Novel dependency-seeking generative models
can be developed by plugging in suitable non-parametric marginal models.
In a sense, the model by Klami and Kaski (2008) could be considered as a special case of
a finite variant of the proposed model. It would correspond to a variant where each top level
cluster only uses one marginal component on both views, resulting in a diagonal contingency
table. Which of the methods to prefer is ultimately a question of the application. For data
with complex interconnections, like in the data analysed in this paper, diagonal contingency
table would not be suitable as illustrated later in Section 5. However, models that assume
one-to-one mapping between the marginal clusters are more efficient for data where both
views share nearly identical cluster structure. The constraint regularizes the solution, and
also makes possible modified learning algorithms that try to enhance the similarity of the
marginal clusterings (Bickel and Scheffer, 2004).
3.2 Non-parametric modeling
The proposed model relies heavily on the hierarchical DP of Teh et al (2006), and is con-
sequently related to various extensions and modifications of the model as well. The crucial
difference to the alternatives is that they are typically defined for single source only, lacking
the multi-view aspect completely. Non-parametric Pachinko allocation by Li et al (2007)
presents a similar hierarchy for topic models, also relaxing the assumption of fixed group
assignments. Nested DPs (Rodriguez et al, 2008), in turn, are an alternative hierarchical for-
mulation for fixed groupings. Both of these are hence related to one branch of our model,
but would not be applicable for solving the task of coupled modeling.
On the other hand, the presented model is a special case of the very general infinite-
state Bayes network (ISBN) by Welling et al (2008). ISBN encompasses most HDP-based
models in the same fashion as all graphical models based on directed acyclic graphs are
special cases of standard Bayes networks. Our paper treats extensively the practical case
of coupled clustering of two data sources with complex interconnections between marginal
clusters.
Recently Roy and Teh (2009) proposed a multidimensional non-parametric prior pro-
cess, called Mondrian, for modeling relational data. The process is based on multidimen-
sional stick-breaking, and constructs an infinite factorization of a matrix (in two-dimensional
case) into non-overlapping axis-aligned blocks that cover the whole table. The process
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shares technical properties with our hierarchical structure that is based on hierarchical stick-
breaking, but Mondrian is a prior for tables of fixed size.
3.3 Matrix factorization
The model could be mimicked by first computing marginal clusters and then analyzing the
resulting contingency table of sample assignments as a discrete count matrix. In practice,
solving the problem in two stages is bound to be suboptimal, but it is worth contrasting
our prior process to the alternatives that could be applied in such a two-stage approach. It
should still be kept in mind that none of the methods discussed in this subsection would be
directly applicable to the kind of data analyzed in this paper. Instead, they merely have close
connections with a part of our model.
The proposed HDP prior process factorizes a matrix as a sum of outer products of
marginal probability densities. The finite version of the process would be identical to PLSA
(Hofmann, 1999), and closely related to more general matrix factorizations such as Latent
Dirichlet Allocation (Blei et al, 2003) and NMF (Lee and Seung, 1999), each giving a fac-
torization in terms of non-negative components. Compared to these the main novelty in the
proposed model is that neither the number of components in the factorization nor the size of
the matrix are fixed.
The proposed prior also has inherent sparsity due to top-level clusters only using a sub-
set of marginal clusters, creating a close connection to bi-clustering models, especially to
methods like that of Dhillon et al (2003) intended for bi-clustering probability matrices. As
a bi-clustering model the prior process is highly flexible, allowing even overlapping blocks
and only requiring that the margins of each block are independent.
4 SYNTHETIC EXAMPLES
4.1 Gaussian marginals
We begin by demonstrating the performance of the method on a simple synthetic dataset,
using Gaussian likelihoods. Figure 3(b) illustrates the data, where the data points are la-
beled according to their assignment to one of three top-level components, shown in con-
tingency table format in Figure 3(e). A product of independent Normal-inverse-χ2 priors
were used for the marginal base measures (with hyper-parameters v0 = 1, κ0 = 1, µ0 =
[0 0]T , σ20 = 1; see, e.g., Gelman et al., 2004). For this example the concentration param-
eters (α, βx, βy, γx, γy) were given G(50, 10) prior distributions3. Figure 3(c) shows the
posterior distribution over the number of top-level blocks and the distribution over the num-
ber of top-level blocks that have at least two members. The correct number of components is
3, and we can see that the vast majority of posterior weight over the number of components
with 2 or more members is placed at 3 blocks. In addition, we show the autocorrelation for
the number of components which suggests the Markov-Chain is mixing reasonably well.
Finally, in Figure 3(d), we show the posterior distribution over the number of marginal com-
ponents for x and y. We see that for both marginals, the posterior is heavily concentrated on
the correct number. Overall, the model reliably extracts the correct generative process.
3 G(a, b) = b
a
Γ (a)
xa−1e−b/x
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(a) Structure of Gaussian synthetic example. Top
boxes represent x marginal components, bottom
y. Arrows and dashed lines represent the block
structure.
x y
(b) Synthetic dataset for x (left) and y (right).
Symbols/colors represent top-level clustering.
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Fig. 3 Model results on synthetic data with Gaussian marginals.
4.2 Multinomial marginals
The method characterizes dependencies between marginal clusterings by extracting block
structure in the cross-cluster table. As illustrated in Figure 2 and described in Section 2,
the level of detail can be tuned with the prior parameters (α, β, γ). Here we demonstrate
the effect of the parameters in practice on synthetic data with clear block structure that
still overlaps on the marginals, shown in Fig. 4(a), using multinomial data to show how the
general model structure is not tied to the margin likelihoods.
Data in each cluster is drawn from Multinomial(θ,100) with 10-dimensional θ (that is,
we get “documents” of 100 “words” taken from a vocabulary of size 10), so that we have
5 independent documents for each link in Figure 4(a). This results in marginal clusters of
varying size and a total of 80 data objects. The model is trained with multinomial marginal
likelihoods and Dirichlet priors with a count of one for each element. Here we do not infer
the concentration parameters here but instead use fixed values to illustrate their effects. In
particular, Figure 4(b) shows the effect of tuning α while keeping the other parameters fixed
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x
y
Marginal clusters
Contingency table
Top-level blocks
(a) Illustration of the data generation. The marginals constitute of 8 and 7 clusters, respectively, and
the diagram on top shows connections between the marginal clusters. The contingency table on right
is an alternative illustration of the generative process, showing the block-structure emerging from the
connections between marginal clusters. Each non-empty cell corresponds to 5 data points drawn from
multinomial distribution, and the color codes correspond to the links in the top diagram.
(b) Concentration parameter α controls the number of top-level clusters. Very small value (left; α =
0.01) results in blocks that are not truly independent, whereas larger values give solutions consistent
with the data generation process with different degrees of detail. Here α = 0.3 (middle) results in
blocks of maximal size, whereas α = 10 (right) splits the blocks into smaller parts. The extra y-cluster
between the two large blocks arises because relatively large γy favors having more marginal clusters.
Each contingency table corresponds to one posterior sample, with gray shade denoting the amount of
data in a cell and borders (with arbitrary color coding) indicating the top-level clusters.
Fig. 4 Synthetic multinomial data for demonstrating the effect of top-level concentration parameters α.
to values γx = γy = 3 and βx = βy = 1. For very small values of α the model does not
find the true block structure, but instead groups several blocks together. For larger values
the model finds block-structures of increasing complexity. In practice, we recover the true
block structure with wide range of parameter values, and even at extreme parameter values
the result is informative of the underlying structure.
It is worth keeping in mind that even though we here illustrate only the subdivision of the
contingency table, which could be achieved with various other methods as well, our model
operates directly on the marginal multinomial measurements and constructs the contingency
table as part of the analysis. Standard matrix factorization or bi-clustering methods used for
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analysing the table would not be applicable without separate preprocessing step clustering
the marginals independently, losing the advantage of the coupling at that stage.
5 ANALYSIS OF mRNA AND PROTEIN TIME-SERIES
We now turn our attention to the analysis of coupled mRNA and protein time-series datasets.
The data was originally described in (Waters et al, 2008), has been previously analysed in
(Rogers et al, 2008) and consists of mRNA and protein time-series for a total of 542 genes
measured from human breast epithelial cell line. Measurements were taken from the same
population cells at 8 unevenly spaced time-points between t = 0 and t = 24 hours. As in
(Rogers et al, 2008), data were normalised by dividing by the value at t = 0 (and hence
this time-point was discarded) and then normalised so that each representation of each gene
had zero mean and unit standard deviation over time. Additionally, one mRNA time point
(15 minutes) was rejected from the analysis as it didn’t pass the necessary quality controls.
Therefore, we were left with 6 mRNA and 7 protein time-points. Genes were tagged with
gene ontology (GO) terms to enable us to objectively determine the biological significance
of the groupings produced by the model. Terms were removed if they were tagged to fewer
than 5 genes.
5.1 Base measures and hyper-priors
A product of independent, univariate Normal-inverse-χ2 priors was used for the marginal
base measure (with hyper-parameters v0 = 1, κ0 = 1, µ0 = 0, σ20 = 1; see, e.g., Gelman
et al., 2004). The use of conjugate priors allows us to marginalize over the marginal cluster
parameters which is known to help mixing and convergence in DP models (Neal, 2000). As
discussed in previous sections, the choice of values for the various concentration parameters,
particularly α, is rather important. We demonstrate the effect this has by fixing the priors
on γ and β and varying the prior on α. For this data, we found that reasonably informative
priors were most effective. Therefore, we placed G(50, 10) priors on β and γ and then placed
a G(a, 10) prior on α and varied the location parameter, a, from 10 to 50. Figure 5(a) shows
how the posterior distribution over the number of top-level components changes as a is
varied. As we might expect, the number of blocks increases with a. We can also see this
effect if we look at the posterior distribution of α/β (in this case, β for the mRNA side)
shown in Figure 5(b) for a = 10 and a = 50. For a = 10, we see that α < β. Hence
the model will be a priori more likely to grow current blocks than create new ones. In the
other extreme, α > β, the model prefers making new components to expanding existing
ones. In the remaining analysis, we will investigate the results created with a = 50. There
are two reasons for this. First, results presented in (Rogers et al, 2008) suggest that there
is high connectivity between the components, suggesting that there might be a reasonably
large number of blocks. Second, we can compute the number of enriched GO terms from
our sampler (details below) and find that the number (p < 0.1) for a = 50 (∼ 60 terms) is
considerably higher than that for a = 10 (∼ 10 terms).
5.2 Model complexity
In Figure 5(c) we show the posterior distribution over the number of blocks of varying sizes.
The solid line shows all blocks (i.e., those of size ≥ 1). The dashed line shows those with at
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Fig. 5 Posterior distributions over model complexity.
least 2 members and the dash-dot line shows those with at least 5 members. This tells us two
things. First, as in all DP models, the posterior is biased a little by singleton components
that are unlikely to be stable; they are produced and immediately destroyed. Second, the
increase in the number of components as a is increased cannot only be due to the production
of singleton components; the curve for ≥ 5 is significantly higher than the complete poste-
rior (i.e. ≥ 1) when a = 10 (c.f. Figure 5(c)). Therefore, we can be reasonably confident
that the blocks that are being found are of a sensible size and are quite stable. Finally, in
Figure 5(d) we see the posterior distribution over the number of marginal components. We
see fewer components than used by Rogers et al (2008), however, inspection of Bayesian In-
formation Criteria (BIC) plots in the supplementary material of Rogers et al (2008) suggests
that the mode of the posterior here (7/8 components) corresponds to a BIC score very close
to the optimal value. In addition, the Gaussians of Rogers et al (2008) were constrained to
be spherical whilst in the current model, they are axis-aligned but with different variance pa-
rameters for each dimension (time-point) — our parameterisation is more flexible. In light
of these observations, the difference is not surprising.
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Fig. 6 Example contingency table - cell counts in grayscale (left) and block structure (right).
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Fig. 7 Examples of two stable blocks from sampler. In both cases, mRNA marginals are given on the left
with curly brackets denoting the different marginal components. Protein marginals are given on the right and
marginal components are denoted by boxes and lines. The genes are presented in the same order for both
mRNA and protein marginals.
5.3 Visualising the contingency table
As the sampler explores the posterior, the size of the contingency table and number of blocks
is continually varying. For this reason, visualising the contingency table for this applica-
tion is rather difficult. However, for completeness, we present the contingency table corre-
sponding to one randomly chosen posterior sample in Figure 6. Most cells have non-zero
gene count, showing complex connectivity between marginal clusters as noticed already by
Rogers et al (2008) and demonstrating how multi-view clustering methods assuming uni-
modal marginal variation within clusters would not be applicable here. We also illustrate
how the model subdivides the contingency table into blocks having independent margins.
Five clusters with the largest membership are labeled from A to E, covering already the
main characteristics of the contingency table and being partially overlapping. Note that the
six separate parts of cluster E would be merged into a visual block in a different row/column
ordering. In general, it is not possible to visualize the structure so that all top-level clusters
would form contiguous blocks.
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5.4 Gene ontology enrichments
It is standard practice when clustering genomic data to mine the clustering for enriched
(and depleted) Gene Ontology (GO) terms. Given a single partitioning of the genes, this
is straightforward. However, the Gibbs sampler produces many samples from the posterior
distribution over clusterings and it is less obvious how to mine for enrichments. Here we
use two different methods. The first method involves exploring the posterior samples for
individual, stable blocks. Particularly, if we take blocks that survive for a reasonable number
of sampler iterations, we can find the subset of marginal components and genes that are
consistently assigned to this block. In Figure 7(a) we see one such example. The mRNA
profiles in the left plot come from four marginal components (denoted by the curly brackets).
The protein profiles come from three marginal components (color-coded and connected by
arrows). These are the most regularly occuring genes/marginal components in this block,
which persisted for ∼ 700 posterior samples. Examining the figure, we see that three of the
mRNA marginals (left) interact with both of the large protein components creating a fully
connected 3 × 2 block in the contingency table. Additionally, we can mine these genes for
enriched GO terms. We find 21 terms with p < 0.1. Analysing the location within the block
of genes tagged with these terms, we find that all terms but one have representatives in more
than one component in at least one marginal and 13 of the terms have representatives in
more than one component on both sides. This strongly supports the claim that blocks can
represent meaningful biological structure.
A second example is given in Figure 7(b). In this case, we have three marginal mRNA
components and 2 marginal protein components. This configuration corresponds to a 2 × 3
block in the contingency table. Again, we can mine these genes for enriched GO terms and
find 19 terms with p < 0.1. Of these terms, 1 only has representatives in one marginal on
each side. The remaining 18 are present in at least 2 components on one side or the other and
8 of these have members in more than one marginal component on both sides. Two interest-
ing examples are GO:0003735 tagged to 9 genes in the block in two mRNA and one protein
marginal, and GO:0006412 tagged to 18 genes and present in all three mRNA marginals and
both protein marginals. The reason that these two are of particular interest is that they are re-
lated. GO:0006412 corresponds to the process of translation whilst GO:0003735 is tagged to
genes whose product make up the ribosome, a large protein complex involved in translation.
Hence, all genes tagged with GO:0003735 are involved in translation and are also tagged
with GO:0006412 whilst the reverse does not necessarily apply (there are genes involved
in translation that do not make up the ribosome). It is extremely encouraging that we see
genes tagged with GO:0003735 in a subset of the marginal components of those tagged with
GO:0006412. The implication is that through our model, we are able to see variations within
particular biological processes (in this case, translation). Specifically, ribosomal genes are
restricted to mRNA components 2 and 3 (see Figure 7(b)) and protein component B whereas
in general, translation genes appear in all marginals. Inspection of the marginals shows that
whilst the mRNA levels follow similar profiles across the 3 marginal clusters (start low, fin-
ish high, albeit with some cluster-specific variation), the protein profiles are very different,
possibly suggesting overall transcriptional control with specific behavior being controlled at
the post-transcriptional level. Further biological investigation into these blocks and the many
others produced by the model is an area of ongoing research. The discovery of such blocks
is a direct consequence of the new model and the factorisation of the contingency table. The
method proposed in Rogers et al (2008) would not be capable of discovering flexible blocks
potentially with representatives from more than one component in both marginals.
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The second enrichment analysis method averages the enrichments over all posterior
samples: for each gene-term pair, we compute the probability of enrichment in the top level
blocks and marginal components. These enrichments can then be averaged across samples
to give a measure of how significant this term is for this gene in this dataset (conditioned
on the model) rather than how significant it is in any particular partitioning. Using this mea-
sure, and computing enrichment using the one-sided mid-P-value of the hyper-geometric
distribution described in (Rivals et al, 2007) we find (at p ≤ 0.1) 65, 352 and 430 significant
gene-term pairs for the top level blocks, mRNA marginal, and protein marginal, respectively.
One drawback of this approach when compared to the previous one is that as we are aver-
aging over all samples from the posterior, it is not possible to break the genes up by their
marginal components. In Figure 8 we show 3 examples of terms significant in the top-level
blocks and in Figure 9 two examples of terms significant in the mRNA and not in the pro-
tein marginals and one example that is significant in the protein and not the mRNA marginal.
Each pair of plots has the mRNA data on the left and protein on the right. Rows correspond
to genes and columns to time-points. Of the example terms significant in the blocks, we
see GO:0003735 (the ribosome, discussed previously) and GO:0000502, the proteosome.
As both of these are protein complexes requiring all of their constituent parts to be present,
it is not surprising that they appear to be tightly regulated with homogeneous mRNA and
protein profiles (not withstanding the observations regarding the ribosome and translation
in the previous section). The third, GO:0008380 is related to mRNA processing and may be
an interesting group of genes for further analysis. The three terms in Figure 9 correspond to
DNA repair (GO:0006281), protein folding (GO:0006457) and cell adhesion (GO:0007155)
and in each case we can see considerable diversity in the marginal for which the term is not
significant (protein in (a) and (b) and mRNA in (c)). Re-assuringly, both GO:0003735 and
GO:0007155 are discovered to be significant and discussed by Rogers et al (2008) as well.
The proteosome was not mentioned by Rogers et al (2008) — it is possible that its small size
made it hard to extract from the connectivity probabilities although further validation would
be required to test this hypothesis. It is clear from these plots how this technique can provide
insight into regulatory mechanisms. For example, in Figure 8, we see genes with predomi-
nately homogeneous mRNA and protein profiles. This suggests tight co-regulation at both
the transcriptional and post-transcriptional stages. Conversely, in Figure 9 we see examples
with tight mRNA co-expression and varied protein expression ((a) and (b)) suggesting co-
regulation at the transcriptional level but different control at later stages and co-regulation
at the protein level (c) but diverse mRNA profiles pointing towards genes that are differ-
ently regulated at the transcriptional level but exposed to some post-transcriptional control.
Whilst the biological conclusions drawn here are similar to those by Rogers et al (2008), it
is important to remember that these small modules are automatically exposed through the
block decomposition of the contingency table.
6 DISCUSSION
We have introduced a hierarchical non-parametric model for multi-view data inspired by a
new biological dataset. The model couples two, or more, hierarchical DPs, has a potentially
infinite number of subgroups for data, and does not assume the group assignments of data
to be known a priori, as in the original HDP. The motivation behind the model is similar to
that by Rogers et al (2008). However, it differs in three important respects. First, it explicitly
attempts to find structure in the joint distribution/contingency table of the marginal compo-
nents. Second, model complexity is automatically inferred from the data and finally a Gibbs
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(a) GO:0003735 (b) GO:0008380 (c) GO:0000502
Fig. 8 3 examples of gene ontology terms significantly enriched in top level components. In all cases, left
heat map is mRNA data, right is protein data.
(a) GO:0006281 (b) GO:0006457 (c) GO:0007155
Fig. 9 3 examples of gene ontology terms significantly enriched in one marginal component (mRNA for (a)
and (b), protein for (c)) and not the other. (Left - mRNA, right - protein)
sampling scheme is presented rather than the maximum likelihood approach previously pro-
posed. In summary, the model explores the similarities and differences between the views
whilst permitting complex structure in the individual views. The analysis is performed in
the original space, making the results readily interpretable.
In a more general sense, the latent structure is also a factorization of an infinite joint
probability matrix, and a prior for contingency tables of potentially infinite dimension. As
any margin cluster likelihood can be plugged in and we are not restricted to using the
same likelihood for each marginal, the framework is quite general and not just applica-
ble to datasets defined in the real space, such as the Omics datasets of molecular biology.
It could just as readily be used in, for example, domains consisting of text, images, strings
(e.g., DNA sequences) or combinations thereof.
We have demonstrated the model on a dataset consisting of time-series mRNA and pro-
teomic profiles for ∼500 human genes, previously analysed by Rogers et al (2008), where
it appears that the model is able to extract interesting regulatory effects at both the tran-
scriptional and translational levels. At a more abstract level, the small number of marginal
components compared to the large number of top-level components provides some evidence
that the relationship between the two representations is a complex one. Further analysis of
the biological results of this dataset is an area of ongoing research. The results are broadly
comparable with those obtained by Rogers et al (2008), with the added benefits of inferring
the number of components at each level, and automatically extracting useful relationships
from the contingency table through the top-level components.
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