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Abstract 
Peer-to-peer (P2P) networks attract attentions worldwide with its great success in 
file sharing networks (such as Napster, Gnutella, Freenet, BitTorrent, l(azaa, and 
JXTA). As a tnajor design pattetn for future systems opposite to the traditional 
client-server paradigm, research on P2P networks is extremely important and could 
possibly radically alter the way of day-to-day use of computer systetns. 
Efficient resource discovery remains a fundamental problem for large-scale P2P 
networks. In contrast to P2P networks, people in social networks can directly 
contact some acquaintances that potentially have knowledge about the resources 
they are looking for. Similarly to social networks where people are connected by 
their social relationships, two autonomous peer nodes can be connected in 
unsttuctured P2P networks if users in those nodes are interested in each other's 
data. The similarity between P2P networks and social networks, where peer nodes 
can be considered as people and connections can be considered as relationships, 
leads us to believe that theories of social networks are useful for itnproving the 
perfotmance of resource discovery in P2P networks. 
In this thesis, we present Small World Architecture for peer-to-peer Networks 
(SWAN) and Efficient Social-Like Peer-to-peer (ESLP) model for resource 
discovery in P2P networks by organising peer nodes into a social peer-to-peer 
network either intentionally or spontaneously. SWAN is first presented in this 
thesis. In SWAN, each node keeps a list of neighbouring nodes in the same peer 
group, and peer groups are connected by a stnall number of inter-group links. Not 
every peer node needs to be connected to remote groups, but every peer node can 
easily find out which peer nodes have extetnal connections to a specific peer group 
in SWAN. However, similarly to previous community-based P2P file-sharing 
systems, SWAN is based on the same concept of clusteting peer nodes 
intentionally into peer groups, which needs extra communication overhead to 
I 
tnaintain a hierarchical group structure in a highly dynamic and distributed 
enviromnent. 
Addressing this issue, an Efficient Social-Like Peer-to-peer (ESLP) model is 
presented in this thesis to self-organise autonomous peer nodes on unstructured 
P2P networks by mimicking different human behaviours in social networks. In the 
ESLP tnodel, queries are preferentially forwarded to the peer nodes that are more 
likely to have the requested resources or potentially have the knowledge on whom 
has the requested resources. Unlike cotnmunity-based P2P tnodels, we do not 
intend to create and maintain peer groups or communities consciously. In contrast, 
each peer node connects to other peer nodes with the satne interests spontaneously 
by the results of daily searches. ESLP has been simulated in a dynamic 
enviromnent with a growing nmnber of peer nodes. Frotn the experimental results, 
ESLP achieves better perfotmance than existing methods, such as N euroGrid. 
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Introduction 
1. Introduction 
As an etnerging technology, peer-to-peer (P2P) networks attract attention 
worldwide, ranging fi·om casual Internet users to venture capitalists. At the same 
time, the innovations of P2P networks also offer many interesting avenues of 
research for scientific comtnunities. As a major design pattern for future systetns 
opposed to the traditional client-server paradigm, research on P2P networks is 
extremely important, which could possibly radically alter the way of day-to-day 
use of cotnputer systems. 
In the last few years, great achievements have been made on P2P resource shadng 
and data transfer. However, we will not reap all the benefits of utilising these 
resources in P2P networks unless we have an efficient way to discover thetn. 
Efficient resource discovery remains a fundamental challenge for large-scale P2P 
networks, which will be addressed in this thesis. 
1.1. Background 
Figure 1.1 : Client-Server architecture 
Most of today's Internet applications are distributed by using the client-server 
architecture (Figure 1.1), such as WWW, FTP, email, etc. In the client-server 
architecture, a server(s) stores all content and services. Many clients request and 
receive services frotn the server(s). Content and services can be discovered and 
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utilised efficiently by querying the centralised server(s) if the server(s) is available 
and capable of serving all clients at the same time. 
However, such centralisation of the client-server architecture raises a series of 
issues which are caused by the litnitation of resources at the server side, such as 
network bandwidth, CPU capability, and storage space. A server could be 
overloaded if too many requests are received. In order to cope with these 
limitations, the centralised server( s) needs to bear the high costs of providing 
sufficient resources. For instance, Google clusters more than 200,000 machines to 
give successful Web indexing services [1]. 
Moreover, the centralisation of the client-server architecture also leads to the 
problem of single-point-of-failure. If the centralised server(s) is removed or is not 
available for use, no alternative in the architecture can take its place and all 
services on the server(s) will be lost. 
P2P Overlay ｾ＠Network 
u u 
Physical s Network 
Figure 1.2: Peer-to-Peer architecture 
In contrast to the client-server paradigm, the P2P architecture does not rely on a 
centralised server to provide services (Figure 1.2), which offers an appealing 
altetnative to the client-server model especially for large-scale distributed 
applications. In the P2P tnodel, each peer node (also known as servent) acts as both 
client and server, requesting resources fi·om as well as routing queries and serving 
resow·ces for other peer nodes. A P2P network is a logical overlay network over a 
physical infi·astructure as illustrated as Figure 1.2, which provides a virtual 
2 
Introduction 
environment for P2P developers to easily design and itnplement their own 
communication environment and protocols on the top of existing networks. 
As a new design pattetn, P2P has been widely used in the design of file sharing 
applications. An explosive increase in the popularity of P2P file sharing 
applications has been witnessed by millions of Intetnet users. P2P file sharing has 
become one of the most popular Internet activities. Today's popular P2P file-
sharing applications, such as Kazaa and Gnutella, have more than one tnillion users 
each at any point of time [2]. According to research results frotn Cachelogic [3], 
about 50-65% of "downstream traffic" (i.e. from ISPs to endpoint devices) and 75-
90% of "upstream traffic" (i.e. fi:om endpoint devices to ISPs) on the Intetnet are 
the results ofP2P file-shating applications. 
The popularity of P2P is motivated by the benefits it offers to end users. Cotnpared 
to the client-server architecture, the advantages of P2P are listed below: 
• P2P frees users from the traditional dependence on central servers, which 
enables end users to easily share resources (e.g. music, tnovies, gatnes and 
other software). End users can shat·e or retrieve resources directly from 
their connected machines without any further need to upload thetn to a 
centralised server. 
• P2P applications at·e more resilient than those built on the client-server 
at·chitecture by removing the single-point-of-failure. 
• P2P distributes the responsibility of providing services fi:otn centralised 
servers to each individual peer node in the network. 
• P2P exploits available bandwidth, processor, storage and other resources 
across the entire network. P2P interactions are only between individual 
peers which elitninate the bottleneck of centralised servers. 
• Most P2P applications use vhtual channels for communication which break 
the obstacles of corporate ptivate networks, such as firewalls and Network 
Address Translation (NAT). 
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• P2P has better availability as each peer node can obtain content from 
multiple peer nodes. If one peer node is overloaded or expedences a 
hardware failure, other peer nodes in the network can still handle requests. 
1.2. Problem Statement 
However, P2P is also a double-edge sword, which raises new challenges for 
scientific researchers and application developers. As discussed above, P2P is 
beneficial when removing a centralised server. On the other hand, new 
mechanistns are required to compensate for the server, especially for resource 
discovery and network tnaintenance. 
Decentralised resource discovery is a fundamental challenge for large-scale P2P 
networks. Blind flooding is the simplest but the most commonly used method for 
recourse discovery in P2P networks, which spreads queries to many peer nodes to 
find a requested file. However, the huge volume of traffic generated by the blind 
flooding is a serious problem observed in existing P2P networks [4] (e.g. 
Gnutella), which is an obstacle for further growth of P2P networks. According to 
Ripeanu's measurement study [4], the total traffic (excluding file transfer) in the 
Gnutella networks is about 330 TB/month. Therefore, investigation of new 
1nethods to decrease network traffic by avoiding flooding is one of the 1nost 
important research topics in P2P networks. 
In the P2P architecture, peer nodes can directly access and exchange shared 
resources. P2P represents a fundamental decentralisation of control mechanisms, 
which is usually achieved by using a Distributed Hash Table (DHT) method. DHT 
has become the dominant methodology for resource discovery in structured P2P 
networks [5], which builds a connected ideal overlay network across the Internet. 
By using a DHT method, a protocol is specified that allows a peer node to join or 
leave the network by reananging the overlay into account for their presence and 
absence. Unfortunately, DHT ignores the fact that a P2P network is a continuously 
evolving system. DHT can work well when joins happen sequentially, but can not 
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handle if joins happen concurrently or the faults accumulate over thne [6]. The 
ideal overlay is no longer ideal, once those faults occur. 
DHTs provide efficient resource discovery in P2P networks which only need a 
stnall nutnber of messages to resolve a query. However, efficiency not only relies 
on the number of messages to resolve a query, but also the nutnber of messages to 
tnaintain the networks. DHTs are not efficient in a dynmnic environment, which 
require a large number of messages to maintain the network topology to keep 
consistent hash tables at each peer node, although queries can be resolved by a few 
tnessages [7, 8]. 
1.3. Motivations 
Actually, any attempts of additional control could be difficult to achieve in the 
distributed P2P m·chitecture due to the lack of a centralised server. In contrast, self-
organisation could be the only way to solve the control issues in the decentralised 
P2P architecture. Self-organisation is a process where the organisation of a system 
spontaneously increases without being managed by an outside source. 
Human society is a self-organising system. Social networks are fonned naturally 
by daily social interactions. A social community is a group of people with common 
interests, goals or responsibilities which is fotmed spontaneously. By using social 
networks, people can find some acqu,aintances that potentially have knowledge 
about the resources they are looking for. 
Sitnilarly to social networks, where people m·e connected by their social 
relationships, two autonomous peer nodes can be connected if users in those nodes 
are interested in each other's data. The sitnilmity between P2P networks and social 
networks, where peer nodes can be considered as people and connections can be 
considered as relationships, leads us to believe the social theories will be useful in 
the design of P2P systems for improving the perfotmance of resource discovery. 
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The concepts of peer group and peer community have already been widely used in 
the design of current P2P systems. In these systems, a peer group is a collection of 
peer nodes that have common interests or goals and a peer comtnunity is a 
tnultiplicity of groups which includes a set of active metnbers who are involved in 
sharing, communicating and promoting a common interest [9]. However, unlike 
the centralised group systems (e.g. Yahoo Group or Google Group), peer 
cotnmunity formation and discovery is cotnplex and inefficient due to the lack of a 
centralised server [10]. A large communication overhead is required to compensate 
for the server. 
In contrast to the previous cotnmunity-based P2P studies, this thesis intended to 
develop a self-organising and self-adaptive P2P system for efficient resource 
discovery, which demonstrates how human strategies in social networks can 
itnprove resource discovery in P2P networks, by tnimicking different social 
behaviours. In the new system, peer nodes should have the ability to self-organise 
themselves in a cooperative manner similar to social networks. Efficient resource 
discovery could be performed by interacting with locally reachable nodes based on 
whatever local infotmation is available. 
1.4. Objectives 
The detailed objectives of this thesis were: 
• To investigate existing P2P tnodels for resource discovery and explore the 
technical advantages and potential problems of these tnodels; 
• To design a self-organising model for efficient resource discovery in P2P 
networks by mimicking different human behaviours in social networks; 
• To design a P2P simulator to create a complex and dynamic environment for 
simulations of different P2P models; 
• To evaluate the perfotmance of the model through calculations or 
simulations and compare the perfonnance of the model to other relevant 
tnodels and analyse the gains and deficiencies of the model. 
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1.5. Structure of the Thesis 
The reminder of this thesis is organised as follows: 
Chapter 2 gives a survey of relevant literature. The history of the P2P file sharing 
networks is discussed along with the most popular file sharing applications. A 
swnmary of recent solutions for resource discovery in P2P networks underlines the 
benefits and the potential problems of these solutions. Related areas on social 
networks are also investigated. 
Chapter 3 presents. a model for resource discovery in P2P networks. An artificial 
small world network is built by consciously clustering peer nodes into different 
peer groups according to the interests of peer nodes. The stnall world, first 
proposed by Milgram [11], is a hypothesis that everyone in the world can be 
reached through a short chain of social acquaintances. A semi-stluctured P2P 
algorithtn of SWAN is used to create and discover links between different peer 
groups. 
Chapter 4 presents a new tnodel for resource discovery by mimicking human 
behaviours in social networks. ESLP enables peer nodes with the same interests to 
gradually connect to each other in accordance with daily intercommunications, 
which fotms peer communities spontaneously. 
Chapter 5 discusses simulation aspects used to evaluate the performance of ESLP. 
The main components of the simulator and the choices of simulation parameters 
are explained. ESLP is simulated in a dynamic environment as well as other 
relevant tnethods. The simulation results are analysed and compared in different 
scenarios. 
Chapter 6 reviews the contributions and summarises the main achievements made. 
Goals for future work are proposed. 
In these chapters, the tenn "query originator" is a peer node that issues a query 
message; a "recipient node" is a peer node that receives a query message; a 
7 
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"message holder" is either a query originator or a recipient node that is processing 
the query; a "target node" is a peer node that is shating the requested resources. 
8 
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2. Literature Survey 
In this chapter, a literature survey is made to provide the necessary background for 
the subject of the thesis. Today's popular file sharing applications are exrunined 
including the explanations on the characteristics of these applications. The existing 
solutions of resource discovery in P2P systems are analysed and compru·ed in this 
chapter. Since P2P networks are closely related to social networks, the related 
concepts on small world phenomenon will also be discussed. The material in this 
chapter provides the essential theoties and base for the reseru·ch described in 
further chapters. 
2.1. Peer-to-Peer File Sharing Networks 
File sharing, one of the most popular on-line activities [12], is the initial motivation 
behind many of successful P2P networks. Existing P2P file sharing networks can 
be divided into three categories [13] according to the degree of network 
centralisation: centralised P2P networks, decentralised P2P networks and hybrid 
P2P networks. 
2.1.1 Centralised Peer-to-Peer Networks 
Although P2P is often seen as an opposite model to the centralised client-server 
paradigm, the first generation P2P systems (e.g. Napster) start with the concept of 
centralisation. However, in ｣ｯｮｾｲ｡ｳｴ＠ to traditional client-server systems, the 
server(s) in centralised P2P networks only keeps the meta-information about 
shared content (e.g. addresses or ID of peer nodes where the shared content is 
available) rather than storing content on its own. 
9 
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• Napster 
Napster was the first widely-used P2P music sharing service. Before Napster came 
along, Internet users only passively operated their connected computers, such as 
browsing news or checking email. With the increased popularity of N apster, 
ordinary Internet users started opening their PCs to actively contribute resources 
and played more important roles for the Intetnet. 
Cotnpared to follow-up P2P applications, Napster utilises a simple but highly 
efficient mechanism to share and search files in the network. To participate in the 
Napster network, new users need to register to the Napster server and publish a list 
of files they are willing to share. To search a shared file in the network, users can 
request the Napster server and retrieve a list of providers hosting the files matching 
the query. File transfer takes place without the Napster server participating. The 
requested file is transferred directly between the requester and the provider as 
shown in Figure 2.1. 
-
d ｓ･ｲｶＺｰｯｾｵｾｴ＠
.2·-----------------· '0 Transfer ｾ＠
Provider Requester 
Figure 2.1: Example of Napster network 
However, the centralised index in the Napster server(s) still limits the scalability of 
the system. A bottleneck could occur at the N apster server( s ), when there are too 
tnany peer nodes querying the systetn. Moreover, tnaintaining an index about all 
shared files and their hosts' ID is vulnerable to legal actions for copyright 
infringetnents, which leads to Napster shutting down in 2001. 
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• BitTot·rent 
BitTonent is designed to distribute large amounts of data without incurring the 
conesponding consutnption in server and bandwidth resources. The original 
BitTonent (before version 4.2.0) can be looked at as a Napster-like centralised P2P 
system. In order to share a file or a group of files, users need to create a small 
. tolTent file that contains the address of the tracker machine that launches the file 
distribution. The .tolTent file is published on well-known websites, so that other 
users can find and download the .tonent file of interest using web search engines. 
The .tonent file is opened by the BitTorrent client software. The client software 
connects to the tracker machine and receives a list of peer nodes that are 
participating in transfening the file. In order to distribute a file ｾｦｦｩ｣ｩ･ｮｴｬｹＬ＠ a file is 
broken into smaller fragtnents (typically 256 KB each) for transmission. The client, 
attempting to download the file, simultaneously connects to these peer nodes that 
are participating in file transfer, and downloads different pieces of the file from 
different peer nodes. In the meantime, the client can also upload downloaded 
pieces to other participants. 
Frotn the version 4.2.0, BitTorrent suppot1s "trackerless" ton·ents by offering 
decentralised tracking through the Kademlia algorithm [14] which will be 
introduced in Section 2.2.1. Every participating peer node downloading the smne 
file is treated as a lightweight tracker. 
2.1.2 Decentralised Peer-to-Peer Networks 
To address the problems of centralised P2P networks (such as scalability, single-
point-of-failure and legal issues), decentralised peer-to-peer networks become 
widely used, which do not rely on any central server. 
• Gnutella 
The Gnutella network is a decentralised file-shadng P2P network, which is built on 
an open protocol developed to enable peer node discovery, disttibuted search, and 
file transfer. 
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Each Gnutella user needs a Gnutella client software to join the Gnutella network. 
The Gnutella client software on the initial use can bootstrap and find a number of 
possibly working peer nodes iJ?. the network and try to connect to them. If some 
attempts succeed, these working peer nodes will then becotne the new node's 
neighbours and give the new node their own lists of working ｮｯ､･ｾＮ＠ The new node 
continues to connect to these working peer nodes, until it reaches a certain quota 
(usually user-specified). The new node keeps the peer nodes it has not yet tried as 
backup. When a peer node leaves the P2P network and then wants to re-connect to 
the network again, the peer node will try to connect to the nodes whose IP 
addresses have already been cached. Once the peer node re-connects into the 
network, it will periodically ping the network connections and update the cached 
addresses. 
ｾ＠ ｳｾ＠ a 
/ _____________ . ｾ＠g .. ｾＭＭＭＭｆｩｬ･ｴｲ｡ｮｳｦ･ｲ＠ ｾ＠
Provider Requester 
Figure 2.2: Query propagation over the Gnutella network 
In contrast to N apster, the Gnutella network is a decentralised P2P file-sharing 
network not only for file storage, but also for content lookup and queiy routing. 
Gnutella nodes take over routing functionalities initially performed by the Napster 
server. Figure 2.2 gives an exrunple of que1y propagation over the Gnutella 
network. In the Gnutella network, each peer node uses a Breadth-First Search 
(BPS) mechanism to search the network by broadcasting the query with a Time-to-
Live (TTL) to all connected peer nodes. TTL represents the number of times a 
tnessage can be fotwarded before it is discarded. Each peer node receiving the 
query will process it, check the local file storage, and respond to the query if at 
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least one tnatched file is found. Each peer node then decreases TTL by one and 
fotwards the query to all of its neighbours. This process continues until TTL is 
equal to zero. 
The Gnutella network does not rely on a central server to index files, which avoids 
the single-point-of-failure issue and the performance bottleneck at the server side. 
Instead, tnany peer nodes are visited by flooding queries to see whether they have a 
requested file. The obvious drawback of Gnutella is that it generates potentially 
huge network traffic by flooding ｱｵ･ｲｩｾｳＮ＠
• Freenet 
Freenet is a decentralised P2P data storage system designed to provide electronic 
document exchange through strong anonymity. In contrast to Gnutella, Freenet acts 
as a P2P storage system by enabling users to share unused local storage space for 
popular file replication and caching. The stored infotmation is encrypted and 
replicated across the patticipating computers. 
In Freenet, a file is shared with an ID generated from the hash value of the name 
and descdption of the file. Each peer node fotms a dynamic routing table to avoid 
network flooding. A routing table includes a set of other peers associated with the 
keys they are expected to hold. To search a required file, the query is forwarded to 
the peer node holding the nearest key to the key requested. If the query is 
successful, the reply is passed back along the route the query comes in through. 
Each peer node that forwards the request will cache the reply and update the 
routing table by a new entry associating the data source with the requested key. 
Since designing a search system which is sufficiently efficient and anonymous can 
be difficult [15], Freenet does not have a robust search system which limits the 
utility of this tnodel. 
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2.1.3 Hybrid Peer-to-Peer Networks 
To avoid the observed problems of the centralised and decentralised P2P networks 
discussed above, hybrid P2P networks are emerging recently to provide trade-off 
solutions with a hierarchical architecture. 
• Kazaa 
I<azaa reorganises peer nodes into a two-level hierarchy with supetnodes and 
leaves. Supemodes are capable and reliable peer nodes that take tnore 
responsibility for providing services in the network. A supemode is a temporary 
index server for other peer nodes. The peer nodes with high cmnputing power and 
fast network connection automatically become supetnodes. 
Similarly to tlie bootstrapping method used in the Gnutella network, a newly joined 
node will attempt to contact an active supemode from a list of supemodes offered 
by Kazaa client software. The newly joined node will send a list of files it shares to 
the connected supemodes and further retrieve more active supetnodes from the 
connected supernodes for future connection attempts. 
+·-·-·-·-·-·• 
-------· 
Ｋ ﾷ ＭﾷＭﾷｾ＠
Figure 2.3: Example of Kazaa network. 
Request 
Response 
File transfer 
In I<azaa, each leave node begins a lookup by sending a lookup request to its 
connected supetnode as shown in Figure 2.3. The supetnode not only checks the 
local index for the file requested, but also communicates with other supemodes for 
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a list of addresses of peer nodes sharing the files. When a supernode discovers the 
requested file from its local index, it will respond to the original supemode. The 
file is transfelTed directly between the query originator and the target peer node 
that shares the file as shown in Figure 2.3. 
• Gnutella2 
Similarly to l(azaa, the peer nodes in the Gnutella2 network are classified into two 
categories: hubs and leaves. A leaf keeps only one or two connections to hubs. A 
hub acts as a proxy to the Gnutella2 network for the leaves connected to it. Queries 
are propagated atnong the hubs and only forwarded to a leaf if a hub believes it can 
answer the query. 
• JXTA 
JXTA is an open source P2P platform developed by Sun Micro systems. The JXT A 
Application Programtning Interface (API) hides many progrrunming details, which 
makes a JXT A application writing much easier than developing a P2P application 
fi·om scratch. 
Shnilarly to Kazaa and Gnutella2, JXT A maintains a hierru·chical network stt.ucture 
with rendezvous peers and edge peers. Different fi·om Kazaa, the rendezvous peers 
in the JXTA network call the Shru·ed Resource Distt.·ibuted Index (SRDI) service to 
distribute indices to other rendezvous peers in the network. When a peer node 
seru·ches for a file, it will send the query to the connected rendezvous peer and also 
tnulticast the query to other peers on the same subnet. If the rendezvous peer finds 
the infotmation about the requested resources on its local cache, it will notify the 
peers that publish the resources and these peers will respond directly to the query 
originator. If the rendezvous peer cannot find the requested infotmation locally, a 
default algotithm is used to go through a set of rendezvous peers for a rendezvous 
peer that caches the requested infotmation [ 16]. 
As discussed above, hybrid P2P networks combine the techniques of both the 
centt.·alised Napster and the decentralised Gnutella. However, since only a limited 
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number of peer nodes are responsible for the query processing and routing, existing 
hybrid P2P networks still have the capability bottlenecks of the supemodes, which 
are also vulnerable to planned attacks [ 17]. 
2.2. Peer-to-Peer Search Systems 
In the last decade, numerous studies have been perfotmed to address the problem 
of resource discovery in P2P networks. In this section, existing P2P search systems 
will be analysed by classifying them into two categories: stluctured and 
unsttuctured P2P systems. 
2.2.1 Structured Peer-to-Peer Systems 
Stluctured P2P systems have a dedicated network structure on the overlay network 
which establishes a link between the stored content and the IP address of a node. 
DHTs are widely used for resource discovery in the sttuctured P2P systems like 
Chord [18, 19], ROME [20], Pastry [21], CAN [22] and Kademlia [14]. In DHT-
based P2P systems, each file is associated with a key generated by hashing the file 
name or content. Each peer node in these systems is responsible for storing a 
certain range of keys. The network stlucture is sorted by routing tables (or finger 
tables) stored on individual peer nodes. Each peer node only needs a small amount 
of "routing" information about other nodes (e.g. nodes' addresses and the range of 
keys the node is responsible for). With routing tables and uniform hash functions, 
peer nodes can conveniently put and get files to and from other peer nodes 
according to the keys of files. 
• Chord 
Chord [18, 19] is a well-known DHT-based distlibuted protocol aitned to 
efficiently locate the peer node that stores a particular data item. Peer nodes are 
atTanged in a ring that keeps the keys ranging from zero to 2 111 -1. A consistent 
hashing is used to assign items to nodes, which provides load balancing and only 
requires a small number of keys to move when nodes join or leave the network 
[18]. The consistent hash function assigns each node and each key an ID using 
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SHA-1. A node's ID is generated by hashing the node's IP address, while a key's 
ID is produced by hashing the key itself. 
Each peer node maintains a finger table pointing to O(logN) other nodes on the 
ring. Given a ring with 2111 peer nodes, a finger table has a maxitnum of m entries. 
On node n, the i'" entry in the table contains the ID of the first node that succeeds n 
' by at least i-1 on the identifier circle, i.e., s = successor(n + 2i-l) , where 
1 ::; i ::; m . The first finger of a node is always its immediate successor in the 
identifier circle. 
The Chord routing algorithm ｾｴｩｬｩｳ･ｳ＠ the infotmation stored in the finger table of 
each node to direct query propagation. For example, a node sends a query for a 
given key k to the closest predecessor of k on the Chord ring according to its finger 
table, and then asks the predecessor for the node it knows whose ID is the closest 
to k. By repeating this process, the algorithtn can find the peer nodes with IDs 
closer and closer to k. A lookup only requires O(logN) tnessages in a N-node 
1 Chord network and needs -log2 N hops on average [19]. 2 
Ently lntennd Successor 
0 ｛ｾＹＮＶＰＩ＠ N61 
1 [60,62) N61 
2 [62) 2) N9 
3 ｛Ｒ ｾ＠ 10) N9 
4 [10/26) NlS 
5 ｛ｾＶＮＵＸＩ＠ N58 
N6l 
NSS 
r I 
N48 
N15 
Enh'y Intel\tld Successor 
0 [2.1,22) N23 
1 {22,24) N23 
2 f.24;2-8} N30 
3 [28,36) N30 
4 ｛ＳＶ ｾ ＵＲＩ＠ N40 
5 [52.20) N58 
Figure 2.4: Chord lookup example 
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Figure 2.4 illustrates a Chord lookup example. The Chord network is modelled as a 
graph where the vertices coll'espond to the peer nodes in the network, and the 
edges conespond to the open connections maintained between the nodes. As 
shown in Figure 2.4, node N20 searches for the successor of key 9. Node N20 finds 
node N58 which is the largest finger that precedes the key 9 according to the local 
finger table. The query will be fotwarded from node N20 to node N58. Node N58 
will infer from its finger table that 9' s successor is node N9 itself, and retutn node 
N9 as the answer to node N20. 
• ROME 
Unlike some other P2P models (e.g. Gnutella and JXT A) that provide a set of 
protocols to support P2P applications, Chord provides support for just one 
operation: given a key, it maps the key onto a node. In Chord, peer nodes are 
autotnatically allowed to patticipate in the network in the standard Chord protocol, 
no matter whether they are useful and capable or not. Chord needs monitoring and 
selection functions to support and optimise its deployment over the real networks. 
ROME (Reactive Overlay Monitoring and Expansion) [20, 23] is an additional 
layer built upon the standard Chord protocol allowing control over the size of the 
network overlay via the selection and placement of peer nodes on the Chord ring. 
a 
New 
Machine 
ｾ＠
Bootstrap 
Server 
Figure 2.5: ROME architecture 
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Figure 2.5 [24] shows the ROME architecture tunning on the top of Chord. ROME 
includes a set of processes (ellipses) and data sttuctures (rectangles) [24]. 
Processes are comprised of a traffic analyser to monitor network traffic without 
changing the underlying Chord protocol, and operations to add, replace and 
remove nodes from the ring. Data structures of ROME store monitoting data, a 
copy of Chord data and ROME specific data (e.g. bootstrap server's address). 
ROME can provide an optimal size of Chord ring by monitoring the workload on 
each node to solve the probletns of under-load or over-load nodes by adding, 
replacing and removing nodes. ROME provides more efficient and fault-tolerant 
resource discovery with 1nessage cost saving than the standard Chord [24]. 
• Accordion 
Accordion is a DHT protocol extended frotn Chord, which bounds its 
communication overhead according to a user specified bandwidth budget [25]. 
Accordion borrows Chord's protocols for maintaining a linked list in which the ID 
space is organized as a ting as in Chord. Different from Chord using a fixed 
routing table, Accordion can automatically adapt itself to achieve the best lookup 
latency across a wide range of network sizes and chutn rates. Accordion maintains 
a large routing table when the system is small and relatively stable. When the 
system grows too large or suffers from high chum, Accordion shrinks its routing 
table on each peer node for lower communication overhead. By remaining flexible 
in the choice of routing table size, Accordion can operate efficiently in a wide 
range of operating environments. 
• Pastry 
Pastry [21] is a prefix-based routing system using a ｰｲｯｸｩｾｮｩｴｹ＠ metric. Similarly to 
Chord, Pastry organises peer nodes in a 128-bit circular node ID space. At each 
step, a query message is fotwarded to a numerically closer node to a given key. In 
a network consisting of N nodes, the message can be routed to the numerically 
closest node within log2b N hops, where b is a configurable parameter with a 
typical value of four. 
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In .contrast to Chord which uses one-dimensional tables, a node's routing table is 
organised into two dimensions with log2b N rows and 2 b -1 entries per row. Each 
entry in row n of the routing table points to a node whose node ID shares the 
present node's ID in the first n digits, but whose (n + 1)'11 digit is different from the 
(n + 1)'11 digit in the present node's ID. The routing procedure involves two main 
steps. Given a message, the node first checks whether the key is within the range of 
its leaf set. If so, the message is sent directly to the destination node. Othetwise, 
the message is fotwarded to the node that shares a cotmnon prefix with the key by 
at least one more digit. 
03121 12130 23112 32110 
10221 11310 12130 13331 
12012 12130 12203 12311 
12103 12112 12122 12130 
12130 12131 12132 12133 
Figure 2.6: Pastry lookup example 
Figure 2.6 shows a lookup example of Pastry provided by Salter and Antonopoulos 
[24] to show how a message is fotwarded to the destination using Pastry. As shown 
in Figure 2.6, a peer node generates a query for key 12321. This query is fotwarded 
fi:om node 12130 which has the first two digits in common to node 12311 which 
has the first three digits in common with the key. The routing table for peer node 
12130 is shown matching more digits of the node's identifier. Finally, the query · 
reaches the peer node 12321 that is responsible for the requested key. 
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• CAN 
Content-Addressable Network (CAN) [22] generalises the DHT methods used in 
Chord and Pastry. A CAN identifier space can be looked at as a d-dimensional 
version of Chord (which is one-dimensional) and Pastry (which is two-
dimensional) identifier space. 
For a d-ditnensional space partitioned into n equal zones, each node maintains 2d 
1 
neighbours and the average routing path length is .!_(nd). Higher ditnensions in 
4 
the identifier space reduce the number of routing hops and only slightly increase 
the size of routing table saved in each node. Fault tolerance of routing is also 
improved by higher dimensionality of CAN, since each peer node has a larger set 
of neighbours to select as alternatives to a failed node. 
(0 1) 
' 
(1, 1) 
B 
I c 
... 
E 
, D 
K (0.18, 0.12 ) A 
----
ｾＮ＠ F 
(0, 0) (1, 0) 
Figure 2.7: CAN lookup example 
Each peer node maintains a routing table containing the addresses of its neighbours 
in the network space. Figure 2. 7 shows a two-dimensional space which is divided 
into six zones. As shown in Figure 2.7, node B keeps routing entries for its 
neighbouring nodes E and C. When node B generates a query to a key K (0.18, 
0.12), the query is propagated through node E to node A which is responsible for 
keyK. 
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• Kademlia 
Kademlia [14] not only uses the basic DHT methods (e.g. unique ID, routing table 
with <key, value> pairs), but also provides a number of desirable features 
superseding other previous DHTs (e.g. Chord, CAN and Pastry). 
Kade1nlia is based on the calculation of the "distance" between two nodes on the 
overlay with an XOR metric. Each Kademlia node stores contact information about 
other peer nodes in the local routing tables. When a Kademlia node receives a 
message from another node, it will update the approptiate entry for the sender's 
node ID. Thus, the peer nodes which issue or reply a large number of queries will 
become widely known, which enables more capable nodes to take on tnore 
workload in the network. 
To lookup a specific key, the query originator searches the local routing tables for · 
a nodes with the closest distance to the query originator and then contacts them in 
parallel. Each recipient node replies with the information about the peer nodes 
which is closer to the key. The query originator resends the lookup to nodes it has 
learned about frotn previous RPCs. 
Figure 2.8: Example of Kademlia topology and lookup 
Figure 2.8 shows a simple example to locate a node by its ID in a Kademlia binary 
tree with a == 1 , where the black dot shows the location of the node with prefix 110 
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in the tree. This node knows of at least one node in each of the sub-trees shown as 
grey rectangles in Figure 2.8. The line segment on the top of Figure 2.8 represents 
the space of IDs and shows how the search is directed to the target node. The node 
with prefix 110 in the tree looks for the node with prefix 001. A request is first sent 
to the node with prefix 0001 which is saved in the local routing table of the query 
originator. The node with prefix 001 is found in the routing table of the node with 
prefix 0001 and the node with prefix 0001 then returns the infotmation about the 
node ｷｾｴｨ＠ prefix 001 to the query originator. The node with prefix 001 is targeted 
at the second step. 
K.ademlia has been widely adopted by the several popular applications, e.g. 
BitTonent. As Chord which forwards queries to a single precise node, Kademlia 
sends lookups to any a nodes within an interval which offers lower lookup latency 
and improve system's resilience to deal with network chutns [26]. 
2.2.2 Unstructured Peer-to-Peer Systems 
In contrast to structured P2P systems, unstructured P2P systems do not maintain 
netwoi·k structure, where IP address and content stored on a given peer node are 
unrelated. Although existing search methods in unstructured P2P systems are 
heterogeneous and incompatible, most of them are dedicated to solving the 
observed issues of flooding mechanisms which can be classified into two broad 
categories: blind search and infotmed search, according to whether they need 
additional indices about the locations of resources. 
2.2.2.1 Blind search 
In the network with a blind search tnethod, peer nodes do not maintain additional 
infonnation about resource location. The advantages of blind search methods are 
that they do not need any comtnunication overhead to maintain the additional 
indices about resource locations and are extremely resilient in the highly dynamic 
networks. Flooding is the fundamental approach of blind search where queries are 
forwarded to all connected peer node to see whether they have a requested file. In 
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order to solve the tnassive traffic problem caused by flooding, several improved 
search methods have been presented recently. 
Random walkers [27, 28] is a well-known blind search method, which enables peer 
nodes to fotward a query to a randomly chosen neighbour rather than broadcast the 
query to all of its neighbours. Each neighbour repeats this process until the 
required file is discovered. The random walkers can find targets more efficiently 
while significantly reducing the traffic compared to Gnutella's flooding tnethod 
[27]. In order to increase the probability of resource discovery, pro-active 
replications are used to increase the density of copies of each object. The study 
[27] shows that the square-root replication distribution is optitnal in tetms of 
minimizing overall search traffic, which replicates files in proportion to the square-
root of their query probability. 
Yang and Garcia-Molina [7] presented an iterative deepening technique for 
resource discovery in unstructured P2P networks. Iterative deepening enables 
query originators to use successive BPS (Breadth-First Search) queries with 
increasing depths, until the request is satisfied or the maximum depth is reached. 
---•• The first BFS 
- -- - - - - - • Resend 
-·-·- ·-· ... The second BFS 
Figure 2.9: Example of iterative deepening 
A waiting titne W needs to be defined for a policy P between two successive BPS 
lookups. Figure 2.9 illustrates a simple exan1ple of iterative deepening search, 
where P = { 1, 3}, and W = 6 seconds. The query originator first initialises a BPS 
of depth one by broadcasting a request to all its neighbours. All recipient nodes 
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will process the query and "fi·eeze" the query temporarily. If the query is satisfied 
in the time period W, the query originator will do nothing. Otherwise, the query 
originator will statt the second BFS of depth three by sending Resend tnessages. A 
node that receives the Resend message will sitnply foiwat·d the query instead of 
reprocessing it. The query will be dropped at the maximum depth three in this 
example. 
2.2.2.2 Informed search 
In contrast to blind ·search, infonned seat·ch methods enable peer nodes to maintain 
additional information about other peer nodes in the network, e.g. network 
topology and resource locations. Existing infotmed seat·ch solutions can be 
classified in two categories: mechanisms with specialised index nodes and 
mechanisms with indices at each node. 
The sem·ch 1nechanisms with specialised index nodes have been used in cunent 
P2P applications. For exatnple, Napster employs a centralised server to maintain 
such additional information. Kazaa and JXT A utilise a set of semi-centralised 
supe1nodes to maintain the extra information about their leaves and other 
supemodes. 
However, systems with specialised index nodes m·e vulnerable to attack by 
centralising indices in a s1nall subset of peer nodes. New 1nethods have emerged in 
recent years by distributing indices to each individual peer node in the network. 
Such methods can be further classified into the following three approaches 
according to their design principles. 
• Topology optimisation 
In many P2P applications, topology determines performance. The first approach 
intends to reduce search cost by adapting and optimising the overlay topology of 
network. Each peer node is expected to keep topology information about its 
neighbours or neighbours' neighbours. 
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A topology optimisation method is used in Gia [29] by putting most peer nodes in 
the network within a short reach of high capacity nodes, which leads to the 
situation that the high capacity nodes are also the nodes with high degree 
(connectivity). This protocol ensures that the well-connected nodes, which receive 
a large proportion of the queries, actually have the capability to handle these 
queries. 
Different from Gia that enables each peer node to connects high capacity nodes as 
neighbours, the studies [30, 31] present topology optitnisation methods by 
preferentially selecting low-cost and low-latency connections. These methods 
addressed on the topology mistnatch problem between P2P logical overlay network 
and physical underlying network (which incurs a large volutne of redundant traffic 
on P2P networks) by deleting inefficient overlay links and adding efficient ones. 
Adaptive Connection Establishment (ACE) is presented in [30] for building an 
overlay tnulticast tree among each source node and peer nodes within a cetiain 
diameter frotn the source node. ACE then futiher optimises the neighbour 
connections which are not on the tree while retaining the search scope [30]. 
A. ｾＭｾ＠
. ...... , ·!! • 
B 15 C 
A-ＱＱｾ｜｜＠
• • ｾﾷ＠ . ;::::It_ • 
B 15 C 
(a) (b) 
Figure 2.10: Examples of blind flooding and selective flooding (a) 
blind flooding (b) selective flooding 
Figure 2.10(a) illustrates an example of redundant query messages caused by blind 
flooding. Node A sends a request to node B and node C. If neither node A nor node 
B knows the other that has received the same query from node A, it is possible for 
them to receive redundant query messages by fotwarding the query to each other as 
shown in Figure 2.10(a). 
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This problem can be solved by selective flooding with minimum spanning trees 
(Figure 2.10(b)), where 4, 15, and 16 represent traffic cost between the pair of two 
logical neighbours AB, BC, and AC, respectively. A minimutn spanning tree among 
node A and its neighbour B and C can be built by simply using an algorithm like 
PRIM [32], which finds a sub-tree of connections that includes every node where 
the total weight (traffic cost) of all the connections in the tree is minimised. Node 
C is selected as a non-flooding neighbour. The traffic cost incutTed by A's flooding 
is decreased from 50 ( 4+ 16+ 15+ 15) to 19 ( 4+ 15). 
ＱＭＺＺＬｾＺｾﾷＷ＠
... . " ... 
B 15 C 
(a) (b) 
Figure 2.11: Overlay optimisation (a) node A probes node C's 
neighbour node D (b) node A keeps node D as a direct neighbour 
As shown in Figure 2.11(a), node A further probes the distance to the non-flooding 
neighbour C's neighbours: node D. If the AD is smaller than AC as shown in 
Figure 2.11 (b), node A will keep node D as a direct neighbour instead of node C. 
• Informed search with statistical information about neighbours 
The second approach enables peer nodes to route queries to the neighbours that are 
likely to have the requested files in accordance with the tnaintained statistical 
infotmation about neighbours. 
Tsoumakos et. al [33] introduced an adaptive and bandwidth-efficient algorithm 
for searching in unsttuctured P2P networks, called Adaptive Probabilistic Search 
(APS). Different from the above topology optimisation methods, the search 
algorithm of APS is not allowed to alter the overlay topology. In APS, each peer 
node keeps an index describing which objects were requested by each neighbour 
with a success ratio of previous searches. The probability of choosing a neighbour 
to find a patticular file is dependent on the success ratio. In APS, searching is 
27 
Literature Survey 
based on the sitnultaneous deployment of k walkers and probabilistic forwarding. 
The query originator sends queries to k of its N neighbours. If each of these nodes 
can find a 1natched object in its local repository, the walker tetminates, othetwise it 
gets forwarded to one of this node's neighbours. This procedure continues until all 
k walkers have cotnpleted. The update takes a reverse path back to the query 
originator to adjust probability accordingly either with success or failure. 
Two update approaches are utilised in APS: optimistic approach and pessimistic 
approach. For the optimistic approach, when a node forwards the request to one or 
k of its neighbours, it pro-actively either increases the relative probability of peer 
nodes ｩｾ＠ picks by assuming the walkers will succeed. If the walker is successful, 
there is nothing to be done. Othetwise, index values relative to the requested object 
along the walker's path must be con·ected. For the pessimistic approach, the query 
originator decreases the relative probability of the chosen peer nodes by assuming 
the walkers will fail. The update procedure takes place after a walker succeeds, 
having nodes increase the index values along the walker's path. But there is 
nothing to be done when a walker fails. According to the results shown in [33], 
APS can discover many more objects with much higher success rates than random 
walkers algorithtn. 
Adamic et. al [28] showed that many peer nodes can be reached by fotwarding 
queries to peer nodes with the highest degree (number of connections) in the 
neighbourhood and thus it can get many results back. Yang and Garcia-Molina [7] 
experimented this model by fotwarding queries to the peer node which had the 
largest number of neighbours. Yang and Garcia-Molina also designed and 
simulated several other heuristics to help in selecting the best peer nodes to send 
query, for example, the peer node that retutned the highest number of results from 
previous searches or the peer node that had the shortest latency. 
The study [34] experimented a similar heuristic that the peer nodes with more files 
are 1nore likely to be able to answer the query, called Most File Shared on 
Neighbourhood (MFSN) which fotwards the query to the neighbouring node 
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shruing the largest number of files. In accordance with these previous studies 
above, these heuristic-based methods can generally achieve better perfotmance 
than random walkers. 
In contrast to the above studies using only one heuristic parruneter, DSearch 
method in [3 5] puts two heuristics in consideration. In order to achieve a high 
ｳｾ｣｣･ｳｳ＠ rate and efficiency, quedes are forwarded to the "good" peer nodes that are 
more likely to have the requested files or can find the requested files with a high 
probability in future hops. Two heuristics are considered to detetmine the 
"goodness" of a neighbour: the number of shared files in the neighbour and the 
expected number of accessible files in future hops via the neighbour. DSearch 
utilises high-degree nodes to find a wider range of accessible peer nodes, while 
using the neighbouring nodes that shares a large number of files to discover the 
requested files. From the simulation resplts, DSearch achieves the better 
performance when compared to the 1nethods with only one heuristic. 
The principle behind these heuristic-based methods is to fotward queries to the 
more capable peer nodes, for example, the peer nodes with the highest success rate 
of searches, the peer nodes with the highest degree, the peer nodes with most 
shru·ed files or a combination of two of them. However, such capable peer nodes 
tnay be over-loaded and become the victims of their own success. Traffic 
unbalance could be a significant limitation to these tnethods. 
• Informed Search with Cached Semantic Information 
In contrast to the second approach of tnaintaining simple statistical information, the 
third approach enables peer nodes to keep a routing index which contains detailed 
setnantic information about content of shared files. This infotmation can be 
collected by exchanging indices regularly with other peer nodes or caching the 
historic record according to the results of own previous queries. 
Routing Indices 
Routing Indices (RI) [36] enable peer nodes to create query routing tables by 
hashing file keywords and regularly exchanging those with their neighbours. Peer 
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nodes normally maintain additional indices of files offered by their overlay 
neighbours and neighbours' neighbours. In the RI system, the shared documents 
are classified into different categories of topics. Each peer node maintains the RI 
indicating how many documents of which categories could be found through that 
neighbour. When a new connection is established in the RI system, two peer nodes 
will aggregate and exchange their own RI to each other. In order to keep data in RI 
up-to-date, peer nodes will notify neighbours about the changes in the local RI 
caused by addition/removal of shared documents or joining/leaving of other 
neighbours. 
When a peer node receives a query, the peer node needs to compute the 
"goodness" of each neighbour for a query. The number of docwnents that may be 
found in a path is used as a measure of goodness. If more documents are found 
through a particular neighbour, that neighbour will be selected to fotward a query. 
Path Docs Documents with topics DB N T L 
B 100 20 0 10 30 
c 1000 0 300 50 0 
D 300 100 0 100 150 
Figure 2.12: Example of compound routing indices 
Figure 2.12 shows an example ofRI [36], where node A has three neighbours: .node 
B, node C and node D, and four categories of interests: databases (DB), networks 
(N), theory (T), and languages (L). In te1ms of the routing indices in node A, 1000 
documents can be accessed via node C including 300 documents about "networks" 
and 50 documents about "theory". The nutnber of results in a path is estimated as: 
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NumberOJDocumentsX IT CRI(s;) , where CRI(s;) is the value for 
NumberOJDocuments 
the cell at the colmnn for topics; and at the row for a neighbour. When node A 
receives a query for documents on "database" and "language" which needs to be 
. 20 30 further fotwarded, the expected number of results ts -x-x100 = 6 fi:om 
100 100 
node B, - 0-x-0-x1000 = 0 from node C, and 100 x 150 x300 =50 from 
1000 1000 300 300 
node D. Therefore, node A will select node D as the best neighbour to forward the 
query to. 
Upadrashta's 1nodel 
Upadrashta et. a1 [3 7] proposed to optimise the speed of search in a Gnutella-based 
environment. Peer nodes create their ":fiiend lists" and use these lists to 
semantically route queries in the network. Similarly to RI [36], shared files are 
classified into categories reflecting semantic areas of interest. For example, topics 
like disttibuted databases and P2P systems characterise the area of distt·ibuted 
systems which is a category in the model. A peer node tnaintains separate lists of 
"friends'; for all of its interest categories. 
When a query is received by a peer node, the query is classified into a category 
which will be fotwarded to the "best friends" in that particular category. The "best 
friends" are selected based on the "strength of relationship,. The fonnula to 
calculate the stt·ength of relationship is given: ｓｾ＠ = ｒ［ｾ＠ , where, ｓｾｸ＠ is the 
QA 
strength of relationship between peer node A and peer node X, ｒｾ＠ is the number 
of interactions by peer node X in category C issued by peer node A and Q; is the 
total number of queries issued in that category by peer A. A simplified model with 
some modifications of their original protocol is simulated in a network with 100 
peer nodes . and 200 files on the JADE (Java Agent Development Framework) 
platform [38]. From the obtained results, the creation of "friend list" helps ·in 
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reducing search time for queries and reduces the number of messages generated in 
the systetn. 
Sripanidl\ulchai's model 
The idea of constructing "friend lists" has been also used in the Sripanidkulchai' s 
tnodel [39], which presents a content location solution in which peer nodes loosely 
organise themselves into interest-based structure. When a peer node joins the 
system, it first searches the network by flooding to locate content. The lookup 
returns a set of peer nodes that store the content. These peer nodes are potential 
candidates to be added to a "shot1cut list". One peer node is .selected at random 
from the set and added. Subsequent queries will go through the peer nodes in the 
shortcut list. If a peer cannot find content :fi.·om the list, it will generate a lookup 
with Gnutella protocol. From their results, a significant amount of flooding can be 
avoided which makes Gnutella a tnore competitive solution. 
Sripanidkulchai 's model is further extended in study [ 40] on SWAP infi:asttucture 
[ 41] by classifying the shortcuts into four layers: shortcuts to remote peers which 
have successfully answered a query; shortcuts to remote peers who have issued a 
query; shortcuts to well connected remote peers; and shortcuts to peers on an 
underlying default network. However, this shottcut overlay network is still 
consttucted based on routing by flooding and maintenance overhead is 
significantly increased with a hierarchical architecture compared to original 
Stipanidkulchai' s model. 
NeuroGrid 
NeuroGrid [42] is an adaptive decentralised search system. NeuroGrid utilises the 
historic record of previous searches to help peer nodes make routing decisions. In 
N euroGrid, peer nodes suppot1 distributed searches through semantic routing by 
tnaintaining routing tables at each node [ 42]. In the local routing tables, each peer 
node is associated with keywords regarding the content it stores. When a peer node 
fotwards a query, it will search for the peer nodes that are associated with the 
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query keywords. In each hop, NeuroGtid intends to find M tnatched peer nodes and 
then forwards the query to these peer nodes. If there are not M matches found, the 
algotithm will randomly select peer nodes in the routing table until M peer nodes 
are selected. 
In NeuroGtid, users' responses to search results are stored and used to update the 
tneta-data describing the content of remote peer nodes. NeuroGtid can learn the 
· results frotn previous searches to make future searches more focused and 
setnantically routes queries according to the cached knowledge. However, 
NeuroGrid is only effective for previously quetied keywords and not suitable for 
networks where peer nodes come and go rapidly [43]. 
TIL= I 
/ B- Nxxx 
B- Nxxx 
B- Nxxx 
Figure 2.13: Example of NeuroGrid lookup 
An example is illustrated in Figure 2.13 to show how NeuroGrid semantically 
routes queries in a P2P network. Peer node NOO 1 receives a query for keywords A, 
B and C, and generates a subset of nodes N002 and N003 for the query with respect 
to cached knowledge. Peer node N003 will continue to query node N004 and node 
NOOS, and then the query reaches node NOOS where a match is obtained. 
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2.3. Social Networks and Peer-to-Peer 
2.3.1 Small-World Phenomenon 
Small world phenomenon is a famous hypothesis in social networks that everyone 
in this world can be reached by a sho1t chain of social acquaintances. 
• Stanley Milgram's Experiment 
In 1960s, the social psychologist Milgram conducted a famous small-world 
experiment [11]. He sent 60 letters to various recruits in Omaha, Nebraska who 
were asked to forward the letters to a stockbroker living at Massachusetts. The 
participants were only allowed to pass the letter by hand to friends who they 
thought might be able to reach the destination, no matter if directly or via a "friend 
of a friend". The most famous result of his experiment is that the average length of 
the resulting acquaintance chain is about six, which leads to the well-known phase 
"six degree of separation". 
• Watts's Model 
Regular Random 
P=O 
Increasing randomness 
p=1 
Figure 2.14: Random rewiring between a regular lattice and a random 
network 
Working much 1nore recently, Watts and Strogatz [ 44] presented a mathematical 
model to analyse the small world phenomenon. They explored small world 
networks by rewiring regular networks to introduce increasing amounts of disorder 
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with probability p, as shown in Figure 2.14. From their analysis, these systems can 
be highly clustered, like regular lattices, and also have stnall characteristic path 
lengths, like random graphs. 
They analysed the large regular graphs with sparse connections: n >> k >> 1, 
where n is the number of vettices in the graph and k is the number of neighbours of 
each vertices, and find that such regular graphs have large average path lengths 
Lregular ｾ＠ n I 2k >> 1 and high clustering coefficients C,.egttlar • For example, if n is 
4,096 and k is 16, then L,.ewtlar = 128 >> 1. The clustering coefficient of a vertex is 
the propoltion of the links between veltices within its neighbourhood divided by 
the possible number of links between them. In social networks, the clustering 
coefficient can be thought of as counting the nutnber of connections among a 
person's friends. As shown in the small-scale regular graph in Figure 2.14, each 
vettex has four neighbours and there are a total of 4 x 3 I 2 = 6 possible 
connections among them. However, only 3 connections are presented, thus the 
clustering coefficient of the regular graph is Cregttlar = 3 I 6 = 0.5 . 
A random graph, where vertices are connected to each other at random, can be 
charactedsed by the number of vertices n and the average edges per vertex k. For 
the large random graphs in the same case of n >> k >> 1 , the average path length is 
Lranaom ｾ＠ ln( n) I ln(k) and the clustering coefficient is Crauaom = k I n . For the same 
example where n is 4,096 and k is 16, the average path length is 
Lraudom = In( 4096) I ln(16) = 3 that is tnuch shotter than Lrewtlar of the regular graph 
and clustering coefficient is cra/ldom = 1614096 ｾ＠ 0.004 that is also much lower than 
cregttlar of the regular graph. 
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Figure 2.15: Path length and clustering coefficient for randomly 
rewired graphs 
Figure 2.15 shows the evolution of path length and clustering under rewiring 
relative to initial values. From the results shown in Figure 2.15, we can see that 
with larger p, clustering remains high but average path length drops significantly. 
If only 1% of edges are rewired, the clustering coefficient is still similar to that of 
the regular graph. However, the average path length has dropped to the level of 
rand01n graph. This model reveals the two properties of a small-world network: a 
high clustering coefficient of veltices and a shott. average path length to other 
vertices. 
• Kleinberg's Model 
Figure 2.16: The Jon Kleinberg's model 
Following Watts's work, Kleinberg [45] discussed the navigation issue in small-
world networks. He analysed small world networks by adding the long-range 
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connections to a two-dimensional lattice. This process is controlled by a clustering 
exponent a which determines the probability of a connection between two nodes as 
a function of their distance in the graph. For two node i andj, the distance d(i,j) 
is given as d (i, j) = !x; - x j ｉｾ＠ !Y; - y j I· Each node has a short-range connection to 
all nodes within p lattice steps, and q long-range connections to randomly chosen 
nodes with probability propottional to d-a where a is a pre-defined exponent. A 
decentralised algorithm is used for transmitting a message frotn a source node to a 
target node. At each step, each message holder will pass it to one of its short 
connections as well as one long-range connection with the local information only. 
There is in fact a unique value of exponent a at which it is possible to perfotm the 
transmission task in short steps. When a = 2 and p = q = 1 , there is a 
decentralised algorithm that achieves a very rapid delivery titne T bounded by a 
function propottional to (log n) 2 • However, for every other exponent, an 
asymptotically much larger delivery time is required. 
A characteristic feature of small-world networks is the short diameter of network, 
which means there is always a very shott path between any nodes in the network. 
The Kleinberg's model provides a method of deploying an overlay network for 
P2P systetns with a very simple routing protocol. However, neither Watts's model 
nor Kleinberg's model shows how to use a search algorithm based on local 
infotmation to discover the local neighbouring peer nodes that have specific 
external connections for a special resource discovery. Iamnitchi et. al raised the 
open question [ 46] about how to fotm and maintain inter-cluster connections and 
how to let nodes know which local nodes have extetnal connections. This issue has 
been addressed here, which is explained in detail in Chapter 3. 
• Scale-free Models 
Barabasi and Albert [ 4 7] mapped a part of the World Wide Web (WWW) in 1999 
using a Web crawler and displayed the result as a graph. In this graph, all visited 
.pages were represented as nodes and two pages are connected by a directed link if 
there is a web link between them. The surprising result is that the WWW did not 
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have an even distribution of connectivity. In contrast; smne nodes had many more 
connections than others. In this graph, The probability p(k) that a node connected 
to k other nodes was proportional to k to the power of a constant r: p(k) oc: k-r. 
The similar phenomena have been also observed in some other networks, including 
some social and biological networks. These networks with the same characteristic 
are called scale-free networks (or power-law networks). Scale-free networks are 
also small world networks because they also have large cluster coefficients and 
shott average path lengths. 
The factors leading to the scale-free distribution is complex. For example, a new 
node joining the network will have preference to early entrants; the longer a node 
has been in the network, the larger number of links to it; peer nodes with a larger 
number of links are easer to find; peer nodes with a higher capability (such as with 
large bandwidth and shating a great deal of interesting content) also attracts more 
connections, which causes that the greater the capacity of the node, the faster its 
growth [ 48]. 
Barabasi and Albert [ 4 7] presented a "rich get ticher" generative model called 
preferential attachment, where each new Web page creates links to existent Web 
pages with a probability distribution which is not uniform, but propottional to the 
current in-degree of Web pages. Thus, a page with many links will attract more 
links than a regular page, which generates a power-law, but their resulting graph 
still differs from the actual Web graph in other properties such as the presence of 
stnall tightly connected communities. 
The tnost protninent strength of scale-free networks is their fault tolerance. In 
random networks, a small number of random failures can collapse the network. In 
the scale-free networks, since the degree is very heterogeneously distributed in the 
systetn, a random failure will very likely happen on one of the nodes with low 
.. degree, which are most often not serious for the connectivity of the network. On 
the other hand, scale-free networks are yulnerable to intentional attacks on their 
hubs which are the nodes with high degree. If the hubs of the system are attacked, 
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the network is tnore rapidly fragtnented than the corresponding random networks. 
Moreover, the scale-free networks are also vulnerable to epidemics. In randotn 
networks, epidemics need to surpass a critical threshold (a number of nodes 
infected) before they separates system-wide. The study [ 49] indicates that the 
threshold for epidemics in scale-free networks is zero. 
2.3.2 Other Social Theories 
In this section, a btief introduction will be given on other concepts in social science 
(except the concept of small world) that can be used in the design ofP2P systems. 
In social networks, individual people or aggregate units (such as department, 
organisation or family) are usually analysed as actors [50]. A social network is a 
set of actors and the relations that hold them together. These actors exchange 
resources (e.g. infotmation, goods or social services), which then connect them in a 
social network. 
Watts [51] presented that individuals in social networks are endowed not only with 
network ties, but also with identities: sets of charactetistics which they atttibute to 
themselves and others by virtue of their associations with social groups. Query 
tnessages can be directed efficiently with the combined knowledge of network ties 
and social identities. Watts also showed that individuals in social networks cluster 
the world hierarchically into a series of layers, where the highest layer accounts for 
the entire world and each successively deeper layer represents a cognitive division 
into a greater number of increasingly specific groups. 
Social networks are not only investigated as a whole by using sociocenttic 
approaches [50, 51], )but also explored with egocenttic approaches by analysing 
each person and his/her connections to other people [52]. A personal network is a 
special kind of social network that is centred around a person [52]. Generally, a 
personal network is a set of people that are preferably contacted by an individual 
person to get information or advice. 
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Newcotnb [53] indicated that one of the primary differences between the behaviour 
of the newborn infant and that of an adult is that random and diffuse behaviours 
gradually become more highly organised. Adults' behaviours are mobilised in a 
selective manner toward specific goals. People tend to manipulate circumstances, 
so that they benefit in socialising with the people they choose [53]. The personal 
network is usually used for personal own benefit. For example, when a person is 
assigned to a project with a topic, the first thing he/she usually would do is to 
contact people who know the topic or who can provide background information or 
give advice on how to solve his/her problems [54]. 
The previous study in [55] shows that one of the most effective channels for 
disseminating of infotmation and expertise as well as finding infotmation within an 
organisation is his/her social network of collaborators, colleagues and friends. 
Searching for a piece of information in social networks is most likely a matter of 
searching for an expert on the topic together with a chain of personal referrals fi·om 
the searcher to the expert [55]. 
2.3.3 Social Peer-to-Peer Models 
• Small World and Peer-to .. Peer 
The theory of small world in social sciences has also been applied to the system 
design of P2P overlay networks. Most studies of consttucting small world 
behaviours on a P2P topology are based on the concept of clusteting peer nodes 
consciously into groups, communities, or clusters (e.g. [56-58]). Studies like ([9, 
59, 60]) have explored the possibility of building an information sharing systetn by 
clusteling peer nodes into different groups according to their interests. 
The Stnall World Overlay Peer-to-peer (SWOP) protocol [56] is built on the top of 
the existing sttuctured P2P networks (e.g. Chord [19]) by classifying peer nodes 
into clusters, which achieves improved lookup performance over existing 
protocols. A similar idea is followed in studies [57, 58] by dividing a Chord ling 
into smaller sub-rings and using a primary·ring to route quedes between different 
sub-tings to achieve better performance than flat DHTs. These group-based 
40 
Literature Survey 
systems, built on the top of stJ.uctured P2P systems, acquire the efficiency of 
stJ.uctured P2P algorithms and achieve enhanced performance. However, these 
systems also inherit and even aggravate the maintenance difficulties of structured 
P2P algoritlnns by supporting an additional multilayer topology. 
Group stJ.·ucture has also been deployed on unstJ.uctured P2P systetns. Zhang et al. 
[ 61] presented an enhanced cache replacement scheme for Freenet by forcing the 
routing tables to resemble neighbour relationships in a small-world acquaintance 
graph. Most files in one node are "close neighbours" and only a few of them are 
"distant" files. 
Semantic Small World (SSW) in [62] facilitates efficient setnantic based searches 
in P2P systetns where peers are clustered according to the semantics of their local 
data. SSW involves three major tasks to construct a small world network: obtaining 
a semantic label that positions a peer node in the setnantic space, fonning peer 
clusters in the semantic space, and constructing an overlay network across the 
logical peer clusters to fotm a semantic small world network. 
2.3.3.1 Social Behaviour and Peer-to-Peer 
As discussed in Section 2.2.2, some social behaviours can more or less be found in 
the current infotmed search methods (e.g. Upadrashta's model [37], 
Sripanidkulchai's tnodel [39], and NeuroGtid [ 42]) by building a "friend list" in 
each peer node. Based on the previous work, two social P2P models are emerging 
in the last few years, which will be intJ.·oduced in this section. 
• Socialized.net (TSN) 
Socialized.net [ 63] is a social P2P infrastJ.ucture, which aims to give computers a 
tudimentary social network. Socialized.net allows applications to work in more 
hwnanly natural way, seamlessly integrating centralised services and distributed 
contacts. TSN is designed to be configurable and dynamic. Applications can 
specify both their own stJ.uctures and matching policies for the meta-data. 
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A search performed by TSN includes two steps: firstly, a local filtering of 
incoming resource descriptions is set up for a given query. The filter can process 
resource announcements and incoming replies regarding this query. In the second 
step, TSN sends the query to other nodes, who in tutn will forward the query to 
more peer nodes. Resource descriptions matching the query are then routed back. 
TSN automatically re-sends the query at a given time interval to keep searching. A 
search is not terminated until the user explicitly retnoves the query from the 
daemon (a program responsible for all outwards communication). 
TSN provides a general infrastructure for a social peer-to-peer network. However, 
the search mechanism of TSN is very simple, which does not provide any matching 
policies and node selection algorithms for application development. 
• Tribler 
Tribler [64] is a social-based P2P file sharing paradigm built on the top of 
BitTorrent. Tribler exploits social phenomena by maintaining social networks and 
using these in content discovery and download. Tribler uses an epidemic protocol 
nruned Buddycast to .discover buddies with similru· tastes. By using Buddycast, 
each peer node maintains a list of the top-N most similru· peers along with their 
current preference lists. Periodically, each peer node connects to either one of its 
buddies to exchange preference lists, or to a randomly chosen peer node to 
exchange this information. However, Tribler focuses on cooperative downloading 
rather than resource discovery in P2P networks. The periodical exchange of 
preference lists introduces a potentially large amount of communication overhead 
and new secutity and privacy issues into the system. 
2.4. Summary 
Recent research on sttuctured and unstructured P2P systetns provides a series of 
useful solutions to improve perfotmance of resource discovery in P2P networks. 
Stt·uctured P2P systems provide much tnore efficient routing of queries over 
flooding-based de-centt·alised tnechanisms as well as solve the scalability problem 
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of centralised mechanisms. In structured P2P systems, queries are propagated by a 
small number of nodes to the target node according to distributed routing 
references stored in each peer node. Moreover, sttuctured P2P systems offer load 
balance for ｲ･ｴｲﾷｩ･ｶｩｾｧ＠ shared files bypassing the problems of hot spots and the 
single-point-of-failure of system. 
However, some recent studies (e.g. [7, 8, 65]) argue that the cost of maintaining a 
consistent distributed index is very high in the dynamic and unpredictable Intetnet. 
Some structured P2P systems (e.g. Kademlia [14]) are beginning to seek ways to 
save the cost of maintaining a consistent index. Moreover, structured P2P cannot 
afford to str·ictly contr·ol data placement and the topology of the network, especially 
when systetn users come from non-cooperating organisations [65]. Another 
problem observed in structured P2P systems is that these systetns can only support 
search-by-identifiers and lack the flexibility of keyword searching [66]. In a 
frequently changing network, DHTs require frequent re-distribution of content 
which could lead to significant network tr·affic. 
In contrast to structured P2P systems, unstructured P2P systems do not control data 
placement and are resilient in dynamic environments. Vatious approaches, like 
random walkers, Iterative Deepening, Adaptive Probabilistic Search and Routing 
Indices, have been proposed to improve performance of content lookup in the 
Gnutella network. But these search methods in unstructured P2P systems tend to 
either require high storage overhead or generate massive network traffic to search 
networks. 
Due to the similruity betw:een social networks and P2P networks, the concepts of 
small world have also been adopted to the system design of P2P networks by 
clustering peer nodes consciously into clusters [56-58]. However, due to the lack of 
a central server in the above P2P systems, the simple community formation and 
discovery becomes much more complex. A large communication overhead is 
required to cotnpensate for the server even when operating with infotmation 
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dissemination techniques (e.g. Gossiping and Rumour Spreading [67]) and 
compact data structures (e.g. Bloom Filters [68]). 
Some social models are emerging in P2P systems in the last few years, like 
Socialized.net and Ttibler, which enable peer nodes to achieve an improved search 
with their fiiend lists (or buddy lists). However, most of them are based on routing 
by flooding and are not capable of adapting to the dynamic environments of P2P 
systems. 
Search techniques described above provide useful solutions to the problem of 
resource discovery in P2P networks. However, none of these have explored the 
possibility of self-organising peer nodes in a cooperative manner by mimicking 
different human behaviours in social networks and show how these human 
behaviours can bring about" benefit in improving the perfonnance of resource 
discovery in P2P networks. 
Bearing this in mind, in the next chapters, two models: SWAN and ESLP, will be 
presented with the characteristic features of social networks, considering whether 
the stnall world phenomenon and human strategies in social interactions are useful 
for resource discovery in P2P networks and whether they can avoid the problems 
of previous methods as discussed in this chapter. 
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3. SWAN: A Preliminary Model 
3.1. Small World Architecture 
Watts [44] analyses the small world phenomenon in highly clustered sub-networks 
consisting of local nodes and random long-range shottcuts to remote nodes. Watts 
demonstrates that the path-length between any two nodes of his model graph is 
surprisingly small. Due to the similarity between the social networks and P2P 
networks, Watts's theory can be adopted in design of P2P networks: each peer 
node is connected to some neighboudng nodes, and a group of peer nodes together 
keeps a small number of long links to distant peer nodes. 
However, ｾｨ･＠ cutTent unstructured search algodthtns have difficulty in 
distinguishing among these random long-range shottcuts and efficiently finding a 
set of proper long-range links located in a node or its group for a specific resource 
lookup. For this reason, Iamnitchi et al. [ 46] raised the open question of how to 
fotm and maintain inter-cluster connections and how to let nodes know which local 
nodes have extetnal connections, but the study does not give an answer to this 
. question. 
In this chapter, a Small World Architecture for peer-to-peer Networks (SWAN) is_ 
presented for resource discovery in multi-group P2P systems. A semi-snuctured 
P2P algorithm of SWAN is used to create and discover the long-range shottcuts 
between different peer groups, which can satisfy the following requirements of 
design: 
(1) Not every peer node needs to connect to other peer groups; 
(2) Each peer node needs to know or can easily find which peer nodes have 
extetnal connections to which peer groups; 
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(3) External links to other peer groups need to be distributed within the peer 
group and cannot be centralised in one or a few peer nodes. 
3.2. Model Description 
SWAN is built upon a generic group stlucture similar to that in the Kleinberg's 
tnodel [69]. Studies like [10, 59, 60] have presented the tnethodologies of building 
an information sharing system by grouping peer nodes. The resource registration 
service in the previous system [57] is utilised in SWAN. Machines of new resource 
providers register with the bootstrap server which stores the details of each 
machine's resources and capabilities. Then a machine will be assigned to a peer 
group according to the context of its shared resources. 
Figure 3.1: Topology of SWAN 
In this section, a new information publishing and retdeval algorithm of SWAN is 
presented for resource advettising and discovery inside and outside of peer groups. 
By using a cotnpact representation tnechanism (e.g. Bloom Filters [68]), each peer 
node maintains an inconsistent list about tnetnbers in the same group and regards 
other members as "acquaintances". A group of peer nodes keeps a small number of 
long links to distant peer nodes. A semi-stluctured P2P search approach is 
presented to create long-range links between groups, as well as to discover the 
local peer nodes that have specific external com1ections. A simple example of 
SWAN topology is illustrated in Figure 3.1. The algorithms of SWAN will be 
described from three aspects in this section: intra-group content searching, inter-
group content searching, and group infonnation maintenance. 
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3.2.1 Intra-group Content Searching 
Each shared file in SWAN is published by an associated content advertisement. A 
content advertisement is an XML file that provides the relevant meta-infotmation 
on the file (e.g. file name, file size, file description, address of the host node). The 
content advertisement is pushed to a target peer node according to the hash value 
of the name of the file, as well as the internal neighbours of the target peer node in 
the men1ber list within a specific distance d to increase the probability of discovery 
of the advertisement. The advertisement lookup procedure involves two steps: a 
structured P2P search followed by an unsttuctured P2P search. The query 
originator first searches the target peer nodes generated from the same hash 
function (shuctured P2P search). If the requested advertisement cannot be found in 
the target peer node (e.g. the target peer node is offline at the moment), the query 
originator will continue to search the neighbours of the target peer node in the 
tnember list within a distance d (unshuctured P2P search), and can find the 
requested files with a high probability. 
Pl 
Hash(Kl) ｾｐＴ＠ I AdvettU;.g ｓ･｡ｾＭ｣ｨｩＱＱｧ＠
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P2 
Figure 3.2: Advertisement publishing and searching 
P6 
Figure 3.2 illustrates an example of content advertisement publishing and 
rehieving. P 1 shares a file with the name Kl. The publication service on peer P 1 
pushes the associated advettisement of Kl to P4 according to the hash value of Kl 
and the neighbours of P4 (P3 and P5) within the distanced= 1. Then other peer 
nodes in the srune peer group can easily find the advertisement with a high 
probability. In this case, P6 looks for the advertisement by generating the same 
hash value pointing to P4 with the same hash function, sends a query to P4 and 
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finds the advertisement with Kl in P4. However, if the requested advertisement 
cannot be found in P4, the query originator will continue to search P3 and P5, 
which are the neighbours of P4 within the distance d = 1. 
Algorithm: Next_Node (p_id, s_id, d) 
1. d' = I p_id - s_id I 
2. IF d' 2:: d THEN 
3. IF p_id 2:: s_id THEN 
4. RETURN 
5. ELSE 
6. n'= lp_id-d I 
7. RETURNn' 
8. ENDIF 
9. ELSE 
10. IF p_id 2:: s_id THEN 
11. n' = 1 p_id + d' + 1 1 
12. RETURN n' 
13. ELSE 
14. n' =I p_id- d' I 
15. RETURNn' 
16. END IF 
17. END IF 
Figure 3.3: Algorithm for generating the searching successor 
The algorithm illustrated in Figure 3.3 shows the peer node selection procedure for 
getting the next node to search, where p_id is the index ID of the peer node 
generated from the hash function (e.g. 4 of P4), and s_id is the index ID of the 
cun-ent peer node that is selected from the member list. The algorithm returns the 
index ID of the peer node we are going to search next. If the retwn value is null, 
the selection procedure is completed. The publication and searching parameter d is 
a systetn-wide parameter, which is defined based on network chwns. Generally, a 
bigger dis required in a dynamic network with a higher network chum rate to 
achieve the same success rate. 
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3.2.2 Inter-group Content Searching 
In SWAN, a new peer group is advertised by an XML-based group advertisement 
that provides the meta-information about the peer group (e.g. group ID, group 
name, addresses of contact points, and description of the peer group). The group 
advertisement could be multicast through the network. Not all the peer nodes in the 
network will receive the advertisetnent, but many of them will. 
When a peer node receives a peer group advertisement, it will push the 
advettisement to a target peer node in the peer group according to the hash value of 
the name of the peer group as well as the neighbours of the target peer node within 
a specific distance d to increase the probability of discovery of the advettisement. 
Similarly to the intra-group content searching, if the query originator cannot find 
the requested advettisement in the structured P2P search procedure due to network 
churns, the requested advertisement can still be found in the neighbours of the 
target peer node. Therefore, even though only one peer node is informed, all the 
peer nodes in the same peer group potentially can find and pull the peer group 
advertisement. 
02 
Push(G 
® P3 @@ 
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Figure 3.4: lnter .. Peer group link formation 
Figure 3.4 illustrates the process of inter-group link fotmation. When Pi receives a 
group advertisement about group G2 with contact point P'3, it will push the 
advertisement to the target peer node P4 according to the hash function as well as 
its neighbours (P3 and P5) within the distance d = 1. Then P4 will inform the 
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contact point of group G2: P'3 with the advertisement of its peer group G1. When 
P'3 gets the advertisement of G 1, P'3 will do the same as P 1 in forwarding the 
advertise1nent of G 1 toward the target peer node P'5 according to the hash 
function, as well as its neighbours within the distance d. When P'5 receives the 
advertise1nent, P'5 will do the same as P4, sending the advertisement of its group 
G2 back to P4. When P4 receives it and sends an acknowledgement of the inter-
group link back to P'5, an inter group link will have been built between G1 and G2, 
which is maintained by P4 and P'5. 
Figure 3.5: Example of lookup in dynamic environments 
In the srune way, more inter-group links will be created and maintained between 
P3, P4, P5, and P'4, P'5, P'6, in case of d = 1. Each of them no1mally keeps 2d + 1 
inter-group links as illustrated in Figure 3.5, which makes groups connected even 
in highly dynrunic environments. Inter-group search quedes can be propagated 
toward the requested peer group efficiently via the inter-peer group links, and 
relevant shared files can be found. Context-keyword quedes [57] are utilised in 
SWAN which are composed of one or more sets of context-keyword pairs. A 
single_ pair could be "colour = orange", where "colour" is the name of peer group 
and "orange" is the keyword f9r the requested content. 
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3.2.3 Group Information Maintenance 
Different fi·otn the cutTently used strategies of maintaining tnembership 
infotmation of peer groups, the member list is only required to be loosely 
tnaintained in the case of infi.·equent peer joining and leaving of a peer group due to 
its high fault-tolerance capability. Based on studies from ptior Internet applications 
(e.g. [70]), the network churns caused by cotnputers online or offline temporarily is 
much higher than the network churns caused by peer nodes joining and leaving a 
group permanently. In SWAN, no overhead is required for other tnembers of the 
peer group to update their tnetnber list in the same peer group if a peer node 
becomes offline temporarily. Therefore, a great deal of comtnunication overhead 
for peer nodes arriving and departing can be eliminated in SWAN, which is a 
significant problem for most structured P2P networks where each peer node needs 
to maintain a consistent distributed hash index in a highly dynamic environment. 
Because the content advertisements are disttibuted not only to the target peer node 
but also to its neighbours within a specific distance d in the tnember list, the 
neighbouring nodes are always keeping similar lists of content advertisements. 
Therefore, each peer node can synchronise the peer group status ｷｩｾｨ＠ its 
neighbours and obtain the information that it missed during its offline period when 
representing the network. When a peer node reconnects to the network, it will 
ｴｮｵｬｴｩ｣｡ｾｴ＠ notifications to its neighbours with a titne stamp marking the time it last 
left the network. The neighbours will select and send back the content 
advertisement(s) with the publishing dates later than the titne of the time stamp, 
and the hash values of the names of advertisements pointing to the peer node (all 
peer nodes use the synchronised network time). 
When a peer node intends to join a new peer group, it can utilise the peer group 
search protocol to find the relevant peer group advertisement and initialise 
connections to the peer group. In order to keep the member list up to date, each 
peer node periodically and probabilistically selects a given number of peer nodes 
and reconciles the member list of the peer group. The study in [71] addresses the 
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reconciliation problems of set differences using Bloom Filters [68]. A Bloom filter 
is a summary technique that aims to encode the entries of a data set into several 
positions in a bit vector through the use of hash functions. The theory is extended 
to synchronise the status of member lists in SWAN as follows: suppose peer P A has 
a list of peer nodes, LA, with a time stamp of the last update TA and peer Po has a 
list of peer nodes, Ln, with a time stamp Tn. If TA is newer than Tn, Pn will send PA 
a Bloom Filter about Ln. PA will then check each peer node on LA against the 
Blootn Filter, and send a list of peer nodes that do not lie in Ln together with a 
Blootn Filter about LA. Pn will add the new peer nodes into its list and retnove peer 
nodes that do not lie in LA. Because of false positives, not all the information about 
peer nodes in Ln - LA will be sent, but most of them will. 
3.3. Characteristics of Small World 
In the Watts's model [ 44], small world networks are distinguished by high 
clustering coefficients and shott average path lengths. These two characteristics of 
small world will be mathematically analysed in this section. 
3.3.1 Clustering Coefficient 
The clustering coefficient of a peer node is the proportion of the links between peer 
nodes within its neighbourhood divided by the maximum number of links that 
could possibly exist between them [72]. 
Similarly to Watts's model [44], the clustering coefficient of SWAN is analysed in 
an n-node "graph" as shown in Figure 3.1, where each peer node has k internal 
neighbours and i extetnal neighbours ( n >> (k + i) >> 1 ), and peer groups do not 
overlap which are connected by inter-group links. Therefore, there are a total of 
k+ 1 peer nodes in each group and a total of g = _n_ groups in the network. The 
k+l 
publication and searching parameter d = 0 in the static environment with the 
present rate of peer nodes p = 100% . 
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Exlernal 
Neighbour 
\ 
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Figure 3.6: Neighbourhood of a peer node 
A peer node has i inter-group links. Therefore, it has k+i "neighbours" in the 
network (k intetnal neighbours and i external neighbours), as shown in Figure 3.6. 
Th 'bl l"nk b . . hb (k+iXk+i-1) B . . e posst e 1 s . etween tts netg ours are . ut tn a static 
2 
environment with d = 0 , i external neighbours do not keep inter-group links to k 
internal neighbours. There are approximately ((i) · n) inter-group links out of a 
. 2 
1 n(n-1)-n·k "bl l'nk h (·) · h b f · tota posst e 1 s, w ere z ts t e average nutn er o tnter-group 
2· 
links. The probability that two extetnal neighbours are connected to each other by 
an inter-group link is (i) , which will be very low because n >> (k + i) >> 1. 
n-k-l 
Therefore, the actual links in the neighbourhood of a peer node are the links among 
its k intetnal neighbours: k(k - 1). Thus, the clustering coefficient of the peer node 
2 
with i extetnal neighbours is: . :::: 2 (k(k -1)) k(lc -1) . 
r, (k + i)(k + i -1) 2 (k + iXk + i -1) 
- I I k(k -1) 
The weighted average is r= L,p1y1 = LP; ·X . ) , where Pi is the 
i=O i=O (k + l k + l -1 
probability that a peer node keeps i extetnal links and I is the maximum of the 
inter-group links of a peer node. 
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The inter-group links are randomly distributed with a hash function. The 
distribution of inter-peer links can be regarded as a Poisson distribution: 
Af ·e-J g 1 n 
P;:::: where .It=-=- and g=n, +l' So if /c + 1 tC 
n-k-1 
-_ ± k(k-1) :::: ± (k+1Y 
r- i=O P; (k+iXk+i-1) i=o if 
11-k-1 
. e- (k+t)2 • k(k -1) . 
(!c + i X1c + i - 1) (3.1) 
3.3.2 Average Path Length 
The average path length, L, is evaluated in this section. d1ocal is defined as the 
average distance between the peer nodes in the srune peer group and dglobal is 
defined as the average distance for the peer nodes from different peer groups. Each 
peer node needs one step to reach the other peer nodes in the same peer group 
except for itself, so d1ocat = ｾＮ＠ The average distance dgtobal for peer nodes in 
k+1 
different groups can be divided into tlu·ee average sub-distances: 
(1) The average distance to get out of the starting group: H1; 
(2) The average distance to move between groups: H2; 
(3) The average distance to get into the requested group: H3• 
Therefore, dgtobal =H1 +H2 +H3 as illustrated in Figure 3.7. 
H3 
. ＬｾＭＭＭＭＭ［ＭＭＭＭＮ＠
Figure 3.7: Path length in SWAN 
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To get out of a peer group toward a specific retnote peer group, k peer nodes need 
one hop to find a specific peer node that keeps the specific inter-group link, except 
for the specific peer node itsel£ Therefore, the average distance to get out of a 
group is: 
k 1 k H 1 =1·--+0·--=--. k+l k+1 k+l 
In the same way, we can also acquire the ｳｾｴｮ･＠ average distance to get into the 
requested peer group: H 3 =H1 =_!:__. As shown in Figure 3.1, peer groups are k+1 
connected to each other via inter-group links, and thus H 2 = 1 . 
k k 2/c 
dglobal =H1 +H2 +H3 =--+1+-- =1+--. 
k+1 k+1 k+1 
The number of the pairs of peer nodes in a peer group is ci+1 = ((/c + 1) - 1)(k + 1) 2 
and there are a total of g peer groups, hence the sum of pairs of peer nodes in the 
same peer group is: 
N = ((k+l)-l)(k+l). = k(k+l) ,_n_= n·k 
. local 2 g 2 k + 1 2 . 
The sutn of the pairs between peer nodes inside and outside of peer groups in the 
whole network is: 
N global = c,; - Nlocal n(n -/c-1) 2 
The sum of the pairs of peer nodes in the whole network is: N = C2 = n(n - 1) . 
II 2 
Hence, the average path length between all pairs of peer nodes is: 
L = _!_ (N . d + N . d ) = 3k + 1 - 2/c -1 1 (3 2) 
N local local global global k + l n _ 1 (k + 1)(n -1) · · 
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Figure 3.8: Comparison between SWAN and a random network (a) 
clustering coefficient (b) average path length 
As discussed in Section 2.3.1, the clustering coefficient of a small work graph is 
much larger than the randotn graph with the same number of nodes and 
co1n1ections, but the average path length is close to level of the random graph. 
Figure 3.8 shows the clustering coefficient and average path length of SWAN to 
that of a random network with the san1e ntnnber of nodes and cotmections, where 
x -axis indicates the nutnber of peer nodes in the network. The clustering 
coefficients and average path length of SWAN are given by the equation (3 .1) and 
(3.2) where k = 99. As shown in Figure 3.8, the clustering coefficient of SWAN is 
much greater than but the average path length of SWAN is in the order of that of 
the randotn network with the satne nmnber of nodes and connections. Fron1 the 
results in Figure 3.8, we can see that the stnall world phenomenon appears in the 
SWAN network with a high clustering coefficient and a low average path length. 
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Figure 3.9: Average path length of SWAN and Chord 
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In a static enviromnent, consistent DHTs can achieve good perfonnance. Chord is 
a well-known DHT method using one-dimensional routing table like SWAN. The 
average path lengths of SWAN and Chord are con1pared in tlris section. In an n-
node Chord network, only O(log n) nodes need to be visited to resolve a query. 
The average path length of n-node Chord network is only (1/ 2)log 2 n [18]. 
Generally, Chord only needs to keep a shorter hash table with less info1n1ation than 
SWAN. However, the shorter table is required to be rigidly maintained whenever 
changes happen in the network. In contrast, the member list in SWAN is loosely 
maintained to fit the dynamic nature of h1ternet. Figure 3.9 shows the average path 
length of the Chord network and the SWAN network ( k = 99 ), where x-axis 
indicates the number of peer node in the network and y-axis shows the average 
path length. In Figure 3.9, we observe that SWAN needs fewer hops to target an 
object than Chord in this case. SWAN achieves better perfonnance in query 
processing due to its higher connectivity and the stnall world effect in the tnulti-
group stn1eture. 
3.4. Mathematic Performance Evaluation 
The performance of SWAN is evaluated in dynatnic P2P environments with 
frequent peer nodes tetnporarily online and offline. A number of peer nodes 
(p · n) are randomly selected to be offline according to the present rate of peer 
nodes p. In this section, performance is evaluated tu1der the assumption that the 
requested advertisetnents have been published successfully to the target peer node 
as well as its neighbours within a distance d. The success rate and average· number 
of tnessages per query will be evaluated with the present rate p of peer nodes. 
3.4.1 Intra-group Search 
A search for a content advertisement within a peer group will fail if the target peer 
node and its neighbours within distance d are all offline. Because advertisetnents 
are distributed, the query originator can possibly find the requested content 
advertisement from itself as well as from the other members. The probability of 
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finding a requested advertisetnent from itself is P(A) = 2d + 1 . The probability of 
k+l 
2d+l 
finding an advertisement :fi:otn other members is P(B I A)= LP · (1- p y-' and it 
i=l 
requires i n1essages. The probability of failing to find an advettisement on other 
men1bers is P(B I A)= (1- p Yti+I and it generates 2d + 1 messages. 
Hence the success rate of finding a requested content advettisement within the peer 
group is: 
P: . =1-P(A)P(BIA)=l-(1- 2d+l)·(1- )2t/+1 =1-k- 2d ·(1- )2c/+1 .(3.3) 
mt.ta k+l p k+l p 
The average number of tnessages Nint m is calculated as follows: 
Nintra = P(A) · 0 + P(A) · [P(B I A)· i + P(B I A)· (2d + 1)] 
= (k- Ｒ､ＩｻｾＧＨｰＮ＠ (1- py-1. i]+ (1- p yd+l . (2d + 1)}. 
k+l i=l 
(3.4) 
1.2....----------------, 8,-----------------, 
1 
.$ 
ｾ＠ 0.8 
:g 0.6 
Q) g 0.4 
Cl) 
0.2 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Present Rate 
(a) 
7 
::: 5 
m4 
ｾ＠ 3 
:52 
1 
ｾ､］Ｑ＠
-G-d=3 
- -t·-- d=5 
-o--d=10 
ｯｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾ＠
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Present Rate 
(b) 
Figure 3.10: Performance parameters in the intra-group searches (a) 
success rate (b) average number of messages 
Figure 3.10(a) shows the success rate versus the present rate of peer nodes with 
k = 100 generated from Equation (3.3). As the present rate falls, a bigger d is 
required to achieve a good success rate. In the network with a high present rate 
( p > 60% ), the success rate is tnore than 93% by setting d = 1 only. In the 
network with a low present rate of peer nodes ( p = 10% ), we can still achieve a 
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91% success rate by setting d = 10 . Figtu·e 3.1 O(b) shows the ntunber of n1essages 
for different present rates of peer nodes in the network with k = 100 generated 
fron1 Equation (3.4). In the network with a high present rate p >50%, the average 
number of messages per query is less than two in all observed results. In the 
network with a low present rate of peer nodes with p = 10% , only about seven 
1nessages are generated on average by setting d = 1 0 . 
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Figure 3.11: The minimal publishing distances for different required 
success rates in the intra .. group searches 
Figure 3.11 shows that the 1ninilnal value of d is needed to achieve the required 
success rate in the networks with different present rates of peer nodes, where x-axis 
indicates the 1ninilnal value of d required and y-axis shows the corresponding 
present rate. If d ｾ＠ 3 , all observed success rates are 1nore than 50%. Moreover, 
success rates can reach 90% by setting d = 10 in the network with a 10% present 
rate of peer nodes. 
3.4.2 Inter-group Search 
In SWAN, three conditions must be satisfied to find an advertise1nent in a different 
group as shown in Figure 3.5: 
C = "succeed in finding an advertisement about the requested peer group" 
D = "succeed in contacting the requested peer group" 
E = "succeed in fmding a requested content adve1tisement in the requested peer 
group" 
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The probability of failing to find an advertisen1ent about the requested peer group 
. (-) k - 2d (1 )2c/+l Q . '11 b .J:". d d h 'f ts: PC = - p . uenes w1 e 10rwar e tot e target peer group 1 
k+1 
the peer nodes on the both ends of the inter-group link are online. As described in 
Section 3.1, the local peer group keeps inter-group links toward 2d + 1 peer nodes 
in a retnote peer group. We will fail to contact the requested peer group, if all 
2d + 1 peer nodes are all offline. Therefore, the probability of failing in contacting 
the requested group is: P(D I C)= (1- p )2d+l • The probabilit; of finding an 
advertisetnent about the requested peer group is P(E I DC)= P(C). The success rate 
of finding a content advertisement in the requested peer group is: 
The expected nutnber of tnessages per query is calculated to judge the traffic cost 
per query in each of the following cases: 
Case 1: succeed in finding an advertisement of the requested peer group in the peer 
node itself, succeed in contacting the requested peer group, and succeed in finding 
a requested content advertisement in the requested peer group. 
E[N(ADE)]= 2d +1{2ft p. (1- py-t[2d +1. j +(1- 2d +1). 
k + 1 j=l k + 1 k + 1 
2c/+1 ]} ,?;P. (1- p )m-l(m + j) . 
Case 2: succeed in finding an advertisetnent of the requested peer group in the peer 
node itself, succeed in contacting the requested group, but fail in finding a 
requested content advertisetnent in the requested peer group. 
[ ( ＭＩｾ＠ 2d + 1 ｾ Ｑ＠ ( )j-1 ( 2d + 1) 2c/+1 ( •) EN ａｄｅｾ］ＭＭｌＮＮｊｰﾷ＠ 1-p · 1--- ·(1-p) · 2d+1+J . 
lc + 1 j=1 lc + 1 
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Case 3: succeed in finding an advertisetnent of the requested peer group in the peer 
node itself, but fail in contacting the requested group. 
Case 4: fail in finding an advertisement of the requested peer group in the peer 
node itself, but succeed in finding an advertisement of the requested peer group in 
the other 1nen1bers, succeed in contacting the requested group, and succeed in 
finding a requested content advertisen1ent in the requested peer group. 
[ (- Ｉｾ＠ ( ·2d + 1)2cl+l{ 2cl+lr . E N ABDE ｾ＠ = 1- k + 
1 
:t; p · (1- p y-t · ｾ＠ lP . (1- p )1- 1 • 
( 2d + 1 . . ( 2d + 1) ｾ Ｑ＠ ( )/Il-l ( . ·))]} --·(J+l)+ 1--- · L...JP' 1- p · m.+ J+l . k+1 k+1 111=1 
Case 5: fail in finding an advertisement of the requested peer group in the peer 
node itself, but succeed in finding an advertisement of the requested peer group 
fi·onl the other members, succeed in contacting the requested group, and fail in 
finding a requested content advertisetnent in the requested peer group. 
[ - - ｾ＠ ( 2d + 1)2d+ll . 2tl+l . 1 E N(ABDE)J= 1- lc + 1 'fr p · (1- p)'-' · ｾｐ＠ · (1 :- p )1-
. (1- 2d + 1) . (1- p) 2d+l . (2d + 1 + .i + i )] . 
k+1 
Case 6: fail in finding an advertisetnent of the requested peer group in the peer 
node itself, succeed in finding an advertisement of the requested peer group fi·otn 
the other 1nen1bers, but fail in contacting the requested group. 
E[N(ABD )]= (1- 2d + Ｑ Ｉｾ Ｑ ｰ＠ · (1- p y-1 • (1- p) 2d+l {2d + 1 + i). 
k+1 i=l . 
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Case 7: fail in finding an advertisement of the requested peer group either in the 
peer node itself or the other n1etnbers. 
E[N(AB)]= (1- 2d + 1). (1- p) 2d+l. (2d + 1). 
k+1 
Hence the expected ntunber oftnessages is: 
E[N]= (1- 2d + 1J{Il{p. (1- p)i-1. Il[p. (1- p y-1 (2d + 1. (j + i) + 
k + 1 i=l j=l k + 1 
(1- 2d + 1J2ftp. (1- p yu-l. (m + j + i)l]} + !t[P. (1- p)i-1 IIP. (1- p y-l . (1- 2d + 1J k + 1 111=1 ') i=l J=l k + 1 
2d+l } 
·(I- p) 2d+l ·(2d +1+ j+i)]+ ｾｰﾷＨｬＭ p)i-1(1- p)2d+l ·(2d +1+i)+(l- p) 2d+l ·(2d +1) 
2d + 1 ｻｾＧ＠ (1 )j-1 [ 2d + 1 . (1 2d + I J ｾｉ＠ (1 )III-I ( ·)] +-- LJP' -p --·J+ --- · LJP' -p · m+J 
k + 1 j=l k . + 1 k + 1 m=l 
+ ｾｰＮ＠ (1- p y-l ·(1- 2d + 1). (1- p)2'/+l. (2d + 1 + J)+ (1- p) 2d+l. (2d + 1)}. (3.6) 
j=l k+ 1 
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Figure 3.12: Performance parameters in the inter-group searches {a) 
success rate {b) average number of messages 
Figure 3.12(a) and (b) show the success rate and the average nutnber of tnessages 
generated by inter-group searches in the networks with different peer present rates 
generated from Equation (3.5) and (3.6), respectively (in case of k = 100 ). In the 
network with a high present rate p = 70% , SWAN achieves a 92o/o success rate by 
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defining a stnall d = 1 . If d = 10 , the success rate is tnore than 70% for the 
network with a low present rate p = 10% , and the success rate will soar to 97% 
when the present rate p increases to 20%. In the network with a low present rate 
p = 10%, only about 21 messages on average are generated per query, and a 70% 
success rate is achieved by setting d = 10 . In Figure 3 .12(b ), the nun1ber of 
tnessages rises due to increasing success in the network with a low present rate 
(when p < 40%) and a short publication distance d (e.g. d = 1 ). From the results 
shown in Figure 3.12, SWAN achieves good perforn1ance in most situations by 
achieving high success rates with low traffic cost. 
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Figure 3.13: The minimal publishing distance for different required 
success rates in ｴｨｾ＠ inter-group searches 
However, if d is defined as a small value, the success rate is also very low in the 
network with a low present rate of peer node; this is the situation needs to be 
avoided in practice. As shown in Figure 3.12(a), the success rates of the satnples 
with d = 1, 3, 5, are all below 40o/o with a 10% present rate. Therefore, defining a 
proper value of d is essential for SWAN to achieve a satisfactory success rate. 
Figure 3.13 shows the tninimal values of d required to achieve different 
satisfactory success rates with different present rates of peer nodes. Networks with 
d ｾ＠ 15 can get tnore than 90% success rates of finding a required advertisement in 
the network with no less than 10% present rate. Moreover, if the present rate of 
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peer nodes reaches 70%, we ｯｾｬｹ＠ need to set d = 1 to achieve tnore than 90% 
success rate in all testing cases. 
3.5. Simulation-based Performance Evaluation 
The performance of SWAN is fut1her evaluated by simulation in dynamic 
environments. The simulator of SWAN for this purpose is progratruned in the Java 
language. In the sitnulation, we follow the same assumption presented in Section 
3.3.2 that the requested advettisements are published successfully to the target peer 
node as well as to its neighbours within a distance d. Thus, a search will succeed if 
either the target peer node or one of its neighbours within distance d is visited 
successfully. 
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Figure 3.14: Comparison between theoretical results and simulation 
results (a) success rate in the intra-group searches (b) success rate in 
the inter-group searches (c) average number of messages in the intra-
group searches (d) average number of messages in the inter-group 
searches 
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In the simulations, 1000 peer nodes are initialised as online in the network. Two 
groups are generated, and each keeps 500 peer nodes. At the beginning of each 
search, a set of peer nodes (p · n) is randomly selected and set as offline according 
to the paratneter of present rate; the query originator is randomly selected fron1 the 
set of online peer nodes, and the target peer node with its neighbours are randomly 
selected from the set of peer nodes regardless of their online situation. In each data 
search, the query originator initialises a query that will be passed with the SWAN 
protocols. 
In the simulations of intra-group searches, the query otiginator and the target peer 
node are allocated in the same peer group. On the contrary, the query originator 
and the target peer node are separated into different groups in the simulations of 
inter-group searches. Figure 3.14(a)-(d) show the results of the success rate and the 
average nwnber of messages per query in the intra-group searches and inter-group 
searches, respectively (for 1000 queties), in which the theoretical results are 
generated frotn Equations (3 .3 )-(3 .6). 
As shown in Figure 3.14(a)-(d), the results of success rates frotn our sitnulation 
results are very close to the theoretical results. Actually, the simulation results 
should be slightly smaller than the theoretical results, due to the tnethod of 
generating present rate. In order to generate a dynamic environment, we randomly 
mark ( p · (k + 1)) peer nodes :fi·om (k + 1) peer nodes as offline. Because an 
online peer node has already been selected as the query otiginator, p*(k+1)-1 
online peer nodes are available to search in the network with a total of (k + 1) 
peer node. The present rate of remaining peer nodes have been actually decreased 
from p to p*(k+1)-l s; p in the view of the query otiginator, which could lead 
k 
that simulation results are marginally smaller than the theoretical results. 
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3.6. Summary 
The small world phenomenon is a well known hypothesis that greatly influences 
the social sciences. With respect to the similarity between social networks and P2P 
network, we believe and confirm that the small-world phenomenon is useful for 
improving P2P resource discovery by building a small-world environment. 
We present SWAN in this chapter. In SWAN, each node keeps a list of 
neighbouring nodes in the same peer group, and peer groups are connected by a 
small number of inter-group links which can also be seen as long links to distant 
nodes in the network. Not every peer node needs to be connected to remote groups, 
but every peer node can easily find out which peer nodes have external connections 
to a specific peer group in SWAN. 
A semi-structured P2P search method is presented in this chapter, combining the 
techniques of both structw·ed and unstructured search methods, which can find the 
requested data inside and outside of peer groups with a high probability, even 
though hash functions cannot provide accurate infotmation about data locations. 
From our analysis and simulations, SWAN potentially has the advantages of both 
structured and unstructured P2P networks, and can achieve good perfotmance in 
both static and dynamic environments when compared to the performance of 
existing P2P systems. 
However, as shown in Figure 3.12, if the publishing distanced is defined as a small 
value, the success rate is very low in the dynamic network with a low present rate. 
Defining a proper d is essential for SWAN ｴｾ＠ achieve satisfactory success rate 
prior to the SWAN being built, which relies on the present rate of peer nodes. 
However, the present rate of peer nodes is often difficult to be measured accurately 
in dynamic P2P environments. 
Moreover, SWAN is still based on the concept of clustering peer nodes 
intentionally into peer groups. The peer group formation is still relied on a 
bootstrap server. This is not entirely consistent with the objective of the project 
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which aims to design a self-organising model for efficient resource discovery in 
P2P networks. In the next chapter, a new model will be presented by self-
organising autonomous peer nodes spontaneously by mimicking different human 
strategies in social networks. 
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4. ESLP: Efficient Social-Like Peer-to-
Peer 
Chapter 3 discussed how the "small-world" social phenomenon is useful for 
improving P2P resource discovery by building an artificial small-world 
environment,. where peer nodes are clustered intentionally into different peer 
groups. In this chapter, an Efficient Social-Like Peer-to-peer (ESLP) model is 
presented to give peer nodes a social network, where peer nodes are self-organised 
themselves with human strategies in social networks. 
4.1. Social Networks and Peer-to-Peer Networks 
For resource discovery in social networks, people can directly contact some 
acquaintances that potentially have knowledge about the resources they are looking 
for. However, in cun-ent P2P networks, each peer node lacks a "social" network, 
making it difficult to route queries efficiently. Similarly to social networks where 
people are connected by their social relationships, two autonomous peer nodes can 
be connected in unstructured P2P networks if users in those nodes are interested in 
each other's data. The similarity between P2P networks and social networks, where 
peer nodes can be considered as people and connections can be considered as 
relationships, leads us to believe that human tactics in social networks are useful 
for improving the performance of resource discovery [73] by self-organising 
autonomous peer nodes in unstructured P2P networks. 
As discussed in Chapter 2, the theories of small world in social sciences have been 
used in the design of P2P systems. But most studies of constructing small world in 
P2P networks are based on the concept of organising peer nodes into groups or 
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clusters (e.g. [56-58, 74]). However, the simple community fotmation and 
discovery becomes much more complex due to the lack of a central server. A large 
cotnmunication overhead is required to compensate for the server for group 
management and resource discovery. 
In contrast, social communities are fotmed naturally by daily intercommunications 
between people. No additional overhead is required for maintenance of social 
. con11nunities. If P2P networks are self-organised like social networks, a large 
cotnmunication cost for group consuuction, group maintenance and group 
discovery can be saved, which can significantly itnprove overall perfotmance of 
P2P networks. 
To address this probletn, an Efficient Social-Like Peer-to-peer (ESLP) model for 
resource discovery is presented in this section by tnimicking different human 
behaviours in social networks. ESLP could be deployed on the top of any 
unstructured P2P networks to improve the performance of resource discovery. 
Here ESLP is discussed by building upon the Gnutella network which is a well-
known unsuuctured P2P network. 
Unlike previous tnodels, we do not intentionally const1uct peer cotnmunities. In 
conu·ast, ESLP gives peer nodes a social network, and lets them meet and get to 
know each other. Peer nodes that have the same interests will gradually com1ect to 
each other and form peer cotnmunities spontaneously, which can significantly 
elitninate con11nunication overhead of previous conununity-based P2P systems. 
ESLP enables peer nodes to leatn knowledge from the results of previous searches. 
The number of query receivers in each hop is adjusted according to the correlation 
of the selected peer nodes to the query. Moreover, ESLP adopts different types of 
. queries in accordance with different search situations of peer nodes, which enables 
new nodes to quickly adapt to changing environment. 
69 
ESLP: Efficient Social-Like Peer-to-peer 
4.2. Knowledge Index Creation and Update 
Social theories that can be used in the resource discovery in P2P systetns have been 
reviewed in Section 2.3 .2. In this section, we will generate eight different social 
behaviours based on these theories and then mimick these social behaviours in a 
P2P network. 
Social behaviour 1: in social networks, people remember and update potentially 
useful knowledge from social interactions, and then random and diffuse behaviours 
gradually become highly organised [53]. For .example, if a man named Bob 
successfully bonows an Oxford English dictionary fi·om his friend Alice, this 
successful interaction will be remembered by Bob. When Bob needs this dictionary 
again, he will preferentially seek help directly from Alice rather than other people. 
However, if Alice does not have the Oxford English dictionary and cannot provide 
any useful infotmation to help Bob find this dictionary, Bob would avoid 
contacting Alice if he needs the dictionary again in the near future. 
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Figure 4.1: Main components of an ESLP node 
Similarly to people in social networks, each peer node in the ESLP. network builds 
a knowledge index that stores associations between topics and the related peer 
nodes by the results of searches. Each knowledge index includes two sub-lists (as 
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shown in Figure 4.1 ): a friend list and a black list. In the friend list, peer nodes that 
have successfully responded to the query are associated with the requested topics. 
The query odginator will put a neighbouring node into the black list associated 
with the query topic, if no results on this topic are found by the peer node nor its 
successor( s). 
ESLP uses a TTL (Time-to-Live) to prevent infinite propagation. TTL represents 
the number of titnes a message can be forwarded before it is discarded. In the 
ESLP network, a newly joined node will send its first query to a set of randomly 
selected peer nodes. As shown in Figure 4.1, if a search is successful, the query 
odginator updates its friend list to associate the peer nodes that have responded 
successfully to the query with the requested topic. The new obtained knowledge is 
stored in the local friend list. In the meantime, the query odginator also removes 
invalid cached knowledge in the local friend list according to the results of 
searches. The black list is also updated with search results. If the query odginator 
sends a request to a peer node, but no results about the requested topic are found by 
quedes via this peer node, this node will be put into the black list of the query 
odginator associated with the requested topic. 
Therefore, peer nodes can leatn from the results of previous searches, which makes 
future searches tnore focused. When tnore searches have been done, tnore 
knowledge can be collected fi·om search results. If this process continues, each 
node can cache a great deal of knowledge that is useful to quickly find the peer 
nodes with the required resources in the future. 
In ESLP, the infonnation saved in the sub-lists of knowledge index (including the 
fi·iend list and the black list) are maintained in a two-dimensional map. As shown 
in Figure ＴＮＲｾ＠ a list can contain a maximum of n topics and each topic is associated 
with a maximum of m peer nodes, so that a maximum of n X m pairs of associations 
between query topics and peer nodes can be stored in a list. 
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Figure 4.2: Structure of sub-lists in the knowledge index 
A Least Recently Used (LRU) policy were used to maintain a list without 
duplicates, where the most recently used topic is at the top and the least recently 
used at the bottom. The least recently used topic will be discarded when the list 
reaches its maximum n. In the same way, the peer nodes associated with each topic 
are sorted by time last seen, where the most recently seen node at the head and the 
least recently seen node at the end. The least recently seen node will be dropped 
when the maximum size m is reached. 
Social behaviour 2: in social networks, some events with associated people fade 
from a person's memory with time [75] and a personal network is adjustable with 
changing environments [7 6] . 
In the ESLP network, peer nodes can update their knowledge about other peer 
nodes from daily search results. Some old and invalid knowledge is replaced by 
new obtained knowledge. The invalid knowledge that fails to be updated with daily 
searches will be dropped to the bottom of the lists and will be removed by using a 
LRU policy, when the list reaches a maximum. 
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Figure 4.3: Example of a knowledge collection 
Figure 4.3 illustrates an example of knowledge collection process of a peer node. 
Node A with an empty knowledge index searches for the files on the topic "radar 
retnote sensing". Since no infotmation is cached, node A will send the query to the 
randomly selected nodes: node C, node D and node E. Then node D further 
forwards the query to its neighbouring node F. In this case, the search is successful 
at node F. Thus, node F responds to node A with the requested topic "radar retnote 
sensing". Node A then associates node F with the topic "radar remote sensing" into 
the local friend list. For a following query on "radar remote sensing", node A can 
find node F directly associated with the query from the local friend list and 
preferentially send the query to node F rather than node D and node E. 
As shown in Figure 4.3, node A updates its black list with search results. Node E, a 
neighbour of node A, will be added into the black list associated with the requested 
topic "radar remote sensing", because no results are found by node E nor its 
successors. But node D will not be put into the black list, because node D's 
successor, node F, helps node D find the requested files successfully. If node A 
does the same search on "radar remote sensing" again, it will avoid forwarding the 
query to node E, regarding the information in the black list. 
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4.3. Routing Algorithm for Simple Queries 
4.3.1 Query Processing 
Peer Node 
Figure 4.4: Query initialisation and processing 
When a peer node generates a query, it will search the local :fi.·iend list to find some 
associated peer nodes. The query originator will prefer to send the query to these 
peer nodes found :fi.·om the friend list and avoid sending the query to associated 
peer nodes in the black list (Figure 4.4). The query originator also attaches a list of 
"black nodes" associated with the query topic regarding the local black list to help 
message receivers select peer nodes. 
Figure 4.5: Flowchart of query handling 
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As shown in Figure 4.5, when a peer node receives a query, it will first check 
whether the message has been already received. Redundant messages will be 
discarded without further processing. Then the peer node will search the local 
content index to find matched files. If the query needs to be futiher forwarded 
( TTL > 0 ), the message receiver will use the local knowledge index to find 
associated peer nodes using the ESLP routing algorithm and multicast the query to 
these peer nodes as shown in Figure 4.4. 
Social behaviour 3: in a social network, communities are self-organised with 
regard to the comtnon interests. In the ESLP network, because links between peer 
nodes are built according to the results of searches, a node has tnore probability to 
lin1c to other peer nodes with the same interests, which have files of interest to 
him/her, with a high degree of likelihood. Therefore, peer nodes that have the same 
interests will be highly connected to each other and form a viliual community 
spontaneously, which is a similar environment to Watts's model [44] in social 
networks. 
Analogously to social networks, ESLP utilises a semantic approach to route queties 
to a selected subset of neighbouting nodes on the P2P overlay. In addition, ESLP 
also involves a dedicated strategy to address the network overload problem of 
existing P2P systems (e.g. Gnutella). 
In sotne existing query routing methods (e.g. [14, 27, 43]), the number of peer 
nodes to be fotwa.rded in each hop is set to a static value. A fixed number of peer 
nodes are selected in each hop neglecting the probability of finding the requested 
file in these peer nodes. In order to conduct a more efficient search in ESLP, the 
number of peer nodes to be fotwarded is adjustable according to the conelation 
degree of the selected node to the query between a tninitnal number FNmin and a 
tnaxitnmn number FN max • When the con·elation degree of a selected peer node is 
high, there is a high possibility that the selected peer node may share a desired file 
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or has the knowledge about who shares the file. The probability of forwarding the 
query to this peer node should also be high by defining a high cut-off of node 
selection. In contrast, if the correlation degree is low, a low cut-off should be set to 
limit the scope of querying. 
----+ R= 2 Ｍ Ｍ Ｍ Ｍ ｾ＠ R= -' ---... R= 4 
(b) 
Figure 4.6: Comparison of static routing and adaptive routing (a) a 
static routing strategy (b) an adaptive routing strategy 
Figure 4.6 shows examples of two routing strategies with a static number of 
receivers per hop (R = 3) and an adaptive number of receivers per hop (R = 2,...., 4), 
respectively. In Figure 4.6, the black dots represent the peer nodes that share the 
requested resources, while the grey dots show the peer nodes that are highly 
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con·elated with the query and know who has the requested resources. As shown in 
Figure 4.6, the adaptive routing strategy achieves better search performance by 
finding more target nodes with fewer query messages. 
4.3.3 Node Selection 
Social behaviour 4: for resource discovery in social networks, people usually 
recall information in memory to find the right people to contact. The persons 
recalled from memory may directly relate to their requests. For example, Bob 
wants to botTow an Oxford English dictionary and remembers that he once 
borrowed it from his friend Alice. Therefore, he can directly contact Alice again 
for the dictionary. 
Social behaviour 5: however, in most circumstances, people cannot find the 
persons who are directly related .to their requests, but people can find some 
acquaintances that potentially have knowledge about the resources they are looking 
for, or can provide background information or give advice on how to find the 
resources [54]. For example, Bob may never have botTowed or cannot clearly 
retnember whether he has ever borrowed an Oxford English dictionary. But Bob 
believes his friend Alice, who is a linguist, probably has the dictionary or at least 
she has mote knowledge about who has the dictionary. In this case, the Oxford 
English dictionary is in the area of linguistics and Bob has found that Alice has 
abundant knowledge on the interest area of linguistics from previous 
intercommunications. Alice probably does not have the dictionary, but she will use 
her own knowledge to help Bob find the dictionary with a high likelihood. 
The node selection procedure of ESLP is shown in Figure 4. 7, where n is the 
number of peer nodes that have already been selected in the first and second phase 
of node selection. Message receivers only hust the information about the ''black 
nodes" provided by the query originator or by their own local black list concerning 
the secutity of information. When a peer node receives a query which needs to be 
further forwarded, the local routing algorithm will exclude a list of black nodes 
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provided by the query originator from the node selection procedure together with 
the peer nodes associated with the requested topic in the local black list. 
Get previous locations of the message 
Exclude the peer nodes of the previous 
locations from the node selection 
Set local node's address as tl1e location 
of the message 
Decrease the TTL of the message. 
Exclude Ｇｾ｢ｬ｡｣ｫ＠ nodesn from the node 
selection 
The first phase of node selection 
(for the directly related peer nodes) 
No 
The second phase of node selection 
(for the correlated peer nodes) 
The third phase of node selection 
(for random nodes) 
Figure 4.7: Flowchart of the node selection procedure 
The routing algorithtn then starts the three-phase procedure of node selection: 
searching for the directly related peer nodes, searching for the correlated peer 
nodes and searching for randotn peer nodes, frotn the local fi·iend list. In the first 
phase, the routing algorithm searches for the peer nodes directly associated with 
the requested topic fi·om the local fi.iend list and sotis them with the time of receipt. 
The peer node that is inputted or updated tnost recently will be selected first. These 
directly associated peer nodes have the greatest likelihood of finding the requested 
files. H_ence, at most FNmax peer nodes will be fotwarded. 
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However, the success probability of finding FN max directly associated nodes in the 
first phase is very low, especially for new peer nodes with little knowledge. If there 
are not enough directly associated nodes found in the first phase, the algorithm will 
move to the second phase that searches for the peer nodes sharing content 
associated with the interest area of the requested topic in the local friend list. An 
interest area in ESLP is a semantic area with a set of topics. The corresponding 
interest area of a specific topic and the other topics in this interest area can be 
found fi.·om the Open Directory Categories [77], which is the tnost widely 
distributed database with a hierarchical topic sttucture. ESLP users use the 
comtnon topic hierarchy of the Open Directory to fonnalise a query. When a user 
generates a query to search files about the topic "Gnutella", the query will be 
constructed as "Computer: Software: Intetnet: Client: File Sharing: Gnutella". The 
closest parent directory "File Sharing" is the interest area of the topic "Gnutella". 
The other topics in the same area (BitTorrent, Gnutella, FastTrack, Napster, 
Freenet, Overnet and eDonkey) will be used in the second phase of node selection. 
Users can also define a category for their own query, if Open Directory cannot 
provide any satisfactory category for the query. 
These peer nodes sharing content associated with the other topics in the same 
interest area of the requested topic will be sorted according to the degree of 
correlation to the interest area of the requested topic. The routing algorithm prefers 
to select the peer nodes with higher degrees of correlation rather than the peer 
nodes with lower degrees of correlation. If two or more nodes have the same 
correlation degree, we put the peer node that responded most recently first. 
Social behaviour 6: searching for a piece of information in social networks is most 
likely a matter of searching the social network for an expert on the topic together 
with a chain of personal referrals from the searcher to the expert [55]. 
Social behaviour 7: in social networks, a person does not need to tell everybody 
he/she is an expe1t in the areas which has been indicated with his/her social 
behaviours. 
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In the ESLP network, it is not necessary for a peer node to declare its interest since 
that has already been implied by its shared files. If a peer node has a large amount 
of content in a pruiicular ru·ea like an "expeti", it is very likely that it will also have 
other content or knowledge on this ru·ea. In our shnulations, the correlation degree 
of a selected node in a pruiicular area is generated by how many topics in the area 
the peer node is associated with: 
C - nmatches 
- ' 
(4.1) 
ntotal 
where nmatches is the number of topics in this area that the peer node is associated 
with and ntotar is the total nutnber of topics in this ru·ea. 
Different from any other P2P algorithm, the cut-off criteria R for the second phase 
are different for different peer nodes between FNmax and FN min The cut-off 
criterion R of peer node with respect to the query is determined by the correlation 
degree of the peer node to the interest ru·ea of the requested topic with the equation: 
R = Round(C· (FNmax -FNmin))+FNmin' (4.2) 
where the function Round(x) returns the closest integer to the given value x. When 
the correlation degree of a peer node is very low ( C ::::: 0 ), there is a low likelihood 
to find the requested files from the peer node. Therefore, the probability of 
querying the node should be low with a low cut-off ( R ::::: FNmin ). In contrast, when . 
the selected node is highly correlated with the area of the requested topic by 
matching most topics in this area ( C::::: 1 ), the cut-off of the node R::::: FN max. 
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Get the interest area associated with 
the requested topic 
Get a list of topics in the interest area 
Generate a 1 ist of nodes associated 
with these topics and rank them with 
their correlation ､･ｴＧｾＧｲ･･＠
Yes 
Take a node from the list in order 
The cut-off of peer node r to the query 
R = Rowzd{C · (FNmnx - F/Vn1m ))+ FNmln 
Forward query to the selected node 
n=n+l 
Figure 4.8: Flowchart of the second phase of the node selection 
procedure 
The flowchat.1 in Figure 4.8 shows the second phase of the node selection 
algotithm. As shown in the flowchru.1, the peer nodes associated with the interest 
ru.·ea of the requested topic are sot1ed with their correlation degrees. Because peer 
nodes ru.·e taken from the list in order, the cut-offs of these peer nodes R will 
decrease with the reduced con·elation degrees C (according to Equation (4.2)). But 
n is increased by one for each new node selected. The query will be sent to the 
selected peer nodes only when the number of selected nodes n is smaller than its 
cut-off to the query R ( n < R ). 
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If n ｾ＠ R , node selection procedure is completed in the second phase. If all peer 
nodes associated with the area of the requested topic ( c > 0 ) have been taken from 
the list in the second phase but there are still not enough nodes selected n < FN min , 
the selection procedure will move to the third phase to randotnly pick up nodes 
· frotn the rest of cached nodes in-elevant to the requested topic as well as its interest 
area ( C = 0) and forward the query to them, until FN min peer nodes are forwarded 
(n=FNmin). 
4.3.4 Query Routing Example 
Node A 
Friend List 
radar retnote sensing B 
optical remote sensing C.D 
B radar remote sensing 
c::!> C optical re:mote sensing. laser re:mote sensing 
laser remote sensing c D ｯｰｴｾ｣｡ｬ＠ remote sensing · 
visual remote sensing F 
BlackList 
radar retuote sensing F 
D ...... .. ...- Response 
Figure 4.9: Query routing example (two nodes selected) 
Figure 4.9 illustrates a simple example of query routing with ESLP where 
FNmax = 5 and FN min = 1. Node A receives a query with the topic "radar remote 
sensing". Node A will first check the black list to exclude node F which is 
associated with the requested topic "radar retnote sensing" in the black list. In the 
first round of selection, node B is selected frotn the local friend list which is 
directly associated with the requested topic "radar remote sensing". The nutnber of 
selected nodes n is ｩｮ｣ｲ･｡ｾ･､＠ by one: n = 0 ｾ＠ n = 1 . 
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Due to n < FN max ( n = 1, FN max . = 5 ), node A ftuther searches for the peer nodes 
associated with the topics "optical remote sensing", "laser remote sensing", and 
"visual retnote sensing" which are from the same interest area of the requested 
topic "radar remote sensing". In this case, node A gets node C and node D 
associated with these topics from the friend list. Since node C is associated with 
two topics "optical remote sensing" and "laser remote sensing", but node D is 
associated with only one topic "optical remote sensing" in the area cotnposed by 
the four topics, node C ( Cc = 3_) is more con-elated with the area of remote 
4 
sensing than node D (CD = ..!._) according to the cached knowledge. Hence, node C 
4 
will be sotted on the top of node D in the list. 
The cut-off of node C is Rc = 3_ : (5-1)+ 1 = 3 and the cut-off of node D is 
4 
Rv = : · (5-1)+ 1 = 2 by using Equation ( 4.2). The _query will be sent to node C, 
because the number of selected nodes is smaller than the cut-off of node C: n < Rc 
( n = 1, Rc = 3 ). Then n = 1 -7 n = 2 . The selection procedure will complete and 
node D is not selected, because n ｾ＠ Rn ( n = 2, Rn = 2 ). The actual number of 
queried nodes is two in this case. 
Node C may not have the requested files, but it will use its own cached knowledge 
to propagate the query further and try to find the peer nodes for the query that will 
have a higher likelihood of success. In this example, node C knows that node G is 
associated with the requested topic according to its local friend list and the 
requested file is obtained in node G. 
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Node A 
Fl'ieild List 
radar remote sensing 
optjc a1 remote sensing 
laser remote sensing 
visual retu.ote sensing 
BlackList 
radar ｲ･ＺｭＮｯｴｾ＠ sensing 
Br 
E 
B 
C,D 
c 
F. D 
F 
D 
B radar remote sensing 
t=!> C optical remote sensing. laser remote sensing 
D o tical re:mote sensin visual remote sensin 
............... Query 
\ 
c ＭＭｾＭ•＠ Respouse 
Figure 4.10: Query routing example (three nodes selected) 
Figure 4.10 illustrates a similar example, where node D is associated with one 
more topic "visual remote sensing" in the srune ru·ea of the requested topic. In this 
case, node D is also selected, because n < Rv (where n = 2 and 
Rv = ｾ＠ · (5 -1) + 1 = 3 ) ) and the actual number of nodes to be queried is three in 
4 
the second example. 
4.4. ·Routing Algorithm for Multi-Topic Queries 
4.4.1 Routing Algorithm for Conjunctive Queries 
ESLP also supports queries with conjunctive topics, such as a query on "radar 
retnote sensing" and "mini satellite". For a conjunctive query with multiple topics, 
a search is successful on a peer node if a requested file is found by tnatching all 
query topics. This peer node will respond to the query originator with the requested 
topics. Moreover, the peer nodes that cru1 find any requested topic of the 
conjunctive query will also infonn the query originator with the matched topic( s ), 
even though they cannot find the requested file completely matching all query 
topics. This response information will be cached by the query originator for future 
queries. 
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Fliend List 
I ｾ＠
BlackList 
I 
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Node A (afte1') 
F1iend List 
:radar remote sensing 
optical remote sensing 
BlackList 
radar remote sensing 
optical retuote sensing 
I C,F 
I C, E 
IE 
ID 
............... Query 
--"- ..- Response 
Figure 4.11: Example of knowledge collection of a conjunctive query 
Figure 4.11 shows an example of the knowledge collection process with 
conjunctive queries. Node A with an empty knowledge index searches for files on 
"radar remote sensing" and "optical retnote sensing", which randomly sends the 
query to node C, node D and node E. The query is successful at node C by finding 
the requested file matching both the requested topics "radar remote sensing" and 
"optical remote sensing". Thus, node C responds to node A. Node A then adds node 
C associated with the two topics into the local fi·iend list: "radar remote sensing" 
and "optical remote sensing". Node E and node F cannot find any matched files, 
but they can partially satisfy the query by matching one of the requested topics on 
either "radar remote sensing" or "optical remote sensing". Node E and node F 
respond to node A which are then associated with a tnatched topic into the friend 
list of node A. For a following query on "radar remote sensing", node A can find at 
least two peer nodes, node C and node F, directly associated with the query frotn 
the local friend list. 
As shown in Figure 4.11, node D's successor, node F, helps node D find the 
infotmation about one of the requested topics "radar remote sensing", but no 
results about the other query topic "optical remote sensing" are found in node D 
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and its successor(s) (e.g. node F). Therefore, node D will be put into the black list 
with the topic "optical remote sensing" only. If node A does the same search on 
"radar remote sensing" and "optical remote sensing" again, the node routing 
algorithm in node A will avoid forwarding the query, regarding information in the 
black list, to node D, because node D is associated with one of the requested 
topics: "optical remote sensing", in the black list. 
Generate a list of peer nodes that are 
associated with nny topic of the conjunctive 
query or are associated with the interest urea o[ 
any topic of the COI\junctive query Q 
Rank these nodes with their correlation degrees C0 
to the conjunctive query Q 
Yes 
Take a node from the list in order 
The cut-off of peer node R to the query 
R = Round(CQ · (FNm:.'x - FNmin ))+ FNmin 
No 
Forward query to the selected node 
n = tHI 
Figure 4.12: Flowchart of the second phase of node selection 
procedure for multi-topic queries 
Sitnilarly to the single-topic query processing, when a node receives a conjunctive 
query Q which needs to be forwarded, the "black nodes" that are provided by the 
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query originator and the "black nodes" that are associated with any requested topic 
in the local black list will be excluded fi·om the three-phase selection procedure. 
In the first phase, the message holder retrieves the peer nodes that can completely 
satisfy the conjunctive query from the local friend list with FNmax . If n < FNmax , 
the node selection procedure will continue to the second phase to find the peer 
nodes that are correlated with the query as shown in Figure 4.12. Two kinds of 
peer nodes will be considered: the peer nodes that are associated with any topic of 
the conjunctive query and the peer nodes that are associated with the interest area 
of any topic of the conjunctive query. 
Analogously to the single-topic query processing, the correlation degree of a peer 
node to the interest area of.a requested topic Tis given by E_quation ( 4.1 ): 
For a conjunctive query with N topics { t1 A t2 A t3 •••• A tN} (where A represents 
the logical conjunction function: "and"), a peer node is associated with { t1 , t2 , 
.... , t 111 }, and is not associated with { t,+P t111+2 , .... , t,+k} but with corresponding 
correlation degrees { Cm+t, Cm+2 , ••• , Cm+k }( N = m + k ). 
The correlation degree Cindirect of the interest areas that the peer node is not 
associated with is given by: 
We prefer to forward the query to the peer nodes that are directly associated with i 
the most topics of the conjunctive query (with ratio Cdirect) and simultaneously 
highly correlated with the interest areas of the requested topics they are not 
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associated to (with ratio Cindirect ). The conelation degree of the node to the 
conjunctive query Q is given by: 
c Q = c direct + ( 1- c direct ) • cilldirect 
m 1 m+k 
=--+--·Let; (i=m+1, ... ,m+k). 
m+k m+k i=m+l 
(4.3) 
The cut-off criterion R of peer node with respect to the conjunctive query is 
detetmined by the correlation degree of the peer node to the conjunctive query Q 
with the Equation ( 4.2): 
RQ = Round(CQ · (FNmax - FN min))+ FN min. 
If n < FN min , the selection procedure will proceed to the third phase to randomly 
pick up peer nodes from the rest of cached nodes in-elevant to the requested topics 
as well as their interest areas ( C = 0) with cut-off FNmin . 
Node A 
Fliend List 
mini satellite B7 C,D,E B mini satellite, :radar remote sensing 
radar remote sensing B c mini satellite, optical retnote sensing. 
optical remote sensing C,D laser remote sensing 
laser re m.ote sensing c D mini satellite, optlcal rem.ote sensing 
visual remote sensing F E. tnini. satellite 
BlackList 
mini satellite F 
...........__.. Quety 
E D C .. _ .. _ ..,_ Response 
Area I: mini satellite, micro satellite, na.no satellite, pico satellite 
Area II: radar remote sensing, optical remote sensing, laseuemote sensing. visual remote sensing 
Figure 4.13: Conjunctive query routing example {three nodes 
selected) 
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Figure 4.13 shows an example of conjunctive query routing by ESLP where 
FN mtlx = 5 and FNmin = 1. Suppose node A generates a ｣ｯｮｪｵｮ｣ｴｩｾ･＠ query with two 
topics: "mini satellite" and "radar remote sensing". Node A will frrst check the 
local black list to exclude node F which is associated with one of the requested 
topics "mini satellite" in the black list. 
In the first round of selection, node B is selected which is directly associated with 
both the topics "mini satellite" and "radar -remote sensing". Due to 
n < FN max ( n = 1 , FN mtlx = 5 ), node A will further retrieve the peer nodes that are 
associated with any topic of the conjunctive query and the peer· nodes that are 
associated with the interest area of any topic of the conjunctive query according to 
the local friend list. In this case, node A finds node C, node D and node. E fi:otn the 
local friend list, which are all associated with one of the requested topics: "mini 
satellite". Among them, node C is also associated with two topics "optical retnote 
sensing" and "laser remote sensing" in the srune area of the other requested topic 
"radar remote sensing", node D is associated with one topic "optical remote 
sensing", but node E is associated with none in this area. Thus, node C 
( Cc ］｟Ａ｟Ｋ｟Ａ｟ﾷｾ］ｾＬ＠ Rc ］ｒｯｵｮ､ＨｾﾷＨＵＭＱＩＫＱＩ＠ =4) is more correlated with the 
2 2 4 4 4 
querythannodeD Ｈｃｄ］ＮＡ｟ＫＮＮＡ｟ﾷ｟Ａ｟］ｾＬ＠ RD ］ｒｯｵｮ､ＨｾﾷＨＵＭｬＩＫｬＩ＠ =4) and node 
2 2 4 8 8 
E (CE =!,RE =Round(!·(5-1)+1) =3 ). The request will be sent to node C, 
2 2 
because the number of selected nodes to be queried is smaller than the cut-off of 
node C: n < Rc ( n = 1, Rc = 4 ). Then n + 1 ｾ＠ n = 2 . Node D is also selected 
because n < RD ( n = 2, RD = 4) and n + 1 ｾ＠ n = 3 . The selection procedure then 
stops and node E is not selected because n ｾ､ｅ＠ ( n = 3, Re = 3 ). The actual 
number of nodes to be queried is three in this case. 
89 
ESLP: Efficient Social-Like Peer-to-peer 
Node A 
Friend List B :tnini satellite, radar remote sen sing 
mini satellite B.C,D.E c mini satellite, optical remote sensing. 
:radar remote sensing B 
· lase:r remote sensing 
optical remote sensing C,D D mini s_atellite, optical remote sensing 
laser re:tnote sensing C,E E mini satellite, laser remote sensing 
visual re:tnote sensing F 
BlackList 
mini satellite F 
----+ Query 
D C ,..,. __ .,. Response 
Area I: mini satellite, n'licro satellite, nano satellite, pico satellite 
Area II: radar re:tnote sensing. optical remote sensing. laser remote sensing. visual remote sensing 
Figure 4.14: Conjunctive query routing example (four nodes selected) 
However, if node E is not only associated with the requested topic "mini satellite", 
but also with the topic "laser remote sensing" which is in the same area of the other 
requested topic "radar remote sensing" as shown in Figure 4.14, node E is also 
selected, because (where n=3, c ］ＮＡＮＫＮＡＮﾷＮＡＮ］ｾ＠
E 2 2 4 8 
RE = Round ( ｾ＠ · (5 -1) + 1) = 4 ) and the actual number of nodes to be . quelied is 
8 
four. 
4.4.2 Routing Algorithm for Query Packs 
A query pack consists of several conjunctive quedes, like ("mini satellite" and 
"radar retnote sensing") or ("pico satellite" and "visual remote sensing"). To route 
a query pack, the node selection algolithm first excludes the peer nodes that are 
associated with any conjunctive query in the local black list and in the black list 
provided by the query originator. The node selection algorithm then tries to find 
the peer nodes that can satisfy any conjunctive query in the query pack from the 
local fi.'iend list. A maxituum of FN•nax peer nodes will be selected. 
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In the second phase, the routing algorithm produces a list of peer nodes that are 
associated with any topic of the query pack and the peer nodes that are associated 
with the interest area of any topic of the query pack. For a given peer node, the 
routing algoritlnn generates a list of COtTelation ､･ｧｲ･ｾｳ＠ ( Cp c2 , ... , c M ) of these 
peer nodes to all conjunctive queries (QpQ2 , ••• ,QM) in the query pack 
(Q1 v Q2 .... v QM) by using Equation ( 4.3) (where v represents the logical 
disjunction function "or"). The query pack is successful if any conjunctive ｱｵｾｲｹ＠ in 
the query pack can be satisfied. We use the largest correlation degree of a 
conjunctive query as ｾ･＠ conelation degree of the peer node to the query pack 
· C =MAX( C., C2 , ••• , C M) to generate the cut-off R of the peer node by using 
Equation ( 4.2). 
Let's reuse the example network illustrated in Figure 4.13 as an example of 
message routing of the query pack ( Q1 v Q2 ), where Q1 = "mini satellite" A "radar 
retnote sensing" and Q2 = "pico satellite" A ''visual remote sensing"). For node D, 
the correlation of the first conjunctive query Q1 is CQ1 = ..!_ + ..!_ · ..!_ =.?.. and the 2 2 4 8 
1 . f h d . . Q . C 1 1 1 1 1 Th cone atlon o t e secon conJunctive query 2 ts Q2 = 2 · 4 + 2 · 4 = 4 · us, 
the conelation degree of node D to the query pack C = MAX( C 0 , C Q2 ) =.?.. . 8 
These peer nodes are sorted ｡｣｣ｯｲｾｩｮｧ＠ to their conelation degrees to the query 
pack. The query pack is fotwarded to a given peer node only in case the cut-off R 
of the peer node is larger than the number n of selected peer nodes, which is the 
srune as the single-topic query and the single conjunctive query processing. 
4.5. Adaptive Query 
In order to efficiently search the network, two kinds of queries are generated at 
different stages of searches, known as ordinary queries and active queties. For the 
ordinary queries, the tru·get nodes sharing the desired files will respond to the 
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infotmation related to the requested topic only. For the active queries, the target 
nodes will not only respond to the requested topic but also inform the query 
otiginator of other associated topics it shares in the same interest area. 
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Figure 4.15: Ordinary query and active query of ESLP 
As illustrated in Figure 4.15, when the query otiginator generates a query with the 
topic ·"radar remote sensing", the target node that shares the desired files will 
answer the query about "radar remote sensing" as well as the associated topics 
"optical remote sensing", "laser remote sensing" and "visual remote sensing". The 
newly obtained information will be put into the local friend list by the query 
originator for future queries. 
With these active queries, the query originator can gather more pieces of 
knowledge from each successful query, but extra traffic will be generated for 
shipping such additional knowledge. The extra traffic could be significant if every 
node generates all queties in this manner, which is difficult to be handled by 
·bandwidth-limited networks. In contrast, if peer nodes search the network only 
with ordinary queties, each new node accumulates knowledge slowly by gatheting 
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one piece of knowledge from each successful query, especially for those peer 
nodes which are seldom online or request the network. 
To address these issues, ESLP adopts a trade-off solution for bandwidth-limited 
networks. The recently joined nodes will utilise active queries to quickly 
accumulate a large amount of useful information regarding their interests. After the 
cached knowledge reaches a cei.'tain threshold ratio r of the maximum size of the 
friend list nma)Lkllowtedge, the peer nodes will use ordinary queries to discover the 
required files with low traffic cost. If the ratio of cached knowledge reached :::;; r , 
active queries will be used to search the network. Otherwise, ordinary queries will 
be adopted. Moreover, this process is not only applicable for recently joined nodes, 
but also enables peer nodes to quickly recover from unpredictable knowledge loss. 
Social behaviour 8: .the query generation strategy ofESLP is similar to the human 
strategy in social networks where newly joined persons no1mally are more active to 
adapt to new environments. When a person joins to a new society, he/she will not 
only passively learn knowledge by remembedng useful information from daily 
occasional events happening in the society, but also actively collect potentially 
useful knowledge consciously. When he/she seeks out help in a new society, 
communication with the other people who can be of assistance is not normally 
limited to a stdct exchange of assistance; often, he/she would like to know tnore 
about the people who can be of assistance in order to expand his/her knowledge of 
the new society, which may be useful at a later time. 
4.6. Summary 
Due to the silniladty of social networks and P2P networks, we believe that human 
strategies in social networks are useful for improving resource discovery by 
building an efficient social-like peer-to-peer network. In this chapter, we have 
presented ESLP for ｲ･ｾｯｵｲ｣･＠ discovery by self-organising autonomous peers with 
social strategies. 
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In general, ESLP has the following advantages over the existing infotmed search 
algorithms: 
• ESLP enables peer nodes to take information from the results of previous 
searches. No extra communication overhead is required for ESLP to obtain 
additional information from neighbouring nodes on the P2P overlay. 
• ESLP enables peer nodes not only to fotward quelies to the "good" nodes 
that can potentially offer the requested resources or know who has the 
requested resources, but also to avoid sending queries to the "bad" nodes that 
cannot help find any requested files. 
• ESLP is not only efficient for the previously queried topics but also for the 
topics that have not been previously queried. 
• ESLP is a self-adaptive algorithm. The number of query receivers in each 
hop is adjusted with the possibility of successfully finding the requested files. 
Moreover, ESLP adopts different types of queries in accordance with 
different search stages. 
• ESLP is a self-organising algorithtn. Unlike community-based P2P file-
sharing systems (e.g. [61, 69, 74]), we do not intend to create and maintain 
. peer groups or peer communities consciously. In contrast, each node 
connects to other peer nodes with the same interests gradually by the results 
.. 
of daily searches. Finally, peer nodes with the same interests will be highly 
connected to each other and fotm peer communities spontaneously. 
In the next chapter, we will evaluate the performance of ESLP as well as other 
relevant methods tht·ough sitnulations to see whether ESLP as we have described 
above can achieve enhanced performance over previous methods. ESLP. will be 
simulated in different situations to show how human strategies in social networks 
can itnprove the perfotmance of resource discovery in unsttuctured P2P networks. 
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5. Simulations 
In this chapter, we evaluate the performance of ESLP by simulations in a dynrunic 
environment with a cotnparison to other relevant methods. 
5.1. Metrics 
Perfotmance is evaluated against the following two criteria: 
Recall 
Recall is defined as the ratio of the number of found files to the number of all 
possible files that match the query in the network. Recall is a commonly quoted 
tnetric in P2P reseru·ch materials. In unstructured P2P systen1s, popular topics are 
widely distributed to files, but unpopulru· topics receive little attention by people. 
Performance evaluation is one of the objectives of this thesis. Compared to the 
number of found files, recall is a better measure to evaluate search performance, 
since the number of possible matched files varies widely in the unsttuctured P2P 
systems. The precision metric is not used in our model, because ｅｓｌｾ＠ is based on 
the exact matching of keywords or keyword clusters which enables peer nodes to 
return the results that completely match search keywords or keyword clusters. 
Bandwidth 
Similarly to other search models presented in P2P networks, ESLP is a general P2P 
model rather than a specific piece of software. The sizes of messages most likely 
vary between different impletnentations. Thus, the nwnber of query messages 
generated by ESLP is used as an indication of bandwidth consumption. It also 
allows for easier comparison with other tnodels which is one of the objectives of 
the project. 
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Moreover, since ESLP is discussed by building upon the Gnutella network iri 
Chapter 4, the size of Gnutella messages is also applied in sitnulations as a more 
tneaningful measure of the actual bandwidth consumption. 
5.2. Benchmarks 
Many search methods are emerging in unstructured P2P system in the last decade, 
as reviewed in Chapter 2.2. Most of existing search methods, such as random 
walkers [27, 28], APS [33], Iterative Deepening [7], RI [36], are obviously 
different from the tnethods we are presenting in this thesis. In contrast, N euroGrid 
is a well-known method closely related to ESLP, which enables peer nodes to learn 
the results of previous searches to make futut:e searches more focused. In this 
chapter, NeuroGrid will be simulated and analysed as a benchmark to evaluate the 
performance of ESLP. 
Additionally, as the first unstructured P2P search method, the Gnutella-like random 
protocol has been widely used as a benchtnark for many follow-up unstructured 
protocols (e.g. [7, 42]), which is also simulated and compared in this chapter as a 
benchmark to evaluate the performance ofNeuroGrid. 
5.3. Simulator Design and Test 
Due to the decentralised nature of P2P networks, it is prohibitively expensive to 
test a P2P algorithm by deploying it on real-world networks and obtaining data on 
its perfotmance, which is impossible for this project. Instead, we use simulations to 
generate a near-realistic enviromnent to examine the performance of P2P 
algorithms. 
P2P networks are characterised by many real-life complexities that prevent simple 
simulations. P2P ｡ｬｧｯｲｩｴｾｳ＠ are sensitive to network models which are used in the 
simulations. Several P2P simulators are cunently available (e.g. NeuroGrid 
simulator, P2Psim and Peersim), but all of them can only provide simple and static 
environments for simulations of one or several existing P2P algorithtns, which 
96 
Simulations 
cannot completely meet the requirements of our experiments. In order to accurately 
evaluate the performance of ESLP as well as relevant algorithms, the . ESLP 
simulator is developed to resemble real-world P2P networks as closely as possible. 
Due to the similarity between NeuroGrid and ESLP, the NeuroGrid simulator has 
been used for initial simulations in our project. The N euroGrid simulator is 
designed for simulations of Gnutella, Freenet, and N euroGrid networks. It is 
created with extensibility in mind, which provides a number of abstract classes for 
peer nodes, messages and documents, which can be adopted for simulations of 
different P2P applications. 
! Input para-meter settntg:; 
Network Initialisation 
Network elements generation 
I PeerNodes I Topics I Interest are as I Files I 
Con tent generation and distribUtion 
Classify topics into interest! I Assign topics to files I 
areas I Dist.ibute files to peer I I Assign interests to p_eer nodes I nodes with node interest 
I Topology generation I 
l 
Simulat.ions 
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I Peer node online and offline II Node interest shift I 
I File sharing and retnoving II Node joining and leaving I 
Quety ｩｮｩｴｾ｡ｬｩｳ＠ ation 
I Requestingnode selection I 
I Requested topic selection I 
I Quety ｧ･ｮ･ｲ｡ｴｾｯｮ＠ I 
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topology ｡､｡ｰｴ｡ｴｾｯｮ＠ statlstic analysis 
lOutput :t:esults 
Figure 5.1: Structure of the ESLP simulator 
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The ESLP simulator is developed using the Java Language based on these abstract 
classes offered by the NeuroGrid Simulator. The main components of the ESLP 
simulator are illustrated in Figure 5.1. All modules of the ESLP sin1ulator shown in 
Figure 5.1 have been systematically tested before integration. The integration 
testing is perfotmed to verify that messages are received by the appropriate class 
and the conect response given. This process is repeated for all scenarios of each 
sitnulation. The overall system test has been done to validate the design of the 
ESLP simulator. 
5.3.1 Content Generation and Distribution 
In the sitnulations of ESLP; each file is shared with a few topic keywords. The 
topic keyword distribution to files is uneven in P2P file-sharing networks, where 
popular topics are widely distributed to files but unpopular topics only attract little 
attention by people. This phenotnenon affects the perfotmance of resource 
discovery in P2P networks, where files with popular topics can be easily targeted, 
but files with unpopular topics are difficult to be discovered. Previous studies 
observe that the distribution of keywords in files could be approximated by the 
Zipfs law in the fotm of y,.... - 1-, where y is frequency, x is rank and a is 
X a 
constant. The estimated distribution in the study [78] has been followed in our 
simulations to generate topic keyword distribution to files. In each simulation, we 
generate 1280 topics, distribute thetn to 10,000 files, and each file is randomly 
assigned three topics. 
Previous measurement studies have shown that the distribution of the number of 
shared files in P2P networks is also unbalanced. Some nodes observed in existing 
P2P networks tend to download a large number of files, but share few files or none 
at all [79]. The perfotmance of P2P networks is dependent on the number of shared 
files each· peer node chooses to share. These requested files are more likely to be 
discovered in the peer nodes sharing a large volume of files. Moreover, these peer 
nodes also possibly attract more queries from many other peer nodes. In the 
simulations, we itnplement the distribution of file sharing in the measurement 
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study [78], where about 42% of peer nodes share 10 files or less including 27% of 
"free-riders" who share nothing to the network. 
The measurement study [80] for the music sharing network on Stanford shows that 
most peer nodes only share one or a few styles of tnusic that are highly con-elated 
with users' interests. In our simulations, each peer node is randomly assigned a 
primary interest area and shares a number of files to the network with a 
probabilistic tnethod: these shared files are mostly relevant to the prhnary interest 
area of a node with a probability of 90%, but are occasionally inelevant to this 
area. For files relevant to the primary interest area, at least one of the topics of each 
file should be in the interest area of the hosting node. A total of 3 2 interest areas 
are generated and each covers 40 topics. 
5.3.2 Topology Initialisation and Evolution 
In order to better observe the evolution of network topology in the simulations, we 
set up a growing network started with a small-size random network (with 100 peer 
nodes). In the beginning of each simulation, each peer node randomly connects to 
four peer nodes bi-directionally to generate ·a random topology. Since there has 
been no interaction between peer nodes at the beginning of each simulation, each 
peer node keeps an empty knowledge index. Each list of the knowledge index can 
contain a maximum of 60 topics and each topic can be associated a maximum of 
60 peer nodes. The threshold ratio r ofESLP is defined as 80%. 
Some popular P2P networks are growing very fast on the Internet [81]. However, 
previous tneasurement studies (e.g. [70]) have observed that the size of sotne 
mature P2P networks stays constant. The phenomenon of quick growth to stability 
has not been considered by any other P2P simulation, to the best of my knowledge. 
The simulation network starts fi·om a small set of peer nodes (1 00 peer nodes). A 
nutnber of peer nodes (30 peer nodes) join the network each day of the first month 
in each simulation until the network reaches 1000 peer nodes. Then the network 
becomes a mature network with 1000 peer nodes. 
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5.3.3 Network Churns 
In the dynamic Internet environment, network chmns are usually caused firstly by 
peer nodes frequently going online and offline and secondly by content sharing and 
removing. A high network chutn significantly influences the performance of P2P 
systems, which even leads to the tnaintenance difficulty of consistent DHTs [7, 8, 
65] in sttuctured P2P systems. The study [70] measures network churns by using 
user IDs instead of IP addresses which have been used in previous measurement 
studies (e.g. [82]). IP address aliasing is a significant issue in the deployed P2P 
systems (almost 40% of peer nodes use more than one IP address over one day 
according to their measurements). Therefore, our simulations follow the 
availability distribution of peer nodes in the study [70], where nearly 50% ｯｾ＠ peer 
nodes are present on the network less than 30%. 
The study [83] argues that user interest shift is a vital factor for P2P file-sharing 
networks, especially in today' s dynamic infotmation era. To address this issue, 1% 
of peer nodes randomly shift their interest each day in the sitnulations, if no other 
setting is mentioned. Their major requested topics and additional file sharing will 
follow the new interests after shifting interest. Content sharing of each peer node 
changes with time and users' interest, which has seldom been considered by 
previous P2P simulations. To simulate the dynrunics of file sharing, we randomly 
pick 1% of peer nodes to shru·e an extra 10% files to the network and 1% of peer 
nodes to remove 10% of shared files from the network every day. 
Network chutns in these cases could affect the "correctness" of infotmation in the 
knowledge index. The selected peer nodes that previously had the requested files 
could be offline fi·om the network at the moment of requesting. Or, the requested 
files that were previously available on the selected peer nodes could have already 
been removed from the network. 
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5.3.4 Search Network 
In each time step of simulations, we randomly choose an online node as the query 
originator and strut a lookup with a query topic. According to the study [80], peer 
nodes ru·e only interested in a subset of total available content on the network. In 
order to resemble query behaviours in P2P networks [84, 85], these query topics 
ru·e generated with a probabilistic method: each topic is randomly selected from the 
current primary interest area of the query originator with a probability p = 90% , 
but sometimes from a random area with a probability of ( (1- p) = 10% ). Each 
query is tagged by a TTL to limit the life time of a message to four hops in the 
simulations. Quedes are then propagated with the ESLP routing algorithn1. 
Even though request frequency is variable for different users in different periods, 
the study [79] observes that each peer node generates an average of two requests 
each day. This has been implemented in our simulations. One simulation day is 
defined as: numberofnodes x requestfrequency time steps, which varies according 
to the nutnber of peer nodes in the simulation network from 200 (100x2) time 
steps a day in the network of 100 peer nodes to 2000 (1000x2) time steps each 
day in the network of 1000 peer nodes. We run simulations to trace the results of 
about two months ( 60 days, 92,100 time steps). Each average result is generated 
from the experimental results of each day. 
5.4. Simulation Results 
5.4.1 Initial Simulations 
Due to the complexity of ESLP and numerous customised functions offered by the 
ESLP simulator, there are many combinations of parameters to experiment with 
and lots of scenru·ios to test which could generate far too many graphs to analyse. 
In this chapter, we only present an analysis of simulation results frotn the most 
pertinent expedments as we see. 
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In this section, the initial simulation results are presented to provide a comparison 
among the ESLP, two relevant methods: RAN and NEURO, and two derived 
methods: OSLP and ASLP: 
• RAN: a constrained Gnutella routing strategy. Received queries are 
randomly passed to FNmin connected peer nodes in each hop. 
• NEURO: NeuroGrid routing strategy with the adaptive number of receivers. 
In each hop, received queries are passed to a maximum of FNmax peer nodes 
that are directly associated with the requested topic from the local knowledge 
index. If not enough matches are found (< FNmin), the algorithm randomly 
forwards a query to FNmin peer nodes from the rest of the connected nodes. 
• OSLP: a derived method of ESLP which enables peer nodes to search the 
network with ordinary queries only. OSLP can be regarded as a special type 
of ESLP with the threshold ratio r = 0% . 
• ASLP: a derived method of ESLP which enables peer nodes to search the 
network with active queries only. ASLP can also be regarded as a special 
type of ESLP with the threshold ratio r = 100% . 
Table 5.1 : Default simulation parameters 
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There are no active queries in the NEURO algorithm. In order to do an equivalent 
comparison, NEURO is compared with one of the derived methods: OSLP (which 
searches the network with ordinary queries only) to test the performance of the 
social-like P2P routing protocol. OSLP will be further compared to ESLP and the 
other derived method: ASLP to show the gains and deficiencies of active queries. 
As discussed in Section 5.1, the default parameters are set in Table 5.1. 
5.4.1.1 Performance Comparison to Relevant Methods 
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Figure 5.3: Performance comparison: number of found files 
From the results in Figure 5.2 and 5.3, OSLP achieves better performance than 
NEURO and RAN by finding more files. Maximum possible recall is defined as 
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the ratio of the number of files on online nodes that match to the query to the total 
number of matched files in the network. In Figure 5.2, the maximum possible 
recalls are all below 31%, because a large amount of files are available on a large 
number of offline nodes. Since many new files are added into the network by 
newly joined peer nodes, recall decreases during the network growing period, 
while the number of found files keeps increasing. 
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Figure 5.5: Performance comparison: recall per query message 
As shown in Figure 5.4, OSLP needs a few more query messages introduced by the 
second phase of node selection procedure, but the search efficiency of OSLP is still 
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better than NEURO by achieving higher recalls per query message as shown in 
Figure 5.5. At the early stage of searches, it is very difficult for peer nodes to find 
the directly associated nodes with the requested topic from the local knowledge 
index by using either OSLP or NEURO method due to the limited knowledge 
cached, but OSLP is capable of retrieving the peer nodes which share the 
associated files with the relevant topics more often. These selected peer nodes 
which are highly correlated with the interest area of the requested topic have more 
knowledge about the query than randomly selected peer nodes. Thus, OSLP can 
find the requested files more efficiently with the same knowledge. More successful 
searches, in turn, help to build the knowledge index more efficiently. Therefore, 
OSLP has better search capabilities and better knowledge-collecting capabilities. 
With these advantages, OSLP achieves better performance than NEURO and RAN. 
5.4.1.2 Performance Comparison to Derived Methods 
The performance of ESLP is further evaluated by comparing to the two derived 
methods: OSLP and ESLP. The effect of active queries is analysed in this 
experiment. 
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Figure 5.7: Performance comparison to derived methods: recall per 
message 
With active queries, ASLP and ESLP achieve better performance than OSLP as 
shown in Figure 5.6. Since ASLP utilises high-cost active queries for all searches, 
ASLP reaches even better performance than ESLP. Moreover, ESLP and ASLP 
can discover the requested resources more efficiently in the early stage, because 
they can more rapidly establish the knowledge index than OSLP by gathering more 
pieces of knowledge from each successful query. Because ASLP, ESLP and OSLP 
use the same adaptive forwarding algorithm and node selection algorithm, the 
recalls per message are very close (Figure 5.7). 
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Figure 5.8: Performance comparison to derived methods: average 
traffic per query 
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Since ASLP achieves the best performance by achieving a higher recall as shown 
in Figure 5.6, ASLP is recommended for use in the network with abundant 
bandwidth. Figure 5.8 shows the average traffic in bytes generated per query, 
where we use the message structure of Gnutella protocol and the length of a topic 
is set as 50 characters. The average traffic in bytes generated per query is the sum 
of the network traffic generated by not only query messages but also response 
messages. As shown in Figure 5.8, the traffic generated by each ASLP query is 
increasing to a huge value by visiting more peer nodes and transferring more 
knowledge information, which can be a heavy traffic load for the network when 
many queries occur at the same time. However, the performance of ESLP has been 
clearly improved with only little more traffic compared to OSLP. Therefore, ESLP 
is a good trade-off solution for the bandwidth-limited networks which achieves 
good performance with relatively low traffic. 
5.4.2 Topology Evolution 
In the Watts's model [44], a small world network is a kind of networks with a high 
clustering coefficient and a short average path length to other peer nodes. These 
two properties of small world networks have been recorded to observe topology 
evolution in the simulations. 
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Figure 5.9 and 5.10 show the ｡ｶ･ｲ｡ｧｾ＠ clustering coefficient and the average path 
length observed in the simulations. As shown in Figure 5.9, the clustering 
coefficient of ESLP is greater than other routing methods. Even though the 
network size increases quickly at the early stage of the simulations, the average 
path lengths of ESLP and NEURO only increase a little due to the increasing 
connectivity of network. The average path length of ESLP increases even less. 
With the active behaviours of newly joined ESLP nodes, these new nodes are more 
capable of quickly adapting to the new environment, which only slightly affect 
ｯｶ･ｲ｡ｾｬ＠ performance. 
The average path length of ESLP is only marginally smaller than that of NEURO 
method. However, by using different routing strategies, search performances are 
clearly different as shown in Figure 5.3 and 5.5. Thus, ESLP is more capable of 
discovering the short path between the query originators and the target peer nodes. 
From the results shown in Figure 5.9 and 5.10, we can see that the small-world 
phenomenon appears in the ESLP network with a high clustering coefficient and a 
short average path length. 
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5.4.3 Effects of Parameters 
In this section, simulations employing different parameters are carried out to show 
the effects and contributions of simulation parameters (e.g. the size of lists, request 
structure, the number of receivers in each hop and the rate of interest shifts). 
5.4.3.1 Size of Lists 
The size of list in the knowledge index is an important parameter, which 
determines the storage overhead required for each peer node. In this section, we 
will compare the search performance of ESLP with different sizes of lists. The 
simulation parameters changed for this experiment are shown in Table 5.2. 
Table 5.2: Changes to parameters for simulation modifying the size of 
lists 
0.21 ,---------------------., 
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60*60 ----- 30*30 --&- 1 0* 10 NEUR0(1 0*1 0) 
Figure 5.11: Recall with different sizes of knowledge index 
Figure 5.11 shows recall by ESLP in the network where each node has a 
knowledge index with lists containing a maximum of 10 X 10, 30 X 30, 60 x 60 and 
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90 X 90 entries (pairs) between topics and associated peer node addresses, 
respectively. Clearly shown in Figure 5.11, the query originators have more 
difficulty in finding the requested files from the nodes with less knowledge. 
However, recall only increases a little by changing the size of lists from 60 X 60 to 
90 x 90 entries. This result suggests that a large knowledge index containing most 
commonly used topics achieves close performance to a knowledge index with an 
even larger size. As shown in Figure 5.11, in the worst case of lOX 10 entries, 
ESLP still achieves obviously higher performance than NEURO due to its better 
knowledge collection capability and search capability. 
5.4.3.2 Request Structure 
ESLP is simulated with different request structures. By using the ESLP simulator, 
the requested topic is selected from the primary interest area of the query originator 
with a probability p , but is from a random area with a probability ( 1-p ). In the 
case of p = 90%, 90% of the requested topics are randomly selected from the 
interest area of the query originator. On the contrary, in the case of p = 0% , a 
purely random topic is chosen as the requested topic which is the worst case since 
the query originator cannot benefit from the repeated queries in its interest area. 
Parameters are set as shown in Table 5.3. 
Table 5.3: Changes to parameters for simulation modifying request 
structure 
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Figure 5.12: Recall with different request structures 
Figure 5.12 shows the results of recall by ESLP on the representative samples of p 
of 0%, 50% and 90%, respectively. In the simulations, the request scope is 
enlarged by setting a smaller p . Since the probability of finding directly associated 
peer nodes from the knowledge index decreases with smaller p , recall decreases 
along with p , which means the peer nodes are generally more difficult to target 
the requested files in the network where users have very wjde interests. ｾｵｴ＠ the 
performance of ESLP is still better than that of NEURO even in the worst case of 
p = 0% as shown in Figure 5.12, because ESLP can still find the peer nodes that 
potentially have the knowledge about queries even if the directly associated peer 
nodes cannot be found from the local knowledge index. 
5.4.3.3 Number of Receivers 
The minimum number of receivers FNmin and the maximum number of receivers 
FNmax are important factors to achieve adaptive query forwarding. In this 
experiment, ESLP is simulated with different FN,nin and FNmax to see the effect that 
each setting makes. 
Effect of the minimum number of receivers 
The different minimum numbers of receivers tested in the experiment are shown in 
Table 5.4. 
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Table 5.4: Changes to parameters for simulation modifying the 
minimum number of receivers 
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Figure 5.13: Recall with alteration of the minimum number of 
receivers 
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Figure 5.14: Average traffic per query with alteration of the minimum 
number of receivers 
As shown in Figure 5.13 and 5.14, recall achieved at the end of simulation 
increases by about 65% by changing FNmin from 2 to 3, while the traffic generated 
per query increases even more significantly by about 120%. This result shows that 
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network traffic is very sensitive to the change of the parameter FNmin, where the 
number of query messages jumps from ｾ＠ t. t) = 0(30) to ｾ＠ t. 31) = 0(120) 
(TTL= 4 ). Therefore, flooding would occur in the network by setting a large 
FNmin. 
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Figure 5.15: Recall per message with alteration of the minimum 
number of receivers 
From the results in Figure 5.15, recall per message decreases clearly with 
increasing FNmin· However, if a very small FN min is defined as FN min = 1, a very 
limited peer nodes could be accessed for answering a query, which seriously 
affects the speed of knowledge collection. Therefore, recall is very low in the case 
of FN min = 1 . From the results discussed above, we suggest that FN min should be 
carefully defined by application developers who would consider adoption of ESLP 
in their ｡ｰｰｬｩ｣｡ｾｩｯｮＮ＠ In this case, FN min = 2 is a good trade-off to achieve both high 
search performance and efficiency. 
Effect of the maximum number of receivers 
The different maximum numbers of receivers tested in the experiment are changed 
as shown in Table 5.5. 
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Table 5.5: Changes to parameters for simulation modifying the 
maximum number of receivers 
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Figure 5.16: Recall with alteration of the maximum number of 
receivers in each hop 
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Figure 5.17: Average traffic per query with alteration of the maximum 
number of receivers in each hop 
As shown in Figure 5.16 and 5.17, recall increases by about 30% while the 
network traffic increases about 50% by changing the maximum number of 
receivers in each hop FNmax from 5 to 10. Compared to the results with changing 
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the minimum number of receivers FNmin shown in Figure 5.14, network traffic is 
more sensitive to the alternation of the minimum number of receivers FNmin rather 
than the alternation of the maximum number of receivers FNmax· 
The number of receivers in each hop is adjusted according to the correlation of the 
selected peer nodes to the query. It is very difficult for a peer node to reach a very 
high correlation by matching most of topics in a specific area. The number of 
receivers in each hop is usually much less than the maximum number of receivers 
FNmax, while the number of receivers in each hop must be larger than the minimum 
number of receivers FNmin· Therefore, the total network traffic is more correlated to 
FN min rather than FNmax· 
0.01 .-------------------------, 
Q) 0.009 
m o.ooa 
ｾ＠ 0.007 
E ｾ＠ 0.006 
! 0.005 
ｾ＠ 0.004 
Q) 
ｾ＠ 0.003 
ｾ＠ 0.002 
Q) 
Q: 0.001 
ｯ ｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾ＠
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 
Days 
ｾ ｆｎｭ｡ｸ］ＱＰ＠ FNmax=5 ｾ ｆｎｭ｡ｸ］Ｒ＠
Figure 5.18: Recall per message with alteration of the maximum 
number of receivers in each hop 
Recall per message is only slightly changed by alternation of FNmax (as shown in 
Figure 5.18) compared to the alteration of FNm;,h since adaptive lookups are 
achieved by ESLP. Since a high efficiency is performed by a bigger FNmax, 
application developers could consider defining a bigger FN max to achieve a higher 
recall rather than a bigger FN min· 
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5.4.3.4 Interest Shifts 
ESLP has been further simulated with different kinds of interest shifts: 
• Gradual shift: peer nodes shift their interest gradually, which is the same as the 
interest shift we did in the previous experiments: 1% of peer nodes randomly 
shift their interest each day. 
• Sudden shift: high number of peer nodes will change their interests in a short 
time interval. In this simulation, we define that 50% of peer nodes change their 
interests suddenly on the 50th day. 
• Soft shift: additional file sharing will follow the new interest, but the peer 
nodes will not remove all previously shared files when shifting interest. 
• Hard shift: peer nodes will replace all shared files with new files when shifting 
interest and the additional file sharing will follow the new interest. 
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Figure 5.19: Recall with different scales of interest shifts 
From the simulation results shown in Figure 5.19, ESLP with the gradual and soft 
interest shift achieves very close performance to that without interest shift. 
Therefore, the gradual and soft interest shift can be generally handled by ESLP. 
However, for the large-scale sudden and hard interest shift, massive content 
changes caused by the hard interest shift aggravate the effect of interest shift, 
which suddenly produces a large amount of invalid knowledge in the network. 
Hence the sudden and hard interest shift could affect performance more 
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significantly which is also hard to recover only with daily search results as shown 
in Figure 5.20. 
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ｾ ｓｵ､､･ｮ＠ and Hard shift with knowledge update 
Sudden and Hard shift 
Figure 5.20: Recall with different types of interest shifts 
In this case of the sudden and hard interest shift, an extra knowledge update can be 
useful to improve performance by removing invalid information from the 
knowledge index of each peer node. ESLP is further simulated in the network 
where each peer node updates its local knowledge index to remove invalid 
knowledge right after the sudden and hard interest shift happens, by querying all 
cached nodes in the local knowledge index. Figure 5.20 shows that recall by ESLP 
either with or without the extra knowledge update. From the results in Figure 5.20, 
both the methods experience an obvious drop at the moment of interest shift. 
However, the performance of ESLP with extra knowledge update can more quickly 
return to normal than ESLP without update. 
Because the extra knowledge update only removes the invalid knowledge from the 
knowledge index without adding new knowledge, the amount of cached knowledge 
in each node decreases significantly compared to that before the sudden and hard 
interest shift. Each peer node then needs to use its own search protocol to re-collect 
information about file locations. If the cached ｫｮｾｷｬ･､ｧ･＠ decreases below the 
threshold ratio ( r = 0.8) in a node, this node will search the network by using 
active queries instead of ordinary queries to quickly accumulate a large amount 
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new knowledge for future searches. Therefore, ESLP with update achieves better 
performance than ESLP without update for dealing with the sudden (Uld hard 
interest shift. 
With respect to the above results that ESLP is capable of dealing with soft and 
gradual interest shift but has difficulty of coping with the sudden and hard shift, 
application developers who adopt ESLP should also consider an extra knowledge 
update function in their applications. Due to self-update capability of ESLP, this 
function could only be invoked in some unpredictable accidents (such as large-
scale data loss). 
5.4.4 Query Packs 
We continue to evaluate the performance of ESLP by simulations with query 
packs. In this experiment, each query pack consists of two conjunctive queries and 
each conjunctive query contains two query topics, such as ("mini satellite" and 
"radar remote sensing") or ("pico satellite" and "visual remote sensing"). Because 
the matching probability decreases significantly to match both of the querying 
topics, in this experiment, the querying topics are chosen under the assumption that 
there is at least one possible file existing in the network that can satisfy the query 
pack. 
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Figure 5.21: Recall for query packs 
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Figure 5.22: Recall per message for query packs 
From the results in Figure 5.21 and 5.22, ESLP achieves better performance than 
NEURO and RAN, which is similar to that of single keyword lookups. Compared 
to single keyword lookups, recall of each query pack still keeps high. But the 
number of found files drops to about 16 files by a query pack at the end of 
simulation, because the number of files matching both two topics is much less than 
the number of files matching one topic. 
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Figure 5.23: Number of found files for query packs 
Different from single keyword searches, we are surprised to see that the number of 
found files by RAN decreases at the early stage of searches, while the number of 
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found files by NEURO and ESLP keep increasing as shown in Figure 5.23. 
Because the querying topics are chosen under the assumption that there is at least 
one possible file existing in the network that can satisfy the query pack, the actual 
tnatching probability of RAN decreases with new adding files in the early stage, 
which leads to the decrement of the number of found files. 
5.5. Summary 
The ESLP simulator is built for simulations of ESLP as well as other relevant 
tnethods. These methods have been simulated in dynamic envirotnnents with 
growing numbers of peer nodes. ESLP can find the requested files more efficiently 
based on the same amount of knowledge by adjusting different types of queries at 
different stages. More successful searches, in tutn, help to build the knowledge 
index more quickly. From the simulation results, ESLP and its derived models 
achieve better perfonnance of resource discovery by targeting more requested files 
and tnore efficiently establishing the knowledge index about the locations of files 
than other methods. Moreover, ESLP achieves a cost-effective perfotmance by 
finding more requested files with a small traffic. 
The effects of different simulation parameters have been examined in this chapter. 
The parameter settings are also recommended to the application developers who 
would consider adoption of ESLP in t4eir P2P applications. Generally, the 
tninitnum m.unber of receivers FN111;n should be carefully defined by application 
developers. Defining a big FNmtn could easily lead to network flooding. Instead, 
application developers could consider defining a bigger FNmax (the maximum 
number of receivers) to achieve a higher recall rather than a bigger FN111111 • 
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6. Conclusions and Future Work 
6.1. Summary 
For resource discovery in social networks, people can directly contact some 
acquaintances that potentially have knowledge about the resources they are looking 
for. However, in culTent P2P networks, each peer node lacks a "social" network, 
making it difficult to route queries efficiently. In this thesis, social models for 
efficient resource discovery in P2P networks have been presented, which enable 
peer nodes to meet, get to know each other, and help each other. 
Small World Architecture for peer-to-peer Networks (SWAN) is first presented in 
this thesis. In SWAN, peer nodes in the, network are classified into different peer 
groups dependent on their interests, which is similar to the small-world tnodel 
presented by Watts [ 44]: each node is connected to some neighbouting nodes, and 
a group of nodes keeps a small number of long links to randomly chosen distant 
nodes. In SWAN, not every peer node needs to be connected to remote peer 
groups, but every peer node can easily find which peer nodes have external 
connections. A semi-structured P2P search algorithm is used to distinguish these 
random long-range shortcuts and find proper shortcuts to target a specific resource 
by combining the techniques of both structured and unstructured search methods. 
This search algorithm is fault-tolerant which can find the requested data inside and 
outside of peer groups, even though hash functions cannot provide accurate 
information about data locations. 
However, similarly to other comtnunity-based P2P file-sharing systems (e.g. [56-
58]), SWAN is based on the same concept of clustering peer nodes intentionally 
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into peer groups, which requires to maintain a hierarchical group structure in a · 
highly dynamic and distributed environment. This is not entirely appropriate to the 
objective of the project which aims to design a self-organising model for efficient 
resource discovery in P2P networks. Addressing this issue, we present the Efficient 
Social-Like Peer-to-peer (ESLP) model for resource discovery by self-organising 
autonon1ous peers with human strategies in social networks, which demonstrates 
how human strategies in social networks can itnprove resource discovery in P2P 
networks, by tnimicking different social behaviours. 
In the ESLP network, each peer node can leatn from the previous search results, 
both in success and failure, which makes future searches more efficient. Each peer 
node maintains a knowledge index (including a friend list and a black list) about 
resources located in the network. Each peer node works as an autonotnous agent 
which provides local message processing and routing services. In the ESLP 
network, queries are preferentially propagated to the peer nodes that are more 
likely to have the requested resources or potentially have the knowledge on whom 
has the requested resources. The number of peer nodes to be forwarded in each hop 
is adaptive according to the correlation degree of the peer node to the query. 
Moreover, the different types of queries are also utilised in accordance with 
different search stages, which enables peer nodes to accumulate knowledge 
efficiently with low communication cost. 
In the ESLP network, peer communities are formed and maintained spontaneously, 
where peer nodes ru·e self-organised based on their daily intercommunications. 
Each peer node can automatically detect potential interests of other peer nodes in 
the network according to their previous behaviours and preferentially links to the 
peer nodes that have sitnilar interests. Global behaviours then etnerge as the result 
of all the local behaviours that occur. Finally, the peer nodes with similar interests 
will be highly connected to each other. 
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6.2. Outcomes 
The ESLP simulator is developed to evaluate the performance of ESLP and other 
relevant methods by simulations in a complex, dynamic and near-realistic 
enviromnent. A growing network is created to observe the topology evolution of 
P2P networks. Dynamic network churns are also generated in the simulations with 
peer nodes frequently going online and offline, peer nodes shifting their interests, 
as well as content sharing and retnoving from the network. The simulations 
demonstrate that human strategies in social networks are useful for improving the 
performance of resource discovery in unstructured P2P networks. 
Frotn the experimental results, ESLP detnonstrates good search capabilities and 
knowledge-collecting capabilities, which achieves better performance than 
NeuroGrid and random search method by efficiently finding more requested files. 
In the ESLP network, queries are routed adaptively with limited cached 
knowledge. ESLP is capable of retrieving the peer nodes which share the 
associated files with the relevant topics more often. These selected peer nodes, 
which are highly con-elated with the interest area of the requested topic, have more 
knowledge about the query than randomly selected peer nodes. Thus, ESLP is able 
to find the requested files more efficiently based on the same amount of knowledge 
by adjusting different types of queries in different stages. More successful 
searches, in turn, help to build the knowledge index more quickly. 
Two derived strategies: OSLP and ASLP have also been simulated and compared 
to ESLP. With respect to the shnulation results, ASLP finds more results for each 
query over OSLP and ASLP, but also generates huge network traffic which 
seriously hurts the network. In contrast, ESLP achieves cost-effective perfotmance 
by finding many files with low traffic. The experimental results also indicate that 
the small-world phenomenon appears in the ESLP network with a high clustering 
coefficient and a short average path length. 
The size of the knowledge index determines the storage overhead required for each 
peer node. The experimental results suggest that the query originators have more 
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difficulty in finding the requested files :fi.·om the nodes with less knowledge, but a 
large knowledge index containing most commonly used topics achieves close 
performance to a knowledge index with an even larger size. By defining different 
request structures, we also find that the requested files are more difficult to be 
targeted in the network where users have wider interests. ESLP has also been 
simulated in the networks with different kinds of interest shifts. The experimental 
results indicate that ESLP is capable of dealing with soft and gradual interest shift 
but has the difficulty of coping with the sudden and hard interest shift. The 
recotnmended parruneter settings of ESLP have been given to application 
developers, who would consider adoption of ESLP, based on the results of 
simulations. 
6.3. Future Work 
My research in the field of large-scale distributed systems will continue in the next 
several years, particularly in the development of fault-tolerant, self-adaptive and 
self-organising systems based on peer-to-peer networks. Sotne potential future 
work is introduced in this section. 
Resource and service discovery in Grid computing environments [86] involves a 
lot of elements in common with resource discovery in P2P networks. Although 
ESLP is designed for resource discovery in P2P file sharing networks, which is 
also applicable for service discovery in Grid computing environments with 
numerous service providers. However, different protocols and standards are in use 
in between P2P networks and Gtid computing environments. Current Grid/Web 
service standards need to be extended, especially for service descriptions and 
atmotations, by including additional attributes for peer's specifications. With the 
cooperation of Grid computing environments, the usage of P2P networks could be 
broadened from simple file provision to more advanced services, such as sharing 
redundant computing power for complicated scientific calculation and sharing 
extra bandwidth for real time video transmission. 
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A common topic structure is utilised in ESLP. In the new model of ESLP, users 
should be able to use their own topic sttuctures for query routing. ESLJ> with 
heterogonous and incompatible topic structures ｷｾｬｬ＠ also be investigated and tested 
further. 
ESLP is built and bootstrapped upon unstructured P2P networks, which works as 
an appealing alternative with improved performance to existing unstructured P2P 
protocols. But ESLP may also possibly be expanded to apply in the field of 
structured P2P networks. For example, ESLP could work .in structured P2P 
systems as a suppletnentary algorithm to increase the fault-tolerance of original 
algorithtns. 
ESLP could be used as a new generation search algorithm of P2P applications to 
address existing problems of different domains. For example, ESLP search 
algorithm could be used in cun·ent distributed disaster management networks for 
global disaster monitoring and relief by searching data from multiple service and 
data providers. ESLP can also be deployed in satellite networks (e.g. Surrey 
Satellite Technology Limited (SSTL) and its pattners) to distti.bute remote sensing 
data from satellites, to discover urgent disaster infotmation to disaster relief 
organisations, 3:0d to promote resource sharing among satellite owners. Moreover, 
ESLP can potentially be utilised in the large-scale military networks by 
dynamically sharing and collecting military information and services to deliver 
Network Enabled Capability (NBC) [87]. 
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