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Abstract. In this paper, we consider a dynamic viscoelastic contact problem with friction
and wear, and describe it as a system of nonlinear partial differential equations. We formulate
the previous problem as a hyperbolic quasi-variational inequality by employing the variational
method. We adopt the Rothe method to show the existence and uniqueness of weak solution for
the hyperbolic quasi-variational inequality under mild conditions. We also give a fully discrete
scheme for solving the hyperbolic quasi-variational inequality and obtain error estimates for the
fully discrete scheme.
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1 Introduction
Viscoelastic contact is a well-discussed physical phenomenon which describes the deformation process of
a viscoelastic body when it contacts with a rigid foundation. Various theoretical results and numerical
algorithms with applications have been studied extensively for quasistatic viscoelastic contact problems in
the literature (see, for example, [13, 14, 29, 32]).
In order to describe the process of deformation of a viscoelastic body with wear when it contacts with a
rigid body foundation, several quasistatic viscoelastic frictional contact problems with wear were introduced
and studied under different conditions; for instance, we refer the reader to [6, 24, 26] and the references
therein. It is worth mentioning that Chen et al. [6] were the first to derive error estimates of fully discrete
schemes for solving quasistatic viscoelastic frictional contact problems with wear. Recently, Gasin´ski et
al. [10] proposed a mathematical model to describe quasistatic frictional contact with wear between a
thermoviscoelastic body and a moving foundation. Very recently, Jureczka and Ochal [17] obtained the
numerical analysis and simulations for the quasistatic elastic frictional contact problem with wear.
∗This work was supported by the National Natural Science Foundation of China (11471230, 11671282, 11771067) and the
Applied Basic Project of Sichuan Province (2019YJ0204).
†Corresponding author, E-mail: nanjinghuang@hotmail.com; njhuang@scu.edu.cn
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As a generalization of the contact problem considered in [5], Chau et al. [4] introduced and studied a
dynamic frictionless contact problem and gave a fully discrete scheme for solving such problem. Bartosz
[3] considered a dynamical viscoelastic contact problem to modify the model treated by Ciulcu et al. [7].
Recently, Cocou [8] extended the static contact problem considered by Rabier et al. [18] to a dynamic
viscoelastic contact problem with friction and obtained an existence and uniqueness of the weak solution
for such problem. However, to our best knowledge, there is no study for the dynamic viscoelastic contact
problem with friction and wear in the existing literature. The motivation of this paper is to make a new
attempt in this direction.
It is well known that Duvaut and Lions [9] were the first to study quasi-static frictional contact viscoelastic
problems within the framework of variational inequalities. From then on, various variational inequalities,
hemivariational inequalities and other related problems have been derived from different physical phenomena
in contact mechanics and abundant research results have been obtained for their studies ([15, 20, 21, 27,
28, 30, 31, 33, 36]). Recently, Migo´rski and Zeng [23] studied a class of hyperbolic variational inequalities
and applied their results to study the existence of weak solutions for the dynamic frictional contact problem
without wear.
In this paper, we consider a mathematical model which describes a dynamic viscoelastic contact problem
with friction and wear, in which the material behavior is followed by the Kelvin-Voigt viscoelastic constitutive
law and the frictional contact is modelled with a wear governed by a simplified version of Archard’s law [33, 34]
for the velocity field associated to a version of Coulombs law of dry friction.
The rest of this paper is organized as follows. Section 2 presents some necessary preliminaries and the
weak formulation of the dynamic viscoelastic contact problem with friction and wear. Inspired by Migo´rski
and Zeng [23], we prove the existence and uniqueness of the solution for the hyperbolic quasi-variational
inequality under mild conditions by applying the Rothe method [19] in Section 3. We obtain the existence and
uniqueness of weak solution for the dynamic viscoelastic contact problem with friction and wear in Section
4. Finally, we present the fully discrete scheme for solving the hyperbolic quasi-variational inequality and
derive the error estimates for the fully discrete scheme in Section 5.
2 Preliminaries
In this section, we first recall some notations that will be used later. The main materials can be found in
the book [25].
Let Sd denote the space of second order symmetric tensors on Rd with d = 2, 3. Let ” : ” and ” · ”
represent the inner product on Sd and Rd, respectively, and ”| · |” denotes the Euclidean norm on Sd and
Rd. We adopt the Einstein summation convention and two indicators separated by commas to indicate the
partial derivative of the function corresponding to the first indicator respect to the second indicator. For
example, ui,j ≡ ∂ui∂xj and uijvj ≡
∑d
j=1 uij · vj . In what follows, we use the following notations:
H = L2(Ω,Rd) = {u = (ui)|ui ∈ L2(Ω)}, Q = L2(Ω, Sd) = {σ = (σij)|σij = σji ∈ L2(Ω))},
where u is the displacement field in Rd. For a smooth displacement field u, we write ε and Div for the
meaning of deformation and divergence operators of u, respectively. Here, ε and Div are defined by
ε(u) = (εij(u)), εij(u) =
1
2
(ui,j + uj,i), Div σ = (σij,j).
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It is easy to see that H and Q are real Hilbert spaces endowed with inner products as follows:
(u, v)H =
∫
Ω
u · vdx =
∫
Ω
uividx, (σ, τ)Q =
∫
Ω
σ : τdx =
∫
Ω
σijτijdx.
Assuming u has a partial derivative in a certain sense such as distribution sense, we can define the Hilbert
space H1 = {u ∈ H ; ε(u) ∈ Q} endowed with inner product as follows:
(u, v)H1 = (u, v) + (ε(u), ε(v))Q.
To simplify notation, let ‖ · ‖H , ‖ · ‖Q and ‖ · ‖H1 denote the norms on spaces H , Q and H1, respectively.
We recall some spaces W k,p([0, T ];X), Hk([0, T ];X) and C([0, T ];X) for a Banach space X equipped
with norm ‖ · ‖X for 1 < p <∞ and 1 ≤ k. Let W k,p([0, T ];X) denote the space of all functions from [0, T ]
to X with the norm
‖f‖Wk,p([0,T ];X) =


(∫ T
0
∑
1≤l≤k ‖∂ltf‖pXdt
)1/p
, 1 ≤ p <∞,
max0≤l≤k esssup0≤t≤T ‖∂ltf‖X , p =∞.
When p = 2 or k = 0, W k,2([0, T ];X) is written as Hk([0, T ];X) or Lp([0, T ];X), respectively. Let
C([0, T ];X) denote the space of all continuous functions from [0, T ] to X with the norm
‖f‖C([0,T ];X) = max
t∈[0,T ]
‖f(t)‖X .
Clearly, C([0, T ];X), W k,p([0, T ];X) and Hk([0, T ];X) are all Banach spaces when X is a Banach space.
From now on, we could turn to discuss the physical problem mentioned above, namely, a viscoelastic
body occupies the domain Ω ∈ Rd with a Lipshitz continuous boundary Γ and it will be deformed due to
external forces. Especially, the deformation will be characterized by viscoelastic property inside the body
and friction property at the boundary. The boundary could be divided into three disjoint measurable parts,
i.e., Γ1, Γ2 and Γ3 such that meas(Γ1)> 0. Let I := [0, T ] be the time interval. We write linearized
strain tensor and stress tensor of displacement vector u as ε(u) and σ(u). The relation between u and ε(u)
was introduced above. The relation between ε(u) and σ(u) is characterized by the viscoelastic rule, i.e.,
σ = A(ε(u˙)) +G(ε(u)), where A, G are viscosity operator and elasticity operator, respectively.
Let ν denote the unit outer normal vector on Γ. The normal and tangential component of the displacement
u and stress field are denoted by
vν = v · ν, vτ = v − vνv, σν = (σν) · ν, στ = σν − σνν.
Then we have the following Green’s formula:
(σ, ε(v))Q + (Divσ, v)H =
∫
Γ
σν · vdΓ, ∀v ∈ H. (2.1)
We concern with the displacement field of the body on the time interval [0, T ] with T > 0. The body is
clamped on Γ1 × [0, T ] so the displacement field vanishes there. A volume force f0 acts in Ω × [0, T ] and
surface traction of density g acts on Γ2 × [0, T ]. Affected by these forces, the body may contact with the
obstacle, i.e., the foundation, on the contact surface Γ3. Following the model considered in [6], we can
model the friction contact between the viscoelastic body and foundation with Coulomb’s law of dry friction.
Assuming that there is only sliding contact, we have
|στ | = −µσν , στ = −λ(u˙τ − v∗), −σν = β|u˙ν |, λ ≥ 0,
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where v∗ is a constant vector which represents the displacement of the foundation. Let w denote the wear
function which measures the wear of the surface. Then it follows from [6] that
uν = −w.
Let ρ, u0 and v0 denote the mass density, initial displacement and initial velocity field, respectively. Under
above assumptions, we could state our physical problem as follows:
Problem 2.1. Find a displacement field u : Ω× [0, T ]→ Rd and a stress field σ : Ω× [0, T ]→ Sd such that


σ = A(ε(u˙)) +G(ε(u)) in Ω× (0, T ),
Div σ + f0 = ρu¨ in Ω× (0, T ),
u = 0 on Γ1 × (0, T ),
σν = g on Γ2 × (0, T ),
−σν = β|u˙ν |, |στ | = −µσν , στ = −λ(u˙τ − v∗), λ ≥ 0 on Γ3 × (0, T ),
u(0) = u0, u˙(0) = v0 in Ω.
To derive the variational formulation for Problem 2.1, we need to introduce another space. Let V denote
a closed subspace of H1 defined by
V = {v ∈ H1|v = 0 on Γ1}. (2.2)
We define the inner product (·, ·)V on V by setting
(u, v)V = (ε(u), ε(v))Q, ∀u, v ∈ V.
Since meas(Γ3)> 0, Korn’s inequality implies that there exists a positive number CK (depending only on Ω)
and Γ1 such that
‖ε(v)‖Q ≥ CK‖v‖H1 , ∀v ∈ V.
Next we turn to derive the variational formulation for Problem 2.1. From the second equality in Problem
2.1, one has
(ρu¨(t), v)H − (Divσ(t), v)H = (f0(t), v), ∀v ∈ V. (2.3)
Application of Green’s formula (2.1) enables us to rewrite (2.3) as follows:
(ρu¨(t), v)H + (σ(t), ε(v))Q = (f0(t), v)H +
∫
Γ
σ(t)νvdΓ, (2.4)
where ∫
Γ
σ(t)νvdΓ =
∫
Γ1
σ(t)νvdΓ +
∫
Γ2
σ(t)νvdΓ +
∫
Γ3
σ(t)νvdΓ
=
∫
Γ2
gvdΓ +
∫
Γ3
σ(t)νvdΓ
=
∫
Γ2
gvdΓ +
∫
Γ3
(σν(t)ν + στ (t) )vdΓ (2.5)
due to v = 0 on Γ1 and σν = g on Γ2. Taking v as v − u˙ in (2.4), from the boundary condition of Γ3, one
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has
−
∫
Γ3
(σν(t)ν + στ (t))(v − u˙)dΓ
= −
∫
Γ3
σν(t)(vν − u˙ν(t))dΓ−
∫
Γ3
στ (t)(vτ − u˙τ (t))dΓ
=
∫
Γ3
β|u˙ν |(vν − u˙ν(t))dΓ −
∫
Γ3
στ (t)(vτ − v∗)dΓ +
∫
Γ3
στ (t)(u˙τ (t)− v∗)dΓ
≤
∫
Γ3
β|u˙ν |(v − u˙(t))dΓ +
∫
Γ3
|στ (t)|(|vτ − v∗|)dΓ−
∫
Γ3
|στ (t)||u˙τ (t)− v∗|dΓ
=
∫
Γ3
β|u˙ν |(vν − u˙ν(t))dΓ +
∫
Γ3
βµ|u˙ν |(|vτ − v∗| − |u˙τ (t)− v∗|)dΓ. (2.6)
Writing
j(u, v) =
∫
Γ3
β|uν |(µ|vτ − v∗|+ vν)dΓ, L(v) = (f0(t), v)H +
∫
Γ2
gvdΓ,
it follows from (2.5) and (2.6) that (2.4) can be rewritten as follows:
(ρu¨(t), v − u˙(t))H + (σ(t), ε(v − u˙(t)))Q + j(u˙(t), v)− j(u˙(t), u˙(t)) ≥ L(v − u˙(t)).
Thus, the variational formulation for Problem 2.1 can be stated as follows:
Problem 2.2. Find a displacement field u : [0, T ]→ V such that, for a.e. t ∈ [0, T ],

σ(t) = A(ε(u˙(t))) +G(ε(u(t))), in Ω,
(ρu¨(t), v − u˙(t))H + (σ(t), ε(v − u˙(t)))Q + j(u˙(t), v)− j(u˙(t), u˙(t)) ≥ L(v − u˙(t)), ∀v ∈ V,
u(0) = u0, u˙(0) = v0.
3 Existence and uniqueness of Problem 2.2
To solve Problem 2.2, we consider a class of abstract variational inequalities in Banach spaces. Firstly,
we introduce the Gelfand triple of Hilbert spaces which can be found in [23, 25]. Let V and H denote,
respectively, the strictly convex, reflexive and separable Banach space and the separable Hilbert space with
V embedding to H densely and compactly. Identifying H with its dual H∗ ∼= H , we obtain the Gelfand triple
V →֒ H →֒ V ∗, where →֒ denotes the continuous embedding. We write the embedding operator between H
and V ∗ as i∗, which is continuous and compact. Therefore, we can consider the duality pairing 〈·, ·〉V ∗×V as
continuous extension of the inner product (·, ·)H on H , i.e.,
(u, v)H = 〈u, v〉V ∗×V , ∀u ∈ H, ∀v ∈ V.
For simplicity, let V ≡ L2(I;V ), H ≡ L2(I;H) and V∗ ≡ L2(I;V ∗). We define duality pairing on V and
inner product on H as
〈S,L〉V×V∗ =
∫ T
0
〈S(t), L(t)〉V ∗×V dt, (S,L)H =
∫ T
0
(S(t), L(t))Hdt.
Thus, H is a Hilbert space. Similarly, the space W ≡ {v|v ∈ V, u˙ ∈ V∗} equipped with the graph norm
‖w‖W = ‖w‖V + ‖w˙‖V∗ is a separable reflexive Banach space, where w˙ stands for the weak derivative of w.
Furthermore, we have the continuous embedding W →֒ V →֒ H →֒ V∗. We use the notation ‖ · ‖ to designate
the norm in V if there is no confusion. Moreover, by no abuse of notation, we denote by C a constant whose
value may change from line to line when no confusing can arise.
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Given two symmetry operators A, B : V → V ∗, a functional j : V × V → R ∪ {+∞} and two initial
values u0 ∈ V and v0 ∈ H , we begin by study the hyperbolic quasi-variational inequality which can be stated
as follows:
Problem 3.1. Find u ∈ V and u˙ ∈W such that
〈u¨(t) +Au(t) +Bu˙(t)− f(t), v − u˙(t)〉V
∗×V + j(u˙(t), v) − j(u˙(t), u˙(t)) ≥ 0, ∀v ∈ V, a.e. t ∈ I,
u(0) = u0, u˙(0) = v0.
In order to solve Problem 3.1, we impose the following assumptions.
H(1) There exists a constant MB > 0 such that
〈B(u1)−B(u2), u1 − u2〉 ≥MB‖u1 − u2‖2V , ∀u1, u2 ∈ V. (3.1)
H(2) There exists a constant LB > 0 such that
‖B(u1)−B(u2)‖V ∗ ≤ LB‖u1 − u2‖V , ∀u1, u2 ∈ V. (3.2)
H(3) The operator A ∈ L (V, V ∗), i.e., there exists a constant MA > 0 such that
〈Au, v〉 ≥MA‖u− v‖2V , ∀u, v ∈ V. (3.3)
H(4) The norm of A is LA, i.e.
‖A(u1 − u2)‖V ∗ ≤ LA‖u1 − u2‖V , ∀u1, u2 ∈ V. (3.4)
H(5) For any u, v ∈ V ,
〈Au, v〉 = 〈Av, u〉, 〈Bu, v〉 = 〈Bv, u〉. (3.5)
H(6) There exists a constant Lj > 0 such that
j(g1, v2) + j(g2, v1)− j(g1, v1)− j(g2, v2) ≤ Lj‖g1 − g2‖V ‖v1 − v2‖V , ∀g1, g2, v1, v2 ∈ V. (3.6)
H(7) There exists a constant Cj > 0 such that
j(g, v1)−j(g, v2) ≤ Cj‖g‖V ‖v1−v2‖V , j(v1, g)−j(v2, g) ≤ Cj‖g‖V ‖v1−v2‖V , ∀g, v1, v2 ∈ V. (3.7)
H(8) The function f satisfies
f ∈ H2(I;V ∗). (3.8)
H(9) For any u ∈ V ,
j(u, ·) is a proper convex functional in V for all u ∈ V. (3.9)
Remark 3.1. We would like to mention the following facts: (a) the assumption (3.6) was first introduced
by Han et al. [13] to study a class of parabolic quasi-variational inequalities; (b) the assumptions (3.7) and
(3.9) imply that j(u, ·) is a proper continuous convex functional in V for all u ∈ V .
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Remark 3.2. We would like to point out the following facts: (a) If B = 0 and j is proper, convex and lower
semi-continuous, then Problem 3.1 degenerates to the following problem ([23]):
〈u¨(t) +Au(t)− f(t), v − u˙(t)〉+ j(v)− j(u˙(t)) ≥ 0, ∀v ∈ V, a.e t ∈ I,u(0) = u0, u˙(0) = v0; u0 ∈W, v0 ∈ V;
(b) If u¨(t) = 0, then Problem 3.1 reduces to the parabolic variational inequality studied by Han and Sofonea
[15]; (c) If j contains only one variable, then Problem 3.1 is the classic hyperbolic variational inequality
considered in [1].
Similar to the study of [23], we will use the Rothe method to prove the existence and uniqueness of the
solution for Problem 3.1. It adopts time semi-discrete scheme to obtain a sequence of convergence function.
At each time step, we shall solve an elliptic variational problem. Then, we apply the piecewise constant and
piecewise affine interpolation to approximate the solution for Problem 3.1.
For any given N ∈ N, let fkτ = 1τ
∫ tk
tk−1
f(t)dt for k = 1, · · · , N , where τ = TN and tk = kτ . We use the
following notations for simplicity
νkτ =
ukτ − uk−1τ
τ
, zkτ =
νkτ − νk−1τ
τ
, ukτ = u0 + τ
k∑
i=1
νiτ , u
0
τ = u0, ν
0
τ = v0. (3.10)
We now consider the following semi-discrete scheme of Problem 3.1.
Problem 3.2. Find {νkτ }Nk=1 ⊂ V such that u0τ = u0, ν0τ = v0 and

(
νkτ−ν
k−1
τ
τ , v − νkτ
)
H
+
〈
A(u0 + τ
∑k
i=1 ν
i
τ ) +Bν
k
τ − fkτ , v − νkτ
〉
+ j(νkτ , v)− j(νkτ , νkτ ) ≥ 0,
∀v ∈ V, k = 1, 2, · · · , N.
(3.11)
Lemma 3.1. [25] Provided en ≤ cgn + τ
∑n−1
k=1 ek with n = 1, 2, . . . , N , one has
max
1≤k≤N
ek ≤ C max
1≤k≤N
gk,
and
max
1≤k≤N
ek ≤ max
1≤k≤N
cˆ

gk + τ ∑
1≤j≤k
gj

 ,
where cˆ, c, C, τ , {ek}Nk=1 and {gk}Nk=1 are all positive numbers.
Lemma 3.2. Assume that the conditions (3.1)−(3.4), (3.6) and (3.9) are satisfied with MB > Lj. Then
there exists a constant τ0 such that, for any τ ∈ (0, τ0), Problem 3.2 has a unique solution.
Proof. Suppose that {νiτ}k−1i=1 are given with k ≥ 2. Then we can rewrite Problem 3.2 as follows: Find νkτ ∈ V
such that (
νkτ
τ
, v − νkτ
)
H
+ 〈Bνkτ + τAνkτ , v − νkτ 〉+ j(νkτ , v)− j(νkτ , νkτ )
≥
〈
fkτ −A
(
u0 + τ
k−1∑
i=1
νiτ
)
, v − νkτ
〉
+
(
νk−1τ
τ
, v − νkτ
)
H
. (3.12)
Let
Fτ = f
k
τ + i
∗i
νk−1τ
τ
−A
(
u0 + τ
k−1∑
i=1
νiτ
)
.
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Then Problem 3.2 can be transformed as follows: Find u ∈ V such that〈
i∗i
u
τ
+Bu+ τAu, v − u
〉
+ j(u, v)− j(u, u) ≥ 〈Fτ , v − u〉 ∀v ∈ V.
For any given g, h ∈ V , we consider the following variational inequality of finding ugh ∈ V such that〈
i∗i
ugh
τ
+Bugh + τAh, v − ugh
〉
+ j(g, v)− j(g, u) ≥ 〈Fτ , v − ugh〉, ∀v ∈ V. (3.13)
We note that problem (3.13) is an elliptic variational inequality on Banach space V . In terms of (3.1), (3.2),
(3.3), (3.4), (3.9) and the definition of embedding operator i, we see that the classical elliptic variational
inequality (3.13) has a unique solution ugh (see [11, 35]). Moreover, by Lemma 3.1 of Xiao et al. [35], we
have ugh ∈ V .
Next, we show that the mapping g 7→ ugh is contractive for any given h ∈ V . In fact, letting g = g1 and
g = g2 in (3.13), respectively, one has〈
i∗i
ug1h
τ
+Bug1h + τAh, v − ug1h
〉
+ j(g1, v)− j(g1, ug1h) ≥ 〈Fτ , v − ug1h〉, ∀v ∈ V, (3.14)
and 〈
i∗i
ug2h
τ
+Bug2h + τAh, v − ug2h
〉
+ j(g2, v)− j(g2, ug2h) ≥ 〈Fτ , v − ug2h〉, ∀v ∈ V. (3.15)
Taking v = ug2h and v = ug1h in (3.14) and (3.15), respectively, and adding the above two inequalities, we
have (
ug1h − ug2h
τ
, ug1h − ug2h
)
H
+ 〈Bug1h −Bug1h , ug1h − ug2h〉
≤ j(g1, ug2h) + j(g2, ug1h)− j(g1, ug1h)− j(g2, ug2h). (3.16)
Employing the assumptions of operator B and functional j, it follows from (3.16) that
MB ‖ug1h − ug2h‖ ≤ Lj‖g1 − g2‖.
Since MB > Lj , we conclude that g 7→ ugh is a contractive mapping. Thus, the mapping g 7→ ugh has a
unique fixed point uh ∈ V for a.e. t ∈ I and uh satisfies the following condition(uh
τ
, v − uh
)
H
+ 〈Buh + τAh, v − uh〉+ j(uh, v)− j(uh, uh) ≥ 〈Fτ , v − uh〉, ∀v ∈ V. (3.17)
Similarly, taking h = h1, h2 ∈ V in (3.17), respectively, one has
(MB − Lj)‖uh1 − uh2‖ ≤ τ0LA‖h1 − h2‖.
Choosing τ0 such that
τ0LA
MB−Lj
< 1, we can derive that the mapping h→ uh has a unique fixed point u ∈ V
and so u is a unique solution of the variational inequality (3.12).
Finally, for k = 1, Problem 3.2 can be stated as follows: Find νkτ ∈ V such that, for all v ∈ V ,(
ν1τ
τ
, v − ν1τ
)
H
+ 〈Bν1τ + τAν1τ , v − ν1τ 〉+ j(ν1τ , v)− j(ν1τ , ν1τ ) ≥
〈
f1τ +
i∗iν0τ
τ
−Au0, v − ν1τ
〉
(3.18)
Similar to the case that k ≥ 2, it can be easily seen that problem (3.18) has a unique solution provided
MB > Lj . This ends the proof.
Lemma 3.3. Assume that the conditions (3.1)−(3.8) are satisfied with τ ∈ (0, τ0) and MB < 2Cj. Then
there exists a constant C∗ being independent of τ such that
‖u1τ‖ ≤ C∗, ‖ν1τ‖ ≤ C∗, ‖z1τ‖H ≤ C∗.
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Proof. Taking v = v0 in (3.18), one has(
ν1τ − v0
τ
, v0 − ν1τ
)
H
+ 〈Bν1τ + τAν1τ , v0 − ν1τ 〉+ j(ν1τ , v0)− j(ν1τ , ν1τ ) ≥ 〈f1τ −Au0, v0 − ν1τ 〉.
It follows from (3.1)-(3.7) and (3.8) that
Cj‖ν1τ‖‖ν1τ − v0‖ ≥
1
τ
∥∥v0 − ν1τ∥∥2H + 〈Bν1τ , ν1τ − v0〉
+
τ
2
〈
Aν1τ , ν
1
τ
〉− τ
2
〈Av0, v0〉+ τ
2
〈
Aν1τ −Av0, ν1τ − v0
〉
+ 〈Au0 − f1τ , ν1τ − v0〉.
This shows that
Cj‖ν1τ‖‖ν1τ − v0‖+
τLA
2
‖v0‖2 + ‖Au0 − f1τ ‖‖ν1τ − v0‖
≥ 1
τ
‖v0 − ν1τ‖2H +
MB
2
‖ν1τ‖‖v0 − ν1τ‖+
τMA
2
∥∥ν1τ∥∥2 + τMA2 ‖ν1τ − v0‖2
and so
Cj‖ν1τ‖‖z1τ‖+
LA
2
‖v0‖2 + ‖Au0 − f1τ ‖‖z1τ‖
≥ ‖z1τ‖2H +
MB
2
‖ν1τ‖‖z1τ‖+
MA
2
∥∥ν1τ∥∥2 + MA2 ‖ν1τ − v0‖2
≥ ‖z1τ‖2H +
MB
2
‖ν1τ‖‖z1τ‖+
MA
2
∥∥ν1τ∥∥2 + MA2τ20 ‖z1τ‖2.
This yields
Cj − MB2
4ǫ1
‖ν1τ‖2 + ǫ1
(
Cj − MB
2
)
‖z1τ‖2 +
1
4ǫ2
‖Au0 − f1τ ‖2 + ǫ2‖z1τ‖2 +
LA
2
‖v0‖2
≥ ‖z1τ‖2H +
MA
2
∥∥ν1τ∥∥2 + MA2τ20 ‖z1τ‖2,
where ǫ1, ǫ2 are positive numbers. Thus,(
MA
2
− Cj −
MB
2
4ǫ1
)
‖v1τ‖2 + ‖z1τ‖2H
≤ 1
4ǫ2
‖Au0 − f1τ ‖2 +
LA
2
‖v0‖2 +
(
ǫ1
(
Cj − MB
2
)
+ ǫ2 − MA
2τ20
)
‖z1τ‖2. (3.19)
Since
‖f1τ ‖ =
1
τ
∥∥∥∥
∫ τ
0
f(s)− f(0)ds+ f(0)
∥∥∥∥
≤ 1
τ
∫ τ
0
∫ s
0
∥∥∥∥ dfdu
∥∥∥∥ duds+ ‖f(0)‖V ∗
≤ 1
τ
∫ τ
0
(∫ s
0
∥∥∥∥ dfdu
∥∥∥∥
2
du
) 1
2 √
sds+ ‖f(0)‖V ∗
≤ √τ0
∥∥∥∥ dfdu
∥∥∥∥
V∗
+ ‖f(0)‖V ∗ , (3.20)
it follows that ‖Au0 − f1τ ‖ is bounded, i.e., there exists a constant M being independent of τ such that
‖Au0 − f1τ ‖ ≤M .
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Since MB < 2Cj, we can choose positive numbers
ǫ1 >
2Cj −MB
4MA
, ǫ2 =
(
MA
2τ20
− ǫ1
(
Cj − MB
2
))
> 0
such that
ǫ1
(
Cj − MB
2
)
+ ǫ2 − MA
2τ20
= 0,
MA
2
− Cj −
MB
2
4ǫ1
> 0. (3.21)
Thus, the following inequalities can be obtained from (3.19)
‖ν1τ‖ ≤ C∗, ‖z1τ‖H ≤ C∗,
where C∗ is a constant. Since u1τ = u0 + τν
1
τ , we have
‖u1τ‖ ≤ τ0‖ν1τ‖+ ‖u0‖.
This completes the proof.
Lemma 3.4. Under the assumptions of (3.1)−(3.8) and MB > Lj, there exist two constants τ0 > 0 and
C > 0 being independent of τ such that
max
2≤k≤N
‖zkτ‖H ≤ C, max
2≤k≤N
‖νkτ ‖ ≤ C,
N∑
k=2
‖νkτ − νk−1τ ‖ ≤ C,
N∑
k=2
‖zkτ − zk−1τ ‖H ≤ C, τ ∈ (0, τ0).
Proof. For k ≥ 2, similar to the proof of Lemma 3.2, we consider the k-th inequality in (3.2) with v = νk−1τ
and (k − 1)-th inequality in (3.2) with v = νkτ . Then we add these two inequalities and get
1
τ
(νkτ + ν
k−2
τ − 2νk−1τ , νkτ − νk−1τ )H + τ〈Aνkτ , νkτ − νk−1τ 〉
+ 〈Bνkτ −Bνk−1τ , νkτ − νk−1τ 〉 − 〈fkτ − fk−1τ , νkτ − νk−1τ 〉
≤ j(νkτ , νk−1τ ) + j(νk−1τ , νkτ )− j(νkτ , νkτ )− j(νk−1τ , νk−1τ ).
By the hypothesis of (3.6) and the relation (3.10), we have
(zkτ − zk−1τ , zkτ )H + 〈Aνkτ , νkτ − νk−1τ 〉+
1
τ
〈Bνkτ −Bνk−1τ , νkτ − νk−1τ 〉
≤
〈
fkτ − fk−1τ
τ
, νkτ − νk−1τ
〉
+
Lj
τ
‖νkτ − νk−1τ ‖2. (3.22)
It follows from the hypothesis of (3.5) and the symmetry of inner product that
〈Aν
k
τ , ν
k
τ − νk−1τ 〉 = 12 〈Aνkτ , νkτ 〉 − 12 〈Aνk−1τ , νk−1τ 〉+ 12 〈Aνk−1τ −Aνkτ , νk−1τ − νkτ 〉
(zkτ − zk−1τ , zkτ )H = 12 (‖zkτ ‖2H − ‖zk−1τ ‖2H + ‖zkτ − zk−1τ ‖2H).
(3.23)
Then (3.22) can be rewritten as follows:
1
2
(‖zkτ‖2H − ‖zk−1τ ‖2H + ‖zkτ − zk−1τ ‖2H)+ 12〈Aνkτ , νkτ 〉 − 12〈Aνk−1τ , νk−1τ 〉
+
1
2
〈Aνk−1τ −Aνkτ , νk−1τ − νkτ 〉+
1
τ
〈Bνkτ −Bνk−1τ , νkτ − νk−1τ 〉
≤
〈
fkτ − fk−1τ
τ
, νkτ − νk−1τ
〉
+
Lj
τ
‖νkτ − νk−1τ ‖2.
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Summing up the above inequalities from 2 to n with 2 < n < N , we have
1
2
〈Aνnτ , νnτ 〉 −
1
2
〈Aν1τ , ν1τ 〉+
1
2
n∑
k=2
〈Aνk−1τ −Aνkτ , νk−1τ − νkτ 〉
+
1
τ
n∑
k=2
〈Bνkτ −Bνk−1τ , νkτ − νk−1τ 〉+
1
2
(
‖znτ ‖2H − ‖z1τ‖2H +
n∑
k=2
‖zkτ − zk−1τ ‖2H
)
≤
n∑
k=2
〈
fkτ − fk−1τ
τ
, νkτ − νk−1τ
〉
+
n∑
k=2
Lj
τ
‖νkτ − νk−1τ ‖2. (3.24)
Since f(0) ∈ V ∗, we can extend f to the interval (−τ, T ] as f(t) = f(0) while t ∈ (−τ, 0]. It follows that
f ∈ H2(−τ, T ;V ∗). Let F kτ = f
k
τ−f
k−1
τ
τ . The right term of (3.24) can be calculated as follows:
n∑
k=2
〈
fkτ − fk−1τ
τ
, νkτ − νk−1τ
〉
=
n∑
k=2
〈F kτ , νkτ − νk−1τ 〉
=
n∑
k=2
〈F kτ , νkτ 〉 −
n∑
k=2
〈F kτ , νk−1τ 〉
=
n∑
k=2
〈F kτ , νkτ 〉 −
n∑
k=2
〈F kτ − F k−1τ , νk−1τ 〉 −
n∑
k=2
〈F k−1τ , νk−1τ 〉
= 〈Fnτ , νnτ 〉 − 〈F 1τ , ν1τ 〉 −
n∑
k=2
τ
〈
F kτ − F k−1τ
τ
, νk−1τ
〉
. (3.25)
We note that ∥∥∥∥F kτ − F k−1ττ
∥∥∥∥
V ∗
=
1
τ2
‖fkτ − 2fk−1τ + fk−1τ ‖V ∗
=
1
τ3
∥∥∥∥∥
∫ tk
tk−1
∫ s1
s1−τ
∫ s2
s2−τ
d2f
ds2
dsds2ds1
∥∥∥∥∥
V ∗
≤ 1
τ3
∫ tk
tk−1
∫ s1
s1−τ
∫ s2
s2−τ
∥∥∥∥d2fds2
∥∥∥∥
V ∗
dsds2ds1
≤ 1
τ3
∫ tk
tk−1
∫ s1
s1−τ
∫ tk
tk−2τ
∥∥∥∥d2fds2
∥∥∥∥
V ∗
dsds2ds1
≤ 1
τ3
∫ tk
tk−1
∫ tk
tk−τ
∫ tk
tk−3τ
∥∥∥∥d2fds2
∥∥∥∥
V ∗
dsds2ds1
≤ 1
τ3
∫ tk
tk−1
∫ tk
tk−τ
(∫ tk
tk−3τ
∥∥∥∥d2fds2
∥∥∥∥
2
V ∗
ds
) 1
2 √
3τds2ds1
≤ 2
√
3√
τ
(∫ tk
tk−3τ
∥∥∥∥d2fds2
∥∥∥∥
2
V ∗
ds
) 1
2
.
11
Thus, the right term of (3.25) can be limited by the following inequality
τ
n∑
k=2
∣∣∣∣
〈
F kτ − F k−1τ
τ
, νk−1τ
〉∣∣∣∣
≤ τ
n∑
k=2
1
4ǫ
∥∥∥∥F kτ − F k−1ττ
∥∥∥∥
2
V ∗
+ τ
n∑
k=2
ǫ‖νk−1τ ‖2
≤ τ
n∑
k=2
3
ǫτ
∫ tk
tk−3τ
∥∥∥∥d2fds2
∥∥∥∥
2
V ∗
ds+ τ
n∑
k=2
ǫ
∥∥νk−1τ ∥∥2
≤ 9
ǫ
n∑
k=0
∫ tk
tk−1
∥∥∥∥d2fds2
∥∥∥∥
2
V ∗
ds+ τ
n∑
k=2
ǫ‖νk−1τ ‖2
≤ 9
ǫ
∥∥∥∥d2fds2
∥∥∥∥
2
H(−τ,T ;V ∗)
+ τǫ
n∑
k=2
‖νk−1τ ‖2, (3.26)
where ǫ is an arbitrary positive number. It follows from (3.25), (3.26) that (3.24) can be converted as follows:
MA
2
‖νnτ ‖2 −
LA
2
‖ν1τ‖2 +
MA
2
n∑
k=2
‖νk−1τ − νkτ ‖2
+
1
2
(
‖znτ ‖2H − ‖z1τ‖2H +
n∑
k=2
‖zkτ − zk−1τ ‖2H
)
+
n∑
k=2
(MB − Lj)
τ
‖νkτ − νk−1τ ‖2
≤ 9
ǫ
∥∥∥∥d2fds2
∥∥∥∥
2
H(−τ,T ;V ∗)
+ τǫ
n∑
k=2
‖νk−1τ ‖2 + |〈Fnτ , νnτ 〉|+ |〈F 1τ , ν1τ 〉|
≤ 9
ǫ
∥∥∥∥d2fds2
∥∥∥∥
2
H(−τ,T ;V ∗)
+ τǫ
n∑
k=2
‖νk−1τ ‖2 +
1
4η
‖Fnτ ‖2V ∗ + η‖νnτ ‖2 + |〈F 1τ , ν1τ 〉|,
where η is an arbitrary positive number and η < MA2 . Thus,(
MA
2
− η
)
‖νnτ ‖2 +
1
2
‖znτ ‖2H +
1
2
n∑
k=2
‖zkτ − zk−1τ ‖2H +
(
MB − Lj
τ0
+
MA
2
) n∑
k=2
‖νk−1τ − νkτ ‖2
≤ 1
2
‖z1τ‖2H +
LA
2
‖ν1τ‖2 +
9
ǫ
∥∥∥∥d2fds2
∥∥∥∥
2
H(−τ,T ;V ∗)
+ τǫ
n−1∑
k=1
‖νkτ ‖2
+
1
4η
‖Fnτ ‖2V ∗ + |〈F 1τ , ν1τ 〉|. (3.27)
By Lemma 3.3 and MB > Lj , we can derive that(
MA
2
− η
)
‖νnτ ‖2 ≤ c+ τǫ
n−1∑
k=1
‖νkτ ‖2,
where c is a positive number being independent of τ . Taking ek = ‖νnτ ‖2 and gk = 1 in Lemma 3.1, we
obtain
max
0≤n≤N
‖νnτ ‖2 ≤ C.
It follows from (3.27) that
1
2
‖znτ ‖2H ≤ c+ τǫ
n−1∑
k=1
C ≤ c+ TCǫ, 1
2
n∑
k=2
‖zkτ − zk−1τ ‖2H ≤ c+ τǫ
n−1∑
k=1
C ≤ c+ TCǫ
and (
MA
2
+MB − Lj
) n∑
k=2
‖νk−1τ − νkτ ‖2 ≤ c+ τǫ
n−1∑
k=1
C ≤ c+ TCǫ.
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Therefore, there exists a constant C > 0 being independent of τ such that
max
2≤k≤N
‖zkτ ‖H ≤ C, max
2≤k≤N
‖νkτ ‖ ≤ C,
N∑
k=2
‖νkτ − νk−1τ ‖ ≤ C,
N∑
k=2
‖zkτ − zk−1τ ‖H ≤ C.
This completes the proof.
Remark 3.3. From Lemmas 3.3 and 3.4, we can easily obtain that there exists a constant C > 0 being
independent of τ such that
max
1≤k≤N
‖zkτ‖H ≤ C, max
1≤k≤N
‖νkτ ‖ ≤ C,
N∑
k=1
‖νkτ − νk−1τ ‖ ≤ C,
N∑
k=2
‖zkτ − zk−1τ ‖H ≤ C.
Following the work of Migo´rski and Zeng [23], we define the piecewise affine functions uτ , ντ , zτ and the
piecewise constant functions u˜τ , ν˜τ , z˜τ , fτ on the time interval I as follows:

uτ (t) = u
k
τ +
t−tk
τ (u
k
τ − uk−1τ ), for t ∈ (tk−1, tk],
ντ (t) = ν
k
τ +
t−tk
τ (ν
k
τ − νk−1τ ), for t ∈ (tk−1, tk],
zτ (t) = z
k
τ +
t−tk
τ (z
k
τ − zk−1τ ), for t ∈ (tk−1, tk],
u˜τ (t) =

u
k
τ , for t ∈ (tk−1, tk],
u0, for t = 0,
ν˜τ (t) =

ν
k
τ , for t ∈ (tk−1, tk],
ν0, for t = 0,
z˜τ (t) =

z
k
τ , for t ∈ (tk−1, tk],
z0τ , for t = 0,
f˜τ (t) =

f
k
τ , for t ∈ (tk−1, tk],
f0τ , for t = 0.
Lemma 3.5. If (3.1), (3.2), (3.4), (3.5), (3.6), (3.1), (3.6), (3.7), (3.8) are satisfied, then there exist two
constants τ0 > 0 and C > 0 being independent of τ such that, for any τ ∈ (0, τ0),
maxt∈I ‖uτ(t)‖ ≤ C, maxt∈I ‖ντ (t)‖ ≤ C, maxt∈I ‖zτ (t)‖ ≤ C,maxt∈I ‖uτ(t)− u˜τ (t)‖ ≤ CN , maxt∈I ‖ντ (t)− ν˜τ (t)‖ ≤ CN ,
where τ = TN . Furthermore, for any t1, t2 ∈ I,
‖uτ(t1)− u˜τ (t2)‖ ≤ C|t1 − t2|, ‖ντ (t1)− ν˜τ (t2)‖ ≤ C|t1 − t2|.
Proof. According to the definitions and Lemma 3.4, the above conclusions can be easily obtained.
Lemma 3.6. ([16]) If V is Banach space and {vn(t)}∞n=0 ⊆ V and vn(t) → v(t) in V, then there exists a
subsequence {vni(t)}∞i=0 such that vni(t)→ v(t) in V a.e. in I.
Theorem 3.1. If the conditions (3.1)−(3.9) are satisfied and Lj < MB < 2Cj, then there exists a function
u(t) ∈ C(I;V ) with u˙(t) ∈ C(I;V )⋂L∞I;V ) and u¨(t) ∈ C(I;V )⋂L∞(I;V ) such that
uτ (t)→ u(t) in C(I;V ) as τ → 0, ντ (t)→ u˙(t) in C(I;V ) as τ → 0.
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Moreover, 

u˜τ (t)→ u(t) in V a.e. t ∈ I,
ν˜τk(t)→ ν˜(t) in V a.e. t ∈ I,
ν˙τj (t)→ u¨(t) in V ∗ a.e. t ∈ I,
f˜τ (t)→ f(t) in V ∗ a.e. t ∈ I,
(3.28)
where u is the unique solution of Problem 3.1.
Proof. As V is a Banach space, we know that W k,p(I;V ) and C(I;V ) are both Banach spaces. Thus we
only need to prove that {uτn(t)}∞n=0, {ντn(t)}∞n=0, {u˜τn(t)}∞n=0 and {ν˜τn(t)}∞n=0 are all Cauchy sequences for
any {τn}∞n=0 in (0,+∞) with τn → 0. Since ν˙τ (t) = z˜τ (t), we can rewrite (3.12) as follows:
(ν˙τ (t), v − ν˜τ (t))H + 〈Au˜τ (t), v − ν˜τ (t)〉+ 〈Bν˜τ (t), v − ν˜τ (t)〉+ j(ν˜τ (t), v)− j(ν˜τ (t), ν˜τ (t))
≥ 〈f˜τ (t), v − ν˜τ (t)〉, ∀v ∈ V, ∀t ∈ I (3.29)
with τ = TN . Taking ρ =
T
M with M > N in (3.29) yields
(ν˙ρ(t), v − ν˜ρ(t))H + 〈Au˜ρ(t), v − ν˜ρ(t)〉+ 〈Bν˜ρ(t), v − ν˜ρ(t)〉 + j(ν˜ρ(t), v) − j(ν˜ρ(t), ν˜ρ(t))
≥ 〈f˜ρ(t), v − ν˜ρ(t)〉, ∀v ∈ V, ∀t ∈ I. (3.30)
Taking v = ν˜ρ(t) in inequality (3.29) and v = ν˜τ (t) in inequality (3.30), respectively, and adding (3.29) to
(3.30), we can obtain
(ν˙τ (t)− ν˙ρ(t), ν˜ρ(t)− ν˜τ (t))H + 〈Au˜τ (t)−Au˜ρ(t), ν˜ρ(t)− ν˜τ (t)〉
+ 〈Bν˜τ (t)−Bν˜ρ(t), ν˜ρ(t)− ν˜τ (t)〉+ Lj‖ν˜ρ(t)− ν˜τ (t)‖2
≥ 〈f˜τ (t)− f˜ρ(t), ν˜ρ(t)− ν˜τ (t)〉, ∀t ∈ I.
It follows that
(ν˙τ (t)− ν˙ρ(t), ντ (t)− νρ(t))H + 〈Auτ (t)−Auρ(t), ν˜τ (t)− ν˜ρ(t)〉+ 〈Bν˜τ (t)−Bν˜ρ(t), ν˜τ (t)− ν˜ρ(t)〉
≤ 〈ν˙τ (t)− ν˙ρ(t), ν˜ρ(t)− νρ(t)− ν˜τ (t) + ντ (t)〉 + 〈Au˜τ (t)−Auτ (t)−Au˜ρ(t) +Auρ(t), ν˜ρ(t)− ν˜τ (t)〉
− 〈f˜τ (t)− f˜ρ(t), ν˜ρ(t)− ν˜τ (t)〉+ Lj‖ν˜ρ(t)− ν˜τ (t)‖2, ∀t ∈ I.
Employing the hypothesis of A, one has
1
2
d
dt
‖νρ(t)− ντ (t)‖2H +
1
2
d
dt
(Auτ (t)−Auρ(t), uτ (t)− uρ(t)) + (Bν˜τ (t)−Bν˜ρ(t), ν˜τ (t)− ν˜ρ(t))
≤ (‖ν˙τ (t)‖+ ‖ν˙ρ(t)‖)(‖ν˜τ (t)− ντ (t)‖+ ‖ν˜ρ(t)− νρ(t)‖)
+ LA(‖uρ(t)− u˜ρ(t)‖+ ‖uτ (t)− u˜τ (t)‖)(‖ν˜τ (t)‖ + ‖ν˜ρ(t)‖)
+ ‖f˜τ (t)− f˜ρ(t)‖‖ν˜ρ(t)− ν˜τ (t)‖+ Lj‖ν˜ρ(t)− ν˜τ (t)‖2 ∀t ∈ I. (3.31)
By Lemmas 3.3 and 3.4, it follows from Lemma 10 of [23] that there exists a constant C > 0 being independent
14
of τ such that 

‖ν˙τ (t)‖ = ‖z˜τ (t)‖ ≤ C, ‖ν˙ρ(t)‖ = ‖z˜ρ(t)‖ ≤ C, ‖u˙τ (t)‖ = ‖ν˜τ (t)‖ ≤ C,
‖u˙ρ(t)‖ = ‖ν˜ρ(t)‖ ≤ C, ‖ν˜ρ(t)− ν˜τ (t)‖ ≤ C,
‖ν˜ρ(t)− νρ(t)‖ =
∥∥∥ t−tkρ (νkρ − νk−1ρ )∥∥∥ ≤ |t− tk|‖zkρ‖ ≤ CM ,
‖ν˜τ (t)− ντ (t)‖ =
∥∥ t−tk
τ (ν
k
τ − νk−1τ )
∥∥ ≤ |t− tk|‖zkτ‖ ≤ CN ,
‖u˜ρ(t)− uρ(t)‖ =
∥∥∥ t−tkρ (ukρ − uk−1ρ )∥∥∥ ≤ |t− tk|‖vkρ‖ ≤ CM ,
‖u˜τ(t)− uτ (t)‖ =
∥∥ t−tk
τ (u
k
τ − uk−1τ )
∥∥ ≤ |t− tk|‖vkτ‖ ≤ CN ,
‖f(t)− f˜ρ(t)‖ ≤ √ρ
∥∥∥ dfds∥∥∥
V∗
, ‖f(t)− f˜τ (t)‖ ≤
√
τ
∥∥∥ dfds∥∥∥
V∗
(3.32)
for all t ∈ (tk−1, tk]. Thus, the inequality (3.31) is equivalent to the following
1
2
d
dt
‖νρ(t)− ντ (t)‖2H +
1
2
d
dt
〈Auτ (t)−Auρ(t), uτ (t)− uρ(t)〉 + (MB − Lj)‖ν˜τ (t)− ν˜ρ(t)‖2
≤ (2C)(‖ν˜τ (t)− ντ (t)‖+ ‖ν˜ρ(t)− νρ(t)‖) + (2CLA)(‖uρ(t)− u˜ρ(t)‖+ ‖uτ (t)− u˜τ (t)‖) + C‖f˜τ (t)− f˜ρ(t)‖
≤ (2C2 + 2C2LA)
(
1
M
+
1
N
)
+ C‖f˜τ (t)− f(t)‖+ C‖f(t)− f˜ρ(t)‖
≤ (2C2 + 2C2LA)
(
1
M
+
1
N
)
+ C
(√
T
M
+
√
T
N
)∥∥∥∥dfds
∥∥∥∥
V∗
, ∀t ∈ I. (3.33)
Integrating both sides on (0, t] of (3.33), we have
‖νρ(t)− ντ (t)‖2H +MA‖uτ (t)− uρ(t)‖2 − ‖νρ(0)− ντ (0)‖2 −MA‖uρ(0)− uτ (0)‖2
≤ t(4C2 + 4C2LA)
(
1
M
+
1
N
)
+ 2tC
(√
T
M
+
√
T
N
)∥∥∥∥dfds
∥∥∥∥
V∗
, ∀t ∈ I. (3.34)
From (3.33), we also have
(MB − Lj)‖ν˜τ (t)− ν˜ρ(t)‖2 ≤ (2C2 + 2C2LA)
(
1
M
+
1
N
)
+ C
(√
T
M
+
√
T
N
)∥∥∥∥dfds
∥∥∥∥
V∗
, ∀t ∈ I. (3.35)
Integrating both sides on (0, T ] of (3.35), one has
(MB − Lj)‖ν˜τ (t)− ν˜ρ(t)‖2V ≤ T (4C3 + 4C3LA)
(
1
M
+
1
N
)
+ 2TC
(√
T
M
+
√
T
N
)∥∥∥∥dfds
∥∥∥∥
V∗
. (3.36)
Since C is independent of τ and ρ, we deduce that {ντ (t)} and {uτ(t)} are Cauchy sequences in C(I;H) and
C(I;V ), respectively. From the completeness of C(I;V ) and C(I;H), we know that there exist u(t) ∈ C(I;V )
and ν(t) ∈ C(I;H) such that
uτ (t)→ u(t) in C(I;V ), ντ (t)→ ν(t) in C(I;H) as τ → 0.
It follows from (3.32) that u˜τ (t) → u(t) in C(I;V ) and ν˜τ (t) → ν(t) in C(I;H). By the inequality (3.36),
we obtain ν˜τ (t)→ ν(t) in V. From Theorem 2.39 of [22] and Lemma 3.4, we have ν(t) = u˙(t) for a.e. t ∈ I.
Now Lemma 1.3.15 of [19] implies that u˙(t) ∈ L∞(I;V ), ν˙(t) ∈ L∞(I;H), ν˜τ (t)→ u˙(t) weakly in V for a.e.
t ∈ I and ν˙τ (t)→ u¨(t) weakly in H.
Since H is compactly embedded in V ∗ and ν˙τ (t) → u¨(t) weakly in H, we have ν˙τ (t) → u¨(t) strongly
in V∗. Moreover, for sequences {ν˜τ (t)} and {ν˙τ (t)}, we have ν˜τ (t) → ν(t) in V and ν˙τ (t) → u¨(t) in V∗.
Thus, by Lemma 3.6, there exist subsequences {ν˜τk(t)} ⊂ {ν˜τ (t)} and {ν˙τj(t)} ⊂ {ν˙τ (t)} such that {ν˜τk(t)}
converges to ν(t) in H a.e. t ∈ I and {ν˙τj(t)} converges to u¨(t) in V ∗ a.e. t ∈ I.
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In a conclusion, we have
u˜τ (t)→ u(t) ν˜τk(t)→ ν˜(t) in V a.e. t ∈ I,ν˙τj (t)→ u¨(t) f˜τ (t)→ f(t) in V ∗ a.e. t ∈ I. (3.37)
From the continuity of operators A, B and the functional j, it follows from (3.37) that there exists a sequence
{τn} such that 

〈ν˙τn(t), v − ν˜τn(t)〉 → 〈u¨(t), v − u˙(t)〉,
〈Au˜τn(t), v − ν˜τn(t)〉 → 〈A(u(t)), v − u˙(t)〉,
〈Bν˜τn(t), v − ν˜τn〉 → 〈B(u˙(t)), v − u˙(t)〉,
〈f˜τn(t), v − ν˜τn〉 → 〈f(t), v − u˙(t)〉,
j(ν˜τn(t), v)− j(ν˜τn(t), ν˜τn(t))→ j(u˙(t), v(t)) − j(u˙(t), u˙(t))
(3.38)
for a.e. t ∈ I. Letting τ = τn in (3.29) and n→∞, we have
〈u¨(t) +Au(t) +Bu˙(t)− f(t), v − u˙(t)〉 + j(u˙(t), v) − j(u˙(t), u˙(t)) ≥ 0, ∀v ∈ V, a.e. t ∈ I,u(0) = u0, u˙(0) = v0. (3.39)
Now we prove the uniqueness of solutions to Problem 3.1. Assuming that u1and u2 are two solutions of
Problem 3.1, one has
〈u¨1(t) +Au1(t) +Bu˙1(t)− f(t), v − u˙1(t)〉V ∗×V + j(u˙1(t), v) − j(u˙1(t), u˙1(t)) ≥ 0 (3.40)
and
〈u¨2(t) +Au2(t) +Bu˙2(t)− f(t), v − u˙2(t)〉V ∗×V + j(u˙2(t), v)− j(u˙2(t), u˙2(t)) ≥ 0. (3.41)
Taking v = u˙2(t) and v = u˙1(t) in (3.40) and (3.41), respectively, and then adding (3.40) to (3.41), we obtain
1
2
d
dt
‖u˙1(t)− u˙2(t)‖2 + 1
2
d
dt
〈Au1(t)−Au2(t), u1(t)− u2(t)〉+ 〈Bu˙1(t)−Bu˙2(t), u˙1(t)− u˙2(t)〉 ≤ 0
and so
1
2
d
dt
‖u˙1(t)− u˙2(t)‖2 + 1
2
d
dt
‖u1(t)− u2(t)‖2 + LB‖u˙1(t)− u˙2(t)‖ ≤ 0
for a.e. t ∈ I. From the initial condition that u1(0) = u2(0) and u˙1(0) = u˙2(0).
4 The solution of dynamic contact problem
In this section, we apply the result presented in Section 3 to study Problem 2.2. To this end, we assume
that the viscosity operator satisfies the following conditions:

A : Ω× Sd → Sd.
There exists LA such that |A(x, ε1)− A(x, ε2)| ≤ LA|ε1 − ε2|.
There exists MA such that (A(x, ε1)− A(x, ε1)) : (ε1 − ε2) ≥MA|ε1 − ε2|2.
For any ε ∈ Sd A(·, ε) is Lebesgue measurable and A(x, 0) ∈ Q.
For any ε, τ ∈ Sd A(ε) : τ = A(τ) : ε.
(4.1)
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Moreover, we assume that the elasticity operator satisfies the following conditions:

G : Ω× Sd → Sd.
There exists LG such that |G(x, ε1)−G(x, ε2)| ≤ LG|ε1 − ε2|.
There exists MG such that (G(x, ε1)−G(x, ε1)) : (ε1 − ε2) ≥MG|ε1 − ε2|2.
For any ε ∈ Sd G(·, ε) is Lebesgue measurable and G(x, 0) ∈ Q.
For any ε, τ ∈ Sd G(ε) : τ = G(τ) : ε.
(4.2)
The body force f0, surface traction g, coefficient of friction µ, adhesion field β, initial conditions u0, v0 and
mass density ρ have the following properties

f0 ∈ H2(I;L2(Ω,Rd)).
g ∈ H2(I;L2(Γ2,Rd)).
µ ∈ L∞(Γ3,R), µ(x) ≥ 0 a.e. on Γ3.
β ∈ L∞(Γ3,R), β(x) ≥ β∗ > 0 a.e. on Γ3.
ρ ∈ L∞(Ω,R), β(x) ≥ ρ∗ > 0 a.e. on Ω.
u0 ∈ V v0 ∈ H.
(4.3)
From (4.3), we can define f(t) ∈ V ∗ by
〈f(t), v〉V ∗×V = (f0(t), v)H +
∫
Γ2
g(t)vdΓ.
Theorem 4.1. Let the assumption (4.1), (4.2) and (4.3) hold. Suppose that there exists a constant α0 > 0,
which depends on Γ3, such that
‖β‖L∞(Γ3)(‖µ‖L∞(Γ3) + 1) < α0,
MA < 2c
2
γ‖β‖L∞(Γ3)(‖µ‖L∞(Γ3) + 1),
and
MA > c
2
γ‖β‖L∞(Γ3,Rd)(‖µ‖L∞(Γ3,Rd) + 1),
where cγ is the constant in trace theorem. Then Problem 2.2 has a unique solution u ∈ C(I;V ) satisfying
u˙ ∈ C(I;V )
⋂
L∞(I;V ), u¨ ∈ C(I;V )
⋂
L∞(I;V ).
Proof. The proof is based on Theorem 3.1. Let V denote the space defined in (2.2) and H = L2(Ω,Rd).
Then there are an evolution triple of spaces V →֒ H →֒ V ∗ and a compactly embedding operator i : V →֒ H .
Define two operators A, B : V → V ∗, an inner product ((·, ·))H and a functional f : V → V ∗ by setting

((u, v))H = (ρ(x)u, v)H .
〈Au, v〉 = 〈G(ε(u)), ε(v)〉Q.
〈Bu, v〉 = 〈A(ε(u)), ε(v)〉Q.
〈f, v〉 = L(v).
Obviously, ((·, ·))H and (·, ·)H are equivalent inner product due to the assumption of mass density ρ. Thus,
we see that Problem 2.2 can be transformed as follows
〈u¨(t) +Au(t) +Bu˙(t)− f(t), v − u˙(t)〉+ j(u˙(t), v)− j(u˙(t), u˙(t)) ≥ 0, ∀v ∈ V.u(0) = u0, u˙(0) = v0.
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We only need to verify that all the conditions (3.1)-(3.9) are satisfied. Clearly, (3.1)-(3.5) and (3.8) are met.
Now we turn to check the remaining conditions are satisfied. Since
j(u, v) =
∫
Γ3
β|uν |(µ|vτ − v∗|+ vν)dΓ
and
|λv1 + (1− λ)v2 − v∗| ≤ λ|v1 − v∗|+ (1− λ)|v2 − v∗|,
we deduce that j(u, ·) is a proper convex functional. Furthermore, one has
j(g, v1)− j(g, v2) =
∫
Γ3
β|gν |(µ|v1,τ − v∗|+ v1,ν)dΓ−
∫
Γ3
β|gν |(µ|v2,τ − v∗|+ v2,ν)dΓ
=
∫
Γ3
β|gν |(µ|v1,τ − v∗| − µ|v2,τ − v∗|+ v1,ν − v2,ν)dΓ
≤
∫
Γ3
β|gν |(µ|v1,τ − v2,τ |+ |v1,ν − v2,ν)|dΓ
≤ ‖β‖L∞(Γ3,R)‖µ‖L∞(Γ3)‖gν‖L2(Γ3)‖v1,τ − v2,τ‖L2(Γ3)
+ ‖β‖L∞(Γ3,R)‖gν‖L2(Γ3)‖v1,ν − v2,ν‖L2(Γ3)
≤ ‖β‖L∞(Γ3,R)(‖µ‖L∞(Γ3) + 1)‖gν‖L2(Γ3)‖v1,ν − v2,ν‖L2(Γ3)
≤ ‖β‖L∞(Γ3,R)(‖µ‖L∞(Γ3) + 1)‖g‖L2(Γ3;Rd)‖v1 − v2‖L2(Γ3;Rd). (4.4)
Recall the trace theorem, i.e., there exists a constant cγ > 0 such that
‖u‖L2(Γ3,Rd) ≤ ‖u‖L2(Ω;Rd) ≤ cγ‖u‖V , ∀u ∈ L2(Γ3,Rd).
Then the inequality (4.4) can be transformed as follows
j(g, v1)− j(g, v2) =
∫
Γ3
β|gν |(µ|v1,τ − v∗|+ v1,ν)dΓ−
∫
Γ3
β|gν |(µ|v2,τ − v∗|+ v2,ν)dΓ
≤ c2γ‖β‖L∞(Γ3)(‖µ‖L∞(Γ3) + 1)‖g‖V ‖v1 − v2‖V .
Thus the condition (3.7) holds. Similarly, we have
j(g1, v2)− j(g1, v1) + j(g1, v1)− j(g2, v2) ≤ c2γ‖β‖L∞(Γ3,Rd)(‖µ‖L∞(Γ3,Rd) + 1)‖g1 − g2‖V ‖v1 − v2‖V
and so the condition (3.6) is true. Therefore, we verify that all the conditions of Theorem 3.1 are satisfied
and so Problem 2.2 is uniquely solvable.
5 Fully discrete approximation
In this section, we will construct a fully discrete scheme to approximate Problem 3.2. To fully discretize
the hyperbolic quasi-variational inequality (3.11), we shall use finite-dimensional space V h which can be
constructed by the finite element method with uh denoting the element in V h, where h is the maximal
diameter of the elements. We also need a partition of the time, i.e. 0 = t0 < tl < · · · < tN = T and
τ = tk − tk−1 for k = 1, 2, · · · , N . For a function whτ (t) ∈ C(I, V h), we substitute wh,kτ for whτ (tk). For a
sequence {wh,kτ }Nk=0, we define
δwh,kτ =
wh,kτ − wh,k−1τ
τ
, δ2wh,kτ =
δwh,kτ − δwh,k−1τ
τ
.
In this section, we do not adopt the repeated index to represent the summation.
Then a fully discrete scheme can be constructed as follows.
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Problem 5.1. Find {νh,kτ }Nk=1 ⊂ V h such that uh,0τ ∈ V h, δuh,0τ ∈ V h and
(δ
2uh,kτ , v
h − δuh,kτ )H + 〈A(uh,0τ + τ
∑k
i=1 δu
h,k
τ ) +Bδu
h,k
τ − fkτ , v − δuh,kτ 〉
+ j(δuh,kτ , v
h)− j(δuh,kτ , δuh,kτ ) ≥ 0, ∀vh ∈ V h, k = 1, 2, ..., N,
(5.1)
where uh,0τ and δu
h,0
τ are finite element approximation of u0 and u˙0, respectively.
For simplicity, we abbreviate δuh,kτ and δ
2uh,kτ to ν
h,k
τ and z
h,k
τ , respectively. Thus, we can rewrite (5.1)
as follows
(z
h,k
τ , v
h − νh,kτ )H + 〈Auh,kτ +Bνh,kτ − fkτ , vh − νh,kτ 〉+ j(νh,kτ , vh)− j(νh,kτ , νh,kτ ) ≥ 0,
∀vh ∈ V h, k = 1, 2, ..., N.
(5.2)
For given {νh,iτ }k−1i=1 and uh,0τ , Lemmas 3.2 and 3.4 show that (5.2) has a unique solution and so Problem 5.1
has a unique solution. From now on, we mainly concern an error estimate for Problem 5.1.
Taking v = νh,kτ in (3.11) at tk with k ≥ 1, one has
(zkτ , ν
h,k
τ − νkτ )H + 〈Aukτ +Bνkτ − fkτ , νh,kτ − νkτ 〉+ j(νkτ , νh,kτ )− j(νkτ , νkτ ) ≥ 0 (5.3)
Letting vh = vh,k ∈ V h in (5.2) and then adding the above two inequalities, we deduce that
(zh,kτ − zkτ , νh,kτ − νkτ )H + 〈Bνh,kτ −Bνkτ , νh,kτ − νkτ 〉
≤ 〈Auh,kτ , vh,k − νh,kτ 〉+ 〈Aukτ , νh,kτ − νkτ 〉
+ 〈Bνh,kτ , vh,k − νkτ 〉+ j(νkτ , νh,kτ ) + j(νh,kτ , vh,k)
− j(νkτ , νkτ )− j(νh,kτ , νh,kτ )− 〈fkτ , vh,k − νkτ 〉+ (zh,kτ , vh,k − νkτ )
= 〈Auh,kτ , vh,k − νkτ 〉+ 〈Auh,kτ −Aukτ , νkτ − νh,kτ 〉
+ j(νh,kτ , v
h,k) + j(νkτ , ν
h,k
τ )− j(νkτ , vh,k)− j(νh,kτ , νh,kτ )
+ 〈Bνh,kτ , vh,k − νkτ 〉+ j(νkτ , vh,k)− j(νkτ , νkτ )
− 〈fkτ , vh,k − νkτ 〉+ (zh,kτ , vh,k − νkτ ).
Since
(zh,kτ − zkτ , νh,kτ − νkτ ) =
1
τ
(νh,kτ − νkτ , νh,kτ − νkτ )−
1
τ
(νh,k−1τ − νk−1τ , νh,kτ − νkτ )
and
〈Auh,kτ −Aukτ , νh,kτ − νkτ 〉
=
1
2τ
〈Auh,kτ −Aukτ , uh,kτ − ukτ 〉 −
1
2τ
〈Auh,kτ −Aukτ , uh,k−1τ − uk−1τ 〉+
1
2
〈Aνh,kτ −Aνkτ , νh,kτ − νkτ 〉,
we have
1
τ
‖νh,kτ − νkτ ‖2H + 〈Bνh,kτ −Bνkτ , νh,kτ − νkτ 〉
≤ 〈Auh,kτ , vh,k − νkτ 〉+
1
2τ
〈Auh,k−1τ −Auk−1τ , uh,k−1τ − uk−1τ 〉 −
1
2τ
〈Auh,kτ −Aukτ , uh,kτ − ukτ 〉
− 1
2
〈Aνh,kτ −Aνkτ , νh,kτ − νkτ 〉+ j(νh,kτ , vh,k) + j(νkτ , νh,kτ )− j(νkτ , vh,k)− j(νh,kτ , νh,kτ ) + 〈Bνh,kτ , vh,k − νkτ 〉
+ j(νkτ , v
h,k)− j(νkτ , νkτ )− 〈fkτ , vh,k − νkτ 〉+
1
τ
(νh,k−1τ − νk−1τ , νh,kτ − νkτ ) + (zh,kτ , vh,k − νkτ ).
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Let ek = ν
h,k
τ − νkτ , gk = uh,kτ − ukτ and lk = vh,k − νkτ . Then it follows from (3.1)−(3.7) that
1
τ
‖ek‖2H +MB‖ek‖2 ≤ LA‖uh,kτ ‖‖lk‖+
1
2τ
〈Agk−1, gk−1〉 − 1
2τ
〈Agk, gk〉 − 1
2
〈Aek, ek〉
+ Lj‖ek‖‖vh,k − νh,kτ ‖+ LB‖νh,kτ ‖‖lk‖+ Cj‖νkτ ‖‖lk‖
+ ‖fkτ ‖‖lk‖+
1
τ
(ek−1, ek) + ‖zh,kτ ‖H‖lk‖H
and so
1
2τ
‖ek‖2H −
1
2τ
‖ek−1‖2H +MB‖ek‖2 −
1
2τ
〈Agk−1, gk−1〉+ 1
2τ
〈Agk, gk〉+ MA
2
‖ek‖2
≤ LA‖uh,kτ ‖‖lk‖+ Lj‖ek‖‖vh,k − νh,kτ ‖+ LB‖νh,kτ ‖‖lk‖+ Cj‖νkτ ‖‖lk‖
+ ‖fkτ ‖‖lk‖+ ‖zh,kτ ‖H‖lk‖H . (5.4)
For the term ‖vh,k − νh,kτ ‖ in (5.4), one has
‖vh,k − νh,kτ ‖ ≤ ‖vh,k − νkτ ‖+ ‖νh,kτ − νkτ ‖
and so (5.4) is equivalent to the follows
1
2τ
‖ek‖2H −
1
2τ
‖ek−1‖2H + (MB − Lj)‖ek‖2 −
1
2τ
〈Agk−1, gk−1〉+ 1
2τ
〈Agk, gk〉+ MA
2
‖ek‖2
≤ LA‖uh,kτ ‖‖lk‖+ Lj‖ek‖‖lk‖+ LB‖νh,kτ ‖‖lk‖+ Cj‖νkτ ‖‖lk‖+ ‖fkτ ‖‖lk‖+ ‖zh,kτ ‖H‖lk‖H . (5.5)
Multiplying both sides of (5.5) by 2τ , and then summing up these inequalities from 1 to n with 1 ≤ n ≤ N ,
we have
‖en‖2H + 2τ(MB − Lj)
∑
1≤k≤n
‖ek‖2 +MA‖gn‖2 + τMA
∑
1≤k≤n
‖ek‖2
≤ ‖e0‖2H + LA‖g0‖2 + 2τ
∑
1≤k≤n
(
LA‖uh,kτ ‖+ Lj‖ek‖+ LB‖νh,kτ ‖+ Cj‖νkτ ‖+ ‖fkτ ‖
) ‖lk‖
+ 2τ
∑
1≤k≤n
‖zh,kτ ‖H‖lk‖H . (5.6)
Noting that V is continuously embedded in H , we see that ‖ · ‖H ≤ C‖ · ‖V . From Lemmas 3.3 and 3.4, it
is easy to know that there exists a constant C being independent of τ such that
max
1≤k≤N
‖zh,kτ ‖H ≤ C, max
1≤k≤N
‖νh,kτ ‖ ≤ C,
N∑
k=1
‖νh,kτ − νh,k−1τ ‖ ≤ C,
N∑
k=2
‖zh,kτ − zh,k−1τ ‖H ≤ C. (5.7)
Thus, it follows from (5.6) and Lemma 3.1 that
max
1≤n≤N
‖gn‖2 ≤ C
(
max
1≤n≤N
{‖ln‖}+ ‖e0‖2 + ‖g0‖2
)
. (5.8)
Let vh,k = Ph(ν
k
τ ), where Ph is the projection operator from V to V
h. It follows from Proposition 6.2 of
[15] that ‖lk‖V ∼ O(h). Therefore, we can perform the 1-order approximation for Problem 3.2 by using the
finite element method.
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