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Abstract—Mental health issues are widely accepted as one of
the most prominent health challenges in the world, with over 300
million people currently suffering from depression alone. With
massive volumes of user-generated data on social networking
platforms, researchers are increasingly using machine learning
to determine whether this content can be used to detect mental
health problems in users. This study aims to investigate whether
training a predictive model with multiple instance learning (MIL)
via Long Short-Term Memory (LSTM) and gated recurrent unit
(GRU) can improve the performance of a predictive model to
detect social network users with depression. The power of MIL
is to learn from user-level labels to identify post-level labels. By
combining every possibility of posts label category, it can generate
temporal posting profiles which can then be used to classify users
with depression. This study highlights that training a MIL model
via LSTM and GRU can improve the accuracy of a MIL model
trained with convolutional neural networks.
Index Terms—Depression, Mental Health, Social Network,
Facebook, Machine Learning, Predictive Model
I. INTRODUCTION
According to World Health Organization (WHO), the total
number of people with depression globally was estimated to
exceed 300 million in 2015 [1]. Only in the United Kingdom,
16% of residents experience depression at some point in their
lives [2]. Mental health problems are also predicted to cost
16.3 trillion USD between 2011 and 2030, through services,
treatments, and a decline in productivity at work [3].
Diagnosis of mental disorder is a challenging task which
can only be done by health professionals. For their disorder
to be correctly ascertained, patients need to recall how they
felt and what happened to them in the previous time period,
which helps the clinicians obtain comprehensive background
information. However, this method is time-consuming and
error-prone as sometimes patients may not be able to correctly
recall their experiences. An alternative way of collecting
data on symptoms of mental illness is using a self-report
questionnaire, whereby people can use the questions to obtain
the data themselves, either as a one-off task or regularly.
Text classification is a task of classifying any given text
or message into its relevant categories. Early work of text
classification has been focused on classified long documents
into categories. With its successful performance, text classifi-
cation models have been applied in many areas including spam
filtering, fraud detection, and news categories. In healthcare
settings, huge amounts of textual data e.g., electronic health
records increasingly generated are useful for researchers to de-
velop text classifiers to identify information related to disease.
Text classification models have been developed to label created
content with categories, with some labelling social media posts
related to users mental health [4, 5].
With massive volumes of generated data being produced
on social networking platforms, researchers are increasingly
studying how these data relate to user behaviour [6, 7].
By focusing on user-generated messages, it is possible to
screen for users with depression through social network data
[8, 9, 10]. This alternative method of detecting depressed users
from their produced content can supplement the traditional
diagnostics based on recollection data, by offering deeper
insights into users past activities, behaviours, and feelings.
However, researching in detecting online users with depres-
sion usually has labels of each user, but lacks labels of each
post. This brings the interest in developing a predictive model
which can label both user-level labels and post-level labels.
Multiple instance learning (MIL) is one of possible machine
learning models able to perform the task. The basic idea of
MIL is to learn from a set of labelled bags, so the training does
not require the individual labels in the training instances, but
only labelled bags of the training set, which sets it apart from
supervised learning techniques that need to know the labels of
all instances [11]. MIL has been shown to successfully produce
predictive models to classify sentiments on online review posts
and identify sentiments on the sentence level by using only
review-level labels [12, 13]. MIL has been successfully applied
to detect users with depression [14]. The MIL paradigm is
suitable for our dataset, since it only had labels for the users
but not for their individual posts.
Recurrent neural network (RNN) is a deep learning algo-
rithm able to learn sequential data. RNN was modified and
reinvented as Long Short-Term Memory (LSTM) and gated
recurrent unit (GRU) to improve its performance able to learn
longer sequences. These techniques have been successfully
applied in text classification [15, 16], and image caption
generation [17].978-1-5386-9301-8/19/$31.00 ©2019 IEEE
This paper aims to investigate whether training a predictive
model with MIL via LSTM and GRU can improve the per-
formance of a predictive model to detect social network users
with depression. The key difference to the previous work [14]
is that this study uses LSTM instead of convolutional neural
networks (CNNs) in middle layers to develop a MIL predictive
model.
II. METHODS
This section describes the dataset used in this study, the
method to measure symptoms of depression and label our
training set, the architecture of our model, and the experi-
mental setup.
A. Dataset
This study used social network data from Facebook users
to build a predictive model for detecting depression symp-
toms. The dataset was taken from the myPersonality project,
obtained from participants who took a series of psychomet-
ric questionnaires, including the Center for Epidemiological
Studies Depression (CES-D), and gave consent for this data
to be shared. Some of them also gave permission for their
Facebook profile data to be included. Their published content
was collected from 2007 until 2012 [18]. The dataset received
institutional review board approval [19].
The dataset contains 6,561 submissions of CES-D from
5,947 unique participants. Removing participants who with-
held permission for their Facebook profiles to be included, 939
users remained in our dataset. To ensure that there are enough
patterns to distinguish users between the two groups, users
who published fewer than 100 posts on their timelines were
excluded, leaving the total of 509 users in the final dataset.
B. Depression Symptom Measure
The CES-D questionnaire is one of standardised and popular
tools to measure depressive symptoms of respondents who take
it. It comprises 20 multiple answer questions, each of them
asking respondents to rate how often they experienced certain
symptoms over the past week, e.g. I felt that I could not shake
off the blues even with help from my family or friends.; I
felt that everything I did was an effort.; I had crying spells.;
I felt hopeful about the future.. After every four items the
wording of questions is reversed between positive and negative
phrasings. Each answer has a score between 0 and 3 e.g., 0 =
Rarely or none of the time (less than 1 day), 1 = Some or a
little of the time (1-2 days), 2 = Occasionally or a moderate
amount of time (3-4 days), and 3 = Most or all of the time (5-7
days). The total scores can then range between 0 and 60 [20].
Respondents with scores above the cut-off (typically between
16 and 24) are then classified as depressed. This study used
the cut-off score at 22. This resulted in receiving 163 users
without depression and 346 users with depression.
C. Predictive Model
The predictive model was completely trained using multi-
ple instance learning (MIL) neural networks without manual
feature engineering.
The architecture of our proposed model is inspired by and
follows the hierarchical attention network (HAN) introduced
by [21] and the multiple instance learning network (MILNET)
proposed by [12, 13]. The models have been shown to suc-
cessfully perform sentiment analysis of online reviews. The
concept of MILNET and its application can thus also be useful
for developing a depression classifier. MILNET learns to
analyse sentiment in a document from its encoding sentences
or segments and then represents those as a document vector.
Additionally, the model can identify the sentiment polarity of
each segment of a given document. We adapt the MILNET
approach by replacing segments with posted messages and
a document vector with a user representation. Our proposed
architecture consists of post encoder, post classification, user
encoder, attention mechanism, and user classification (see
Fig. 1).
Fig. 1. The architecture of the multiple instance learning model with GRU
for detecting users with depression. A posted message in the n-th post xn
was classified through GRU to pn, which was concatenated to hn as user
representation. It was then produced as the importance of the n-th post with
the context vector of post level un.
1) Post Encoder: The first layer of our model transforms
raw user post data into machine readable form. Word embed-
ding was used to transform posts to word embedding matrices.
A user publishes n posts, p1 · · · pn and each post contains
i words. wni represents the word i in the n-th post. wni
embedded through an embedding matrix We received xni.
This layer embeds all words wni of n-th post to vectors:
xn = wn1We · · ·wniWe
After receiving word embedding vectors, a bidirectional
GRU is used to encode the vectors:
−→
Vn =
−−−→
GRU(xn)
←−
Vn =
←−−−
GRU(xn)
Passing through the GRU results in post representation Vn
concatenated from
−→
Vn and
←−
Vn. The post encoding is then sent
to the post classification part to perform sentiment analysis.
2) Post Classification: After obtaining post representation,
each post is classified based on whether it is mental health-
related or related to another topic. To perform the classifi-
cation, a softmax function [22] is applied to make separate
predictions for every user post.
pn = softmax(WcVn + bc)
The function generates post classification pn = pC1 · · · pCn ,
where C ∈ [0, 1] represents the sentiments with 1 denoting a
mental health related post and 0 representing a non-mental-
health related topic. The parameters Wc and bc are learnt and
updated during the training step. After identifying individual
post sentiments, every identified post label can be concatenated
to generate a series of possibilities of post type.
3) User Encoder: The series of post label predictions,
called user representation in this study, is encoded to sum-
marise the changing patterns of text categories over observa-
tion time. The user representation is received by concatenating
all post label possibilities of a user. A bidirectional GRU is
applied through the forward hidden state and the backward
hidden state: −→
hn =
−−−→
GRU(pn)
←−
hn =
←−−−
GRU(pn)
Produced vectors
−→
hn and
←−
hn, are then concatenated to hn =
[
−→
hn,
←−
hn].
4) Attention Mechanism: However, not all posts of a user
convey a user characteristic. Some posts may contain cues that
can be relevant to depression while others may not. For that
purpose, we require the attention mechanism to be applied to
reward posts that correctly represent the characteristic and are
important to correctly detect a user with depression. A one-
layer multilayer perceptron (MLP) produces as an attention
vector of the n-th posts.
un = tanh(Wwhn + bw)
αn =
exp(u>n ua)∑
t exp(u
>
n ua)
The importance of a post (αn is measured as the similarity
of un with the context vector of post level ua, which is learnt
and updated during the training step.
5) User Classification: Finally, a user vector can be
achieved through summarising all the information of post
label possibilities of a user. The user vector v is computed
as follows:
v =
∑
t
αnpn
where αn denotes the importance weight of a post and pn
represents the prediction of a type of the post. This results in
obtaining a classifier to detect users with depression.
D. Experimental Setup
The baseline model was trained using the Keras library,
the Python library for neural network APIs, with Tensorflow
backend [23, 24]. The word embedding dimensionality was
set to 25. The wording embedding matrices were weighted
and received from pre-trained word vectors of Glove which
was trained from 2 billion tweets with 1.2 million vocab [25].
Adaptive moment estimation or Adam [26] and categorical
cross-entropy were leveraged to minimise loss. All text was
converted to lowercase. Numbers and URL-s in posts were
replaced with the text numbers and url, respectively. Every
post of users in our dataset was tokenised, and the word
length per post was limited to 50 tokens. The number of posts
from every user was set to 1000 to train the model. Users
with fewer than 1000 posts were padded user matrices with
the same length, filled with 0 values. Finally, the model was
fitted with cross-validation to train and test. Due to the highly
imbalanced dataset between users with and without depression,
class weights were computed to weight the model during the
training state. To avoid overfitting, early stopping and dropout
were applied.
III. RESULTS
This section describes the results of our predictive model.
To report the performance of the model, n-fold cross validation
is used. Results of evaluation are presented with accuracy,
precision, recall, and f1-score achieved by the model after
training and testing with 5-fold cross validation.
Table I presents the results of our predictive model. Two
of five folds can achieve the maximum accuracy at 75.49%,
while the model achieves the average accuracy of 74.65%. The
model achieves the highest results of precision of 76%, recall
of 75%, and F1 score of 74%. The average results of precision,
recall, and F1 score are 74%, 74%, and 72%, respectively.
It is noted that our dataset is highly imbalanced. Therefore,
the baseline assessment would yield approximate accuracy of
68%., in the case of the model predicting only the majority
class.
TABLE I
CLASSIFICATION METRICS OF OUR PROPOSED MODEL AND THE BASELINE
MODEL
Accuracy Precision Recall F1
Fold 1 74.76% 0.74 0.75 0.72
Fold 2 75.49% 0.76 0.75 0.72
Fold 3 75.49% 0.74 0.75 0.74
Fold 5 74.26% 0.73 0.74 0.71
Fold 5 73.27% 0.72 0.73 0.70
Average 74.65% 0.74 0.74 0.72
Baseline model [14] 70.54% 0.68 0.71 0.62
Fig. 2 presents ROC curves of evaluating the proposed
model. The model achieves average AUC of 75% with the
standard deviation of 0.03. Our model yields the highest AUC
of 79%. This highlights that our baseline model can perform
better than chance. It can see that the results from the model
present all the ROC curves above the red line or a random
guess line.
Fig. 2. ROC curves of every testing fold of our proposed model
IV. DISCUSSION
The purpose of this study was to develop a MIL predictive
model with LSTM layers to detect social network users with
depression. This study replaced the CNN post encoder layer
of the baseline model [14] with LSTM.
We trained our proposed model and compared results with
the baseline model. From Table I, it can see that our proposed
model with LSTM layers can improve the accuracy from
70.54% to 74.65%. Our proposed model also achieves the
higher precision to 6%, the increasing recall to 3%, and the
better F1-score to 10% from the baseline model. This shows
the improvement in all dimensions.
After training the proposed model, we extracted the user
encoder layer which concatenates every classified post-label
received from the post classification layer. The purpose of
the post classification layer is to label every given post of
a user into either general or mental health related text. The
possibility of being general or mental health related text are
estimated from given user labels. This can generate user
representation. We explored the user encoder layer whether
our model could generate different patterns in users with and
without depression.
Fig. 3 shows changing patterns of publishing posts related
to general or mental health topics from the proposed model.
The figure represents the patterns from 6 random users with
depression and non-depression. The y-axis of the chart shows
the possibilities of being another topic denoted with 0 and
mental health related text denoted with 1, and the x-axis
is the number of posts. These patterns are generated from
users who were correctly labelled by our model. On the left-
hand side, it can see that users with non-depression tended
to have fluctuating changes over time. Considering users with
depression, the changing patterns were more stable and most
of their posts labelled with mental health related text. This
highlights that the model could use the patterns to distinguish
between the two groups of users.
Fig. 3. The patterns of general and mental-health related posts in 3 depressed
and 3 non-depressed users from our proposed model. The y-axis of the chart
shows the possibilities of being another topic denoted with 0 and mental health
related text denoted with 1. The x-axis shows the number of posts.
Comparing parameters of our proposed model with the
baseline model [14], the latter work used 500 posts from
every user to train their model, while our work used 1000
posts. Another parameter was the dimensions of pre-trained
word vectors. This study used 25 dimensions trained from 1.2
million vocab of tweets, while the previous work used 100
dimensions trained from 400K vocab of Wiki and English
Gigaword, a comprehensive archive of newswire text data.
This may be why our model could achieve better performance.
This study has some limitations. Our dataset was highly
unbalanced, as it had a higher number of depressed users
than what is found in general population. Another limitation is
that the model was trained with a relatively few of users, and
the performance may be improved if it is trained on a larger
sample. Our last limitation is that our dataset does not reflect
real world population of patients with depression.
Future work is planned to develop our proposed model via
transfer learning which is the method of reuse of a well-trained
machine learning model in one task on another related task.
Applying transfer learning is useful when a starting task has
enough training data but limited for another related task. We
are also planning to collect more data to explore whether
our proposed model is generalised when is applied to other
datasets.
V. CONCLUSION
In this paper, we developed a MIL predictive model to detect
social network users with depression from LSTMs. It found
that our proposed model achieved the average accuracy of
74.65% in detecting depressed users from their social network
created content with additionally generating changing patterns
over observation time. We can improve our proposed model
compared to a MIL model with CNNs in all dimension of
precision, recall, f1-score, and average accuracy. To our best
knowledge, this study is the first one to apply the MIL model
with LSTMs and generate temporal data from created text to
detect social network users with depression.
The model could potentially be applied to structured and
unstructured text and map it to longitudinal data, which can
provide better understandings of changing patterns of text over
observation time and have a considerable impact on health care
research, e.g., using free text from electronic health records
(EHRs) to generate longitudinal phenotypes for research.
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