Measurement error arises through a variety of mechanisms. A rich literature exists on the bias introduced by covariate measurement error and on methods of analysis to address this bias. By comparison, less attention has been given to errors in outcome assessment and non-classical covariate measurement error. We consider an extension of the regression calibration method to settings with errors in a continuous outcome, where the errors may be correlated with prognostic covariates or with covariate measurement error. This method adjusts for the measurement error in the data and can be applied with either a validation subset, on which the true data are also observed (e.g., a study audit), or a reliability subset, where a second observation of error prone measurements are available. For each case, we provide conditions under which the proposed method is identifiable and leads to unbiased estimates of the regression parameter. When the second measurement on the reliability subset has no error or classical unbiased measurement error, the proposed method is unbiased even when the primary outcome and exposures of interest are subject to both systematic and random error. We examine the performance of the method with simulations for a variety of measurement error scenarios and sizes of the reliability subset. We illustrate the method's application using data from the Women's Health Initiative Dietary Modification Trial.
Introduction
Measurement error arises in many biomedical settings. For example, data can be recorded with error in large clinical databases. Errors are also common in exposures that are primarily measured by self-report, such as dietary intakes. These errors can occur in the outcome or covariates, or both. Furthermore, errors in the outcome may be correlated with important prognostic variables or with errors in covariates. While much attention in the literature has focussed on the setting of classical covariate measurement error, less attention has been paid to errors in the outcome. One reason for this is that for independent, mean zero random error in the outcome, the usual linear regression parameter estimates are unbiased; however, if the error in the outcome is related to prognostic variables or the errors in the covariates, then the estimated regression coefficients will be biased. Some work has been done in the setting of covariate-independent error in the response for the generalized linear model (Buonaccorsi, 1996) and several have considered methods to address misclassification in the response (Pepe, 1992; Magder and Hughes, 1997; Meier et al., 2003; Küchenhoff et al., 2006; Edwards et al., 2013) . Our interest is the linear regression setting where there may be error in both the response and covariates.
One setting where errors are common in both outcome and exposures is large clinical studies, particular those using data primarily collected for non-research purposes (e.g., administrative databases and electronic health records). Certain types of records (e.g. records from a particular study site) are often more likely to have errors, records with errors often tend to have errors across multiple variables, and the magnitude of these errors may be correlated. Given correlation between the errors in the outcome and exposure covariates, ignored errors in the data could lead to conservative or non-conservative bias in estimates of regression parameters. In some studies, data validation or audits are performed in subsets of records for quality control purposes. Although often discarded, findings from audit data can be used to adjust analyses for errors which remain in the unaudited data. We will consider a measurement error correction method for linear regression that produces unbiased estimates in the presence of correlated errors using audit/validation data. Shepherd and Yu (2011) proposed a moment correction method for linear regression for this setting and applied their method to data from an HIV observational cohort study. Shepherd et al. (2012) considered similar methods in the context of audited randomized clinical trials. We consider an extension of the popular regression calibration method to this setting.
We also address a setting not considered by previous work to address correlated errors in outcomes and covariates, one where no validation subset is available, but where a second, objective measurement, i.e. with unbiased classical measurement error, for the error prone exposures and outcome is available on a subset. In epidemiology, there are many examples of exposures and outcomes that are self-reported, and subject to both random and systematic error, but for which an objective measurement can also be obtained by a more expensive or more invasive procedure. One such setting comes from nutritional epidemiology, where patterns of dietary consumption are of interest; namely how one dietary attribute, such as energy intake, is associated with other dietary intakes, all of which are measured by self-reported questionnaire data. A common instrument to measure dietary intake, the food frequency questionnaire, has been shown to have both systematic and random error (Willett, 1998) ; and errors in outcomes and exposures of interest assessed by the FFQ are likely correlated. Social pressure to lead a healthy lifestyle could correlate the systematic measurement error across self-reported outcomes and exposures. For some nutrients, there are objective biomarkers, known as recovery markers, which capture actual intake up to mean zero, random error. Two such examples are the doubly-labeled water recovery marker for total energy consumption (Schoeller, 1988 ) and a 24 hour urinary nitrogen recovery marker for protein intake (Bingham and Cummings, 1985) . Due to expense and participant burden, a large prospective cohort study generally could only include these recovery markers on a small subset. We show that our methods can also be applied in this setting, where the primary exposure and outcome measures are subject to errors which are correlated and may consist of both systematic bias and random error and where an objective measure for these variables is available in a sub-cohort.
In this paper we develop an extension of regression calibration that yields unbiased parameter estimates in linear regression in the presence of systematic and random measurement error in the outcome and covariates, as well as potentially correlated errors between the outcome and covariates. Regression calibration, introduced by Prentice (1982) , has become a popular method for addressing covariate measurement error, likely because of its easy implementation and its good numerical performance in a broad range of settings (Carroll et al., 2006) . Most regression calibration methods assume classical, unbiased measurement error in the covariate only, and to date these methods have not addressed correlated errors between outcomes and exposures. We consider the case where the correlated errors are mean zero and where, such as in the FFQ example, errors in both outcome and covariates could be biased. We provide assumptions under which repeat measures on a subset are sufficient for the proposed method and that the true outcomes and covariates do not need to ever be observed. We also consider the case where the true data are observed in a subset.
We examine the numerical performance of the proposed method for a variety of measurement error scenarios and compare its performance to the naive solution that ignores the error. We then illustrate the method with a data example using nutritional assessment data from the Women's Health Initiative Dietary Modification Trial (Women's Health Initiative Study Group, 1998) .
Measurement Error Model
Let Y be a continuous outcome, X a p × 1 vector of covariates that may be observed with error, and Z a q × 1 vector of accurately observed covariates. Let X and Y be error prone versions of X and Y , respectively. Assume (Y, X, Z) follows the linear model
where is mean zero random error that is independent of all other random variables in equation (1). Instead of observing (X, Z, Y ), (X , Z, Y ) are observed on a cohort of N iid individuals and a random subset of n individuals have been selected to have a second measure of X and Y . We consider three cases: 1) where the second observation is a repeat observation of (X , Y ), 2) where the second measure is the true (X, Y ), and 3) where the second measure is a different error prone measure of (X, Y ), namely (X B , Y B ), which is an objective biomarker measure whose errors are mean zero and independent of all other variables. Let V be the indicator that an individual is selected to have a second measure of (X, Y ). In the measurement error setting, this subset is referred to as a reliability subset when a second error prone measure is observed and a validation subset when the truth observed. We will refer to the group of individuals for which V = 1 as the reliability subset in case 1; as the validation or audit subset in case 2, and the biomarker subset in case 3.
We next define the notation and measurement error model for each of these cases.
Case 1: Reliability subset
where i = 1, . . . , N ; j = 1, . . . , k i ; and k i = 2 for individuals where V i = 1 and 1 otherwise.
(This could be easily extended to k i > 2 for some individuals.) Suppose (T ij ,T ij ) are random error terms independent and identically distributed across individuals and with mean zero.
We allow cov(T ij ,T ij ) = 0, but we assume that the error terms in repeat observations of X ij and Y ij are independent, namely cov(
In this case, where only repeat measures of (X , Y ) are available, we must also assume that we have random error for the necessary nuisance parameters in the error model to be identifiable. That is, for case 1 we have the additional assumption that the error terms T andT are independent of (X, Y, Z). For cases 2 and 3, we can relax this assumption.
Case 2: Validation subset
Here we assume the same additive error model as in case 1, only that k i = 1 for all subjects and for the subset of n individuals where V i = 1, we assume the true covariate and outcome (X i , Y i ) are also observed. When discussing this case, we will drop the second subscript j to emphasize there are no repeat observations. Since X and Y are observed in a subset of individuals, we can also allow for a more general error model, including differential error.
That is, we can allow (T i ,T i ) to have nonzero mean and nonzero covariance with (X i , Y i , Z i ) without losing identifiability.
A motivating setting for the validation subset case is that of the data audit of clinical studies discussed by Shepherd and Yu (2011) . In this setting, it is assumed that a subset of individuals are selected for a data audit that will ascertain the true outcome and exposure.
These authors considered a mixture model for (T i ,T i ) with point mass at 0. We consider this model as a special case of equation (2).
Case 3: Biomarker subset
Motivated by our data example, we consider the more general error model that allows the errors (T i ,T i ), in addition to being potentially correlated, to have nonzero mean due to potential scale and location bias in (X i , Y i ). We assume a general measurement error model for the setting of nutritional intake data , which has also been applied to physical activity data ).
We assume that k i = 1 for all subjects and that the error for the primary measures (X i , Y i ) has systematic bias that is a linear function of Z i . Specifically, for (X i , Y i ) defined by equation (2), let
where (U i ,Ũ i ) are potentially correlated mean zero random error terms that are independent of the other terms in the model. For a random subset of n individuals (V i = 1), we assume the objective biomarker measurements (X B , Y B ) are also available, which obey a classical error model. Namely,
where that η i and ν i are mean zero random errors that are mutually independent as well as independent of all terms in equation (1). Because the errors (η, ν) are independent of (X, Y ), this case will have the same flexibility as case 2, and we can allow cov(X, T ) and cov(Y,T ) to be nonzero and still have all parameters identifiable on the biomarker subset.
Consequently, our proposed methods will be able to correct for a more general measurement error model for the primary measures (X , Y ) observed on the whole cohort even when the true (X, Y ) are never observed.
Proposed Method
Following the general approach of regression calibration, we model the expected value of the unobserved data as a function of the observed data and use these quantities to estimate the regression parameters of interest. Using the additivity of the error, one has
The third equality holds because, by assumption, X provides no further information about Y than is contained in (X, Z). This suggests that one could regress Y −Ê(T |X , Z) on {Ê(X|X , Z), Z} and get an unbiased estimate for β = (β 0 , β x , β z ), whereÊ(·) denotes an estimate of the expectation. If the error term in Y is independent of that in X , or when there is no measurement error in the observed outcome variable, one can perform the regression of Y on {Ê(X|X , Z), Z} instead of (X, Z), which is the usual regression calibration approach (Prentice, 1982) , to obtain an unbiased estimator of β = (β 0 , β x , β z ).
Estimation ofÊ(T |X , Z) andÊ(X|X , Z) is described below for each case.
For an estimator of E(T |X , Z), one can consider the following first order approximation
where Σ ab ≡ Cov(a, b) and Σ a ≡ Var(a). Similarly, we approximate E[X|X , Z] as
We first consider case 1, the reliability subset model shown in equation (2). In this case, the errors (T,T ) are independent of (X, Y, Z) and centered at 0. One can use the following equalities to obtain the moments involving random variables not directly observed: µT = 0,
var(X 1 −X 2 )/2, ΣT Z = 0, and Σ XZ = Σ X Z . Estimates of (ΣT X , Σ T , Σ XX ) can be estimated using the reliability subset, and estimates of (µ X , Σ X , µ Z , Σ Z , Σ ZX ) can be obtained from the entire study cohort.
For case 1, we have assumed subjects in the reliability subset have 2 measures of (X , Y ), and those not in the reliability subset have only one measure. In the above formulas one can think of X as a vector of 2 observations or a single observation as appropriate. The Appendix provides an explicit estimating equation for each of the nuisance parameters, which can also be used to provide a sandwich estimator of the variance for the regression parameters of interest using the stacked estimating approach outlined by Stefanski and Boos (2002) .
Case 2 also uses equations (5) and (6) For case 2, all necessary moments in equations (5) and (6) can be directly estimated, since both (X, Y ) and (X , Y ) are observed from the validation subset. This allows for a more general error model to be identifiable with the data. For example, T andT could be allowed to be correlated with Z. In this case, we need to estimate ΣT Z and Σ XZ from the validation subset. The stacked estimation equations used for the M-estimator and the sandwich estimator of the variance for this case are also provided in the Appendix.
For case 3, we consider an error model that allows for systematic and correlated error, but for which the true (X, Y ) can never be observed. From equation (3), one has in the biomarker subset. One could also choose to estimate E(X|X , Z) with a similar regression approach. Because the biomarker X B only involves classical measurement error, E(X B |X , Z) = E(X|X , Z) and the nuisance parameters necessary forÊ(X|X , Z) can be estimated by the regression
The stacked estimation equations for the sandwich estimator of the variance for case 3 are provided in the Appendix. The standard errors for the proposed method can also be calculated using the bootstrap for each of the cases studied.
Simulation Study
We examine the finite sample performance of the proposed regression calibration method using numerical simulation. In this section we focus on case 1, assuming a reliability subset is available. We examine a limited set of simulations for case 2, given the similarity with case 1. Numerical simulations for case 3 are presented in the next section as part of the data example. For the different parameter scenarios for the error and outcome regression models, we compare the numerical performance of the proposed method with that of standard linear regression using the true (X, Y ) (True method) and the error prone observed data (X , Y ) without correction (Naive method). For all scenarios, we summarize results across 1000
Monte Carlo simulations.
We assume the linear regression model Y = β 0 + β x X + β z Z + , where µ X = 0, σ X = 1, and σ = 5, where σ X is the standard deviation for X and similarly for . For Scenario 1, we simulate the simple linear regression model (β z = 0), with β 0 = 2 and let β x ∈ {1, 5}. For Scenario 2, we consider the ANCOVA model and additionally study the effect of measurement error on a precisely observed covariate Z, setting (β 0 , β x , β z ) = (2, 1, −1), σ z = 1, and ρ xz = cor(X,Z) ∈ {0, 0.5}. For the measurement error parameters, we consider σ T ∈ {0.5, 1}, assume σT = σ T and allow ρ TT ≡ cor(T,T ) to vary, with ρ TT ∈ {−0.5, −0.25, 0, 0.25, 0.5}. Note the size of the error was chosen to represent moderate error, where the variance of the error is 25% the variance of the true exposure X, and large error, where the error variance is equal to the variance of X. For Scenarios 1 and 2 we consider normally distributed data, with a total cohort size of N=400 and we assume we have a reliability subset of size n, for which a second measure of (X , Y ) is available. We vary the size of this reliability subset, with n ∈ {25, 50, 100, 200, 400}. We then consider simulations with N = 1000, as well as simulations with non-Gaussian error distributions. generally poor for the Naive estimator, with worse performance for the larger measurement error and the low to negative correlations betweenT and T (ρ TT ). The relative performance of the proposed method depended on the size of the reliability subset. Some small sample bias was present for n = 25, but for n = 50 and larger there was a notable improvement in all scenarios, with bias generally between 1-5% and diminishing to less than 1% for larger n. The mean squared error (MSE) for the proposed method was generally competitive or smaller than that for the Naive estimator for n = 50 and a marked improvement for larger n, with one exception being that for the smaller σ T = σT = 0.5 and high positive correlation the Naive estimator maintained the smallest MSE for all n. The average standard error estimated from the M-estimation (ASE) compared well to the empirical standard error (SE) and provided good nominal coverage. The coverage probability (CP) for the proposed method was generally in the range of 93-95% and comparable to the CP of 93.8% for the True estimator from regression using (X, Y ). Table 2 presents results for the same set of parameters, except now letting β x = 5. The performance of the regression calibration estimator had little small sample bias and was comparatively unaffected by the size of β. The coverage probability was much poorer for the Naive estimator, and the proposed method maintained good coverage and the smallest MSE for all scenarios with n > 50 and for the smaller error variance also had the smallest MSE for n = 25.
In Table 3 , we show the results for the ANCOVA model for a similar set of measurement error parameters as in Table 1 and 2, fixing β x = 1 and focusing on positive correlation for ρ TT . As expected, the Naive estimator for β z is unaffected by the measurement error in Table 1 : For 1000 simulated data sets of size N=1000, the mean percent (%) bias, empirical standard error (SE), average estimated standard error (ASE), mean squared error (MSE) and 95% coverage probability (CP) are given for β x . Results are provided for linear regression using the true data (X, Y ) (TRUE), the error prone data (X , Y ) (NAIVE), and the proposed (X,Ŷ ) estimated using a reliability subset (denoted by size of reliably subset n = 25, 50, 200, 400). Data are generated according to Scenario 1 in Section 4, with β x = 1. Table 2 : For 1000 simulated data sets of size N=1000, the mean percent (%) bias, empirical standard error (SE), average estimated standard error (ASE), mean squared error (MSE) and 95% coverage probability (CP) are given for β x . Results are provided for linear regression using the true data (X, Y ) (TRUE), the error prone data (X , Y ) (NAIVE), and the proposed (X,Ŷ ) estimated using a reliability subset (denoted by size of reliably subset n = 25, 50, 200, 400). Data are generated according to Scenario 1 in Section 4, with β x = 5.
X for the scenarios where ρ xz = 0 (Shepherd et al., 2012) . For the other scenarios there is bias in the Naive estimator and lower than the nominal 95% coverage for both β z and β x .
The regression calibration estimates perform well across the different parameter choices for the measurement error model, with good coverage and the small sample bias diminishing with increasing size of the reliability subset. It is notable that in these simulations, when X is correlated with Z (ρ xz = 0.5) and ρ TT = 0, the MSE for the regression calibration estimator is larger than that for the Naive estimator except with the larger reliability subsets. This is due to the increased uncertainty in the regression calibration estimates for β. Supplementary Table S1 in the Web Appendix examines scenarios similar to Table   3 , only with smaller measurement error variance parameters σ T = σT = 0.5. We see that for the Naive estimator, there is less bias and smaller MSE for both β x and β z with the smaller measurement error variance; however the Naive estimator has low coverage due to its bias for both β x and β z , whereas the proposed method again maintains close to 95% coverage in all scenarios. Supplementary Table S2 presents results for cohort size N=1000
and reliability subset sizes n = 50, 100, 200, 500, 1000. The performance of the RC estimator improves with the larger reliability sizes, as expected. The coverage of the Naive estimator gets worse, as this estimator becomes more certain about the wrong thing. Supplementary Table S3 considers the effects of negative correlation for the error terms T in X andT in Y , allowing ρ TT = −0.25, −0.5. Patterns in this case are similar to Table 3 . The Naive estimator had poor coverage; whereas the proposed method maintained good coverage and generally a similar or better MSE for reliability subsets of size 50 or larger, with percent bias diminishing n increased. Supplementary Table S4 considered the relative performance for larger values of β. Similar to the results in Table 2 , the Naive estimator had larger bias and lower coverage; whereas the the proposed method maintained good coverage and for scenarios with n > 25 generally had competitive or better MSE. Table 3 : For 1000 simulated data sets of size N=1000, the mean percent (%) bias, empirical standard error (SE), average estimated standard error (ASE), mean squared error (MSE) and 95% coverage probability (CP) are given for (β x , β z ). Results are provided for linear regression using the true data (X, Z, Y ) (TRUE), (X , Z, Y ) (NAIVE), and the proposed (X, Z,Ŷ ) estimated with a reliability subset (Method denoted by size of reliably subset n = 25, 50, 200, 400). Data are generated according to Scenario 2 in Section 4, with β x = 1, β z = −1 and σ T = σT = 1.
larger MSE and an inflated estimate of SE for the small reliability subset size n = 25.
For Scenario 3, we simulated non-normal distributions for the error and covariates.
We consider a similar simulation to Scenario 1, letting σ T = σT = 1, but consider both a mixture of two normals and a log-normal distribution. Supplementary Figure S1 shows these distributions. Simulation results are presented in Supplementary Table S5 . The proposed method still provides estimates with diminishing small sample bias for both distributions as n increased; but for the log-normal errors, performance is noticeably better for the larger reliability subsets. For the highly skewed log-normal distribution,β estimates for the scenarios with reliability subsets smaller than 200 have some small-sample bias. These were generally caused by a few extreme values across the simulations, and the median estimates were much closer to being unbiased (data not shown).
Simulations for case 2 are provided in Supplementary Tables S6a and S6b . In addition to the True and Naive methods, the Proposed results are compared to those from the related moment-based correction method by Shepherd and Yu (2011) . Parameter values for the simulations for this scenario are chosen from those explored by Shepherd and Yu for direct comparison. The proposed regression calibration and the method of Shepherd and Yu (2011) are both a type of moment correction estimate and are asymptotically equivalent for the linear error models we consider in cases 1 and 2. For the case of simple univariate regression they can be made equivalent by choosing the same estimators of the necessary moments (Table S6a) . For multivariate regression, the two methods differ on finite samples but had comparable performance (Table S6b) . Shepherd and Yu (2011) only considered the setting where there was a validation subset available; however, we extend their method to the setting of case 1, where the true values are never observed on anyone, by using the moment estimators provided in the Appendix for the necessary nuisance parameters. Simulation results comparing regression calibration with the moment correction estimates for case 1 are shown in Supplemental Table S7 .
We see that the two methods again generally perform well for n > 50 and provide similar estimates, with low small sample bias and very comparable MSE across the scenarios. There was some instability for n = 25; there appears to be a slight advantage of smaller MSE for the proposed method over the moment correction method for this small reliability size.
In the next section, we examine the performance of regression calibration for case 3, where the measurements X and Y have systematic bias as well as correlated errors, after considering a motivating data example.
Nutritional Epidemiology Data Example
Tools for dietary assessment of usual intake rely primarily on self-reported data from instruments like the food frequency questionnaire (FFQ). The FFQ consists of a list of foods and a frequency of response for how often each food was consumed over a specified period, such as the last 3 months, and is translated into specific intakes using a nutrient database. The FFQ has been shown for many nutrients of interest, such as energy and protein, to contain systematic error associated with subject characteristics (body mass index (BMI), gender, age, etc.), as well as within person variability. Despite these known measurement error problems, the FFQ is the most common diet instrument in large cohort studies (Willett, 1998 ) because of its low cost. Measurement error for different nutrient intakes assessed with the same FFQ are likely to be correlated. We consider this problem examining the association between protein density and total caloric intake. We consider data from the usual diet (control) arm of the Women's Health Initiative (WHI) Dietary Modification (DM) Trial, which measured dietary intake on 29,294 women using an FFQ. Because the baseline FFQ was used to determine eligibility in the DM trial by requiring a minimum of 32% estimated calories from fat, the baseline for this analysis was taken as one year after enrollment, at which time another FFQ was obtained. The DM trial also included a Nutritional Biomarker Substudy (NBS, N=544). The NBS collected self-reported intake along with several objective biomarkers on randomly selected weight-stable women, including doubly-labeled water and urinary nitrogen, with repeat measures on a subset (n=110). These biomarkers are considered unbiased for short-term usual intake of energy and protein, respectively. Results of the NBS study are reported by Neuhouser et al. (2008) . They found BMI to be a strong determinant of subject-specific bias, with underreporting of energy and protein intake increasing with increasing BMI.
We consider the regression of the log-transformed energy (Y ) on log-transformed protein density (X) and BMI (Z). Here we assume we have the measurement error structure of case 3 in Section 2.3, where the main outcome and exposure of interest have both systematic bias and potentially correlated measurement error, along with an objective marker with independent classical measurement error for both these variables on a subset. We compare the regression coefficients for log(protein density) and BMI, β x and β z respectively, for regressions using the naive approach (based on error-prone self-reported FFQ data only) and the proposed regression calibration method. From the naive analysis using data from the entire DM cohort, (β x ,β z ) = (−0.14, 0.004) (p < 0.001, p < 0.001). Applying the proposed method to calibrate the FFQ data on the large cohort, we foundβ = (β x ,β z ) = (−0.31, 0.012) (p = 0.43, p < 0.001). The coefficient for protein (X) appears de-attenuated but is no longer significant due to a large increase in the standard errors. The coefficient of BMI is also larger compared to the analysis based on self-report, suggesting BMI-related bias in self-reported FFQ data was biasing both coefficients of the regression.
Since the biomarkers for protein and energy obey the classical measurement error model,
we could obtain an alternate consistent estimator ofβ using a complete case analysis on the NBS subset with covariate-only regression calibration to adjust for the error in the protein biomarker and no necessary adjustments for the energy biomarker as the outcome.
A technique from the survey literature, called raking or survey calibration, can be used to combine the estimators Deville et al., 1993) . This could have two potential benefits. First, because it is combining two estimators there is the potential for efficiency gains. Second, in this real data example, where the exact nature of the systematic error of the FFQ is unknown, applying raking of the proposed method using a consistent estimator on the biomarker subset will remove any bias in the proposed method that may To better understand the performance of the proposed method under the measurement error structure seen in the WHI example, we built a simulation model on the WHI data. We generated 1000 simulated WHI DM cohorts (N = 29, 000), that each included a biomarker subset (n = 540). The Supplementary Materials Web Appendix provides further details of the parameters used for this simulation and how they were identified from the WHI data. In short, for the main cohort and biomarker subset, a regression model for energy as a function of protein density and BMI, as well as measurement error parameters for the observed self-reported FFQ and biomarker versions of protein density and energy, were fit using the observed data. Correlation between the errors of the self-reported protein density and energy are identifiable using the biomarker data. A linear model for the dependence of the error on BMI was assumed and fit to the data. The resulting de-attenuated strength of association between the true X and Y was a similar magnitude for this simulation and the WHI data. The simulation also reproduced the large attenuation seen in the BMI coefficient in the naive analysis of the self-reported data. Table 4 compares the estimates of β for the regression of log energy (Y) on log protein density (X) and BMI (Z) for the regressions based on: the true (X, Y ), the error-prone self-reported estimates (X , Y ), and the proposed regression calibration method incorporating the biomarker observations (X B , Y B ). We also consider the results using just the regression of Y B on (X B , Z) on the biomarker subset, ignoring and accommodating for classical measurement error in X B . In this case, since the error in both biomarker observations for Y and X follows the classical measurement error model, the error in Y can be ignored and the usual calibration of only X provides an unbiased estimate of β in the biomarker subset. The error in the biomarkers for these nutrients are generally considered smaller than that for self-report, so this analysis addresses the question of whether, despite the smaller sample, this analysis may perform better in terms of MSE relative to the proposed and naive analysis. Standard errors for the regression calibration methods were obtained via the bootstrap with 500 bootstrap samples.
The simulation shows the proposed method was close to unbiased, with a mean bias of -1.3% forβ x and 0.30% forβ z , but it also had large MSE, particularly for β x due to the amount of uncertainty around the slope parameters. The bootstrapped SE were in good agreement with the empirical standard errors. The relative performance of the methods for the simulated analyses in Table 4 , in terms of the relative size of the standard errors for the β estimates across the methods, is similar to that seen in the data analysis. Overall, these simulations show that for the more general measurement error model discussed in case 3, the proposed method had good coverage and produced estimates with small bias. They also provide additional evidence that the magnitudes of the error seen in the WHI nutrient data could have led to confidence intervals that included zero despite a true underlying relationship between the nutrients of interest. The naive analysis (ignoring measurement error) had large bias in the regression coefficient for the precisely observed BMI and overall poor coverage for both slope parameters. The analysis using regression calibration for covariate measurement only in the biomarker subset had smaller mean squared error than the proposed method calibrating both exposure and outcome implemented without raking.
In this example, due to the ease of implementation we used bootstrapped standard errors. We examined the relative performance of our method when using the bootstrap versus the sandwich estimate of the variance more generally. We considered the same scenario as shown in the upper left quadrant of Table 3 , where samples sizes were smaller and where we might expect more differences between performance of the two standard error estimation approaches. Results are shown in Supplementary Table S8 . Generally the bootstrap performed well and matched the empirical SE for audit subset sizes of 200 or larger. For smaller audit subsample sizes, particularly n = 25 or 50, the bootstrap subset would occasionally produce a spuriously large estimate, leading to some instability. We note for the data example simulations shown in Table 4 , the bootstrap performed well compared to the empirical SE which had large sample sizes for both the cohort and subsample. The sandwich estimate across all scenarios studied. Table 4 : For 1000 simulated data sets, the mean percent (%) bias, average estimated standard error (ASE), empirical standard error (SE), mean squared error (MSE), and coverage probability for the 95% confidence intervals (CP) are given for (β x , β z ), the linear regression coefficients for protein density (log-scale) and BMI using the unadjusted self-reported data on the large cohort (Naive), the proposed regression calibration method (Proposed), the unadjusted biomarker values on subset (BM Naive), and a complete case regression calibration method that adjusts for the classical measurement error in the biomarker for log-protein density on the biomarker subset (BM RC). The True method are the results based on the (X, Y, Z), i.e. (log-energy, log-protein, BMI), measured without error.
Discussion
In this manuscript we have described a regression calibration approach to account for correlated measurement error in both the outcome and the exposure. Our approach is flexible, simple to implement and can be applied using reliability or validation samples. Regression calibration methods are popular in practice, and this extension allows their implementation to an important problem. Although methods for accounting for measurement error have been widely studied, there is surprisingly little on correlated measurement error on the outcome and exposure. Correlated measurement error is not uncommon; we have seen it from audits of observational data and in nutritional epidemiology settings.
As with all measurement error methods, there are variance/bias trade-offs with using our new method. With small validation subsets, the reduction in bias may not outweigh the increased variance in estimates, and in some scenarios, naive estimates may have lower mean-squared error than corrected estimates even with large sample sizes. In applied settings, raking can be used as a method that could potentially improve efficiency by combining the proposed estimator with that of a consistent estimator on the validation/biomarker sub-set. These facts may motivate multi-stage sampling: the first sample to be large enough to assess the extent of the measurement error problem and the second to be large enough to obtain sufficiently precise corrected estimates. The size of the second stage of sampling should be based on the first. Raking was seen in our data analysis to improve precision.
More extensive study of these types of sampling procedures is warranted.
For settings where a validation subset is available, a very general error model can be assumed for the data since complete data on the validation subset can be used to estimate the nuisance parameters; though here we must also assume covariates that determine the biased components of the error are observed and modeled correctly. For settings where errorfree covariates cannot be observed the methods can still be applied so long as a second error prone measurement whose errors are independent of the first, is available. It is interesting to note that the errors in observed values (X , Y ) need not be unbiased (mean zero) so long as a second measurement with independent and unbiased errors is available on at least a subset. When only repeat measures of the same error-prone instrument is observed, the nuisance parameters necessary for the proposed method are only identifiable if the errors are non-differential.
Development of these types of methods for other types of outcomes is an important direction for future research. More work is also needed on how best to develop an efficient multi-stage design, as efficiency will be key for these methods to be applied to practically sized validation/reliability subsets without undoing the gains in bias-correction by increasing the variability in estimates.
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Appendix A Standard Error Estimation
Standard errors ofβ can be computed by applying the M-estimation technique and obtaining the sandwich variance estimate (Stefanski and Boos, 2002) . A vector ψ(θ) of stacked estimating equations are formed for the parameter vector θ, which includes both the parameters of interest (β) and the nuisance parameters from the measurement error model.
The estimatesθ can be obtained by solving the equations 
This technique incorporates the extra variance inβ due to the uncertainty in the nuisance parameters. The first derivative of ψ i (θ) can be computed either directly with the assistance of software (e.g. MATLAB) or by numerical differentiation. The variance ofβ corresponds to corresponding submatrix of the V (θ) matrix.
In this section we provide the estimating equation ψ(θ) for each of the cases considered in Section 3. In the expressions below, the half-vectorization operator vech(A) is used to represent a symmetric matrix A as a vector by stacking the columns of the lower triangular portion of the matrix one below the other. In this manner, we create a vector of unique elements for the nuisance parameters in the model that are variance/covariance matrices.
For case 1, the reliability subset, one has the parameter vector
. From these parameters one can also derive other parameters specified in the calibration equations; namely µ X = µ X , Σ ZX = Σ ZX , Σ X X = Σ X − Σ T , and Σ X T = Σ TT . We define
and theX i 's andŶ i 's in the first two equations of ψ i (θ) are functions of θ, as follows.
Subjects will have a different estimate ofX andŶ , depending on whether they are in the reliability subset. We also take advantage of the parameter equalities implied by the measurement error assumptions, as described above.
For subjects with only 1 measure,
For subjects with reliability measure,
Note, by assumption, one has Cov(T ij ,X ij ) = Cov(T ij , T ij ), which equals 0 for j = j .
For case 2, the validation subset, the parameter vector also includes the additional parameters Σ T Z , ΣT Z and a different M-estimation vector that allows for a more general covariance structure between (X , Z) and (T,T ). In this case, T andT are allowed to be correlated with Z. We also use the equality Σ T Z = Σ X Z − Σ XZ . In this case, we define
is provided by equation (5) andX is defined as in equation (6).
For case 3, the parameters needed to estimateX and c can be estimated by standard linear regression on the biomarker subset and standard errors for the proposed method in the text (Sections 3 and 4) were calculated using the bootstrap. We provide stacked estimating equations for the sandwich variance estimate, whose performance was compared to the bootstrap variance estimator in Supplementary Table S8 .
We estimateX i with this regression on the biomarker subsetX = E[X B |X , Z] = γ 0 + γ x X + γ z Z. We estimateŶ i = Y i −ĉ i , where c is obtained from the regres-
We define the parameter vector θ = (β 0 , β x , β z , γ 0 , γ x , γ z , α 0 , α x , α z ) and
Appendix B Supplementary Materials Web Appendix B.1 Supplementary tables for simulation study
The first set of supplementary tables are variations of the simulation results Table 3 described in Section 4 of the main manuscript. Table S1 repeats the scenarios in Table 3 with smaller measurement error variance parameters σ T = σT = 0.5. Table S2 repeats a similar set of scenarios, changing only the size of the cohort to N=1000 and the choices for the size of the reliability subset to be n=50, 100, 200, 500, 1000. Table S3 is the same as Table 3, except it considers negative correlation for the error terms T in X andT in Y , namely allows ρ TT = −0.25, −0.5. Table S4 is the same as upper half of Table 3 , except it considers a larger β x = 5 and β z = −5. Table S5 is the same as Table 3 , only non-Gaussian distributions are used to simulate the error in (X , Y ). Tables S6a and S6b compares proposed regression calibration method to the moment correction method of Shepherd and Yu (2011) for validation data; Table S6a shows results for simple linear regression and Table S6b shows results for an ANCOVA model. Simulation results in Table S7 compare the estimates of regression calibration to those from an extension of moment correction method of Shepherd and Yu (2011) to reliability data, with parameters as in Table 3 . Table S8 compares performance of proposed method using a bootstrapped versus sandwich estimator for the standard error in the WHI simulations of Section 5. Figure S1 shows the error distributions considered for Table 3 (normal) and Table S5 (mixture of non-normals and log-normal). Table S1 : Across 1000 simulations, the percent (%) bias, empirical standard error (SE), average estimator for standard error (ASE), mean squared error (MSE) and estimated 95% coverage probability (CP) for β. Results are provided for linear regression using the true data (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), and the regression calibration estimates (X,Ŷ ) (Method denoted by size of reliability subset n = 25, 50, 100, 200, 400). Data are generated according to Scenario 2 in Section 4, with β x = 1, β z = −1 and σ T = σT = 0.5. Table S2 : Across 1000 simulations, the percent (%) bias, empirical standard error (SE), average estimator for standard error (ASE), mean squared error (MSE) and estimated 95% coverage probability (CP) for β. Results are provided for linear regression using the true data (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), and the regression calibration estimates (X,Ŷ ) (Method denoted by size of reliability subset n = 50, 100, 200, 500, 1000). Data are generated according to Scenario 2 in Section 4, with β x = 1, β z = −1 and σ T = σT = 1, and N=1000. Table S3 : Across 1000 simulations, the percent (%) bias, empirical standard error (SE), average estimator for standard error (ASE), mean squared error (MSE) and estimated 95% coverage probability (CP) for β. Results are provided for linear regression using the true data (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), and the regression calibration estimates (X,Ŷ ) (Method denoted by size of reliability subset n = 25, 50, 100, 200, 400). Data are generated according to Scenario 2 in Section 4, with β x = 1, β z = −1 and σ T = σT = 1, N=400. Negative correlations are considered for ρ TT . Table S4 : Across 1000 simulations, the percent bias (%), empirical standard error (SE), average estimated standard error (ASE), mean squared error (MSE) and estimated 95% coverage probability (CP) for β. Results are provided for linear regression using the true data (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), and the regression calibration estimates (X,Ŷ ) (Method denoted by size of reliability subset n = 25, 50, 100, 200, 400). Data are generated according to Scenario 2 in Section 4, with β x = 5, β z = −5 and σ T = σT = 1, N=400. Table S5 : Non-Gaussian distributions are considered for the distribution of the error in (X , Y ). Across 1000 simulations, the percent (%) bias, empirical standard error (SE), average estimator for standard error (ASE), mean squared error (MSE) and estimated 95% coverage probability (CP) for β. Results are provided for simple linear regression using the true (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), and the regression calibration estimates (X,Ŷ ) (Method denoted by size of reliability subset n = 50, 100, 200, 500, 1000). Data are generated according to Scenario 1 in Section 4, with β x = 1 and σ T = σT = 1, N=1000. Table S6a : Across 1000 simulations, the percent (%) bias, empirical standard error (SE) and mean squared error (MSE) for β x . Results are provided for linear regression using the true data (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), the regression calibration estimates (X,Ŷ ) and using the method of moment correction in Shepherd and Yu (2011) for a validation subset (n = 25, 50, 100, 300). Data generated according to simulated example of HIV viral load regressed on CD4 presented in Table 2 in Shepherd and Yu (2011) , with p = 0.3, σ T = 50, Cor(T,T ) = 0.5, N=1000. Table S6b : Across 1000 simulations, the percent (%) bias, empirical standard error (SE), and mean squared error (MSE) for β x and β z . Results are provided for linear regression using the true data (X, Y ) (TRUE Method), the error prone data (X , Y ) (NAIVE Method), regression calibration (RC) and using the method of moment correction (MM) in Shepherd and Yu (2011) for a validation subset (n = 25, 50, 100, 300). Data generated according to simulated example of HIV viral load regressed on CD4 presented in Tables 15 and 18 in Shepherd and Yu (2011) , with p = 0.3, σ T = 20 or 50, Cor(T,T ) = 0.5, N=1000. Table S8 : For 1000 simulated data sets, the mean percent (%) bias, empirical standard error (SE), average estimated standard error (ASE), mean squared error (MSE), and coverage probability for the 95% confidence intervals (CP) are given for (β x , β z ), for linear regression of energy on protein density (log-scale) and BMI using simulated true data (TRUE), the unadjusted self-reported data (Naive), and the proposed regression calibration method (Proposed). For the proposed method, the SE and coverage probability were calculated with using both the bootstrapped standard error (BSE) the sandwich estimator (SSE).
[ Figure 1 about here.]
B.2 Simulation Details for WHI Data Example
In Section 5 of the manuscript, we performed a simulation study based on data from the Women's Health Initiative's Dietary Modification (DM) Trial and Nutritional Biomarker Substudy (NBS). The true model for the data was assumed be as in case 3 in Section 2.3.
Dietary nutrients were analyzed on the log-scale and assumed log-normal. We generated the true log protein density intake (X) and BMI (Z) from a bivariate normal distribution with mean (µ X , µ Z ) = (2.647, 28.228) and covariance (σ X = 0.199, σ Z = 5.547, ρ XZ = 0.0043).
The true log-energy intake (Y) was generated by the model Y = β 0 + β 1 X + β z Z + , where (β 0 , β X , β z ) = (7.76, −0.192, 0.013) and a normally distributed random error with mean 0 and standard deviation σ = 0.101. U andŨ , the random errors terms in selfreported X * and Y * , were generated from a bivariate normal distribution with mean (0, 0) and covariance (σ Us = 0.112, σŨ The parameter were estimated from the WHI data as follows. We observed self-reported samples from N = 29, 562 subjects from the DM cohort. There were n = 544 subjects in the NBS sub-cohort with biomarkers, with n r = 103 in a reliability subset with repeated measures of biomarker and self-reported values. Let (X bij , Y bij ) and (X ij , Y ij ) denote the jth measure for subject i for the biomarker and self-reported protein and energy consumption, respectively. The following estimates are from the DM cohort:
The following estimates are from the NBS reliability subset: Table 3 (normal  distribution) and Table S5 (mixture of two normal distributions and a log-normal distribution). 
