We consider the Sobolev (Bessel potential) spaces H ℓ (R d , C), and their standard norms ℓ (with ℓ integer or noninteger). We are interested in the unknown sharp constant K ℓmnd in the inequality f g
1 Introduction and preliminaries.
The present work generalizes some results of ours [16] on pointwise multiplication in the Sobolev (or Bessel potential) spaces H ℓ (R d , C) (see the forthcoming Eqs. (1.38) (1.39) for a precise definition of these spaces and of their norms). In the cited work, we derived upper and lower bounds for the sharp constant K ℓd in the inequality
(1.1)
Here, we derive bounds for the sharp constant K ℓmnd in the inequality
ℓ, m, n ∈ R, 0 ℓ m n, n + m − ℓ > d/2 ; this becomes (1.1) for ℓ = m = n. The relation
) and the inequality (1.2) are well known for the indicated values of ℓ, m, n (see e.g. [4] , Part 5); however, to the best of our knowledge, no quantitative analysis seems to have been done for the related constants.
One of the motivations to analyze the constants in this inequality and similar ones is the same indicated in [16] : this analysis allows to infer a posteriori estimates on the error of most approximation methods for semilinear evolutionary PDEs with polynomial nonlinearities, and also to get bounds on the time of existence for their exact solutions (see in particular [15] , where we considered a nonlinear heat equation and the Navier-Stokes equations). This is just one of the possible applications: in fact, inequalities of the type (1.1) (1.2) and similar ones are relevant for several reasons in many areas of mathematical physics, including the ϕ 4 quantum field theory and the analysis of the Lieb functional in electronic density theory [10] [9] . Let us fix the attention to (1.2). Finding the sharp constant K ℓmnd is clearly difficult; for this reason, and even in view of applications to PDEs, one can be satisfied to derive two-sided bounds
where the lower bound K − ℓmnd is sufficiently close to the upper bound K + ℓmnd : this is the same attitude proposed in [16] for the constant K ℓd of (1.1). In the present paper, we produce the following upper and lower bounds. (i) First of all, we establish what we call the "S -function" upper bound K S ℓmnd ; this is obtained maximizing a suitable function S ℓmnd : [0, +∞) → (0, +∞) (which is, up to a factor, a generalized hypergeometric function). In the special case ℓ = 0, we derive as well a "Hölder" upper bound K H 0mnd ; this is obtained from the Hölder and from the Sobolev imbedding inequalities.
(ii) Next, we present a number of lower bounds; all of them are obtained directly from Eq. (1.2), choosing for f , g some convenient trial functions (generally depending on certain parameters, to be fixed optimally). Different choices of the trial functions yield the so-called "Bessel" lower bound K Bst ℓmnd , the "Fourier" lower bound K F ℓmnd and the "S-constant" lower bound K S ℓℓnd (holding for m = ℓ only). The above terminology for the upper and lower bounds is used only for convenience: the terms "S -function", etc., recall some distinguished function or feature appearing in the construction of these bounds. For all ℓ, m, n, d, from the available upper and lower bounds one can extract the best ones, indicated with K ± ℓmnd : so, K + ℓmnd is the minimum of the upper bounds in (i) and K − ℓmnd is the maximum of the lower bounds in (ii). To exemplify the above framework, the paper presents a table of upper and lower bounds K ± ℓmnd in dimension d = 1 and d = 3, for a set of values of ℓ, m, n; in each case, informations are provided on the type of bound employed, and on its practical computation. In all cases presented in the table, the ratio K − ℓmnd /K + ℓmnd ranges between 0.75 and 1, often reaching a value larger than 0.90; so, our bounds are not far from the sharp constant K ℓmnd . It would not be difficult to build similar tables, for different values of ℓ, m, n (even non integer) and d. The final step in our analysis is the asymptotics of some available upper and lower bounds, when ℓ, m, n go to infinity (and d is fixed). This generalizes an analysis performed in [16] , where we proved for the constant K ℓd in (1.1) the relations
(1.4) (to be intended as follows: K ℓd has upper and lower bounds behaving like the right and left hand side of the above equation).
In the present paper, some of our bounds on the sharp constant K ℓ,bℓ,cℓ,d are investigated for ℓ → +∞ and fixed b, c, d (1 b c). To exemplify our results, let us report the conclusions arising for b = c = 2 and b = 2, c = 3, respectively. In the first case we grasp the limiting behavior of the sharp constant, which is the following:
for ℓ → +∞ ; (1.5) the above result is inferred from the analysis of suitable upper and lower bounds for K ℓ,2ℓ,2ℓ,d , both of them behaving like the right hand side of (1.5) when ℓ → +∞.
In the second case, we find
for ℓ → +∞ .
(1.6)
The subscript (S 23d ) in Eq. (1.6) means that the indicated upper bound holds under a certain condition S 23d , dealing with the maximum of a hypergeometric-like function; we have numerical indications that the condition is satisfied for all d, as explained later in the paper.
Organization of the paper. In the sequel of the present section we fix a few notations, and review some standard properties of the special functions employed throughout the paper (Bessel, hypergeometric, etc.); an integral identity about Bessel functions presented here, and seemingly less trivial, is proved for completeness in Appendix A. Again in this section, we review the definition of the spaces H ℓ (R d , C). (Some facts reported in this section were already mentioned in [16] ; they have been reproduced to avoid continuous, annoying citation of small details from the previous work). In Section 2 we present our upper and lower bounds on K ℓmnd , of all the types mentioned before (e.g., the "S -function" upper bound, the "Bessel" lower bound, and so on); most proofs about these bounds are given later, in Sections 5, 6, 7. In Section 3 we describe the practical computation of the bounds in Section 2, and present the already mentioned table of upper and lower bounds K For future citation, we record here the familiar formula for integrals over R d of radially symmetric functions; this is the equation 10) holding for all sufficiently regular real (or complex) functions ϕ on (0, +∞) (when dealing with integrals on the "wave vector" space (R d , dk), the radius r is renamed ρ).
Some special functions. The independent variables and the parameters appearing in the special functions that we consider are real, unless the use of complex numbers is explicitly declared; consequently, the notion of analyticity often employed in relation with such functions is intended in the real sense. We take [6] as a general reference on real analyticity; in particular, we frequently refer to the principle of analytic continuation as stated in Corollary 2, page 122 of the cited book. We take [1] [11] [17] [19] as standard references for special functions. In this paper, we frequently use: the Gamma function Γ; the Bessel functions of the first kind J ν , the modified Bessel functions of the first kind I ν and the modified Bessel functions of the second kind, or Macdonald functions, K ν ; the generalized hypergeometric functions p F q , especially in the cases p = 2, q = 1 (the usual Gaussian hypergeometric function) and p = 3, q = 2. Concerning the Gamma function, we often use: the integral representation Γ(α) = +∞ 0 dp p α−1 e −p for α ∈ (0, +∞) , (1.11) the elementary relations 12) the duplication formula 14) and the asymptotics
As for the Macdonald functions, we recall that
The list of results we need about p F q functions is longer, and wholly occupies the next paragraph. On (generalized) hypergeometric functions. Most of the facts reported hereafter on the p F q hypergeometric functions are derived from [11] ; we will occasionally mention other references. Let
for k = 0, 1, 2, ... we associate to the parameters α 1 , ..., δ q the Pochhammer's symbols
If w is a real variable, the standard definition
makes sense when the above power series in w converges; this happens, in particular, 20) or p, q arbitrary, α i = −ℓ for some i ∈ {1, ..., p} and ℓ ∈ N, w ∈ R ; (1.21)
in the third case we have (α i ) k = 0 for k > ℓ, so the series +∞ k=0 in (1.18) is in fact a finite sum ℓ k=0 . In the subcase ℓ = 0 of (1.21), the finite sum consists only of the k = 0 term, so
for p, q arbitrary, if α i = 0 for some i ∈ {1, ..., p} and w ∈ R .
In general, the series (1.18) is invariant under arbitrary permutations of the parameters α 1 , ..., α p or δ 1 , ..., δ q . Due to the above indications on the case p = q, the function q F q (α 1 , ..., α q ; δ 1 , ..., δ q ; w) is well defined via (1.18) for α 1 , ..., α q ∈ R, δ 1 , ..., δ q ∈ R \ (−N), w ∈ R ; (1.23) furthermore, q F q is analytic in all the parameters α i , δ i and in the variable w on the domain (1.23). For fixed α 1 , ..., δ q as in (1.23), one has q F q (α 1 , ..., α q , δ 1 , ..., δ q ; w) = O((−w) −µ ) for w → −∞, and q F q (α 1 , ..., α q , δ 1 , ..., δ q ; w) = O(w ν e w ) for w → +∞, where µ := min(α 1 , ..., α q ), ν := q i=1 α i − q i=1 δ i ; these results can be traced in the classical work [3] . Concerning the case p = q + 1, the limitation w ∈ (−1, 1) in Eq.(1.20) can be overcome if at least one of the parameters α 1 , ..., α q+1 is positive; in this case, one can define q+1 F q using, instead of the series (1.18), the following integral formula (see [11] Vol.I, page 59, Eq. (13)):
if α h ∈ (0, +∞) for some h ∈ {1, ..., q + 1} and α 1 , ..., α h−1 , α h+1 , ...α q+1 ∈ R, Let us finally mention that, for i ∈ {1, ..., p} and j ∈ {1, ..., q},
whenever the two sides are defined (by power series of the type (1.18), or by any analytic continuation). As anticipated, in this paper we are mainly interested in the 2 F 1 and 3 F 2 hypergeometric functions. The properties of 2 F 1 (α, β; δ; w) we are using more frequently are the obvious symmetry in α, β, and the Kummer transformation 2 F 1 (α, β; δ; w) = (1 − w)
Besides the integral representation (1.24), we have for this function the alternative representations
Eq. (1.27) is the well known Euler's formula, and (1.28) follows from (1.27) after a change of variable s = u/(1 + u). The function 3 F 2 (α, β, γ; δ, ǫ; η) is obviously symmetric in α, β, γ and δ, ǫ separately.
In the sequel we refer to the identity (see [11] , Vol. II, page 13, Eq. (34))
We also mention the asymptotics [8] [18]
Another result, important for our purposes, is the relation
the above conditions on the parameters ensure, amongst else, convergence of the integral in the left hand side. Eq. (1.32) generalizes Eq. (3.16) of [16] , and the considerations of the cited reference can be rephrased in the present framework: the result (1.32) is known, but it is difficult to trace a proof in the literature. For this reason, a derivation of (1.32) is proposed in Appendix A.
Fourier transform. Let us use the standard notation
the Fourier transform and its inverse; F is normalized so that
, with the standard inner product and the associated norm L 2 , is a Hilbertian isomorphism. Consider two (sufficiently regular) radially symmetric functions
the Fourier and inverse Fourier transforms F f , F −1 F are also radially symmetric, and given by [5] 
Sobolev spaces. Let us consider a real number ℓ; we denote with 1 + |k| 2 ℓ the function k ∈ R d → 1 + |k| 2 ℓ (and the multiplication operator by this function).
Furthermore, we put
The ℓ-th order Sobolev (or Bessel potential) space of L 2 -type and its norm are [ 
(1.39) We note the equality
and the imbedding relations
We only consider the Sobolev spaces
and so, consist of ordinary functions). In the special case ℓ ∈ N, the definitions (1.38) (1.39) imply
(1.43)
In the above, ∂ λ i is the distributional derivative with respect to the coordinate x λ i .
Other functions. As in [16] , a central role in our considerations is played by the function G td := 1/(1 + |k| 2 ) t , i.e.,
we further set
We note that, with the assumption t > d/4, G td and, consequently, g td are L 2 functions. The functions g td are related to the Macdonald functions [2] [12] since, for any
2 The constant K ℓmnd and its bounds: description of the main results.
Let d ∈ N 0 , and consider three real numbers ℓ, m, n such that
2.1 Definition. We put
and refer to this as the sharp (or best) constant for the multiplication
In the sequel we present our upper and lower bounds for the above constant; most of the forthcoming propositions are proved in Sections 5, 6, 7.
"S -function" upper bound on K ℓmnd . This is our most important upper bound; it is determined by a function S = S ℓmnd , as stated hereafter.
Proposition. (i) For ℓ, m, n fulfilling (2.1), one has
where, for u ∈ [0, +∞),
In the special case m = n, Eq. (2.5) implies
the trivial case m = 0 is described by
For all ℓ, m, n as in (2.1), the function S ℓmnd sends [0, +∞) to (0, +∞) and is bounded, so the sup in (2.3) is actually finite. The behavior of this function for u = 0 and u → +∞ is described by the following relations:
(δ is the Kronecker symbol, i.e., δ mn := 1 if m = n, and δ mn := 0 otherwise). According to (2.9) , the u → +∞ limit of S ℓmnd is
(2.10)
, +∞) and the series over j is a finite sum. An alternative expansion, holding under the same conditions, is
The above series over j or i become finite sums in the special cases indicated below.
this is the function denoted with S ℓd in [16] , Proposition 2.2, that was employed to derive our upper bound on K ℓℓℓd ≡ K ℓd . ⋄ "Hölder" upper bound on K 0mnd . The upper bound on K ℓmnd given by the above proposition holds for arbitrary ℓ, m, n as in (2.1). In this paragraph we give a different upper bound for the special case ℓ = 0, that is somehow trivial since 0 is the L 2 -norm. In this case, for all functions f, g one can estimate f g L 2 via the Hölder inequality, and then employ the Sobolev imbedding inequality, with certain information on the related constant. To make contact with the Sobolev imbedding, we introduce the following notations:
(2.16)
furthermore, for t ∈ (d/2, +∞),
Of course, the imbedding inequality
constant t is well known; for the statements (2.16-2.22) on the constant in this inequality, see [13] . In particular, (2.22) means that S ∞td is the sharp constant for the corresponding inequality; as a matter of fact, the equality 
is nonempty.
(ii) For any p ∈ R mnd , one has
Proof. (i) The thesis follows from an elementary analysis, explicitating the definitions of R md and R nd via Eq. (2.16).
(ii) Let p ∈ R mnd , and consider any two functions
; then, the Hölder inequality and the imbedding relations (2.21) give
whence the thesis (2.24). Now, (2.25) is obvious. ⋄
As shown later via a series of examples, the bound (2.25) is often better than the case ℓ = 0 of the bound (2.3).
General method to get lower bounds on K ℓmnd . The general method is based on the obvious inequality
; this gives a lower bound for any pair of "trial functions" f, g. In the sequel we propose several choices of the trial functions, depending on one or more parameters; the parameters must be tuned to get the best lower bound, i.e., the maximum value for the right hand side of Eq. (2.27).
"Bessel" lower bound. In this approach, the trial functions have the form
where ν ∈ (0, +∞) is a parameter and g td is defined by Eq. (1.45). By comparison with that equation, we find
(ii) Let ℓ, m, n fulfill (2.1), and
where
Moreover, assume
s − d 2 , t − d 2 ∈ N + 1 2 , ℓ ∈ N. (2.34)
Then both integrals in Eqs. (2.33) and (2.32) are elementary, and
Here we have put I std (2.36)
(iii) Let ℓ, m, n be as in (2.1), and s, t as in (ii). Then, for all µ, ν ∈ (0, +∞),
The function K
B st ℓmnd can be computed from items (i)(ii).
Proof. See Section 6. ⋄ "Fourier" lower bound on K ℓmnd . As in [16] , we use this term for the lower bound arising from the trial functions
The Sobolev norm of any order n of this function can be expressed using the modified Bessel function of the first kind I ν , the Pochhammer symbol (1.8) and the double factorial (1.7).
if p > 0, and
In particular, for m integer,
(ii) Let ℓ, m, n fulfill (2.1). Then, for all p, q ∈ [0, +∞) and σ, τ ∈ (0, +∞),
The function K ⋄ "S-constant" lower bound on K ℓℓnd . This lower bound holds for K ℓmnd in the special case ℓ = m; it can be obtained from (2.27), substituting for f a family of approximants of the Dirac δ distribution. This bound already appeared in [14] , analyzing an inequality strictly related to the case ℓ = m of (2.2). In the cited reference, for a number of reasons this was called the "ground level" lower bound; here, we prefer the denomination of "S-constant" lower bound to recall its relation with the Sobolev imbedding constant S = S ∞nd of Eq. (2.19).
Proposition. Let
Proof. It is essentially known from [14] ; for completeness, a sketch of it is given in Section 7. ⋄
The last statement, combined with the general upper bound (2.3) in Proposition 2.2, gives the sharp value of K ℓℓnd in the trivial case ℓ = 0.
Proof. The cited inequality (2.3) gives
on the other hand, the general definition (2.4) of S ℓmnd and Eq. (2.7) about F 0nd give
From here, (2.49) and (2.19) we see that
From (2.47) we have K 00nd S ∞nd as well, so we get the thesis (2.48). ⋄
In fact, the equality K ℓℓnd = S ∞nd holds as well in some cases with nonzero ℓ (e.g., for d = 3 and ℓ = 1, n = 2: see the table of page 20 and Eqs. (B.27-B.29)).
3 On the explicit determination of upper and lower bounds for K ℓmnd .
Let us translate the results of the previous section into a scheme to get explicit upper and lower bounds K ± ℓmnd on K ℓmnd , such that
At the end of the section, we present a table of such upper and lower bounds, for d = 1 or 3 and many values of ℓ, m, n. Before discussing the table, let us describe the general scheme to determine the upper and lower bounds. The function S ℓmnd has the expression provided by Eqs. (2.4-2.14); depending on the case, its sup can be determined analytically or estimated numerically.
( 
On the computation of K − ℓmnd . One proceeds in this way (possibly using numerical methods to compute the quantities mentioned below). The function K : giving the above ratio, rather than the lower bound, is more convenient to appreciate how narrow is the uncertainty on K ℓmnd . In all cases considered in the table S ℓmnd , K B st ℓmnd and K F ℓmnd are elementary functions, but often they have lengthy expressions; typically, their sups or infs have been evaluated numerically. The long expressions for the cited functions have been obtained implementing the general formulas of Section 2 on MATHEMATICA, in the symbolic mode; the same package, with its standard optimization algorithms, has been employed to compute numerically the necessary sups and infs.
In the cases ℓ = 0 of the 4 Asymptotics for the upper and lower bounds on K ℓmnd .
As reviewed in the Introduction, in our previous work on the constant K ℓℓℓd ≡ K ℓd we have analyzed the ℓ → +∞ asymptotics of some upper and lower bounds for this constant, the conclusion being (1.4). Now, we are in condition to analyze more general limit cases; here we discuss the behavior of K ℓmnd when
We note that conditions (2.1) on ℓ, m = b ℓ, n = c ℓ and d are fulfilled if
Let us first analyze the asymptotics of an upper bound for K ℓmnd . Our starting point is the inequality
with S ℓmnd as in Eq. (2.4), to be used with m = bℓ and n = cℓ. We note that Eqs. (2.4) (2.5) give
Our subsequent analysis rests on the condition introduced hereafter. 
On the other hand, this negative result is not important for our purposes: in fact the case b = c = 1, i.e., ℓ = m = n, is just the one analyzed by different means in [16] , and summarized here via Eq. (1.4).
Hereafter we consider a case where S bcd can be proved, and another one where it can be reasonably conjectured.
Proof. See Section 8. ⋄ 4.4 Remark. The above result is sufficient for our purposes, but there is evidence for a slightly stronger statement: sup u 0 Σ 22dℓ is attained at a point u = u 22dℓ = 0 that, for ℓ → +∞, converges to zero in such a way to fulfill condition (4.6). We return to this point in the forthcomig Remark 8.
⋄
Let us pass from the case b = c = 2 to b = 2, c = 3; for the latter we have found numerical evidence (but no analytic proof) for the following conjecture. 
Now, the thesis follows using the relation
which is a consequence of Eq. (1.15).
Let us pass to the asymptotics for a suitable lower bound on K ℓ,bℓ,cℓ,d . We recall that, for any ℓ, m, n, we have the Fourier lower bound (2.44); let us use this with p = q = 0. So, for all σ, τ ∈ (0, +∞),
here f σd := f p=0,σ,d , i.e.,
Our main result in this framework is the following. 
Then, for fixed (ξ, η) ∈ ∆ bc and ℓ → +∞,
Proof. See Section 8. ⋄
For given b, c one uses Eq. (4.14) choosing (ξ, η) ∈ ∆ bc so as to minimize D bc (or to go as close as possible to the minimum point of this function); this choice gives the best lower bound of the type (4.14), in the limit ℓ → +∞. Let us write down two Corollaries of Propositions 4.6 and 4.7, for the cases b = c = 2 and b = 2, c = 3, respectively.
Corollary. For any d ∈ N 0 , the following holds. (i) The upper bound
for ℓ → +∞ . Here and in the rest of the paper, we work in a fixed dimension d ∈ N 0 . The proof of the cited proposition is preceded by some lemmas. The method is similar to the one of [16] , but technically more difficult; again, the basic idea is to work with the Fourier transform F , that sends the pointwise product of functions into the convolution. Let us write F * G for the convolution of two complex functions F, G on R d , given by
.16) (iii) As a consequence of (i) (ii), one has
K ℓ,2ℓ,2ℓ,d = 1 + O(1/ℓ) (16πℓ) d/4 for ℓ → +∞ .K F ℓ,2ℓ,3ℓ,d 1 5ℓ , 1 7ℓ = 1 + O(1/ℓ) (23πℓ) d/4 for ℓ → +∞ . (4
.19) (iii) Summing up, (i) (ii) give
We have
for all sufficiently regular functions f and g on R d (and, in particular, for functions to which we will apply (5.2) in the rest of the section). Let us recall the definition (1.44) G td (k) := 1/(1 + |k| 2 ) t for all t ∈ R and k ∈ R d , to which we will refer systematically in the sequel. The forthcoming Lemmas consider pairs m, n or triples ℓ, m, n of real numbers.
Proof. For an integral R d F (h)dh to be convergent, it suffices that F be continuous and that, for h → ∞,
fulfills these conditions with η = 2(m + n). ⋄
Lemma. Let ℓ, m, n fulfill (2.1). Then
Explicitating the convolution we find
and Hölder's inequality
Inserting (5.8) into Eq. (5.6) we get
so we are led to the thesis. ⋄ Proof. Both sides of (5.10) are symmetric in m, n, so we can restrict the attention to the case m n and write our basic assumptions as
Conditions (5.11) on m, n are equivalent to
Let us fix k ∈ R d . We claim that it is sufficient to prove the thesis (5.10) under even more restrictive conditions than (5.12), namely, for 
The product g md g nd is a radially symmetric function, whose explicit expression in terms of Macdonald functions follows from (1.46). So, F (g md g nd ) can be computed using the formula (1.35) for radially symmetric Fourier transforms, and the conclusion is (G md * G nd ) (k) (5.15)
the above integral is computed via (1.32), and in this way one gets the thesis (5.10).
(Final remark: some of our last manipulations seem to exclude the point k = 0, see e.g. the denominator in Eq. (5.15); however, Eq. (5.10) holds here as well, by continuity). ⋄ Proof. This follows immediately from the definition (5.5) S ℓmnd (k) : In the special case m = n, the expression (2.6) of F mnd as a 2 F 1 function follows immediately from (1.25). Eq. (2.7) for the "trivial" case m = 0 arises noting that F 0nd (u) = 3 F 2 (n − d/2, 0, n; n/2, n/2 + 1/2, −u) = 1 by (1.22). Let us prove the properties of S ℓmnd mentioned in item (i), for arbitrary ℓ, m, n, d. First of all, the statement S ℓmnd (u) ∈ (0, +∞) for all u ∈ [0, +∞) follows immediately from the relation (5.16) between this function and S ℓmnd , which is positive due to the definition (5.5). Any hypergeometric function p F q takes the value 1 at the origin; so, S ℓmnd (0) has the expression (2.8). To conclude, we must prove the asymptotics (2.9) for S ℓmnd (u) as u → +∞; this will give the result (2.10) for S ℓmnd (+∞), also implying the boundedness of S ℓmnd on [0, +∞). To derive (2.9), we first consider the case m < n and apply to F mnd (u) the general asymptotics (1.31) (with α = m, β = n, γ = m + n − d/2); with the obvious relation
Lemma. Let ℓ, m, n fulfill (2.1). Then, for all
.
On the other hand, expressing Γ(n ± m) via the duplication formula (1.13) we see that Γ mn = 1 4 m for all n ; (5.18)
Eqs. (5.18) and (5.17) give the thesis (2.9), with the previous assumption m < n.
To conclude, we must derive (2.9) in the special case m = n, where F mnd collapses into a 2 F 1 function due to (2.6); this case is worked out similarly to the previous one, using the asymptotics (1.30) (and again, the duplication formula for Γ). ⋄
Proof of Proposition 2.2, item (ii).
Our aim is to derive the series expansions for F mnd in the cited item of the proposition, and to show that they are just finite sums with the special assumptions on m, n, d indicated therein. First of all we note that, for u ∈ [0, +∞),
In the above, the first equality follows directly from the definition (2.5) and from the expansion (1.29); the second equality follows writing
, m, n; ; −u), and then using again Eq. (1.29). On the other hand,
the first equality above follows from the Kummer transformation (1.26), the second one reflects the standard power series expansion (1.18) for 2 F 1 . The latter expansion holds if u ∈ [0, 1), or u ∈ [0, +∞) and the series over j is a finite sum; these are just the conditions in the Proposition under proof. Inserting the expansion (5.20) into the first equality (5.19), one gets (2.11).
For similar reasons, we can write
(again when u ∈ [0, 1), or u ∈ [0, +∞) and the series over j is a finite sum). Inserting this result into the second equality (5.19), one gets (2.12). We finally come to statements (2.13-2.14), giving conditions for the series over j, i in (2.11) or (2.12) to become finite sums; as an example, we account for the first of such statements. The series over j in (2.11) contains the Pochhammer symbol
; on the other hand, the assumption in the first line of (2.13) is equivalent to
in (2.11) . Hereafter we prove items (i) (ii) of the cited proposition (after this, item (iii) will be obvious).
(i) We must show that g νtd belongs to H n (R d , C), and justify the expression (2.30) for its H n norm. The relation g νtd ∈ H n (R d , C) follows from the finiteness of the integrals appearing below; the norm of this function is given by
In the last two passages we have used Eq. (1.10) for the integral of a radially symmetric function, depending only on ρ := |k|, and then we have changed the variable ρ to u = ρ 2 /ν 2 . Let us fix the attention to the integral over u (clearly convergent, due to the assumption t > n/2 + d/4 in the statement under proof); this integral is computed via the identity (1.28), and one gets the thesis (2.30).
(ii) In the proof of Lemma 5.4, we have derived Eq. (5.15) for a Fourier transform of the type F (g md g nd ). With similar manipulations, in this case we get
and a coordinate change r → r/|k| gives
with G std as in (2.33 ). This implies
On the other hand, for radial integrals we have 
On the other hand, for any σ ∈ (0, +∞),
−r/σ (6.6)
where the first equality follows from [19] (page 385, Eq. (2) ]; so,
Now, setting σ := 2 √ u/(µ + ν) we substitute (6.7) into (6.6) and then put the result into (6.5); the conclusion is
The result (6.8) has the form
, (6.9)
where I std and G stijkd are as in Eqs. (2.36) (2.37). The next step is to insert this result into Eq. (2.32) for g µsd g νtd 2 ℓ ; this contains the integral over u of the expression
we substitute this in (2.32) and integrate over u, taking into account that
The conclusion is Eq. (2.35) for g µsd g νtd 2 ℓ . ⋄ 7 Proof of Proposition 2.7.
Throughout the section we make the assumptions of Eq. (2.46):
7.1 Lemma. One has
Proof. Let us present the idea heuristically. We fix a nonzero g ∈ H n (R d , C), and write the inequality
where (f ǫ ) ǫ>0 is a family of approximants of the Dirac δ distribution on
so, in this limit, the inequality (7.2) gives the thesis (7.1). For a rigorization of this argument, see the the proof of Lemma 7.1 in [14] (which contains a statement very similar to the present one). ⋄ Proof of Proposition 2.7. From the previous Lemma,
as shown in [13] , the above sup equals S ∞nd (and is attained at g = g nd as in Eqs.
(1.45) (1.46)). ⋄
Proof of Propositions 4.3 and 4.7.
Each one of the two proofs will be preceded by a lemma about the asymptotics of a Laplace integral; we use this expression to indicate an integral of the form
< +∞ for all λ as above, and ϕ ′ (t) > 0 for t ∈ (0, b) (the prime meaning d/dt). The following implication is well known (see e.g. [17] ):
, where
It is easily checked that
so, application of (8.2) yields the thesis (8.4) . ⋄
Proof of Proposition 4.3. As usually, we consider any fixed space dimension d ∈ N 0 . We must prove condition S 22d , i.e.,
Due to Eqs. (4.2) (4.5), for each u 0 we have
(the last equality depends on Eq. (1.25)). Now, using for 2 F 1 the integral representation (1.27) we get
of course, this implies
For all ℓ > d/6 and s ∈ (0, 1), the function W sdℓ : [0, +∞) → (0, +∞) attains its maximum at the point
and so
Inserting this result into Eq. (8.10) we get
now, with a change of variable s = 1 − t in the integral and a comparison with Eq. (8.3), we find that
(the last factor indicates the Laplace integral L δ (λ) of Eq. (8.3), with λ = ℓ − 1 and δ = 3 − d/2). Let us determine the behavior of U dℓ for ℓ → +∞. To this purpose, we use the relations
the first two are obvious, the third one follows from Eq. (1.15) and the fourth one comes from the asymptotics (8.4) of L δ (λ). Inserting the relations (8.15) into (8.14), we get 
with a change of variable ρ = √ ζt, we get
We note that
this indicates that L aζ (ℓ) is a Laplace integral in the parameter ℓ, in the sense reviewed at the beginning of the section. One easily checks that
from here and (8.2), we get , η ∈ (0, 1/c) with ξ + η < 1; we must derive the ℓ → +∞ asymptotics (4.14), i.e.,
The thesis follows using Eq. Let us consider the integral
with this notation, Eq. (1.32) reads
for h, µ, ν, δ ∈ R, h > 0, δ, µ + δ, ν + δ, µ + ν + δ > −1 .
In the sequel we prove this identity, after checking preliminarily that the integral in the right hand side converges under the above conditions for h, µ, ν, δ. [19] , Chapters III and VII); these ensure integrability of the function of r in I µνδ (h), both near zero and near +∞. To derive the equality (A.2), we start from the familiar series expansion (see again [19] , Chapter III)
Convergence of the integral follows immediately from the relations
to be applied with w = hr; inserting this into Eq. (A.1), we get
On the other hand,
if the arguments of all the above Gamma functions are positive (this is a special case of an identity in [7] : see Eq. (6.576.4), page 693). We can use Eq. (A.5) to compute the integrals in (A.4), the conclusion being
Now, we introduce the relations
(the first appearing in Eq.(1.12), the second following from the first and from the elementary identity (2α) 2k = 4 k (α) k (α + 1/2) k ). In this way we get
According to Eq. (1.18), the above series equals
so Eq. (A.2) is proved. (Final remark: in fact, the previous considerations give the thesis (A.2) for h 2 /4 < 1, i.e. h ∈ (0, 2), since the series expansion (1.18) for 3 F 2 has a convergence radius 1. However, after proving the thesis for h ∈ (0, 2) one can extend it to all h ∈ (0, +∞) by a standard application of the analytic continuation principle.) 0121 ; in conclusion we take K The full expression of this polynomial is easily computed with MATHEMATICA, but it is too long to be reported here; as examples we give only three coefficients, namely, 
