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Abstract
A graph G = (V,E) is strongly antimagic, if there is a bijective mapping f :
E → {1, 2, . . . , |E|} such that for any two vertices u 6= v, not only
∑
e∈E(u) f(e) 6=∑
e∈E(v) f(e) and also
∑
e∈E(u) f(e) <
∑
e∈E(v) f(e) whenever deg(u) < deg(v),
where E(u) is the set of edges incident to u. In this paper, we prove that double
spiders, the trees contains exactly two vertices of degree at least 3, are strongly
antimagic.
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1 Introduction
Suppose G = (V,E) is a connected, finite, simple graph and f : E → {1, 2, . . . , |E|} :=
[|E|] is a bijection. For each vertex u of V , let E(u) be the set of edges incident to u,
and the vertex-sum ϕf at u is defined as ϕf (u) =
∑
e∈E(u) f(e). The degree of u, denoted
by deg(u), is the capacity of E(u), i.e. deg(u) = |E(u)| and the leaf set is defined by
V1 = {u| deg(u) = 1, u ∈ V }. If ϕf (u) 6= ϕf (v) for any two distinct vertices u and v of
V , then f is called an antimagic labeling of G.
The problem of finding antimagic labelings of graphs was introduced by Hartsfield
and Ringel [5] in 1990. They proved that some special families of graphs, such as paths,
cycles, complete graphs, are antimagic and put two conjectures. The conjectures have
received much attention, but both conjectures remain open.
Conjecture 1 [5] Every connected graph with order at least 3 is antimagic.
The most significant progress of Conjecture 1 is a result of Alon, Kaplan, Lev, Roditty,
and Yuster [1]. They proved that a graph G with minimum degree δ(G) ≥ c log |V | for
a constant c or with maximum degree ∆(G) ≥ |V | − 2 is antimagic. They also proved
that complete partite graph other than K2 is antimagic.
Cranston [4] proved that for k ≥ 2, every k-regular bipartite graph is antimagic. For
non-bipartite regular graphs, Be´rczi, Berna´th, Vizer [2] and Chang, Liang, Pan, Zhu [3]
proved independently that every regular graph is antimagic.
Conjecture 2 [5] Every tree other than K2 is antimagic.
For Conjecture 2, Kaplan, Lev, and Roditty [7] and Liang, Wong, and Zhu [9] showed
that a tree with at most one vertex of degree 2 is antimagic. Recently, Shang [11] proved
that a special family of trees, spiders, is antimagic. A spider is a tree formed from taking
a set of disjoint paths and identifying one endpoint of each path together. Huang, in his
thesis [10], also proved that spiders are antimagic. Moreover, the antimagic labellings f
given in [10] have the property: deg(u) < deg(v) implies ϕf(u) < ϕf(v). Given a graph
G, if there exists an antimagic labeling f satisfying the above property, the f is called
a strongly antimagic labeling of G. A graph G is called strongly antimagic if it has a
strongly antimagic labeling.
Finding a strongly antimagic labeling on a graph G enables us to find an antimagic
labeling of the supergraph of G. Let us describe such inductive method in Lemma 1
which is extracted from the ideas in [10]. For a graph G, let Vk be the set of vertices of
degree k in V (G). Assume that V1 = {v1, v2, ..., vi}, then we define G
⊕
V ′1 = (V (G) ∪
V ′1 , E(G) ∪ E
′), where V ′1 = {v
′
1, v
′
2, ..., v
′
i} and E
′ = {v1v
′
1, v2v
′
2, ..., viv
′
i}.
Lemma 1 For any connected graph G with V1 6= ∅, if G is strongly antimagic, then
G
⊕
V ′1 is strongly antimagic.
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Proof. The proof of this lemma is similar to the proof of a corollary in [10]. Let f be
a strongly antimagic labeling of G and V1 = {v1, v2, ..., vi} with ϕf (v1) < ϕf(v2) < ... <
ϕf(vi). We construct a bijective mapping f
′ : E(G
⊕
V ′1)→ [|E(G)|+ i] as following.
f ′(e) =
{
j, if e = vjv
′
j ∈ E
′, 1 ≤ j ≤ i;
f(e) + i, if e ∈ E.
For any vertices u ∈ V (G)− V1, vj ∈ V1, and vj′ ∈ V
′
1 , the vertex sums under f
′ are
ϕf ′(u) = ϕf(u) + i deg(u), ϕf ′(vj) = ϕf(vj) + j, and ϕf ′(v
′
j) = j. By some calculations
and comparisons, it is clear that f ′ is a strongly antimagic labeling of G
⊕
V ′1 . 
A double spider is a tree which contains exactly two vertices of degree greater than 2.
It also can formed by first taking two sets of disjoint paths and one extra path, and then
identifying an endpoint of each path in the two sets to the two endpoints of the extra
path, respectively. In this paper, we manage to solve Conjecture 2 for double spiders.
We have a stronger result:
Theorem 2 Double spiders are strongly antimagic.
The rest of the paper is organized as follows. In Section 2, we give some reduction
methods and classify the double spiders into four types. For the four types of the double
spiders, we will prove that they are strongly antimagic by giving the labeling rules in four
different lemmas. Hence, to prove our main theorem, it suffices to prove the lemmas.
The proofs of the lemmas are presented in Section 3. However, we will only give the
labeling rules and show the strongly antimagic properties for degree one and degree two
vertices. For the comparisons between other vertices, we put all the details in Appendix.
Some concluding remarks and problems will be proposed in Section 4.
2 Main Results
Given a double spider, we decompose its edge set into three subsets: The core path
P core, L, and R, where P core is the unique path connecting the two vertices of degree
at least three, L consists of paths with one endpoint of each path identified to an
endpoint of P core, and R consists of paths with one endpoint of each path identified to
the other endpoint of P core. We denote the endpoints of P core by vl and vr, respectively.
Conventionally, we assume L contains at least as many paths as R, hence deg(vl) ≥
deg(vr). See Figure 1 as an illustration. Note that two double spiders are isomorphic
if their L sets, R sets, and the core paths are isomorphic. From now on, we denote a
double spider by DS(L, P core, R). The complexity of finding an antimagic labeling of
a double spider depends on the number of the paths and their lengths composing the
double spider. So let us begin with reducing the number of paths of length one in L and
R.
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Figure 1: A double spider DS(L, P core, R).
Lemma 3 Suppose G = DS(L, P core, R) contains some paht P of length one in L ∪R.
Assume at least one of the following conditions holds.
(1) P ∈ R, degG(vl) ≥ degG(vr) > 3, and DS(L, P
core, R \ {P}) is strongly antimagic,
(2) P ∈ L, degG(vl) > degG(vr) ≥ 3, and DS(L \ {P}, P
core, R) has a strongly an-
timagic labeling f with ϕf(vl) > ϕf(vr).
Then G is strongly antimagic.
Proof. We only prove (1), since the proof of (2) is analogous. Let f be a strongly
antimagic labeling on G′ = DS(L, P core, R \ {P}), and P = vrv. We create a bijective
mapping f ∗ from E(G) to [|E(G)|] on G by
f ∗(e) =
{
1, if e = vrv;
f(e) + 1, if e ∈ E(G′).
Since degG′(vr) < degG′(vℓ), we have ϕf (vr) < ϕf(vl), and
ϕf∗(vr) = ϕf(vr) + (degG(vr)− 1) + f
∗(vrv)
= ϕf(vr) + degG(vr)
< ϕf(vl) + degG(vl) = ϕf∗(vl).
It is clear that f ∗ is a strongly antimagic labeling of DS(L, P core, R). 
An odd path (rest. even path) is a path of odd (even) length. Now suppose R consists
of a odd paths and b even paths, and L consists of c odd paths with length greater than
one, d even paths, and t odd paths of length one. By means of the following lemmas,
Theorem 2 will be proved.
Lemma 4 If deg(vl) = deg(vr) = 3 then DS(L, P
core, R) is strongly antimagic.
Lemma 5 If deg(vl) > deg(vr) ≥ 3, b = 0, and R has no odd path of length at least 3,
then DS(L, P core, R) is strongly antimagic.
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Lemma 6 If deg(vl) > deg(vr) ≥ 3, b = 0, and R has at least one odd path of length at
least 3, then DS(L, P core, R) is strongly antimagic.
Lemma 7 If deg(vl) > deg(vr) ≥ 3 and b > 1, then DS(L, P
core, R) is strongly an-
timagic.
Proof of Theorem 2. By Lemma 4, 5, 6, and 7, the remaining case we need to show is
deg(vl) = deg(vr) ≥ 4. For such a double spider DS(L, P
core, R), let h be the minimum
length of a path in L ∪ R. Without loss of generality, we assume there is a Ph in R.
Consider the double spider DS(L′, P core, R′) that is obtained by recursively deleting
the leaf sets of DS(L, P core, R) and of the resulting graphs h − 1 times. According
to Lemma 1, we only need to show that DS(L′, P core, R′) is strongly antimagic. It is
clear that R′ contains a path P of length one. By Lemma 3, it is sufficient to show
G∗ = DS(L′, P core, R′ \ {P}) is strongly antimagic. Now degG∗(vl) > degG∗(vr), by
Lemma 5, 6, and 7, G∗ is strongly antimagic. 
3 Proofs of the Remaining Lemmas
In this section, we are going to prove the Lemmas in last section. We will give the
rules to label the double spiders in each proof. However, part of the work of check-
ing the strongly antimagic property is moved to Appendix because of the tedious and
complicated calculations.
To achieve the goal, we need to give all edges and vertices the informative names.
Here we use Ph to denote a path with length h, i.e. Ph = u0u1u2, ..., uh, which is not the
common way but is helpful for us to simply the notation in our proof. In addition, for
paths of the same length in L (or R), we can interchange the labelings on the edges of
one paths with those of another. Thus, only the length of a path matters, and we use the
same notation to represent paths of the same length in L or R. Now, let DS(L, P core, R)
be a double spider with path parameters a, b, c, d, and t defined in Section 2, and let s
be the length of P core. Then we name the vertices and edges on the paths as follows:
P core = v1v2 · · · vs+1 with v1 = vℓ, vs+1 = vr and ei = vivi+1.
R = {P2x1+1, P2x2+1, ..., P2xa+1, P2y1, P2y2 , ..., P2yb} with y1 ≤ · · · ≤ yb.
• P2xi+1 = vrv
r,odd
i,1 v
r,odd
i,2 · · · v
r,odd
i,2xi+1
with er,oddi,j = v
r,odd
i,j−1v
r,odd
i,j and e
r,odd
i,1 = vrv
r,odd
i,1 .
• P2yi = vrv
r,even
i,1 v
r,even
i,2 · · · v
r,even
2yi
with er,eveni,j = v
r,even
i,j−1 v
r,even
i,j and e
r,even
i,1 = vrv
r,even
i,1 .
L = {P2w1+1, ..., P2wc+1, P2z1 , ..., P2zd, P
1
1 , P
2
1 , ..., P
t
1} with wi ≥ 1.
• P2wi+1 = vlv
l,odd
i,2wi+1
v
l,odd
i,2wi
· · · vl,oddi,1 with e
l,odd
i,j−1 = v
l,odd
i,j v
l,odd
i,j−1 and e
l,odd
i,2wi+1
= vlv
l,odd
i,2wi+1
.
• P2zi = vlv
l,even
i,2zi
v
l,even
i,2zi−1
· · · vl,eveni,1 with e
l,even
i,j−1 = v
l,even
i,j v
l,even
i,j−1 and e
l,even
i,2zi
= vlv
l,even
i,2zi
.
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• P i1 = vlv
i
1 with e
i = vlv
i
1 1 ≤ i ≤ t.
A vertex (resp. edge) denoted as vr,oddi,j (resp. e
l,even
i,j ) means that it is the jth vertex
(resp. edge) of the ith odd (resp. even) path in R (resp. L). Observe that the index j
of an edge of a path in R is increasing from vr to the leaf of the path, but the index of
that in L is reverse. An edge of a path is called an odd (or even) edge if the index j of
the edge is odd (or even). Define the following quantities for the total number of odd
(even) edges in some odd (even) paths. (The summation is zero if i = 0. )
Aoddi =
∑i
k=1(xk + 1), A
even
i =
∑i
k=1 xk, B
odd
i = B
even
i =
∑i
k=1 yk,
Coddi =
∑i
k=1(wk + 1), C
even
i =
∑i
k=1wk, D
odd
i = D
even
i =
∑i
k=1 zk.
Let Aall = Aodda + A
even
a , . . . , D
all = Doddd + D
even
d . Then the total number of edges
m = Aall + Ball + s + Call +Dall + t. We use [n]odd and [n1, n2]odd to denote the set of
all odd integers in [n] and the set of all odd integers in {n1, n1+1, . . . , n2}, respectively.
The definitions of [n]even and [n1, n2]even are similar.
Let us begin with Lemma 6, which is the simplest one.
Proof of Lemma 6. We construct a bijective mapping f by assigning 1, 2, . . . , m to
the edges accordingly in the following steps. Some steps can be skipped if no such edges
exist. Without loss of generality, xa ≥ 1.
Step 1. Label the odd edges of the odd paths in R by
f(er,oddi,j ) =
{
Aoddi−1 +
j+1
2
, for i ∈ [a− 1] and j ∈ [2xi + 1]odd
Aodda−1 +
j−1
2
, for i = a and j ∈ [2, 2xa + 1]odd
We label the edge er,odda,1 later in order to ensure that the vertex sum at vr later is large
enough. Recall Aodd0 = 0.
Step 2. If c ≥ 1, for i ∈ [c] and j ∈ [2wi]odd, label the odd edges of the odd paths in L
by
f(el,oddi,j ) = A
odd
a − 1 + C
odd
i−1 − (i− 1) +
j+1
2
.
We also leave the c edges el,oddi,2wi+1 for 1 ≤ i ≤ c to enlarge the vertex sum at vl.
Step 3. If s ≥ 4, label the edges of P core by,
f(ej) = A
odd
a − 1 + C
odd
c − c+
{
s−j
2
, for j ∈ [2, s− 2]even, when s is even.
j−1
2
, for j ∈ [3, s− 2]odd, when s is odd.
In this step, we have labeled s1 = ⌊
|s−2|
2
⌋ edges on the core path Ps.
Step 4. If d ≥ 1, for i ∈ [d] and j ∈ [2zi]odd, label the odd edges of the even paths in L
by
f(el,eveni,j ) = A
odd
a − 1 + C
odd
c − c+ s1 +D
odd
i−1 +
j+1
2
.
Step 5. If t ≥ 1, for i ∈ [t], label the paths of length one in L by
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f(ei) = Aodda − 1 + C
odd
c − c+ s1 +D
odd
d + i.
Step 6. For i ∈ [a] and j ∈ [2xi]even, label the even edges of the odd paths in R by
f(er,oddi,j ) = A
odd
a − 1 + C
odd
c − c+ s1 +D
odd
d + t+ A
even
i−1 +
j
2
.
Step 7. If c ≥ 1, for i ∈ [c] and j ∈ [2wi]even, label the even edges of the odd paths in
L by
f(el,oddi,j ) = A
all − 1 + Coddc − c+ s1 +D
odd
d + t + C
even
i−1 +
j
2
.
Step 8. If s ≥ 2, label the edges in P core by
f(ej) = A
all − 1 +Call − c+ s1 +D
odd
d + t+
{
s+1−j
2
, for j ∈ [s]odd, when s is even.
j
2
, for j ∈ [s]even, when s is odd.
We now have s2 unlabeled edges on P
core, where s2 = 1, if s = 1 or s is even, otherwise
s2 = 2.
Step 9. If d ≥ 1, for i ∈ [d] and j ∈ [2zi]even, label the even edges of the even paths in
L by
f(el,eveni,j ) = A
all − 1 + Call − c+ s− s2 +D
odd
d + t+D
even
i−1 +
j
2
.
Step 10. Label the edge er,odda,1 by
f(er,odda,1 ) = A
all − 1 + Call − c+ s− s2 +D
all + t + 1 = m− c− s2.
Step 11. If c ≥ 1, for i ∈ [c], label the edges el,oddi,2wi+1 by
f(el,oddi,2wi+1) = m− c− s2 + i.
Step 12. Label the remaining edges in P core by the following rules: If s = 1 or s is
even, then let f(es) = m; otherwise, let f(e1) = m− 1 and f(es) = m.
We prove that f is strongly antimagic:
Claim: ϕf(u) > ϕf(v) for any u ∈ V2 and v ∈ V1.
Observe that, at Step 5, every pendant edge has been labeled, and for a vertex u in
V2, there is an unlabeled edge in E(u). This guarantees that ϕf(u) > ϕf(v) for every
vertex v in V1.
Claim: ϕ(u) are all distinct for u ∈ V2.
For any two vertices u′ and u′′ in V2, let E(u
′) = {e1u′, e
2
u′} and E(u
′′) = {e1u′′ , e
2
u′′}.
Assume f(e1u′) < f(e
2
u′) and f(e
1
u′′) < f(e
2
u′′). Our labeling rules give that if f(e
1
u′) ≤
f(e1u′′), then f(e
2
u′) ≤ f(e
2
u′′), and at least one of the inequalities is strict. This guarantees
that ϕf (u) are distinct for all u ∈ V2.
For ϕf (vl) > ϕf(vr) > ϕf (u) for any u ∈ V2, see Appendix. 
The next is the proof of Lemma 7.
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Proof of Lemma 7. We use similar concepts of the proof of Lemma 6 to create a
bijection from E to [m]. However, the rules will be a little more complicated than those
in Lemma 6. In our basic principles, for each path in L or R, edges of the same parity
as the pendent edge on the same path should be labeled first in general, except for some
edges incident to vl or vr; and edges of different parities to the pendent edge on the same
path will always be labeled after all pendent edges have been labeled (so that the vertex
sum at a vertex of degree two can be greater than the vertex sum of a pendent vertex).
Thus, when L contains P1’s, the labels of these edges will be less than the labels of the
odd edges incident to vr on the even paths in R. This could lead to ϕf (vl) < ϕf(vr) if
there are too many P1’s in L.
Once this happens, our solution is to switch the labeling order of some edges in the
even paths in R. More precisely, we need to change the labeling orders of the edges for
α even paths, where α = max{0, (b − 1) − (c + d)}, to construct the desired strongly
antimagic labeling. In addition, we will change the labeling order of the edges on P2’s
first. Let b2 be the number of P2’s in R and β = min{α, b2}. If α > 0, then b−1 > c+d.
Since deg(vl) = c+ d+ t > a+ b = deg(vr) , we have t > a+ 1 + α > β.
The followings are our labeling rules. Again, some steps can be skipped if no such
edges exist.
Step 1. If β > 0, we first label the odd edges of β P2’s in R and the edges of β− 1 P1’s
in L by
f(er,eveni,1 ) = 2i− 1 for i ∈ [β] and f(e
i) = 2i for i ∈ [β − 1].
Previously, we should label the even edges of P2 in R, but now we first label the odd
edges of them and leave the pendant edges to be labeled later. Observe that for the
label of each er,eveni,1 is an odd integer, and f(e
i) > f(er,eveni,1 ) for i ∈ [β − 1]. We define
β1 = max{0, β − 1}.
Step 2. If α > β = b2, for i ∈ [β + 1, α] and j ∈ [4, 2yi]even, label the even edges of the
even paths in R by
f(er,eveni,j ) = β1 +B
even
i−1 − (i− (β + 1)) +
j−2
2
.
Furthermore, if b− 1 > α, we also label er,eveni,j for i ∈ [α + 1, b− 1] and j ∈ [2yi]even by
f(er,eveni,j ) = β1 +B
even
i−1 − (α− β) +
j
2
.
Step 3. If a ≥ 1, for i ∈ [a] and j ∈ [2xi + 1]odd, label the odd edges of odd paths in R
by
f(er,oddi,j ) = β1 +B
even
b−1 − (α− β) + A
odd
i−1 +
j+1
2
.
Step 4. If c ≥ 1, for i ∈ [c] and j ∈ [2wi]odd, label the odd edges of odd paths in L by
f(el,oddi,j ) = β1 +B
even
b−1 − (α− β) + A
odd
a + C
odd
i−1 − (i− 1) +
j+1
2
.
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We leave the edges el,oddi,2wi+1 of odd paths in L to be labeled later to ensure that vl has a
large vertex sum.
Step 5. If s ≥ 4, label the edges of P core by
f(ej) = β1 +B
even
b−1 − (α− β) + A
odd
a + C
odd
c − c
+
{
s−j
2
, for j ∈ [2, s− 2]even, when s is even.
j−1
2
, for j ∈ [3, s− 2]odd, when s is odd.
Again, we have labeled s1 = ⌊
|s−2|
2
⌋ edges on the core path Ps at this step. Next, we
label the even edges of the b-th even path in R.
Step 6. For j ∈ [2yb]even, label the edges e
r,even
b,j by
f(er,evenb,j ) = β1 +B
even
b−1 − (α− β) + A
odd
a + C
odd
c − c+ s1 +
j
2
.
Step 7. If d ≥ 1, for i ∈ [d] and j ∈ [2zi]odd, label the odd edges of the even paths in L
by
f(el,eveni,j ) = β1 +B
even
b − (α− β) + A
odd
a + C
odd
c − c+ s1 +D
odd
i−1 +
j+1
2
.
Step 8. If α > β = b2, for i ∈ [β + 1, α], label the edges e
r,even
i,1 in R by
f(er,eveni,1 ) = β1 +B
even
b − (α− β) + A
odd
a + C
odd
c − c+ s1 +D
odd
d + (i− β).
Note that, for β + 1 ≤ i ≤ α, er,eveni,2 and e
r,even
i,3 on P2yi are two incident edges unlabeled
yet.
Step 9. If β ≥ 1, then t > β. Recall that we have labeled β − 1 paths of length one in
L at Step 1. Now label the remaining edges ei in L by
f(ei) = β1 +B
even
b + A
odd
a + C
odd
c − c + s1 +D
odd
d + (i− β1) for i ∈ [β, t].
Step 10. If β ≥ 1, for i ∈ [β], label the pendant edges of the P2’s in R by
f(er,eveni,2 ) = B
even
b + A
odd
a + C
odd
c − c+ s1 +D
odd
d + t+ (β + 1− i).
Step 11. If α > β, for i ∈ [β + 1, α] and j ∈ [3, 2yi]odd, label the odd edges of the even
paths in R by
f(er,eveni,j ) = B
even
b + A
odd
a + C
odd
c − c+ s1 +D
odd
d + t +B
odd
i−1 − (i− (β + 1)) +
j−1
2
.
Moreover, if b− 1 > α, for i ∈ [α + 1, b− 1] and j ∈ [2yi]odd, label e
r,even
i,j by
f(er,eveni,j ) = B
even
b + A
odd
a + C
odd
c − c+ s1 +D
odd
d + t+B
odd
i−1 − (α− β) +
j+1
2
.
Step 12. If a ≥ 1, for i ∈ [a] and j ∈ [2xi]even, label the even edges of odd paths in R
by
f(er,oddi,j ) = B
all − yb − (α− β) + A
odd
a + C
odd
c − c+ s1 +D
odd
d + t + A
even
i−1 +
j
2
.
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Step 13. If c ≥ 1, for i ∈ [c] and j ∈ [2wi]even, label the even edges of odd paths in L
by
f(el,oddi,j ) = B
all − yb − (α− β) + A
all + Coddc − c+ s1 +D
odd
d + t + C
even
i−1 +
j
2
.
Step 14. If s ≥ 2, label the edges in P core by
f(ej) = B
all − yb − (α− β) + A
all + Call − c+ s1 +D
odd
d + t
+
{
s+1−j
2
, for j ∈ [s]odd, when s is even.
j
2
, for j ∈ [s]even, when s is odd.
Step 15. For j ∈ [2yb]odd, label the odd edges of the b-th even path in R by
f(er,evenb,j ) = B
all − yb − (α− β) + A
all + Call − c+ s− s2 +D
odd
d + t +
j+1
2
.
Step 16. If d ≥ 1, for i ∈ [d] and j ∈ [2zi]even, label the even edges of the even paths in
L by
f(el,eveni,j ) = B
all − (α− β) + Aall + Call − c + s− s2 +D
odd
d + t+D
even
i−1 +
j
2
.
Step 17. If α > β, for i ∈ [β + 1, α], label the unlabeled edges er,eveni,2 by
f(er,eveni,2 ) = B
all − (α− β) + Aall + Call − c+ s− s2 +D
all + t+ (i− β).
Step 18. If c ≥ 1, for i ∈ [c], label el,oddi,2wi+1 by
f(el,oddi,2wi+1) = B
all + Aall + Call − c+ s− s2 +D
all + t+ i.
Step 19. Label the remaining edges in P core by the following rules: If s = 1 or s is
even, then let f(es) = m; otherwise, let f(e1) = m− 1 and f(es) = m.
Next, we prove that f is strongly antimagic.
Claim: ϕf(u) ≥ ϕf(v) for any u ∈ V2 and v ∈ V1.
Observe that all pendent edges have been labeled at Step 9 or Step 10. For the former
case, β = 0 and there is an unlabeled edge in E(u) for every u ∈ V2 at the end of Step 8.
Hence the claim holds. For the latter case, observe that the edge er,even1,1 has the largest
label among all pendent edge. Hence the largest vertex sum of all pendent vertices is
f(er,even1,1 ). Let us check the vertex sum of a vertex in V2. For 1 ≤ i ≤ β, the vertex sum at
v
r,even
i,1 = f(e
r,even
i,1 )+f(e
r,even
i,2 ) = (2i−1)+(B
even
b +A
odd
a +C
odd
c −c+s1+D
odd
d +t+(β+1−i))
is increasing in i. For any other vertex u ∈ V2, by our labeling rules, we can find one edge
e′ ∈ E(u) with f(e′) > f(er,evenβ,1 ) and the other edge e
′′ ∈ E(u) with f(e′′) > f(er,evenβ,2 ).
Thus, the smallest vertex sum of a vertex in V2 happens at v
r,even
1,1 , and is greater than
the vertex sum of any pendent vertex.
Claim: ϕ(u) are all distinct for u ∈ V2.
We have already showed that the vertex sums satisfy ϕf (v
r,even
1,1 ) < ϕf(v
r,even
2,1 ) < . . . <
ϕf(v
r,even
β,1 ) < ϕf(u) for u ∈ V2 − {v
r,even
1,1 , v
r,even
2,1 , . . . , v
r,even
β,1 }. For other vertices u
′ and
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u′′ in V2, let E(u
′) = {e1u′ , e
2
u′} and E(u
′′) = {e1u′′, e
2
u′′}. Assume f(e
1
u′) < f(e
2
u′) and
f(e1u′′) < f(e
2
u′′). Our labeling rules give that if f(e
1
u′) ≤ f(e
1
u′′), then f(e
2
u′) ≤ f(e
2
u′′),
and at least one of the inequalities is strict. This guarantees that ϕf(u) are distinct for
all u ∈ V2.
For ϕf (vl) > ϕf(vr) > ϕf (u) for any u ∈ V2, see Appendix. 
Lemma 4 and Lemma 5 could be proven by the same labeling rules.
Proof of Lemma 4 and Lemma 5. First, We use Lemma 1 and Lemma 3 to do some
reductions.
Given a double spider DS(L, P core, R) described in Lemma 4, let us first consider
h = min{j|Pj ∈ R ∪ L}. Since deg(vl) = deg(vr) = 3, without loss of generality, we
assume the number of Ph in R is greater than or equal to that in L. By Lemma 1, it
follows that we only need to show that the double spider is strongly antimagic for h = 1.
Given a double spider DS(L, P core, R) described in Lemma 5, we remove all but two
P1s in R. Moreover, if there are some P1 in L as well, we remove them as many as
possible unless one of the three situation happens: L contains no P1’s, or L consists of
exactly two P1’s, or L consists of exactly one P1 and one path of length at least two.
By Lemma 3, if the resulting double spider is strongly antimagic, then DS(L, P core, R)
is also strongly antimagic.
Every reduced double spider belongs to at least one of the three types:
(a) deg(vl) = deg(vr) = 3, t = 2, a = 2, and x1 = x2 = 0; or
(b) deg(vl) = deg(vr) = 3, t ≤ 1, a ≥ 1, and x1 = 0; or
(c) deg(vl) ≥ deg(vr) = 3, t = 0, a = 2, and x1 = x2 = 0.
Now we show each type of double spiders above is strongly antimagic. If a double
spider is of type (a), then the total number of edges m = s + 4. When s is odd, we
give the labeling f as follows: f(ej) =
(s+1)−j
2
for j ∈ [s]even, f(e
r,odd
1,1 ) =
s−1
2
+ 1,
f(er,odd2,1 ) =
s−1
2
+ 2, f(e1) = s−1
2
+ 3, f(e2) = s−1
2
+ 4, and f(ej) =
s−1
2
+ 4 + (s+2)−j
2
for j ∈ [s]odd. For this labeling, we have vertex sums ϕf (vl) = 2s + 10, ϕf(vr) =
3s+13
2
,
ϕf(vj) =
3s+11−2j
2
for 2 ≤ j ≤ s, and ϕf(v) ∈ {
s+1
2
, s+3
2
, s+5
2
, s+7
2
} if deg(v) = 1.
When s is even, we give the labeling f as follows: f(ej) =
j
2
for j ∈ [s]even, f(e
1) =
s
2
+ 1, f(e2) = s
2
+ 2, f(er,odd1,1 ) =
s
2
+ 3, f(er,odd2,1 ) =
s
2
+ 4, and f(ej) =
s
2
+ 4 + j+1
2
for j ∈ [s]odd. For this labeling, we have vertex sums ϕf(vl) =
3s+20
2
, ϕf(vr) =
3s+10
2
,
ϕf(vj) =
s+8+2j
2
for j ∈ [2, s], and ϕf(v) ∈ {
s+2
2
, s+4
2
, s+6
2
, s+8
2
} if deg(v) = 1.
It is easy to see the labelings are strongly antimagic.
For a double spider of type (b) or (c), we will give the rules to label the edges by
1, 2, . . . , m accordingly. Our rules will produce a strongly antimagic labeling except for
the double spider is isomorphic to the following ones:
We construct a strongly labeling separately in the right graph of Figure 2.
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Figure 2: The double spider with L = {P3, P1}, R = {2P1}, P
core = P2
Note that for the two types of double spiders, R contains only two paths and one
of them has length one. For convenience, we will denote the two paths in R by P1 =
vrv
r
1,1 = e
r
1,1 and Pk = vrv
r
2,1v
r
2,2 · · · v
r
2,k with e
r
2,j = v
r
2,j−1v
r
2,j and e
r
2,1 = vrv
r
2,1.
The following are our rules to label the double spiders of type (b) and (c):
Step 1. If k ≥ 2, label all even edges of Pk in R by
f(er2,j) = ⌊
k+2−j
2
⌋, for j ∈ [k]even.
Step 2. If c ≥ 1, label all odd edges of P2wi+1 in L, except for e
l,odd
1,2w1+1, by
f(el,odd1,j ) = ⌊
k
2
⌋+ j+1
2
, for j ∈ [2w1 − 1]odd,
and for i ∈ [2, c] and j ∈ [2wi + 1]odd, let
f(el,oddi,j ) = ⌊
k
2
⌋+ Coddi−1 − 1 +
j+1
2
.
Moreover, we define w′ = −1 when c ≥ 1, otherwise w′ = 0. Then we have ⌊k
2
⌋ + c +
w′ +Doddd + t ≥ 1.
Step 3. If s ≥ 4, label the edges of P core by,
f(ej) = ⌊
k
2
⌋ + Coddc + w
′ +
{
s−j
2
, for j ∈ [2, s− 2]even, when s is even.
j−1
2
, for j ∈ [3, s− 2]odd, when s is odd.
As before, we labeled s1 = ⌊
|s−2|
2
⌋ edges of the core path Ps.
Step 4. If d ≥ 1, for i ∈ [d] and j ∈ [2zi]odd, label the odd edges of P2zi by
f(el,eveni,j ) = ⌊
k
2
⌋+ Coddc + w
′ + s1 +D
odd
i−1 +
j+1
2
.
Next, we label edges of the paths of length one in L and R. We have to slightly adjust
the labeling orders for different cases. Let
t′ =
{
1, if t = 1, d = 1 or t = 1, s = 2, c = 1, w1 = 1, k ≥ 2;
0, otherwise;
Observe that if t′ = 1, then ⌊k
2
⌋ +Doddd ≥ 1.
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Step 5. We label e1 (it does not exsit if t = 0) and er1,1 in different order according to
the number t′. If t′ = 1, we label er1,1 and e
1 by
f(er1,1) = ⌊
k
2
⌋ + Coddc + w
′ + s1 +D
odd
d + 1. (1)
f(e1) = ⌊k
2
⌋ + Coddc + w
′ + s1 +D
odd
d + 2.
Else, t′ = 0, then we label e1 and er1,1 by
f(e1) = ⌊k
2
⌋ + Coddc + w
′ + s1 +D
odd
d + t.
f(er1,1) = ⌊
k
2
⌋ + Coddc + w
′ + s1 +D
odd
d + t+ 1. (2)
In this step, f(e1) is undefined when t = 0.
Step 6. Label all the odd edges of Pk, j ∈ [k]odd, in R by
f(er2,j) = ⌊
k
2
⌋ + Coddc + w
′ + s1 +D
odd
d + 1 + t+ ⌈
k+1−j
2
⌉. (3)
Step 7. If c ≥ 1, for i ∈ [c] and j ∈ [2wi]even, label the even edges of P2wi+1 in L by
f(el,oddi,j ) = k + 1 + C
odd
c + w
′ + s1 +D
odd
d + t + C
even
i−1 +
j
2
.
Step 8. If s ≥ 2, label the edges in P core by
f(ej) = k+1+C
all+w′+Doddd +s1+t+
{
s+1−j
2
, for j ∈ [s]odd, when s is even;
j
2
, for j ∈ [s]even, when s is odd;
(4)
Let s2 be the number of unlabeled edges on P
core. So s2 = 1, if s = 1 or s is even,
otherwise s2 = 2.
Step 9. If d ≥ 1, for j ∈ [2zi]even and i ∈ [d], label the even edges of P2zi in L by
f(el,eveni,j ) = k + 1 + C
all + w′ + s− s2 +D
odd
d + t +D
even
i−1 +
j
2
.
Step 10. If c ≥ 1, label the edge el,odd1,2w1+1 left at Step 2 by
f(el,odd1,2w1+1) = m− s2.
Step 11. Label the remaining edges in P core by the following rules:
If s = 1 or s is even, then let f(es) = m; otherwise, let f(e1) = m− 1 and f(es) = m.
We prove f is a strongly antimagic labeling.
Claim: ϕf(v) > ϕf (u) for any v ∈ V2 and u ∈ V1.
Observe that either all pendent edges were labeled before Step 6, or there exists exactly
one pendent edge labeled at Step 6, when k is odd and k ≥ 3. In the former case, for
every v ∈ V2, there is an edge in E(v) not labeled yet at the beginning at Step 6. This
promises that ϕf(v) > ϕf(u) for any u ∈ V1. In the latter case, we label the pendent
edge of Pk by ⌊
k
2
⌋+ Coddc + w
′ + s1 +D
odd
d + t+ 2 at Step 6, and it is equal to ϕf(v
r
2,k).
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Moreover, every vertex v ∈ V2, except for v
r
2,k−1, is incident to an edge of label greater
than ⌊k
2
⌋+ Coddc + w
′ + s1 +D
odd
d + t+ 2. This also leads ϕf (v) > ϕf(u) for any vertex
v ∈ V2 and u ∈ V1.
Claim: ϕ(u) are all distinct for u ∈ V2.
For any two vertices u′ and u′′ in V2, let E(u
′) = {e1u′, e
2
u′} and E(u
′′) = {e1u′′ , e
2
u′′}. As-
sume f(e1u′) < f(e
2
u′) and f(e
1
u′′) < f(e
2
u′′). Our labeling rules give that if f(e
1
u′) ≤ f(e
1
u′′),
then f(e2u′) ≤ f(e2u′′), and at least one of the inequalities is strict. This guarantees that
ϕf(u) are distinct for all u ∈ V2.
For ϕf (vl) > ϕf(vr) > ϕf (u) for any u ∈ V2, see Appendix. 
4 Conclusion and Future Work
In general, given an antimagic graph G, there exist many antimagic labelings on G.
Some of the labelings are not strongly antimagic. Thus, finding a strongly antimagic
labeling of a graph could be more difficult than finding a general antimagic labeling. In
fact, we do not know if there exists a strongly antimagic labeling for every antimagic
graph . However, if a graph is strongly antimagic, then we can use Lemma 1 to construct
a larger graph which is not only antimagic but also strongly antimagic . It would be
helpful to tackle the antimagic labeling problem if we have more constructive methods
like that. For example, Lemma 1 can be generalized to the following theorem.
Theorem 8 Let G be a strongly antimagic graph and Vk = {v ∈ V | deg(v) = k}. If
for each vertex in Vk, we attach an edge to it, then the resulting graph is also strongly
antimagic.
The proof of the above theorem is exactly the same as Lemma 1. First add |Vk| to the
label of each edge in E when the strongly antimagic labeling is given, then label the new
edges by 1, . . . , |Vk| according to the order of the vertex sums of the vertices in Vk. For
antimagic graphs, we ask the following questions.
Question 1 Does there exist a strongly antimagic labellings for every antimagic graph?
In 2008 , Wang and Hsiao [13] introduced the k-antimagic labeling on a graph G, which
is a bijection f from E(G) to {k+ 1, . . . , k+ |E(G)|} for an integer k ≥ 0 such that the
vertex sums ϕf (v) are distinct over all vertices. We call a graph k-antimagic if it has a
k-antimagic labeling. The purpose of studying such kind of labelings is to apply them
for finding the antimagic labelings of the Cartesian product of graphs. Wang and Hsiao
also pointed out that if the antimagic labeling f of a graph G has the property that
the order of vertex sums is consistent with the order of degrees, then G is k-antimagic
for any k ≥ 0. This property on the vertex sums is exactly the same definition of the
strongly antimagic labeling in our article. In fact, all the k-antimagic labelings studied
in [13] are derived from the strongly antimagic labeling of the graph with a translation on
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labels. Hence all those k-antimagic labelings have the “strong property”: ϕf (v) < ϕf (u)
whenever deg(u) < deg(v).
Question 2 Is there a k-antimagic graph but not (k + 1)-antimagic?
Note that if the answer of Question 2 is yes for some graph G, then every k-antimagic
labeling on G does not have the above strong property on the vertex sums and the
degrees. Moreover, G is a negative answer for Question 1 if k = 0.
Remark. There is a different version of k-antimagic labeling studied in [6, 12]. They
consider injections from E(G) to {1, 2, ..., |E(G)| + k} such that all vertex sums are
pairwise distinct.
Recall that the set Vk of a graph consists of vertices of degree k. For any graph, let V≥3
be the set of vertices of degree at least three. Kaplan, Lev and Roditty [7] proved that
for a tree, if the set |V2| ≤ 1, then it is antimagic. Our strongly antimagic double spiders
together with the known results on spiders and paths can be rephrased as following:
For a tree, if the set |V≥3| ≤ 2, then it is antimagic. If we have both large V2 and V≥3
in the tree, then the problem turns out to be more difficult. We explain the reasons.
Note that |V1| must be larger than |V≥3| by the simple fact that the average degree of a
tree is less than two. Hence, large V2 and V≥3 leads to large V2 and V1. If we label the
edges at random, then the vertex sum of a vertex in V2 has fifty percent likelihood to be
smaller than |E|, which is very likely to coincide with the vertex sums of vertices in V1.
A very recently result [8] is that for a caterpillar, if |V1| ≥
1
2
(3(|V2| + |V≥3| + 1)), then
it is antimagic. Until the paper is completed, we do not have an affirmative answer of
Conjecture 2 for all caterpillars yet.
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5 Appendix
5.1 Rest of the Proof of Lemma 4 and Lemma 5.
Claim: ϕf(vr) > ϕf(u) for any u ∈ V2.
Let u2 be the vertex in V2 with the largest vertex sum. If s = 1, we have
f(er1,1) + f(e
r
2,1) ≥ m− 1,
by Equalities (1) or (2), and (3). Moreover, s = 1 implies that we label m to the
core edge which incident to vr and vl. So ϕf(u2) ≤ (m − 1) + (m − 2) < 2m − 1 ≤
f(e1) + f(e
r
1,1) + f(e
r
2,1) = ϕf(vr).
If s ≥ 2, then u2 = vs since it is incident to es, the last labeled edge. By Equalities
(3) and (4), we have
f(es−1) = f(e
r
2,1) + C
even
c +
{
1, if s is even;
s−1
2
, if s is odd;
Recall that ⌊k
2
⌋+ c+ w′ +Doddd + t > 0. In Equation (2),
we have
f(er1,1) ≥ ⌊
k
2
⌋+ Coddc + w
′ + s1 +D
odd
d + t + 1
= s1 + C
even
c + 1 + (⌊
k
2
⌋+ c + w′ +Doddd + t)
> s1 + C
even
c + 1 ≥ f(es−1)− f(e
r
2,1),
and hence
ϕf(vr) = f(e
r
1,1) + f(e
r
2,1) + f(es) > f(es−1) + f(es) = ϕf(u2).
Claim: ϕf(vl) > ϕf(vr).
When t′ = 1, we have f(e1) = f(er1,1) + 1 by the rules in Step 5. Thus, ϕf(vr) =
f(es) + f(e
r
1,1) + f(e
r
2,1) = (m− 1) + f(e
1) + f(er2,1). Note that m− 1 is assigned to an
edge e at Step 9, or Step 10, or Step 11. So, e ∈ E(vl) \ {e
1}.
If f(e1) = m − 1 (s is odd and greater than 3), then there exists an edge in E(vl)
labeled at Step 9 or 10, whose label is m− 2 and greater than f(er2,1). So
ϕf (vl) > (m− 1) + f(e
1) + f(er2,1) = ϕf (vr).
If f(e) = m−1 for some e ∈ E(vl)−{e1, e
1}, then e1 is labeled at Step 11 when s = 1
or it is labeled at Step 8 when s is even. In the former case, we have f(er2,1) < m − 1
and hence
ϕf(vl) ≥ f(e
1) + 2m− 1 > f(er2,1) + f(e
r
1,1) +m = ϕf(vr).
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In the latter case, we have f(e1) > f(e
r
2,1), and hence
ϕf (vl) ≥ f(e
1) + f(e1) +m− 1 > f(e
r
2,1) + f(e
r
1,1) +m = ϕf (vr).
When t′ = 0, recall that deg(vl) = c + d + t + 1 ≥ 3. We classify the possible values
of c, d, and t.
Case 1. c+ d ≥ 2.
Subcase 1.1. d ≥ 1.
Then we can pick two edges e′, e′′ ∈ E(vl) labeled at Step 9 and Step 10,
whose labels are both greater than f(er2,1) and f(e
r
1,1). If f(e1) ∈ {m,m− 1},
then
ϕf(vl) ≥ f(e
′) + f(e′′) + f(e1) > f(e
r
2,1) + f(e
r
1,1) + f(es) = ϕf (vr).
If f(e1) 6∈ {m,m− 1}, then we use f(e1) > f(e
r
1,1), and hence
ϕf(vl) ≥ (m− 1) + (m− 2) + f(e1) > m+ f(e
r
2,1) + f(e
r
1,1).
Subcase 1.2. d = 0.
If s = 1, we have f(el,oddc,2wc+1)+1 = f(e
r
1,1). Moreover, f(e
l,odd
1,2w1+1)−f(e
r
2,1) ≥ 2
since Cevenc ≥ 2. Therefore,
ϕf(vl) ≥ f(es) + f(e
l,odd
1,2w1+1
) + f(el,oddc,2wc+1)
> f(es) + f(e
r
2,1) + f(e
r
1,1)
= ϕf(vr).
If s is odd and greater than 1, we have f(el,oddc,2wc+1) +
s−3
2
+ 1 = f(er1,1) and
f(el,odd1,2w1+1)− f(e
r,odd
2,1 ) ≥ C
even
c +
s−1
2
+ 1. Thus,
ϕf (vl) ≥ f(e1) + f(e
l,odd
1,2w1+1) + f(e
l,odd
c,2wc+1)
≥ (m− 1) + [f(er1,1)− (
s− 3
2
+ 1)] + [f(er,odd2,1 ) + C
even
c +
s− 1
2
+ 1]
> f(es) + f(e
r
2,1) + f(e
r
1,1)
= ϕf (vr).
If s is even, we have f(el,oddc,2wc+1) +
s−2
2
+ 1 = f(er,odd1,1 ), and by Equalities (3)
and (4), we have f(e1)− f(e
r
2,1) =
s
2
+ Cevenc ≥
s
2
+ 2. Then
ϕf(vl) ≥ f(e1) + f(e
l,odd
1,2w1+1) + f(e
l,odd
c,2wc+1)
≥ (f(er2,1) +
s
2
+ 2) + [f(er,odd1,1 )− (
s− 2
2
+ 1)] + (m− 1)
> f(es) + f(e
r
2,1) + f(e
r
1,1)
= ϕf(vr).
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Case 2. c+ d = 1.
In this case, t = 1 by the fact d+ c+ t = deg(vl) ≥ 3 and reduction.
Subcase 2.1. c = 1 and d = 0.
Since the special case of c = 1, d = 0, t = 1, w1 = 1, s = 2 and k = 1 has
be handled separately as illustrated in Figure 2, we may assume at least one
of the conditions w1 ≥ 2, s 6= 2, and k ≥ 2 holds. Because t = 1, we have
f(e1) + 1 = f(er,odd1,1 ).
If s = 1, by Equality (3), f(el,odd1,2w1+1)− f(e
r
2,1) = w1 + 1 ≥ 2. Then
ϕf(vl) = f(e
l,odd
1,2w1+1) + f(e
1) + f(e1) > f(e
r
2,1) + f(e
r
1,1) + f(e1) = ϕf(vr).
If s is odd and greater than one, then f(e1) = m − 1. By Equalities (3) and
(4), we have f(el,odd1,2w1+1)− f(e
r
2,1) = w1 +
s+1
2
≥ 3. Then
ϕf(vl) = f(e
l,odd
1,2w1+1) + f(e
1) + f(e1) > f(e
r
2,1) + f(e
r
1,1) + f(es) = ϕf (vr).
If s is even, then f(el,odd1,2w1+1) = m − 1. By Equalities (3) and (4), we have
f(e1)− f(e
r
2,1) = w1 +
s
2
≥ 3. Then
ϕf(vl) = f(e
l,odd
1,2w1+1) + f(e
1) + f(e1) > f(e
r
2,1) + f(e
r
1,1) + f(es) = ϕf (vr).
Subcase 2.2. c = 0 and d = 1.
This cannot happen since t = 1 and d = 1 will imply t′ = 1.
5.2 Rest of the Proof of Lemma 6.
The conditions deg(vr) ≥ 3 and b = 0 imply a ≥ 2. Without loss of generality, assume
the length of the a-th odd path in L is at least 3. Since deg(vl) ≥ 4, s ≥ 1, 2xa + 1 ≥ 3,
and 2x1 + 1 ≥ 1, we have the total number of edges m ≥ D
even
d + zd + 7.
We make some observations.
• At Step 5, if t ≥ 2, we have
f(et) + f(et−1) = (Aodda − 1 + C
odd
c − c+ s1 +D
odd
d + t)
+(Aodda − 1 + C
odd
c − c + s1 +D
odd
d + t− 1)
= (Aall + a− 2) + (Call − c) + 2s1 +D
all + (2t− 1)
= m+ a− c+ t− (2s1 − s− 3) (5)
• At Step 9, if d ≥ 2, we have
f(el,evend,2zd ) ≥ m− c− 3 and f(e
l,even
d−1,2zd−1
) ≥ m− c− zd − 3. (6)
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• At Step 10, if s is even, then
f(e1) = f(e
r,odd
a,1 )−D
even
d − 1, (7)
and, by the order we labeled the edges er,odda,1 , es−1, and e
l,odd
c,2wc , we have
f(er,odda,1 ) > f(es−1) > f(e
l,odd
c,2wc). (8)
Moreover, we have
f(er,odda,1 ) =
{
m− c− 1, if s = 1 or s is even.
m− c− 2, otherwise .
(9)
• At Step 11, if c ≥ 2, we have
f(el,oddc,2wc+1) ≥ m− 2 and f(e
l,odd
c−1,2wc−1+1
) ≥ m− 3. (10)
• At Step 12, if s is odd, f(e1) = f(e
r,odd
a,1 ) + c+ 1. With Equality (7), we have
f(e1) =
{
f(er,odda,1 ) + c+ 1, if s is odd.
f(er,odda,1 )−D
even
d − 1, if s is even.
(11)
Claim: ϕf(vr) > ϕf(u) for any u ∈ V2.
Let u2 be the vertex of the largest vertex sum in V2. Then, we have
u2 =


vs, if s > 1.
v
l,odd
c,2wc+1, if s = 1, c > 0.
v
r,odd
a,1 , if s = 1, c = 0.
By Inequality (8) and f(es) = m > f(e
l,odd
c,2wc+1) > f(e
r,odd
a,2 ), the vertex sum at vr is
ϕf(vr) =
a−1∑
i=1
f(er,oddi,1 ) + f(e
r,odd
a,1 ) + f(es) > f(e
r,odd
a,1 ) + f(es)
>


f(es−1) + f(es) = ϕf (vs), if s > 1;
f(el,oddc,2wc) + f(e
l,odd
c,2wc+1) = ϕf (v
l,odd
c,2wc+1), if s = 1, c > 0;
f(er,odda,1 ) + f(e
r,odd
a,2 ) = ϕf (v
r,odd
a,1 ), if s = 1, c = 0;
= ϕf(u2).
Claim: ϕf(vl) > ϕf(vr).
Recall that deg(vl) > deg(vr) ≥ 3, and for any e ∈ E(vl), we have f(e) > f(e
r,odd
i,1 ) for
1 ≤ i ≤ a− 1. Thus, if we can find three edges in E(vl) such that the sum of the labels
is not less than the sum of of the maximal two labels of the edges in E(vr), namely
f(es) + f(e
r,odd
a,1 ), then we are done. Recall that deg(vl) = c + d + t + 1. The choice of
the three edges in E(vl) depends on the values of c, d, and t:
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Case 1. c ≥ 2
By Inequality (10) and Equality (11), and m ≥ Devend + zd + 7,
f(el,oddc,2wc+1) + f(e
l,odd
c−1,2wc−1+1) + f(e1) ≥ (m− 2) + (m− 3)
+(f(er,odda,1 )−D
even
d − 1)
= (m+ f(er,odda,1 )) + (m−D
even
d − 6)
> f(es) + f(e
r,odd
a,1 ).
Case. 2 c = 1
Subcase 2.1. d ≥ 1.
By Inequalities (6) and (10), and Equality (11),
f(el,oddc,2wc+1) + f(e
l,even
d,2zd
) + f(e1) ≥ (m− 2) + (m− c− 3)
+(f(er,odda,1 )−D
even
d − 1)
= (m+ f(er,odda,1 )) + (m−D
even
d − 7)
> f(es) + f(e
r,odd
a,1 ).
Subcase 2.2. d = 0.
By Inequality (10) and Equality (11),
f(el,oddc,2wc+1) + f(e
t) + f(e1) ≥ (m− 2) + (A
odd
a − 1 + C
odd
c − c+ s1 +D
odd
d + t)
+(f(er,odda,1 )−D
even
d − 1)
= (m+ f(er,odda,1 )) + (A
odd
a + C
odd
c + s1 + t− 5)
> f(es) + f(e
r,odd
a,1 ).
Case 3. c = 0.
Subcase 2.1. d ≥ 2.
By Inequality (6) and Equality (11),
f(el,evend,2zd ) + f(e
l,even
d−1,2zd−1
) + f(e1) ≥ (m− 3) + (m− zd − 3)
+(f(er,odda,1 )−D
even
d − 1)
= (m+ f(er,odda,1 )) + (m−D
even
d − zd − 7)
≥ f(es) + f(e
r,odd
a,1 ).
Subcase 2.2. d = 1.
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Then we have t ≥ 2. By Inequality (6), Equality (11), and Aodda ≥ 3,
f(el,evend,2zd ) + f(e
t) + f(e1) ≥ (m− 3) + (A
odd
a − 1 + C
odd
c − c+ s1 +D
odd
d + t)
+(f(er,odda,1 )−D
even
d − 1)
≥ (m+ f(er,odda,1 )) + (A
odd
a + s1 + t− 5)
≥ f(es) + f(e
r,odd
a,1 ).
Subcase 2.3. d = 0
Then t ≥ 3. If s is odd, by Equalities (5) and (11), and a ≥ 2,
f(et) + f(et−1) + f(e1) ≥ m+ t+ a− c− 6 + (f(e
r,odd
a,1 ) + c+ 1)
= (m+ f(er,odda,1 )) + (t+ a− 5)
≥ f(es) + f(e
r,odd
a,1 ).
If s is even, by Equality (5),
f(et) + f(et−1) + f(e1) ≥ m+ t+ a− c− 5 + (f(e
r,odd
a,1 )−D
even
d − 1)
= (m+ f(er,odda,1 )) + (t+ a− 6)
≥ f(es) + f(e
r,odd
a,1 ) + (t + a− 6).
The quantity t + a − 6 in the above inequality is negative only if t = 3 and
a = 2. However, we have f(e1) ≥ (Aodda − 1) + 1 ≥ 3 and f(e
r,odd
1,1 ) = 1. So
ϕf(vl) = f(e
1) + f(et) + f(et−1) + f(e1)
≥ 3 + (m+ f(er,odda,1 )) + (t+ a− 6)
> 1 + f(es) + f(e
r,odd
a,1 )
= f(er,odd1,1 ) + f(es) + f(e
r,odd
a,1 )
= ϕf (vr).
5.3 Rest of the Proof of of Lemma 7.
We make some observations.
• From Step 1, Step 8, and Step 9, we have
f(ei) > f(er,eveni,1 ) for i ∈ [α], and f(e
i) > f(er,oddi′,1 ) for i ∈ [β, t] and i
′ ∈ [a]. (12)
• From Step 16 and Step 18, we have
f(e) > f(e′). (13)
for e ∈ {el,oddi,2wi+1, i ∈ [c]} ∪ {e
l,even
i,2zi
, i ∈ [d]} and e′ ∈ E(vr) \ {es}.
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• At Step 9, if t ≥ 2, we have
f(et) = Bevenb + A
odd
a + C
odd
c − c+ s1 +D
odd
d + t, if t ≥ 1, (14)
and
f(et−1) = Bevenb + A
odd
a + C
odd
c − c+ s1 +D
odd
d + t− 1, if t ≥ 2. (15)
• At Step 14, if s is even, then we have
f(e1) = m− yb − (α− β)− c−D
even
d − 1. (16)
• At Step 15, after labeling er,evenb,1 , we have
f(er,evenb,1 ) = m−D
even
d − (yb−1)− (α−β)− c−
{
1, if s = 1 or s is even,
2, if s ≥ 3 and is odd .
(17)
Moreover, when s ≥ 2
f(er,evenb,1 ) > f(es−1). (18)
• By the order we labeled edges on E, we have
f(er,evenb,1 ) > f(e
l,odd
c,2wc) > f(e
r,even
α,3 ) > f(e
l,even
d,2zd−1
) > f(er,evenb,2yb ). (19)
Claim: ϕf(vr) > ϕf(u) for any u ∈ V2.
Let u2 be the vertex in V2 with the largest vertex sum. If s = 1, then
ϕf(u2) =


ϕf(v
l,odd
c,2wc+1) = f(e
l,odd
c,2wc) + f(e
l,odd
c,2wc+1), if c > 0;
ϕf(v
r,even
α,2 ) = f(e
r,even
α,3 ) + f(e
r,even
α,2 ), if c = 0, (α− β) > 0;
ϕf(v
l,even
d,2zd
) = f(el,evend,2zd−1) + f(e
l,even
d,2zd
), if c = 0, (α− β) = 0, d > 0;
ϕf(v
r,even
b,2yb−1
) = f(er,evenb,2yb ) + f(e
r,even
b,2yb−1
), otherwise.
By Inequality (19) and f(es) = m, we have
ϕf (vr) > f(e
r,even
b,1 ) + f(es) > ϕf (u2).
If s ≥ 2, then u2 = vs. By Inequality (18), we have ϕf(vr) > ϕf(u2).
Claim: ϕf(vl) > ϕf(vr).
The idea is similar to that in the proof of Lemma 6. We will choose k + 1 edges in
E(vl) and k edges in E(vr) such that the sum of the labels of the k + 1 edges in E(vl)
is not less than the sum of the labels of the k edges in E(vr). Moreover, for other edges
e′ ∈ E(vl) and e
′′ ∈ E(vl) which are not chosen, f(e
′) > f(e′′) holds.
Case 1. s = 1.
If t ≤ 1, by Inequalities (12) and (13), we have ϕf (vl) > ϕf(vr).
If t ≥ 2, by Equalities (14), (15), and (17), we have
f(et) + f(et−1) = m+ a− c+ t− 2 > f(er,evenb,1 ).
With Inequalities (12) and (13), ϕf (vl) > ϕf(vr).
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Case 2. s ≥ 2.
If t = 0, we have either f(el,oddc,2wc+1)+f(e1) > f(es) or f(e
l,even
d,2zd
)+f(e1) > f(es); and
if t = 1, by Equalities (14) and (16), f(et)+f(e1) > f(es) holds. With Inequalities
(12) and (13), we have ϕf(vl) > ϕf(vr).
For t ≥ 2, note f(et) + f(et−1) > f(er,evenb,1 ) and if s is odd, then f(e1) = m − 1.
So f(et) + f(et−1) + f(e1) ≥ f(es) + f(e
r,even
b,1 ). With Inequalities (12) and (13),
we have ϕf(vl) > ϕf(vr). If s is even, we need compare more edges. First we
have f(e1) = f(e
r,even
b,1 ) + 1 and, by Equalities (14) and (15), f(e
t) + f(et−1) =
m+ a− c+ t− 3.
Subcase 2.1. c ≥ 1.
We compare the sum of the labels of the edges el,oddc,2wc+1, e
t, et−1, an e1 in E(vl)
and the sum of maximal three labels of edges in E(vr). Let
r = max{f(e) | e ∈ E(vr) \ {es, e
r,even
b,1 }}.
Then f(el,oddc,2wc+1)− r > c+ 3, and hence
f(el,oddc,2wc+1) + f(e
t) + f(et−1) + f(e1) > m+ f(e
r,even
b,1 ) + r.
With Inequalities (12) and (13), ϕf(vl) > ϕf (vr) holds.
Subcase 2.2. c = 0.
If t > 3 or a ≥ 1, then m+a− c+ t−3 ≥ m+1 and f(et)+f(et−1)+f(e1) ≥
f(es) + f(e
r,even
b,1 ). The remaining cases are t = 2 and a = 0, or t = 3 and
a = 0. Note that a = 0 implies b ≥ 2, because deg(vr) ≥ 3. If d > 0, no
matter t = 2 or t = 3, f(el,evend,2zd )− f(e
r,even
b−1,1 ) > 2. So
f(el,evend,2zd ) + f(e
t) + f(et−1) + f(e1) > m+ f(e
r,even
b,1 ) + f(e
r,even
b−1,1 ).
With Inequalities (12) and (13), ϕf(vl) > ϕf (vr).
If d = 0, by deg(vl) > deg(vr), we have t = 3 and b = 2. Hence β = 1. Then
f(et−2) = f(e1) = 3 and f(er,even1,1 ) = 1. Therefore,
ϕf(vl) = f(e
t) + f(et−1) + f(et−2) + f(e1)
> m+ f(er,evenb,1 ) + f(e
r,even
b−1,1 )
= ϕf(vr).
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