The Friedrichs extension for the generalized spiked harmonic oscillator given by the singular differential operator −d
Introduction
We derive the Friedrichs extension of the singular Hamiltonians (differential operator of the generalized spiked harmonic oscillator [1] [2] )
in the Hilbert space L 2 (0, ∞) . H λ (1) has been studied as a generalization of the spiked harmonic oscillator [3] [4] [5] [6] [7] [8] [9] H 0 = −d 2 /dx 2 + Bx 2 + l(l + 1)x −2 + λx −α ( l is the angular momentum number). (2) The generalization (1) lies in A ranging over [0, ∞) instead of l(l+1), l ∈ N . Although the Friedrichs extension of the conventional spiked harmonic oscillator (A = 0) has many times [4] [5] been said to exist (the theory of semi-bounded operators [10, Sec.
5.4])
, we go much further in the present article; we construct the generalized spiked harmonic oscillator's Friedrichs extension for all A ∈ [0, ∞) . The Friedrichs extension derives its significance from the following. To provide the spectral decomposition of a symmetric operator H defined in a Hilbert space H, whose domain of definition D(H) lies dense in H, namely H = ∞ −∞ µd µ P µ , where P µ is an ascending µ-parameter family of projection operators on H satisfying P µ → 0 or I in the strong sense, according as µ → −∞ or + ∞, the operator H must be self adjoint. Furthermore the projection operators P µ must satisfy P µ+0 = P µ in the strong sense ( P λ → P µ as λ ↓ µ ) [10, p 181, Theorem 7 .17], [13, Theorem on p. 320], and the operator H arises out of the inner-product relation < Hf | g > = ∞ −∞ µd µ < P µ f | g > for all f ∈ D(H) and g ∈ H. Usually only a symmetric operator is given, as is the case of our Schrödinger operator H λ . A self-adjoint extension of H must be found in order that the spectral decomposition of H be applicable. For the case of our semibounded Schrödinger operator H λ , the Friedrichs extension provides this self-adjoint extension on account of the semi-boundedness of H λ .
There are two principal approaches to the investigation of the domain problem of the Hamiltonian (2) . The first is to regard the singular term x −α as a perturbation of the well known harmonic oscillator Hamiltonian, the second is to look upon the entire potential as a perturbation of the second order differential operator. To our knowledge, the second approach was never discussed in the literature, while the first approach has been investigated by B. Simon [4] and DeFacio et al [5] and was extensively utilized by Harrell [8] . The investigation of the generalized spiked harmonic oscillator's Friedrichs extension in the Hilbert space L 2 (0, ∞) is accomplished by giving a suitable domain of definition as well as the action of this operator upon elements of this domain of definition. Because we want to maintain the symmetry of this operator in L 2 (0, ∞) , we must choose as domain a dense linear subspace of L 2 (0, ∞) , and also, at the same time, guarantee a relatively easy transfer of the operator from the left side of the inner product to the right. As it turns out, it is this transfer of the operator within the inner product that causes difficulty, and shall require the elaboration and derivation of some properties of infinitely differentiable function on (0, ∞) vis-a-vis derivatives of L 2 (0, ∞) -functions.
Analysis of the Hamiltonian H λ
Because of the presence of the second derivative operator in the generalized spiked harmonic oscillator (1.1), we note that the second derivative, as an operator in the Hilbert space L 2 (0, ∞) , induces the minimal and maximal second derivative operators T 2,0 and T 2 with domains of definition
is the set of infinitely differentiable complex valued functions on (0, ∞) with compact support, whereas W 2,2 (0, ∞) designates the Sobolev space consisting of all functions f ∈ L 2 (0, ∞) with f ′ ∈ A(0, ∞) and f ′′ ∈ L 2 (0, ∞) , where A(0, ∞) is the space of absolutely continuous complex valued functions on (0, ∞) . The respective actions of these two second derivative operators in the Hilbert space
′ almost everywhere on (0, ∞) . We moreover have the intermediate situation of the Friedrichs extension T 2,F of T 2,0 with domain of definition and action
which is a self-adjoint extension [10, p 157,
By means of the non-negative parameter λ and the second derivative operators T 2,0 and T 2,F , the perturbed Hamiltonian operator
, where f ∈ D (D to be specified), may be looked upon as an operator in the Hilbert space L 2 (0, ∞) in two different ways. First as the operator sum H λ of the two operators T 2,0 and M λ;α , and second also as an operator sum H λ , but of T 2,F and M λ;α . At this point we must stress that M λ;α stands for the maximal multiplication operator determined by the positive continuous
−α with domain of definition and action given by (2) respectively, where M λ;α f is the conventional product of the functions M λ;α and f . Thus the operators H λ and H λ have domains of definition and respective actions given by
By denoting the inner product of two elements f and g in the Hilbert space
dx , we have, that H λ and H λ are symmetric as well as semi-bounded from below, since both D(H λ ) and D(H λ ) lie dense in L 2 (0, ∞) . These facts are direct consequences of:
and
for all f, g ∈ D(H λ ) and D(H λ ) respectively. In equations (4) and (5), the last two equalities are an immediate result of: integration by parts; C ∞ 0 (0, ∞) -functions always have compact subsets of (0, ∞) for supports, as well as the property that f (0 + ) and
Moreover, we point to the fact that
whose null space satisfies, in terms of the elementary linear functionals over the interval (0, ∞) ( j = 0, 1 ),
Thus g ′ is absolutely continuous on (0, ∞) , −g
has domain of definition and action given by
is omitted from within curly bracket. On the other hand, if g belongs to the set within the curly brackets, then g belongs to the
This is evident from taking inner products with
We note that (−g ′′ + M λ;α g) must be taken collectively, and not as the sum −g
-functions arising out of the operator sum of τ 2 and M λ;α . The adjoint
, as the following counter-example indicates. We define the function ψ( (12) where φ
belongs to L 2 (0, ∞) (the singularities at 0 cancel as result of the presence of φ ′ and φ ′′ .
Special Density Properties of C
requires integration by parts, which worked so nicely for
, and thus an a priori statement concerning g(0) and g ′ (0) is not possible. Therefore, we shall proceeded in another way.
We note that every f ∈ D(T 2,F ) is continuous on [0, ∞) and has absolutely contin-
, and F a ′ is absolutely continuous with
where these three functions are extendable to all of R by F a (x) ≡ 0 ( x < 0 ). Each of this triplet we "smoothen" by convoluting them with the
−1 ) for |x| < η and ≡ 0 for |x| ≥ a, where
for values of η < a/8 . At this stage we point out that δ η (x)dx defines a positive measure on (−η, η) whose measure of the interval (−η, η) is 1 ; this permits the utilization of the Jensen integral inequality [11, p 62, Theorem 3.3] . In consequence of δ η (±η) = δ η ′ (±η) = 0 , these "smoothened" functions satisfy [12, p 120, theorem 14]:
Turning to the first three derivatives of F a , we have from
and Jensen's integral inequality ( u 2 being convex on R ) that
The Minkowski integral inequality [11, p 182, Prob . 19] applied to inequality (5) yields:
because each of the maps t → F t (j) constitutes [11, p 182, Theorem 9.5] a continuous
We further proceed by introducing the C 
Second, the chain of inequalities
entails that
And thirdly, by estimating as follows
we arrive at
In summary we have that the triplet of functions {(
Let us now turn to the maximal multiplication operator M λ,α in L 2 (0, ∞) by deriving more general properties of the function F a constructed from f ∈ D(H λ ) . Specifically, let µ(x) be non-negative continuous function on (0, ∞) , which is strictly decreasing and strictly increasing on (0, r µ ] and [R µ , ∞) respectively with r µ ≤ R µ , and in addition satisfies
PROOF. The validity of this statement follows from first trapping a between two successive non-negative integers, namely n ≤ a < n + 1 , and estimating thereafter as follows:
where R ′ > R µ and is picked so large that 
PROOF. We make a restriction on a , namely 0 < a < min{r µ , 1} , and in terms of a positive r < r µ , which remains unspecified at this moment, we estimate as follows
We further estimate the last norm expression, by replacing the variable of integration x by x + 1 under the condition 0 < a < min{r µ , 1} , and lets us arrive at
where (b ≥ R ′ ) with R ′ the same as in Lemma 4.1. We thus have for the previous norm estimate in terms of the immediately preceeding integral estimate that
Now we turn to choosing a sufficiently small so that √ µf − √ µF a < ǫ . Because √ µf < ∞ , we can deduce the existence of r(ǫ) ≤ r µ and R(ǫ) such that
whereby the first and fourth integral expressions in inequality (19) are simultaneously less than ǫ/4 provided r < r(ǫ) and b > R(ǫ) . If r < r(ǫ) , then the second integral expression in inequality (19) is less than ǫ/4 , as can be easily seen from the following calculations. This second integral expression is zero if r ≤ a and thus
because r < r(ǫ) implies r ≤ r µ (choice of r(ǫ) ) and µ(x) decreasing on (0, r µ ] leads to µ ( x + a) ≤ µ(x) since x + a ≤ r − a + a = r .
By fixing an r < r(ǫ) and a b > max{R ′ , R(ǫ)} , we guarantee that the sum of the first, second, and fourth integral expressions in inequality (19) is less than 3ǫ/4 . In the third integral expression in inequality (19) f is continuous on [0, ∞) , hence uniformly continuous on the closed interval [0, b + 1] . Therefore, there exists a ∆(ǫ) such that
Setting µ b ≡ max{µ(x) : r ≥ x ≤ b + 1} , which quantity is non-negative, and thereafter choosing a < ∆(ǫ[4
whereby the proof is complete.
PROOF. Since Lemma 4.2 maintains that
µF a → 0 as a → 0 + , we are tempted to conclude from Lemma 4.2 the validity of the assertion for t → 0 . Unfortunately, we may only conclude the validity for t → 0
Consequently, we start afresh. The positive quantity a we hold fixed, and trap it between two successive integers, as in the proof of Lemma 4.1, namely n ≤ a < n+ 1 , and only admit t satisfying |t| ≤ min{1, a/4} ; thus, 3a/4 ≤ a + t < n + 2 and F a (x) = F a (x − t) for 0 ≤ x ≤ a/2 . We write
and estimate the last two norm expressions as follows:
for all R > R ′ and similarly for the other
for all R > R ′ . Thus we have that
for all R > R ′ and in consequence of || √ µf || < ∞ we can always find an R ′′ (ǫ) such that
To estimate the norm expression ||
] || in the intial norm inequality (24) of this proof, we convert this to an integral expression and observe that F a is continuous on [0, ∞) . As a result, F a is uniformly continuous on the compact interval [0, R + 3] . This guarantees that to every ǫ > 0 there corresponds a ∆ a (ǫ) such that
By defining the non-negative number µ a,R ≡ max{µ(x) : a/2 ≤ x ≤ R + 3} , we shall have under the condition |t| < min{∆ a (ǫ 2 [4(R + 2)(µ a,R + 1)]
Choosing first in inequality (28) an R > max{R ′′ (ǫ)+a−1, R ′ } and thereafter calculating the corresponding µ a,R , we have for the sum of the norms
PROOF. We shall only admit η < a/8 and return to inequality (4), apply to it Jensen's integral inequality (convexity of the function u 2 ) which yields for us
and thus leads us, by means of the Minkowski integral inequality, to
We convert both of the expressions in inequality (33), by bringing µ(x) underneath the absolute values raised to the power 2 , to the simple norm expression
Because by Lemma 4.3, || √ µ(F a − F a+t )|| → 0 for t → 0 for a > 0 , we are guaranteed the existence of a δ ′′ (ǫ) such that from |t| < δ ′′ (ǫ) it follows ||F a − F a+t || < ǫ . This entails, by the immediately preceeding inequality (34), that || √ µ(F a − F a * δ η )|| < ǫ for η < δ ′′ (ǫ) ; thereby completing the proof.
PROOF. We need only to observe that in
where the last norm expression tends towards zero as R → ∞ .
We now have all the tools necessary for ascertaining the adjoint 
PROOF. We first note that the positive continuous function
, defining the maximal multiplication operator M λ,α in the Hilbert space L 2 (0, ∞) , is strictly decreasing and strictly increasing on the intervals (0, x 0 ] and [x 0 , ∞) respectively, where
2 is an admissible function for each of the Lemmas 4.2, 4.4 and 4.5 of section 4. Therefore, we are justified in modifying the three triplet function statemets ((4.2), (4.7) and (4.14)) by adding in the limit statements of Lemmas 4.2, 4.4 and 4.5 to the limit statements of the first, second and third triplet for µ(x) ≡ M λ,α 2 (x) respectively. Thus given an arbitrary ǫ > 0 , we consider first an a > 0 such that for the first triplet {F a , F a
holds. Thereafter we choose an η < a/8 so that for the second triplet
becomes valid. And we finally pick an R so large that for the third triplet {(F a *
is guaranteed. By writing f ǫ ≡ (F a * δ η )ϕ R,r we obtain a C ∞ 0 (0, ∞) -function for which
and thereby completing our proof.
PROOF. We apply Theorem 5.1 for an arbitrary ǫ > 0 -i. e. there exists an
We calculate and re-arrange
the conditions required by the function µ(x) appearing in Lemma 4.5. Therefore, if we assume for our absolutely continuous
, then we shall have in addition to the immediately preceeding || · || -limit statements for the given pairs the following:
for a → 0 + , η → 0 + and R → ∞ respectively. We have consequently arrived at the following
, then for j = 0 and 1 we have that
These || · || -limit statements permit us to fomulate a theorem analoguous to Theorem 4, namely 
PROOF. We shall apply Lemma 6.1 by first picking an a > 0 satisfying || M λ,α [F a − F a * δ η ]||, ||f (j) − F a (j) || < ǫ/3 (j = 0, 1) . Thus we find an η > 0 so small that η < a/8 , for which || M λ,α [F a − F a * δ η ]||, ||F a (j) − (F a * δ η ) (j) || < ǫ/3 (j = 0, 1) . And finally, we choose an R so large that || M λ,α [F a * δ η − ((F a * δ η )ϕ R,r )]||, ||(F a * δ η ) (j) − ((F a * δ η )ϕ R,r ) (j) || < ǫ/3
(j = 0, 1) . Herewith we define f ǫ ≡ (F a * δ η )ϕ R,r ∈ C ∞ 0 (0, ∞) , which, by the choice ǫ/3, gives the concluding statements of this theorem, thus ending the proof.
We want to emphasize that in the above theorem, the approximating C To arrive at the Friedrichs extensions T λ of the λ -parameter family H λ of operators, we have to return individually to each of the semi-bounded operators H λ in the Hilbert space L 2 (0, ∞) , which is each bounded below by γ = γ(A, B, λ; α) ≡ min M λ,α ((0, ∞)) . They generated a λ -parameter family of semi-bounded sesquilinear forms s λ on D(H λ ) × D(H λ ) , having lower bound γ = γ(A, B, λ; α) , defined by s λ (f, g) ≡< H λ f | g >=< −f ′′ | g > + < M λ,α f | g > for all f, g ∈ D(H λ ).
(5)
Herein we may write < −f
Thereby the proof is complete. Finally, we come to the construction of the Friedrichs extension T λ of perturbed Hamiltonian operator H λ in the Hilbert space L 2 (0, ∞) . As is well established [ 
