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Abstract
The first-exit time process of an inverse Gaussian Le´vy process is considered. The one-dimensional
distribution functions of the process are obtained. They are not infinitely divisible and the tail
probabilities decay exponentially. These distribution functions can also be viewed as distribution
functions of supremum of the Brownian motion with drift. The density function is shown to solve a
fractional PDE and the result is also generalized to tempered stable subordinators. The subordination
of this process to the Brownian motion is considered and the underlying PDE of the subordinated
process is obtained. The infinite divisibility of the first-exit time of a β-stable subordinator is also
discussed.
Key words: First-exit times; infinite divisibility; inverse Gaussian process; tail probability, subordi-
nated process.
1 Introduction
The first-exit time process is a stopping time process which arises naturally in diverse fields such as
finance, insurance, process control and survival analysis (Lee and Whitmore (2006)). The inverse
Gaussian process and its extensions (see Bandorff-Nielson (1997), Kumar and Vellaisamy (2012))
serve as important probabilistic models for analyzing financial data. When the total claim size S(t)
of an insurance company follows inverse Gaussian process (see e.g. Dufresne and Gerber (1993),
Gerber (1992) and the references therein), then the exit-time process corresponds to the situation
when the aggregate claim for that company exceeds certain level. Indeed, this is closely related to
the probability of ruin also. As another example, the first time an asset price process reaches a
certain level is of interest to an investment firm. The exit-time models are also applied to expected
lifetimes of mechanical devices, where the device breaks down when the process reaches an adverse
threshold state for the first time.
The hitting time process of the standard Brownian motion has been well studied in the literature
and it is also called a Le´vy subordinator (see e.g. Applebaum, 2009). The hitting time for a general
Gaussian process is obtained by Decreusefond and Nualart (2008). Many authors have discussed
the first-exit time process for strictly increasing Le´vy processes (see e.g. Meerschaert and Scheffler
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(2008), Veillette and Taqqu (2010a)). However, an explicit expression for the density of first-exit
time process is not possible in many cases (see e.g. Veillette and Taqqu (2010b)). The focus of
most of these authors are on the Laplace transform of exit time density or on mean first-hitting time
process (see e.g. Veillette and Taqqu (2010b)). In this paper, our aim is to discuss the first-exit time
process for an inverse Gaussian (IG) Le´vy process and investigate its various other properties. We
provide an alternative way of obtaining the density function of supremum of Brownian motion with
drift. Note that inverse Gaussian model and its extensions have been found quite useful for modeling
financial data (see Barndorff-Nielsen (1997) ).
The density function of an inverse Gaussian distribution IG(a, b), with parameters a and b (a, b > 0),
is given by
f(x; a, b) = (2π)−1/2ax−3/2eab−
1
2
(a2x−1+b2x), x > 0. (1.1)
It is well known that inverse Gaussian distributions, and generalized inverse Gaussian (GIG) distri-
butions, are generalized gamma convolutions (see Halgreen, 1979) which are infinitely divisible. The
IG process {G(t)}t>0 is defined as (see Applebaum, 2009, p. 54)
G(t) = inf{s > 0;B(s) + γs > δt}, (1.2)
where B(t) is the standard Brownian motion. That is, G(t) denotes the first time when the Brownian
motion with drift γ hits the barrier δt. The IG subordinator G(t) is a non-decreasing Le´vy process
such that the increment G(t+ s) − G(s) has an inverse Gaussian IG(δt, γ) distribution. The Le´vy
measure π corresponding to the inverse Gaussian subordinator is given by (see e.g. Cont and Tankov
(2004))
π(dx) =
δ√
2πx3
e−
γ2x
2 I{x>0}dx. (1.3)
Note that almost all sample paths of G(t) are strictly increasing with jumps, since the sample
paths of B(t) + γt are continuous and having intervals where paths are decreasing. The strictly
increasing property of sample paths of G(t) also follows by using Theorem 21.3 of Sato (1999), since∫∞
0 π(dx) =∞. Let H(t) be the right continuous inverse of G(t), defined by
H(t) = inf{u > 0 : G(u) > t}, t ≥ 0. (1.4)
Since the sample paths of G(t) are strictly increasing with jumps, the sample paths of H(t) are
continuous and are constant over the intervals where G(t) have jumps. In this paper, we find out the
Laplace transform of the density of the process H(t) with respect to time variable and then invert it
to get the corresponding density function h(x, t). Note also that, for x > 0,
{H(t) ≤ x} = {G(x) ≥ t} = {sup
s≤t
(B(s) + γs) ≤ δx} = {δ−1 sup
s≤t
(B(s) + γs) ≤ x}, (1.5)
and hence H(t)
d
= δ−1 sup
s≤t
(B(s) + γs), where the symbol
d
= denotes the equality in distributions.
Thus, density function of H(t) can also be viewed as density of supremum of Brownian motion with
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drift. It is shown that the process H(t) is not a Le´vy process. The distribution of H(t) is not
infinitely divisible and its tail probability P(H(t) > x) decays exponentially. The density function
of h(x, t) solves a pseudo fractional differential equation. The PDE satisfied by the subordination of
H(t) with the standard Brownian motion B(t) is also obtained.
2 First-Exit Times of an Inverse Gaussian Process
Let Ltw(x, t) =
∫∞
0 e
−stw(x, t)dt be the Laplace transform (LT) of the function w with respect
the the time variable t. For a driftless subordinator D(u) with corresponding Le´vy measure πD and
density function f from Le´vy-Khinchin representation, we have (see e.g. Bertoin (1996); Sato (1999))∫ ∞
0
e−stfD(x)(t)dt = e−xΨD(s), (2.1)
where
ΨD(s) =
∫ ∞
0
(1− e−su)πD(du) (2.2)
is the Laplace symbol. First we need the following result which is a weaker version of Theorem 3.1
of Meerschaert and Scheffler (2008), and also provide a slightly different proof.
Theorem 2.1. Let Y = {Y (t)}t>0 be a strictly increasing subordinator with density p(x, t) admitting
continuous partial derivatives. Let W (t) = inf{x > 0 : Y (x) > t} so that {W (t)} represents the first-
exit time process of {Y (t)}.Then the density function q(x, t) of W (t) is given by
q(x, t) =
∫ t
0
πY (t− y,∞)p(y, x)dy, t > 0, x > 0, (2.3)
where πY is the Levy measure with πY (0,∞) =∞.
Proof. Since the sample paths of {Y (t)} are strictly increasing, we have P(W (t) ≤ x) = P(Y (x) ≥
t), x > 0, t > 0. This implies∫ x
0
q(u, t)du =
∫ ∞
t
p(u, x)du, t > 0, x > 0. (2.4)
Differentiating both sides with respect to x, we get
q(x, t) =
∫ ∞
t
∂
∂x
p(u, x)du. (2.5)
Letting now t→ 0+, we get for x > 0,
q(x, 0) =
d
dx
∫ ∞
0
p(u, x)du = 0. (2.6)
Also, differentiating now (2.5) with respect to t, we get
∂
∂t
q(x, t) = − ∂
∂x
p(t, x). (2.7)
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Taking the LT on both sides with respect to t and using Ltp(t, x) = e−xΨY (s), we have
sLtq(x, t)− q(x, 0) = − ∂
∂x
Ltp(t, x) = − ∂
∂x
e−xΨY (s)
=⇒ Lt[q(x, t)] = 1
s
ΨY (s)e
−xΨY (s) (using (2.6)). (2.8)
Also, from (3.12) of Meerschaert and Scheffler (2008), Lt(πY (t,∞)) = ΨY (s)/s. Hence, we get
Ltq(x, t) = Lt (πY (t,∞))Lt(p(t, x))
= Lt
(∫ t
0
πY (t− y,∞)p(y, x)dy
)
= Lt(q∗(x, t)) (say).
Since q(x, t) (see (2.5)) and q∗(x, t) are continuous in t, we get q(x, t) = q∗(x, t). This proves the
result.
Let g(u, x) denote the density function of G(x) ∼ IG(δx, γ) and let h(x, t) denote the density function
of the first-exit time process H(t). Using (2.8) and the fact that Ltg(t, x) = e−δx(
√
γ2+2s−γ), we have
the following result.
Corollary 2.1. The LT of the density function of the first-exit time process H(t) of the inverse
Gaussian process G(t) is given by
Lt[h(x, t)] = δ
s
(
√
γ2 + 2s− γ)e−δx(
√
γ2+2s−γ). (2.9)
Remark 2.1. The Laplace-Laplace transform (LLT) of the function h defined by
h¯(u, s) =
∫
R
e−ux
(∫ ∞
0
e−sth(x, t)dt
)
dx
is given by
h¯(u, s) =
(
1
s
)
δ(
√
γ2 + 2s− γ)
u+ δ(
√
γ2 + 2s− γ)
. (2.10)
Theorem 2.2. The density function h(x, t) of H(t) can be put in the following integral form
h(x, t) =
δ
π
eδγx−
γ2
2
t
∫ ∞
0
e−ty
y + γ2/2
[
γ sin(δx
√
2y) +
√
2y cos(δx
√
2y)
]
dy, x > 0. (2.11)
Proof. The density function of H(t) is calculated by taking the Laplace inverse of Lt[h(x, t)] given
in (2.9), by using the Laplace inversion formula. Let Lt[h(x, t)] = F (s). Then
h(x, t) =
1
2πi
∫ x0+i∞
x0−i∞
estF (s)ds. (2.12)
Write
F (s) = δeδγx
(√
γ2 + 2s
s
e−δx
√
γ2+2s − γ
s
e−δx
√
γ2+2s
)
= δeδγx(F2(s)− γF1(s)) (say).
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Figure 1: Contour ABCDEFA
For calculating integral in (2.12), we consider a closed key-hole contour ABCDEFA with a branch
point at P= (−γ2/2, 0) (see Figure 1). Here AB and EF are arcs of a circle of radius R with center
at P , BC and DE are line segments parallel to negative x-axis, CD is an arc γr of a circle of radius r
with center at P and FA is the line segment from x0 − iy to x0 + iy with x0 > 0. First, we calculate
the above integral explicitly for
F1(s) =
1
s
e−δx
√
γ2+2s.
By residue Theorem,
1
2πi
∫
AB
estF1(s)ds+
1
2πi
∫
BC
estF1(s)ds+
1
2πi
∫
CD
estF1(s)ds +
1
2πi
∫
DE
estF1(s)ds
+
1
2πi
∫
EF
estF1(s)ds +
1
2πi
∫ x0+iy
x0−iy
estF1(s)ds = e
−δγx, (2.13)
which is the residue of F1 at s = 0. Since |F1(s)| ≤ 1
s
, we have
lim
R→∞
∫
AB
estF1(s)ds = lim
R→∞
∫
EF
estF1(s)ds = 0, (2.14)
(see Schiff (1999), Lemma 4.1, p. 154). Further, for the path CD, after putting s = −γ2/2 + reiθ,
we have ∫
CD
estF1(s)ds =
∫
CD
est
s
e−δx
√
γ2+2sds =
∫ −π+ǫ
π−ǫ
et(−γ
2/2+reiθ)
−γ2/2 + reiθ e
−δx
√
2reiθ ireiθdθ
→ 0, (2.15)
as r → 0, since the integrand is bounded. Along BC, put γ2 + 2s = 2yeiπ so that
√
γ2 + 2s = i
√
2y
and ds = −dy. We have
∫
BC
estF1(s)ds =
∫ −r−γ2/2
−R−γ2/2
est
s
e−δx
√
γ2+2sds = e−tγ
2/2
∫ r
R
1
γ2/2 + y
e−ty−iδx
√
2ydy (2.16)
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Next along DE, take γ2 + 2s = 2ye−iπ, this implies
√
γ2 + 2s = −i√2y and ds = −dy. This implies
∫
DE
estF1(s)ds =
∫ −R−γ2/2
−r−γ2/2
est
s
e−δx
√
γ2+2sds = e−tγ
2/2
∫ R
r
1
γ2/2 + y
e−ty+iδx
√
2ydy. (2.17)
Using (2.16) and (2.17), we get
1
2πi
∫
BC
estF1(s)ds+
1
2πi
∫
DE
estF1(s)ds =
e−tγ2/2
π
∫ R
r
e−ty
γ2/2 + y
sin(δx
√
2y)dy. (2.18)
Using (2.13), (2.14), (2.15) and (2.18) with r → 0, R→∞, we get
1
2πi
∫ x0+i∞
x0−i∞
estF1(s)ds = e
−δγx − e
−tγ2/2
π
∫ ∞
0
e−ty
γ2/2 + y
sin(δx
√
2y)dy. (2.19)
Next consider
F2(s) =
1
s
√
γ2 + 2se−δx
√
γ2+2s.
Using the same procedure as for F1(s), we get for F2(s) as
1
2πi
∫ x0+i∞
x0−i∞
estF2(s)ds = γe
−δγx +
e−tγ
2/2
π
∫ ∞
0
√
2ye−ty
γ2/2 + y
cos(δx
√
2y)dy. (2.20)
The result follows now by using (2.19) and (2.20) with (2.12).
Remark 2.2. For every t > 0, define Mγ(t) = sup0≤s≤t(B(s) + γs). Then for x ≥ 0 (see Boukai
(1990))
P(Mγ(t) > x) = 1− Φ
(
x− γt√
t
)
+ e2γx
(
1− Φ
(
x+ γt√
t
))
, (2.21)
where Φ denotes cdf of standard normal distribution. Using (1.5), (2.11) and (2.21) are different
representations of distribution function of supremum of Brownian motion with drift Mγ(t). Using
(2.3), (1.3) and density function of G(t), an alternative representation of distribution function of
Mγ(t) can be written as
q(x, t) =
eγx
2π
∫ t
0
(∫ ∞
t−y
u−3/2e−γ
2u/2du
)
y−3/2e−
1
2
(
x2
y
+γ2y
)
dy. (2.22)
For general γ > 0, it is difficult to show that (2.11), (2.21) and (2.22) are equivalent. However for
δ = 1 and γ = 0, we can easily show that these three expressions are equivalent.
Remark 2.3. (i) For the particular case γ = 0 and δ = 1, from (2.11), we have
h(x, t) =
√
2
π
∫ ∞
0
y−1/2e−ty cos(x
√
2y)dy =
2
√
2
π
∫ ∞
0
e−tu
2
cos(
√
2xu)du =
√
2
πt
e−x
2/2t,
by using,
∫∞
0 e
−tu2 cos(au)du = 12
√
π
t e
−a2/4t (see e.g. Abramowitz and Stegun (1992)).
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From (2.21), P(M0(t) > x) = 1− 2Φ(x/
√
t). Taking derivative of both sides with respect to x imlies,
fM0(t)(x) =
√
2
πte
−x2/2t.
Further, (2.22) implies
q(x, t) =
1
2π
∫ t
0
(∫ ∞
t−y
u−3/2du
)
y−3/2e−
x2
2y dy =
x
π
∫ t
0
y−3/2(t− y)−1/2e−x
2
2y dy
=
x
πt
e−
x2
2t
∫ ∞
0
u−1/2e−
x2
2t
udu (substitute y = t/(1 + u))
=
√
2
πt
e−x
2/2t.
(ii) It is obvious that, when γ = 0 and δ = 1, H(t)
d
= |B(t)|. However, H(t) and |B(t)| are not the
same processes since the sample paths of H(t) are monotonically increasing while the sample paths
of |B(t)| are oscillatory. For a Le´vy process Z(t), E(Z(t)) = tE(Z(1)). Since tE(H(1)) = t√2/π 6=√
2t/π = E(H(t)), we see that H(t) is not a Le´vy process.
For q > 0, let Mq(t) = E(H(t))
q denote the q-th moment of the process H(t), which may be numer-
ically evaluated for known t by using the density function h(x, t). However, an explicit expression
can be obtained by using the LT of Mq(t). Let M˜q(s) denotes the LT of Mq(t). As given in Veillette
and Taqqu (2010a), we have
M˜q(s) =
qΓ(1 + q)
s (ΨG(s))
q , (2.23)
where ΨG(s) = δ(
√
γ2 + 2s − γ) denotes the Laplace symbol of the process G(t). Now we have the
following result for the mean and variance of the process H(t). Let Erf(z) = 2√
π
∫ z
0 e
−u2du denotes
the error function.
Proposition 2.1. The mean function M1(t) of H(t) is given by
M1(t) =
1
δ
√
t
2π
e−tγ
2/2 +
1
2δγ
Erf
(
γ
√
t/2
)
+
γt
2δ
(
1 + Erf
(
γ
√
t/2
))
, δ, γ > 0.
The second moment M2(t) of H(t) is
M2(t) =
γ2t2
δ2
+
2t
δ2
+
1
δ2γ2
√
π
[
e−γ
2t/2(γ
√
2t+ γ3
√
2t3/2) +
√
π(2γ2t+ γ4t2 − 1)Erf(γ
√
t/2)
]
.
When γ = 0 and δ = 1, we have M1(t) =
√
2t/π and M2(t) = 2t.
Proof. From (2.23),
M˜1(s) =
1
δs(
√
γ2 + 2s− γ)
=
1
2δ
√
γ2 + 2s
s2
+
γ
2δ
1
s2
. (2.24)
Using the fact(see Roberts and Kaufman (1966), p. 210)
L−1
[√
s+ a
s
]
=
e−at√
πt
+
√
aErf(
√
at) and
∫ z
0
Erf(y)dy = zErf(z) +
e−z2√
π
, (2.25)
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we have
L−1
[√
s+ γ2/2√
2δs2
]
=
1√
2δ
[∫ t
0
e−γ2w/2√
πw
dw +
γ√
2
∫ t
0
Erf(γ
√
w/
√
2)dw
]
=
1
δ
√
t
2π
e−tγ
2/2 +
1
2δγ
Erf
(
γ
√
t/2
)
+
γt
2δ
Erf
(
γ
√
t/2
)
. (2.26)
Also, L−1(1/s2) = t. Now the result follows for M1(t) by using (2.24) with (2.26).
Further, for M2(t) we have from (2.23)
M˜2(s) =
1
δ2s(
√
γ2 + 2s− γ)2
=
1
δ2
[
2γ2
s3
+
2
s2
+ 2γ
√
γ2 + 2s
s3
]
.
Using similar steps as in (2.26), we obtain
L−1
[√
s+ γ2/2
s3
]
=
∫ t
0
∫ τ
0
e−γ2w/2√
πw
dwdτ +
γ√
2
∫ t
0
∫ τ
0
Erf(γ
√
w/
√
2)dwdτ
=
1
2γ3
√
2π
[
e−γ
2t/2(γ
√
2t+ γ3
√
2t3/2) +
√
π(2γ2t+ γ4t2 − 1)Erf(γ
√
t/2)
]
.
(2.27)
The result for M2(t) now follows using the simple fact that L−1(1/s3) = t2/2.
When γ = 0 and δ = 1, we have M˜1(s) = s
−3/2/
√
2 and M˜2(s) = 2/s
2 which imply, M1(t) =
√
2t/π
and M2(t) = 2t respectively.
The following result presents the asymptotic behavior of M1(t) and Var(H(t)).
Corollary 2.2. As t→∞, M1(t) ∼ γt/δ for γ > 0, M1(t) ∼
√
2t/(δ
√
π) for γ = 0 and Var(H(t)) ∼
γ2t2/δ2. Further, as t→ 0, M1(t) ∼
√
2t/(δ
√
π) and Var(H(t)) = o(t1/2).
Proof. Using the fact that lim
z→∞Erf(z) = 1, we have
lim
t→∞
M(t)
t
= lim
t→∞
[
1
δ
√
2π
e−tγ
2/2
√
t
+
1
2δγ
1
t
Erf
(
γ
√
t/2
)
+
γ
2δ
(
1 + Erf
(
γ
√
t/2
))]
=
γ
δ
.
Further, using the fact lim
z→0
Erf(z) = 0, we get
lim
t→0
M(t)√
t
= lim
t→0
[
1
δ
√
2π
e−tγ
2/2 +
1
2δγ
1√
t
Erf
(
γ
√
t/2
)
+
γ
2δ
√
t
(
1 + Erf
(
γ
√
t/2
))]
=
1
δ
√
2π
+
1
2δγ
lim
t→0
1√
t
Erf
(
γ
√
t/2
)
=
1
δ
√
2π
+
1
δ
√
2π
=
1
δ
√
2
π
.
The result for asymptotic behavior of variance of H(t) also follows similarly.
Next, we look at the tail behavior of the distribution of h(x, t), which is useful for studying the
infinite divisibility.
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Theorem 2.3. The tail probability P(H(t) > x) decays exponentially, that is,
P(H(t) > x) = O(x−1eδγx−x
2/4t), as x→∞. (2.28)
Proof. We have from (2.11),
h(x, t) =
δ
π
eδγx−
γ2
2
t
[
2γ
∫ ∞
0
ωe−tω2
ω2 + γ2/2
sin(δ
√
2xω)dω + 2
√
2
∫ ∞
0
ω2e−tω2
ω2 + γ2/2
cos(δ
√
2xω)dω
]
,
(2.29)
obtained by substituting ω =
√
y. For a function q such that q(z) is real for real z and q(z) = O(z−η),
η > 0, as Re(z)→∞ (see e.g. Olver(1974), p. 79)∫
R
zeixz
z2 + α2
q(z)dz = πie−αxq(iα) + ǫ(x), where ǫ(x) =
∫
L
zeixz
z2 + α2
q(z)dz
with the line L: z = y + iw, w > α and −∞ < y < ∞. Taking q(z) = e−tz2 and the corresponding
ǫ1(x), ∫
R
zeixz
z2 + α2
e−tz
2
dz = πie−αxetα
2
+ ǫ1(x).
Comparing the imaginary parts in both sides gives∫
R
z sin(xz)
z2 + α2
e−tz
2
dz = πe−αx+tα
2
+ ǫ1(x)
=⇒
∫ ∞
0
z sin(xz)
z2 + α2
e−tz
2
dz =
π
2
e−αx+tα
2
+ ǫ1(x). (2.30)
Similarity, for q(z) = ze−tz2 , we get∫ ∞
0
z2 cos(xz)
z2 + α2
e−tz
2
dz = −π
2
αe−αxetα
2
+ ǫ2(x). (2.31)
Also, ǫ1(x) = ǫ2(x) = O(x
−1e−x
2/4t), as x→∞ (see Exercise 6.2 of Olver (1974)). Now using (2.30)
and (2.31) with (2.29), we have
h(x, t) =
δ
π
(2γ + 2
√
2)eδγx−
γ2
2
tǫ1(x) = O(x
−1eδγx−x
2/4t), as x→∞. (2.32)
Now
lim
x→∞
∣∣∣ P(H(t) > x)
x−1eδγx−x2/4t
∣∣∣ = lim
x→∞
∣∣∣ −h(x, t)d
dx(x
−1eδγx−x2/4t)
∣∣∣ (using L’Hoˆpital’s rule)
≤M, M > 0,
which proves the result.
Since the tail probability P(H(t) > x) decays exponentially, moments of all orders exit for H(t).
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Proposition 2.2. The density function h(x, t) satisfies
lim
x→0
h(x, t) = h(0, t) = δe−γ
2/2
(√
2
πt
− γeγ2t/2Erfc
(
γ
√
t√
2
))
.
Further, limx→0 hx(x, t) = hx(0, t) = 2δγh(0, t) and hx(x, t) = O(Neδγx−x
2/4t), as x → ∞, with
N > 0.
Proof. Note that, h(x, t) =
δ
π
eδγx−γ
2/2
∫ ∞
0
I(t;x, y)dy, where I(t;x, y) follows from (2.11). Then
|I(t;x, y)| =
∣∣∣ e−ty
y + γ2/2
[γ sin(δx
√
2y) +
√
2y cos(δx
√
2y)]
∣∣∣
=
∣∣∣ e−ty
y + γ2/2
√
2y + γ2 sin(δx
√
2y + θ)
∣∣∣ ≤ 2e−ty√
2y + γ2
,
(2.33)
where θ = sin−1
(√
2y/(γ2 + 2y)
)
. By dominated convergence theorem, we have
lim
x→0
h(x, t) =
δ
π
e−γ
2/2
∫ ∞
0
I(t; 0, y)dy =
2
√
2δ
π
e−γ
2/2
∫ ∞
0
√
ye−ty
2y + γ2
dy
=
δ
π
√
t
e−γ
2/2
(√
2π − γπ
√
teγ
2t/2Erfc
(
γ
√
t√
2
))
= δe−γ
2/2
(√
2
πt
− γeγ2t/2Erfc
(
γ
√
t√
2
))
.
Note that I(t;x, y) and ∂∂x(I(t;x, y)) = e
−ty (δγ√2y cos(δx√2y)− 2δγ sin(δx√2y)) /(y + γ2/2) are
continuous in x and y. Following the steps in (2.33), we have | ∂∂xI(t;x, y)| ≤ δ
√
2ye−ty/(y + γ2/2)
which is independent of x and
∫∞
0
2
√
2δ
√
ye−ty
2y+γ2 dy <∞. Hence,
∫∞
0
∂
∂xI(t;x, y)dy is uniformly conver-
gent and so we can differentiate under the integral sign. Thus,
hx(x, t) =
δ
π
eδγx−γ
2/2
[
δγ
∫ ∞
0
I(t;x, y)dy +
∫ ∞
0
∂
∂x
I(t;x, y)dy
]
(2.34)
and
hx(0, t) =
4
√
2δ2γ
π
e−γ
2/2
∫ ∞
0
√
ye−ty
2y + γ2
dy = 2δγh(0, t).
Using (2.32) and an application of L’Hoˆpital’s rule, we can show that, as x → ∞, hx(x, t) =
O(Neδγx−x2/4t), for some N > 0.
A consequence of Theorem 2.3 is the following result known in the literature.
Proposition 2.3. The distribution of H(t) is not infinitely divisible.
10
Proof. Since P(H(t) > x) ≤Mx−1eδγx−x2/4t, for large x and some M > 0, we have
lim
x→∞
(− lnP(H(t) > x)
x lnx
)
≥ lim
x→∞
(
− ln(Mx eδγx−x
2/4t)
x lnx
)
→∞.
Hence, by Corollary 9.9 of Steutel and Van Harn (2004, p. 200), H(t) is Gaussian. This is a
contradiction and hence the result follows.
Note that when γ = 0, h(x, t) is a folded Gaussian density which is also not infinitely divisible, a
known result (see e.g. p. 126 of Steutel and Van Harn (2004)). The above result can be extended to
the first-exit time of a β-stable subordinator.
Proposition 2.4. The tail probability of the first-exit time process E(t) of the β-stable subordinator
D(t) satisfies
P(E(t) > x) = O
(
M(1− β)
N
x
(2−β/2)
(β−1)
− 1
β e−Nx
1
(1−β)
)
, as x→∞.
Proof. Let f(x, 1) denote the density function of a β-stable (0 < β < 1) random variable D(1). Then
m(x, t) = tβx
−1−1/βf(tx−1/β, 1), x > 0, is the density function of the first-exit time process E(t)
of the process D(t), defined by E(t) = inf{x > 0 : D(x) > t} (see e.g. Meerschaert and Scheffler
(2004)). Then, from (Uchaikin and Zolotarev (1999))
f(x, 1) ≤ Kx(1−β/2)/(β−1) exp(−(1− β)(x/β)β/(β−1)),
for x sufficiently small. Hence, as x→∞, m(x, t) ≤ K(tx−1/β)(1−β/2)/(β−1) exp(−(1−β)(tx−1/β/β)β/(β−1)).
In other words
m(x, t) = O
(
Mx(1−β/2)/(β−1)−1−1/(β) exp(−Nx1/(1−β))
)
, (2.35)
where M = (K/β)t(1−β/2)/(β−1)+1 and N = (1− β)(t/β)β/(β−1). Thus, we obtain
lim
x→∞
∣∣∣∣∣ P(E(t) > x)(M(1− β)/N)x(2−β/2)/(β−1)−1/β exp(−Nx1/(1−β))
∣∣∣∣∣
((
0
0
)
form
)
= lim
x→∞
∣∣∣∣∣ −f(x, t)(M(1− β)/N) ddx (x(2−β/2)/(β−1)−1/β exp(−Nx1/(1−β)))
∣∣∣∣∣ = 1.
The result follows now.
As application of the above result is the following.
Proposition 2.5. The distribution function of E(t) is not infinitely divisible.
Proof. Since
P(E(t) > x) ≤ M(1− β)
N
x(2−β/2)/(β−1)−1/β exp(−Nx1/(1−β))
for large x, we have
lnP(E(t) > x) ≤ ln(M(1− β))− lnN + ((2 − β/2)/(β − 1)− 1/β) ln x−Nx1/(1−β). (2.36)
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Since, 0 < β < 1,
lim
x→∞
(− lnP(E(t) > x)
x lnx
)
≥ lim
x→∞
(
Nx1/(1−β)
x lnx
)
= lim
x→∞
Nxβ/(1−β)
lnx
=∞,
and hence by using a similar argument as in Proposition 2.3, E(t) is not infinitely divisible.
Remark 2.4. Let D1(t),D2(t), · · · ,Dn(t) be n independent standard stable processes with indices
β1, β2, · · · , βn respectively and let E1(t), E2(t), · · · , En(t) be the corresponding inverse stable pro-
cesses. Now Ee−sD1(D2(t)) = Ee−D2(t)s
β1 = e−ts
β1β2 , and hence D∗2(t) = D1 ◦D2(t) = D1(D2(t)) is
also stable with index β1β2. More generally, the composition D
∗n(t) = D1 ◦D2 ◦ · · · ◦Dn(t) is also
stable with index β1β2 · · · βn. Let h∗(x, t) be the density function of E∗(t) = inf{s > 0 : D1(D2(s)) >
t}. Then using (2.8), Lt(h∗(x, t)) = sβ1β2−1e−xsβ1β2 . Also, let h(x, t) be the density function of
E1(E2(t)). Let h1(x, t) and h2(x, t) be the densities of E1(t) and E2(t) respectively. Then, with
u = sβ2,
Lt(h(x, t)) =
∫ ∞
0
h1(x, r)Lt(h2(r, t))dr =
∫ ∞
0
h1(x, r)s
β2−1e−urdr
= sβ2−1
∫ ∞
0
h1(x, r)e
−urdr
= sβ2−1e−xu
β1
uβ1−1 = sβ1β2−1e−xs
β1β2
.
This implies h∗(x, t) = h(x, t) or E∗(t) d= E1(E2(t)). Let E∗∗(t) = inf{s > 0 : D∗n(s) > t} be the
first-exit time of the composition D∗n(t). Then E∗∗(t) d= E∗n(t). Using a similar argument as in
Proposition 2.5, it follows that the process E∗n(t) d= E∗∗(t) is also not infinitely divisible.
The sample paths of IG process and its first-exit time process H(t) are generated by using the
algorithm given by Michael, Schucany and Hass (see Cont and Tankov (2004), p. 182 or Devroye
(1986)) and are presented in Figure 2.
0 0.5 1
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G(t)
IG Process
0 100 200 300
0
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0.7
0.8
0.9
1
t
H(t)
First−Exit Time Process
Figure 2: Sample paths of IG process G(t) for δ = γ = 1 and the corresponding first-exit time
process H(t).
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3 The PDE Connection
In this section, we obtain the PDE satisfied by the density function h(x, t). Let us, for convenience,
denote by h˜(x, s) and hˆ(u, t) the LT and FT of h respectively. Now we have the following result.
Theorem 3.1. The densities h(x, t) of the process H(t) solve
∂2h
∂x2
− 2δγ ∂h
∂x
= 2δ2
∂h
∂t
+ 2δ2h(x, 0)δ0(t), (3.1)
where δ0(t) is the Dirac’s delta function.
Proof. We have from (2.9)
h˜(x, s) =
δ
s
(
√
γ2 + 2s− γ)e−δx(
√
γ2+2s−γ).
This implies
∂
∂x
h˜(x, s) = −δ(
√
γ2 + 2s− γ)h˜(x, s), and ∂
2
∂x2
h˜(x, s) = δ2(
√
γ2 + 2s− γ)2h˜(x, s). (3.2)
Using (3.2), we get(
∂2
∂x2
− 2δγ ∂
∂x
)
h˜(x, s) = 2δ2(sh˜(x, s)− h(x, 0)) + 2δ2h(x, 0).
After inverting the above LT and using Lt(δ0(t)) = 1), we get
∂2h
∂x2
− 2δγ ∂h
∂x
= 2δ2
∂h
∂t
+ 2δ2h(x, 0)δ0(t).
Remark 3.1. The density function g(u, t) of G(t) satisfies the following PDE (see Kumar et. al.
(2011))
∂2g
∂t2
− 2δγ ∂g
∂t
= 2δ2
∂g
∂u
. (3.3)
Note that (3.1) has a close connection with equation (3.3).
The result in Theorem 3.1 can be generalized to the first-exit times of tempered stable subordinators.
It is well known that for a stable distribution with index 0 < β < 1, the p-th moment is infinite
for p ≥ β, and its tail probability decays polynomially (see e.g. Samorodnitsky and Taqqu (2000)).
To overcome this limitation, tempered stable (TS) distributions are introduced, which are infinitely
divisible and hence correspond to a Le´vy process. Let f(x, t) denote the density function of a β-stable
(0 < β < 1) process D(t) with LT ∫ ∞
0
e−sxf(x, t)dx = e−ts
β
.
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A tempered stable subordinator Dµ(t) has a density fµ(x, t) = e
−µx+µβtf(x, t), µ > 0. The Le´vy
measure corresponding to a tempered stable process is πDµ(x) = cx
−β−1e−µx, c > 0, x > 0 (see e.g.
Cont and Tankov (2004, p. 115)). Since
∫∞
0 πDµ(x)dx = ∞, Theorem 21.3 of Sato (1999) implies
that the sample paths of Dµ(t) are strictly increasing, since jumping times are dense in (0,∞).
Further ∫ ∞
0
e−sxfµ(x, t)dx = e−t((s+µ)
β−µβ). (3.4)
Next we have the following result. For similar results in other contexts, see Nane (2008).
Proposition 3.1. For β = 1n , n ≥ 2, the density function mµ(x, t) of the first-exit time process of
Dµ(t) satisfies the following PDE:
n∑
j=1
(−1)j
(
n
j
)
µ(1−j/n)
∂j
∂xj
mµ(x, t) =
∂
∂t
mµ(x, t) + δ0(t)mµ(x, 0).
Proof. We prove this result by induction. Using (2.8) and (3.4) to get
m˜µ(x, s) =
1
s
((s + µ)β − µβ)e−t((s+µ)β−µβ).
For n = 2,
∂
∂x
m˜µ(x, s) = −((s+ µ)1/2 − µ1/2)m˜µ(x, s) and ∂
2
∂x2
m˜µ(x, s) = ((s+ µ)
1/2 − µ1/2)2m˜µ(x, s). (3.5)
Using (3.5), we get(
∂2
∂x2
− 2µ1/2 ∂
∂x
)
m˜µ(x, s) = (sm˜µ(x, s)−mµ(x, 0)) +mµ(x, 0).
Inverting the LT to get(
∂2
∂x2
− 2µ1/2 ∂
∂x
)
mµ(x, t) =
∂
∂t
mµ(x, t) +mµ(x, 0).
Similarly, for n = 3(
∂3
∂x3
− 3µ1/3 ∂
2
∂x2
+ 3µ2/3
∂
∂x
)
mµ(x, t) = (−1)3
(
∂
∂t
mµ(x, t) +mµ(x, 0)
)
.
The result now follows in a similar manner for a general n.
We next return to the discussion of inverse Gaussian and its first-exit time processes. We now obtain
the fractional PDE satisfied by h(x, t), the density function of H(t). To this end, note that the
Riemann-Liouville fractional derivative of order β (0 < β < 1) is defined by (see e.g. Podlubny
(1999))
∂β
∂tβ
g(t) =
1
Γ(1− β)
d
dt
∫ t
0
g(s)ds
(t− s)β . (3.6)
Also, the Caputo fractional derivative of order 0 < β < 1 is defined by(
∂
∂t
)β
f(t) =
1
Γ(1− β)
∫ t
0
f ′(r)
(t− r)β dr, (3.7)
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where f ′ denotes the derivative of f . Since L[t−β] = sβ−1/Γ(1− β), it follows that
Lt
[
∂β
∂tβ
g(t)
]
= sβ g˜(s) (3.8)
and the Caputo fractional derivative in (3.7) has Laplace transform sβ f˜(s)− sβ−1f(0). Hence, the
two derivatives in (3.6) and (3.7) are related by
∂β
∂tβ
g(t) =
(
∂
∂t
)β
g(t) +
g(0)t−β
Γ(1− β) .
Similar to Baeumer and Meerschaert (2010), define the Riemann-Liouville tempered fractional deriva-
tive of order 0 < β < 1 by
∂β,λ
∂tβ,λ
g(t) = e−λt
1
Γ(1− β)
d
dt
∫ t
0
eλsg(s)ds
(t− s)β − λ
βg(t).
We have the following result.
Proposition 3.2. The density function h(x, t) of H(t) satisfy also the following pseudo-fractional
PDE, namely,
∂xh(x, t) +
√
2δ
∂1/2,λ
∂t1/2,λ
h(x, t) = 0,
with λ = γ2/2. For δ = 1 and γ = 0, the density function h(x, t) satisfies
∂
∂x
h(x, t) +
√
2
(
∂
∂t
)1/2
h(x, t) +
√
2
πt
h(x, 0) = 0. (3.9)
Proof. Using (2.10), the LLT of h(x, t) satisfies
uh¯(u, s) + δ(
√
γ2 + 2s − γ)h¯(u, s) = s−1δ(
√
γ2 + 2s− γ). (3.10)
Since h˜(0, s) = s−1δ(
√
γ2 + 2s− γ), we have
uh¯(u, s)− h˜(0, s) + δ(
√
γ2 + 2s − γ)h¯(u, s) = 0.
Invert the LT with respect to variable u to get
∂xh˜(x, s) + δ(
√
γ2 + 2s− γ)h˜(x, s) = 0. (3.11)
Using (3.6), (3.8) and Lt(eλtg(t)) = g˜(s− λ), we get
Lt
[
∂1/2,λ
∂t1/2,λ
g(t)
]
= Lt
[
e−λt
d1/2
dt1/2
(eλtg(t)) − λ1/2g(t)
]
=
(
(s+ λ)1/2 − λ1/2
)
g˜(s). (3.12)
Using (3.12), invert the LT with respect to variable s in (3.11) to obtain
∂xh(x, t) +
√
2δ
∂1/2,λ
∂t1/2,λ
h(x, t) = 0, (3.13)
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with λ = γ2/2. Further, for δ = 1 and γ = 0, we have from (3.10)
uh¯(u, s) +
√
2sh¯(u, s) =
√
2
s
, which implies uh¯(u, s)− h˜(0, s) +
√
2sh¯(u, s) = 0.
Invert the above LT to obtain
∂
∂x
h˜(u, s) +
√
2sh˜(u, s) = 0.
Thus
∂
∂x
h˜(u, s) +
√
2
(√
sh˜(u, s)− h(x, 0)√
s
)
+
√
2
h(x, 0)√
s
= 0.
Inverting the above LT and using (see e.g. Podlubny (1999), p. 106)
Lt
[
∂β
∂tβ
f(x, t)
]
= sβLt[f(x, t)]− sβ−1f(x, 0), 0 < β < 1, (3.14)
the result follows.
Remark 3.2. The density function of G(t) has FT gˆ(u, t) = e−δt(
√
γ2+2iu−γ) (see e.g. Applebaum
(2009), p.54). Then ∂∂t gˆ(u, t) = −δ(
√
γ2 + 2iu− γ)gˆ(u, t), and after inverting the FT
∂tg(x, t) = −δ(
√
γ2 + 2∂x − γ)g(x, t). (3.15)
In particular for δ = 1/
√
2 and γ = 0, the LT of g(x, t) with respect to the variable x is g˜(s, t) = e−t
√
s.
Using the arguments as in Proposition 3.1 and the fact that g(0, t) = 0, we have
∂
∂t
g(x, t) +
(
∂
∂x
)1/2
g(x, t) = 0,
which is the governing equation of 12-stable subordinator, the analogue of inverse Gaussian for δ =
1/
√
2 and γ = 0.
Finally, we look at certain subordinated process. Note the subordinated processes have interesting
connections to PDE (see e.g. Allouba (2002); Allouba and Zheng (2001); Baeumer et. al. (2009),
Nane (2008)). We consider here the subordinated process X(t) = B(H(t)), where H(t) is the first-
exit time of the inverse Gaussian process and B(t) is the standard Brownian motion. Let u(x, t)
denotes the density function of the process X(t). Let hx denotes the partial derivative of h with
respect to x.
Theorem 3.2. The densities u(x, t) of the subordinated process X(t) satisfies the following PDE
2δ2
∂
∂t
u(x, t) =
(1
4
∂4
∂x4
+ δγ
∂2
∂x2
)
u(x, t) + ft(x, 0)h(0, t) − 2δ2u(x, 0)δ0(t). (3.16)
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Proof. Since the inner and outer process are independent, the density function of X(t) is
u(x, t) =
∫ ∞
0
w(x, r)h(r, t) dr, (3.17)
where w(x, t) is the density of the Brownian motion B(t), and h(r, t) is the density of the process
H(t). Since the FT wˆ(u, t) = exp(−12 tu2), we have
∂wˆ
∂t
=
1
2
(iu)2wˆ, and hence
∂w
∂t
=
1
2
∂2w
∂x2
, (3.18)
which is the governing equation for density of B(t), the standard heat equation. Now write
2δ2
∂
∂t
u(x, t) =
∫ ∞
0
w(x, r)2δ2
∂
∂t
h(r, t)dr
=
∫ ∞
0
w(x, r)
( ∂2
∂r2
− 2δγ ∂
∂r
)
h(r, t)dr − 2δ2δ0(t)
∫ ∞
0
w(x, r)h(r, 0)dr
= w(x, r)
∂
∂r
h(r, t)
∣∣∣∞
r=0
− ∂
∂r
w(x, r)h(r, t)
∣∣∣∞
r=0
− 2δγw(x, r)h(r, t)
∣∣∣∞
r=0
+
∫ ∞
0
∂2
∂r2
w(x, r)h(r, t)dr + 2δγ
∫ ∞
0
∂
∂r
w(x, r)h(r, t)dr − 2δ2u(x, 0)δ0(t)
= −w(x, 0)hx(0, t) + wt(x, 0)h(0, t) + 2δγw(x, 0)h(0, t)
+
1
4
∫ ∞
0
∂4
∂x4
w(x, r)h(r, t)dr + δγ
∫ ∞
0
∂2
∂x2
w(x, r)h(r, t)dr − 2δ2u(x, 0)δ0(t)
= −w(x, 0)hx(0, t) + wt(x, 0)h(0, t) + 2δγw(x, 0)h(0, t)
+
(1
4
∂4
∂x4
+ δγ
∂2
∂x2
)
u(x, t)− 2δ2u(x, 0)δ0(t) (using (3.18))
=
(1
4
∂4
∂x4
+ δγ
∂2
∂x2
)
u(x, t) + wt(x, 0)h(0, t) + 2δ
2u(x, 0)δ0(t) (using Proposition 2.2)
and hence the result follows.
Remark 3.3. When δ = 1 and γ = 0, the following fractional PDE holds:
√
2
(
∂
∂x
)1/2
u(x, t) =
∫ ∞
0
w(x, r)
√
2
(
∂
∂x
)1/2
h(r, t)dr
= −
∫ ∞
0
w(x, r)
∂
∂r
h(r, t)dr −
√
2
πt
∫ ∞
0
w(x, r)h(r, 0)dr
= w(x, 0)h(0, t) +
1
2
∫ ∞
0
∂2
∂x2
w(x, r)h(r, t)dr −
√
2
πt
u(x, 0)
= w(x, 0)h(0, t) +
1
2
∂2
∂x2
u(x, t) −
√
2
πt
u(x, 0).
An interesting discussion for subordinated process with Brownian motion and a more general Markov
process can be found in Baeumer et al. (2009).
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