Applied to a nonnegative m×n matrix with a nonzero σ-diagonal, the sequence of matrices constructed by alternate row and column scaling conveges to a doubly stochastic matrix. It is proved that if this sequence converges after only a finite number of scalings, then it converges after at most two scalings.
The Sinkhorn-Knopp algorithm
Let A = a i,j be an m × n matrix. We define the row sum The m × n matrix A = a i,j is nonnegative if a i,j ≥ 0 for all i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. The nonnegative n×n matrix A is row stochastic if rowsum i (A) = 1 for all i ∈ {1, . . . , n}, and column stochastic if colsum j (A) = 1 for all j ∈ {1, . . . , n}. The matrix A is doubly stochastic if it is both row and column stochastic. matrix A = a i,j is r-row stochastic if A is nonnegative and
The matrix A is c-column stochastic if A is nonnegative and
The matrix A is (r, c)-doubly stochastic if it is both r-row stochastic and c-column stochastic.
For positive vectors r ∈ R m and c ∈ R n , there exists an (r, c)-doubly stochastic m × n matrix A if and only if m i=1 r i = n j=1 c j . An n × n matrix x i,j is diagonal if x i,j = 0 for i = j. We denote this matrix by diag(x 1,1 , . . . , x n,n ). Let A be a nonnegative m × n matrix, and let c ∈ R n and r ∈ R m be positive vectors. If A has positive column sums, then
, . . . , c n colsum n (A) is the unique n × n diagonal matrix such that If the nonnegative m × n matrix A has positive rowsums, then
is the unique diagonal matrix such that Let c ∈ R n and r ∈ R m be positive vectors. If the nonnegative m × n matrix A has positive row and column sums, then we can construct an infinite sequence of matrices by alternate column and row scaling: [5] proved if A = a i,j is a nonnegative m × n matrix with σ-diagonal n i=1 a i,σ(i) = 0 for some permutation σ ∈ S n , then this sequence of matrices converges coordinate-wise to an (r, c)-doubly stochastic matrix S(A).
Sinkhorn and Knopp
Nathanson [2] computed explicit doubly stochastic Sinkhorn limits for certain symmetric 3 × 3 matrices.
For every m×n matrix A with positive column and row sums and with transpose A t , we have
These transpose relations imply that the following diagram commutes:
It follows that if A becomes (r, c)-doubly stochastic after exactly L scalings, beginning with a column scaling, then A t becomes (c, r)-doubly stochastic after exactly L scalings, beginning with a row scaling.
There exist nonnegative matrices that become doubly stochastic after exactly two scaling operations. Here is an example of a positive 2 × 2 matrix that becomes doubly stochastic after one row scaling and one column scaling:
One column scaling followed by one row scaling also produces a doubly stochastic matrix:
A = 3 6 5 10 −→ 3/8 3/8 5/8 5/8 −→ 1/2 1/2 1/2 1/2 .
Nathanson [4] proved that if a nonnegative 2 × 2 matrix becomes doubly stochastic after a finite number of scalings, then it becomes doubly stochastic after at most two scalings, and determined all 2 × 2 matrices with this property. He asked if there also exist positive 3×3 matrices that become doubly stochastic after a finite number of row and column scalings. Ekhad and Zeilberger [1] constructed a positive 3 × 3 matrix with the property that it becomes doubly stochastic after exactly one row scaling and one column scaling. Nathanson [3] extended this construction to obtain n × n matrices for all n ≥ 3 that become doubly stochastic after two scalings. He asked if for every n there exists an integer L(n) such that, if a nonnegative n × n matrix converges after only L scalings, then L ≤ L(n).
In this paper we prove that L(n) ≤ 2 for all n ≥ 2. Thus, there does not exist a nonnegative n × n matrix that becomes doubly stochastic after exactly three scaling operations. The matrix obtained after one scaling operation is either row or column stochastic. Thus, it suffices to prove that there does not exist a matrix that is column stochastic (resp. row stochastic) but not row stochastic (resp. column stochastic), and that becomes doubly stochastic after exactly two scaling operations. More generally, we prove this for (r, c)-doubly stochastic matrices.
Finitely many scalings
We use the following elementary inequality. Lemma 1. Let c 1 , . . . , c n be positive real numbers and let z 1 , . . . , z n be real numbers, not all 0, such that z i + 1 > 0 for i ∈ {1, . . . , n}. If
Proof. Because n i=1 c i z i = 0, there exist j, k ∈ {1, . . . , n} such that z j > 0 and z k < 0. Renumbering, we can assume that there exists r ∈ {1, . . . , n − 1} such that z i ≥ 0 for i ∈ {1, . . . , r} and z i < 0 for i ∈ {r + 1, . . . , n}. For i ∈ {1, . . . , r}, we have z i + 1 ≥ 1 and so
For i ∈ {r + 1, . . . , n}, we have 0 < z i + 1 < 1 and so
This completes the proof.
We also use the following result, sometimes called the second fundamental theorem of linear algebra. Note that a scaling operation is either a row scaling or a column scaling. A row scaling followed by a column scaling counts as two scaling operations.
Proof. It is equivalent to prove that there does not exist a nonnegative m×n matrix A 1 with positive row and column sums that satisfies the following properties:
(1) A 1 is c-column stochastic but not r-row stochastic,
Suppose there exists a matrix A 1 satisfying conditions (1), (2) , and (3):
Let r 1,i = rowsum 1 (A 1 ) for i ∈ {1, . . . , m} and let c 2,j = colsum j (A 2 ) for j ∈ {1, . . . , n}. Note that r 1,i /r i > 0 for all i ∈ {1, . . . , m}. Because the matrix A 1 is not r-row stochastic, there exists i ∈ {1, . . . , m} such that r 1,i /r i = 1. We have A 2 = R(A 1 ) = diag (r 1 /r 1,1 , . . . , r m /r 1,m ) A 1 and so
Similarly, c 2,j /c j > 0 for all j ∈ {1, . . . , n}. Because the matrix A 2 is not c-column stochastic, there exists j ∈ {1, . . . , n} such that c 2,j /c j = 1. We have c 2,1 , . . . , c n /c 2,n ) and so
It follows that
The matrices A 2 and A 3 are r-row stochastic, and so
Therefore, A 3 (D 2 j n − j n ) = 0 and (4)
We have z = 0 and   
Thus, D 2 = diag(z 1 + 1, . . . , z n + 1) and
We obtain Because A 1 is c-column stochastic, identity (3) implies
By Lemma 2, image(A t 3 ) = (kernel(A 3 )) ⊥ .
Relations (4) and (6) imply that
Equations (5) and (7) contradict Lemma 1, and so matrices A 1 , A 2 , and A 3 satisfying conditions (i), (ii), and (iii) do not exist. This completes the proof.
