ABSTRACT In recent years, people have been paying more and more attention to air quality because it directly affects people's health and daily life. Effective air quality prediction has become one of the hot research issues. However, this paper is suffering many challenges, such as the instability of data sources and the variation of pollutant concentration along time series. Aiming at this problem, we propose an improved air quality prediction method based on the LightGBM model to predict the PM2.5 concentration at the 35 air quality monitoring stations in Beijing over the next 24 h. In this paper, we resolve the issue of processing the high-dimensional large-scale data by employing the LightGBM model and innovatively take the forecasting data as one of the data sources for predicting the air quality. With exploring the forecasting data feature, we could improve the prediction accuracy with making full use of the available spatial data. Given the lack of data, we employ the sliding window mechanism to deeply mine the high-dimensional temporal features for increasing the training dimensions to millions. We compare the predicted data with the actual data collected at the 35 air quality monitoring stations in Beijing. The experimental results show that the proposed method is superior to other schemes and prove the advantage of integrating the forecasting data and building up the high-dimensional statistical analysis.
I. INTRODUCTION
IN recent years, people are beginning to pay more and more attention to the impact of the environment on health, and the information related to air quality has become the focus of people's daily life. The existing air quality monitoring instruments, stations and satellite meteorological data can provide real-time air quality monitoring information [1] . However, this is far from sufficient, and it is entirely necessary to predict the trend of air pollutants in the future. Currently, the forecast data on weather conditions is of high reliability and accuracy. Based on this, we propose to fuse the predictive data, i.e., the forecast data on weather conditions, with the available air quality historical data and meteorological data, supported by machine learning means, to explore mining data correlation and build a well-performed model of predicting
The associate editor coordinating the review of this manuscript and approving it for publication was Jingchang Huang. the future air quality conditions. This contribution enables an efficient solution to construct a predictive data feature exploration-based air quality prediction approach with the improved performance.
The primary goal of air quality prediction is to predict the concentration of pollutants for a while in the future based on historical air quality data sets, meteorological data sets, etc., such as the work proposed in [2] and [3] . By learning the previous research results, we found that the existing methods are employing the historical data-based prediction, using some neural networks, such as LSTM proposed in [4] , machine learning based solution proposed in [5] and [6] , Extreme Learning Machine (ELM) in [7] or the simple regression methods. However, on the one hand, such the methods failed to make full use of the existing air quality big data for deeply mining the temporal features and statistical data features. On the other hand, the simple regression methods are less efficient in processing high-dimensional big data and cause the performance of the model accuracy relatively limited. It can be seen that the existing methods have some certain limitations and it is necessary to carry out further research.
Nowadays, as meteorological data measurements become more accurate and predictive data begins to be highly reliable, it exhibits considerable mining value. If the predictive data can be effectively combined with the historical data, the prediction effect will be significantly improved. Based on the above considerations, this paper selects to employ the model that is suitable for processing high-dimensional data and supporting the parallel learning, namely LightGBM [8] , combined with the historical datasets to predict the air quality. With this method, we use the historical air quality data within the latest 144 hours and the future 24-hour weather forecast data to carry out the time-related feature mining and to construct the relevant statistical features, and then we are enabled to predict the PM2.5 concentration at the 35 air quality monitoring stations in Beijing. After preprocessing the data, we use the sliding window mechanism to increase the feature dimension to 2262 and expand the data volume to millions of items, through which a higher accurate prediction model could be established.
In the process of conducting air quality predictions, we are facing many challenges. First, the air quality is always affected by a variety of factors, such as traffic factors [9] , big events, etc. Such the impact factors are difficult to acquire or model in advance [10] , [11] . Second, the air quality exhibits high uncertainty in the time dimension [12] , [13] . As shown in Figure 1 , the PM2.5 pollutant concentration values of the given air quality monitoring station at the same moment along the two days is hugely different. Moreover, even during the same day, the PM2.5 concentration value varies a lot, and the difference between the highest and lowest concentration values could reach 100 (mg/m 3 ). Third, the geographical distribution of the air quality monitoring stations presents a significant difference among the pollutant concentration values. As shown in Figure 2 , within the same day, the pollutant concentration curves of three different monitoring points in Beijing showed significant differences due to their different locations. Among them, tiantan_aq and dongsi_aq are two monitoring stations that are relatively close to each other, and huairou_aq is a suburban monitoring station. We could find from the figure that even in the same period, there is still a tremendous difference in the concentration of pollutants at each site, and the concentration of pollutants at the suburban station is relatively low. Fourth, due to various uncontrollable factors, the data we obtained may be lack of a certain amount of values, such as missing timestamps or monitoring data values. Table 1 reports the lack of air quality data in the real dataset. In the dataset mentioned in Table 1 , the number of missed PM10 parameters, as an essential feature, reaches tens of thousands, which has a significant impact on the efficiency of the model. Therefore, it is necessary to design and construct a reasonable and effective data complementing method for reducing data noise, and it is also one of the popular research issues in data science research field [14] .
In the face of the above challenges, we turn to the Light-GBM model with combining historical data with predictive data to construct high-dimensional time features and to use ''whether the given date is a working day'' as an external factor. In the spatial dimension, we model each air quality monitoring station and use the relevant information of the stations as one of the spatial features. In dealing with the data missing problem, we propose a method of combining linear interpolation [15] with machine learning and design the corresponding schemes for data item missing and timestamp missing.
The research of this paper mainly includes the work as follows:
1) Based on the LightGBM model, we propose to combine predictive data and historical data to construct the dataset to carry out air quality prediction, in which the forecast data is used to mine time features and improve prediction accuracy.
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2) We construct the multidimensional statistical features to further explore potentially highly relevant features and experimentally validate the positive effects of statistical features in the prediction process. 3) We propose a sliding window mechanism to increase the amount of training data and to construct the highdimensional time features by deeply mining the time correlation to improve the prediction accuracy of the model. Concerning the severe impact of PM2.5 on the human body and the social economy, how to effectively control PM2.5 is an urgent problem to be solved. If the PM2.5 concentration can be predicted, the targeted measures can be taken in advance to control the generation of atmospheric pollutants and prevent atmospheric pollution, thereby effectively reducing the harm of PM2.5 to the human body. In the aspect of PM2.5 concentration prediction, the commonly known model schemes include the time series model, the regression model, the data mining model, etc.
In this paper, we construct three feature groups and identify the critical information related to PM2.5 concentration values by incorporating timing features, statistical features, and weather forecast features to find potential vital features. On this basis, we suggest a model fusion scheme to perform time series prediction using the multiple models and to perform weighting fusion on the model results. In this way, we can reduce the impact of random fluctuations in a single observation and, at the same time, play the independence among the models, which enables the model under the comprehensive learning to produce better prediction effect and performs the final prediction result more reliable and stable.
The main contributions of this article include: 1) We propose a timing window sliding-based method of constructing features and extend to develop more data samples based on window sliding. The correlation of PM2.5 concentration in time series is explored to capture its trend in time. 2) We select the PCA dimension reduction method to extract the principal components in the weather forecast information to reduce the negative impact of redundant features. In the experiment, it is verified that the PCA dimension reduction can improve the prediction effect. 3) According to the contribution of the feature group in the integrated model training process, we select the particular features according to the features' critical levels to reduce the negative impact brought by the redundant features. 4) We propose a multi-model fusion scheme, in which the weighting fusion of LightGBM, Xgboost, GBDT and other models with better performance is carried out to exploit the advantages of these models, to achieve the complementarity of the model effects. The experiment shows the multi-model fusion scheme as a better effect on multiple indicators than a single model.
II. RELATED WORK
At present, the methods for air quality prediction are mainly based on simple regression models or neural networks [16] . For example, Zheng et al. [17] proposed a hybrid prediction method that combines a linear regression-based temporal prediction method with an ANN-based spatial prediction method to achieve the prediction of pollutant concentration. Zhang et al. [18] proposed the parallel random forest algorithm to establish the air quality prediction model. Gao et al. [19] verified the feasibility of using the neural network model to predict the concentration of air pollutants, but the author only used six meteorological features and time variables. Although the above methods have made some progress, they are with some limitations and are especially unsuitable for processing a significant amount of data. Their training efficiency is relatively low and lack of deeply mining temporal features. Zheng et al. [20] proposed a collaborative training framework consisting of a spatial classifier and a time classifier to provide fine-granularity air quality prediction in real time using the related features as input. Hsieh et al. [21] designed an inference model based on the urban dynamic monitoring data and constructed the methodology of recommending the location of placing air quality monitoring stations by integrating the entropy minimization model. Both of the above methods were used to infer the air quality of the entire city in real time, rather than predicting the air quality for a future period.
To satisfy the forecasting requirements under large-scale data conditions, some researchers proposed deep learning methods as the solution. Wang and Song [22] proposed the STE model, which is a fusion model that deals with the temporal characteristics, spatial characteristics, and weather correlation, especially in the temporal predictor, based on deep LSTM to learn long-term and short-term dependencies. Huang and Kuo [23] proposed an LSTM-based network to predict urban air quality. The above methods all used the deep learning model LSTM to capture temporal features, but they are based on the historical data, e.g., the historical air quality data, and rarely treat the prediction data that are with strong correlations. Although Wang and Song [22] used the forecasting data in the prediction work, the author only used it as the historical meteorological feature. In contrast, we use the actual meteorological data as the meteorological feature, employ the predictive data as a new feature to construct the prediction scheme in this paper and further construct the statistical features to improve the accuracy of the model by deepening relevant features.
In this paper, based on the LightGBM model that is suitable for processing large-scale data, we use the spatial big data with integrating the predictive data to construct the prediction models based on the historical data sets, i.e., the air quality features, explored temporal features and the relevant statistical features, with which we are going to propose a more accurate air quality prediction solution.
III. THE STUDY
In this section, we elaborate the research work that takes LightGBM as the prediction model. To pursuit better prediction result, we firstly make preprocessing onto the collected data. Then we employ the sliding window means to enrich the training data quantity along constructing the high-dimensional features. We finally integrate the features through building up statistical feature and extending to cover the weather forecast feature besides dealing with the temporal, meteorological and air quality features. Supported by the above mentioned procedures, the built model reflects better fitting effect.
A. SOLUTION STATEMENT
The LightGBM model is an improved scheme proposed on the basis of GBDT and XGboost [24] . It could enhance the stuck computing efficiency of GBDT when processing large amounts of high-dimensional data. Compared with GBDT, LightGBM has higher training efficiency, lower memory footprint, and supports parallel learning, which can significantly improve operational efficiency and accuracy, so it is very suitable for training the massive high-dimensional data.
In the process of data training, after a series of processing, the dimension of the data would rise to more than one million. Therefore, the training model needs to have a faster training rate, relatively lower memory cost, and higher accuracy. Correspondingly, LightGBM is the particular solution satisfying the above requirements.
Because LightGBM uses a histogram-based segmentation algorithm to replace the traditional Pre-Sorted algorithm in the process of traversing the optimal segmentation point of the feature, which does not need extra space to store the presorted results and support to only save the discretized values of the features. The memory consumption and computational cost are thus significantly reduced. Meanwhile, LightGBM employs a leaf-wise leaf growth strategy achieving a more efficient leaf growth to replace the traditional level-wise strategy. Given all the leaf nodes of the focal one, the strategy enables to find the leaf node of the highest split gain. The leafwise strategy reduces and reduces errors with better accuracy.
In this paper, we select to employ LightGBM as the prediction model for solving the high dimensional data.
As follows, we will introduce the preprocessing process of the original data and the corresponding data cleaning work including the data fusion, the data exception handling, the missing data processing, and the construction of training data based on the sliding window.
B. DATA FUSION
The raw data is fused to create the multidimensional data features for each of the air quality monitoring stations.
First, we execute the initial integration between the grid dataset and the station related dataset. In Figure 3 , the blue colored points represent the grid reference points, and the red colored points represent the actual positions of the air quality monitoring stations. Since the grid reference points are evenly distributed in the area, some of the reference points are relatively close to the air quality monitoring stations. Therefore, we select the meteorological information of the grid reference points that are closest to the monitoring stations as the meteorological features at the stations. Similarly, when processing the meteorological dataset, the weather information of the weather stations closest to the monitoring station is used as the weather information of the corresponding station. In this way, the air quality features and meteorological features of each monitoring station can be obtained, and the specific process is shown in Figure 4 .
C. OUTLIER PROCESSING
Outlier detection is mainly used to find the data samples that are out of the normal range and normalize them to reduce data noise. In this paper, we consider that the temperature data samples greater than 40 • C or less than −30 • C, the pressure data samples greater than 2000 kPa, the humidity samples greater than 100%, and the wind direction more than 360 • degrees or less than 0 degrees are anomalous data and propose to fill the data with the linear interpolation method. In particular, referring to the PM2.5 concentration data samples whose value is more than 500, we also identify them as the outliers and assign the corresponding values to NAN, which is dealt with according to the method proposed in Section 2.3. Moreover, as shown in Figure 5 , we need to determine the sudden change in the pollutant concentration in the continuous data samples. In this paper, we consider that after continuous smog weather, if there is strong windy weather, the corresponding pollutant index will drop sharply. Therefore, we choose to retain such data change characteristics and not treat it in further.
D. MISSING VALUE PROCESSING
As shown in Table 1 , there would exist data missing in the collected data provided by the monitoring stations. Through investigating, we found that the PM10 and CO data are missing a lot. In further, we categorize the data missing phenomena into two cases, i.e., data feature missing and timestamp missing.
Referring to the data feature missing, we employ to integrate the linear interpolation and the random forest means to fill the missing features. Concretely, we use the linear interpolation to fill the missing data concerning the meteorological features such as temperature, pressure, wind speed, etc., while we utilize a random forest-based machine learning algorithm for training the model with the complete dataset to predict the missing values of PM10, PM2.5, O3, SO2 and other features that are of strong correlation. According to counting the obtained dataset, the amount of missing timestamps is 841. Considering that the missing timestamps would have an impact on the accuracy of the prediction results, we adopt the solution reflected by formula 1 to fill the missing data that continuously lasts less than 5 hours at the 35 stations.
insert_for +(for_step/all_steps)×(insert_back −insert_for)
E. SLIDE WINDOW-BASED ESTABLISHMENT OF TRAINING DATASET
We use the sliding window mechanism to increase the amount of training data to establish the training dataset, and support to construct high-dimensional temporal features for improving the prediction accuracy. Figure 6 depicts the sliding windowbased process of treating the data. Specifically, the feature window includes the historical air quality data and weather data during the past 144 hours (the window span is 144 * n, in which n denotes the number of features), and the future 24-hour weather forecast data collected in the weather forecast dataset (The window size is 24 * n). The label window includes the PM2.5 concentration data for the next 24 hours to predict (the window size is 24 * 1), and the window slides in steps of 1 to build the high-dimensional features and labels.
In this way, we could increase the amount of training data up to one million through the sliding window mechanism, thereby further improving the predictive performance of the model.
F. FEATURE INTEGRATION
Feature integration is to deeply mine the features that would significantly influence the predictors to endow the prediction model possess the predictive capability of complex nonlinear models under the high-dimensional features. In other words, feature integration enables to create the features with domain knowledge for reflecting the human understanding of the influences concerning complex problems. In this paper, we select to deal with four characteristics, i.e., the temporal feature, the meteorological feature, the predictive data feature, and the statistical feature. Table 2 specifies the critical parameters for constructing the highlighted features.
1) Temporal feature. Since the variation of the pollutant concentration is related to the temporal features, we choose to take the daily hour, the days of the week, the day of the month, Isweekend status, and the historical air quality data during the past 144 hours (cf. Table 2 for details) as the characteristic data. Figure 7 depicts the daily average concentration variation of PM2.5 at the monitoring station in name of aotizhongxin_aq during one month. We discover that the pollutant concentration during working days is higher than that of the weekend and we think that may be due to the massive flow of people on working days and the excessive emissions of vehicles, which have an inevitable impact on the air quality. 2) Meteorological feature. Since the weather parameters such as the temperature, weather, wind speed, and wind direction have an impact on air quality, we believe that they could also influence the variation of the pollutant concentration. For example, as shown in Figure 8 , the 24-hour PM2.5 concentration at the aotizhongxin_aq monitoring station is much higher during the thunderstorm weather than that during sunny weather. Besides, we also incorporate the humidity, pressure, and wind speed into the meteorological feature. 3) Predictive data feature. We use the weather forecast data for the next 24 hours as the predictive data feature that includes the temperature, pressure, humidity, weather and other characteristics over the next VOLUME 7, 2019 24 hours. In the further content concerning the model training, we demonstrate the feasibility and contribution of predictive data features to the air quality prediction. 4) Air quality feature. Based on investigating Figure 9 , we find a strong correlation between the O3 concentration and the temperature, CO, weather characteristics. Notably, we find from Figure 10 that the correlation between the CO and the PM10, PM2.5 concentration is the strongest and the correlation coefficient between the CO and the NO, SO2 parameters is also higher than 0.3, i.e., a strong correlation. Therefore, we use the CO, SO2, NO2, O3 and PM10 concentrations that are with strong correlation during the latest 144 hours as the air quality characteristic parameters. 5) Statistical feature. Based on the above features, we then construct the statistical feature including the average, maximum, and minimum concentrations of PM2.5, O3, and PM10 during the previous day, the latest three days, 
and the latest five days. Moreover, we also consider the average concentration ratio between PM2.5, O3, and PM10 during the previous day and the latest three days (see Appendix 2 for details). By constructing the statistical feature, we could deeply mine the correlation among the data features to improve the prediction accuracy.
G. MODEL TRAINING
The research work of this paper is to use Beijing historical air quality, meteorological and weather forecast datasets to predict the concentration of PM2.5 of the air quality monitoring stations all over Beijing in the next 24 hours based on the LightGBM model. We preprocess the air quality and meteorological data and then organize the feature integration to construct the past 144-hour historical temporal, statistical, forecasting and other features associated with the sliding window mechanism. The features are combined with the 24-hour forecast feature to form a high-dimensional training sample as the training data of the LightGBM model (in this paper, the training data denoted as the sample set X ).
By constructing a histogram, LightGBM discretizes the continuous features of the input into different bins and traverses to find the best segmentation point. Algorithm 1 specifies the steps in this paper to find the best segmentation point using LightGBM. The purpose of the algorithm is to find the feature with the largest gain and its division value for each leaf node of the current iterator to split the leaf node. We take the data sample X as input and use GBDT as the current iterator. First, for each leaf node, all its features are traversed (i.e., air quality feature, statistical, predictive features, etc.) and a histogram (denoted as H ) for each feature is then constructed. Each histogram stores two types of information, i.e., the sum of the gradients of the samples in each bin (denoted as H [f .bins [i] ].g) and the number of samples in each bin (denoted as H [f .bins[i]].n). As follows, all the bins are traversed, which is further accelerated by introducing the histogram difference, that is, the sum of all the gradients of the bin to the right (denoted as S R ) and the number of samples (denoted as n R ) can be calculated through the difference operation between the gradient sum (denoted as S p ) as well as the total sample size (denoted as n p ) and its sibling node gradient (denoted as S L ) as well as the number of samples (denoted as n L ). Finally, the difference (denoted as loss) could be obtained. The feature and the division value corresponding to the maximum loss are the optimal division feature (denoted as f m ) and the optimal segmentation value that we need to determine concerning the current leaf node p (denoted as v m ).
The model is further optimized by the grid search. Through a number of iterations, we obtained the stable prediction results.
IV. EXPERIMENT FOR VERIFICATION
In this paper, we build up the prediction based on LightGBM, with which we integrate the historical air quality data and weather forecast data. Through the data fusion, data preprocessing for building up the prediction model, we utilize the high dimensional training dataset as input and train the model to predict the PM 2.5 pollutant concentration of the 35 monitoring stations for the future 24 hours. According the verification by the experiments, we find that the LightGBMbased approach outperform other solutions.
A. CONFIGURATION
We used the air quality data, meteorological data, and realtime weather forecast data produced at the 35 air quality monitoring stations in Beijing from March 31 to May 31, 2018, to evaluate the prediction model proposed in this paper. We trained the model using 3/5 data samples in the dataset and tested it with the remaining 2/5 data samples.
1) DATA SPECIFICATIONS
• Air quality dataset: It contains the air quality data of the 35 air quality monitoring stations in Beijing from 2017 to 2018. Each data item of the dataset contains the id, timestamp, PM2.5 concentration, PM10 concentration, NO2 concentration, CO, O3, SO2 concentration respectively measured at the air quality monitoring stations. Table 3 provides the statistical description of the leading indicators in the air quality dataset, including the maximum, minimum, and average values of the contained data. We found that the PM2.5 concentration varies from 2 to 1004 (µg/m 3 ), and the maximum concentration value has exceeded the upper limit of the severe air pollution range. So it is necessary for us to employ data cleaning treatment. Figure 5 shows the PM2.5 concentration trend curve of the aotizhongxin_aq monitoring station within one year. From Figure 5 , we discovered that the variation of the PM2.5 concentration emerges a certain periodicity and trend and the PM2.5 concentration in winter was higher than that in summer. We speculate that the condition may be due to the burning of coal during the urban heating in winter.
• Meteorological dataset: It describes the historical meteorological data of the 18 weather stations in Beijing from 2017 to 2018, which is mainly collected by the meteorological instruments. Each item of the dataset includes the weather station id, weather station latitude, longitude, temperature, pressure, and other information. Table 4 provides the statistical description of the leading indicators in the meteorological dataset, including the statistical information such as the maximum, minimum, and average values of each parameter. As shown in the table, the temperature data ranges from -21.3 to 999999 ( • C), with an average of 38.18 and a maximum of 999999, i.e., there exists noise data in the dataset and data cleaning is required. Figure 11 depicts the weather conditions in Haidian District during the year, from which most of the weather conditions are sunny while sometimes the weather is hail. Figure 12 illustrates the location distribution of the weather stations and the air quality monitoring stations. The red points are the locations of the meteorological monitoring stations.
As shown in the figure, the weather stations are evenly distributed all over the city area, and most of the weather station locations are not coincident with that of the air quality monitoring stations.
• Historical grid data: Grid meteorological data is collected from integrating the measured data at the multiple VOLUME 7, 2019 stations, the satellite image data, and the other data sources, and the grid positions are evenly distributed all over the area. Therefore, any GPS coordinates can return the grid data. The grid dataset describes the historical meteorological data for the 651 grid points in Beijing from 2017 to 2018. Figure 3 exposes the locations of 651 grid points in Beijing and the locations of all the air quality monitoring stations, in which the blue points represent the grid points. In the dataset, each row describes the latitude and longitude information and the meteorological information of each grid point, including the temperature, pressure, and wind speed. The grid meteorological information is the reference description of meteorological data within one geographical area, i.e., the meteorological information of every point evenly distributed within the target area.
• Information data of air quality monitoring stations: It describes the station id of the 35 air quality monitoring stations in Beijing and the latitude and longitude information of the stations. The dataset contains two urban air quality monitoring stations, eleven suburban air quality monitoring stations, seven control areas, and five traffic pollution monitoring situations. As shown in Figure 12 , the red marks represent the locations of the air quality monitoring stations that distribute all over Beijing. Figure 2 shows the PM2.5 concentration trend curve of two urban air quality monitoring stations and one suburban air quality monitoring station during one day. It can be seen from the figure that the pollutant concentration variation corresponding to the air monitoring stations in different regions is different. The trends of pollutant concentration in the adjacent stations are similar, while the trends of pollutant concentration in the distant stations are entirely different. The pollution concentrations of the suburban air quality monitoring stations are lower than that of the urban air quality monitoring stations.
• Weather forecast data: It is the historical forecast information obtained from the weather forecast websites and describes the historical weather forecast data of each time stamp at the 35 air quality monitoring stations. Each row of the dataset specifies the temperature, humidity, pressure, weather and other information.
2) BENCHMARK
We compare the approach presented in this paper with the following benchmark methods. 1) Gradient Boosting Decision Tree (GBDT): It is an iterative tree model based on residual learning for gradient enhancement. It can be used to deal with all regression problems and binary-classification problems and has received many interests in recent years. 2) Extreme Gradient Boosting (XGboost): It is a more efficient iterative tree model based on GBDT, with more efficient processing performance, can prevent over-fitting and consume less memory. 3) Catboost: It is a boosting-based machine learning algorithm developed by Yandex Company, which is suitable for processing various types of big data analysis and classification problems and has good prediction performance. 4) Deep Neural Network (DNN): It is a deep learning network structure consisting of an unsupervised two-layer stack autoencoder that learns by extracting features and regression layers for prediction.
3) EVALUATION FUNCTION
To validate the model effectiveness, we evaluate the prediction model using three evaluation functions, i.e., Symmetric Mean Absolute Percentage Error (SMAPE), Mean Square Error (MSE), and Mean Absolute Error (MAE).
B. EXPERIMENT RESULTS
We conducted a series of experiments to evaluate the prediction model proposed in this paper. First, we compare the model with some of the previous work, including regression models and neural network models. Second, we explored and validated the correlation of statistical features and the advantages of incorporating predictive data into the prediction approach.
In this section, we visualize the experimental results. The fitting curve in Figure 13 shows the predicted fitting effect of the proposed model on the test set, and Figure 14 shows the scattering of the actual and predicted values. Through observing Figure 14 , we find that the trend of the prediction curve is basically consistent with the trend of the actual value curve and the predicted value has a positive linear relationship with the real value. The slope of the regression curve is 1.07, which proves that the proposed model has a good fitting performance. Table 5 lists the results of all models under three evaluation indicators, in which we highlight the best results for each evaluation criterion in the test set in bold.
1) DATA SPECIFICATIONS
By observing and analyzing the experimental results, we found and summarized as follows. Compared with the boost method, the neural network model shows the worst effect under the three evaluation indicators. The reason may be that the network model is more suitable for automatically mining the features of the original dataset with the neural network and the tree model is more suitable for the tree model to dig the deep features based on data exploration under high dimensional training datasets. Among the boost methods, Adaboost showed the worst performance. The difference between GBRT and XGboost was not obvious under the three evaluation indicators. LightGBM showed the best performance according to the three evaluation indicators. Since LightGBM is a histogram-based algorithm that supports parallel learning, it thus has the better ability to process high-dimensional big data compared with the other boost algorithms, showing faster training rate and higher accuracy. In order to verify the contribution of incorporating the predictive data in the prediction process, we replaced the dataset used by the model, i.e., only employ the historical dataset as the training data without any predictive data. The experimental results show that the performance of the model under the SMAPE evaluation indicator is reduced by about 0.07 compared with the experimental results of retaining the predictive data in the dataset and without the predictive data. Under the RMSE evaluation index, the evaluation score dropped the most, reaching about 1.0. Under the MAE evaluation indicator, the evaluation score dropped by about 0.25. It implies that the dataset combined with historical data and predictive data has significantly improved the performance of the model, which confirms the performance advantages brought by the use of the predictive data.
C. DATA FEATURE CONTRIBUTION
In order to evaluate the validity of the basic features and statistical features, we enumerate the top 20 features in Figure 15 by their feature importance. Among them, the first eight features contain five statistical features, and the first 20 features include 11 statistical features and six predictive features, which verifies the feasibility and effectiveness of using statistical features and the predictive correlation features in this paper.
V. CONCLUSION
In this paper, we use the LightGBM model to process the high-dimensional data to predict the PM2.5 concentration in the 24 hours based on the historical datasets and predictive datasets. We proposed a predictive data feature explorationbased air quality prediction approach. The approach enables to deeply mine and explore the high-dimensional time-related features and statistical features based on the exploratory analysis of big data. We utilize the sliding window mechanism of increasing the amount of training data to improve the training effect of the model and employed the air quality historical dataset of Beijing to evaluate the prediction model. The experimental results show that the approach outperforms the other baseline models. By incorporating the predictive data, the performance of the model could be improved under three evaluation indicators compared with the similar scheme using only the historical dataset. Meanwhile, the inclusion of statistical features in the prediction approach also has a good effect on improving the prediction performance. The approach proposed in this paper can effectively use the predictive data to deeply explore high-dimensional features, improve the model's ability to understand data, and is suitable for mining the features with strong correlation to the prediction objectives. 
