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Abstract—Null pointer exceptions, also known as null derefer-
ences are the number one exceptions in the field. In this paper,
we propose 9 alternative execution semantics when a null pointer
exception is about to happen. We implement those alternative
execution strategies using code transformation in a tool called
NPEfix. We evaluate our prototype implementation on 11 field null
dereference bugs and 519 seeded failures and show that NPEfix is
able to repair at runtime 10/11 and 318/519 failures.
I. INTRODUCTION
Null pointer exceptions, also known as null dereferences are
the number one exceptions in the field [9]. Li et al. found
that 37.2% of all memory errors in Mozilla and and Apache
are null dereferences [9]. It is an inherent fragility of software
in programming languages where null pointers are allowed,
such as C and Java. A single null pointer can make a request
or a task to fail, and in the worst case, can crash an entire
application.
In essence, a null pointer exception is a violation of an
assumption of the programmer: at this line, the variable about
to be dereferenced is never null. However, in practice, the
execution of a single line can result after a complex and long
sequence of computation events, resulting in a violation of this
assumption. Naturally, Kimura et al. [8] found that there are
between one and four null checks per 100 lines of code on
average.
There are two ways to combat null pointer exceptions. The
first one is to forbid them upfront, and to ensure with static
analysis than no null variable can ever be dereference. The
second is to provide an alternative execution semantics when
the null pointer exception happens. In this paper, we explore
the second path. We define and evaluate 9 alternative execution
semantics, which we call “strategies”.
The strategies are categorized in two groups. The first group
is about providing an alternative value when a null dereference
is about to happen. This value can come from elsewhere
in the memory (i.e. a valid value that is stored in another
variable), or it can be manufactured on the fly. The second
group of strategies is about skipping the execution of the null
dereference. It can be either skipping a single statement or
skipping the complete method. All strategies are applicable
for any arbitrary objects, incl. instances of library classes, and
instances of domain classes.
We implement those alternative execution strategies using
code transformation. We design transformations that detect
null dereferences just before the happen, and transformations
that insert hooks for activating a given strategy at runtime. In
our prototype implementation, the transformations are done on
source code for Java programs. The prototype system is called
NPEfix.
To evaluate NPEfix, we perform two different experiments.
First, we reproduce 11 null pointer exceptions that happened
in-the-field from open-source software and were reported in
bug trackers. For each of those bugs, we transform the appli-
cation code, run the crashing test case and see whether NPEfix
repairs the problem. Second, we seed potential null deref-
erences at a larger scale. For three open-source projects, we
remove all null-checks and run the test suite that comes with
the project. The execution of the test suite involves a number
of null values, which trigger null pointer exceptions due to the
removed checks. In total, NPEfix is able to automatically repair
at runtime 10/11 field failures, and 318/519 seeded failures.
To sum up, the contributions of this paper are:
• A set of 9 alternative execution strategies to repair null
dereference failures.
• A set of code transformations for allowing the configurable
activation of those strategies at runtime.
• NPEfix, an implementation in Java of our technique that
is publicly available on GitHub for supporting research on
this topic.
• The evaluation of NPEfix on 11 field null dereference bugs
and 519 seeded failures.
The remainder of this paper is organized as follows. Section
II presents our approach for repairing null pointer excep-
tions at runtime. Section III presents the implementation of
of our approach in a tool called NPEfix. Section IV details the
evaluation on 11 field null dereference bugs and 519 seeded
failures. Section V presents further analyzes and potential
issues. Section VI presents the related works and Section VII
concludes.
II. REPAIRING NULL POINTER EXCEPTIONS AT RUNTIME
In this paper, we aim at automatically armoring software
against crashes due to null dereferences. Our technique, called
NPEfix, is based on two main steps: detecting potentially harm-
ful null dereference at runtime, and providing an execution
semantics alternative to crashing.
A. Detecting Potentially Null Dereferences
Our final goal is to repair null dereferences failures at
runtime. There are two main ways to repair a failure. First,
one can wait for the bug to happen, then deal with the error.
Second, one can act before the bug happens and avoid the
error. We decide to focus on the second way, i.e. to deal with
the root cause of the bug.
Our detection of potentially harmful null dereferences is
done in two steps. First, we assess, each time a variable is
going to be dereferenced, that this reference is null or not.
This is done through additional checks added with source code
transformation.
However, when a null dereference happens, it does not
mean that there is a bug in the application. In Java, when
a null dereference occurs, an exception is thrown (e.g.
ar
X
iv
:1
51
2.
07
42
3v
1 
 [c
s.S
E]
  2
3 D
ec
 20
15
Strategy Id Description
re
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t reuse
local S1a local injection of an existing
compatible object
global S1b global injection of an existing
compatible object
new
local S2a local injection of a new object
global S2b global injection of a new ob-
ject
sk
ip
pi
ng
line S3 skip statement
m
et
ho
d
null S4a return a null to caller
new S4b return a new object to caller
reuse S4c return an existing compatible
object to caller
S4d return to caller (void method)
Table I
NPEFIX’ ALTERNATIVE EXECUTION STRATEGIES UPON NULL
DEREFERENCE FAILURES.
NullPointerException in Java). If this exception is caught
at some point upper in the execution stack, it means that the
application already contains a way to handle this error. In other
words, the dereference has been anticipated by the developers
and cannot be considered as a bug.
On the opposite, when the exception thrown by the null
dereference cannot be caught by the application, it means that
the error is harmful, it will crash the application. To detect
those uncaughtable harmful null pointer exceptions, we build
and maintain a runtime model of the try-catch of the stack,
which will be discussed in Section III-A.
B. Repair Strategies
When an harmful null dereference is going to happen, there
are two main ways to avoid it. First, one can replace the
null reference by a valid object, this way it will no longer
be a null dereference. Second, one can skip the problematic
statement, and no null dereference will occur. We refine those
two techniques in 9 different strategies to repair null deref-
erence failures. A strategy is a set of actions which modify
the behavior of the application in order to avoid the null
dereference.
1) Strategies based on Null Replacement: One way to avoid
a null dereference to happen is to change the reference into
a valid instance. What object can be provided to replace the
null reference? We can inject an existing value (if one can be
found) or a new value (if one can be constructed). To facilitate
the presentation we will use the following symbols. r is a
reference and s a statement dereferencing r. We basically want
r to reference a valid (non-null) value v.
In both cases, the first thing to know is the required type.
In Java, this can be either a dynamic type of r (if not-null) or
a static type T dereferenced by s. The fact that the program
compiles implies that the type of r is the same as, or a subtype
of, the required type T . So a valid replacement object is of
compatible type, that is all subtypes of T.
Let us consider the case of injecting an existing object. The
set S of the accessible objects is composed of the local variables,
the method parameters, the class fields of the current class and
all the other static variables. This set is built and maintained
at runtime thanks to code transformation. Once S is known, to
obtain a valid object when a null dereference happens, we filter
S to only select the set of all well typed and non-null values
V. The two S1 strategies consists in testing all those values v
in V one by one.
Let us consider the case of creating a new value. We statically
know all the possible types for r. First, we filter those types to
keep only the non-interface, non-abstract ones. Then we try to
create a new instance of each of those types (using reflection).
The two S1 strategies (S1a and S1b) consist in testing all the
successfully created instances one by one.
When a new object is provided on the fly in place of the
null dereference, it can be injected in the execution globally or
locally. Global injection consists in providing an object (whether
already existing or newly created) and assigning it to the null
variable. Local injection consists in replacing one null reference
to a valid object, without modifying the null variable itself.
This impacts the rest of the execution. For global injection, all
the other statements using r will now perform their operations
on v instead of on null. For local injection, all the possible other
statements using r will still perform their operations on null.
For local injection, it is likely that the new object v is not stored
anywhere else in the state after the execution of s (except if it
has been stored during s, as a side-effect of its execution).
There are advantages and disadvantages for both kinds
of injection. The advantage of making a local modification
(using r’), is that we change as little as possible the state of
the program. But the corresponding disadvantage of a local
modification is that we let a null reference (r) in the program,
if r is dereferenced again afterwards, we eventually have to do
this choice again. On the contrary, global injection permanently
solves the nullity of r, but with a greater impact on the
execution.
This sums up in 4 possible strategies for the null replacement
(see Table I): use an existing value locally (S1a), use an existing
value globally (S1b), use a new value locally (S2a) and use a
new value globally (S2b).
2) Strategies based on Statement Skipping: The second pro-
posed way is to skip the statement where a null dereference
would happen. There are different possible skips.
The strategy S3 consists in skipping the problematic state-
ment and allows us to avoid the null dereference at this
location. We also propose a family of strategies which consists
in skipping the rest of the method. For skipping the rest of
the method, there are two possibilities to consider. Either the
method returns nothing (void), and we can just return to the
caller (strategy S4d), or the method expects a return value. If
the method expects a return value, we have to choose what to
return to the caller and we consider three possibilities. First, we
could return null, this is may look meaningless, but is actually
a reasonable option because it is possible that the caller has a
non-null check on the returned object. Second, we could search
in the set of the accessible values one which corresponds to the
expected return type and return it. Third, we could return a
new instance of the expected type. Those three strategies are
respectively called S4a, S4c and S4b.
All strategies are listed in Table I. The table represents the
different dimensions of the analysis: replacement vs skipping,
local vs global, reusing objects vs creating new ones. For each
strategy, the corresponding code that needs to be injected is
shown in the last column.
Input: Application A
begin
instrument A
while main loop
do
if dereference is about to happen then
if the null pointer exception will be caught
then
continue the execution
else
Sp ← untried strategies at crash point
s←select randomly in Sp
apply s
mark s as tried
if current task succeeds then
deploy the strategy permanently
suggest patch to developer
Figure 1. The Main Algorithm of NpeFix.
C. Strategy Exploration
Now that we have defined alternative execution strategies,
we need a way to explore them at runtime. The algorithm of
Figure 1 describes how strategy exploration is done within
NPEfix. NPEfix takes as input an application A. First, it in-
struments A with the transformations described in Section III.
Then, we assume that the application has a main loop, which is
the case for most long running applications such as server-side
applications, reactive applications and GUIs.
When a dereference is about to happen, we first check that
the exception will be caught using the runtime model of try-
catch blocks. If the exception will be caught, NPEfix proceeds
with the normal execution. If the null pointer exception is
about to crash the application, we perform the following
actions. First, NPEfix selects the alternative strategies Sp that
have never been applied at this crash point p. They may be
strategies which have never been used before at p, e.g. return
instead of line skipping, or parametrized strategies with new
parameters (e.g. return an object x after the unsuccessful trial of
returning y). One strategy is then randomly picked in Sp. Then,
the strategy is applied and is marked as tried. This marking
enables us to never try twice the same unsuccessful strategy.
If the strategy succeeds (no more errors happen), we deploy
the strategy permanently at this crash point, which means that
upon the next occurrences of the crashing null dereference, this
valuable strategy will be automatically applied. In addition, a
patch is suggested to the developer.
Indeed, there is always a correspondence between a runtime
alternative strategy and a source code patch. For instance,
let us consider strategy S1b, where the null variable a is
replaced at runtime by variable b. This corresponds to the
patch if (a==null) a.foo(); else b.foo();. A produc-
tion version of NPEfix would automatically send a patch email
to a developer mailing list or automatically create a pull request
on GitHub based on the successful application of a strategy.
III. IMPLEMENTATION
In this section, we present the implementation of the main
different parts of the NPEfix framework.
// before transformation
try{
// codeA
} catch (TypedException te){
// codeB
}
// after NPEfix transformation
int tryId = catchStack.getFreeId();
try{
catchStack.add(tryId, TypedException.class, AnotherTypedException
.class);
// codeA
} catch (TypedException te){
catchStack.remove(tryId);
// codeB
} finally {
catchStack.remove(tryId);
}
Listing 1. Code Transformation for Maintaining a Catch Stack at
Runtime
A. Maintaining a Catch Stack at Runtime
At any code location during the execution, we want to know
whether a null dereference may harm the application, where
harmful is defined as the deference triggering an uncaught
exception in the current thread (NullPointerException in
Java). In other words, we want to know whether the null
pointer exception will be caught somewhere in the execution
stack. To do it, we use a code transformation that inject and
maintain a stack of all exceptions that can be caught. To know
if a given exception will be caught at a given moment in the
execution, we look at whether this exception type corresponds
to one of the types in the stack.
The injection is done with program transformation. A source
code transformation injects method calls at the beginning and
the end of each try block and catch block. Listing 1 shows how
this works in practice. The method call to catchStack.add
informs the framework that the execution enters in a try body
which is able to catch the types given as parameter. The method
calls to catchStack.remove inform the framework that the
executions exits the body of the given try. At the end of every
try, we remove the caught type from the stack.
There are three possibilities to exit the body of a try block:
1/ no exception is thrown: the end of the try is the end of
the execution of the try (after codeA), 2/ a caught exception
is thrown: the end of the try is the beginning of one catch
(in the middle of codeA, just before codeB in Listing 1 ), 3/
an uncaught exception is thrown: the end of the try is the
beginning of the finally block (in the middle of codeA). To
know when the try is finished we also add the call to remove
at the beginning of every catch and at the beginning of the
finally. In the cases 1/ and 3/, the remove call on the finally
block allows us to know that the try is finished. In the case 2/
the call on the corresponding catch block alerts the framework
that the try is finished. In this case, method remove is called
twice, when the catch block is executed and in the finally block.
This is not an issue, the framework knows that the try is no
longer at the top of the stack and will not remove another try
from the stack.
B. Detecting Null Dereference Before They Happen
To detect null dereferences before they happen, we use a
program transformation as follows. We transform each method
//before modification
o.doSomething();
// after NPEfix transformation
checkForNull(o).doSomething();
// with static method
public static Object checkForNull(Object o){
if (o == null) // null dereference detected
if (cannotCatchNPE())
switch (STRATEGY) {
case s1b: return getVar(currentMethod());
...
}
return o;
}
Listing 2. Detecting Harmful Null Dereferences With Code
Transformation
public void method(){
...
Object a = {expr};
a = {expr2};
...
}
public void method(){
int id = getFreeId();
startMethod(id, this);
...
Object a = initVar({expr}, id, "a");
a = modifVar({expr2}, id, "a");
...
endMethod(id);
}
Listing 3. Maintaining a set of variables as pool for replacement at
runtime
call and field access to a variable to insert a check. This is
shown in Listing 2.
The call of doSomething that is originally present is
now made on the result of method checkForNull. Method
checkForNull does the following things. It first assesses
whether the object is null, i.e. whether a null dereference will
occur; if no, the program proceeds with its normal execution. If
the object is null, NPEfix looks at the try-catch stack presented
in Section III-A to know whether the null pointer dereference is
harmful. If the upcoming null pointer exception will be caught,
the program continues its normal execution. If the exception
will crash the execution, a runtime repair strategy is triggered.
C. Alternative Execution Strategies
We have presented in Section II-B different strategies for
repairing null dereference failures at runtime, we now present
how we implement them. They are all implemented using
source code transformation.
1) Value Replacement Strategies: There are four strategies
based on value replacement (the first half of Table I): S1a, S1b,
S2a and S2b.
The first challenge is to maintain set of variables as pool
for replacement at runtime. Listing 3 shows how we tackle
this problem; we use a stack to store all the variables of each
method. Each variable initialization and assignment inside the
method is registered thanks to several calls to initVar. In ad-
// before transformation
value.dereference();
// after NPEfix transformation
if (skipLine(value)){
value.dereference();
}
boolean skipLine(Object... objs){ // NPEfix framework
for (Object o : objs) {
if (o == null && cannotCatchNPE() && doSkip())
return false
}
return true;
}
Listing 4. Implementation of Line-based Skipping
dition, at the beginning of the method, a call to startMethod
uses reflection to access all the fields of the current instance.
In Listing 2, when an uncaughtable null pointer exception is
about to happen, a call to method getVar looks for or creates
a compatible object. If the current activated strategy is a reuse-
based replacement, the NPEfix framework looks in the pool of
objects a valid one and returns it.
Now, let’s consider that the current strategy creates a new
variable (strategies S2a and S2b). In this case, a call is made
to newVar, this method takes as parameter the static type of
the dereferenced variable. newVar uses reflection to access to
all the constructors of the given type. In addition, this method
is recursive so as to create complex objects if needed. Method
newVar works as follows. It tries to create a new instance of
the class from each available constructor. Given a constructor,
it attempts to create a new instance for each of the parameter
recursively. The stopping condition is when a constructor does
not need parameters. Note that the primitive types, which
don’t have constructors, are also handled with a lower-level,
straightforward machinery.
2) Skipping Strategies: Now we present how we implement
the strategies based on skipping the execution (the second half
of Table I).
a) Statement skipping: The strategy S3 necessitates to know
if a null dereference will happen in a line, before the execution
of the line. For this, the transformation presented in Listing 2
is not sufficient, because the call to method checkForNull
implies that the execution of the line has already started. To
overcome this issue, we employ an additional transformation
presented in Listing 4.
Similarly to checkForNull, method skipLine method as-
sesses, before the line execution, if whether dereferenced value
is null or not and whether it is harmful. Method skipline takes
an arbitrary number of objects, the ones that are dereferenced
in the statement. This list is extracted statically.
There are numerous cases where one encapsulates a state-
ment in an if-condition. For example, one cannot skip a return
or a throw statement, if the method has no corresponding
return or throw in the other branch of the control-flow tree.
Also, it cannot skip variable declaration. To overcome this
problem, we break the declaration and the first initialization,
in order to only skip the first initialization. All those cases are
detected as non-skippable by our transformations.
b) Method skipping: The remaining strategies are based on
skipping the execution of the rest of the method, when a
harmful dereference is about to happen: these are strategies
// before transformation
Object method(){
...
value.dereference();
...
return X;
}
// after NPEfix transformation
Object method(){
try {
...
if (skipLine(value)){
value.dereference();
}
...
return X;
} catch (ForceReturnError f){
if (s4a) return null;
if (s4b) return getVar(Object.class);
if (s4c) return newVar(Object.class);
}
}
boolean skipLine(Object... objs){
if(hasNull(objs) && cannotCatchNPE() && skipMethodActivated())
throw new ForceReturnError();
...
}
Listing 5. Implementation of method-based skipping strategies
S4d, S4a, S4c and S4b (the last part of Table I. We implement
those strategies with a code transformation as follows.
A try-catch block is added in all methods, wrapping the
complete method body. This try-catch blocks handles a par-
ticular type of exception defined in our framework (ForceRe-
turnError). This exception is thrown by the skipLine method
when one of the method-skipping strategies is activated, as
show in Listing 5. This listing also shows a minimalist example
of the code resulting from this transformation.
IV. EVALUATION
We now present the evaluation of NPEfix. We evaluate in
two ways. First, we look at whether it is able to repair real
world null dereferences. Second, we create a large number of
artificial null dereferences by seeding them into the code of
open source research projects.
Our main research question is:
RQ1: Is NPEfix able to repair null dereference failures at
runtime?
To better characterize our system, we also answer to:
RQ2: What is the difference in effectiveness between
strategies based on reusing objects vs based on creating
new objects?
RQ3: What is the difference in effectiveness between null
replacement and method skipping ?
RQ4: What is the overhead of the system?
A. Evaluation on Real Null References
RQ1a: Is NPEfix able to repair field failures due to null
dereferences?
We collect and reproduce field failures due to null pointer
exceptions, we apply our system to the buggy software, we
see whether our system repairs the crashing dereference at
runtime.
1) Benchmark: We build a benchmark of real null derefer-
ences that happened in open-source projects. It is based of the
benchmark presented in the previous paper [3]. It is composed
of 11 null dereference bugs.
There are two inclusion criteria. First, the bug must be a real
bug reported on a publicly-available forum (e.g. a bug tracker).
Second, the bug must be reproducible. This point is crucial, it
is really difficult to reproduce field failures, due to the absence
of the exact crashing input, or the exact configuration (versions
of dependencies, execution environment, etc.)
First, we look for bugs in the Apache Commons set of
libraries (e.g. Apache Commons Lang). The reasons are the
following. First, it is a well-known and well-used set of li-
braries. Second, Apache commons bug trackers are public, easy
to access and to be searched. Finally, thanks to the strong
software engineering discipline of the Apache foundation, a
failing test case is often provided in the bug report. To select
the real bugs to be added to our benchmark we proceed as
follows. We took all the bugs from the Apache bug tracker1.
We then select 3 projects that are well used and well known
(Collections, Lang and Math). We add the condition that those
bug reports must have NullPointerException (or NPE) in
their title. Then we filter them to keep only those which have
been fixed and which are closed (our experimentation needs
the patch). Those filters let us 19 bug reports. Sadly, on those
19 bug reports, 8 are not relevant for our experimentation: 3
are too old and no commit is attached (COLL-4, LANG-42 and
Lang-144), 2 concern Javadoc (COLL-516 and MATH-466), 2 of
them are not bugs at all (LANG-87 and MATH-467), 1 is about
a VM problem.
Consequently, the benchmark contains 11 cases from Apache
Commons (1 from collections, 3 from lang and 7 from math).
This benchmark only contains real null dereference bugs and
no artificial or toy bugs. To reassure the reader about cherry-
picking, we have not rejected a single reproducible field null
dereference.
2) Results: For each bug of the benchmark, we instrument
the application code according to the source code transforma-
tions presented in Section III. Then, we run each bug one by
one by activating the strategies one after the other, it means
that the experiment consists of 11 × 9 = 99 executions. Table II
presents the results of of this experiment. Each line represents
a null dereference bug, each row represents the application of
a strategy.
A cell with F OK means that NPEfix successfully repair
the error at runtime, where successful means that no other
exceptions are thrown after the application of the strategy. A
cell prefixed by a lozenge means that the strategy cannot be
applied:  NoV means that no valid object could be found for
replacement-based strategies,  NoI means that no object could
created on the fly for object creation-based strategies,  RI
means that the strategy is incompatible with the return type of
the method whether the null dereference happens (because the
strategy returns void while the method expects an object or the
other way around) and  US means that the null dereference
1https://issues.apache.org/jira/issues
Bug
Replacement Skipping
Success
Reuse New
Line
S3
Method
Local
S1a
Global
S1b
Local
S2a
Global
S2b
null
S4a
New
S4b
Reuse
S4c
Void
S4d
COLL-331  NoV  NoV F OK F OK  US  NPE F OK F OK  RI 4
LANG-304  NoV  NoV F OK F OK  US  NPE F OK F OK  RI 4
LANG-587  NPE  NPE  NPE  NPE F OK F OK F OK F OK  NPE 4
LANG-703  NoV  NPE F OK F OK F OK F OK F OK  NoV  RI 5
MATH-290  NoV  NPE  Ex.  NPE  US F OK F OK F OK F OK 4
MATH-305  NoV  NoV F OK F OK F OK  Ex.  Ex.  Ex.  Ex. 3
MATH-369  NoV  NPE F OK  NPE F OK  NPE F OK F OK  RI 4
MATH-988a F OK F OK F OK F OK  US  NPE F OK F OK  RI 6
MATH-988b F OK  NPE F OK  NPE  US  NPE F OK  NoV  RI 3
MATH-1115 F OK F OK  Ex.  Ex. F OK F OK  Ex. F OK  RI 5
MATH-1117  Ex.  Ex.  Ex.  NPE  Ex.  Ex.  NoI  Ex.  RI 0
Total 3 2 7 5 5 4 8 7 1 10
Table II
THE EFFECTIVENESS OF NPEFIX ON 11 FIELD NULL POINTER FAILURES.
happens on an unskippable line (e.g. a return with no control-
flow counter part, as discussed above). A cell prefixed by a
rectangle means that a strategy could be applied but resulted
in another error later in the execution flow, i.e. NPEfix has
replaced an error by another error.
The last column of the table is the number of viable strate-
gies, if this number is higher or equals to 1, there is at least
one effective strategy for this bug. The last row shows the most
effective strategy over all bugs.
There are 42 cases for which the application of a strategy
repairs the bug (the number of table cells marked withF OK).
In total, 10 out of 11 null dereferences are repaired at runtime
and 1 of 11 are not because no strategy works at all. On our
benchmark. We also see 10 bugs can be repaired with several
strategies (when the cell in the last column is higher than 1).
Recall that in the other case, our system simply results in the
same exception as before, it means that our approach does not
worsen the problem.
NPEfix is able to repair at runtime 10 out of 11 real null
dereferences from our benchmark.
B. Evaluation on Seeded Null Dereferences
RQ1b: Is NPEfix able to repair failures due to seeded null
dereferences?
Now, we evaluate our approach by seeding null dereferences
in existing open-source software. This is complementary to the
evaluation on real bugs done in Section IV-A. The previous
evaluation is realistic but at a small scale. On the contrary, by
seeding null dereference, we trade realism for scale, because
we are able to create many null dereferences.
1) Protocol: The evaluation protocol is as follows. First, we
select open-source projects that come with test suites. Second,
we remove all null-checks in the application code (and not in
the test code). Third, we instrument the application source code
with NPEfix’ transformations. Fourth, we run the test suite of
the application.
Since, all null checks have been removed from the appli-
cation code, if they are null values involved in the execution
of the test suite, this triggers several null dereferences. This
is actually the case for all applications we have looked at.
When a null deference is going to happen, it should be detected
by NPEfix, which then triggers one or several strategies. This
enables us to validate the effectiveness of NPEfix’ strategies on
many dereferences.
Table III gives the main statistics on those seeded bugs. The
first column is the project name, the second is its size in lines of
code (LOC), the third is the number of removed null checks, the
fourth is the number of failing test cases due to null pointer
exceptions (NPE) without NPEfix, the fourth is the number
of test cases failing on assertions (also without NPEfix). For
instance, project Spojo-core (the first row), we have removed
13 null checks, and this results in 87 test cases failing due to
a null pointer exception (NPE) and 2 test cases failing due to
a failing assertion. In total, this protocol creates 519 failures,
which is an order of magnitude bugger than the reproduction
of field failures.
2) Results: Table IV gives the results of this evaluation on
seeded null dereferences. Each row represents a project. The
second column gives the total number of failures, and then,
each column gives the number of repaired failures for each
strategy (the higher the better). For instance, for Spojo-core,
we have seeded 89 failures, strategy S1a repairs none of them
while strategy S4c automatically repairs 86/89 of them. The
expected behaviour of the project is thus altered by NPEfix.
Strategy S1a (local injection of an existing object, third
column) is unable to repair a single null dereference, while
strategy S4c (skip the method execution and returns an existing
valid object) automatically repairs 86/89 failures. In total, the
least effective strategies are S1a and S1b (global and local
injection of an existing object) and the most effective strategy is
S4c (skip the method execution and returns an existing valid
object). Strategy S4c alone is able to automatically repair at
runtime 283/519 (54,5%) seeded failures.
Project LOC # tests # rem. checks # of failing NPE # of failing assert. # failures
Spojo-core 993 135 13 87 2 89
Apache Commons Codec 6876 694 4 51 10 61
Apache Commons Okio 3203 449 6 369 0 369
Total 11072 1278 23 497 12 509
Table III
DESCRIPTIVE STATISTICS OF THE 519 SEEDED FAILURES
NPEfix is able to repair at runtime 318/519 (61%) seeded
null dereferences.
C. Replacement Effectiveness
RQ2: What is the difference in effectiveness between
strategies based on reusing objects vs based on creating
new objects?
For providing a valid non-null object on the fly, we propose
to techniques: either we select a valid already existing object
(strategies S1a, S1b), or we create a new one (strategies S2a and
S2b). We now discuss the respective effectiveness of those two
techniques.
a) Replacement by an existing object: For real null derefer-
ences, as shown in Table II, the strategies S1a and S1b, which
correspond to replacing the null value by a corresponding
existing non null value, are not effective. The reason is that
in most of the studied cases no such value is available. In all
of those cases, the method is short and does not contain such
a variable, and the class also does not contain a field of this
type, or the field is null also. For example, in LANG-304, the
required type is a Set, the method is 1 line-long, so there is
no other values, and the only field of the class which is a Set
is null. This is confirmed for seeded bugs as well, as shown
in Table IV, where one sees that those two strategies are not
effective at all: they do not repair a single seeded failure.
b) Replacement by a new object: As shown in Table II,
strategies S2a is able to repair 8/11 failures while S2b is able to
repair five failures. There are also cases where the replacement
still results in an NPE later in the execution (e.g. for MATH-
290 and S2b). For the seeded failures, Table IV gives a different
picture. global injection of new objects (S2b) is effective for
project Okio and it is able to repair 159/369 failures.
Injection of manufactured objects newly created on the
fly is effective to repair null pointer exceptions.
D. Effectiveness of Skipping Strategies
RQ3: What is the difference in effectiveness between null
replacement and method skipping ?
Now we discuss in detail the effectiveness of the strategies
based on skipping the execution of certain code regions.
c) Statement Skipping: As shown in Table II, the strategies
S3, which corresponds to skipping the faulty line, is effective
in 5 out of 11 cases. In 6 of the remaining failing cases, we can
not skip the faulty line (US in the cell, meaning unskippable
statement): four of them are variable initializations which are
used later on (and putting an if not-null before the faulty line
leads to a compilation error,as discussed in Section V-B2. The
last one is a return statement, which also cannot be skipped
for control-flow integrity. There is only one case (MATH-1117)
in our benchmark in which skipping the faulty line leads to
another runtime error. In this case, the skipped line is an
assignment of a returned value, this value having already been
assigned before. Thus, the returned value later results in a
badly constructed instance of PolygonSet (it has no Plan).
Finally, a method call on this bad instance of PolygonSet
dereferences its Plan, which leads to another null dereference
error. In other terms, we replace one null dereference by an-
other. This is a good example of the difficulty to prevent every
possible side effect when modifying the nominal behavior of
an application. For the seeded failures of Table IV, S3 is quite
effective for projects Spojo-Core and Commons-Codec with
resp. 88/89 and 22/61 repaired failures. This is normal since
skipping the line is the closest equivalent repair to the seeded
strategy (removing null-checks).
d) Method Skipping: Now we consider the strategies that
consists of returning from the current method if a null deref-
erence is about to happen (strategies S4d, S4a, S4c and S4b).
There are two cases in our benchmark where the null derefer-
ence occurs inside a method which returns void (MATH-290
and MATH-305). Those cases correspond to the strategy S4d.
In MATH-290, we are able to return instead of executing the
faulty statement, and the test case passes. Skipping the method
cancels the execution of the initialize method called at the
end of the SimplexTableau constructor. However, a valid not-
null object is returned, as expected by the test case. For MATH-
305, skipping the assignPointsToClusters method leads to
a division by zero later in the program execution. This method
was clearly essential, and skipping its whole execution is not a
valid substitute. Interestingly, in this case, skipping the faulty
line (S3) is a valid substitute, which means that this particular
line in the method is not essential, the essential part being
in the rest of the method body. For the seeded failures of
Table IV, S4d is quite effective for projects Spojo-Core with
82/89 repaired failures. This is normal since most of the failures
appear in void methods and the test suite does not have strong
assert on the output .
There are 9 cases in our benchmark where the null derefer-
ence occurs inside a method which returns something. Those
cases can be handled by strategies S4a, S4c and S4b. Let us
first consider the degenerated case (strategy, S4a, that returns
null in the presence of a null dereference). As expected, this
strategy leads to another errors (null dereference in 5 cases and
two runtime errors in the remaining cases). Those errors are
all consequences of the injected null value. Surprisingly, this
strategy is a valid strategy in 4 out of 11 cases. For instance,
for MATH-290 the method takes an array as input and creates
another array which corresponds to the types of the values
in the parameter array. Returning a null array instead of a
Project Failures
Replacement Skipping
Union
Reuse New
Line
S3
Method
Local
S1a
Global
S1b
Local
S2a
Global
S2b
null
S4a
New
S4b
Reuse
S4c
Void
S4d
Spojo-core 89 0 0 1 0 88 86 82 82 82 89
Apache Commons Codec 61 0 0 0 0 22 6 0 0 0 23
Apache Commons Okio 369 0 0 11 159 0 12 0 201 0 206
Total 519 0 0 12 159 110 104 82 283 82 318
Table IV
EFFECTIVENESS OF NPEFIX ON THE 519 FAILURES. EACH CELL GIVES THE NUMBER OF AUTOMATICALLY REPAIRED FAILURES. THE HIGHER, THE
BETTER.
Project
Execution time (ms)
Overhead
original after trans.
Spojo-core 336 381 13%
Apache Codec 25885 29090 12%
Apache Okio 9857 15657 58%
Table V
COMPARISON OF EXECUTION ON THE ORIGINAL AND TRANSFORMED
CODE BY NPEFIX. ABSOLUTE TIME ARE GIVEN IN MILLISECONDS.
array containing a null value. This validates the hypothesis
presented in Section II that often, the caller has a non-null check
on the returned object. For seeded bugs, surprisingly, returning
is extremely effective for the project Spojo-core, because almost
all failures appears in void method (82) and only 4 failures are
repaired with a returns null. This strategy also fixes 13 failures
in the project Apache Commons Codec (1 failure) and Apache
Commons Okio (12 failures) because they have test cases that
attends null pointer exceptions. Although since all null-check
have been removed, our experimental protocol with seeded
bugs is irrelevant for this particular strategy.
Table II also shows that returning an existing value of the
expected return type (S4c) is a valid strategy in 7 out of the
11 cases. We encounter the same problems as replacing the
dereferenced value by an existing one, in 2 out of the 11 cases,
no corresponding value can be found.
Returning a new value of the expected return type (S4b)
is a valid strategy in 8 out of the 11 cases, which is the
best performance according to this benchmark. This result
is wholeheartedly confirmed by the experimental results on
seeded failures. Strategy S4b is able to automatically repair
82/519 seeded failures at runtime.
When a null dereference is about to happen, skipping
the rest of the method body being executed is effective,
both on field and seeded failures. This alternative exe-
cution strategy is able to successfully repair 9/11 field
failures and 201/519 seeded failures.
E. Overhead
RQ4: What is the overhead of the system?
Now, we analyze the runtime overhead introduced by the
code transformations applied by NPEfix. For each project of
our dataset, we execute 10 times the test suite on the original
application code, and then 10 times the same test suite on
the transformed application code. Table V gives the result
of this experiment. For each project, it gives the execution
time of a single execution of the test suite before and after
transformation, and the corresponding overhead in percent-
age. For instance, for Spojo-core, the test suite runs in 336
milliseconds originally and in 381ms after transformation. In
total, the overhead is quite variable, it ranges from 12 to 58%.
The maximum value is for Apache Commons Okio, because
the execution time increases considerably (ten times slower)
in two test cases of this project. These two test cases call an
important amount of loop iterations.
V. DISCUSSION
A. Threats to Validity
A bug in our system is the biggest threat to the validity
of our results. We have made our system publicly available
on GitHub for other researchers to reproduce our findings.
There are several threats to the external validity: first the field
failures we were able to reproduce might not represent the
diversity and distribution of null dereferences that happen in
the field; second, as for all experiments with seeded bugs, there
is no warranty that the seeded bugs are realistic (although
we are quite confident in this case, since many real-world
patches consist of adding non-null checks); third, our findings
on the Java programming language might not hold for other
languages suffering from null dereferences.
B. Limitations
1) Null Dereference Location: Because our approach uses
source code modification, we have to have access to the source
code of the location of the null dereference. If the dereference
happens in an archived library, our approach is not able to
detect the null dereference.
2) Unskippable Line: In several cases, it is impossible to add
a guard before a statement. For example, if the statement is
a variable declaration and/or initialization, one cannot skip it
because other locations may use the declared variable. Also it
is problematic if the null dereference happens in an expression
inside a condition. For example, what does it mean to skip the
execution of an if condition? A similar problem happens for
null dereferences in loop conditions.
VI. RELATED WORK
There are several static techniques to find possible null deref-
erence bugs. Hovemeyer et al. [5] use byte-code analysis to
provide possible locations where null dereference may happen.
Sinha et al. [15] use source code path finding to find the
locations where a bug may happen and apply the technique to
localize Java null pointer exceptions symptom location. Spoto
[16] devises an abstract interpretation dedicated to null deref-
erences [16]. Ayewah and Pugh [1] discussed the problems of
null dereference warnings that are false positives. Compared to
these works, our approach is dynamic and instead of predicting
potential bugs, it repairs the actual ones that result to crashes
in production .
Romano et al. [12] find possible locations of null dereferences
by running a genetic algorithm to exercise the software. If
one is found, a test case that demonstrate the null dereference
is provided. The Linux kernel employs special values, called
poison pointers, to transform certain latent null errors into fail-
fast errors [13]. Contrary to our approach, poison values only
provide fail-fast behavior and do not repair the problem at
runtime. Bond et al. [2] present an approach to dynamically
provide information about the root cause of a null dereference
(i.e. the line of the first null assignment). None of those
dynamic techniques perform repair as we do.
Yong et al. [17] use static analysis to detect potential null
dereferences and inject runtime checks. The runtime checks
capture unsafe dereference and log them as potential security
violations, before halting the execution. This is not runtime
repair as we mean in this paper.
Jeffrey et al. [6] have proposed a diagnostic algorithm to
find the root cause of memory errors. Their idea is to study
the next crash after suppressing the original one. The key
difference is their approach is a diagnosis one and not a repair
one. However, the common point is that they study the next
error when the original one is masked. This is also what we do
indirectly, when we observe in Table II that the original null
pointer exceptions are replaced by other runtime errors later
one, which means that the system state is remains unstable.
Lin et al. [10] tries to generate a source code patch from a
working exploit that triggers an array overflow in C code. Its
repair operators consist of fixing out-of-bound reads by adding
a modulo in the read expression and out-of-bound writes by
truncating data to be written. The error model (array overflow)
is different from ours (null deferences).
Assure [14] is a self-healing system based on checkpoint-
ing and error virtualization. Error virtualization consists of
handling an unknown and unrecoverable error with error-
handling code that is already present in the system yet de-
signed for handling other errors. In Assure, error virtualization
is associated with fuzzing to discover and test in advance
valuable error virtualization points, called rescue points, which
correspond to the hooks we insert for repairing null pointer
exceptions.
Dobolyi and Weimer [4] present a technique to tolerate null
dereferences. Using code transformation, they introduce hooks
to a recovery framework. This framework is responsible for
forward recovery of the form of creating a default object of
an appropriate type to replace the null value or of skipping
instructions. The key differences with our work is that they
do not explore replacement, local and global injection, method
level skipping, and the evaluation is much smaller.
Kent [7] also proposes alternatives to null pointer exceptions.
The skip and return and new object strategies are directly
inspired from Kent’s work. However, the idea of variable
replacement is new, as well as the exploration of local versus
global injection. Our empirical results complement theirs by
providing new insights about the ability of the existing and
new strategies to repair failures from a different benchmark.
Recently, Long et al. [11] have introduced the idea of “re-
covery shepherding”. Upon null dereferences, recovery shep-
herding consists in returning a manufactured value and to
track it during the execution. While their work target simple
manufactured value of primitive datatypes in C, our work
is in Java, where we reason about complex abstract data
types (for instance by creating instances on the fly). Also,
the replacement-based techniques and local injection are novel
techniques not explored in [11].
VII. CONCLUSION
In this paper, we have presented NPEfix, a novel approach
for repairing harmful null dereferences at runtime. We pro-
posed a set of 9 alternative execution strategies that are able to
repair this type of failure at runtime. We have presented code
transformations 1) to detect the harmful null dereferences at
runtime; 2) to allow a behavioral modification for executing
the strategies. NPEfix is able to repair at runtime 10 out of 11
real null dereferences from our benchmark. In an evaluation
with seeded bugs, we have found that NPEfix is able to
repair 318 out of 519 seeded null dereference failures. When
a null dereference is about to happen, skipping the rest of the
method body being executed is the most effective according
to our experiments. This alternative execution strategy is able
to successfully repair 9/11 field failures and 210/519 seeded
failures.
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