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In this article we provide weak suﬃcient strong duality conditions for a convex optimiza-
tion problem with cone and aﬃne constraints, stated in inﬁnite dimensional spaces, and
its Lagrange dual problem. Our results are given by using the notions of quasi-relative inte-
rior and quasi-interior for convex sets. The main strong duality theorem is accompanied by
several stronger, yet easier to verify in practice, versions of it. As exempliﬁcation we treat
a problem which is inspired from network equilibrium. Our results come as corrections
and improvements to Daniele and Giuffré (2007) [9].
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1. Introduction
When dealing with duality for a pair of optimization problems, one main goal is to give rather weak suﬃcient conditions
to guarantee strong duality, i.e. the situation when the optimal objective values of the two problems coincide and the
dual problem has an optimal solution. For problems stated in inﬁnite dimensional spaces several generalized interior-point
conditions were given in order to achieve the above mentioned purpose. Along the classical interior, some generalizations
of it have been involved, such as the core (cf. [16]), the intrinsic core (cf. [13]) or the strong quasi-relative interior (cf. [3])
in formulating such conditions. For an overview of these conditions we refer the reader to [12,17] (see also [18] for more
details on the subject).
A general drawback encountered when working in inﬁnite dimensional spaces is that the previously mentioned results
cannot be used, since they would require the non-emptiness of the interior (or core, or strong-quasi relative interior) of a
set, which is usually empty. This is the case for example when considering the space Lp(T ,μ) with the positive cone
Lp+(T ,μ) =
{
u ∈ Lp(T ,μ): u(t) 0 a.e. in [0, T ]}
where (T ,μ) is a σ -ﬁnite measure space and p ∈ [1,∞), for which not only its interior, but also its core and strong quasi-
relative interior is empty. Inspired by such situations, Borwein and Lewis introduced the notion of the quasi-relative interior
of a convex set in [2], which generalizes all the previously deﬁned interior notions. They proved for instance that
qri Lp+(T ,μ) =
{
u ∈ Lp(T ,μ): u(t) > 0 a.e. in [0, T ]}.
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A. Grad / J. Math. Anal. Appl. 361 (2010) 86–95 87Quite a few recent articles such as [5,6,8–10], etc., were centered on giving new and improved necessary and suﬃcient
conditions that ensure strong duality between a convex optimization problem and its Lagrange or Fenchel dual in inﬁnite
dimensional spaces. The central idea behind the main results gravities around the notions of the quasi-relative interior and
quasi-interior of a convex set.
As pointed out by Bot¸, Csetnek and Moldovan in [5], the main duality theorems in [9] and [10] contain too many
assumptions in their hypotheses, along with a mistake in the proof. Having this in mind, we set forth to give a general
and valid strong duality theorem for a convex optimization problem with cone and aﬃne constraints stated in inﬁnite
dimensional spaces and its Lagrange dual problem, completing thus the results in [5].
The structure of the article is detailed below. The ﬁrst section contains the preliminary notions necessary to make this
paper self suﬃcient. The used notions of a quasi-relative interior and quasi-interior of a convex set are introduced, along
with characterization theorems. Furthermore, a separation theorem for convex sets with nonempty quasi-relative interior
from Camarroto and Di Bella [7] is mentioned. The main theorem, which gives suﬃcient conditions for strong duality
to hold between a convex optimization problem with cone and aﬃne constraints deﬁned in inﬁnite dimensional spaces
and it Lagrange dual problem is stated and proved in the third section. Several stronger, yet easier to verify, conditions
which ensure the fulﬁllment of the hypotheses of the main result are also studied. In this way we correct and improve
the assumptions in [9, Theorem 3.1]. We notice at this point that, unlike in [9], our strong duality results hold even if the
primal problem does not admit an optimal solution. An application inspired from vector equilibrium problems stated in
L2([0, T ],R2) is presented in the last section.
2. Preliminaries
We start by considering X as a separated locally convex space and X∗ its topological dual space. We denote by 〈x∗, x〉
the value of the linear continuous functional x∗ ∈ X∗ at x ∈ X . Having C ⊆ X a given cone, through C+ we understand its
dual cone, deﬁned by
C+ = {x∗ ∈ X∗: 〈x∗, c〉 0, ∀c ∈ C}.
For a subset M of X , we denote by coM and clM its convex hull and closure, respectively. The set coneM =⋃λ0 λM is the
cone generated by M . The normal cone of a convex subset M of X at x ∈ M is deﬁned as
NM(x) =
{
x∗ ∈ X∗: 〈x∗, y − x〉 0, ∀y ∈ M}.
Since there is no danger of confusion, we will use the notation “0” for the null element, regardless the space we work in.
The following property, whose proof we omit due to simplicity, will be used throughout the paper.
Lemma 1. Let M be a nonempty convex subset of X . Then
cl cone co
(
M ∪ {0})= cl coneM.
As mentioned in the introduction, the following notion was introduced in the literature by Borwein and Lewis.
Deﬁnition 1. (See [2].) Let M be a convex subset of X . The quasi-relative interior of M is the set
qriM = {x ∈ M: cl cone(M − x) is a linear subspace of X}.
Theorem 2. (See [2].) Let M be a convex subset of X and x ∈ M. Then x ∈ qriM if and only if NM(x) is a linear subspace of X∗ .
The notion of the quasi-interior of a convex set is tightly connected to the one of quasi-relative interior and appeared in
the literature prior to it.
Deﬁnition 2. Let M be a convex subset of X . The quasi-interior of M is the set
qiM = {x ∈ M: cl cone(M − x) = X}.
The following characterization of the quasi-interior of a convex can be found in [10], stated in reﬂexive Banach spaces.
It can be extended to separated locally convex spaces, as it can be seen in [5].
Theorem 3. Let M be a convex subset of X and x ∈ M. Then x ∈ qiM if and only if NM(x) = {0}.
It is clear from the deﬁnitions above that for a convex subset M of X , qiM ⊆ qriM and qri({x}) = {x} for all x ∈ X .
Moreover, whenever qiM 
= ∅, qiM = qriM . This property was proved in [14] in the context of real normed spaces and then
speciﬁed to be extendable to separated locally vector spaces in [6].
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• coreM := {x ∈ M: cone(M − x) = X} is the core of M (cf. [16,18]);
• icrM := {x ∈ M: cone(M − x) is a linear subspace of X} is the intrinsic core of M (cf. [1,13,18]);
• sqriM := {x ∈ M: cone(M − x) is a closed linear subspace of X} is the strong-quasi relative interior of M (cf. [3,18]).
The following chain of inclusion holds
coreM ⊆ sqriM ⊆ qriM and coreM ⊆ qiM ⊆ qriM.
If X is ﬁnite dimensional, then qiM = intM (see [14]) and qriM = riM (see [2]), where by intM and riM we understand
the classical interior and the relative interior of M , i.e. the interior with respect to the aﬃne hull, respectively.
Some useful properties of the quasi-relative interior of a convex set are listed bellow. For the proofs of (i)–(viii) we refer
the reader to [1] and [2]. The proof of (ix) can be found in [5].
Proposition 4. Let M and D be convex subsets of X , x ∈ X and α ∈ R. Then the following statements are true:
(i) qriM + qri D ⊆ qri(M + D),
(ii) qriM × qri D = qri(M × D),
(iii) qri(M − x) = qriM − x,
(iv) qri(αM) = α qriM,
(v) t qriM + (1− t)M ⊆ qriM, ∀t ∈ (0,1] and hence qriM is a convex set,
(vi) if M is aﬃne, then qriM = M,
(vii) qri(qriM) = qriM.
If qriM 
= ∅ then
(viii) cl qriM = clM,
(ix) cl coneqriM = cl coneM.
In order to particularize some of the results obtained in this paper, we further need the following result given by Borwein
and Lewis.
Proposition 5. (See [2].) Let X and Y be separated locally convex spaces with M a convex subset of X and A : X → Y a linear
continuous operator. Then A(qriM) ⊆ qri(A(M)).
We mention at this point a separation theorem due to Cammaroto and Di Bella expressed for convex sets with nonempty
quasi-relative interiors.
Theorem 6. (See [7].) Let S and T be nonempty convex subsets of X with qri S 
= ∅, qri T 
= ∅ and such that cl cone(qri S − qri T ) is
not a linear subspace of X . Then there exists x∗ ∈ X∗ \ {0} such that 〈x∗, s〉 〈x∗, t〉 for all s ∈ S, t ∈ T .
The following result was given in [7] with a direct proof. It can also be deduced as a consequence of the previous
theorem, by taking S := C , T := {x} and by applying Proposition 4(iii) and (ix), as it was pointed out in [5].
Corollary 7. (See [7].) Let M be a convex subset of X and x0 ∈ X such that qriM 
= ∅ and cl cone(M − x0) is not a linear subspace
of X . Then there exists x∗ ∈ X∗ \ {0} such that 〈x∗, x〉 〈x∗, x0〉 for all x ∈ M.
Next we provide a connection between the quasi-interior and the quasi-relative interior of a convex set.
Theorem 8. Let M be a convex subset of X and let u ∈ M. Then
u ∈ qiM ⇐⇒
{
0 ∈ qi(M − M),
u ∈ qri(M).
Proof. “⇒” As u ∈ qiM it follows on one side, from Theorem 3 that NM(u) = {0}, and on the other side, that qriM = qiM ,
so obviously u ∈ qriM . Let now x∗ ∈ NM−M(0). This means that 〈x∗,m − n〉 0 for all m,n ∈ M . By taking n := u we have
〈x∗,m − u〉 0 for all m ∈ M , which is equivalent to x∗ ∈ NM(u). Hence x∗ = 0, NM−M(0) = {0} and thus 0 ∈ qi(M − M).
“⇐” Let x∗ ∈ NM(u), which means that 〈x∗,m − u〉  0 for all m ∈ M . From u ∈ qriM and Theorem 2 we have that
NM(u) is a linear subspace of X∗ , and hence −x∗ ∈ NM(u). Therefore 〈−x∗,m − u〉 0 for all m ∈ M . Hence 〈x∗,m − u〉 = 0
for all m ∈ M and obviously 〈x∗,m − n〉 = 0 for all m,n ∈ M . Thus x∗ ∈ NM−M(0), which from the hypothesis 0 ∈ qi(M − M)
and Theorem 3, implies that x∗ = 0. Thus NM(u) = {0}, and using again the theorem mentioned above, we get u ∈ qiM . 
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Our goal is to give a rather weak suﬃcient condition, which ensures strong duality between the convex optimization
problem with cone and aﬃne constraints
(P ) inf
x∈S
g(x)∈−C
h(x)=0Z
f (x)
and its Lagrange dual problem
(D) sup
λ∈C+,μ∈Z∗
inf
x∈S
{
f (x) + 〈λ, g(x)〉+ 〈μ,h(x)〉}.
The general framework we work under is described bellow
(F )
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
X is a real linear space, S is a nonempty convex subset of X,
Y and Z are separated locally convex spaces,
Y is partially ordered by the convex cone C ⊆ Y ,
f : S → R, g : S → Y and h : X → Z ,
f is convex, g is C-convex, h is aﬃne,
K= {x ∈ S: g(x) ∈ −C, h(x) = 0} 
= ∅.
The function g : S → Y is said to be C-convex if for all x1, x2 ∈ S and λ ∈ [0,1], g(λx1+(1−λ)x2)C λg(x1)+(1−λ)g(x2)
which means that λg(x1)+ (1− λ)g(x2)− g(λx1 + (1− λ)x2) ∈ C . We further notice that g(S)+ C and h(S) are convex sets.
Moreover (g,h)(S) + C × {0} and ( f , g,h)(S) +R+ × C × {0} are also convex sets.
Weak duality always holds between the two problems, i.e. v(D) v(P ), where by v(P ) and v(D) we denote the optimal
objective values of (P ) and (D), respectively.
We would like to mention at this point, that for the primal problem with cone constraints and its Lagrange dual several
regularity conditions, applicable also to our prima-dual pair, using different generalizations of the classical notion of the
interior of a set, such as the core (cf. [16]), the intrinsic core (cf. [13]) or the strong quasi-relative interior (cf. [3]), have
been used in formulating such conditions. Moreover, closed cone constraint qualiﬁcations can be given in order to guarantee
strong duality. For such conditions and their comparison to the interior-type ones we refer the reader to the paper of Bot¸
and Wanka [4].
For our previously stated primal problem (P ), in the particular case of X , Y and Z being real normed spaces, rather than
separated locally convex spaces, [9, Theorem 3.1] can be applied in order to obtain strong duality. In the hypotheses of this
result it is required on one hand to have qriC 
= ∅, cl(C − C) = Y , clh(S − S) = Z and there exists xˆ ∈ S with g(xˆ) ∈ −qriC
and h(xˆ) = 0, and on the other hand it is stated that if a certain Assumption S is fulﬁlled at the optimal solution x ∈ K
of (P ), then also (D) is solvable and, if (u, v) ∈ C+ × Z∗ is an optimal solution of (D), it results that 〈u, g(x)〉 = 0 and the
optimal objective values of the two problems coincide.
The Assumptions S is said to be fulﬁlled at a point x ∈K if
TM˜
(
f (x),0Y ,0Z
)∩ (−∞,0) × {0Y } × {0Z } = ∅,
where M˜ := {( f (x) + α, g(x) + y,h(x)): x ∈ S \ K, α  0, y ∈ C} and TM˜(η) = {μ ∈ R × Y × Z : μ = limn→∞ λn(ηn − η),
λn ∈R, λn > 0, ηn ∈ M˜, ∀n ∈N, limn→∞ ηn = η} is the contingent cone to M˜ at η.
Bot¸, Csetnek and Moldovan have proved in [5, Theorem 3.1] that Assumption S alone, without any other additional
assumptions, is not only a suﬃcient condition, but also a necessary one for the existence of strong duality between the
problems (P ) and (D). Furthermore, this happens even if the primal problem is not assumed to admit an optimal solution.
Moreover, as pointed out in [5], in the proof of Theorem 3.1 in [9] a mistake occurred, since the element −x + 2xˆ is not
always in the convex set S , this happens only when the set is aﬃne.
Theorem 3.1 in [9] has been used recently in [15] and, in case S is a linear subspace, in [8] for different classes of applied
problems.
In light of the remarks above, we give in this paper, with the help of the notion of the quasi-interior of a convex set,
a quite general suﬃcient condition which ensures strong duality between (P ) and (D). Our ﬁrst general duality theorem has
weak hypotheses. It is then followed by two other strong duality theorems, with stronger, yet easier to verify, hypotheses.
Since whenever v(P ) = −∞ strong duality obviously holds, no particular assumptions have to be made in order to
ensure it. Therefore, for the rest of the paper we consider that v(P ) ∈ R. Let us deﬁne the following set
E := (v(P ),0,0)− ( f , g,h)(S) −R+ × C × {0}
where R+ = [0,+∞), and notice that −E is in analogy to the conical extension, a notion used by Giannessi in the theory of
image space analysis (see [11]).
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(a) E is a convex set,
(b) (P ) has an optimal solution if and only if (0,0,0) ∈ E ,
(c) if (P ) has an optimal solution then
co
(E ∪ {(0,0,0)})= coE = E .
The following lemma will be used in the proof of our main result.
Lemma 9. The following statements are true:
(a) If for s ∈ S and c ∈ C it holds (g(s)+ c,h(s)) ∈ qri((g,h)(S)+ C ×{0}), then (v(P )− f (s)− t,−g(s)− c,−h(s)) ∈ qriE for all
t > 0.
(b) If (r0, y0, z0) ∈ qriE , then (−y0,−z0) ∈ qri((g,h)(S) + C × {0}).
(c) qriE 
= ∅ if and only if qri((g,h)(S) + C × {0}) 
= ∅.
Proof. (a) It is clear from the deﬁnition of E that for all t > 0, (v(P ) − f (s) − t,−g(s) − c,−h(s)) ∈ E . Let t > 0 be ﬁxed.
We consider(
r∗, y∗, z∗
) ∈ NE(v(P ) − f (s) − t,−g(s) − c,−h(s)).
This means that
r∗
(
r − (v(P ) − f (s) − t))+ 〈y∗, y − (−g(s) − c)〉+ 〈z∗, z + h(s)〉 0, (1)
for all (r, y, z) ∈ E . By taking r := v(P ) − f (s) − 12 t , y := −g(s) − c and z = −h(s) we obtain r∗ t2  0 and by taking r :=
v(P ) − f (s) − 32 t and y and z as above, we get r∗(− t2 ) 0. Since t > 0, it must hold r∗ = 0. Thus (1) becomes〈
y∗, y − (−g(s) − c)〉+ 〈z∗, z + h(s)〉 0, (2)
for all (y, z) ∈ −((g,h)(S) + C × {0}). Therefore〈−y∗,−y − (g(s) + c)〉+ 〈−z∗,−z − h(s)〉 0, ∀(y, z) ∈ −((g,h)(S) + C × {0}).
Hence (−y∗,−z∗) ∈ N(g,h)(S)+C×{0}(g(s) + c,h(s)). From the hypothesis we know that (g(s) + c,h(s)) ∈ qri((g,h)(S) + C ×
{0}). Applying Theorem 2 we obtain that N(g,h)(S)+C×{0}(g(s) + c,h(s)) is a linear subspace of Y ∗ × Z∗ . Therefore, (y∗, z∗) ∈
N(g,h)(S)+C×{0}(g(s) + c,h(s)) too, implying that〈
y∗, y − (g(s) + c)〉+ 〈z∗, z − h(s)〉 0, ∀(y, z) ∈ (g,h)(S) + C × {0}, (3)
which can be further specialized to (0,−y∗,−z∗) ∈ NE (v(P ) − f (s) − t,−g(s) − c,−h(s)). So, if (r∗, y∗, z∗) ∈ NE (v(P ) −
f (s)− t,−g(s)− c,−h(s)) it follows that −(r∗, y∗, z∗) ∈ NE (v(P )− f (s)− t,−g(s)− c,−h(s)) and r∗ = 0, which means that
NE (v(P ) − f (s) − t,−g(s) − c,−h(s)) is a linear subspaces of R × Y ∗ × Z∗ , fact equivalent to the desired conclusion, i.e.
(v(P ) − f (s) − t,−g(s) − c,−h(s)) ∈ qriE .
(b) Consider (r0, y0, z0) ∈ qriE and take (y∗, z∗) ∈ N(g,h)(S)+C×{0}(−y0,−z0). Then〈
y∗, y + y0
〉+ 〈z∗, z + z0〉 0, ∀(y, z) ∈ (g,h)(S) + C × {0},
which means obviously that (0,−y∗,−z∗) ∈ NE (r0, y0, z0). Then (r0, y0, z0) ∈ qriE is equivalent to NE (r0, y0, z0) is a
linear subspace of R × Y ∗ × Z∗ . Therefore, (0, y∗, z∗) ∈ NE (r0, y0, z0), from which we obtain without any diﬃculty that
(−y∗,−z∗) ∈ N(g,h)(S)+C×{0}(−y0,−z0). So, N(g,h)(S)+C×{0}(−y0,−z0) is a linear subspace of Y ∗ × Z∗ . Applying again Theo-
rem 2 it follows that (−y0,−z0) ∈ qri((g,h)(S) + C × {0}).
(c) is a direct consequence of (a) and (b). 
Our main result which provides a suﬃcient condition ensuring strong duality between (P ) and (D) is stated and proved
below.
Theorem 10. If (0,0) ∈ qi((g,h)(S)+ C ×{0}) and (0,0,0) /∈ qri co(E ∪{(0,0,0)}), then strong duality holds between (P ) and (D),
i.e. v(P ) = v(D) and (D) has an optimal solution.
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= ∅, therefore qi((g,h)(S) + C × {0}) = qri((g,h)(S) + C ×
{0}) 
= ∅. Applying Lemma 9(a) we get that
qriE 
= ∅. (4)
From (0,0,0) /∈ qri co(E ∪ {(0,0,0)}) it follows that cl cone co(E ∪ {(0,0,0)}) is not a linear subspace of R × Y × Z . Using
Lemma 1 we get that
cl coneE is a not a linear subspace of R× Y × Z . (5)
From (4) and (5) it follows that the hypotheses of Corollary 7 are satisﬁed, hence we can separate E and (0,0,0). So there
exists η∗ = (r∗, y∗, z∗) ∈ R× Y ∗ × Z∗ \ {(0,0,0)} such that〈
η∗, η
〉
 0, ∀η ∈ E,
which can be written more explicitly as
r∗
(
v(P ) − f (s) − t)+ 〈y∗,−g(s) − c〉+ 〈z∗,−h(s)〉 0, ∀s ∈ S, ∀c ∈ C, ∀t  0, (6)
or, equivalently, as
r∗
(
f (s) + t − v(P ))+ 〈y∗, g(s) + c〉+ 〈z∗,h(s)〉 0, ∀s ∈ S, ∀c ∈ C, ∀t  0. (7)
We start by proving that y∗ ∈ C+ . Let us proceed by contradiction and suppose that y∗ /∈ C+ . This means that there
exists y0 ∈ C such that 〈y∗, y0〉 < 0. Furthermore, for all λ > 0, 〈y∗, λy0〉 < 0. Let s0 ∈ S and t0  0 be ﬁxed. Then from (7)
we have that
r∗
(
f (s0) + t − v(P )
)+ 〈y∗, g(s0) + λy0〉+ 〈z∗,h(s0)〉 0, ∀λ > 0.
By letting λ → ∞ we have that −∞ 0 which is a contradiction. Therefore y∗ ∈ C+ .
We continue by proving that r∗ > 0. We know that the set of feasible solutions for problem (P ) in nonempty, therefore
there exists s0 ∈ S such that g(s0) ∈ −C and h(s0) = 0. By taking in (7) s := s0, c := −g(s0) and t0 > 0 we obtain r∗( f (s0)+
t0 − v(P )) 0, since s0 is a feasible solution to (P ). Furthermore f (s0) + t0 − v(P ) > 0. Hence r∗  0. Let us now assume
that r∗ = 0. The relation (7) turns into〈
y∗, g(s) + c〉+ 〈z∗,h(s)〉 0, ∀s ∈ S, ∀c ∈ C,
which means that (−y∗,−z∗) ∈ N(g,h)(S)+C×{0}(0,0). But from the hypothesis (0,0) ∈ qi((g,h)(S) + C × {0}), i.e. from Theo-
rem 3, N(g,h)(S)+C×{0}(0,0) = {(0,0)}. Thus (y∗, z∗) = (0,0). But then η∗ = (0,0,0) which is a contradiction. Hence r∗ > 0.
Once we have proved that r∗ > 0 it can be used in a division for (7), leading thus to(
f (s) + t − v(P ))+ 〈 1
r∗
y∗, g(s) + c
〉
+
〈
1
r∗
z∗,h(s)
〉
 0, ∀s ∈ S, ∀c ∈ C, ∀t  0. (8)
By particularizing t := 0 and c := 0 it follows that
f (s) +
〈
1
r∗
y∗, g(s)
〉
+
〈
1
r∗
z∗,h(s)
〉
 v(P ), ∀s ∈ S,
and hence, with y∗ := 1r∗ y∗ ∈ C+ and z∗ := 1r∗ z∗ ∈ Z∗ ,
inf
s∈S
{
f (s) + 〈y∗, g(s)〉+ 〈z∗,h(s)〉} v(P ).
Due to the fact that v(D) v(P ) we get v(P ) = v(D). Furthermore (y∗, z∗) ∈ C+ × Z∗ is an optimal solution to (D). 
When the primal optimization problem (P ) admits an optimal solution, we obtain the following statement.
Corollary 11. Let s ∈ K be an optimal solution to (P ), (0,0) ∈ qi((g,h)(S) + C × {0}) and (0,0,0) /∈ qri(E). Then v(P ) = v(D) and
(D) has at least one optimal solution. For each optimal solution of (D), (y∗, z∗) ∈ C+ × Z∗ , it holds 〈y∗, g(s)〉 = 0.
Proof. In case (P ) has an optimal solution, from Remark 1(b) we have (0,0,0) ∈ E . In this situation, from Remark 1(c),
co(E ∪ {(0,0,0)}) = E . Hence the condition (0,0,0) /∈ qri co(E ∪ {(0,0,0)}) from the hypothesis of Theorem 10 becomes
(0,0,0) /∈ qriE . The assumptions of Theorem 10 are satisﬁed, thus v(P ) = v(D) and (y∗, z∗) obtained in the proof of the
previous theorem is an optimal solution to (D).
Let us consider an arbitrary optimal solution of (D), (y∗, z∗) ∈ C+ × Z∗ . From the start we have s feasible for (P ),
therefore h(s) = 0 and g(s) ∈ −C . Hence〈
y∗, g(s)
〉
 0. (9)
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f (s) f (s) + 〈y∗, g(s)〉+ 〈z∗,h(s)〉= f (s) + 〈y∗, g(s)〉.
Hence
0
〈
y∗, g(s)
〉
. (10)
Using (9) and (10) we get the desired equality, i.e. 〈y∗, g(s)〉 = 0. 
Remark 2. We underline at this point that if (0,0,0) ∈ qriE then (0,0) ∈ qri((g,h)(S)+C ×{(0,0)}) (this is a particular case
of Lemma 9(b)) and if (0,0,0) ∈ qiE , then (0,0) ∈ qi(g,h)(S) + C × {0} (the proof is a simple application of the deﬁnition
of the quasi-interior). However, as it will be seen in Section 4, it is possible to have (0,0) ∈ qi((g,h)(S) + C × {0}) and
(0,0,0) /∈ qiE .
The following proposition gives an equivalent formulation of one of the conditions in the hypotheses of Theorem 10.
Proposition 12. If (0,0) ∈ qi((g,h)(S) + C × {0}) then
(0,0,0) ∈ qri co(E ∪ {(0,0,0)}) if and only if (0,0,0) ∈ qi co(E ∪ {(0,0,0)}).
Proof. “⇒” Let (r∗, y∗, z∗) ∈ Nco(E∪{(0,0,0)})(0,0,0). Then
r∗r + 〈y∗, y〉+ 〈z∗, z〉 0, ∀(r, y, z) ∈ co(E ∪ {(0,0,0)})
and more particularly, the same inequality holds also in E , hence
r∗
(
v(P ) − f (s) − t)+ 〈y∗,−g(s) − c〉+ 〈z∗,−h(s)〉 0, ∀s ∈ S, ∀c ∈ C, ∀t  0. (11)
We know that there exists s0 ∈ S a feasible solution to (P ), therefore g(s0) ∈ −C and h(s0) = 0. By taking in (11), s := s0
we obtain r∗(v(P ) − f (s0) − t)  0 for all t  0. Thus, by taking t := 0 and knowing that f (s0)  v(P ) we get that
r∗  0. From the hypothesis we know that (0,0,0) ∈ qri co(E ∪ {(0,0,0)}), which, according to Theorem 2, implies that
Nco(E∪{(0,0,0)})(0,0,0) is a linear subspace of R × Y ∗ × Z∗ . Hence (−r∗,−y∗,−z∗) belongs to Nco(E∪{(0,0,0)})(0,0,0) and a
similar inequality to (11) holds but with this element. Making the same particularization for s := s0 we get that −r∗  0.
Therefore r∗ = 0, so (11) means actually that〈−y∗, g(s) + c〉+ 〈−z∗,h(s)〉 0, ∀s ∈ S, ∀c ∈ C,
which is nothing else but (−y∗,−z∗) ∈ N(g,h)(S)+C×{0}(0,0). From the hypothesis (0,0) ∈ qi((gh)(S) + C × {0}), i.e.
N(g,h)(S)+C×{0}(0,0) = {(0,0)}, so (y∗, z∗) = (0,0). Thus we have that the only element in Nco(E∪{(0,0,0)})(0,0,0) is (0,0,0),
so (0,0,0) ∈ qi co(E ∪ {(0,0,0)}).
“⇐” Since (0,0,0) ∈ qi co(E ∪ {(0,0,0)}), the latter set is nonempty and hence equal to qri co(E ∪ {(0,0,0)}). 
In view of the proposition above, we notice that the condition (0,0,0) /∈ qri co(E ∪ {(0,0,0)}) in the hypothesis of
Theorem 10 can be replaced with the equivalent condition (0,0,0) /∈ qi co(E ∪ {(0,0,0)}), while (0,0,0) /∈ qriE in the
hypotheses of Corollary 11 can be replaced with (0,0,0) /∈ qiE .
In the following we introduce some suﬃcient conditions which ensure that (0,0) ∈ qi((g,h)(S) + C × {0}).
Lemma 13. If there exists s0 ∈ S such that g(s0) ∈ −qri(C) and h(s0) = 0, 0 ∈ qi(C − C) (or equivalently cl(C − C) = Y ) and
0 ∈ qi(h(S)), then (0,0) ∈ qi((g,h)(S) + C × {0}).
Proof. Let (y∗, z∗) ∈ N((g,h)(S)+C×{0})(0,0). Then〈
y∗, g(s) + c〉+ 〈z∗,h(s)〉 0, ∀s ∈ S, ∀c ∈ C . (12)
For s := s0 we have h(s0) = 0 and thus 〈y∗, g(s0) + c〉  0 for all c ∈ C , which is equivalent to y∗ ∈ NC (−g(s0)). From
the hypothesis, −g(s0) ∈ qri(C) and, from Theorem 2, NC (−g(s0)) is a linear subspace of Y ∗ . Thus −y∗ ∈ NC (−g(s0)).
This yields that 〈−y∗, g(s0) + c〉  0 for all c ∈ C . Combining the last two inequalities, we get 〈y∗, c1 − c2〉 = 0 for all
c1, c2 ∈ C , i.e. y∗ ∈ NC−C (0), which, from the hypotheses 0 ∈ qi(C − C) and Theorem 3, implies that y∗ = 0. From (12) it
holds 〈z∗,h(s)〉 0 for all s ∈ S , i.e. z∗ ∈ Nh(S)(0). From 0 ∈ qi(h(S)) and again Theorem 3 we get that z∗ = 0.
Starting with (y∗, z∗) ∈ N((g,h)(S)+C×{0})(0,0) we have obtained that (y∗, z∗) = (0,0), i.e. N((g,h)(S)+C×{0})(0,0) = {(0,0)}
and hence (0,0) ∈ qi((g,h)(S) + C × {0}). 
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0 ∈ qi(h(S) − h(S)). This is due to Theorem 8.
So, one can deduce from Theorem 10 and Corollary 11, using Lemma 13, the following strong duality theorem and the
corresponding corollary, which have stronger hypotheses, nevertheless, in some situations easier to be veriﬁed.
Theorem 14. If there exists s0 ∈ S such that g(s0) ∈ −qriC and h(s0) = 0, 0 ∈ qi(C −C) (or, equivalently, cl(C −C) = Y ), 0 ∈ qih(S)
(or, equivalently, 0 ∈ qrih(S) and 0 ∈ qi(h(S) − h(S))) and (0,0,0) /∈ qri co(E ∪ {(0,0,0)}), then strong duality holds between (P )
and (D), i.e. v(P ) = v(D) and (D) has an optimal solution.
Corollary 15. If (P ) has an optimal solution s ∈ K, there exists s0 ∈ S such that g(s0) ∈ −qriC and h(s0) = 0, 0 ∈ qi(C − C)
(or, equivalently, cl(C − C) = Y ), 0 ∈ qih(S) (or, equivalently, 0 ∈ qrih(S) and 0 ∈ qi(h(S) − h(S))) and (0,0,0) /∈ qri(E), then
v(P ) = v(D) and (D) has at least one optimal solution. For each optimal solution of (D), (y∗, z∗) ∈ C+ × Z∗ , it holds 〈y∗, g(s)〉 = 0.
Remark 4. In case S is an aﬃne set, h(S) is also an aﬃne set, thus from Proposition 4(vi) it follows that h(S) = qrih(S).
In this situation the hypothesis 0 ∈ qih(S) in Lemma 13 can be modiﬁed to qih(S) 
= ∅. This is due to the fact that under
the non-emptiness assumption on qih(S) it actually holds qih(S) = qrih(S) = h(S). Since 0 = h(s0) ∈ h(S), the conclusion
follows.
On the other hand, the hypothesis 0 ∈ qih(S) in Lemma 13 can be replaced with 0 ∈ qi(h(S)− h(S)), since 0 ∈ qrih(S) is
automatically fulﬁlled.
We state now suﬃcient conditions for 0 ∈ qih(S).
Lemma 16. Assume that S is an aﬃne set, clh(S − S) = Z and 0 ∈ h(S). Then 0 ∈ qih(S).
Proof. From Remark 4 we know that in the hypotheses of the lemma, 0 ∈ qih(S) is equivalent, under these particular
assumptions, to 0 ∈ qi(h(S) − h(S)). The functional l : X → Z , deﬁned by l(x) := h(x) − h(0) is linear and using this property
we get
h(S) − h(S) = l(S) + h(0) − (l(S) + h(0))= l(S) − l(S) = l(S − S) = h(S − S) − h(0).
From clh(S− S) = Z we get that cl(h(S− S)−h(0)) = Z , which, together with the equality above lead to cl(h(S)−h(S)) = Z .
Since h(S) − h(S) ⊆ cone(h(S) − h(S)) it follows immediately that cl cone(h(S) − h(S)) = Z , which is equivalent to 0 ∈
qi(h(S) − h(S)). Hence 0 ∈ qih(S). 
Remark 5. In the hypotheses of the lemma above, one could obtain from Theorem 14 and Corollary 15, corresponding
strong duality theorems. They will be weaker results, but under the particular assumptions, most likely easier to be veriﬁed
in practice. We are not going to give explicitly the formulation of these results at this point.
Lemma 17. Assume that X is a separated locally convex space and that h is additionally a continuous function. If there exists s0 ∈ qri S
such that h(s0) = 0 and clh(S − S) = Z , then 0 ∈ qih(S) (or, equivalently, 0 ∈ qrih(S) and 0 ∈ qi(h(S) − h(S))).
Proof. Similar to the proof of the previous lemma, we obtain that 0 ∈ qi(h(S)−h(S)). Due to the fact that h is continuous, it
follows that l is also continuous. Moreover 0 = h(s0) ∈ h(qri S) = l(qri S)+h(0). Using Proposition 5 for the linear continuous
function l, we get that l(qri S) ⊆ qri(l(S)). Therefore 0 ∈ qri l(S)+h(0). Using now Proposition 4(iii) we have qri(l(S))+h(0) =
qri(l(S) + h(0)) = qrih(S) and so 0 ∈ qrih(S). By Theorem 14 the conclusion follows. 
From the general strong duality theorem and its corollary the following results can be deduced, in a more particular
framework.
Theorem 18. Assume that X is a separated locally convex space and h is additionally a continuous function. If there exists s0 ∈ qri S
such that g(s0) ∈ −qriC and h(s0) = 0, 0 ∈ qi(C − C) (or equivalently cl(C − C) = Y ), clh(S − S) = Z and (0,0,0) /∈ qri co(E ∪
{(0,0,0)}), then strong duality holds between (P ) and (D), i.e. v(P ) = v(D) and (D) has an optimal solution.
Corollary 19. Assume that X is a separated locally convex space and h is additionally a continuous function. If (P ) has an opti-
mal solution s ∈ K, there exists s0 ∈ qri S such that g(s0) ∈ −qriC, h(s0) = 0, 0 ∈ qi(C − C) (or equivalently cl(C − C) = Y ),
cl(h(S − S)) = Z and (0,0,0) /∈ qri(E), then v(P ) = v(D) and (D) has at least one optimal solution. For each optimal solution of
(D), (y∗, z∗) ∈ C+ × Z∗ , it holds 〈y∗, g(s)〉 = 0.
One should notice that the conditions in Corollary 19 have a similar formulation to the ones in Theorem 3.1 in [9].
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The theory developed within this paper has a wide application area. We are going to exemplify a simple application in
the reﬂexive Banach space L2([0, T ],Rm) where T > 0 is a real constant and m 
= 0 is a natural number. First of all let us
remind that one can consider the convex ordering cone
Cm =
{
w ∈ L2([0, T ],Rm): w(t) 0 a.e. in [0, T ]}
for which, as it was proved in [2], intCm, coreCm and sqriCm are empty sets but
qriCm =
{
w ∈ L2([0, T ],Rm): w(t) > 0 a.e. in [0, T ]}.
Moreover, it holds Cm − Cm = L2([0, T ],Rm), and the dual cone of Cm is actually equal to Cm . For the easier lecturing
of the example, we use the denotation 〈〈η,u〉〉m for the value of the linear continuous functional η ∈ (L2([0, T ],Rm))∗ =
L2([0, T ],Rm) at u ∈ L2([0, T ],Rm), which is calculated as
〈〈η,u〉〉m =
T∫
0
〈
η(t),u(t)
〉
dt =
T∫
0
m∑
i=1
ηi(t)ui(t)dt.
As stated in [10], the evolutionary variational inequalities which model the time-dependent traﬃc network problems,
spatial price equilibrium problems and a variety of ﬁnancial equilibrium problems, can be expressed in a uniﬁed framework.
A particular case of such equations is presented in the following.
The framework we work under (actually a particular case of the general framework (F )) is the following:
X = S = Z = L2([0, T ],R2) and Y = L2([0, T ],R),⎧⎪⎨⎪⎩
f : L2([0, T ],R2)→ R, f (u) = 〈〈β,u21〉〉1,
g : L2([0, T ],R2)→ L2([0, T ],R), g(u) = u2,
h : L2([0, T ],R2)→ L2([0, T ],R2), h(u) = Φ(u) − ρ,
where u = (u1,u2) is an arbitrary element in L2([0, T ],R2), β ∈ L2([0, T ],R) with β(t)  0 a.e. in [0, T ], Φ =
( 1 1
0 −1
)
and
ρ = (−1,1).
Under the given assumptions, f is a convex function, g is a C1-convex one and h is aﬃne. The constraints set turns out
to be
K := {u ∈ L2([0, p],R2): u2 ∈ −C1, Φu(t) = ρ(t) a.e. in [0, T ]}.
We show at this point that strong duality holds between
(P E) min
u∈K
〈〈
β,u21
〉〉
1
and its Lagrange dual problem,
(DE) sup
λ∗∈C1
μ∗∈Z∗
inf
u∈L2([0,T ],R2)
{〈〈
β,u21
〉〉
1 +
〈〈
λ∗, g(u)
〉〉
1 +
〈〈
μ∗,Φu − ρ〉〉2}.
Our optimization problem (P E ) has as an optimal solution for example the constant (0,−1) ∈ L2([0, T ],R2) and its optimal
objective value is v(P E ) = 0. We are going to prove that strong duality holds between the two optimization problems.
The constant element s0 = (0,−1) ∈ S satisﬁes the conditions g(s0) = (−1,−1) ∈ −qriC1 and h(s0) = 0. Furthermore
C1 − C1 = Y , so cl(C1 − C1) = Y , and h(S) = Z , hence 0 ∈ qih(S). From the hypotheses of Corollary 15 we have left to check
that (0,0,0) /∈ qiE .
Let us proceed by contradiction and assume that (0,0,0) ∈ qiE . This means, according to Theorem 3, that NE (0,0,0) =
{(0,0,0)}. Let us consider (r∗,0,0) ∈R× L2([0, T ],R1)× L2([0, T ],R2) with r∗ > 0. Then for u ∈ L2([0, T ],R2) one has that
r∗
(
f (u) + t − v(P ))= r∗( T∫
0
β(m)u21(m)dm + t
)
 0, ∀t  0,
which implies that (r∗,0,0) ∈ NE (0,0,0), a contradiction, due to the fact that r∗ > 0. Hence, (0,0,0) /∈ qiE .
The hypotheses of Corollary 15 are satisﬁed, thus we get strong duality between (P E ) and (DE ), so v(P E ) = v(DE ) and
there exists (λ∗,μ∗) ∈ C1 × L2([0, T ],R2) such that 〈〈λ∗, g(s0)〉〉 = 0.
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