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Yu-Min Tsou and R. Neal Beaver** 
Dow Chemical USA, Texas Applied Science and Technology Laboratories, Freeport, Texas 77541 
ABSTRACT 
Analysis of the data obtained by the electrochemical monitoring technique for diffusion of a gas through a membrane 
is considered. It is shown that combining anumerical method with a nonlinear parameter estimation technique provides a
means to determine values for the diffusion coefficient and the solubility of the diffusing gas. It is shown that better ac- 
curacy can be obtained for the diffusion coefficient and solubility of this gas by using the method presented and all experi- 
mental data rather than only part of the data, as has often been done in the past. 
The electrochemical monitoring technique developed 
by Devanathan and Stachurski (1) has been routinely ap- 
plied to determine diffusion coefficients and solubilities 
for gases which diffuse through membranes. This tech- 
nique has been described elsewhere (2, 3) but basiCally 
consists of first applying a platinum coating to one side of 
the membrane and then exposing this side of the mem- 
brane to the electrolyte and the other side of the mem- 
brane to a diffusant gas. A schematic of the overall experi- 
mental apparatus is shown in Fig. 1 and a detailed 
schematic of the permeation test cell is shown in Fig. 2. 
During the experiment, he gas (e.g., Ha) diffuses through 
the membrane and is oxidized electrochemically on the 
platinum coating. To analyze such a system, a one-dimen- 
sional form of Fick's second law of diffusion is used 
ac(x, t) o2c(x, t) 
- - - D - -  [1] 
at Ox 2 
where the diffusion coefficient, D, is assumed to be con- 
stant and c(x, t) represents the concentration of the diffu- 
sant gas (e.g., H~). Initially, an inert gas such as Nz is passed 
over the membrane which gives 
c(x,t)=O.O for O<-x<-L for t<0 [2] 
The diffusant gas is assumed to saturate the surface of the 
membrane which faces the gas chamber upon introduc- 
tion of the gas to the membrane 
c(x,t)=Co at x=0 for t->0 [3] 
At the other side of the membrane, it is assumed that the 
concentration ofH2 is forced to zero by oxidizing all of the 
Ha gas under mass-transfer limited conditions 
c(x,t)=O.O at x=L  for t->0 [4] 
The current as a function of time needed to oxidize the hy- 
drogen gas is given by 
i(t) = -neFAD Oc(x, t) [5] 
Ox x=L 
where at steady state the limiting current is 
neFADCo 
i~  - - -  [6] 
L 
Various analytical methods have been used to approxi- 
mate the solution of Eq. [1]-[4] in terms of current ratios by 
using Eq. [5] and [6] as demonstrated byMcBreen et al. (4) 
for the Laplace method 
* Electrochemical Society Student Member. 
** Electrochemical Society Active Member. 
i(T) 2 ( -1 )  
i~ -~exp ~-  [7] 
and Fourier's method (4) 
i(T) 
- 1 - 2 exp ( -~v)  [8] 
i| 
where 
Dt 
- [9] 
L 2 
A third analytical solution was presented recently by Yen 
and Shih (5) 
i(~) 
- 1 - exp (-6~) [10] 
i| 
Unfortunately, Eq. [7], [8], and [10] are not correct over the 
entire range of ~ despite being derived from well-known 
analytical methods. This can be seen easily, for example, 
by inspection of Eq. [7]. The right-hand side of Eq. [7] goes 
to zero for large values of T instead of going to one, as re- 
quired. Since the right-hand side of Eq. [7] is the first term 
only in an infinite series given by (4) 
i(~) 2 1 |  ~-~--0 [ (2n+1)2-] = - -  ~'. ( -  1)" exp [11] 
~r 1~ = 4v 
one might expect hat adding additional terms would im- 
prove the accuracy of Eq. [7]. Unfortunately, adding a large 
(e.g., 108) number of terms does not improve the solution at 
all. This is true because T1/2 appears in the denominator for 
each term, as shown in Eq. [11]. Equation [8] is wrong be- 
cause the right-hand side does not go to zero for small 
values of ~, as required. Equation [10] is wrong because, 
even though it is correct for large and small values of ~, it 
does not agree with the numerical solution of Eq. [1]-[4] ex- 
cept at one intermediate value of ~, as shown in Fig. 3. 
The numerical solution to Fick's second law, shown in 
Fig. 3, was calculated by expressing Eq. [1] in a finite dif- 
ference form (Crank-Nicolson) and solving for the concen- 
tration as a function of time at each nodal point subject o 
the boundary and initial conditions given by Eq. [2]-[4]. 
The current ratio was then predicted, as a function of time, 
by using Eq. [5] and [6]. The correct dependence of ili| on 
should follow that given by the numerical solution. As can 
be seen in Fig. 3, the prediction based on the Laplace 
method (Eq. [7]) deviates from the numerical solution for 
values ofv greater than about 0.40. The prediction based on 
Fourier's method (Eq. [8]) gives a valid response for 
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Fig. 1. Schematic of the overall experimental apparatus used for the 
electrochemical monitoring technique. 
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Fig. 2. Schematic of the permeation test cell 
where ie(j) represents the jth exper imental  value for the 
current. Here the n current values are obtained at regular 
intervals from the data set for simplicity. 
The theory of least squares fitting can be used to deter- 
mine D and Co. The difference between the exper imental  
values and the predicted values of the current for each 
data point can be used to determine the two parameters by 
minimiz ing the value of R when R is defined as 
R = ~ f(j)2 [13] 
j=l 
The IMSL (6) subroutine BCLSF  was used in this work to 
est imate D and Co. This routine solves nonl inear least 
squares problems by using a modif ied Levenberg-  
Marquardt  algorithm. Since i(j) depends on the diffusion 
coefficient and the solubility, Eq. [1], subject o Eq. [2]-[4], 
must  be solved numerical ly for each iteration in the esti- 
mation of D and Co. Fortunately, this does not require 
much computer  t ime because of the high speed of modern  
computers.  
In addit ion to est imating the parameters, it is equal ly im- 
portant to determine confidence intervals for the parame- 
ters. Assuming a normal distribution, the confidence inter- 
vals can be approximated by [(7), p. 197] 
Pk = Pk + tl-~/2,dfSP k Y~kk  k = 1, m [14] 
where tbk is the est imate of the parameter Pk and tL-~;2.af is
the value of the t-distribution at the (1 - ~/2) x 100% con- 
f idence interval with n - m degrees of f reedom (dt~. A 
value for the variance, s~k, can be obtained from 
JU) 2 
j=l 
s~k 2- [15] 
n-m 
and a value for Ckk can be obtained from the inverse of the 
approximate Hessian matrix, N, where the elements of the 
Hessian matr ix are given by 
~ 2 ~, )~)  ~i~') 
H . ,  - - -  
oP,~OP~ j'=] OP,~OP~ 
greater than about 0.12, and the predict ion according to 
Eq. [10] deviates from the numerical  solution for most of 
the values of~. Hence, the numerical  method is the only ac- 
curate solution to Eq. [1]-[4] over the entire range ofv. 
Equat ions [6] and [9] and one of the Eq. [7], [8], or [10] are 
often used to determine the diffusion coefficient, D, and 
the solubility, Co, of the diffusing gas. The classical 
method typical ly consists of setting i(~)/i| in one of Eq. [7], 
[8], or [10] to a set fraction (e.g., 0.5) and solving for the di- 
mensionless time, T. Then the actual time, t, to reach this 
fraction of the l imit ing current is measured from an exper- 
imental  current transient. The dimensionless time, v, and 
the actual time, t, are then used in Eq. [9] with a known 
thickness, L, to calculate D. The gas solubility, Co, is then 
calculated from Eq. [6] using the exper imental ly  deter- 
mined value of  i| This procedure used with Eq. [10] would 
lead to significant errors in D and Co if the selected current 
ratio, i(~)/i| was not about 0.65, as indicated in Fig. 3. This 
classical procedure is often hard to use because it is diffi- 
cult to obtain reproducibly flat l imit ing current curves. 
Also, one would l ike to have confidence intervals for D and 
Co which cannot be obtained when only two values of the 
exper imental ly  measured current vs. t ime data are used. 
The entire data set from an exper imental ly  measured 
current transient can be used to determine values for D 
and Co and their conf idence intervals by using a numerical  
solution technique to predict the current, i, and the non- 
l inear parameter est imation procedure to determine D and 
Co by compar ison of the exper imental  values of i to those 
predicted by the model  (Eq. [1]-[4]). S ince the data set con- 
sists of  n current values and m unknown parameters 
(D and Co), n functions can be defined 
f(j) = ie(j) - i(j) j = 1, 2 . . . . .  n [12] 
~i(j) ai(j) 
+ 2 j=l OP~ OP~ a' ~ = 1, m [16] 
and the elements of the approximate Hessian matr ix are 
No~ = 2 ~ oi(j) oi0) [17] 
j=l ~ 0P13 
The approximate Hessian matr ix is a good approximat ion 
to the Hessian matr ix because as the parameters, Pk, ap- 
proach their final values, the second derivative terms in 
Eq. [16] tend toward zero. For  the two unknown parame- 
ters of interest here, D and Co, the matr ix N is given by 
j=] OPD OPD "= OPD OPc o 
N= 
oio) oio) oiO) oio) I 
[18] 
j=] OPco OPD j=l OPco OPco-i 
Invert ing Eq. [18] and taking the diagonal e lements gives 
the needed values for C~ in Eq. [14]. 
Discussion 
To il lustrate this procedure for determining est imates 
and conf idence intervals for D and Co, the parameters in 
Table I were used to create a simulated base data set of 
evenly spaced points of current vs. time. Using simulated 
data allows the diffusion coefficient and solubil ity to be set 
a pr ior i  and then calculated by the four methods pre- 
sented here. The Crank-Nicolson method was used to 
solve the model  Eq. [1]-[4], with Ax = 1.0 x 10 -4 (101 node 
points) and ht = 7.5 x 10 -4 (1001 t ime steps). F rom this 
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Fig. 3. Comparison of approximate solutions to a numerical solution 
fo r  the  f rac t ion  a t ta inment  o f  the  s teady-s ta te  cur rent  as  a funct ion  o f  
the dimensionless time (~). 
large set of values for c(x, t), values for i(t) were calculated 
according to Eq. [5] for one thousand evenly spaced points 
in time over the 30s time period of the simulated experi- 
ment. Since most actual measurements of current ransi- 
ents involve sampling noise, a normal (gaussian) random 
number generator (subroutine RNNOR of IMSL) was used 
to alter these currents by -+ 0.5 ~A as shown in Fig. 4. A ran- 
dom deviation of -- 0.5 ~A provides areasonable amount of 
induced noise in the current ransient resembling a worst 
e~ 
.< 
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0.0 
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Fig. 4.  Computer-generated currents based on the numerical solution 
of Eq. [1 ] - [4 ]  with randomized induced noise of -+0.5  ~ (500  evenly 
spaced points). 
Table I. Parameters for the computer generated simulated data ~ 
A = 0.125 cm 2 
D = 2.5 • 10 -6 cm2/s 
Co = 1.5 • 10 -~ mol /cm 3
L = 0.01 cm 
ne =2 
a Se lected arbitrari ly. 
Table II. Calculated parameters and confidence intervals ~ using 
Eq. [19] and [20] for 100 sets of simulated data as o function 
of the number of data points used in the estimation 
Diffusion coeff icient ( • 106)  Solubi l i ty (• 106) 
Data points (cm2/s) mol /cm ~ 
50 2.4967 • 0.006477 1.5036 • 0.004893 
100 2.5012 • 0.004013 1.5000 • 0.002991 
150 2.5022 • 0.003117 1.4986 • 0.002395 
200 2.5006 • 0.002768 1.4993 • 0.001847 
250 2.4994 • 0.002394 1.5010 • 0.001717 
300 2.5000 • 0.002214 1.4992 • 0.001577 
350 2.5007 • 0.001845 1.4998 • 0.001396 
400 2.5010 • 0.001618 1.4991 • 0.001308 
450 2.4998 • 0.001588 1.5001 • 0.001222 
500 2.4992 • 0.001473 1.5005 • 0.001070 
95% conf idence interval.  
case data set. Since random deviates were added to the 
base data set, a Monte Carlo simulation [(8) p. 46] is needed 
to illustrate adequately the numerical method and parame- 
ter estimation technique. 
The Monte Carlo simulation consists of numerous repe- 
titions of generating and analyzing simulated data sets. 
That is, numerous imulated ata sets are created by first 
calculating a (smooth) current transient as described 
above and, second, by randomly altering this current 
transient numerous times (r repetitions) resulting in many 
simulated ata sets similar to Fig. 4. Once these simulated 
data sets are created, the numerical method, Eq. [1]-[4],and 
parameter estimation technique is used to analyze individ- 
ually each data set. Each repetition is used to estimate a
diffusion coefficient, Di, and a solubility parameter, Col. 
2.50  j . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  g . . . .  , . . . .  , . . . .  , . . . .  , 
3.25 
-~ 2.00 
~ 1.75 
1.oo 
I 1.25 
o 
~:  ,.oo 
. 0.76 
-~ " o.so r.b-1 
o 
~ 0=5 
0.00 
-0.25 
O 
0 Numer ica l  
A Lap lace  
D Four ie r  
O Yen and Sh ih  
- Set  Va lue  
ficient with the number of evenly spaced data points used in the param- 
eter estimation within 95% confidence. 
0 $0  too  tso  200 ~50 300 s50  400 460 soo  
Data  Points 
Fig. S. Variation of the percent error in estimating the diffusion coef- 
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Fig. 6. Variation of the percent error in estimating the solubility with 
the number of evenly spaced data points used in the parameter estima- 
tion within 95% confidence. 
For  the  Monte  Carlo s imulat ion,  the parameters  and  the i r  
conf idence intervals  are determined  f rom all r repet i t ions 
of the  s imulat ion [(9) p. 226] 
Sk 
Pk = Pk -+ tl-~/2,df---~ k = 1, m [19] 
Vr  
where  P1 and  P2 are the average values for D] and  Col, re- 
spectively,  over  all r repetit ions,  df  = r - 1, and  Sk is the  
sample  s tandard  ev iat ion of parameter  k g iven by  
+=++ r---+~ J k : 1, m [20] 
Note that  Eq. [19] and  [20] and  the Monte  Carlo s imulat ion 
are only needed to analyze the computer  generated ata 
(Fig. 4). I f  real data is be ing analyzed, Eq. [14] is used to es- 
t imate  the conf idence intervals.  
One hundred  data sets l ike the one shown in Fig. 4 were 
generated  wi th  500 data points  and analyzed by the numer -  
ical method and  parameter  est imat ion technique.  The re- 
su l t ing 100 values for the di f fusion coeff icient and solubi l -  
ity were used in Eq. [19] and [20] to obta in  the parameter  
est imates  and  the i r  conf idence intervals.  The results  for 
th is  case together  w i th  other  cases wi th  fewer data points  
but  w i th  100 repet i t ions for each are shown in Table  II. Fig- 
ures 5 and  6 show the percent  errors for the  di f fusion coef- 
f icient and  solubil ity, respectively.  These results  show that  
the conf idence interval  for the  parameter  est imates  be- 
come smal ler  as more  s imulated ata points are used. This 
, . . . .  i . . . .  , . . . .  i . . . .  i . . . .  + . . . .  , . . . .  i . . . .  l 
0.0  
4.S 
4.0 
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8.S 
~ S.O 
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. . . . .  I 0.0 ~ l ~ j  
i 
0.0  SO.O 100 .0  100 .0  200 .0  250 .0  800 .0  850 .0  400 .0  
Time (sec) 
Fig. 7. Experimentally measured and predicted values of current as a 
function of time for hydrogen gas diffusing through a proprietary ion- 
exchange membrane (82 evenly spaced in time data points). 
observat ion  is expected s ince as the number  of data points  
increases,  the  parameter  est imates will approach  thei r  t rue 
values and  the conf idence intervals  will tend toward  zero. 
Also shown in Fig. 5 and  6 are percent  errors in the 
values for D and  Co obta ined by apply ing the three approx-  
imate  solut ions,  Eq. [7], [8], and [10], wi th  the classical 
method descr ibed above to the s imulated data in Fig. 4. 
Sett ing i (T)/ i |  to 0.5 in Eq. [7] and  [8] and  solv ing for T gives 
TLaplac e : 0.1388 and  XFo~ier = 0.1405. Equat ion  [10] prov ides 
the correct  va lue for x at i (x)/ i |  equal  to 0.65 as shown in 
Fig. 3. Us ing  this  va lue in Eq. [10] gives xYe, a,d Shin = 0.1750. 
The  l imit ing current ,  as approx imated  f rom Fig. 4 by us ing 
a ru ler  is 9 ~A. The t ime, t, to reach one-hal f  of the l imit ing 
cur rent  is 5.5s and  to obta in  0.65 of the  l imit ing cur rent  is 
6.9s. The di f fusion coeff icients for the Laplace and  Four ier  
equat ions  are obta ined f rom Eq. [9] us ing t = 5.5s and the 
respect ive values for T above. Similarly, the  di f fusion coef- 
f icient for the  Yen and Sh ih  equat ion  is calculated by 
us ing t = 6.9s and  the above cor respond ing  value of x. The 
solubi l i ty can then  be calculated for each approx imate  
method by us ing the calculated i f fusion coeff icients and 
approx imated  l imit ing cur rent  in Eq. [6]. Table  I I I  p resents  
a compar i son  of these results  to the numer ica l  method.  It 
is p robab ly  not  necessary  to analyze graphical ly  each of 
the  100 data sets s ince the only di f ference between each 
data set is the  amount  of randomly  induced noise. As 
shown in Table  I I I  and Fig. 5 and  6, the  numer ica l  method 
gives a more  accurate st imate of the di f fus ion coeff icient 
and  solubi l i ty than  the approx imate  methods .  It  should  be 
Table III. Comparison of values obtained for D and Co by different methods for simulated data 
D (x 106) % Error ~ Co (x 106) % Error b 
Method (cm2/s) in D (mo]/cm ~) in Co 
Numerical c 2.4967 -+ 0.006477 -0.132 1.5036 +- 0.004893 0.240 
Laplace 2.524 0.960 1.478 - 1.47 
Fourier 2.555 2.20 1.460 - 2.67 
Yen 2.536 1.44 1.471 - 1.93 
a Relative to the set value of 2.5 x 10 -6 cm2/s. 
b Relative to the set value of 1.5 x 10 -6 mol]cm 3. 
c Obtained with 50 evenly spaced ata points. 
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Table IV. Comparison of values obtained for D and Co by different methods for experimental data 
D (x 106) % Error a Co (• 106) % Error ~ 
Method (cm2/s) in D (mol/cm ~) in Co 
Numerical 2.0244 _+ 0.020581 2.2487 • 0.027021 
Laplace 1.966 -2.885 2.375 5.617 
Fourier 1.990 - 1.699 2.347 4.371 
Yen 1.866 7.825 2.503 11.309 
a Relative to the numerical method. 
mentioned that more than one data point from the current 
transient could be used to perform the estimation for the 
approximate methods. However, this would lessen the ap- 
peal of the approximate methods and may be more diffi- 
cult than using the numerical method. 
To further illustrate the numerical method technique for 
estimating diffusion coefficients and solubilities, actual 
experimental data was analyzed by the four methods de- 
scribed above. The permeation rate of hydrogen gas 
through a proprietary membrane was measured by the 
electrochemical monitoring technique as described ear- 
lier. The temperature of the electrolysis cell was 25~ and 
consisted of a 0.bM Na2SO4 electrolyte and a 11.13 mil thick A 
membrane with an exposed geometric area of 0.125 cm 2. 
From the resulting current ransient, 82 evenly spaced in c 
time data points were obtained as shown in Fig. 7. Al- Ckk 
though the experimental current transient in Fig. 7 ap- ~C~ 
pears to be smooth, these values were obtained from a ~o~ 
measured current ransient similar to Fig. 4. Also shown in 
Fig. 7 are the predicted current ransients obtained from D~ 
the numerical method and the three approximate meth- F 
ads. The model Eq. [1]-[4], were solved by the Crank- f0) 
Nicotson method with Ax = 2.783 • 10 -4 cm (1Ol node 
points) and At = 2.678 x 10-2s (14,936 time steps). Since H 
real experimental data points were used rather than simu- ie(j) 
lated data, the confidence intervals were calculated by i(j) 
using Eq. [14]. The three approximate methods were also i(t) 
i| applied to the experimental data. Using Fig. 7, the limiting L 
current is approximately 4.047 p~. One-half of this limiting m 
current value corresponds to a time of 54.69s and 0.65 of n 
the limiting current corresponds to 72.66s. The results for 
the hydrogen gas diffusion coefficient and solubility as ob- ne 
tained by the four methods are shown in Table IV. These N 
values for the diffusion coefficient and solubility were ~Pk 
then used in their respective equations (Eq. [5]-[10]) to pre- ~Pk 
dict the current as a function of time as shown in Fig. 7. Pk 
r 
Summary R 
A numerical solution to Fick's second law of diffusion sk 
can be used with transient current data to obtain estimates sPk 
and confidence intervals for the diffusion coefficient and t 
solubility of a gas diffusing through a membrane. Higher tl-~2,dr 
accuracy is obtained in estimating the diffusion coefficient 
and solubility by using a numerical method rather than ap- 
proximate methods, x 
There are several advantages in using a numerical 
method with parameter estimation as presented here. 
First, the estimated parameters depend on all experimen- 
tal data, not just on two points as they do for the approxi- 
mate methods. Hence, there is less chance of an error oc- 
curring in the estimation. Also, a confidence interval can 
be constructed for the parameter estimate with only one 
set of experimental data. Second, the approximate solu- 
tions depend on the limiting current value which is some- 
times difficult to measure (as in Fig. 4) and may vary on 
subsequent experimental runs. This can significantly alter 
the parameter estimates. Third, the use of high speed 
digital computers provides a simple, rapid method to de- 
termine parameter estimates and their confidence inter- 
vals. Coupling data acquisition hardware and software 
with such computers would make the approach presented 
here even more appealing. 
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LIST OF SYMBOLS 
cross-sectional rea of membrane and electrode, 
cm 2 
concentration ofgas in the membrane, mol/cm 3
diagonal matrix element of N-1 
diffusing gas solubility in the membrane, mol/cm 3
diffusing gas solubility of repetition l, moYcm 3 
diffusion coefficient of the diffusing gas in the 
membrane, cm2/s 
diffusion coefficient of repetition l, cm2/s 
Faraday constant, 96,487 C/mol 
residual current (experimental-predicted) at time 
j ,A  
Hessian matrix 
experimental current measured at time j, A 
predicted current measured at time j, A 
current at time t, A 
limiting current, A 
membrane thickness, cm 
number of parameters (m = 2, D, and Co) 
number of experimental observations (data 
points) 
moles of electrons 
approximate Hessian matrix 
parameter k 
arithmetric mean of parameter k over r repetitions 
estimate of parameter k 
number of repetitions 
residual sum of squares of the error, A 2 
sample standard eviation of parameter k 
approximate value of the variance of Pk 
time, s 
t-distribution at (1 - ~/2) • 100% confidence inter- 
val with df  (= n -  m) degrees of freedom for 
Eq. [13] and df(= r - 1) for Eq. [18] 
dimensionless time, Dt/L 2 
spatial coordinate, cm 
parameter for the t-distribution 
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