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Abstract:
Most video tracking algorithms including L1 tracker often fail
to track correctly under adverse conditions such as object occlu-
sion, disappearance, etc. To address this issue, we propose an im-
proved L1 tracker algorithm called Tracker-2, based on what we
call the expanded template which includes the reference template
and trail template. The reference template keeps the original fea-
tures of the target and prevents errors from being introduced by
false tracking results with the template update, which leads to the
deviation of the target. The trail template records the trail track-
ing results to avoid massive use of trivial templates which may
result in the false detection of occlusion. The experimental results
on a number of standard data sets have proved that our Tracker-
2 approach is able to deal with the occlusion problem effectively
while maintaining the advantages of L1 tracker.
Keywords:
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1. Introduction
Visual tracking has been one of the key research areas in
computer vision community for the past decades. It is cru-
cial for video analysis, surveillance and monitoring, human be-
havior analysis, human computer interaction and video index-
ing/retrieval etc.[1]. A number of approaches have been pro-
posed for visual object tracking. Most of them can be classiﬁed
into two categories: generative and discriminative. The gen-
erative methods [2, 3] aim at building the appearance model
of target. The tracking is achieved by searching the location
which is most similar to the learned appearance model. Differ-
ent from the generative, the discriminative approaches solve a
binary classiﬁcation problem for tracking. Features are extract-
ed from both the target and background regions, used for learn-
ing a classiﬁer online, such as ensemble tracking [4]. There are
also some other advanced theories used for tracking, including
multiple instance learning [4, 5], sparse bayesian learning [6]
, global model seeking [7] and Tracking-Learning-Detection
(TLD) [8]. Recently, the sparse representation and compressed
sensing techniques [9] have drawn a great attention in visual
tracking [10, 11, 12]. In this case, the tracker represents each
target candidate as a sparse linear combination of dictionary
templates that can be dynamically updated to maintain an up-
to-date target appearance model. This representation has been
shown to be robust against partial occlusions, which leads to
improved tracking performance.
The L1 tracker based approaches have addressed the occlu-
sion, corruption and other challenging issues through a set of
trivial templates. Speciﬁcally, to track the target in a new frame,
each target candidate is sparsely represented in the space s-
panned by target templates and trivial templates. The sparsity
is achieved by solving an L1-regularized least squares problem.
Then the candidate with the smallest projection error is regard-
ed as the target. Despite of being effective, these L1 trackers
require high computational costs due to numerous calculations
for L1 minimization. In addition, the inherent insensitivity of
the L1 minimization to occlusion has not been fully utilized.
Thereafter [11] proposed a modiﬁed efﬁcient L1 tracker with
minimum error bound and occlusion detection, called Bound-
ed Particle Resampling (BPR)-L1 tracker. This algorithm is
able to deal with occlusion with L1 minimization formulation
using trivial templates, at the expense of high computational
cost,though.
But if the image is polluted by complex noise or occlusion,
L1 tracker method has some drawbacks in tracking accuracy
and erroneous judgement of occlusion. To address this chal-
lenge, in this paper, we propose an improved L1 tracker ap-
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proach, which we call Tracker-2, by introducing the reference
template and the trail template into the L1 tracker. The template
of target extracted from the ﬁrst frame is taken as the reference
template, which is not updated during tracking. This can avoid
errors from false tracking results and improve the recapture of
the target after occlusion. According to the order of similarity,
a template from recent frames is picked up as the trail template,
which has the highest similarity with the target template.
2 L1 tracker algorithm
The L1 tracker proposed by Mei et al. [10] is a sparse-
represented image tracking algorithm based on particle ﬁlter-
ing. The sparse representation is used to calculate the like-
lihood p of a candidate object xk. Given the target template
set Tk = {t1k, t2k, ..., tik, ..., tnk}, each template tik is a 1D vec-
tor formed by stacking template image columns. The sets of
candidate objects and the corresponding images are denoted as
Xk = {x1k, x2k, ..., xNk } and Yk = {y1k, y2k, ..., yNk }, respective-
ly [?]. A trivial template I = {i1, i2, ..., iN} is used to capture
the occlusion. The tracking result yik approximately lies in the
linear span of T
yik = Tka
i
T + Ika
i
I ∀yik ∈ Yk (1)
where aiT = (a1, a2, ..., an)
T is called a target coefﬁcien-
t vector, and a trivial template, Iik is a vector with only one
nonzero entry (i.e. for the jth trivial template, only the jth
dimension is 1 and all the other dimensions are 0 ). The co-
efﬁcient aik = [a
i
T , a
i
I ] is sparse, meaning that most of its di-
mensions are 0 or close to 0 except for a few dimensions. The
deﬁnition of the Eq. (1), to a certain extent, illustrates the core
idea of the sparse representation, i.e. ﬁnding the linear repre-
sentation of the tracking target by feature templates and trivial
templates. The error caused by occlusion and noise typically
corrupts a fraction of the image pixels. Just for a candidate
approximating the target, there are only a limited number of
nonzero coefﬁcients in aik that account for the noise and par-
tial occlusion. The deviation of the candidate from the target
will reduce the sparsity of the coefﬁcient vector, and increase
the complexity of operation. Mei et al [11] exploited the com-
pressibility in the transform domain by solving the problem as
an L1-regularized least squares problem, which is known to
yield sparse solutions typically.
min
1
2
‖ yik −Aa ‖22 +λ ‖ a ‖1 a ≥ 0 (2)
3 Track-2 Algorithm
In the L1 tracker algorithm [10, 12], the occlusion is detected
before template updates. In occlusion detection, the coefﬁcient
of the trivial templates, a = [cT , cI ] is converted into a ma-
trix with the same size as the template, and then thresholded
into a binary matrix with a predetermined threshold value. The
largest connected region is used to estimate the occlusion. cT
is constrained to be larger than 0, but there is no constraint for
cI . That means, in the coefﬁcient matrix, only those elements
greater than the threshold are set to 1. When the gray value
of an occlusion object is less than the tracking object, the oc-
clusion will be ignored and not processed, which leads to the
wrong tracking result. In order to address this issue, we pro-
pose an improved L1 tracker algorithm. At ﬁrst, with a prede-
termined threshold value we threshold the absolute value of the
coefﬁcient matrix into a binary matrix. The elements with the
equivalent value are regarded as in homogeneous regions. Then
we calculate the largest connected area and compare it with the
preset value given as a percentage of the total area (we set 30%
in this paper).
To deal with the above-mentioned issues, we process the pos-
itive and negative templates separately, and introduce expanded
templates (including the reference template and the trail tem-
plate) into in addition to feature templates and trivial templates.
As described earlier, L1 tracker applies a dynamic template-
updating strategy interposing between frequently updating s-
trategy and never updating strategy, while our reference tem-
plate and trail template correspond to these two extreme strate-
gies. We denote this approach as Tracker-2, which utilizes the
particle ﬁlter and the ﬂexibility of the sparse representation
model to improve response capabilities of the tracking algo-
rithm to track changes in appearance of the targets. Tracker-2
is also able to capture lost target and to reduce misdiagnosis
of occlusion. Experimental results demonstrate that Tracker-2
can not only achieve better performance in occlusion detection
than L1 tracker, but also prevent the template from being up-
dated late due to overly strict occlusion detection.
3.1 Reference template
During the object tracking process, the target maybe occa-
sionally disappear temporarily from the image sequence. Ne-
glecting this case may weaken the ability of the algorithm to
cope with object disappearance and to effectively recognize the
target when it reappears [14]. For those tracking approaches
[14] on responding dynamically to object changes, the disap-
pearance and reappearance of the target causes more severe

1SPDFFEJOHTPGUIF*OUFSOBUJPOBM$POGFSFODFPO.BDIJOF-FBSOJOHBOE$ZCFSOFUJDT/JOHCP$IJOB+VMZ
problems. When the target disappears in the current frame, the
approaches detect a big difference between the frame and the
target template. This difference may be treated as a signal that
the objective has changed. The target templates fail to respond
appropriately to the changed objects but are updated according
to the current wrong tracking results with some fallacious fea-
tures being added into them. The error may eventually lead to
offset of the tracking target.
3.2 Trail template
L1 tracker is prone to error on occlusion detection in object
tracking as the template cannot describe adequately the current
tracking process. The templates are not updated as needed, and
the usage of trivial templates is reduced, which seriously affect
the effective tracking.
To address this issue, we introduce the trail template, which
is the tracking result with maximum similarity to the feature
template among the latest results (the result of the last 5 frames,
as in [15]). The trail template is updated with the latest and
most reliable result in current process. Therefore, the trail tem-
plate is the tracking result with two important characteristics
reliable and recently-obtained. Firstly, it must be the target for
its qualiﬁcation as a template. Secondly, it is the result close to
the current frame, so its difference from the current target is less
than that between the current target and the feature template.
Here we consider a typical scenario previously mentioned
for the false identiﬁcation of occlusion. When small changes
begin to appear, L1 tracker considers the template sufﬁcient to
describe the results of the current frame, thus does not update
the template (If the template is updated, errors will be added
into the template, resulting in a deviation in the tracking result-
s). As the target gradually changes, a large number of trivial
templates will be used when L1 tracker identiﬁes the template
incapable to describe the current frame appropriately. This may
result in a large connected region with 1 in the binarized coef-
ﬁcient matrix, which will be identiﬁed as occlusion. Tracker-
2 uses the trail template (latest matrix) to record the changes
during the tracking process. As the templates characterize the
gradual variation of the target, the number of trivial templates
can be reduced signiﬁcantly when the template is updated. So
the risk of false detection of occlusion is reduced.
The overall process of the Tracker-2 algorithm is shown in
Table I.
4 Experiment Results and Performance Analysis
In our experiments, Tracker-2 is implemented in Windows 7
using Matlab. The threshold of Sim [15] is preset to τ = 0.3
TABLE 2. APG method of L1 tracker[?]
Initialize α0 = α1 = 0 ∈ N ,t0 = t−1 = 1 , k = 0 ;
While Non convergence do
βk+1 := α+
tk−1−1
tk
(αk − αk−1) ;
gk+1|T = βk+1|T − (A
′T (A′βk+1 − y)) |T /(L− λ1T ) ;
gk+1|I = βk+1|I − (A
′T (A′βk+1 − y)) |I /(μλk+1|I/L) ;
αk+1|T = max(0, gk+1|T ) ;
αk+1|I = σλ|L(gk+1 |I) ;
tk+1 :=
1+(1+4t2k)
1/2
2 , k = k + 1
End
( because the template is unable to represent the current track-
ing results when the value τ is more than 0.3.). The numbers
of feature templates and particles are 10 and 600, respective-
ly. λ = 0.01, μc = 10 (Weight coefﬁcient in Table I). The L1
tracker algorithm in the comparative experiment uses the same
settings.
4.1 Comparative analysis of experimental results
In our quantitative experiments, 15 standard videos are cho-
sen. Here we only randomly show the results of 4 videos.
Tracker-2 is evaluated and compared with the L1 tracker.
To evaluate the tracking performance, Ref. [16] select the
area-overlap-rate to determine whether each frame of the track-
ing results are acceptable. The overlap rate is the standard
of the performance evaluation of object detection algorithm in
PASCAL test [17], which is described as the overlap rate be-
tween the tracking target area and the actual target area. If the
tracking target area in a frame is ROIG, the actual target area
is ROIT , the overlap ratio of the frame is calculated by
SCORE =
area(ROIG ∩ROIT )
area(ROIG ∪ROIT ) (3)
where Ntotal is the number of total frames, and Nscore≥0.5
denotes the number of correctly tracked frames.
In addition to the above method, some researches [15] al-
so apply the central discriminant method to determine whether
the current tracking results meet the requirements, in which the
distance between the centres of two regions is used as the domi-
nate parameter. But this method ignores the size of the selected
area, and is not accurate enough. So in our study we use the
overlap rate approach, for it gives more accurate and compre-
hensive results. The comparison between results of Tracker-2
and L1 tracker is shown in Table III. Regarding the accura-
cy rate, our Tracker-2 has obtained similar performance to L1
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TABLE 1. Tracker-2 Algorithm
Input: template set Tk = {T1, T2, · · · , Tn, Treference, Ttrail} ; Image Fk ; Particle set Sk−1 = {xik−1}N1 ; Occlusion timer μc
Output: template set Tk ; tracking result x∗k ; Particle set Sk = {xik−1}N1 ; Occlusion timer μc
Update μ according to μc , if μc > 0, μc = μc − 1
Determine the candidates of this frame, xit from the resulting particles of last frame x
i
k−1
for i = 1, i < n do
create the corresponding image yik from x
i
t
calculate the current observation probability qi
end
sort the candidates according to q, set i = 0, τ = 0 ;
while i < N and qi ≥ τ do
perform the APG method for Tracker L1 (as shown in Table II), seeking the answer of minimization equation
calculate pi.
τ = τ + 12N pi , i = i+ 1 ;
end
∀j ≥ i , set pj = 0;
Find the optimal x∗k and its serial number t
if μc = 0, Sim(y∗k, tj) > τ then
Calculate positive or negative coefﬁcient matrix, conﬁgure μc ;
If no occlusion is detected, update the template;
end
Try to update the Trail template
Process the candidate x∗k in accordance with the current pi,generating particles x
∗
k
tracker in processing the three datasets: Car, Singer, and Walk-
ing. This indicates that Tracker-2 still possesses the advantages
of L1 tracker. For the Face dataset, Tracker-2 achieves a signiﬁ-
cant increase (almost double) in overall accuracy rate compared
to L1 tracker. In summary, through the analysis of the results
of four test sets, it can be seen that proposed method improves
the tracking performance while in the meantime maintains the
advantages of L1 tracker.
TABLE 3. Comparisons of accuracy rate for two methods
Index L1 tracker Tracker-2
Car 0.9883 0.9967
Singer 0.9952 0.9972
Walking 0.9800 0.9842
Face 0.2931 0.5727
To further evaluate the performance of Tracker-2, we com-
pare the tracking results in the corresponding frames of two
methods with the central moment of the standard target posi-
tion, as shown in Fig. 1. The blue and red are the test results of
L1 tracker and Tracker-2, respectively. The vertical axis repre-
sents the central moment of the tracking results and the actual
target position (the unit is the pixel distance), and the horizontal
coordinates represent the number of current frame.
4.2 Comparative analysis
In this part, we give intuitive comparisons of the image
frames and the tracking results to illustrate Tracker-2’s effec-
tiveness. In Figure 2, the left is the initial calibration frames,
followed by the recognition of different times. The red box en-
closes the tracking results of L1 tracker. In the Face dataset,
the tracking accuracy is greatly affected by the appearance of
a large number of occlusions which make the target disappear
time to time. In Fig. 2(b), the results of L1 tracker are obvi-
ously shifted starting from the deﬂection of target’s head. In
Fig. 2(a), Tracker-2 can complete the tracking task, and there
is no obvious deviation. Especially in the last stage of tracking,
although the target box of Tracker-2 becomes relatively small,
its location is still very accurate. This shows that , Tracker-2
copes with the occlusion more effectively than L1 tracker.
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(a)the Car video (b) the Singer video
(c)the Walking video (d) theFace video
FIGURE 1. Test results of the video. Blue:L1 , Red:Tracker-2
5. Conclusions
In this paper an improved L1 tracker algorithm, Tracker-2,
is proposed. We have proposed in this paper a new approch,
called Tracker-2, using the expanded template (including the
trail template and reference template) to deal with the problem
of occlusion and misdiagnosis in image target tracking. We
have evaluated and tested Tracker-2 on some classical video
datasets and compared it with recent tracker algorithms. The
experimental results have demonstrated that the expanded tem-
plate strategy has effectively improved its ability to cope with
the problem of occlusion, while retaining the advantages of
conventional L1 tracker. In future work, we will try introduc-
ing the low rank representation into the algorithm to improve
the accuracy of Visual Tracking, and apply the Tracker-2 algo-
rithm to target track in complex environment
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