We propose a method allowing for a simulation of cross-correlated turbulence-induced phase fluctuations produced by many stars is proposed. It turns out that for weak-turbulence conditions which are important for many applications, it is possible to suggest a relatively simple and fast simulation procedure. Both the variation of C 2 n along a propagation path and an effect of finite outer scale of the turbulence are considered. The validity of the simulation is verified by comparing theoretical and simulated results, and it is shown that there is good agreement takes place even for big separations between the observation points. Adaptive optics, guide stars, speckle interferometry, long-base interferometry, imaging through the turbulence, as well as simulations of the image distortions of extended objects are among the possible applications of this method.
Introduction
Simulation of turbulence-induced cross-correlated phase fluctuations to be produced by many stars on the observation plane is important for a wide range of applications. Among them are adaptive optics (Shapiro 1976; Fried 1982; Fusco et al. 2001; Berkefeld et al. 2001) , guide stars (Foy & Laberye 1985; Tallon & Foy 1990; Schock et al. 2002; Fried 1995) , speckle interferometry (Roddier 1981; Dainty 1974; Roddier et al. 1982) , imaging through the turbulence (Korff 2001; Ricklin et al.1995; Vorontsov et al. 1996) , imaging of extended objects, etc. However, in many cases of practical concern, it is extremely difficult (or even impossible) to treat the problems of interest with purely theoretical methods, while the corresponding simulations can provide the needed solutions for both physical and technical problems related to the above areas.
A simple example of such a problem is calculation of statistical characteristics of turbulence-degraded image produced by many stars at the telescope focal plane. While it is quite complicate to resolve this problem theoretically, one can obtain interesting results by making use of simulations in a relatively simple and straight forward way. Using simulations, the calculation procedure can be as follows: first to generate phase fluctuations samples at the aperture, then to compute the images corresponding to each sample, and finally to calculate the statistical quantities of interest in these images. Also, the simulations have another advantage since by observing separated samples one can sence the physics of a process under investigation better. The main problem in the case of such simulations is generating the phase samples with the proper statistics and cross-statistics at the aperture, so in this paper we present such a method.
Analyzing the simulation approaches used in turbulencerelated problems, one can distinguish two main categories of methods. In the first one (Martin & Flatte 1988) , the extended random media are divided into slabs (phase screens) in the propagation direction assuming that each of them gives an independent contribution to the wave phase. The spectrum of refractive-index fluctuations associated with each screen is assumed to be known from theory, and the corresponding refractive-index samples are usually generated by filtering white Gaussian noise. The samples of wave field on the observation plane are found either by considering the geometric optics propagation between the screens, Fresnel propagation, or through a direct numerical solution of the parabolic or wave equation.
In the second category of methods, the statistics of simulated process on the observation plane is assumed to be known from theory. The process to be simulated is expanded over a set of some basic functions (Fourier series : Sedmak 2004; Louthain & Welsh 1998 , Zernike polynomials: Roddier 1990 , Karhunen-Loeve functions: Cannon 1995 Orlov et al. 1998, etc.) , and the expansion coefficients are sought in such a way as to allow one to reproduce the given statistics in simulated samples.
The method of random wave vectors (RWV) (Kouznetsov et al. 1997; Kouznetsov & Voitsekhovich 1998 ), which we apply for the simulation, belongs to the second category. As in conventional approaches, the RWV method suggests construction of the simulated process through its expansion in the domain of spatial frequencies. On first glance, the RWV expansion looks like the usual two-dimensional Fourier series. However, it is the only similarity in the two approaches, and one main difference between the expansions is in the choice of spatial frequencies. In contrast to the Fourier method, where the dynamic range is determined by the grid parameters, the RWV method suggests a more flexible approach that allows us to significantly widen the dynamic range of simulation. We discuss this remarkable feature of the RWV method in more detail in the last section of this paper. The computational efficiency of the RWV method is compared to the Fourier approach in Kouznetsov & Voitsekhovich (1998) , while comparison to some other simulation techniques is presented in Kouznetsov et al. (1997) .
In this paper we apply the RWV method for simulation of cross-correlated phase fluctuations due to the propagation of many initially plane waves through the weak turbulence. As will be seen, a simulation procedure is relatively simple because the cross-spectra of phase fluctuations produced by the weak turbulence have certain specific properties.
The paper is organized as follows. In Sect. 2 we present the theoretical expressions for the correlation and cross-correlation functions, spectra, and cross-spectra of the turbulence-induced phase fluctuations to be produced by off-axis stars. All these quantities are calculated in the Rytov approximation (Tatarski 1961) . In Sect. 3 we derive all the formulas needed for the simulation. A possibility of simultaneously handling all the cross-correlations in such a relatively simple way is due to some specific properties of the weak-turbulence-induced phase fluctuations. At the end of Sect. 3 we also give a detailed recipe of the simulation procedure. Section 4 presents the simulation results and compares them to the theoretical ones, while Sect. 5 concludes the paper. In that section a short summary of the results is given and the main advantages of the method are discussed.
Theoretical correlations and cross-correlations
In order to apply the RWV method to simulation of crosscorrelated phase fluctuations produced by many stars, one needs to know the spectra and the cross-spectra of these fluctuations on the observation plane. In this paper we restrict our attention to the simulation of cross-correlated phase fluctuations due to the propagation of monochromatic light waves through the weak turbulence. Under weak-turbulence conditions the necessary spectra and cross-spectra follow from the approximated analytical Rytov solution of the parabolic equation (Tatarski 1961) . The Rytov method is actually the conventional perturbation method but applied to the logarithm of the field rather than to the field itself. As a result the Rytov method gives a solution for the logarithm of the field, which is also called a complex amplitude. Compared to the usual Born approximation, which gives a solution for the field, the Rytov one has the advantage of partially handling the effect of multiple scattering (Tatarski 1961) .
In this section, we first calculate the correlation and crosscorrelation functions of phase fluctuations on the observation plane using the results of the Rytov solution. Then, applying the Fourier transform to these functions, we get the corresponding spectra and cross-spectra needed for the simulation.
Let us consider L stars and assume that these stars produce L monochromatic, initially plane waves at the upper boundary of the atmosphere. Then, let us introduce the threedimensional Cartesian coordinate system with the X and Y axes placed on the aperture plane. Furthermore, let the lth wave have the propagation unit vector ξ l at the upper boundary of the atmosphere. The Rytov solution for the fluctuation Ψ l of the complex amplitude to be produced by the lth star at the observation plane is expressed as :
where χ l and S l denote the log-amplitude and the phase fluctuation produced by the lth star, respectively; r = (x, y) denotes the two-dimensional (2-D) position vector at the observation plane; k is the wavenumber, H denotes the propagation distance, g n the spectrum of fluctuations of the refractive-index random field, n l is the projection of the vector ξ l on the XY plane, γ l the angle between the lth star and Z-axis, and α l the polar angle of the vector n l . More detailed explanations related to the quantity g n can be found in Tatarski (1961) . The way to calculate the correlation function B S of phase through the complex amplitude fluctuation Ψ is described in Tatarski (1961) , so we present here only the main formulas. As it follows from the definition (1) of the Ψ, the correlation function B S of the phase S is expressed as s
where · · · denotes the statistical average, Im denotes the imaginary part of complex quantity, and the asterisk ( * ) denotes the complex conjugation. The procedure for averaging the quantities g n taking place in Eq. (1) is performed with the help of the following equalities (Tatarski 1961) 
where Φ n denotes the spectrum of refractive-index fluctuations, and δ is the Dirac delta-function. Using Eqs. (2) and (3), we can calculate from Eq. (1) the correlation functions B S l S l and the cross-correlation functions B S l S j of phase fluctuations as follows
where ρ = r 1 − r 2 , ρ and κ denote the modules of the corresponding vectors, J 0 is the Bessel function, and |· · ·| stands for the modulus of the vector. In derivation of Eqs. (4), (5), the following usual assumptions have been used (Tatarski 1961) : (i) the isotropy of the refractive-index spectrum Φ n ; (ii) the approximate equality 1 + cos
≈ 2 that holds with good accuracy in calculations of the statistics of turbulence-induced phase fluctuations.
In what follows we use the von Karmann refractive-index spectrum Φ n (Reinhardt & Collins 1972) to include the outer scale effects:
where C 2 n (z) is the profile of the refractive-index structure characteristic, and L 0 denotes the outer scale of the turbulence.
Substituting Eqs. (6) into (5) we have
Introducing the two-dimensional spectrum W (κ) of the function B (ρ) as
and applying the transformation (9) to Eqs. (5), (6), we get the following expressions for the spectra W S l S l and for the crossspectra W S l S j of phase fluctuations
where Re and Im denote the real and the imaginary parts of complex quantity.
Simulation method: theoretical derivations
We want to simulate the phase fluctuations S l (r) in such a way that all the simulated correlation functions B S l S l (l = 1, ..., L) and the cross-correlation functions B S l S j (l = 1, ..., L; j = 1, ..., L) coincide with the corresponding theoretical ones given by Eqs. (5), (6). Because the phase fluctuations produced by the weak turbulence are Gaussian (Tatarski 1961) , these coincidence conditions are sufficient to reproduce the statistics and cross-statistics of any order in simulated samples. As will be seen in what follows, the conditions of coincidence are satisfied if the phase fluctuations S l at the observation plane are simulated as In other words, with these two restrictions we allow only the isotropic processes with B (r 1 , r 2 ) = B (|r 1 − r 2 |) to be simulated. The isotropy of simulated processes also permits choosing the functions F (p m ) independent of the orientation of the vector p m . Furthermore, the term p m · n l ψ m reproduces the needed cross-correlations among the processes. Now we can continue our consideration seeking the magnitudes F (p m ) and proper statistical distributions for p m and ψ m . We choose these quantities in such a way that the correlation and cross-correlation functions simulated with Eq. (12) coincide with the corresponding theoretical ones (5), (6).
Using the same development as in Ref. (23), we can write a condition of coincidence for the correlation and crosscorrelation functions as
Now we need to perform the statistical average in Eqs. (11), (12). In other words, the short-hand notation · · · has to be replaced by the corresponding probability density functions (PDF). Such a procedure is easily performed in the Fourier domain. Thus, applying the two-dimensional Fourier transform (9) to Eqs. (11), (12), we can rewrite the condition of the coincidence in terms of the spectra and cross-spectra as
where W S l S l and W S l S j are given by Eqs. (10) and (11), respectively, and Ω and η are the PDF's of the vector p m and ψ m , respectively. Using Eq. (15), we can express the quantities F (κ) in terms of the theoretical spectra and the PDF Ω as follows. Since the processes under simulation are isotropic, the PDF Ω (κ) of the vector κ can also be chosen as an isotropic function; i.e. Ω (κ) does not depend on the polar angle of the vector κ. Taking the isotropy of Ω (κ) into account and performing the integration over p m and the summation over m in Eq. (15), we get F (κ) as
Note that there is a misprint in Ref. (21): the coefficient π in Eqs. (6), (9)- (11) has to be replaced by π/2. Let us now choose a proper PDF η (ψ m ) for ψ m . We want to find such a PDF as would allow us to reproduce all the needed cross-correlations in simulated processes. Performing the integration over p m and the summation over m in Eq. (16), and taking Eqs. (8), (9), (15) into account, one can get the following relationship between the PDF η (ψ m ) and
Since C 2 n (z) is a non-negative function, we can always choose the PDF of ψ m in such a way that Eq. (18) will be satisfied for all the l and j. The needed PDF η (ψ m ) is given by
As one can see, the PDF (19) forces both Eqs. (18) to be the identities. From a practical point of view it means that if F (κ) and η (ψ m ) are determined from Eqs. (15), (17), respectively, simulation with Eq. (12) provides all the necessary correlations and cross-correlations among the simulated phase fluctuations. The PDF (19) can be generated for an arbitrary C 2 n profile using, for example, the rejection method (Macakill & Beran 1984) . Now we need to choose the PDF Ω (κ) of the vector κ. From a mathematical point of view, Ω (κ) can be constructed in many different ways. However, we can restrict the choice using the following physical considerations. If we need to simulate a single process, the best choice would be to take Ω (κ) proportional to the square root of the spectrum of simulated process. Such an approach is in some sense similar to the well-known method for filtering out white Gaussian noise (Press et al. 1995) . However, if we need to simulated several processes with different spectra, some compromise has to be found. In (Kouznetsov et al.1997) , the spectra of simulated processes have been very different, so a logarithmic PDF was chosen as a compromising solution. However, in the present problem, we have a more favorable situation that allows us to optimize our choice. As it follows from Eq. (10), all the theoretical spectra are the same, so from the viewpoint of simulation accuracy, the best choice is to take Ω (κ) proportional to the square root of κ 2 + 1/L 2 0 −11/6 . Such a distribution can be generated making use of, for example, the rejection method (Macakill & Beran 1984) ; however, it is not very convenient from a computational point of view, because it will make the simulation slower. It is therefore preferable to choose a PDF in such a way that the following conditions hold: (i) a PDF provides a suitable approximation for the square root
; (ii) the indefinite integral of this PDF is known analytically and analytically invertible.
The distribution satisfying the requirements (i) and (ii) is the Lorentzian PDF (Macakill & Beran 1984) , which is given by:
where κ and θ are the modulus and the polar angle of the vector κ, and K 1 and K 2 are the lower and the upper boundaries of the region of spatial frequencies inside which the phase fluctuations are simulated.
In what follows we also need the PDF Ω κ (κ) of the modulus κ of vector κ. Because the PDF Ω (κ) is an isotropic function of vector κ, Ω κ (κ) is given by
With this step, we have calculated all the quantities needed for the simulation. Using the results of these calculations, we can describe a step-by-step simulation receipt as follows.
1. The set {s m } of M random numbers s m distributed uniformly inside the range [0, 1] is generated. Then, in order to get the set of {p m } distributed with the PDF (21), the following transformation is applied:
Randomly generating randomly M angles θ m , uniformly distributed inside the range [−π, π], we obtain M random vectors p m with PDF given by Eq. (20). 2. Making use of the set {p m } simulated at step 1, we calculate the magnitudes of W S l S l (p m ) and Ω (p m ) from Eqs. (10) and (20) Note that there is no necessity to calculate the magnitudes W S l S j (p m ) of the cross-spectra in the simulation because all the needed cross-correlations are provided by the special choice (19) of the PDF of ψ m . This is an additional advantage of the PDF (19) allows the simulation to be accelerated significantly .
In some applications, the simulation of samples of the point spread function to be produced by L stars at the focal plane is of interest. Since the wave fields coming from different stars are incoherent and the amplitude fluctuations are practically negligible under the weak-turbulence conditions [9] , these samples I can be calculated as and B S 2 S 3 are plotted in the top graph. The cross-correlation functions are anisotropic but homogeneous; i.e. they can be presented as functions of two scalar arguments: the separation ρ = |r 1 − r 2 | between two observation points r 1 and r 2 , and the polar angle ϕ of the vector r 1 − r 2 . The angle ϕ is chosen as a parameter in the top graph. The bottom graph shows the locations of the stars thematically. The n l is the projection of lth propagation vector on the aperture plane; γ l is the angular separation between lth star and Z-axis; α l is the polar angle of the vector n l . theory and simulation; numerically the rms deviation between simulated and theoretical results does not exceed a few percent.
The maximum separation between the observation points at the aperture is chosen equal to 20 m, in order to show where the correlations are dropped strongly. However in simulations related to a real telescope, the samples can be generated at any finite aperture choosing a proper maximum value of in Eq. (12).
Conclusions
A method suitable for simulating the phase cross-correlated fluctuations produced by many stars has been proposed. It turned out that for the case of the weak-turbulence conditions important for astronomical applications, it is possible to develop a relatively simple and fast procedure simulations. The validity of theoretical derivations has been verified in the simulation with varying C 2 n along the propagation path. Comparison of theoretical and simulated results has shown that the approach developed reproduces all the needed cross-correlations in simulated samples.
The simulation results have also shown a good coincidence among the theoretical and simulated results for a wide range of separations between the observation points. This means that the method allows reproduction of a wide range of spatial frequencies in simulated processes using a relatively small number of harmonics; only 100 harmonics in the present simulation. The notable property of the method to reproduce a wide range of spatial frequencies is its main advantage over conventional simulation approaches. Let us analyze a physical reason for this advantage of this method over the Fourier approach, which is frequently used in atmospheric simulations (Sedmak 2004; Louthain & Welsh 1998) . Similar to the Fourier technique, the RWV approach suggests constructing the simulated process through its expansion in the domain of spatial frequencies. However, in the Fourier method, the limits of spatial frequencies within which the simulation can be performed are always restricted by the spatial grid. Briefly, the wider is a desired frequency range, the bigger the grid has to be in the simulation. In contrast, the RWV technique use a more flexible approach, and the main difference is in the choice of discrete frequencies. These frequencies (random wave vectors) are not related to the spatial grid at all. Instead they are generated randomly with a distribution matching the spectrum of simulated process. A range of spatial frequencies to be reproduced in simulation is determined by the limits within which the random wave vectors are generated. Since these limits can be chosen arbitrary, it allows us to simulate the processes with very wide spectra. For example, in the present simulation these limits have been chosen from 0 to 10 4 1/m. Generalizing from these considerations, we can conclude that the main advantage of this approach is in the probale choice of spatial frequencies. In some sense, the method works in a similar way to the real atmosphere which produces the distortions that "assign" a given probability that each spatial frequency will occur. And the close a distribution of simulated random wave vectors is to the natural one, the better natural statistics are reproduced in simulated samples. Actually, this similarity is the main physical reason the makes RWV approach is so successful in simulating random processes.
The good agreement between the simulated and theoretical results, even for big separations allows, a wide range of possible applications of this method. Among them are adaptive optics, guide stars, long-base interferometry, speckle interferometry, imaging through the turbulence, as well as simulations of the turbulence-degraded images of extended objects.
