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THE CLASSIFICATION OF SYMMETRY PROTECTED TOPOLOGICAL
PHASES OF ONE-DIMENSIONAL FERMION SYSTEMS
C. BOURNE AND Y. OGATA
Abstract. We introduce an index for symmetry protected topological (SPT) phases of infinite
fermionic chains with an on-site symmetry given by a finite group G. This index takes values
in Z2 × H
1(G,Z2) × H
2(G,U(1)p) with a generalized Wall group law under stacking. We
show that this index is an invariant of the classification of SPT phases. When the ground
state is translation invariant and has reduced density matrices with uniformly bounded rank on
finite intervals, we derive a fermionic matrix product representative of this state with on-site
symmetry.
1. Introduction
The notion of symmetry protected topological (SPT) phases was introduced by Gu and Wen
[GW]. We consider the set of all Hamiltonians with a prescribed symmetry and which have a
unique gapped ground state in the bulk. Two Hamiltonians in this set are equivalent if there
is a smooth path within the set connecting them. By this equivalence relation, we may classify
the Hamiltonians in this family. The equivalence class of a Hamiltonian with only on-site
interactions is regarded as a trivial phase. If a phase is non-trivial, it is called a SPT phase.
A basic question is how to show that a given Hamiltonian belongs to a SPT phase. A
mathematically natural approach for this problem is to define an invariant of the classifica-
tion. This approach has been studied in the physics literature using matrix product states
(MPS) [PTBO1, PTBO2, GW, CGW1, PWSVC]. MPS is a powerful framework introduced
in [FNW1], after the discovery of the famous AKLT model [AKLT]. Hastings showed that
MPS approximates unique gapped ground states of quantum spin chains well [H]. However, an
approximation of gapped ground states by MPS is insufficient to analyze the complete classifi-
cation problem and is furthermore restricted to translationally invariant systems. If the index
is not defined everywhere, there is no way to discuss if it is actually an invariant or not.
In [O1, O2, O3], an index for SPT phases with on-site finite group symmetry and global
reflection symmetry was defined for infinite quantum spin chains in fully general setting. In
these papers, it was proven that the index is actually an invariant of the classification of SPT
phases. An important observation for stability of the index is the factorization property of the
automorphic equivalence. The key ingredient for the definition of the index is the split property
of unique gapped ground states, proven by Matsui [M3]. The index introduced in [O1, O2]
generalizes the indices introduced for MPS in [PTBO1, PTBO2, GW, CGW1, PWSVC], where
a MPS emerges naturally from translation invariant split states with a reduced density matrices
whose rank is uniformly bounded on finite intervals [BJKW, M3].
In this paper, we are interested in the analogous problem for fermionic chains with on-
site finite group symmetries. Fermionic SPT phases for finite systems in one dimension have
already been extensively studied in the physics literature [FK, FK2, BWHV, KT, KTY, TY]. In
contrast to quantum spin chains, for parity-symmetric gapped ground states without additional
symmetries, there are two distinct phases. A Z2-index to distinguish these phases in infinite
systems was introduced in [BSB] and independently in [M4]. It was outlined in [BSB] that
this Z2-index is an invariant of the classification of unique parity-invariant gapped ground state
phases using techniques from [O1] and [NSY2]. The aim of this paper is to extend the analysis
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of fermionic gapped ground states to the case with an on-site symmetry. Namely, a classification
of one-dimensional fermionic SPT phases.
Setting and outline. We assume the reader has some familiarity with the basics of operator
algebras and their application to quantum statistical mechanical systems, see [BR1, BR2].
Throughout this paper, we fix d ∈ N. Let h := l2(Z) ⊗ Cd and A be the CAR-algebra over h,
i.e. the universal C∗-algebra generated by the identity and {a(f)}f∈h such that f 7→ a(f) is
anti-linear and
{a(f1), a(f2)} = 0, {a(f1), a(f2)
∗} = 〈f1, f2〉.(1.1)
For each subset X of Z, we set hX := l
2(X) ⊗ Cd, and denote by AX the CAR-algebra over
hX . We naturally regard AX as a subalgebra of A. We also use the notation AR := AZ≥0 and
AL := AZ<0 . We denote the set of all finite subsets in Z by SZ and set Aloc :=
⋃
X∈SZ
AX .
Given a Hilbert space K, the fermionic Fock space of anti-symmetric tensors is denoted by F(K).
For a unitary/anti-unitary operator U on Cd, we denote the second quantization of U on the
Fock space F(Cd) by  (U).
By the universality of the CAR-algebra, for any unitary/anti-unitary v on h, we may define
a linear/anti-linear automorphism βv on A such that βv(a(f)) = a(vf), f ∈ h. In particular,
for v = −I, we obtain the parity operator Θ := β−I. For each X ∈ SZ, AX is Θ-invariant. We
denote the restriction Θ|AX by ΘX . For σ = 0, 1, set of elements A in A with Θ(A) = (−1)
σA
is denoted by A(σ). Elements in A(0) are said to be even and elements in A(1) are said to be
odd.
In this paper, we consider an on-site symmetry given by a finite group G. We let Md denote
the algebra of d × d matrices with complex entries and consider a projective unitary/anti-
unitary representation of G on Cd relative to a group homomorphism p : G → Z2.
1 That is,
there is a projective representation U of G on Cd such that Ug is unitary if p(g) = 0 and anti-
unitary if p(g) = 1. Because U is projective, there is a 2-cocycle υ : G × G → U(1) such that
UgUh = υ(g, h)Ugh and for all f, g, h ∈ G
υ(e, g) = 1 = υ(g, e),
υ(g, h)
p(f)
υ(f, gh)
υ(f, g)υ(fg, h)
= 1,(1.2)
where zp(f) = z if p(f) = 0 and zp(f) = z if p(f) = 1. For a fixed homomorphism p, equivalence
classes of such 2-cocycles give rise to the cohomology group H2(G,U(1)p).
For a fixed projective unitary/anti-unitary representation U ofG on Cd relative to p : G→ Z2,
we can extend this representation to an on-site representation
⊕
Z
U on l2(Z)⊗Cd. We therefore
can define the linear/anti-linear automorphism α on A, where
αg := β(
⊕
Z
Ug), g ∈ G.(1.3)
If p(g) = 0, then αg is an automorphism on A and if p(g) = 1, then αg is an anti-linear
automorphism on A. Note that α satisfies
αg ◦Θ = Θ ◦ αg, αg(AX) = AX , g ∈ G, X ∈ SZ.(1.4)
For each g ∈ G and a state ϕ on A, we define a state ϕg by ϕg(A) = ϕ ◦ αg(A), A ∈ A if
p(g) = 0, and by ϕg(A) = ϕ ◦ αg(A
∗), A ∈ A if p(g) = 1. We say ϕ is α-invariant if ϕg = ϕ for
any g ∈ G.
In the latter half of the paper we also consider space translations βSx , x ∈ Z. Here the unitary
Sx is given by Sx = sx ⊗ ICd with sx the shift by x on l
2(Z).
Throughout this paper, for a state ϕ on AX (with X a subset of Z), (Hϕ, πϕ,Ωϕ) denotes
a GNS triple of ϕ. When ϕ is ΘX-invariant, then Γˆϕ denotes the self-adjoint unitary on Hϕ
1Throughout this paper, we use the presentation of Z2 as the additive group {0, 1}.
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defined by Γˆϕπϕ(A)Ωϕ = πϕ ◦ΘX(A)Ωϕ for A ∈ AX . If ϕ is α-invariant, then we denote by αˆϕ
the extension of α|AX to πϕ(AX)
′′.
The mathematical model of a one-dimensional fermionic system is fully specified by the
interaction Φ. An interaction is a map Φ from SZ into Aloc such that Φ(X) ∈ AX and
Φ(X) = Φ(X)∗ for X ∈ SZ. When we have Θ(Φ(X)) = Φ(X) for all X ∈ SZ, Φ is said to be
even. We say Φ is α-invariant if we have αg(Φ(X)) = Φ(X) for all X ∈ SZ and g ∈ G. An
interaction Φ is translation invariant if Φ(X + x) = βSx(Φ(X)), for all x ∈ Z and X ∈ SZ.
Furthermore, an interaction Φ is finite range if there exists an m ∈ N such that Φ(X) = 0
for any X with diameter larger than m. We denote by Bef , the set of all finite range even
interactions Φ which satisfy
sup
X∈SZ
‖Φ (X)‖ <∞.(1.5)
For an interaction Φ and a finite set Λ ∈ SZ, we define the local Hamiltonian on Λ by
(1.6) HΛ,Φ :=
∑
X⊂Λ
Φ(X).
The dynamics given by this local Hamiltonian is denoted by
τΦ,Λt (A) := e
itHΛ,ΦAe−itHΛ,Φ , t ∈ R, A ∈ A.(1.7)
If Φ belongs to Bef , the limit
τΦt (A) = lim
Λ→Z
τΦ,Λt (A)(1.8)
exists for each A ∈ A and t ∈ R, and defines a strongly continuous one parameter group of
automorphisms τΦ on A (see Appendix B). We denote the generator of τΦ by δΦ.
For Φ ∈ Bef , a state ϕ on A is called a τ
Φ-ground state if the inequality −i ϕ(A∗δΦ(A)) ≥ 0
holds for any element A in the domain D(δΦ) of δΦ. If ϕ is a τ
Φ-ground state with GNS triple
(Hϕ, πϕ,Ωϕ), then there exists a unique positive operatorHϕ,Φ onHϕ such that e
itHϕ,Φπϕ(A)Ωϕ =
πϕ(τ
Φ
t (A))Ωϕ, for all A ∈ A and t ∈ R. We call this Hϕ,Φ the bulk Hamiltonian associated with
ϕ. Note that Ωϕ is an eigenvector of Hϕ,Φ with eigenvalue 0. The following definition clarifies
what we mean by a model with a unique gapped ground state.
Definition 1.1. We say that a model with an interaction Φ ∈ Bef has a unique gapped ground
state if (i) the τΦ-ground state, which we denote as ϕ, is unique, and (ii) there exists a γ > 0
such that σ(Hϕ,Φ) \ {0} ⊂ [γ,∞), where σ(Hϕ,Φ) is the spectrum of Hϕ,Φ.
Note that the uniqueness of ϕ implies that 0 is a non-degenerate eigenvalue of Hϕ,Φ.
If ϕ is a τΦ-ground state of α-invariant and Θ-invariant interaction Φ ∈ Bef , then ϕ ◦Θ and
ϕg is also a τ
Φ-ground state for each g ∈ G. In particular, if ϕ is a unique τΦ-ground state, it
is pure, Θ-invariant and α-invariant. We denote by Ge,αf the set of all α-invariant interactions
Φ ∈ Bef with a unique gapped ground state.
Now the classification problem of SPT phases is the classification of Ge,αf with respect to the
following equivalence relation: Φ0,Φ1 ∈ G
e,α
f are equivalent if there is a smooth path in G
e,α
f
connecting them. (See Section 3 for a more precise definition.)
We now outline the main results of the paper. In Section 2, we introduce an index for Θ-
invariant and α-invariant gapped ground states in a fully general setting. This index takes
value in Z2×H
1(G,Z2)×H
2(G,U(1)p), which is analogous to the indices introduced in [KT] in
the context of spin-TQFT and [BWHV, KTY, TY] for the fermionic MPS setting. When G is
trivial, the index is Z2-valued and recovers the index studied in [BSB, M4]. The key ingredient
for the definition is again the split property of unique gapped ground states for fermionic systems
proven recently in [M4]. In Section 3, we show that our defined index is an invariant of the
classification, i.e., it is stable along the smooth path in Ge,αf .
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Because our index takes values in a group, it suggests that one may compose fermionic SPT
phases to obtain a new phase with index determined from the original systems. In the physics
literature, this is achieved by stacking of systems, see [FK2, TY] for example. Mathematically
this operation corresponds to a (graded) tensor product of ground states. In Section 4, we
show that our index is indeed closed under this tensor product operation. However, despite the
notation, the group operation on Z2 × H
1(G,Z2) × H
2(G,U(1)p) is not the direct sum, but
rather a twisted product that follows a generalized Wall group law, cf. [W]. As an example, we
consider the case of an anti-linear Z2-action (e.g. an on-site time-reversal symmetry) and show
that our index takes values in Z8. This recovers the Z8-classification of time-reversal symmetric
one-dimensional fermionic SPT phases noted in [FK, FK2] and extends this classification to
infinite systems.
In Sections 5 and 6, we consider the unique ground state of a translation invariant Φ ∈ Ge,αf .
For quantum spin systems, it is known that a representation of Cuntz algebra emerges from
translation invariant pure split states [BJKW, M1]. The generators of this Cuntz algebra
representation give an operator product representation of the state and also implement the
space translation. We find an analogous object for fermionic systems in Section 5. Because
odd elements with disjoint support anti-commute in the CAR-algebra, the operator product
representation and space translation is more complicated than the quantum spin chain setting.
The results of Section 5 are then applied to the study of fermionic MPS in Section 6. When the
rank of the reduced density matrices of the infinite volume ground state is uniformly bounded,
we show that the ground state has a presentation as a fermionic MPS with on-site symmetry.
Basic properties of graded von Neumann algebras are reviewed in Appendix A. In Appendix
B, we adapt the Lieb–Robinson bound to the setting of lattice fermions (see also [BSP, NSY1]).
2. The index of fermionic SPT phases
2.1. Graded von Neumann algebras and dynamical systems. In order to introduce the
index, we first need to introduce type I central balanced graded W ∗-(G, p)-dynamical systems.
Further details on graded von Neumann algebras can be found in Appendix A.
Definition 2.1. A graded von Neumann algebra is a pair (M, θ) with M a von Neumann
algebra θ an involutive automorphism on M, θ2 = Id. If M⊂ B(H) and there is a self-adjoint
unitary Γ on H such that AdΓ|M = θ, then we call (M, θ) a spatially graded von Neumann
algebra acting with grading operator Γ. If θ is the identity automorphism, then we say that
(M, θ) is trivially graded.
We say that a graded von Neumann algebra (M, θ) is of type λ, λ ∈ {I, II, III}, if M is type
λ.
Given a graded von Neumann algebra (M, θ), M is a direct sum of two self-adjoint σ-weak-
closed linear subspaces as M =M(0) ⊕M(1), where
M(σ) := {x ∈ M | θ(x) = (−1)σx} , x ∈ M, σ ∈ {0, 1}.(2.1)
An element of M(σ) is said to be homogeneous of degree σ, or even/odd for σ = 0/σ = 1,
respectively. For a homogeneous x ∈ M, its degree is denoted by ∂x. For graded von Neumann
algebras (M1, θ1), (M2, θ2), a homomorphism φ : M1 → M2 is a graded homomorphism if
φ
(
M
(σ)
1
)
⊂M
(σ)
2 for σ = 0, 1.
Definition 2.2. Let (M, θ) be a graded von Neumann algebra. We say (M, θ) is balanced if
M contains an odd self-adjoint unitary. If Z(M) ∩M(0) = CI for the center Z(M) of M, we
say (M, θ) is central.
We now consider dynamics on graded von Neumann algebras via a linear/anti-linear group
action.
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Definition 2.3. Let G be a finite group and p : G → Z2 be a group homomorphism. A
graded W ∗-(G, p)-dynamical system (M, θ, αˆ) is a graded von Neumann algebra (M, θ) with
an action αˆ of G onM such that αˆg is a linear automorphism if p(g) = 0 and αˆg is an anti-linear
automorphism if p(g) = 1, satisfying αˆg ◦ θ = θ ◦ αˆg.
We consider some key examples that will play an important role in defining our index. We
fix a group homomorphism p : G → Z2. A projective unitary/anti-unitary representation of
G relative to p is a projective representation V of G such that Vg is unitary if p(g) = 0 and
anti-unitary if p(g) = 1.
Example 2.4 (R0,K,AdΓK ,AdVg). Let K be a Hilbert space and set ΓK := IK ⊗ σz, a self-
adjoint unitary on K ⊗ C2.2 We set R0,K := B(K) ⊗ M2 and so (R0,K,AdΓK) is a spatially
graded von Neumann algebra acting on K⊗C2 with grading operator ΓK. Let V be a projective
unitary/anti-unitary representation of G on K ⊗ C2 relative to p. We also assume that there
is a homomorphism q : G → Z2 such that AdVg(ΓK) = (−1)
q(g)ΓK. We then obtain a graded
W ∗-(G, p)-dynamical system (R0,K,AdΓK ,AdVg).
We denote the set of all W ∗-(G, p)-dynamical systems of the form in Example 2.4 by S0.
Example 2.5 (R1,K,AdΓK ,AdVg). Let K be a Hilbert space and set ΓK := IK ⊗ σz. Let C
be the subalgebra of M2 generated by σx and set R1,K := B(K) ⊗ C.
3 Then (R1,K,AdΓK) is a
spatially graded von Neumann algebra acting on K ⊗ C2 with grading operator ΓK. Let V be
a projective unitary/anti-unitary representation of G relative to p such that AdVg(IK ⊗ σx) =
(−1)q(g) (IK ⊗ σx) and AdVg (ΓK) = (−1)
q(g)ΓK for q : G → Z2 a group homomorphism. These
assumptions imply that AdVg (R1,K) = R1,K and so (R1,K,AdΓK ,AdVg ) is a graded W
∗-(G, p)-
dynamical system.
We denote the set of all W ∗-(G, p)-dynamical systems of the form of Example 2.5 by S1.
Given a W ∗-(G, p)-dynamical systems in S1, we can construct a projective representation of G
on K from the projective representation on K ⊗ C2.
We first establish some notation. Let C be the complex conjugation on C2 with respect to
the standard basis. Given two group homomorphisms q1, q2 ∈ Hom(G,Z2) ∼= H
1(G,Z2), we
can define a group 2-cocyle,
ǫ(q1, q2)(g, h) = (−1)
q1(g)q2(h), g, h ∈ G.(2.2)
Remark 2.6. Note that [ǫ(q1, q2)] = [ǫ(q2, q1)] ∈ H
2(G,U(1)q1 ).
Lemma 2.7. For (R1,K,AdΓK ,AdVg) ∈ S1, there is a unique projective unitary/anti-unitary
representation V (0) of G on K relative to p such that Vg = V
(0)
g ⊗ Cp(g)σ
q(g)
y . If [υ˜] and [υ]
are the second cohomology classes associated to V and V (0) respectively, then [υ˜] = [υ ǫ(q, p)] ∈
H2(G,U(1)p).
Proof. Because AdVg ◦AdΓK = AdΓK ◦ AdVg , we have AdVg (B(K) ⊗ CIC2) = B(K) ⊗ CIC2 .
Therefore, AdVg induces a linear/anti-linear ∗-automorphism on B(K). Applying Wigner’s
Theorem, there is a unitary/anti-unitary V˜
(0)
g on K such that
AdVg (x⊗ IC2) = AdV˜ (0)g
(x)⊗ IC2 , x ∈ B(K).(2.3)
It is clear that V˜ (0) gives a unitary/anti-unitary projective representation relative to p. Note
that V ∗g
(
V˜
(0)
g ⊗ Cp(g)σ
q(g)
y
)
is a unitary which commutes with B(K) ⊗ CIC2 , IK ⊗ σx, IK ⊗ σz
2In this article we use the following notation of Pauli matrices
σx :=
(
0 1
1 0
)
, σy :=
(
0 −i
i 0
)
, σz :=
(
1 0
0 −1
)
.
3We may regard C as Clifford algebra Cl1 generated by e1 := σx.
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and therefore commutes with B(K) ⊗ M2. Therefore, there is a c(g) ∈ T such that Vg =
c(g)
(
V˜
(0)
g ⊗ Cp(g)σ
q(g)
y
)
. Setting V
(0)
g := c(g)V˜
(0)
g , we obtain Vg = V
(0)
g ⊗ Cp(g)σ
q(g)
y . Clearly
V (0) satisfies the required conditions. Because σ
q(g)
y Cp(h) = (−1)q(g)p(h)Cp(h)σ
q(g)
y , we obtain the
last statement. 
We introduce the following equivalence relation on graded W ∗-(G, p)-dynamical systems.
Definition 2.8. Let G be a finite group and p : G → Z2 be a group homomorphism. We say
that two graded W ∗-(G, p)-dynamical systems (M1, θ1, αˆ
(1)), (M2, θ2, αˆ
(2)) are equivalent and
write (M1, θ1, αˆ
(1)) ∼ (M2, θ2, αˆ
(2)) if there is a ∗-isomorphism ι :M1 →M2 such that
ι ◦ αˆ(1)g = αˆ
(2)
g ◦ ι, g ∈ G(2.4)
ι ◦ θ1 = θ2 ◦ ι.(2.5)
Clearly, this is an equivalence relation.
Using equivalence of W ∗-(G, p)-dynamical systems, we can reduce all type I balanced central
graded W ∗-(G, p)-dynamical systems to the case of either Example 2.4 or 2.5.
Proposition 2.9. Let (M, θ, αˆ) be a graded W ∗-(G, p)-dynamical systems with (M, θ) balanced,
central and type I. Then there is a κ ∈ Z2 and (Rκ,K,AdΓK ,AdVg) ∈ Sκ such that (M, θ, αˆ) ∼
(Rκ,K,AdΓK ,AdVg ).
Proof. Because (M, θ) is central, by Lemma A.2 either M is a factor or Z(M) has an odd
self-adjoint unitary b ∈ Z(M) ∩M(1) such that
Z(M) ∩M(1) = Cb.(2.6)
We set κ = 0 for the former case, and κ = 1 for the latter case.
(Case: κ = 0) Suppose M is a type I factor. Because (M, θ) is balanced, there is an odd
self-adjoint unitary U ∈ M(1).
We claim that M(0) is not a factor. If M(0) is a factor, by Lemma A.1, it is of type I. Note
then that AdU |M(0) is an automorphism on the type I factor M
(0). By Wigner’s Theorem,
there is a unitary u ∈ M(0) such that AdU (x) = Adu(x), x ∈M
(0). Therefore, u∗U ∈
(
M(0)
)′
.
At the same time, u∗U commutes with U because AdU (u
∗) = Adu(u
∗) = u∗ for u ∈ M(0).
Hence u∗U ∈ M′ ∩M = CI. This is a contradiction because u∗U is non-zero and odd. Hence
we conclude that M(0) is not a factor.
Therefore, there is a projection z in Z(M(0)) which is not 0 nor I. For such a projection, we
have z+AdU (z) ∈ M∩
(
M(0)
)′
∩{U}′ = Z(M) = CI, which then implies that z+AdU (z) = I.
(We note that for orthogonal projections p, q satisfying p + q = tI with t ∈ R, either p + q = I
or p = 0, I holds, by considering the spectrum of p = tI− q.)
We claim Z(M(0)) = Cz + CI. Now, for any projection s in Z(M(0)), zs is a projection in
Z(M(0)). Therefore either zs = 0 or zs + AdU (zs) = I. The latter is possible only if zs = z
because z + AdU (z) = I. Similarly, we have (I − z)s = 0 or (I − z)s = I − z. Hence we have
Z(M(0)) = Cz + CI, proving the claim.
Combining this with AdU (z) = I − z, M(0) is a direct sum of two same-type factors M(0)z
andM(0)(I−z). Applying Lemma A.1, we see thatM(0) is of type I, andM(0)z andM(0)(I−z)
are type I factors.
Set Γ := z − (I − z). Note that AdΓ and θ are identity on M
(0). We also have AdU (Γ) =
(I− z)− z = −Γ, hence AdΓ(U) = −U = θ(U). Therefore, we get
θ(x) = AdΓ(x), x ∈ M.(2.7)
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Next we claim that there is a Hilbert space K and a ∗-isomorphism ι :M→ B(K)⊗M2 such
that
ι ◦ θ = AdΓK ◦ι, and ι(Γ) = IK ⊗ σz =: ΓK.(2.8)
As M is a type I factor, there is a Hilbert space Kˆ and a ∗-isomorphism ιˆ : M → B(Kˆ). Let
ιˆ(Γ) = Q0 − Q1 be the spectral decomposition of a self-adjoint unitary ιˆ(Γ), with orthogonal
projections Q0, Q1, corresponding to eigenvalues 1,−1. As we have Adιˆ(Γ) ◦ιˆ(x) = ιˆ ◦AdΓ(x) =
ιˆ ◦ θ(x) for x ∈M by (2.7), we have ιˆ(M(0)) = B(Q0Kˆ)⊕B(Q1Kˆ). Because AdΓ(U) = −U , we
have Adιˆ(U) (ιˆ(Γ)) = −ιˆ(Γ). From the spectral decomposition, we then have Adιˆ(U)(Q0) = Q1
and Adιˆ(U)(Q1) = Q0. We therefore see that v := Q0ιˆ(U)Q1 is a unitary from Q1Kˆ onto Q0Kˆ.
We set K := Q0Kˆ and define a unitary W : Kˆ → K ⊗ C
2 by
W
(
ξ0
ξ1
)
= ξ0 ⊗ e0 + vξ1 ⊗ e1, ξ0 ∈ Q0Kˆ, ξ1 ∈ Q1Kˆ.(2.9)
Here {e0, e1} is the standard basis of C
2. Note that AdW ◦ιˆ(Γ) = IK ⊗ σz = ΓK. Then
ι := AdW ◦ιˆ :M→ B(K)⊗M2 is a ∗-isomorphism satisfying (2.8), proving the claim.
Next we consider the action of G. Because Z(M(0)) = Cz + C(I − z), Γ = z − (I − z) and
−Γ = −z + (I − z) are the only self-adjoint unitaries in Z(M(0)) \ CI. As αˆg preserves M
(0),
αˆg(Γ) is a self-adjoint unitary in Z(M
(0))\CI and so αˆg(Γ) = (−1)
q(g)Γ for q(g) = 0 or q(g) = 1.
Clearly, q : G→ Z2 is a group homomorphism.
Because ι◦ αˆg ◦ ι
−1 is a linear/anti-linear automorphism on B(K)⊗M2, by Wigner’s Theorem
there is a projective representation V satisfying
AdVg (x) = ι ◦ αˆg ◦ ι
−1(x), x ∈ B(K)⊗M2, g ∈ G,(2.10)
and where Vg is unitary/anti-unitary depending on p(g). Because αˆg(Γ) = (−1)
q(g)Γ, we have
AdVg (ΓK) = (−1)
q(g)ΓK, g ∈ G.(2.11)
Hence we obtain (R0,K,AdΓK ,AdVg) ∈ S0. By (2.8) and (2.10), we also have (M, θ, αˆ) ∼
(R0,K,AdΓK ,AdVg).
(Case: κ = 1) Suppose that M has a self-adjoint unitary b ∈ Z(M) ∩M(1) satisfying (2.6).
Set P± :=
1±b
2 , where P± are orthogonal projections in Z(M) such that P++P− = I. By (2.6),
Z(M) = Cb+CI = CP++CP−. AsM is type I,M is a direct sum of the type I factors, MP+
and MP−.
We claim that M(0) is a type I factor. For any x ∈ Z
(
M(0)
)
, we have x ∈ M(0) ∩
(
M(0)
)′
∩
{b}′ = M(0) ∩M′ = Z(M) ∩M(0) = CI, because b is a self-adjoint unitary in Z(M) ∩M(1).
Hence Z(M(0)) = CI and by Lemma A.1, M(0) is a type I factor.
Next we claim that there is a Hilbert space K and a ∗-isomorphism ι :M→ B(K) ⊗ C such
that
ι ◦ θ = AdΓK ◦ι, ι(b) = IK ⊗ σx,(2.12)
for ΓK = IK⊗σz. (Recall Example 2.5 for C.) BecauseM
(0) is a type I factor, there is a Hilbert
space K and a ∗-isomorphism ι0 :M
(0) → B(K). AsM =M(0)⊕M(0)b, we may define a linear
map ι :M→ B(K)⊗ C by
ι(x+ yb) := ι0(x)⊗ I+ ι0(y)⊗ σx, x, y ∈ M
(0).(2.13)
It can be easily checked that ι is a ∗-isomorphism satisfying (2.12).
Now we consider the group action. Because Z(M) ∩ M(1) = Cb, b and −b are the only
self-adjoint unitaries in Z(M)∩M(1). As αˆg commutes with the grading automorphism, αˆg(b)
is a self-adjoint unitary in Z(M)∩M(1). Therefore, αˆg(b) = (−1)
q(g)b with q : G→ Z2 a group
homomorphism.
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Because αˆg(M
(0)) =M(0) and ι(M(0)) = B(K)⊗CI by (2.12), ι◦αˆg◦ι
−1 induces a linear/anti-
linear automorphism on B(K) which is implemented by a unitary/antiunitary V
(0)
g on K by
Wigner’s Theorem. That is,
ι ◦ αˆg ◦ ι
−1(a⊗ IC2) = AdV (0)g
(a)⊗ IC2 , a ∈ B(K), g ∈ G.(2.14)
with V (0) a projective unitary/anti-unitary representation of G on K relative to p. Set Vg :=
V
(0)
g ⊗ Cp(g)σ
q(g)
y , with the complex conjugation C on C2 with respect to the standard basis.
Clearly V is also a projective unitary/anti-unitary representation of G on K⊗C2 relative to p.
We then have
AdVg (a⊗ IC2) = ι ◦ αˆg ◦ ι
−1(a⊗ IC2), a ∈ B(K),(2.15)
AdVg (IK ⊗ σx) = (−1)
q(g)(IK ⊗ σx) = ι ◦ αˆg(b) = ι ◦ αˆg ◦ ι
−1(IK ⊗ σx).(2.16)
Combining these identities, we obtain
AdVg ◦ι(x) = ι ◦ αˆg(x), x ∈ M.(2.17)
We also have
AdVg (ΓK) = (−1)
q(g)ΓK.(2.18)
Hence we obtain (R1,K,AdΓK ,AdVg) ∈ S1 such that (M, θ, αˆ) ∼ (R1,K,AdΓK ,AdVg). 
Definition 2.10. Let (M, θ, αˆ) a graded W ∗-(G, p)-dynamical system with (M, θ) balanced,
central and type I. By Proposition 2.9, there is a κ ∈ Z2 and (Rκ,K,AdΓK ,AdVg ) ∈ Sκ such
that (M, θ, αˆ) ∼ (Rκ,K,AdΓK ,AdVg). Let q : G → Z2 be a group homomorphism such that
AdVg(ΓK) = (−1)
q(g)ΓK and [υ] the second cohomology class associated to the projective rep-
resentation Vg if κ = 0, and V
(0)
g (from Lemma 2.7) if κ = 1. We define an index of (M, θ, αˆ)
by
Ind(M, θ, αˆ) := (κ, q, [υ]) ∈ Z2 ×H
1(G,Z2)×H
2(G,U(1)p).(2.19)
Lemma 2.11. The quantity Ind(M, θ, αˆ) is well-defined and independent of the choice of
(Rκ,K,AdΓK ,AdVg ) ∈ Sκ such that (M, θ, αˆ) ∼ (Rκ,K,AdΓK ,AdVg).
Proof. Suppose that both (Rκ1,K1 ,AdΓK1 ,AdV (1)g
) ∈ Sκ1 and (Rκ2,K2 ,AdΓK2 ,AdV (2)g
) ∈ Sκ2
are equivalent to (M, θ, αˆ), via ∗-isomorphisms ιi : M → Rκi,Ki , i = 1, 2, respectively. Then
ι2 ◦ ι
−1
1 : Rκ1,K1 →Rκ2,K2 is a ∗-isomorphism such that for all g ∈ G,
ι2 ◦ ι
−1
1 ◦AdV (1)g
= Ad
V
(2)
g
◦ι2 ◦ ι
−1
1 , ι2 ◦ ι
−1
1 ◦ AdΓK1 = AdΓK2 ◦ι2 ◦ ι
−1
1 .(2.20)
Let (κi, qi, [υi]) be indices obtained from (Rκi,Ki ,AdΓKi ,AdV (i)g
), for i = 1, 2. Because of the
∗-isomorphism ι2 ◦ ι
−1
1 , we clearly have κ1 = κ2. If κ1 = κ2 = 0, then both of ι
−1
i (IKi ⊗ σz),
i = 1, 2, are self-adjoint unitaries in Z(M(0))\CI. From the proof of Proposition 2.9, this means
that ι2 ◦ ι
−1
1 (IK1 ⊗ σz) = ±(IK2 ⊗ σz). Hence we get
(−1)q1(g)ι2 ◦ ι
−1
1 (IK1 ⊗ σz) = ι2 ◦ ι
−1
1 ◦ AdV (1)g
(IK1 ⊗ σz) = AdV (2)g
◦ι2 ◦ ι
−1
1 (IK1 ⊗ σz)
= ±Ad
V
(2)
g
(IK2 ⊗ σz) = ±(−1)
q2(g)(IK2 ⊗ σz) = (−1)
q2(g)ι2 ◦ ι
−1
1 (IK1 ⊗ σz)(2.21)
We therefore obtain that q1(g) = q2(g). When κ1 = κ2 = 1, an analogous argument for
ι−1i (IKi ⊗ σx) ∈ Z(M) ∩M
(1), i = 1, 2 implies q1(g) = q2(g).
If κ1 = κ2 = 0, the ∗-isomorphism ι2 ◦ ι
−1
1 : B(K1) ⊗M2 → B(K2) ⊗M2 is implemented by
a unitary W : K1 ⊗ C
2 → K2 ⊗ C
2. Hence we see from (2.20) that Ad
WV
(1)
g W ∗
(x) = Ad
V
(2)
g
(x)
for all x ∈ B(K1) ⊗M2. This means that [υ1] = [υ2]. If κ1 = κ2 = 1, the restriction of the
∗-isomorphism ι2 ◦ ι
−1
1 onto B(K1) induces a ∗-isomorphism from B(K1) to B(K2). Therefore,
there is a unitary W : K1 → K2 such that ι2 ◦ ι
−1
1 (x ⊗ I) = AdW (x) ⊗ I, for all x ∈ B(K1).
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Therefore, from (2.20) we have Ad
W (V
(1)
g )(0)W ∗
(x) = Ad
(V
(2)
g )(0)
(x) for all x ∈ B(K1). This
means that [υ1] = [υ2]. 
Proposition 2.9, Lemma 2.11 and the fact that equivalence of W ∗-(G, p)-dynamical systems is
an equivalence relation gives us the following.
Proposition 2.12. Let (M1, θ1, αˆ1), (M2, θ2, αˆ2) be graded W
∗-(G, p)-dynamical systems of
balanced, central and type I graded von Neumann algebras. If (M1, θ1, αˆ1) ∼ (M2, θ2, αˆ2), then
Ind(M1, θ1, αˆ1) = Ind(M2, θ2, αˆ2).
2.2. The index for pure split states. We now define an index to fermionic SPT phases. For
each Θ-invariant and α-invariant state A, (πϕ(AR)
′′,AdΓˆϕ , αˆϕ) is a gradedW
∗-(G, p)-dynamical
system.
We first review the split property and recent results of Matsui [M4] that relate the split
property to unique gapped ground states of the CAR-algebra. Given a state ϕ on A, ϕ|AR
denotes the restriction of ϕ toAR and πϕ|AR
is the GNS representation of AR from this restricted
state.
Definition 2.13. Let ϕ be a pure Θ-invariant state on A. We say that ϕ satisfies the split
property if πϕ|AR
(AR)
′′ is a type I von Neumann algebra.
Recall the notation Bef which denotes the set of all finite-range even interactions that satisfy
the bound (1.5). Similarly, Ge,αf denotes the set of all α-invariant interactions Φ ∈ B
e
f , with a
unique gapped ground state.
Theorem 2.14 ([M4]). Let ϕ be a unique gapped τΦ-ground state of an interaction Φ ∈ Bef .
Then ϕ satisfies the split property.
To apply Matsui’s result to gradedW ∗-(G, p)-dynamical systems, we must first relate the split
ground state of an interaction Φ ∈ Ge,αf to balanced and central graded type I von Neumann
algebras. To show this, we first note the following.
Lemma 2.15. Let ϕ be a Θ-invariant pure state on A. Then
(i) Z(πϕ(AR)
′′) ∩ (πϕ(AR)
′′)(0) = CI,
(ii) The representation πϕ|AR
and (πϕ)|AR , the restriction of πϕ to AR, are quasi-equivalent.
Proof. (i) We have that
Z(πϕ(AR)
′′) ∩
(
πϕ(AR)
′′
)(0)
⊂ πϕ(AL)
′ ∩ πϕ(AR)
′ = πϕ(A)
′ = CI,(2.22)
where the last equality is because ϕ is pure.
(ii) Let Γˆϕ be a self-adjoint unitary on Hϕ given by Γˆϕπϕ(A)Ωϕ = πϕ ◦ Θ(A)Ωϕ, A ∈ A. Let
p denote the the orthogonal projection onto πϕ(AR)Ωϕ. Then (pHϕ, πϕ(·)|ARp,Ωϕ) is a GNS
triple of ϕ|AR . To show (ii), it suffices to show that τ : πϕ(AR)
′′ → (πϕ(AR)p)
′′ defined by
τ(x) = xp is a ∗-isomorphism. It is standard to see that τ is a surjective ∗-homomorphism.
To see that τ is injective, note that from (i) and Lemma A.2, either πϕ(AR)
′′ is factor or
Z(πϕ(AR)
′′) = CI + Cb with some self-adjoint unitary b ∈ Z(πϕ(AR)
′′) ∩ (πϕ(AR)
′′)(1). For
the former case, τ is clearly injective. For the latter case, let b = P+ − P− be the spectral
decomposition. Because b is odd, we have AdΓˆϕ(P±) = P∓. If τ is not injective, the kernel of τ
is either πϕ(AR)
′′P+ or πϕ(AR)
′′P−. If τ(P+) = 0, then we have P+Ωϕ=0. We then have
P−Ωϕ = ΓˆϕP+ΓˆϕΩϕ = ΓˆϕP+Ωϕ = 0.(2.23)
Hence we obtain Ωϕ = (P++P−)Ωϕ = 0, which is a contradiction. Similarly, we have τ(P−) 6= 0.
Therefore, τ is injective. 
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Lemma 2.16. Let ϕ be a split pure Θ-invariant and α-invariant state on A. Then πϕ(AR)
′′ is
balanced, central with respect to the grading given by Γˆϕ, and it is type I. The triple (πϕ(AR)
′′,AdΓˆϕ , αˆϕ)
is a graded W ∗-(G, p)-dynamical system.
Proof. Because ϕ is pure and Θ-invariant, πϕ(AR)
′′ is central by part (i) of Lemma 2.15.
Because ϕ is split, πϕ|AR
(AR)
′′ is type I by definition. Because (πϕ)|AR is quasi-equivalent to
πϕ|AR
by part (ii) of Lemma 2.15, πϕ(AR)
′′ is also type I. It is also balanced because AR has an
odd self-adjoint unitary. Because αg ◦ Θ = Θ ◦ αg, for all g ∈ G then we have (αˆϕ)g ◦ AdΓˆϕ =
AdΓˆϕ ◦ (αˆϕ)g. 
Remark 2.17. Consider the setting of Lemma 2.16. Let ϕR := ϕ|AR . Then (πϕR(AR)
′′,AdΓˆϕR
, αˆϕR)
is also a graded W ∗-(G, p)-dynamical system of a balanced, central and type I graded von Neu-
mann algebra with
(πϕ(AR)
′′,AdΓˆϕ , αˆϕ) ∼ (πϕR(AR)
′′,AdΓˆϕR
, αˆϕR).(2.24)
From Lemma 2.16, we see that our index of W ∗-(G, p)-dynamical systems can be applied to
split, pure, Θ-invariant and α-invariant states on A. In particular, we may define an index for
Φ ∈ Ge,αf .
Definition 2.18. Let ϕ be a Θ-invariant, α-invariant, split and pure state on A with ϕR :=
ϕ|AR . We set
indϕ := Ind(πϕ(AR)
′′,AdΓˆϕ , αˆϕ) = Ind(πϕR(AR)
′′,AdΓˆϕR
, αˆϕR).(2.25)
For interactions Φ ∈ Ge,αf , we define the index of Φ by ind(Φ) := ind(ϕΦ), with ϕΦ the unique
ground state of Φ.
3. The stability of the index
In this section we prove that ind(Φ) is an invariant of the classification of SPT phases.
That is, for a path of interactions {Φ(s)}s∈[0,1] satisfying Assumption 3.2 below, we show that
ind(Φ(0)) = ind(Φ(1)).
For each N ∈ N, we denote [−N,N ] ∩ Z by ΛN . Let EN : A → AΛN be the conditional
expectation with respect to the trace state, see [AM]. We consider the following subset of A.
Definition 3.1. Let f : (0,∞)→ (0,∞) be a continuous decreasing function with limt→∞ f(t) =
0. For each A ∈ A, let
‖A‖f := ‖A‖+ sup
N∈N
(
‖A− EN(A)‖
f(N)
)
.(3.1)
We denote by Df the set of all A ∈ A such that ‖A‖f <∞.
We consider a path in Ge,αf satisfying the following conditions.
Assumption 3.2. Let [0, 1] ∋ s 7→ Φ(s) ∈ Bef be a path of interactions on A. We assume the
following:
(i) For each X ∈ SZ, the map [0, 1] ∋ s 7→ Φ(X; s) ∈ AX is continuous and piecewise
C1. We denote by Φ˙(X; s) the corresponding derivatives. The interaction obtained by
differentiation is denoted by Φ˙(s), for each s ∈ [0, 1].
(ii) There is a number R ∈ N such that X ∈ SZ and diam(X) ≥ R implies Φ(X; s) = 0 for
all s ∈ [0, 1].
(iii) For each s ∈ [0, 1], Φ(s) ∈ Ge,αf . We denote the unique τ
Φ(s)-ground state by ϕs.
10
(iv) Interactions are bounded as follows
sup
s∈[0,1]
sup
X∈SZ
(
‖Φ (X; s)‖+ |X|
∥∥∥Φ˙ (X; s)∥∥∥) <∞.(3.2)
(v) Setting
b(ε) := sup
Z∈SZ
sup
s,s0∈[0,1],
0<|s−s0|<ε
∥∥∥∥Φ(Z; s)− Φ(Z; s0)s− s0 − Φ˙(Z; s0)
∥∥∥∥(3.3)
for each ε > 0, we have limε→0 b(ε) = 0.
(vi) There exists a γ > 0 such that σ(Hϕs,Φ(s)) \ {0} ⊂ [γ,∞) for all s ∈ [0, 1], where
σ(Hϕs,Φ(s)) is the spectrum of Hϕs,Φ(s).
(vii) There exists 0 < β < 1 satisfying the following: Set ζ(t) := e−t
β
. Then for each A ∈ Dζ ,
ϕs(A) is differentiable with respect to s, and there is a constant Cζ such that
|ϕ˙s(A)| ≤ Cζ ‖A‖ζ ,(3.4)
for any A ∈ Dζ .
The main result of this section is the following.
Theorem 3.3. Let [0, 1] ∋ s 7→ Φ(s) ∈ Bef be a path of interactions on A satisfying Assumption
3.2. Then ind(Φ(0)) = ind(Φ(1)).
The proof relies on the idea introduced in [O1], that is, using the factorization property of
automorphic equivalence. Namely, we note the following.
Proposition 3.4. Let [0, 1] ∋ s 7→ Φ(s) ∈ Bef be a path of interactions on A satisfying As-
sumption 3.2. Let ϕs be the unique τ
Φ(s)-ground state, for each s ∈ [0, 1]. Then there is an
automorphism Ξ on A and a unitary u ∈ A such that for all g ∈ G,
Ξ(AL) = AL, Ξ(AR) = AR, Ξ ◦Θ = Θ ◦ Ξ, Ξ ◦ αg = αg ◦ Ξ,
Θ(u) = u, αg(u) = u, ϕ1 = ϕ0 ◦ Adu ◦Ξ.
In Appendix B, we prove the Lieb-Robinson bound and a locality estimate for lattice fermion
systems. Having them, the proof of Proposition 3.4 is the same as that of [MO, Theorem 1.3]
and [O1, Proposition 3.5].
To prove Theorem 3.3, we first prove a preperatory lemma.
Lemma 3.5. Let ϕ1, ϕ2 be pure Θ-invariant states on A. If ϕ1 and ϕ2 are quasi-equivalent,
then ϕ1|AR and ϕ2|AR are quasi-equivalent.
Proof. Let πi, πi,R be GNS representations of ϕi and ϕi|AR respectively for i = 1, 2. By
Lemma 2.15, there are ∗-isomorphisms τi : πi(AR)
′′ → πi,R(AR)
′′, for i = 1, 2 such that τi ◦
πi(A) = πi,R(A), A ∈ AR. Because ϕ1 and ϕ2 are quasi-equivalent, there is a ∗-isomorphism
τ : π1(A)
′′ → π2(A)
′′ such that τ ◦ π1(A) = π2(A), for A ∈ A. The restriction of τ to
π1(AR)
′′ gives a ∗-isomorphism τR : π1(AR)
′′ → π2(AR)
′′. Hence we obtain a ∗-isomorphism
τˆ := τ2◦τR ◦τ
−1
1 : π1,R(AR)
′′ → π2,R(AR)
′′ such that τˆ ◦π1,R(A) = π2,R(A), A ∈ AR. Therefore,
ϕ1|AR and ϕ2|AR are quasi-equivalent. 
Now we are ready to prove the Theorem.
Proof of Theorem 3.3. Let (Hi, πi,Ωi) be the GNS triple of the states ϕi|AR for i = 0, 1.
Let Γi be a self-adjoint unitary given by Γiπi(A)Ωi = πi ◦ Θ(A)Ωi, A ∈ AR. Let αˆi be the
extension of α|AR to πi(AR)
′′. From Proposition 2.12 and Remark 2.17, it suffices to show that
(π0(AR)
′′,AdΓ0 , αˆ0) ∼ (π1(AR)
′′,AdΓ1 , αˆ1). Recalling the ∗-automorphism Ξ from Proposition
3.4, Ξ(AR) = AR and so ΞR := Ξ|AR defines a ∗-automorphism on AR. Note that (H0, π0 ◦
ΞR,Ω0) is a GNS triple of ϕ0|AR ◦ΞR. The state ϕ1 = ϕ0 ◦Adu ◦Ξ is quasi-equivalent to ϕ0 ◦Ξ.
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Because Ξ ◦Θ = Θ ◦ Ξ, both ϕ0 ◦ Ξ and ϕ1 are Θ-invariant pure states. Applying Lemma 3.5,
ϕ1|AR and ϕ0 ◦ Ξ|AR = ϕ0|AR ◦ ΞR are quasi-equivalent. Hence there is a ∗-isomorphism
τ : π0 ◦ ΞR(AR)
′′ = π0(AR)
′′ → π1(AR)
′′, τ ◦ π0 ◦ ΞR(A) = π1(A), A ∈ AR.(3.5)
Using properties of the quasi-equivalence τ and automorphism ΞR, we see that
τ ◦ αˆ0,g ◦ π0 ◦ ΞR(A) = τ ◦ π0 ◦ αg ◦ ΞR(A) = τ ◦ π0 ◦ ΞR ◦ αg(A)
= π1 ◦ αg(A) = αˆ1,g ◦ π1(A) = αˆ1,g ◦ τ ◦ π0 ◦ ΞR(A),(3.6)
τ ◦AdΓ0 ◦π0 ◦ ΞR(A) = τ ◦ π0 ◦Θ ◦ ΞR(A) = τ ◦ π0 ◦ ΞR ◦Θ(A)
= π1 ◦Θ(A) = AdΓ1 ◦π1(A) = AdΓ1 ◦τ ◦ π0 ◦ ΞR(A)(3.7)
for all A ∈ AR. Hence we obtain
τ ◦ αˆ0,g(x) = αˆ1,g ◦ τ(x), τ ◦ AdΓ0(x) = AdΓ1 ◦τ(x), x ∈ π0(AR)
′′.(3.8)
This completes the proof. 
4. Stacking and group law of fermionic SPT phases
4.1. The graded tensor product. Let (M1,AdΓ1) and (M2,AdΓ2) be spatially graded von
Neumann algebras acting on on H1, H2 with grading operators Γ1, Γ2. We define a product
and involution on the algebraic tensor product M1 ⊙M2 by
(a1 ⊗ˆ b1)(a2 ⊗ˆ b2) = (−1)
∂b1∂a2(a1a2 ⊗ˆ b1b2),
(a ⊗ˆ b)∗ = (−1)∂a∂ba∗ ⊗ˆ b∗.(4.1)
for homogeneous elementary tensors. The algebraic tensor product with this multiplication and
involution is a ∗-algebra, denoted M1 ⊙ˆM2. On the Hilbert space H1 ⊗H2,
π(a ⊗ˆ b) := aΓ∂b1 ⊗ b(4.2)
for homogeneous a ∈ M1, b ∈ M2 defines a faithful ∗-representation of M1 ⊙ˆM2. We call the
von Neumann algebra generated by π(M1 ⊙ˆM2) the graded tensor product of (M1,H1,Γ1)
and (M2,H2,Γ2) and denote it byM1 ⊗ˆM2. It is simple to check thatM1 ⊗ˆM2 is a spatially
graded von Neumann algebra with a grading operator Γ1 ⊗ Γ2.
For a ∈ M1 and homogeneous b ∈ M2, we denote π(a ⊗ˆ b) by a ⊗ˆ b, embeddingM1 ⊙ˆM2 in
M1 ⊗ˆM2. Note that ∂(a ⊗ˆ b) = ∂(a) + ∂(b) for homogeneous a ∈ M1 and b ∈ M2.
Fix a finite groupG and a homomorphism p : G→ Z2. Let (M1,AdΓ1 , α1) and (M2,AdΓ2 , α2)
be gradedW ∗-(G, p)-dynamical systems, where (M1,AdΓ1) and (M2,AdΓ2) are spatially graded,
balanced, central and type I. We may define an action α1 ⊗ˆα2 of G on M1 ⊗ˆM2 by(
α1 ⊗ˆα2
)
g
(a ⊗ˆ b) = α1,g(a) ⊗ˆα2,g(b), g ∈ G(4.3)
for all homogeneous a ∈ M1 and b ∈M2, see Lemma A.8.
4.2. Stacking and the group law. In this section, we show thatW ∗-(G, p)-dynamical systems
of balanced, central, type I and spatially graded von Neumann algebras are closed under graded
tensor products. Furthermore, our index from Definition 2.10 obeys a twisted group law (a
generalized Wall group law) under this operation.
Theorem 4.1. Let (M1,AdΓ1 , α1), (M2,AdΓ2 , α2) be graded W
∗-(G, p)-dynamical systems
with balanced, central and spatially graded type I von Neumann algebras. Then the triple
(M1 ⊗ˆM2,AdΓ1⊗Γ2 , α1 ⊗ˆα2) is a graded W
∗-(G, p)-dynamical system with a balanced, central
and spatially graded type I von Neumann algebra. If Ind(Mi,AdΓi , αi) = (κi, qi, [υi]), i = 1, 2,
then
Ind(M1 ⊗ˆM2,AdΓ1⊗Γ2 , α1 ⊗ˆα2) =
(
κ1 + κ2, q1 + q2 + κ1κ2p, [υ1 υ2 ǫp(κ1, q1, κ2, q2)]
)
,(4.4)
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where ǫp(κ1, q1, κ2, q2) is a group 2-cocycle defined by
ǫp(κ1, q1, κ2, q2)(g, h) = (−1)
q1(g)q2(h)+(κ1−κ2)(κ1q2(g)+κ2q1(g))·p(h), g, h ∈ G.(4.5)
Remarks 4.2. (i) One can check that (4.4) gives an abelian group law, which is not surpris-
ing because of the corresponding properties of the graded tensor product.
(ii) The group law (4.4) is a little cumbersome in full generality, but simplifies in many
examples of interest. For example, if α is a linear group action only, p(g) = 0 for all
g ∈ G, we recover the more familiar twisted sum formula,
(κ1, q1, [υ1]) · (κ2, q2, [υ2]) = (κ1 + κ2, q1 + q2, [υ1 υ2 ǫ(q1, q2)]).(4.6)
Proof. By Lemma A.5 and Lemma 2.12, we may assume that
(Mi,AdΓi , αi) = (Rκi,Ki ,AdΓKi ,AdVi) ∈ Sκi .(4.7)
Let
Ind
(
Rκi,Ki,AdΓKi ,AdVi
)
= (κi, qi, [υi]), i = 1, 2.(4.8)
We would like to show that(
Rκ1,K1 ⊗ˆRκ2,K2 ,AdΓK1 ⊗ˆ AdΓK1 ,AdV1 ⊗ˆ AdV2
)
∼ (Rκ,K,AdΓK ,AdV ) ∈ Sκ,(4.9)
for suitably chosen κ = 0, 1, Hilbert space K and projective representation V on K ⊗ C2,
satisfying
Ind(Rκ,K,AdΓK ,AdVg) =
(
κ1 + κ2, q1 + q2 + κ1κ2p, [υ1 υ2 ǫp(κ1, q1, κ2, q2)]
)
.(4.10)
(Case: κ1 = 0 or κ2 = 0)
We set the following notation,
K := K1 ⊗K2 ⊗ C
2, λ =


1, if κ1 = κ2 = 0,
2, if κ1 = 1, κ2 = 0,
3, if κ1 = 0, κ2 = 1,
(4.11)
and define the unitary v : C2 ⊗K2 → K2 ⊗ C
2,
v(ξ ⊗ η) = η ⊗ ξ, ξ ∈ C2, η ∈ K2.(4.12)
Using the standard basis {e0, e1} of C
2, we define the unitaries w1, w2, w3 on C
2 ⊗ C2 by
w1(e0 ⊗ e0) = e0 ⊗ e0, w1(e1 ⊗ e1) = e1 ⊗ e0, w1(e1 ⊗ e0) = e0 ⊗ e1, w1(e0 ⊗ e1) = e1 ⊗ e1,
w2(e0 ⊗ e0) = e0 ⊗ e0, w2(e1 ⊗ e1) = e1 ⊗ e0, w2(e1 ⊗ e0) = e0 ⊗ e1, w2(e0 ⊗ e1) = −e1 ⊗ e1,
w3(e0 ⊗ e0) = e0 ⊗ e0, w3(e1 ⊗ e1) = e1 ⊗ e0, w3(e1 ⊗ e0) = e1 ⊗ e1, w3(e0 ⊗ e1) = e0 ⊗ e1.
By direct calculation, we may check
Adwλ (σz ⊗ σz) = IC2 ⊗ σz, λ = 1, 2, 3,(4.13)
Adw2 (σx ⊗ σz) = IC2 ⊗ σx, Adw3 (IC2 ⊗ σx) = IC2 ⊗ σx.(4.14)
We now define unitary Uλ : K1 ⊗ C
2 ⊗K2 ⊗ C
2 → K⊗ C2 such that
Uλ := (IK1 ⊗ IK2 ⊗ wλ)(IK1 ⊗ v ⊗ IC2), λ = 1, 2, 3.(4.15)
By (4.13), we have
AdUλ (ΓK1 ⊗ ΓK2) = ΓK, λ = 1, 2, 3,(4.16)
hence
AdUλ ◦
(
AdΓK1 ⊗ˆ AdΓK2
)
(x) = AdΓK ◦AdUλ(x), x ∈ Rκ1,K1 ⊗ˆRκ2,K2 , λ = 1, 2, 3.(4.17)
By (4.14), when λ = 2, for (IK1 ⊗ σx) ⊗ˆ (IK2 ⊗ σz) ∈ Rκ1,K1 ⊗ˆRκ2,K2 , we have
AdU2
(
(IK1 ⊗ σx) ⊗ˆ (IK2 ⊗ σz)
)
= IK ⊗ σx.(4.18)
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Similarly, when λ = 3, for (IK1 ⊗ σz) ⊗ˆ (IK2 ⊗ σx) ∈ Rκ1,K1 ⊗ˆRκ2,K2 ,
AdU3
(
(IK1 ⊗ σz) ⊗ˆ (IK2 ⊗ σx)
)
= IK ⊗ σx.(4.19)
Let [υ˜i] be the second cohomology class associated to the projective representation Vi, i = 1, 2.
We set
Vg := AdUλ
(
V1,g ⊗ V2,gΓ
q1(g)
K2
)
, g ∈ G, λ = 1, 2, 3.(4.20)
This gives a projective unitary/anti-unitary representation V of G on K ⊗ C2 relative to p.
Using that AdV2,g (ΓK2) = (−1)
q2(g)ΓK2 for g ∈ G, the second cohomology class associated to
V is equal to [υ˜1 υ˜2 ǫ(q1, q2)] ∈ H
2(G,U(1)p), where ǫ(q1, q2) is given in (2.2). By Lemma A.6
and A.7, we have that for x ∈ Rκ1,K1 ⊗ˆRκ2,K2 , g ∈ G and any λ = 1, 2, 3,
AdVg ◦AdUλ(x) = AdUλ ◦AdV1,g⊗V2,gΓ
q1(g)
K2
(x) = AdUλ ◦
(
α1,g ⊗ˆα2,g
)
(x) .(4.21)
In particular, for λ = 2, 3, we also have
AdVg (IK ⊗ σx) = (−1)
q1(g)+q2(g) (IK ⊗ σx) , g ∈ G,(4.22)
from (4.18) and (4.19).
By (4.16), we have
AdVg (ΓK) = AdUλ ◦AdV1,g⊗V2,gΓ
q1(g)
K2
(ΓK1 ⊗ ΓK2) = (−1)
q1(g)+q2(g)ΓK, g ∈ G.(4.23)
Having set up the required preliminaries, we now consider the W ∗-(G, p)-dynamical system
(Rκ,K,AdΓK ,AdVg ) ∈ Sκ and show equivalence with the graded tensor product in the three
cases where κ1 or κ2 = 0.
(i)-1 For λ = 1 (i.e. κ1 = κ2 = 0), we set κ = 0 and note from (4.23) that (Rκ,K,AdΓK ,AdVg) ∈
Sκ. In this case, [υ˜i] = [υi] and ǫp(0, q1, 0, q2) = ǫ(q1, q2). Hence the second cohomology class
of V is [υ1υ2ǫp(0, q1, 0, q2)]. With this and (4.23), the index of (Rκ,K,AdΓK ,AdVg) is given by
(4.10). So we just need to show equivalence of theW ∗-(G, p)-dynamical system with the graded
tensor product. The equivalence is given by a ∗-isomorphism
ι := AdU1 : B(K1 ⊗C
2 ⊗K2 ⊗C
2) = Rκ1,K1 ⊗ˆRκ2,K2 → B(K ⊗ C
2) = R0,K.(4.24)
By (4.17) and (4.21), ι satisfies the required conditions (2.4) and (2.5) for equivalence of W ∗-
(G, p)-dynamical systems.
(i)-2 For λ = 2 (i.e. κ1 = 1, κ2 = 0), set κ = 1. By (4.22) and (4.23), we see that
(Rκ,K,AdΓK ,AdVg ) ∈ Sκ. Note that [υ˜1] = [υ1 ǫ(q1, p)] ∈ H
2(G,U(1)p), see Lemma 2.7 and
Definition 2.10, with υ˜2 = υ2. Hence the second cohomology associated to our projective rep-
resentation V is [
υ˜1 υ˜2 ǫ(q1, q2)
]
=
[
υ1 υ2 ǫ(q1, p) ǫ(q1, q2)
]
.(4.25)
Combining this and (4.23), the second cohomology associated to the projective representation
V (0) (cf. Lemma 2.7 and Definition 2.10) is[
υ˜1 υ˜2 ǫ(q1, q2) ǫ(q1 + q2, p)
]
=
[
υ1 υ2 ǫ(q1, p) ǫ(q1, q2) ǫ(q1 + q2, p)
]
=
[
υ1 υ2 ǫp(1, q1, 0, q2)
]
.
From this and (4.23), we see the index of (Rκ,K,AdΓK ,AdVg) ∈ Sκ is given by (4.10).
Now we show (Rκ,K,AdΓK ,AdVg) is equivalent to the graded tensor product (4.9). From
Lemma A.4, the commutant of Rκ1,K1 ⊗ˆRκ2,K2 is CIK1⊗C2⊗K2⊗C2 +CIK1 ⊗σx⊗ IK2 ⊗σz. Note
that by (4.18), AdU2 maps the commutant to CIK ⊗ IC2 + CIK ⊗ σx = (Rκ,K)
′. Therefore we
have AdU2(Rκ1,K1 ⊗ˆRκ2,K2) = Rκ,K. Hence ι := AdU2 |Rκ1,K1 ⊗ˆRκ2,K2
defines a ∗-isomorphism
ι : Rκ1,K1 ⊗ˆRκ2,K2 → Rκ,K. By (4.17) and (4.21), ι satisfies the required conditions of an
equivalence of W ∗-(G, p)-dynamical systems.
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(i)-3 For λ = 3 (i.e. κ1 = 0, κ2 = 1), we set κ = 1. By (4.23) and (4.22), we see that
(Rκ,K,AdΓK ,AdVg ) ∈ Sκ. We also have that [υ˜1] = [υ1] and [υ˜2] = [υ2 ǫ(q2, p)]. Hence the
second cohomology class associated to V is[
υ˜1 υ˜2 ǫ(q1, q2)
]
=
[
υ1 υ2 ǫ(q2, p) ǫ(q1, q2)
]
.(4.26)
Hence, from (4.23) the cohomology class associated to V (0) is[
υ˜1 υ˜2 ǫ(q1, q2) ǫ(q1 + q2, p)
]
=
[
υ1 υ2 ǫp(0, q1, 1, q2)
]
(4.27)
and the index of (Rκ,K,AdΓK ,AdVg) ∈ Sκ is given by (4.10).
We now show that (Rκ,K,AdΓK ,AdVg) is equivalent to the graded tensor product. From
Lemma A.4, the commutant of Rκ1,K1 ⊗ˆRκ2,K2 is CIK1⊗C2⊗K2⊗C2 +CIK1⊗C2⊗K2⊗σx, which by
(4.19) is mapped to CIK⊗IC2+CIK⊗σx = (Rκ,K)
′ by AdU3 . Therefore, AdU3(Rκ1,K1 ⊗ˆRκ2,K2) =
Rκ,K and ι := AdU3 |Rκ1,K1 ⊗ˆRκ2,K2
defines a ∗-isomorphism ι : Rκ1,K1 ⊗ˆRκ2,K2 → Rκ,K and
implements an equivalence of W ∗-(G, p)-dynamical systems.
(Case: κ1 = κ2 = 1)
Set κ := 0 and K := K1⊗K2. We define a projective representation V of G on K⊗C
2 relative
to p by
Vg := V
(0)
1,g ⊗ V
(0)
2,g ⊗ C
p(g)σq1(g)y σ
q2(g)+p(g)
x , g ∈ G.(4.28)
Here V
(0)
i is the projective representation on K1 such that Vi,g = V
(0)
i,g ⊗ C
p(g)σ
qi(g)
y for i = 1, 2
(see Lemma 2.7). Then we have
AdVg (ΓK) = (−1)
q1(g)+q2(g)+p(g)ΓK, g ∈ G.(4.29)
Hence (Rκ,K,AdΓK ,AdVg ) ∈ Sκ. Because σy anti-commutes with σx and C, while σx commutes
with C, the second cohomology class associate to the projective representation V is[
υ1 υ2 ǫ(q1, q2)
]
=
[
υ1 υ2 ǫp(1, q1, 1, q2)
]
,(4.30)
where we recall that [ǫ(q1, q2)] = [ǫ(q2, q1)]. Hence the triple (Rκ,K,AdΓK ,AdVg) ∈ Sκ has index
given by (4.10).
Now we show (4.9) for the constructed (Rκ,K,AdΓK ,AdVg ). Regarding C as a graded von
Neumann algebra (C,Adσz) ⊂ M2, there is a ∗-isomorphism ι0 : C ⊗ˆ C→ M2 such that
ι0(I ⊗ˆ I) = I, ι0(σx ⊗ˆ I) := σx, ι0(I ⊗ˆ σx) := σy, ι0(σx ⊗ˆσx) := iσz.(4.31)
Noting AdIK1⊗v⊗IC2
(
Rκ1,K1 ⊗ˆRκ2,K2
)
= B(K1)⊗ B(K2)⊗
(
C ⊗ˆ C
)
with v in (4.12), we obtain
a ∗-isomorphism ι : Rκ1,K1 ⊗ˆRκ2,K2 → B(K)⊗M2 = Rκ,K given by
ι(x) := (idK⊗ι0) ◦AdIK1⊗v⊗IC2 (x), x ∈ Rκ1,K1 ⊗ˆRκ2,K2 .(4.32)
We then have
AdVg ◦ι
(
(a⊗ σx) ⊗ˆ (b⊗ IC2)
)
= AdVg (a⊗ b⊗ σx) = AdV (0)1,g
(a)⊗Ad
V
(0)
2,g
(b)⊗ (−1)q1(g)σx
= ι
(
AdV1,g (a⊗ σx) ⊗ˆ
(
AdV2,g (b⊗ IC2)
))
= ι ◦
(
α1,g ⊗ˆα2,g
) (
(a⊗ σx) ⊗ˆ (b⊗ IC2)
)
,
and
AdVg ◦ι
(
(a⊗ IC2) ⊗ˆ (b⊗ σx)
)
= AdVg (a⊗ b⊗ σy) = AdV (0)1,g
(a)⊗Ad
V
(0)
2,g
(b)⊗ (−1)q2(g)σy
= ι
(
AdV1,g (a⊗ IC2) ⊗ˆ
(
AdV2,g (b⊗ σx)
))
= ι ◦
(
α1,g ⊗ˆα2,g
) (
(a⊗ IC2) ⊗ˆ (b⊗ σx)
)
for all a ∈ B(K1), b ∈ B(K2). Because the elements (a⊗ σx) ⊗ˆ (b⊗ IC2) and (a⊗ IC2) ⊗ˆ (b⊗ σx)
generate Rκ1,K1 ⊗ˆRκ2,K2 , we see that AdVg ◦ι(x) = ι◦
(
α1,g ⊗ˆα2,g
)
(x) for x ∈ Rκ1,K1 ⊗ˆRκ2,K2 .
We also see from (4.31) that AdΓK ◦ι(x) = ι ◦
(
AdΓ1 ⊗ˆ AdΓ2
)
(x) for x ∈ Rκ1,K1 ⊗ˆRκ2,K2 .
Hence we obtain (4.9). 
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Example 4.3 (Time-reversal symmetry and the Z8-classification). As a simple example, let us
consider fermionic SPT phases with time-reversal symmetry. That is, we take G = Z2 = {0, 1}
with with p(1) = 1. We let α = α1 be the anti-linear ∗-automorphism of order 2 from the non-
trivial element. Therefore, if G acts on a balanced, central and type I von Neumann algebra,
then α is implemented on a graded Hilbert space K by AdR with R anti-unitary. Following [O1],
we can ensure that R2 = ±IK and so the group 2-cocycle is determined by the sign of R
2.
The data Z2 × H
1(Z2,Z2) × H
2(Z2, U(1)p) from Theorem 4.1 is wholly determined by the
triple [κ; ε,±], where ε = q(1) ∈ Z2 and ± is the sign of R
2. Our choice of notation is so that
our results can easily be compared with [Mou, Appendix A] and [W]. Following (4.4), the triple
has the (abelian) composition law under stacking
[0; ε1, ξ1][0, ε2, ξ2] = [0; ε1 + ε2, (−)
ε1ε2ξ1ξ2]
[0; ε1, ξ1][1, ε2, ξ2] = [1; ε1 + ε2, (−)
ε1+ε1ε2ξ1ξ2]
[1; ε1, ξ1][1, ε2, ξ2] = [0; ε1 + ε2 + 1, (−)
ε1ε2ξ1ξ2].
One therefore sees that Z2 ×H
1(Z2,Z2) ×H
2(Z2, U(1)p) ∼= Z8 with generator [1; 0,+]. Hence
we recover and extend the Z8-classification of time-reversal symmetric fermionic SPT phases in
one dimension considered for finite systems in [FK, FK2, BWHV].
5. Translation invariant states
In this section, we derive a representation of pure, split, translation invariant and α-invariant
states in terms of a finite set of operators on Hilbert spaces. The idea of the proof is the same
as quantum spin case, cf. [BJP, M1], although anti-commutativity results in richer structures.
Recall the integer shift Sx on l
2(Z) ⊗ Cd, x ∈ Z, which defines the ∗-automorphism βSx ∈
Aut(A). Let ω be a pure, split, α-invariant and translation invariant state on A. In particular,
such states are Θ-invariant (see [BR2, Example 5.2.21]). By Proposition 2.9 and Lemma 2.16
the graded W ∗-(G, p)-dynamical system (πω(AR)
′′,AdΓω , αˆω) associated to ω is equivalent to
some (Rκ,K,AdΓK ,AdVg ) ∈ Sκ. We denote this κ by κω. The space translation lifts to an
endomorphism on πω(AR)
′′.
Lemma 5.1. Let ω be a pure, split, α-invariant and translation invariant state on A. Suppose
that the graded W ∗-(G, p)-dynamical system (πω(AR)
′′,AdΓω , αˆω) associated to ω is equivalent
to (Rκ,K,AdΓK ,AdVg) ∈ Sκ, via a ∗-isomorphism ι : πω(AR)
′′ → Rκ,K. Then there is an
injective ∗-endomorphism ρ on Rκ,K, such that
ι ◦ πω ◦ βS1(A) = ρ ◦ ι ◦ πω(A), A ∈ AR.(5.1)
Furthermore, we have
aρ(b)− (−1)∂a∂bρ(b)a = 0,(5.2)
for homogeneous a ∈ ι ◦ πω
(
A{0}
)
and b ∈ Rκ,K.
Proof. By the translation invariance of ω, the space translation βS1 is lifted to an automor-
phism βˆS1 on πω(A)
′′. Restricting βˆS1 to πω(AR)
′′, we obtain an injective ∗-endomorphism β˜ on
πω(AR)
′′. We then see that ρ := ι◦ β˜ ◦ι−1 : Rκ,K → Rκ,K is an injective endomorphism on Rκ,K
satisfying (5.1). Because βS1(AR) ⊂ AZ≥1, we see that a0βS1(a1)− (−1)
∂a0∂a1βS1(a1)a0 = 0 for
homogeneous a0 ∈ A{0} and a1 ∈ AR. Then, because ρ (Rκ,K) = (ι ◦ πω ◦ βS1 (AR))
′′, equation
(5.2) follows. 
Let P be the power set P = P({1, . . . , d}) = 2{1,...,d} of {1, . . . , d}. We denote the parity of the
number of the elements in µ ∈ P by |µ| = #µmod2. We denote by {ψµ}µ∈P the standard basis
of F(Cd). Namely, with the Fock vacuum Ωd of F(C
d) and the standard basis {ei}
d
i=1 of C
d,
ψµ for µ 6= ∅ is given by ψµ = Cµa
∗(eµ1)a
∗(eµ2) · · · a
∗(eµl)Ωd with l = #µ, µ = {µ1, µ2, . . . , µl}
with µ1 < µ2 · · · < µl and a suitable normalization factor Cµ ∈ C \ {0}. For the empty set
µ = ∅, we set ψ∅ := Ωd.
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We denote the matrix units of A{0} ≃ B(F(C
d)) ≃ M2d associated to the standard basis
{ψµ}µ∈P by {E
(0)
µ,ν}, µ, ν ∈ P. Because Θ is implemented by the second quantization of −ICd ,
 (−I) =
∑
µ∈P
(−1)|µ|E(0)µµ ∈ A{0},(5.3)
we see that
Θ(E(0)µ,ν) = (−1)
|µ|+|ν|E(0)µ,ν , µ, ν ∈ P.(5.4)
We set E
(x)
µ,ν := βSx
(
E
(0)
µ,ν
)
for general x ∈ Z. Clearly, {E
(x)
µ,ν}µ,ν∈P are matrix units of A{x}.
Lemma 5.2. Let ω be a pure, split and translation invariant state on A and βˆSn be the extension
of βSn to πω(A)
′′, i.e. βˆSn ◦ πω(A) = πω ◦ βSn(A), A ∈ A.
(i) If x ∈ (πω(AR)
′′)(0), then σ-weak limn→∞ βˆSn(x) = 〈Ωω, xΩω〉IHω .
(ii) If x ∈ (πω(AR)
′′)(1) and πω(AR)
′′ is a factor, then
σ-weak lim
n→∞
πω
(
 (−I)βS1 ( (−I)) · · · βSn−1 ( (−I))
)
βˆSn(x) = 0 = 〈Ωω, xΩω〉IHω .(5.5)
(iii) If x ∈ (πω(AR)
′′)(1) and Z (πω(AR)
′′)∩(πω(AR)
′′)(1) 6= {0}, then σ-weak limn→∞ βˆSn(x) =
0 = 〈Ωω, xΩω〉.
Proof. First we note from the σ-weak continuity of βˆSn that
βˆSn
((
πω(AR)
′′
)(σ))
⊂
(
(πω ◦ βSn(AR))
′′)(σ) , n ∈ N, σ = 0, 1.(5.6)
(i) By (5.6), we have βˆSn
(
(πω(AR)
′′)(0)
)
⊂ πω(A[0,n−1])
′. Therefore for any x ∈ (πω(AR)
′′)(0),
any σ-weak accumulation point z of {βˆSn(x)} belongs to πω(AR)
′∩(πω(AR)
′′)(0). But πω(AR)
′∩
(πω(AR)
′′)(0) = CIHω by Lemma 2.15. Hence we have z ∈ CIHω . Because 〈Ωω, βˆSn(x)Ωω〉 =
〈Ωω, xΩω〉, this means z = 〈Ωω, xΩω〉IHω . As this holds for any accumulation point, we obtain
σ-weak limn→∞ βˆSn(x) = 〈Ωω, xΩω〉IHω .
(ii) Suppose that πω(AR)
′′ is a factor and set Yn :=  (−I)βS1( (−I)) · · · βSn−1( (−I)). Note that
AdYn(B) = Θ(B) for any B ∈ A[0,n−1]. Therefore, by (5.6), we have πω(Yn)βˆSn
(
(πω(AR)
′′)(1)
)
⊂
πω(A[0,n−1])
′. Hence, for any x ∈ (πω(AR)
′′)(1), any σ-weak accumulation point z of the set
{πω (Yn) βˆSn(x)} belongs to πω(AR)
′ ∩ (πω(AR)
′′)(1) = {0}. As such, z = 0. As this holds for
any accumulation point, we obtain (ii).
(iii) Suppose that Z (πω(AR)
′′) ∩ (πω(AR)
′′)(1) 6= {0}. By (5.6), we have that
βˆSn
(
(πω(AR)
′′)(1)
)
⊂ πω(AR)
′′ ∩ πω(A[0,n−1])
′Γω.(5.7)
Therefore for any x ∈ (πω(AR)
′′)(1), any σ-weak accumulation point z of {βˆSn(x)} belongs to
(πω(AR)
′Γω)∩(πω(AR)
′′)(1). Because Z (πω(AR)
′′) has an odd element, πω(AR)
′′ is not a factor.
Lemma A.3 then implies that πω(AR)
′Γω∩πω(AR)
′′ = {0}. Hence we have z = 0. As this holds
for any accumulation point, we obtain (iii). 
Before stating the result, we fix some notation. Given the operators {Wµ}µ∈P we define the
CP map TW by
TW(x) =
∑
µ∈P
WµxW
∗
µ .
Because the algebraic structure of the von Neumann algebra of interest changes depending
on whether κω = 0, 1, we treat each case separately, though the general strategy of proof is the
same.
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5.1. Case: κω = 0. Recall that  (Ug) denotes the second quantization of Ug on F(C
d). In this
subsection we prove the following.
Theorem 5.3. Let ω be a pure α-invariant and translation invariant split state on A. Suppose
that the graded W ∗-(G, p)-dynamical system (πω(AR)
′′,AdΓω , αˆω) associated to ω is equivalent
to (R0,K,AdΓK ,AdVg) ∈ S0, via a ∗-isomorphism ι : πω(AR)
′′ → B(K ⊗ C2). Let ρ be the
∗-endomorphism on R0,K given in Lemma 5.1. Then there is a set of isometries {Bµ}µ∈P on
K ⊗ C2 such that B∗νBµ = δµ,νI,
ρ ◦ ι ◦ πω(A) =
∑
µ∈P
Ad
BµΓ
|µ|
K
◦ ι ◦ πω(A) =
∑
µ∈P
Ad
Γ
|µ|
K Bµ
◦ ι ◦ πω(A), A ∈ AR,(5.8)
and
ι ◦ πω
(
E(0)µ0,ν0E
(1)
µ1,ν1
· · ·E(N)µN ,µN
)
= (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj|
Bµ0 · · ·BµNB
∗
νN
· · ·B∗ν0(5.9)
for all N ∈ N ∪ {0} and µ0, . . . µN , ν0, . . . , νN ∈ P. The operators Bµ have homogeneous parity
and are such that AdΓK (Bµ) = (−1)
|µ|+σ0Bµ, with some uniform σ0 ∈ {0, 1}. Furthermore,
σ-weak lim
N→∞
TNB ◦ ι(x) = 〈Ωω, xΩω〉IK⊗C2 , x ∈ πω(AR)
′′(5.10)
and for each g ∈ G, there is some cg ∈ T such that∑
µ∈P
〈ψµ,  (Ug)ψν〉Bµ = cgVgBνV
∗
g .(5.11)
We will prove this result in several steps. First we note some properties of endomorphisms
of operators on graded Hilbert spaces and the Cuntz algebra.
Proposition 5.4. Let H be a Hilbert space with a self-adjoint unitary Γ that gives a grad-
ing for B(H). Let M be a finite type I von Neumann subalgebra of B(H) with matrix units
{Eµ,ν}µ,ν∈P ⊂M spanning M. Assume that
AdΓ(Eµ,ν) = (−1)
|µ|+|ν|Eµ,ν , µ, ν ∈ P(5.12)
and set Γ0 :=
∑
µ∈P (−1)
|µ|Eµµ. Let ρ : B(H)→ B(H) be a graded, unital ∗-endomorphism such
that ρ(a)b− (−1)∂a∂bbρ(a) = 0 for a ∈ B(H) b ∈ M with homogeneous grading. Suppose further
that B(H) = ρ(B(H)) ∨M. Then there exist isometries {Sµ}µ∈P on H with the property that
S∗νSµ = δµ,νI, ρ(x) =
∑
µ
SµxS
∗
µ(5.13)
for all µ, ν ∈ P and x ∈ B(H). The operators Sµ have homogeneous parity and are such
that AdΓ (Sµ) = (−1)
|µ|+σ0Sµ with some uniform σ0 ∈ {0, 1}. Furthermore, setting Bµ :=
(Γ0Γ)
|µ|Sµ, for µ ∈ P, we have B∗νBµ = δµ,νI,
ρ(x) =
∑
µ∈P
AdBµ ◦ AdΓ|µ|(x), x ∈ B(H),(5.14)
and
Eµ0,ν0ρ(Eµ1,ν1) · · · ρ
N (EµN ,µN ) = (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj |
Bµ0 · · ·BµNB
∗
νN
· · ·B∗ν0(5.15)
for all N ∈ N∪{0} and µ0, . . . , µN , ν0, . . . , νN ∈ P. The operators Bµ have homogeneous parity
such that AdΓ (Bµ) = (−1)
|µ|+σ0Bµ, with the same σ0 as above. If there are isometries {Tµ}µ∈P
such that
T ∗ν Tµ = δµ,νI, TµT
∗
ν = Eµ,ν , ρ(x) =
∑
µ∈P
AdTµ ◦ AdΓ|µ|(x), x ∈ B(H),(5.16)
then there is some c ∈ T such that Tµ = cBµ, for all µ ∈ P.
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To study the situation, we note the following general property.
Lemma 5.5. Let H be a Hilbert space with a self-adjoint unitary Γ that gives a grading for
B(H). Let M1, M2 be AdΓ-invariant von Neumann subalgebras of B(H) with M1 ∨ M2 =
B(H). Suppose that M1 is a type I factor with a self-adjoint unitary Γ1 ∈ M1 such that
AdΓ1(x) = AdΓ(x) for all x ∈ M1. Suppose further that
ab− (−1)∂a∂bba = 0, for homogeneous a ∈ M1, b ∈M2.(5.17)
Then there are Hilbert spaces H1,H2 and a unitary V : H → H1 ⊗H2 such that
AdV (M1) = B(H1)⊗ CIH2 .(5.18)
Furthermore, there are self-adjoint unitaries Γ˜i on Hi with i = 1, 2 such that
AdV (Γ) = Γ˜1 ⊗ Γ˜2, AdV (Γ1) = Γ˜1 ⊗ IH2 .(5.19)
The commutant of M2 is given by
M′2 =M
(0)
1 +M
(1)
1 Γ1Γ.(5.20)
If p is an even minimal projection in M1 then M2 · p = B(pH).
We note that if M1 is a type I factor, Wigner’s Theorem guarantees the existence of a
self-adjoint unitary Γ1 ∈ M1 such that AdΓ1(x) = AdΓ(x) for all x ∈ M1.
Proof. Because M1 is a type I factor, by [T, Chapter V, Theorem 1.31] there are Hilbert
spaces H1, H2 and a unitary V : H → H1 ⊗ H2 satisfying (5.18). Because Γ1 ∈ M1 and
ΓΓ1 ∈ M
′
1, there are self-adjoint unitaries Γ˜i on Hi with i = 1, 2 satisfying (5.19). Clearly
AdΓ1(Γ1) = Γ1 and so Γ1 is an even element of M1.
Note that N := M
(0)
2 +M
(1)
2 Γ1 is a von Neumann subalgebra of M
′
1 by (5.17). Therefore,
AdV (N ) is a von Neumann subalgebra of IH1 ⊗ B(H2). Because
M2 =M
(0)
2 +M
(1)
2 Γ1Γ1 ⊂M1 ∨ N , M1 ⊂M1 ∨ N , M1 ∨M2 = B(H),
we have M1 ∨ N = B(H). Combining with (5.18), this means
AdV (M
(0)
2 +M
(1)
2 Γ1) = AdV (N ) = CIH1 ⊗ B(H2).(5.21)
Now we associate the grading given by Γ˜i to B(Hi) for i = 1, 2, and regard B(H1) ⊗ B(H2)
as B(H1) ⊗ˆ B(H2), the graded tensor product of (B(H1),H1, Γ˜1) and (B(H2),H2, Γ˜2). Because
AdV (Γ) = Γ˜1 ⊗ Γ˜2, AdV : B(H)→ B(H1) ⊗ˆ B(H2) is a graded ∗-isomorphism. Considering the
even and odd subspaces of (5.21), we obtain
AdV (M
(0)
2 ) = CIH1 ⊗ B(H2)
(0), AdV (M
(1)
2 )AdV (Γ1) = CIH1 ⊗ B(H2)
(1).(5.22)
and so
AdV (M2) = AdV (M
(0)
2 +M
(1)
2 ) = CIH1 ⊗ B(H2)
(0) + CΓ˜1 ⊗ B(H2)
(1) = CIH1 ⊗ˆ B(H2)
(5.23)
where CIH1 ⊗ˆ B(H2) is a graded tensor product of (CIH1 ,H1, Γ˜1) and (B(H2),H2, Γ˜2).
We now consider the commutant of M2. Applying Lemma A.4, we see that
AdV (M
′
2) = B(H1)
(0) ⊗ CIH2 + B(H1)
(1) ⊗ CΓ˜2 = AdV
(
M
(0)
1 +M
(1)
1 Γ1Γ
)
.(5.24)
Hence we obtain (5.20).
Let p be a minimal projection in M1 and suppose that it is even. Then AdV (p) is a minimal
projection in B(H1) ⊗ CIH2 . Therefore, there is a rank-one projection r on H1 such that
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AdV (p) = r⊗ IH2 . Because p is even and AdV is a graded ∗-isomorphism, we have AdΓ˜1(r) = r.
As r is rank-one, this means that Γ˜1r = ±r. Therefore, using (5.23), we have
AdV (M2p) = Cr ⊗ B(H2)
(0) + CΓ˜1r ⊗ B(H2)
(1)
= Cr ⊗
(
B(H2)
(0) ± B(H2)
(1)
)
= Cr ⊗ B(H2) = AdV (pB(H)p) .(5.25)
Hence we obtain M2p = pB(H)p = B(pH). 
Lemma 5.6. Consider the setting of Proposition 5.4. Then the following hold.
(i) ρ(B(H))′ =M(0) +M(1)Γ0Γ.
(ii) Let Eˆµ,ν = Eµ,ν(Γ0Γ)
|µ|+|ν|. Then {Eˆµ,ν}µ,ν∈P are matrix units in ρ(B(H))
′ spanning
ρ(B(H))′,
(iii) For all µ ∈ P, the map
ρµ : B(H) ∋ x 7→ ρ(x)Eµ,µ ∈ B(Eµ,µH)(5.26)
is a ∗-isomorphism.
Proof. Note that AdΓ(x) = AdΓ0(x) for x ∈ M. Applying Lemma 5.5 with M1 = M,
M2 = ρ(B(H)) and Γ1 = Γ0, we immediately obtain (i). Because {Eµ,ν}µ,ν∈P are matrix units
spanning M and satisfying (5.12), we see from (i) that
ρ(B(H))′ =M(0) +M(1)Γ0Γ = spanµ,ν∈P
{
Eµ,ν (Γ0Γ)
|µ|+|ν|
}
= spanµ,ν∈P
{
Eˆµ,ν
}
.(5.27)
Because Γ0Γ commutes with Eµ,ν , it is straight forward to check that {Eˆµ,ν}µ,ν∈P are matrix
units. Hence we obtain (ii).
For part (iii), we first note that because Eµ,µ is even, [ρ(x), Eµ,µ] = 0 for all x ∈ B(H).
Therefore there is a well-defined ∗-homomorphism
ρµ : B(H)→ B(Eµ,µH), ρµ(x) = ρ(x)Eµ,µ, x ∈ B(H).
Because B(H) is a factor, ρµ is injective. To see that ρµ is surjective, we note that Eµµ is
a minimal projection of M and it is even. Then applying Lemma 5.5 with M1 = M and
M2 = ρ(B(H)), we obtain ρ(B(H)) · Eµµ = B(EµµH) and so ρµ is surjective. 
We now prove Proposition 5.4, which we split into two lemmas. We recall the matrix units
{Eµ,ν}µ,ν∈P ⊂M and Eˆµ,ν = Eµ,ν(Γ0Γ)
|µ|+|ν| from Lemma 5.6.
Lemma 5.7 (First part of Proposition 5.4). Consider the setting of Proposition 5.4. Then
there exist isometries {Sµ}µ∈P on H with the property that for all µ, ν ∈ P and x ∈ B(H),
S∗νSµ = δµ,νI, SµS
∗
ν = Eˆµ,ν , ρ(x)Eµ,µ = SµxS
∗
µ, ρ(x) =
∑
µ∈P
SµxS
∗
µ.(5.28)
The operators Sµ have homogeneous parity and are such that AdΓ (Sµ) = (−1)
|µ|+σ0Sµ, with
some uniform σ0 ∈ {0, 1}. They also satisfy Γ0Sµ = (−1)
|µ|Sµ.
Proof. By part (iii) of Lemma 5.6, ρµ in (5.26) is a ∗-isomorphism B(H)
ρµ
−→ B(Eµ,µH).
Therefore we can apply Wigner’s Theorem to obtain a unitary wµ : H → Eµ,µH such that
ρµ = Adwµ . Note that
w∗µwν = w
∗
µEµ,µEν,νwν = δµ,ν IH, µ, ν ∈ P.
We also see that, because
∑
µEµ,µ = I,
ρ(x) =
∑
µ
ρ(x)Eµ,µ =
∑
µ
ρµ(x) =
∑
µ
wµxw
∗
µ, x ∈ B(H).
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We use the above property to compute that for any x ∈ B(H),
wµw
∗
νρ(x) = wµw
∗
ν
(∑
λ
wλxw
∗
λ
)
= wµxw
∗
ν =
(∑
λ
wλxw
∗
λ
)
wµw
∗
ν = ρ(x)wµw
∗
ν .
Therefore wµw
∗
ν ∈ ρ(B(H))
′ for any µ, ν ∈ P.
Summarizing our results so far, we have obtained a collection of operators {wµw
∗
ν}µ,ν∈P in
ρ(B(H))′ such that
(5.29) Eˆµ,µwµw
∗
νEˆν,ν = wµw
∗
ν .
From (5.29), and (ii) of Lemma 5.6, that there is some cµν ∈ C such that
wµw
∗
ν = cµνEˆµ,ν .
Note that cµν = cνµ. Because of the definition, we have wµw
∗
µ = Eˆµµ and we see that cµµ = 1.
On the other hand, because of w∗νwν = IH, we have
cµλEˆµ,λ = wµw
∗
λ = wµw
∗
νwνw
∗
λ = cµνcνλEˆµ,λ
and so cµλ = cµνcνλ. In particular, 1 = cµµ = cµνcνµ = |cµν |
2 and so cµν ∈ T. Now setting
µ0 := ∅ ∈ P and define Sµ = cµ0µwµ for every µ ∈ P. Then because of the above properties of
cµν , the collection {Sµ}µ∈P has the same algebraic properties as {wµ} as well as that SµS
∗
ν =
Eˆµ,ν as required. Hence we obtain (5.28).
Next, we recall the grading operator Γ0 =
∑
µ(−1)
|µ|Eµ,µ of M. Because Sµ is an isometry
onto Eµ,µH
Γ0Sµ = Γ0Eµ,µSµ = (−1)
|µ|Eµ,µSµ = (−1)
|µ|Sµ.
We now consider the grading of Sµ, AdΓ(Sµ). We compute that for any x ∈ B(H),
ΓSµxS
∗
µΓ = Γρ(x)Eµ,µΓ = Γρ(x)ΓEµ,µ = ρ(ΓxΓ)Eµ,µ = SµΓxΓS
∗
µ
as Eµ,µ is even and ρ commutes with the grading. Multiplying ΓS
∗
µ from the left and ΓSµ from
the right of the equation, we see that ΓS∗µΓSµ ∈ B(H)
′ = CIH. Note that ΓS
∗
µΓSµ is unitary
because AdΓ(Eµµ) = Eµµ. So S
∗
µΓSµ = e
iϕΓ with some eiϕ ∈ T. Multiplying Sµ from the left,
and by Γ from the right, we obtain ΓSµΓ = EµµΓSµΓ = SµS
∗
µΓSµΓ = e
iϕSµ. But because
(AdΓ)
2 = id, (eiϕ)2 = 1 and AdΓ(Sµ) = (−1)
bµSµ with some bµ = 0, 1.
Let us further examine the grading of the operator Sµ. We compute that
ΓEˆµ,νΓ = ΓEµ,ν(Γ0Γ)
|µ|+|ν|Γ = ΓEµ,νΓ(Γ0Γ)
|µ|+|ν|
= (−1)|µ|+|ν|Eµ,ν(Γ0Γ)
|µ|+|ν| = (−1)|µ|+|ν|Eˆµ,ν
while we also find
ΓEˆµ,νΓ = ΓSµΓΓS
∗
νΓ = (−1)
bµ(−1)bνSµS
∗
ν = (−1)
bµ+bν Eˆµ,ν .
Therefore |µ| + |ν| = bµ + bν ∈ Z2. By setting µ0 := ∅ ∈ P and σ0 := bµ0 , we have that ΓSµΓ
= (−1)|µ|+σ0Sµ for all µ ∈ P. 
Lemma 5.8 (Second half of Proposition 5.4). Consider the setting of Proposition 5.4. For Sµ
of Lemma 5.7, set Bµ := (Γ0Γ)
|µ|Sµ, for µ ∈ P. Then B
∗
νBµ = δµ,νI, BµB
∗
ν = Eµ,ν ,
ρ(x) =
∑
µ∈P
AdBµ ◦ AdΓ|µ|(x) =
∑
µ∈P
AdΓ|µ| ◦AdBµ , x ∈ B(H),
Eµ0,ν0ρ(Eµ1,ν1) · · · ρ
N (EµN ,µN ) = (−1)
N∑
k=1
(|µk|+|νk|)
k−1∑
j=0
|νj |
Bµ0 · · ·BµNB
∗
νN
· · ·B∗ν0 ,(5.30)
for all N ∈ N ∪ {0} and µ0, . . . µN , ν0, . . . , νN ∈ P. The operators Bµ have homogeneous parity
and are such that AdΓ (Bµ) = (−1)
|µ|+σ0Bµ, with the same σ0 ∈ {0, 1} as in Lemma 5.7. If
there are isometries {Tµ}µ∈P satisfying (5.16), then there is some c ∈ T such that Tµ = cBµ,
for all µ ∈ P.
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Proof. From Lemma 5.7, we check that
B∗µBν = S
∗
µ(Γ0Γ)
|µ|+|ν|Sν = S
∗
µSνΓ
|µ|+|ν|(−1)(|ν|+σ0)(|µ|+|ν|)(−1)|ν|(|µ|+|ν|) = δµ,νI.(5.31)
We also have from Lemma 5.7 that
BµB
∗
ν = (Γ0Γ)
|µ|SµS
∗
ν(Γ0Γ)
|ν| = (Γ0Γ)
|µ|Eµ,ν(Γ0Γ)
|µ|+|ν|(Γ0Γ)
|ν| = Eµ,ν(5.32)
because Γ0Γ commutes with M. Because Sµ has homogenous parity and Γ0Γ is even, Bµ
has the same homogeneous parity as Sµ. In particular, AdΓ (Bµ) = (−1)
|µ|+σ0Bµ, with the
same σ0 ∈ {0, 1} as in Lemma 5.7. This implies that the endomorphism AdBµ respects the
grading on B(H), i.e., AdΓ ◦AdBµ = AdBµ ◦ AdΓ. Furthermore, using that Γ0Sµ = (−1)
|µ|Sµ,
AdSµ = AdΓ|µ|Bµ = AdBµΓ|µ| . We therefore see that for x ∈ B(H)
ρ(x) =
∑
µ∈P
SµxS
∗
µ =
∑
µ∈P
AdBµ ◦ AdΓ|µ|(x).
A simple induction argument using that AdBµ commutes with AdΓ gives that
(5.33) ρN (x) =
∑
λ0,...,λN−1∈P
AdBλ0 ···BλN−1 ◦AdΓ|λ0|+···|λN−1|(x).
We now consider ρ(Eµ,ν). Recalling (5.32) and that AdΓ(Eµ,ν) = (−1)
|µ|+|ν|Eµ,ν , we see that
ρ(Eµ,ν) =
∑
λ
BλΓ
|λ|Eµ,νΓ
|λ|B∗λ =
∑
λ
(−1)|λ|(|µ|+|ν|)BλBµB
∗
νB
∗
λ.
From this, (5.32) and (5.31), we have
Eµ0,ν0ρ(Eµ1,ν1) = Bµ0B
∗
ν0
∑
λ
(−1)|λ|(|µ1|+|ν1|)BλBµ1B
∗
ν1
B∗λ = (−1)
|ν0|(|µ1|+|ν1|)Bµ0Bµ1B
∗
ν1
B∗ν0 .
This proves Equation (5.30) in the case of N = 1. We now assume the equality is true for N
and consider N + 1. Using Equation (5.31), (5.32), (5.33), we compute that
Eµ0,ν0ρ(Eµ1,ν1) · · · ρ
N (EµN ,νN )ρ
N+1(EµN+1,νN+1)
= (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj |
Bµ0 · · ·BµNB
∗
νN
· · ·B∗ν0 ρ
N+1(EµN+1,νN+1)
= (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj |
Bµ0 · · ·BµNB
∗
νN
· · ·B∗ν0
( ∑
λ0,...,λN
AdBλ0 ···BλN ◦Ad
Γ
N∑
j=0
|λj |
(EµN+1,νN+1)
)
= (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj |
Bµ0 · · ·BµN
(
(−1)
(|µN+1|+|νN+1|)
N∑
j=0
|νj |
BµN+1B
∗
νN+1
)
B∗νN · · ·B
∗
ν0
= (−1)
N+1∑
k=1
(|µk|+|νk|)
k−1∑
j=0
|νj |
Bµ0 · · ·BµNBµN+1B
∗
νN+1
B∗νN · · ·B
∗
ν0
as required.
To show the last statement, suppose {Tµ}µ∈P ⊂ B(H) satisfy (5.16). Because∑
λ∈P
AdTλ ◦ AdΓ|λ|(x) = ρ(x) =
∑
λ∈P
AdBλ ◦ AdΓ|λ|(x), x ∈ B(H),(5.34)
multiplying T ∗ν from the left and by Bν from the right, we obtain
AdΓ|ν|(x) · T
∗
νBν = T
∗
νBν · AdΓ|ν|(x), x ∈ B(H).(5.35)
Hence we obtain T ∗νBν ∈ CIH, i.e., we have T
∗
νBν = cµIH for some cµ ∈ C. We then have
Bν = EννBν = TνT
∗
νBν = cνTν .(5.36)
By B∗νBν = T
∗
ν Tν = IH, we see that cν ∈ T. Furthermore, from BµB
∗
ν = TµT
∗
ν = Eµν , we see
that cµ = cν =: c ∈ T. 
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Lemma 5.7 and 5.8 complete the proof of Proposition 5.4. We are ready to show Theorem 5.3.
Proof of Theorem 5.3. We fix a W ∗-(G, p)-dynamical system (R0,K,AdΓK ,AdVg ) ∈ S0 that
is equivalent to (πω(AR)
′′,AdΓω , αˆω) and the endomorphism ρ of Lemma 5.1. Then the Hilbert
space K⊗C2, self-adjoint unitary ΓK, finite type I factor ι◦πω(A{0}) with matrix units {ι◦πω ◦(
E
(0)
µ,ν
)
}µ,ν∈P ⊂ B(K⊗C
2) and ρ satisfy the hypothesis of Proposition 5.4. Applying Proposition
5.4, we obtain the isometries {Bµ} such that B
∗
µBν = δµ,νI and which satisfy (5.8) and (5.9)
from the statement of the Theorem.
To show (5.10), set Γ0 := ι◦πω
(
 (−I)
)
=
∑
µ(−1)
|µ|ι◦πω
(
E
(0)
µ,µ
)
. We claim for a homogeneous
x ∈ R0,K, and N ∈ N that
TNB (x) = Γ
∂x
0 ρ(Γ
∂x
0 ) · · · ρ
N−1(Γ∂x0 )ρ
N (x).(5.37)
First set Γ1 :=
∑
µ Γ
|µ|
K ι◦πω
(
E
(0)
µ,µ
)
, which is a self-adjoint unitary. Because of (5.9) with N = 0,
we have ι ◦ πω
(
E
(0)
µµ
)
= BµB
∗
µ. Therefore, we have
ρ ◦ ι ◦ πω(A) =
∑
µ∈P
Ad
Γ
|µ|
K Bµ
◦ ι ◦ πω(A) = AdΓ1 ◦TB ◦ ι ◦ πω(A), A ∈ AR.(5.38)
Hence we obtain for any homogeneous x ∈ R0,K,
TB(x) = AdΓ1 ◦ρ(x) =
∑
µ,ν
Γ
|µ|
K
(
ι ◦ πω
(
E(0)µ,µ
))
ρ(x)Γ
|ν|
K
(
ι ◦ πω
(
E(0)ν,ν
))
(5.39)
=
∑
µ
ι ◦ πω
(
E(0)µ,µ
)
Γ
|µ|
K ρ(x)Γ
|µ|
K .
=
∑
µ
ι ◦ πω
(
E(0)µ,µ
)
ρ ◦ Ad
Γ
|µ|
K
(x).
=
∑
µ
ι ◦ πω
(
E(0)µ,µ
)
(−1)|µ|∂xρ(x) = Γ∂x0 ρ(x),
where in the third equality we used that ι ◦ πω
(
E
(0)
ν,ν
)
commutes with ΓK and elements from
ρ(R0,K). This proves (5.37) for the case N = 1. Now we proceed by induction and suppose
that (5.37) holds for N . Then using (5.39) and the induction assumption, for any homogeneous
x ∈ R0,K,
TN+1
B
(x) = TB
(
Γ∂x0 ρ(Γ
∂x
0 ) · · · ρ
N−1(Γ∂x0 )ρ
N (x)
)
= Γ
∂(Γ∂x0 ρ(Γ∂x0 )···ρN−1(Γ∂x0 )ρN (x))
0 ρ(Γ
∂x
0 )ρ
2(Γ∂x0 ) · · · ρ
N (Γ∂x0 )ρ
N+1(x)
= Γ∂x0 ρ(Γ
∂x
0 )ρ
2(Γ∂x0 ) · · · ρ
N (Γ∂x0 )ρ
N+1(x).(5.40)
Hence (5.37) holds for N + 1 and proves the claim.
Now we show (5.10). Because κω = 0, πω(AR)
′′ is a factor. Therefore, for any homogeneous
x ∈ πω(AR)
′′, the sequence
TNB ◦ ι(x) = Γ
∂x
0 ρ(Γ
∂x
0 ) · · · ρ
N−1(Γ∂x0 )ρ
N ◦ ι(x)
= ι ◦
(
πω
(
 (−I)∂xβS1
(
 (−I)∂x
)
· · · βSN−1
(
 (−I)∂x
))
βˆSN (x)
)
(5.41)
converges to 〈Ωω, xΩω〉IK⊗C2 in the σ-weak topology by Lemma 5.2. This proves (5.10).
To prove (5.11) set
Tν :=
∑
λ∈P
〈ψλ,  (Ug)∗ψν〉
p(g)
VgBλV
∗
g , ν ∈ P.(5.42)
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Recall that for c ∈ C, cp(g) = c for p(g) = 0 and c¯ if p(g) = 1. We claim that {Tµ}µ∈P satisfies
(5.16) with Eµν and Γ replaced by ι ◦ πω(E
(0)
µν ) and ΓK respectively. We compute
T ∗µTν =
∑
λ,ζ
〈ψλ,  (Ug)∗ψµ〉
p(g)+1
〈ψζ ,  (Ug)∗ψν〉
p(g)
VgB
∗
λBζV
∗
g
=
∑
λ
〈 (Ug)∗ψµ, ψλ〉 〈ψλ,  (Ug)∗ψν〉
p(g)
I = δµ,ν I.
To see the second property of (5.16), note that
 (Ug)
∗E(0)µ,ν (Ug) =
∑
λ,ζ∈P
〈ψν ,  (Ug)ψζ〉
p(g)
〈ψλ,  (Ug)
∗ψµ〉E
(0)
λ,ζ .
Using this, we obtain
TµT
∗
ν =
∑
λ,ζ
〈ψλ,  (Ug)∗ψµ〉〈 (Ug)∗ψν , ψζ〉
p(g)
VgBλB
∗
ζV
∗
g
=
∑
λ,ζ
〈ψλ,  (Ug)∗ψµ〉〈 (Ug)∗ψν , ψζ〉
p(g)
ι ◦ πω
(
 (Ug)E
(0)
λ,ζ (Ug)
∗
)
= ι ◦ πω ◦Ad (Ug)
(∑
λ,ζ
〈ψλ,  (Ug)
∗ψµ〉〈 (Ug)
∗ψν , ψζ〉E
(0)
λ,ζ
)
= ι ◦ πω ◦Ad (Ug)
(
 (Ug)
∗E(0)µ,ν (Ug)
)
= ι ◦ πω(E
(0)
µ,ν).
To check the third property of (5.16), note that 〈ψµ,  (Ug)
∗ψν〉 = 0 if |µ| 6= |ν|, because  (Ug)
commutes with  (−ICd). Using this, we check that∑
µ∈P
AdTµ ◦AdΓ|µ|K
(ι ◦ πω(A))
=
∑
µ
∑
λ,ζ
〈ψλ,  (Ug)∗ψµ〉
p(g)
〈ψζ ,  (Ug)∗ψµ〉
p(g)+1
δ|µ|,|λ|VgBλV
∗
g Γ
|µ|
K (ι ◦ πω)(A)Γ
|µ|
K VgB
∗
ζV
∗
g
=
∑
λ,ζ
∑
µ
〈ψλ,  (Ug)∗ψµ〉〈 (Ug)∗ψµ, ψζ〉
p(g)
VgBλV
∗
g Γ
|λ|
K (ι ◦ πω)(A)Γ
|λ|
K VgB
∗
ζV
∗
g
=
∑
λ
VgBλV
∗
g Γ
|λ|
K (ι ◦ πω)(A)Γ
|λ|
K VgB
∗
λV
∗
g
=
∑
λ
Vg
(
AdBλ ◦AdΓ|λ|K
)(
ι ◦ πω ◦ α
−1
g (A)
)
V ∗g
and recalling (5.14),∑
µ∈P
AdTµ ◦AdΓ|µ|K
(ι ◦ πω(A)) = AdVg ◦ ρ
(
ι ◦ πω ◦ α
−1
g (A)
)
= AdVg ◦ ι ◦ πω
(
βS1 ◦ α
−1
g (A)
)
= ι ◦ πω ◦ αg ◦ βS1 ◦ α
−1
g (A) = ρ ◦ ι ◦ πω(A),
for all A ∈ AR. Hence we have proven that {Tµ}µ∈P satisfies (5.16). Applying Proposition 5.4,
there is some cg ∈ T such that Bµ = cgTµ for all µ ∈ P. Therefore∑
µ
cg〈ψµ,  (Ug)ψν〉Bµ =
∑
µ,λ
〈ψµ,  (Ug)ψν〉〈ψλ,  (Ug)∗ψµ〉
p(g)
VgBλV
∗
g
=
∑
λ,µ
〈 (Ug)∗ψµ, ψν〉〈ψλ,  (Ug)∗ψµ〉
p(g)
VgBλV
∗
g
= VgBνV
∗
g .
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Hence
∑
µ〈ψµ,  (Ug)ψν〉Bµ = cgVgBνV
∗
g , which completes the proof. 
5.2. Case: κω = 1. We now consider endomorphisms on W
∗-(G, p)-dynamical systems that
are equivalent to (R1,K,AdΓK ,AdVg) ∈ S1 from Example 2.5. Recall that  (Ug) denotes the
second quantization of Ug on F(C
d). Our aim is to prove the following.
Theorem 5.9. Let ω be a pure α-invariant and translation invariant split state on A. Suppose
that the graded W ∗-(G, p)-dynamical system (πω(AR)
′′,AdΓω , αˆω) associated to ω is equivalent to
(R1,K,AdΓK ,AdVg) ∈ S1 via a ∗-isomorphism ι : π(AR)
′′ →R1,K. Let ρ be the ∗-endomorphism
on R1,K given in Lemma 5.1. Then there is some σ0 ∈ {0, 1} such that ρ (IK ⊗ σx) = (−1)
σ0ι ◦
πω ( (−I)) (IK ⊗ σx) and a set of isometries {Sµ}µ∈P on K such that S
∗
νSµ = δµ,νIK,
ρ ◦ ι ◦ πω(A) =
∑
µ∈P
Ad
Sˆµ
◦ ι ◦ πω(A), A ∈ AR,(5.43)
with Sˆµ := Sµ ⊗ σ
σ0+|µ|
z and
ι ◦ πω
(
E(0)µ0,ν0E
(1)
µ1,ν1
· · ·E(N)µN ,µN
)
= (−1)
N∑
k=1
(|µk|+|νk|)
k−1∑
j=0
(σ0+|νj |)
Sµ0 · · ·SµNS
∗
νN
· · ·S∗ν0 ⊗ σ
N∑
i=0
|µi|+|νi|
x
(5.44)
for all N ∈ N ∪ {0} and µ0, . . . µN , ν0, . . . , νN ∈ P. Furthermore, we have
σ-weak lim
N→∞
TN
Sˆ
◦ ι(x) = 〈Ωω, xΩω〉 IK⊗C2 , x ∈ πω(AR)
′′.(5.45)
For each g ∈ G, there is some cg ∈ T such that
(−1)q(g)|ν|
∑
µ∈P
〈ψµ,  (Ug)ψν〉Sµ = cgV
(0)
g Sν(V
(0)
g )
∗,(5.46)
where V
(0)
g is given in Lemma 2.7.
We again will prove this theorem in several steps. Parts of the proof follow the same argument
as the case κω = 0, so some details will be omitted.
Proposition 5.10. Let K be a Hilbert space and set ΓK := IK ⊗ σz on K ⊗ C
2. We give a
grading to R1,K = B(K)⊗C by AdΓK. Suppose that N is a type I subfactor of R1,K with matrix
units {Eµ,ν}µ,ν∈P ⊂ N spanning N . Assume that
AdΓ(Eµ,ν) = (−1)
|µ|+|ν|Eµ,ν , for µ, ν ∈ P.(5.47)
Set Γ0 :=
∑
µ∈P(−1)
|µ|Eµµ. Let ρ : R1,K →R1,K be an injective graded, unital ∗-endomorphism
such that ρ(a)b − (−1)∂a∂bbρ(a) = 0 for b ∈ N , a ∈ R1,K with homogeneous grading. Suppose
further that R1,K = ρ(R1,K) ∨N .
Then there is some σ0 ∈ {0, 1} such that ρ (IK ⊗ σx) = (−1)
σ0Γ0 (IK ⊗ σx) and there exist
isometries {Sµ}µ∈P on K with the property that
S∗νSµ = δµ,ν IK, ρ(b) =
∑
µ
Ad
(Sµ⊗σ
σ0+|µ|
z )
(b)(5.48)
for all µ, ν ∈ P and b ∈ R1,K. Furthermore, for N ∈ N, µ0, . . . , µN−1, ν0, . . . , νN−1 ∈ P, the
identity
Eµ0,ν0ρ(Eµ1,ν1)ρ
2(Eµ2,ν2) · · · ρ
N−1(EµN−1,νN−1)
= (−1)
N−1∑
j=1
(
j−1∑
k=0
(σ0+|νk|))(|µj |+|νj|)
Sµ0 · · ·SµN−1S
∗
νN−1
· · ·S∗ν0 ⊗ σ
N−1∑
i=0
|µi|+|νi|
x(5.49)
holds.
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If there are isometries {Tµ}µ∈P on K such that
T ∗ν Tµ = δµ,νIK, TµT
∗
ν ⊗ σ
|µ|+|ν|
x = Eµ,ν , ρ(b) =
∑
µ∈P
Ad
Tµ⊗σ
σ0+|µ|
z
(b), b ∈ R1,K,(5.50)
then there is some c ∈ T such that Tµ = cSµ, for all µ ∈ P.
To study the situation, we note the following general property.
Lemma 5.11. Let K be a Hilbert space and set ΓK := IK ⊗ σz on K ⊗ C
2. We give a grading
to R1,K = B(K) ⊗ C by AdΓK. Let N and M be AdΓK-invariant von Neumann subalgebras of
R1,K = B(K)⊗ C satisfying
ab− (−1)∂a∂bba = 0, for homogeneous a ∈ N , b ∈ M.(5.51)
Suppose that N is a type I factor with a self-adjoint unitary Γ1 ∈ N satisfying AdΓ1(a) =
AdΓK(a), for all a ∈ N . Suppose Z(M)
(1) 6= {0} and N ∨M = B(K)⊗ C. Then the following
holds.
(i) There are Hilbert spaces H1,H2, a unitary U : K⊗C
2 →H1⊗H2⊗C
2 and a self-adjoint
unitary Γ˜1 on H1 such that
AdU (N ) = B(H1)⊗ CIH2 ⊗CIC2 , AdU (B(K)⊗ C) = B(H1 ⊗H2)⊗ C,
AdU (ΓK) = Γ˜1 ⊗ IH2 ⊗ σz, AdU (Γ1) = Γ˜1 ⊗ IH2 ⊗ IC2 , AdU (IK ⊗ σx) = IH1 ⊗ IH2 ⊗ σx,
(5.52)
and
AdU (M) = CIH1 ⊗ B(H2)⊗ CIC2 + CΓ˜1 ⊗ B(H2)⊗ Cσx.(5.53)
(ii) M′ = N (0) (CIK ⊗ C) +N
(1) (CIK ⊗ C) Γ1ΓK.
(iii) For any minimal projection p of N which is even, we have M· p = B(qK)⊗ C with q a
projection on K satisfying p = q ⊗ IC2 . (Note that even p is always of this form.)
(iv) Z(M) = CIK ⊗ IC2 + CΓ1 (IK ⊗ σx).
Proof. (i) As N is a type I factor, there are Hilbert spaces H1, H˜2, and a unitary U˜ : K⊗C
2 →
H1 ⊗ H˜2 such that AdU˜ (N ) = B(H1) ⊗ CIH˜2 . Because Γ1 ∈ N , there is a self-adjoint unitary
Γ˜1 on H1 such that AdU˜ (Γ1) = Γ˜1 ⊗ IH˜2 . Let D := spanC{I,Γ1ΓK, (IK ⊗ σx),Γ1ΓK(IK ⊗ σx)},
a ∗-subalgebra of N ′. Let Γ1ΓK = e00 − e11 be a spectral decomposition of the self-adjoint
unitary Γ1ΓK. Set ei,1−i := eii(IK ⊗ σx)e1−i,1−i, i = 0, 1. Then because Γ1ΓK and IK ⊗ σx anti-
commute, we can check that {eij}i,j=0,1 are matrix units in D spanning D. Hence D is a type I2
factor in N ′ generated by the matrix units {eij}i,j=0,1. Therefore, there is a type I2 factor D1
on H˜2 such that AdU˜ (D) = CIH1 ⊗ D1 and the generating matrix units {fij}i,j=0,1 such that
AdU˜ (eij) = IH1 ⊗ fij. Then there is a Hilbert space H2 and a unitary W : H˜2 →H2 ⊗C
2 such
that
AdW (fij) = IH2 ⊗ eˆij, AdW (D1) = CIH2 ⊗M2 .(5.54)
Here eˆij denotes the matrix unit of 2× 2 matrices M2 with respect to the standard basis of C
2.
Setting U := (IH1 ⊗W ) U˜ : K ⊗ C
2 → H1 ⊗ H2 ⊗ C
2, we may check directly that U , H1, H2,
Γ˜1 satisfy the (5.52).
We now prove (5.53). Because M(0) is a von Neumann subalgebra of N ′ ∩ (B(K)⊗ C),
AdU
(
M(0)
)
is a von Neumann subalgebra of
AdU (N
′) ∩AdU (B(K)⊗ C) = CIH1 ⊗B(H2)⊗ C .(5.55)
Furthermore, because elements inM(0) are even with respect to AdΓK , elements in AdU
(
M(0)
)
are even with respect to AdAdU (ΓK) = AdΓ˜1⊗IH2⊗σz
. Therefore we have AdU
(
M(0)
)
⊂ CIH1 ⊗
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B(H2)⊗ CIC2 . Hence there is a von Neumann subalgebra M˜ of B(H2) such that
AdU
(
M(0)
)
= CIH1 ⊗ M˜⊗ CIC2 .(5.56)
Next we consider AdU
(
M(1)
)
. We claim (IK⊗σx)Γ1 ∈ Z(M)
(1). To see this, let b ∈ Z(M)(1)
be a non-zero element, which exists because of the assumption, and set b˜ = (IK⊗σx)Γ1b. Because
b ∈ Z(M)(1), IK⊗σx ∈ Z(B(K)⊗C) and Γ1 is an even element in N implementing the grading
on N , we see that
b˜ ∈ N ′ ∩M′ ∩ {ΓK}
′ = (B(K)⊗ C)
′ ∩ {ΓK}
′ = CIK⊗C2 .(5.57)
Hence (IK⊗σx)Γ1 is proportional to b ∈ Z(M)
(1), i.e. it belongs to Z(M)(1), proving the claim.
From this and (5.56) we have
AdU (M
(1)) = AdU
(
M(0)(IK ⊗ σx)Γ1
)
= CΓ˜1 ⊗ M˜⊗ Cσx(5.58)
for M˜ in (5.56). From (5.56) and (5.58), to show (5.53), it suffices to show that M˜ = B(H2).
For any a ∈ M˜′
AdU∗ (IH1 ⊗ a⊗ IC2) ∈
(
M(0)
)′
∩
(
M(1)
)′
∩ N ′ ∩ {ΓK}
′ = (B(K)⊗ C)
′ ∩ {ΓK}
′ = CIK⊗C2 .
Hence we obtain a ∈ CIH2 . This proves that M˜ = B(H2).
(ii) We associate a spatial grading to CIH1 and B(H2) ⊗ C by Γ˜1 and IH2 ⊗ σz respectively.
From (5.53), we see that AdU (M) is equal to the graded tensor product CIH1 ⊗ˆ (B(H2)⊗ C)
of (CIH1 ,H1, Γ˜1) and (B(H2)⊗C,H2⊗C
2, IH2 ⊗σz). By Lemma A.4, its commutant AdU (M
′)
is equal to
AdU (M
′) = B(H1)
(0) ⊗ CIH2 ⊗ C+B(H1)
(1) ⊗ CIH2 ⊗ Cσz
= AdU
(
N (0) (CIK ⊗ C) +N
(1) (CIK ⊗ C) Γ1ΓK
)
,(5.59)
where B(H1) is given a grading by Γ˜1. This proves the claim.
(iii) Let p be a minimal projection N which is even and hence of the form p = q ⊗ IC2 with
q a projection on K. Then because p ∈ N is minimal, we have AdU (p) = r ⊗ IH2 ⊗ IC2 with
a rank-one projection r on H1. Because p is even, r is even with respect to AdΓ˜1 . Therefore,
there is a σ ∈ {0, 1} such that Γ˜1r = (−1)
σr. Substituting (5.53), we then obtain
AdU (Mp) = Cr ⊗ B(H2)⊗ CIC2 + CΓ˜1r ⊗ B(H2)⊗Cσx
= Cr ⊗ B(H2)⊗ CIC2 + C(−1)
σr ⊗ B(H2)⊗ Cσx
= AdU (p (B(K)⊗ C) p) = AdU (B(qK)⊗ C)(5.60)
as required.
(iv) From (5.53) and (5.59), we have
AdU
(
Z(M)(0)
)
= (CIH1 ⊗ B(H2)⊗ CIC2) ∩
(
B(H1)
(0) ⊗ CIH2 ⊗ CIC2 + B(H1)
(1) ⊗ CIH2 ⊗ Cσxσz
)
= CI,
and
AdU
(
Z(M)(1)
)
=
(
CΓ˜1 ⊗ B(H2)⊗ Cσx
)
∩
(
B(H1)
(0) ⊗ CIH2 ⊗ Cσx + B(H1)
(1) ⊗ CIH2 ⊗ Cσz
)
= CΓ˜1 ⊗ CIH2 ⊗ Cσx = AdU (CΓ1(IK ⊗ σx)) .
This proves the claim. 
We introduce some notation. Given a self-adjoint unitary T on some Hilbert space, we write
the ±1 eigenspace projections as
(5.61) Pε(T ) =
I+ (−1)εT
2
, ε ∈ {0, 1}.
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Note that because we use the presentation of Z2 as an additive group, P1(T ) is the projection
onto the negative eigenspace. We also have that TPε(T ) = (−1)
ε
Pε(T ) = Pε(T )T .
Proof of Proposition 5.10. Because IK ⊗ σx belongs to Z(R1,K)
(1) and ρ is graded, ρ(IK ⊗
σx) belongs to Z(ρ(R1,K))
(1). In particular, because ρ is injective, Z(ρ(R1,K))
(1) is not zero.
Therefore, we satisfy the hypothesis of Lemma 5.11 with M and Γ1 replaced by ρ(R1,K) and
Γ0 respectively. Applying the lemma, we have that
(i) Z (ρ(R1,K)) = CI+ CΓ0 (IK ⊗ σx).
(ii) For any µ ∈ P, Eµµ = eµµ⊗IC2 with eµµ a projection on K, ρ (R1,K)Eµµ = B(eµµK)⊗C,
(iii) ρ (R1,K)
′ = N (0) (CIK ⊗ C) +N
(1) (CIK ⊗ C) Γ0ΓK.
Because of (i), ρ(IK⊗σx), an odd self-adjoint unitary in Z (ρ(R1,K)), should be either Γ0 (IK ⊗ σx)
or −Γ0 (IK ⊗ σx). Therefore, there is σ0 ∈ {0, 1} such that
ρ (IK ⊗ σx) = (−1)
σ0Γ0 (IK ⊗ σx) .(5.62)
By (ii), (5.62), and the fact that Eµµ ∈ N
(0) commutes with ρ(R1,K), for each µ ∈ P, we have
ρ ((B(K)⊗ CIC2) · P0 (IK ⊗ σx))Eµµ = ρ (R1,KP0 (IK ⊗ σx))Eµµ = B(eµµK)⊗ CPσ0+|µ| (σx) .
(5.63)
Therefore, there is a ∗-isomorphism ρµ : B(K)→ B(eµµK) such that
ρ ((a⊗ I) · P0 (IK ⊗ σx))Eµµ = ρµ(a)⊗ Pσ0+|µ|(σx), a ∈ B(K).(5.64)
Applying AdΓK , we also get that
ρ ((a⊗ I) · P1 (IK ⊗ σx))Eµµ = ρµ(a)⊗ Pσ0+|µ|+1(σx), a ∈ B(K).(5.65)
From (5.64) and (5.65), we obtain
ρ (a⊗ I)Eµµ = ρµ(a)⊗ IC2 , a ∈ B(K).(5.66)
Furthermore, by (5.62), we have
ρ (IK ⊗ σx)Eµµ = (−1)
σ0+|µ| (eµµ ⊗ σx) .(5.67)
By Wigner’s Theorem, for each µ ∈ P, there is a unitary Tµ : K → eµµK such that
T ∗µTν = δµ,νIK, TµT
∗
µ = eµµ, µ, ν ∈ P, AdTµ (a) = ρµ(a), a ∈ B(K).(5.68)
From this, (5.66) and (5.67), we obtain
ρ(b)Eµµ = AdTµ⊗σ
σ0+|µ|
z
(b) , b ∈ R1,K.(5.69)
Summing this over µ, we obtain
ρ(b) =
∑
µ∈P
Ad
Tµ⊗σ
σ0+|µ|
z
(b) , b ∈ R1,K.(5.70)
Multiplying TνT
∗
µ⊗σ
|µ|+|ν|
z from left or right of (5.70), we obtain the same value for any b ∈ R1,K.
Therefore, TνT
∗
µ ⊗ σ
|µ|+|ν|
z belongs to ρ(R1,K)
′. By (iii), we then have
TνT
∗
µ ⊗ σ
|µ|+|ν|
z ∈ ρ(R1,K)
′ = N (0) (CIK ⊗ C) +N
(1) (CIK ⊗ C) Γ0ΓK.(5.71)
Hence if |µ| = |ν|, TνT
∗
µ ⊗ IC2 ∈ N
(0), while if |µ| 6= |ν|, this means TνT
∗
µ ⊗ IC2 ∈ N
(1) (IK ⊗ σx).
From (5.68), {TµT
∗
ν ⊗ P0(σx)}µ,ν∈P are matrix units in N (IK ⊗ P0(σx)) with eµµTµT
∗
ν eνν ⊗
P0(σx) = TµT
∗
ν ⊗ P0(σx). Then as in the proof of Proposition 5.4, there are cµ ∈ T such that
SµS
∗
ν⊗P0(σx) = EµνP0(IK⊗σx) for Sµ = cµTµ. Applying AdΓK , we also obtain SµS
∗
ν⊗P1(σx) =
(−1)|µ|+|ν|EµνP1(IK ⊗ σx), which then implies that
(
Sµ ⊗ σ
|µ|
x
)(
Sν ⊗ σ
|ν|
x
)∗
= SµS
∗
ν ⊗ σ
|µ|+|ν|
x = SµS
∗
ν ⊗
(
P0(σx) + (−1)
|µ|+|ν|
P1(σx)
)
= Eµν .
(5.72)
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It is clear that {Sµ}µ∈P are isometries satisfying (5.48). The proof of (5.49) comes from an
induction argument using (5.48) and (5.72). As the argument is the same as in the proof of
Proposition 5.4, we omit the details. Similarly, the proof that the isometries {Sµ}µ∈P are unique
up to scalar multiplication in T is the same as in Proposition 5.4. 
Proof of Theorem 5.9. The Hilbert space K, finite type I factor ι ◦ πω(A{0}) with matrix
units {ι◦πω◦
(
E
(0)
µ,ν
)
}µ,ν∈P ⊂ B(K)⊗C and ρ satisfy the conditions of Proposition 5.10. Applying
the proposition, we obtain σ0 ∈ {0, 1} and {Sµ} satisfying (5.43) and (5.44) from the statement
of the theorem. The property (5.45) follows from (5.43) and parts (i) and (iii) of Lemma 5.2.
For the proof of (5.46), we set
Tν := (−1)
q(g)|ν|
∑
µ∈P
〈ψµ,  (Ug)ψν〉
p(g)(
V (0)g
)∗
SµV
(0)
g .(5.73)
As in the proof of Theorem 5.3, we then can check that Tµ satisfies (5.50) for Eµν replaced by
ι ◦ πω(E
(0)
µν ). Applying the last statement of Proposition 5.10, there is some cg ∈ T such that
Sµ = cgTµ for all µ ∈ P. The proof of (5.46) is given by the same argument as in the proof of
Theorem 5.3. 
6. Fermionic matrix product states
Using our results from Section 5, in this section we consider a translation invariant split state
ω of A whose density matrices have uniformly bounded rank on finite intervals. Our main
result is that such states can be written as the thermodynamic limit of an even or odd fermionic
matrix product state (MPS) depending on the value κω ∈ Z2. See [BWHV, KTY] for the basic
properties of fermionic MPS in the finite setting. The idea of the proof is the same as quantum
spin case, cf. [BJP, M1, O4], although anti-commutativity results in richer structures. We start
with some preliminary results.
The following Lemma is immediate because each A[0,N−1] is isomorphic to a matrix algebra.
Lemma 6.1. Let ω be a Θ-invariant state of A. For each N ∈ N, let QN be the support
projection of the density matrix of ω|A[0,N−1] , the restriction of ω to A[0,N−1]. Then QN is even.
We consider the situation where the matrices QN have uniformly bounded rank.
Lemma 6.2. Let {QN} be a sequence of orthogonal projections with QN ∈ A
(0)
[0,N−1]. We
suppose that the rank of QN is uniformly bounded, i.e., supN∈N rank(QN ) < ∞. Let π be an
irreducible representation of AR or A
(0)
R on a Hilbert space H. Set H0 =
∞⋂
N=1
(
π(QN )H
)
. Then
dimH0 <∞.
Proof. As the statement is trivial if H0 = {0}, assume that H0 6= {0}. We fix a unit vector
η ∈ H0 and let {ξj}
l
j=1 ⊂ H0 be an orthonormal system. We let A denote either AR or
A
(0)
R with π : A → B(H) irreducible and let Aloc denote local elements in A. We similarly
write A[0,N−1] to denote either A[0,N−1] or its even subalgebra. Note that the l × l matrix
(〈ξi, ξj〉)i,j=1,...,l is an identity. Because π is irreducible, approximating ξi with elements in
π(Aloc)η, there exists an N ∈ N and elements aj,N ∈ QNA[0,N−1]QN such that for the l × l-
matrix XN = (〈π(ai,N )η, π(aj,N )η〉)i,j=1,...,l,
∥∥XN − IMl∥∥ < 12(6.1)
holds.
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We now claim that {aj,N}
l
j=1 are linearly independent within QNA[0,N−1]QN . So we suppose
that
∑
j djaj,N = 0 for {dj}
l
j=1 ⊂ C. Then taking the vector d = (d1, . . . , dl),
〈d,XNd〉 =
l∑
i,j=1
〈π(ai,N )η, π(aj,N )η〉 didj =
∥∥π(
l∑
j=1
djaj,N
)
η
∥∥2 = 0.
Therefore
0 = 〈d,XNd〉 = ‖d‖
2 + 〈d, (XN − I)d〉 ≥ ‖d‖
2 −
1
2
‖d‖2 =
1
2
‖d‖2
and so d = 0 and {aj,N}
l
j=1 are linearly independent.
By the assumption we have dim
(
QNA[0,N−1]QN
)
≤ C2, for C := supN∈N rank(QN ) < ∞.
This tells us that l ≤ C2 and so dimH0 ≤ C
2. 
We now consider the case of even and odd fermionic MPS separately.
6.1. Case: κω = 0 (even fermionic MPS).
Theorem 6.3. Let ω be a pure, split, translation invariant and α-invariant state on A with
index Ind(ω) = (0, q, [υ]). For each N ∈ N, let QN be the support projection of the density
matrix of ω|A[0,N−1] and assume supN∈N rank(QN ) <∞. Then there is some m ∈ N, a faithful
density matrix D ∈ Mm, a self-adjoint unitary  ∈ Mm and a set of matrices {vµ}µ∈P in Mm
satisfying the following.
(i) For all x ∈ Mm, limN→∞ T
N
v (x) = Tr (Dx) IMm in the norm topology.
(ii) There is some σ0 = 0, 1 such that Ad (vµ) = (−1)
|µ|+σ0vµ for all µ ∈ P.
(iii) Ad(D) = D.
(iv) For any l ∈ N ∪ {0}, and µ0, . . . µl, ν0, . . . νl ∈ P,
ω
(
E(0)µ0,ν0E
(1)
µ1,ν1
· · ·E(l)µl,νl
)
= (−1)
l∑
k=1
(|µk|+|νk|)
k−1∑
j=0
|νj |
Tr
(
Dvµ0 · · · vµlv
∗
νl
· · · v∗ν0
)
.(6.2)
(v) There is a projective unitary/anti-unitary representation W on Cm relative to p and
cg ∈ T such that ∑
µ∈P
〈ψµ,  (Ug)ψν〉vµ = cgWgvνW
∗
g .(6.3)
The second cohomology class associated to W is [υ] and
AdW ∗g (D) = D, AdWg () = (−1)
q(g), g ∈ G.(6.4)
We first prove a preparatory lemma.
Lemma 6.4. Consider the setting of Theorem 6.3. Suppose that the gradedW ∗-(G, p)-dynamical
system (πω(AR)
′′,AdΓω , αˆω) associated to ω is equivalent to (R0,K,AdΓK ,AdVg ) ∈ S0, via a ∗-
isomorphism ι : πω(AR)
′′ → B(K⊗ C2). Then the following holds.
(i) There is a finite rank density operator D on K ⊗ C2 such that
AdΓK(D) = D, and TrK⊗C2
(
D(ι ◦ πω(A))
)
= ω(A)(6.5)
for all A ∈ AR. For PSupp(D), the support projection of D, AdΓK
(
PSupp(D)
)
= PSupp(D).
(ii) Let {Bµ}µ∈P be the set of isometries given in Theorem 5.3. Then we have
vµ := PSupp(D)Bµ = PSupp(D)BµPSupp(D), µ ∈ P.(6.6)
(iii) PSupp(D)Vg = VgPSupp(D) and DVg = VgD for any g ∈ G.
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Proof. (i) Given the cyclic vector Ωω, 〈Ωω, ι
−1(x)Ωω〉 defines a normal state on B(K ⊗ C
2).
Let D be a density operator on K ⊗ C2 such that TrK⊗C2(Dx) = 〈Ωω, ι
−1(x)Ωω〉. We then see
that
TrK⊗C2
(
D(ι ◦ πω)(A)
)
= 〈Ωω, πω(A)Ωω〉 = ω(A), A ∈ AR.
Because ω ◦ Θ = ω and ι ◦ πω ◦ Θ|AR = AdΓK ◦ ι ◦ πω|AR , it follows that TrK⊗C2(AdΓK(D)(ι ◦
πω)(A)) = TrK⊗C2(D(ι ◦ πω)(A)) for all A ∈ AR. As such, AdΓK(D) = D. From this, we have
AdΓK
(
PSupp(D)
)
= PSupp(D).
Let H0 =
∞⋂
N=1
(ι ◦ πω(QN ))
(
K ⊗C2
)
. Because ι ◦ πω is an irreducible representation of AR,
from Lemma 6.2, H0 is finite-dimensional. Because ω(I − QN ) = 0, we have TrK⊗C2
(
D(ι ◦
πω)(I − QN )
)
= ω(I − QN ) = 0. This means PSupp(D), the support projection of D, satisfies
PSupp(D) ≤ ι ◦ πω(QN ) for all N ∈ N. Hence we have PSupp(D)
(
K⊗ C2
)
⊂ H0. Therefore D is
finite rank.
(ii) Recall the endomorphism ρ satisfying (5.1) from Lemma 5.1. Because ω(A) = ω(βS1(A))
for all A ∈ AR, the set of isometries {Bµ}µ∈P given in Theorem 5.3 are such that
TrK⊗C2
(
D(ι ◦ πω)(A)
)
= TrK⊗C2
(
D(ρ ◦ ι ◦ πω)(A)
)
=
∑
µ
TrK⊗C2
(
AdB∗µ ◦AdΓ|µ|K
(D)(ι ◦ πω)(A)
)
for all A ∈ AR. This implies that D =
∑
µAdB∗µ ◦AdΓ|µ|K
(D) =
∑
µAdB∗µ(D) and so∑
µ
(
I− PSupp(D)
)
B∗µDBµ
(
I− PSupp(D)
)
=
(
I− PSupp(D)
)
D
(
I− PSupp(D)
)
= 0.
Hence we obtain PSupp(D)Bµ
(
I− PSupp(D)
)
= 0.
(iii) For an element A ∈ AR and p(g) ∈ Z2, we set A
p(g)∗ as A if p(g) = 0 and A∗ if p(g) = 1.
Because ω(αg(A
p(g)∗)) = ω(A) = Tr(D(ι ◦ πω)(A)), A ∈ AR, we have that
TrK⊗C2
(
D(ι ◦ πω)(A)
)
= TrK⊗C2
(
D(ι ◦ πω)
(
αg(A
p(g)∗)
) )
= TrK⊗C2
(
DVg
(
(ι ◦ πω)(A
p(g)∗)
)
V ∗g
)
.
Given an orthonomal basis {ξj}j of K ⊗ C
2, we see that for any A ∈ AR,
TrK⊗C2
(
D(ι ◦ πω)(A)
)
= TrK⊗C2
(
DVg
(
(ι ◦ πω)(A
p(g)∗)
)
V ∗g
)
=
∑
j
〈Vgξj,DVg(ι ◦ πω)(A
p(g)∗)ξj〉
=
∑
j
〈ξj , V ∗g DVg(ι ◦ πω)(A
p(g)∗)ξj〉
p(g)
= TrK⊗C2
(
V ∗g DVg(ι ◦ πω)(A)
)
,
where for the second equality we used that {Vgξj}j is an orthonomal basis of K⊗C
2. Therefore,
V ∗g DVg = D and so PSupp(D)Vg = VgPSupp(D). 
Proof of Theorem 6.3. We use the notation of Theorem 5.3 and Lemma 6.4. Let m ∈ N
be the rank of D from Lemma 6.4. We naturally identify PSupp(D)B(K⊗C
2)PSupp(D) and Mm.
Then we may regard D as a faithful density matrix in Mm, and {vµ}µ∈P matrices in Mm.
Because ΓK commutes with PSupp(D),  := ΓKPSupp(D) defines a self-adjoint unitary in Mm.
Similarly, because of (iii) of Lemma 6.4, Wg := VgPSupp(D) defines a projective unitary/anti-
unitary representation of G on PSupp(D) relative to p. Clearly, the second cohomology class
associated to W is the same of that of V , i.e., [υ]. From AdVg(ΓK) = (−1)
q(g)ΓK, we have that
AdWg () = (−1)
q(g).
Now we check the properties (i)-(v).
Parts (ii) and (v) are immediate from the definition of vµ, , Wg, and the corresponding prop-
erties of Bµ, ΓK, Vg. Part (iii) follows from Lemma 6.4 (i), (iii). For part (i), using (5.10), (6.6)
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and that PSupp(D) is of finite rank, we have
TNv (x) = PSupp(D) T
N
B (x)PSupp(D) −−−−→
N→∞
〈Ωω, ι
−1(x)Ωω〉PSupp(D) = TrK⊗C2
(
Dx
)
PSupp(D)
(6.7)
for x ∈ PSupp(D)R0,KPSupp(D) = Mm and convergence in the norm topology. For part (iv), (5.9)
and (6.6) imply that
ω
(
E(0)µ0,ν0E
(1)
µ1,ν1
· · ·E(N)µN ,µN
)
= TrK⊗C2
(
D
(
ι ◦ πω
(
E(0)µ0,ν0E
(1)
µ1,ν1
· · ·E(N)µN ,µN
)))
= (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj|
TrK⊗C2
(
DBµ0 · · ·BµNB
∗
νN
· · ·B∗ν0
)
= (−1)
N∑
k=1
(|µk |+|νk|)
k−1∑
j=0
|νj|
TrMm
(
Dvµ0 · · · vµN v
∗
νN
· · · v∗ν0
)
(6.8)
for all N ∈ N ∪ {0} and µ0, . . . µN , ν0, . . . , νN ∈ P. This proves (iv). 
6.2. Case: κω = 1 (odd fermionic MPS).
Theorem 6.5. Let ω be a pure, split, translation invariant and α-invariant state on A with
index Ind(ω) = (1, q, [υ]). For each N ∈ N, let QN be the support projection of the density matrix
of ω|A[0,N−1] and assume supN∈N rank(QN ) <∞. Then there is some m ∈ N, a faithful density
matrix D ∈ Mm, a set of matrices {vµ}µ∈P in Mm and σ0 ∈ {0, 1} satisfying the following.
(i) Set vˆµ := vµ⊗σ
σ0+|µ|
z on Cm⊗C2. Then limN→∞ T
N
vˆ
(b) = Tr
((
D ⊗ 12IC2
)
b
)
IMm ⊗ IC2
in norm for all b ∈Mm⊗C.
(ii) For any l ∈ N ∪ {0}, and µ0, . . . µl, ν0, . . . νl ∈ P,
ω
(
E(0)µ0,ν0E
(1)
µ1,ν1
· · ·E(l)µl,νl
)
= (−1)
l∑
k=1
(|µk|+|νk|)
k−1∑
j=0
(σ0+|νj|)
δ∑l
i=0(|µi|+|νi|), 0
Tr
(
D
(
vµ0 · · · vµlv
∗
νl
· · · v∗ν0
))
.(6.9)
(iii) There a projective unitary/anti-unitary representation W of G on Cm relative to p and
cg ∈ T such that for all g ∈ G and ν ∈ P
(−1)q(g)|ν|
∑
µ∈P
〈ψµ,  (Ug)ψν〉vµ = cgWgvνW
∗
g , AdWg(D) = D.(6.10)
The second cohomology class associated to W is [υ].
Lemma 6.6. Consider the setting of Theorem 6.5. Suppose that the gradedW ∗-(G, p)-dynamical
system (πω(AR)
′′,AdΓω , αˆω) associated to ω is equivalent to (R1,K,AdΓK ,AdVg ) ∈ S1, via a ∗-
isomorphism ι : πω(AR)
′′ → R1,K. Then the following holds.
(i) There is a finite rank density operator D on K such that for all A ∈ AR,
TrK⊗C2
((
D ⊗ 12IC2
)(
ι ◦ πω(A)
))
= ω(A).(6.11)
(ii) Let {Sµ}µ∈P be the set of isometries given in Theorem 5.9. Then we have
vµ := PSupp(D)Sµ = PSupp(D)SµPSupp(D), µ ∈ P.(6.12)
(iii) PSupp(D)V
(0)
g = V
(0)
g PSupp(D) and AdV (0)g
(D) = D for any g ∈ G.
Proof. (i) Given the cyclic vector Ωω, 〈Ωω, ι
−1(x)Ωω〉, x ∈ R1,K, defines a normal state on
R1,K. Let D˜ be a density operator on K ⊗ C
2 such that TrK⊗C2(D˜x) = 〈Ωω, ι
−1(x)Ωω〉 for
x ∈ R1,K. Because R1,K = B(K)⊗ C and recalling the notation Pε from (5.61), we may assume
that D˜ is of the form D˜ = D0 ⊗ P0(σx) +D1 ⊗ P1(σx). Because ω ◦Θ = ω and ι ◦ πω ◦Θ|AR =
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AdΓK ◦ ι ◦ πω|AR , it follows that TrK⊗C2(AdΓK(D˜)(ι ◦ πω)(A)) = TrK⊗C2(D˜(ι ◦ πω)(A)) for all
A ∈ AR. Therefore, we have AdΓK(D˜) = D˜, which implies D0 = D1. We set D := 2D0, and
see that D is a density operator on K satisfying (6.11).
Let π0 be the irreducible representation of A
(0)
R on K given by
ι ◦ πω(a) = π0(a)⊗ IC2 , a ∈ A
(0)
R .(6.13)
Let H0 =
∞⋂
N=1
(π0(QN )K). Because π0 is an irreducible representation of A
(0)
R , H0 is finite-
dimensional by Lemma 6.2. Because ω(I−QN ) = 0, we have
TrK⊗C2
(
(D ⊗ 12IC2)(π0(I−QN )⊗ IC2)
)
= ω(I−QN ) = 0.
This means PSupp(D) satisfies PSupp(D) ≤ π0(QN ) for all N ∈ N. Hence we have PSupp(D)K ⊂ H0
and D is finite rank.
(ii) Recall the endomorphism ρ satisfying (5.1) from Lemma 5.1. Because ω(A) = ω(βS1(A))
for all A ∈ AR, the set of isometries {Sµ}µ∈P given in Theorem 5.9 and σ0, (5.43) gives that
TrK⊗C2
((
D ⊗ 12IC2
)
(ι ◦ πω)(A)
)
= TrK⊗C2
((
D ⊗ 12 IC2
)
(ρ ◦ ι ◦ πω)(A)
)
=
∑
µ
TrK⊗C2
(
Ad
(S∗µ⊗σ
σ0+|µ|
z )
(
D ⊗ 12IC2
)
(ι ◦ πω)(A)
)
,(6.14)
which implies that D =
∑
µAdS∗µ(D). We then obtain (6.12) by the same proof as in Lemma
6.4.
(iii) By the same argument as in the proof of Lemma 6.4, we obtain (V
(0)
g )∗DV
(0)
g = D and so
PSupp(D)V
(0)
g = V
(0)
g PSupp(D). 
Proof of Theorem 6.5. We use the notation of Theorem 5.9, and Lemma 6.6. Let m ∈ N be
the rank of D from Lemma 6.6. We naturally identify PSupp(D)B(K)PSupp(D) and Mm. Then we
may regard D as a faithful density matrix in Mm, and {vµ}µ∈P matrices in Mm. Because of part
(iii) of Lemma 6.6, Wg := V
(0)
g PSupp(D) defines a projective unitary/anti-unitary representation
of G on PSupp(D)K relative to p whose cohomology class is the same as V
(0), i.e. [υ]. Now we
check the properties (i)-(iii) of Theorem 6.5.
Part (iii) is immediate from the definition of vµ, Wg, and the corresponding properties of Sµ
and V
(0)
g .
For part (i), using (5.45), (6.12) and that PSupp(D) is finite rank, we have
TNvˆ (x) = PSupp(D)T
N
Sˆ
(x)PSupp(D) −−−−→
N→∞
〈Ωω, ι
−1(x)Ωω〉PSupp(D) = Tr
((
D ⊗ 12 IC2
)
x
)
PSupp(D)
for x ∈
(
PSupp(D) ⊗ I
)
R1,K
(
PSupp(D) ⊗ I
)
= Mm⊗C and convergence in the norm topology.
Part (ii) follows from (5.44) and (6.12), as in the proof of Theorem 6.3. 
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Appendix A. Graded von Neumann algebras
For convenience, we collect some facts about graded von Neumann algebras and linear/anti-
linear group actions. See Section 2.1 and 4.1 for basic definitions.
Lemma A.1. Let (M, θ) be a balanced graded von Neumann algebra. Assume that M is of
type µ and M(0) is of type λ, with some µ, λ = I, II, III, and that both of M and M(0) have
finite-dimensional centers. Then λ = µ.
Proof. Let U ∈ M(1) be a self-adjoint unitary. Let E : M → M(0) be the conditional
expectation
E(x) :=
1
2
(x+ θ(x)), x ∈ M.(A.1)
If M(0) has a faithful normal semifinite trace τ0 (i.e., M
(0) is semifinite), then τ := (τ0 + τ0 ◦
AdU ) ◦ E defines a faithful normal semifinite trace on M. Hence if M
(0) is semifinite, then M
is semifinite.
Let us denote by P(M),P(M(0)), the set of all orthogonal projections inM,M(0). As τ |M(0)
is a faithful normal semifinite trace on M(0), if λ = II, then we have τ
(
P(M(0))
)
= [0, τ(1)].
As τ(P(M)) contains τ
(
P(M(0))
)
and M is a finite direct sum of type µ-factors, this means
that µ = II.
If λ = I, then there is a non-zero abelian projection p of M(0). We claim there is a non-zero
abelian projection r in M such that r ≤ p. If pM(1)p = {0}, then pMp = Cp and p itself
is abelian in M. If pM(1)p 6= {0}, then there is a self-adjoint odd element b ∈ M(1) such
that pbp 6= 0. Because (pbp)2 = pbpbp ∈ pM(0)p = Cp, we may assume that pbp is a non-zero
self-adjoint unitary in pMp. For any x ∈ M(1), we also have pxppbp ∈ pM(0)p = Cp. By the
unitarity of pbp, we have pxp ∈ Cpbp, and pM(1)p = Cpbp. As pbp is self-adjoint unitary, we
have a spectral decomposition pbp = r+ − r−, with mutually orthogonal projections r± in M
and at least one of r± is non-zero. From pM
(1)p = Cpbp = C(r+ − r−) and pM
(0)p = Cp, r±
are abelian in M and r± ≤ p, proving the claim. Hence M is type I as well, µ = I.
Conversely, ifM has a faithful normal semifinite trace τ (i.e., ifM is semifinite), then τ |M(0)
is a faithful normal semfinite trace on M(0). Therefore, µ = III if and only if λ = III.
If µ = I, then λ cannot be II or III and so is type I. If µ = II, then λ cannot be I or III and
so is type II. 
Lemma A.2. Let (M, θ) be a central graded von Neumann algebra. Then either Z(M) = CI
or Z(M) has a self-adjoint unitary b ∈ Z(M) ∩M(1) such that
Z(M) ∩M(1) = Cb.(A.2)
Proof. Let us assume that M is not a factor. By the condition of centrality, Z(M)∩M(0) =
CI, there is a non-zero self-adjoint element b ∈ Z(M)∩M(1). Because b2 ∈ Z(M)∩M(0) = CI,
we may assume that b is unitary. For any x ∈ Z(M)∩M(1), xb also belongs to Z(M)∩M(0) =
CI, and by the unitarity of b, we obtain (A.2). 
When (M, θ) is spatially graded, an analogous result holds for M∩M′Γ.
Lemma A.3. Let (M,AdΓ) be a central graded von Neumann algebra on H, spatially graded
by a self-adjoint untiary Γ. Then the following holds.
(i) If M is not a factor, M∩M′Γ = {0}.
(ii) IfM∩M′Γ 6= {0}, then there is a self-adjoint unitary b ∈ M∩M′Γ such thatM∩M′Γ =
Cb. In particular, if Γ ∈ M, then M∩M′Γ = CΓ.
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Proof. (i) IfM is not a factor, from Lemma A.2, Z(M) has a self-adjoint unitary b ∈ Z(M)∩
M(1) such that Z(M) ∩M(1) = Cb. For any a ∈ M∩M′Γ, we have
ba = ab = aΓΓbΓΓ = aΓ (−b) Γ = −(aΓ)bΓ = −b(aΓ)Γ = −ba.(A.3)
The first equality is because b ∈ Z(M), and the fifth equality is because aΓ ∈ M′. As b is
unitary, this means a = 0.
(ii) Note that for any a, b ∈ M ∩M′Γ, ab ∈ Z(M). From this observation and (i), the same
proof as Lemma A.2 gives the claim. If Γ ∈ M, as Γ = IΓ, we have Γ ∈ M∩M′Γ. 
Recall the graded tensor product product defined in Section 4.1.
Lemma A.4. For i = 1, 2, let (Mi,AdΓi) be a graded von Neumann algebra on Hi spa-
tially graded by a self-adjoint unitary Γi on Hi. Let M1 ⊗ˆM2 be the graded tensor product
of (M1,H1,Γ1) and (M2,H2,Γ2). Then commutant of the graded tensor product (M1 ⊗ˆM2)
′
is generated by
(M′1)
(0) ⊙M′2, (M
′
1)
(1) ⊙M′2Γ2.(A.4)
Proof. The proof is given by a modification of corresponding result for ungraded tensor prod-
ucts. Let M := M1 ⊗ˆM2 and N be a von Neumann algebra generated by (A.4). We would
like to show N =M′. A brief computation gives the inclusion M⊂ N ′.
We let σ ∈ {0, 1} and denote by Rh,(σ) the set of all self-adjoint elements with grading σ in a
graded von Neumann algebra R. For a complex Hilbert space K and its real subspace V, V⊥
R
is
the orthogonal complement of V in K regarding K as a real Hilbert space, with respect to the
inner product 〈·, ·〉R := ℜ〈·, ·〉.
First we assume that Mj , j = 1, 2, has a cyclic vector Ωj which is homogeneous in the sense
that ΓjΩj = (−1)
ǫjΩj for some ǫj ∈ {0, 1}.
As Ω := Ω1 ⊗ Ω2 is cyclic for M in H1 ⊗ H2, to show M
′ = N , it suffices to show that
MhΩ + iN hΩ is dense in H1 ⊗ H2 by [T, Chapter IV, Lemma 5.7]. For σj = 0, 1, j = 1, 2,
set L
(j)
σj := (I + (−1)
σjΓj)Hj , j = 1, 2. Then by the cyclicity of Ωj, and ΓjΩj = (−1)
ǫjΩj,
M
(σj)
j Ωj is a dense subspace of L
(j)
σj+ǫj
. We also note (M′j)
(σj)Ωj ⊂ L
(j)
σj+ǫj
. By [T, Chapter
IV, Lemma 5.7], i(M′j)
hΩj is dense in (M
h
jΩj)
⊥
R
. Therefore, i(M′j)
h,(σj+ǫj)Ωj is dense in
((Mj)
h,(σj+ǫj)Ωj)
⊥
R
∩ L
(j)
σj . Set Yσ1 := (M1)
h,(σ1+ǫ1)Ω1 and Zσ2 := (M2)
h,(σ2+ǫ2)Ω2. By the
above observation, i(M′1)
h,(σ1+ǫ1)Ω1 is dense in (Yσ1)
⊥
R
∩ L
(1)
σ1 and i(M
′
2)
h,(σ2+ǫ2)Ω2 is dense in
(Zσ2)
⊥
R
∩L
(2)
σ2 . Because Yσ1 + iYσ1 and Zσ2 + iZσ2 are dense in L
(1)
σ1 and L
(2)
σ2 respectively by [T,
Chapter IV, Lemma 5.8], Yσ1 ⊙ Zσ2 + i((Yσ1)
⊥
R
∩L
(1)
σ1 )⊙ ((Zσ2)
⊥
R
∩L
(2)
σ2 ) is dense in L
(1)
σ1 ⊗L
(2)
σ2 .
Hence we conclude that
(M1)
h,(σ1+ǫ1)Ω1 ⊙ (M2)
h,(σ2+ǫ2)Ω2 + i(M
′
1)
h,(σ1+ǫ1)Ω1 ⊙ (M
′
2)
h,(σ2+ǫ2)Ω2 =: Vσ1,σ2(A.5)
is dense in L
(1)
σ1 ⊗ L
(2)
σ2 . Using the homogeneity of Ωj, ΓjΩj = (−1)
ǫjΩj we can prove that
MhΩ+ iN hΩ includes ∑
σ1,σ2=0,1
i(σ1+ǫ1)(σ2+ǫ2)Vσ1,σ2 .(A.6)
By the density of Vσ1,σ2 in L
(1)
σ1 ⊗ L
(2)
σ2 , M
hΩ + iN hΩ is dense in H1 ⊗H2 and this completes
the proof for the case with cyclic vectors.
Now we drop the assumption of the existence of the cyclic vectors. Let {E′a}a be a family
of mutually orthogonal projections in M′1 such that each E
′
a is an orthogonal projection onto
M1ξa, with a homogeneous ξa ∈ H1, and
∑
aE
′
a = IH1 . Let {F
′
b}b be a family of mutually
orthogonal projections in M′2 such that each F
′
b is an orthogonal projection onto M2ηb, with
a homogeneous ηb ∈ H2, and
∑
b F
′
b = IH2 . Note that because ξa, ηb are homogeneous, E
′
a
and F ′b are even with respect to AdΓ1 , AdΓ2 respectively. Because E
′
a and F
′
b are even, the
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argument in [KR, Lemma 11.2.14] shows that the central support of E′a ⊗ F
′
b ∈ N ⊂ M
′ with
respect to N and the central support of E′a ⊗ F
′
b ∈ N ⊂ M
′ with respect to M′ coincides.
We denote the common central support by Pa,b. By the first part of the proof, we know
that (E′a ⊗ F
′
b)N (E
′
a ⊗ F
′
b) = (E
′
a ⊗ F
′
b)M
′ (E′a ⊗ F
′
b). We also have
∑
a,bE
′
a ⊗ F
′
b = IH1⊗H2 .
Therefore, applying [KR, Lemma 11.2.15], we get N =M′. 
Lemma A.5. Let (Mi,AdΓi) , (Ni,AdWi), i = 1, 2, be spatially graded von Neumann algebras
on Hi and Ki respectively, with grading operators Γi and Wi. Let αi : Mi → Ni, i = 1, 2
be graded ∗-isomorphisms. Suppose that M2 (hence N2 as well) is either balanced or trivially
graded. Let M1 ⊗ˆM2 be the graded tensor product of (M1,H1,Γ1) and (M2,H2,Γ2). Let
N1 ⊗ˆN2 be the graded tensor product of (N1,K1,W1) and (N2,K2,W2). Then there exists a
unique ∗-isomorphism α1 ⊗ˆα2 :M1 ⊗ˆM2 → N1 ⊗ˆN2 such that(
α1 ⊗ˆα2
)
(a ⊗ˆ b) = α1(a) ⊗ˆα2(b),(A.7)
for all a ∈M1 and homogeneous b ∈ M2.
Proof. As α
(0)
2 := α2|M(0)2
is a normal ∗-isomorphism from M
(0)
2 onto N
(0)
2 , by [T, Chapter
IV, Corollary 5.3] there is a unique ∗-isomorphism α(0) from M1 ⊗M
(0)
2 onto N1 ⊗N
(0)
2 such
that
α(0)(a⊗ b) = α1(a)⊗ α2(b), a ∈ M1, b ∈ M
(0)
2 .(A.8)
If M2 is trivially graded then we set α1 ⊗ˆα2 := α
(0). If M2 is balanced, let U be a self-adjoint
unitary element in M
(1)
2 . As we have M =
(
M1 ⊗M
(0)
2
)
⊕
(
M1 ⊗M
(0)
2
)
(Γ1 ⊗ U), we may
define a linear map α1 ⊗ˆα2 :M→N by
(α1 ⊗ˆα2)(x+ y(Γ1 ⊗ U)) = α
(0)(x) + α(0)(y) (W1 ⊗ α2(U)) , x, y ∈ M1 ⊗M
(0)
2 .(A.9)
It is straightforward to check that α1 ⊗ˆα2 is a normal ∗-homomorphism. Similarly, we may
define a normal ∗-homomorphism (α1)
−1 ⊗ˆ (α2)
−1 : N →M, which turns out to be the inverse
of α1 ⊗ˆα2. Hence α1 ⊗ˆα2 is a ∗-isomorphism satisfying (A.7). The uniqueness is trivial from
(A.7). 
Lemma A.6. Let (Mi,AdΓi), i = 1, 2, be balanced and spatially graded von Neumann algebras
on Hi with a grading operator Γi. Let M1 ⊗ˆM2 be the graded tensor product of (M1,H1,Γ1)
and (M2,H2,Γ2). For any graded ∗-automorphism βi on Mi implemented by a unitary Vi on
Hi satisfying ViΓi = (−1)
νiΓiVi, νi ∈ {0, 1} for each i = 1, 2, the automorphism β1 ⊗ˆβ2 on
M1 ⊗ˆM2 defined in Lemma A.5 satisfies(
β1 ⊗ˆβ2
)
(a ⊗ˆ b) = Ad(V1⊗V2Γ
ν1
2 )
(
a ⊗ˆ b
)
,(A.10)
for all a ∈M1 and homogeneous b ∈ M2.
Proof. We compute that(
β1 ⊗ˆβ2
)
(a ⊗ˆ b) = β1(a)Γ
∂b
1 ⊗ β2(b) = Ad(V1⊗V2)
(
aΓ∂b1 (−1)
∂b·ν1 ⊗ b
)
= Ad(V1⊗V2)Ad(I⊗Γν12 )
(
aΓ∂b1 ⊗ b
)
from which (A.10) follows. 
We also consider anti-linear ∗-automorphisms.
Lemma A.7. Let (Mi,AdΓi), i = 1, 2, be balanced and spatially graded von Neumann algebras
on Hi with a grading operator Γi. Let M1 ⊗ˆM2 be the graded tensor product of (M1,H1,Γ1)
and (M2,H2,Γ2) Suppose that Mi has a faithful normal representation (Ki, πi) with a self-
adjoint unitary Wi on Ki satisfying AdWi ◦πi(x) = πi ◦ AdΓi(x), x ∈ Mi and a complex con-
jugation Ci on Ki satisfying AdCi (πi(Mi)) = πi(Mi) and CiWi = WiCi, for i = 1, 2. Then
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for any graded anti-linear ∗-automorphism βi on Mi, i = 1, 2, there exists a unique anti-linear
∗-automorphism β1 ⊗ˆβ2 on M1 ⊗ˆM2 such that(
β1 ⊗ˆβ2
) (
a ⊗ˆ b
)
= β1(a) ⊗ˆ β2(b),(A.11)
for all a ∈M1 and homogeneous b ∈ M2.
If βi is implemented by an anti-unitary Vi on Hi satisfying ViΓi = (−1)
νiΓiVi, νi ∈ {0, 1} for
each i = 1, 2, then (
β1 ⊗ˆβ2
) (
a ⊗ˆ b
)
= Ad(V1⊗V2Γ
ν1
2 )
(
a ⊗ˆ b
)
.(A.12)
Proof. Let π1(M1) ⊗ˆ π2(M2) be the graded tensor product of the (π1(M1),K1,W1) and
(π2(M2),K2,W2). By Lemma A.5, there is a ∗-isomorphism π := π1 ⊗ˆπ2 from M1 ⊗ˆM2 onto
π1(M1) ⊗ˆ π2(M2) satisfying
(
π1 ⊗ˆπ2
)
(a ⊗ˆ b) = π1(a) ⊗ˆ π2(b) for a ∈ M1 and homogeneous
b ∈ M2. Because βi, AdCi and πi preserve the grading, αi := AdCi ◦πi ◦ βi ◦ π
−1
i is a graded
(linear) ∗-automorphism on πi(Mi). By Lemma A.5, there is a ∗-automorphism α := α1 ⊗ˆα2
on π1(M1) ⊗ˆπ2(M2) such that
(
α1 ⊗ˆα2
)
(a ⊗ˆ b) = α1(a) ⊗ˆα2(b) for a ∈ π1(M1) and homoge-
neous b ∈ π2(M2). Furthermore, for C := C1⊗C2, AdC preserves π1(M1) ⊗ˆπ2(M2). Therefore,
β1 ⊗ˆβ1 := π
−1 ◦AdC ◦α ◦ π defines an anti-linear ∗-automorphism on M1 ⊗ˆM2 and it satisfies
(A.11).
The proof for the second half of the lemma is the same as in Lemma A.6. 
Lemma A.8. Let G be a finite group and p : G → Z2 be a group homomorphism. Let
(M1,AdΓ1 , α1), (M2,AdΓ2 , α2) be graded W
∗-(G, p)-dynamical systems such that, for i = 1, 2,
Mi is a balanced, central, spatially graded and type I von Neumann algebra with grading oper-
ator Γi. Let M1 ⊗ˆM2 be the graded tensor product of (M1,H1,Γ1) and (M2,H2,Γ2). Then
for every g ∈ G, there exists a linear ∗-automorphism (p(g) = 0) or anti-linear automorphism
(p(g) = 1), (α1 ⊗ˆα2)g on M1 ⊗ˆM2 such that(
α1 ⊗ˆα2
)
g
(a ⊗ˆ b) = α1,g(a) ⊗ˆα2,g(b),(A.13)
for all homogeneous a ∈M1 and b ∈ M2.
Proof. By Lemma 2.9, there are graded ∗-isomorphisms ιi :Mi →Rκi,Ki with some
(Rκi,Ki ,AdΓKi ,AdVi,g) ∈ Sκi for each i = 1, 2. Hence, (Ki ⊗ C
2, ιi) is a faithful normal repre-
sentation with a self-adjoint unitary ΓKi implementing AdΓi on Ki ⊗ C
2. Let C be a complex
conjugation with respect to the standard basis of C2 and Ci be any complex conjugation on Ki.
Then Ci ⊗ C is a complex conjugation on Ki ⊗ C
2 commuting with ΓKi = IKi ⊗ σz, preserving
Rκi,Ki = ιi (Mi). Hence we may apply Lemma A.5 and Lemma A.7, which gives the result.

Appendix B. Lieb-Robinson bound for lattice fermion systems
In this section, prove the Lieb-Robinson bound for one-dimensional lattice fermion systems.
While this result is not new, see [BSP, NSY1], our method of using an odd self-adjoint unitary
to derive the Lieb-Robinson bound for odd elements from even elements is new.
The result holds for more general metric graphs, but to avoid the introduction of further
notation, we restrict ourselves to one-dimensional case. Let us recall the basic setting for Lieb-
Robinson bound, see [BMNS, NSY1, NSY2] for details.
Definition B.1. An F -function F on Z is a non-increasing function F : [0,∞) → (0,∞) such
that
(i) ‖F‖ := supx∈Z
(∑
y∈Z F (d(x, y))
)
<∞, and
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(ii) CF := supx,y∈Z
(∑
z∈Z
F (d(x,z))F (d(z,y))
F (d(x,y))
)
<∞.
Definition B.2. Let F be an F -function on Z, and I an interval in R. We denote by BeF (I)
the set of all norm continuous paths of even interactions on A defined on an interval I such
that the function ‖Φ‖F : I → R defined by
‖Φ‖F (t) := sup
x,y∈Z
1
F (d(x, y))
∑
Z∈SZ,Z∋x,y
‖Φ(Z; t)‖ , t ∈ I,(B.1)
is uniformly bounded, i.e., supt∈I ‖Φ‖ (t) <∞.
For the rest of this Appendix, we fix some Φ ∈ BeF (I). For each s ∈ I, we define a local
Hamiltonian by (1.6). We denote by UΛ,Φ(t; s) the solution of
d
dt
UΛ,Φ(t; s) = −iHΛ,Φ(t)UΛ,Φ(t; s), t, s ∈ I, UΛ,Φ(s; s) = I.(B.2)
We define the corresponding automorphisms τ
(Λ),Φ
t,s on AZ by
τ
(Λ),Φ
t,s (A) := UΛ,Φ(t; s)
∗AUΛ,Φ(t; s)(B.3)
with A ∈ AZ. Note that τ
(Λ),Φ
s,t is the inverse of τ
(Λ),Φ
t,s . Because Φ(s) is even, the proof of [NSY2,
Theorem 3.1] gives the following.
Lemma B.3. Let X,Y ∈ SZ with X ∩ Y = ∅. If either A ∈ AX or B ∈ AY is even, then∥∥∥[τ (Λ),Φt,s (A), B
]∥∥∥ ≤ 2 ‖A‖ ‖B‖
CF
(
ev|t−s| − 1
)
D0(X,Y ),(B.4)
where v > 0 is some constant and
D0(X,Y ) :=
∑
x∈X
∑
y∈Y
F (|x− y|).(B.5)
Using this lemma and because Φ is even, the proof of [NSY2, Theorem 3.4] guarantees the
existence of the limit
τΦt,s(A) := lim
ΛրZ
τ
(Λ),Φ
t,s (A), A ∈ A, t, s ∈ [0, 1].(B.6)
Clearly the limit dynamics τΦt,s satisfy the same Lieb-Robinson bound as in Lemma B.3. We
would like to have an analogous bound as Lemma B.3 for odd A,B. To do this, fix an odd
self-adjoint unitary U0 ∈ A{0}. For each m ∈ Z, βSm(U0) is a self-adjoint unitary in A{m}.
Define an interaction Φ˜m(s) by
Φ˜m(Z; s) := AdβSm(U0) (Φ(Z; s)) , Z ∈ SZ, s ∈ I, m ∈ N.(B.7)
Note that Φ˜m(Z; s) = Φ(Z; s) if Z does not include m. Because Φ˜m and Φ are even, Lemma
B.3 and the proof of [NSY2, Theorem 3.4] implies the bound
∥∥∥τΦt,s(A) − τ Φ˜mt,s (A)
∥∥∥ ≤ 4 ‖A‖
CF
∑
Z∋m
∫
[s,t]
dr ‖Φ(Z; r)‖D0(X,Z)
(
ev|t−r| − 1
)
≤ 4 ‖A‖
∫
[s,t]
(
ev|t−r| − 1
)
‖Φ‖F (r)
∑
x∈X
F (|x−m|) =: g(m),(B.8)
for any A ∈ A
(1)
X , where the last inequality uses (i) and (ii) of Definition B.1 as well as Equation
(B.1). Note that limm→∞ g(m) = 0. Therefore, we have∥∥{τΦt,s(A), βSm(U0)}∥∥ =
∥∥∥τΦt,s(A)− τ Φ˜mt,s (A)
∥∥∥ ≤ g(m),(B.9)
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for any A ∈ A
(1)
X and X ∈ SZ with m /∈ X. Let X,Y ∈ SZ with X ∩Y = ∅, A ∈ A
(1)
X , B ∈ A
(1)
Y
and m /∈ X. Because BβSm(U0) ∈ A
(0)
Y ∪{m}, Lemma B.3 and (B.9) implies∥∥{τΦt,s(A), B}∥∥ = ∥∥[τΦt,s(A), BβSm(U0)] βSm(U0) +BβSm(U0){τΦt,s(A), βSm(U0)}∥∥
≤
2 ‖A‖ ‖B‖
CF
(
ev|t−s| − 1
)
D0(X,Y ∪ {m}) + g(m) ‖B‖ .(B.10)
Taking the limit m→∞ and using Lemma B.3, we obtain the following.
Lemma B.4. Let X,Y ∈ SZ with X ∩Y = ∅. For homogeneous A ∈ AX and B ∈ AY we have∥∥∥τΦt,s(A)B − (−1)∂A∂BBτΦt,s(A)
∥∥∥ ≤ 2 ‖A‖ ‖B‖
CF
(
ev|t−s| − 1
)
D0(X,Y ).(B.11)
As in quantum spin systems, we can estimate the locality of the time evolved observables
from Lieb-Robinson bounds. To do this, let {EN : A → AΛN | N ∈ N} be the family of
conditional expectations with respect to the trace on A, see [AM]. By the same argument
as [NSY2, Corollary 4.4], if A ∈ A(0) is such that∥∥[A,B]∥∥ ≤ C‖B‖.,(B.12)
for all B ∈
⋃
X∈SZν
X∩[−N,N ]=∅
AX , then ‖A− EN (A)‖ ≤ C. We extend this bound to odd elements.
Suppose that A ∈ A(1) is such that∥∥AB − (−1)∂BBA∥∥ ≤ C‖B‖.(B.13)
for all homogeneous B ∈
⋃
X∈SZν
X∩[−N,N ]=∅
AX . Let U0 ∈ A
(1)
{0} be a self-adjoint unitary. Then we
have AU0 ∈ A
(0) and ∥∥[AU0, B]∥∥ = ∥∥(AB − (−1)∂BBA)U0∥∥ ≤ C ‖B‖(B.14)
for all homogeneous B ∈
⋃
X∈SZν
X∩[−N,N ]=∅
AX . Hence we have that ‖[AU0, B]‖ ≤ 2C ‖B‖ for any
B ∈
⋃
X∈SZν
X∩[−N,N ]=∅
AX . Therefore, by the even case, we obtain that
‖A− EN (A)‖ = ‖(A− EN(A))U0‖ = ‖AU0 − EN (AU0)‖ ≤ 2C,(B.15)
where we used the fact that U0 ∈ AΛN . From this and Lemma B.4, we have shown the following.
Lemma B.5. For any N ∈ N, X ∈ SZ with X ⊂ [−N,N ] and A ∈ AX , we have
∥∥EN (τΦt,s(A))− τΦt,s(A)∥∥ ≤ 8 ‖A‖CF
(
ev|t−s| − 1
)
D0(X, [−N,N ]
c).(B.16)
Having Lemma B.4 and Lemma B.5 as input, we can carry out all the arguments in [MO,
Theorem 1.3] and [O1, Proposition 3.5].
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