This paper addresses scheduling problem of independent tasks in the market-based grid environment. In market-based grids, resource providers can charge users based on the amount of resource requested by them. In this case, scheduling algorithms should consider users' willingness to execute their applications in most economical manner. As a solution to this problem, a hybrid genetic algorithm and variable neighborhood search is presented to reduce overall cost of task executions without noticeable increment in system makespan. Simulation results show that our algorithm performs much better than other algorithms in terms of cost of task executions. Considering the negative correlation between cost and makespan in grid environments, decrement in execution cost results in makespan increment. It should be mentioned that in the worst case, the makespan of the environment increased less than 17 percent which is tolerable, especially for users without any hard deadline on task executions.
Introduction
Computational grids enabling resource sharing and coordination are now one of the common and acceptable technologies used for solving computational intensive applications rising in scientific and industrial problems. Nevertheless, due to the heterogeneity, dynamicity and autonomy of the grid resources, task scheduling within these systems has become a challenging research area. Therefore, many research works have been done to overcome these challenges by proposing new algorithms and mechanisms. Applying the market model to the grids is a good approach which can easily take the dynamic characteristics of the grid resources into account and simplify the scheduling problem considering user-centric factors. Previously proposed approaches for scheduling problem in traditional grids are not suitable for these environments. These approaches [1, 2] mostly consider system-centric factors like throughput and makespan of the system as main objective in scheduling, ignoring the interests and requirements of users. Some users with budget constraints may prefer to execute their own tasks with lower quality of service such as longer execution time for the sake of paying a lower price. In this case, the users' requirements become an important factor in designing schedulers. Users should select between multiple and occasionally conflicting objectives. Another alternative to select just one objective, is considering combined objectives setting some priority among them. Since cost and time are two important factors for users in market-based grid environments, lots of research efforts in resource scheduling have been focused on presenting methods and algorithms to optimize these two factors [3, 4] .
Many previously presented algorithms and methods in scheduling problem within grid environments just consider one user [5, 6] . In this case, the scheduler attempts to optimize some criteria like cost or time regarding to a given user's requirements without considering the demands of the other users in the system. The algorithm proposed in this paper is mainly different from these studies, since it is assumed that there are multiple concurrent users in the system. Main requirement of these users is to execute their tasks in most economic way. Therefore, the cost is the most important factor considered in this paper.
Heuristic methods, especially genetic algorithms (GAs) are extensively used in optimization problems such as scheduling [2, 3, 7, 8] . These problems are naturally hard and cannot be solved in polynomial time. Applying principles of natural evolution, GAs can be used to find optimal or near optimal solutions for the optimization problems. In this paper, a hybrid GA and variable neighborhood search (VNS) [9] , named GA-VNS, is presented for static scheduling of independent tasks within grid environments. The main objective of the proposed algorithm is to reduce the overall cost of task executions without any significant increment in system makespan.
The Proposed Algorithm
Considering exploration ability of genetic algorithms (GAs) and exploitation capability of variable neighborhood search (VNS), a new scheduling algorithm named GA-VNS is presented in this section.
The proposed algorithm is a hybrid GA and VNS which aims to reduce the overall cost of the users, while the makespan of the system is taken into account. GA-VNS runs the genetic as the main algorithm and uses the VNS procedure for improving individuals in the population. Each individual in the population is used to generate new offsprings by applying the appropriate genetic operators such as selection, crossover and mutation. In the following subsections, more details about the proposed algorithm are provided to describe the algorithm step by step.
Initial population
Individuals in the population represent candidate solutions to the task assignment problem. Each solution is encoded as a vector of integers. For a problem with n tasks and m resources, the length of the vector which can be considered as a chromosome is n. Moreover, the content of each cell which shows a gene value can get a number between 1 and m representing the resource allocated to that task.
In order to generate an initial population with p individuals, a random number between 1 and m is assigned to each cell of the vectors for p-2 individuals. For two remaining individuals, seeding approach within GAs is used. To do this, MinCTT and SuffCTT heuristics [4] are employed. MinCTT and SuffCTT are two scheduling algorithms based on the concepts of two traditional algorithms Min-Min and Sufferage, respectively. For more information about these two heuristics, one can see [4] .
Fitness function
In order to evaluate the suitability of the chromosomes, a fitness function that maps each chromosome to a scalar value should be defined. Considering the main objective of the GA-VNS, the fitness function of the problem is defined as a trade-off between cost and makespan. Therefore, in the first step the cost and time of the task execution should be determined.
Suppose l i and C j denote the size of the task i and processing speed of the resource j, respectively. Then, the execution time of the task i on the resource j can be formulated as Eq. 1.
Suppose P j denotes to unit price for resource j. Therefore, the execution cost of the task i on the resource j can be computed using Eq. 2.
On the other hand, the finish time of the task i on resource j can be defined as Eq. 3.
where Start (i, j) denotes the start time of the task i on the resource j. Let finishTime(i) be the completion time of task i and it is equal to finishTime(i, j) where resource j is actually assigned to execute task i. Consequently, the system makespan can be computed using Eq. 4.
), (i finishTime Max Makespan I i∈ = (4) where I is the set of customers. Regarding the aforementioned formulas and definitions, the fitness function of a given individual, a, can be defined as Eq. 5.
Where Cost(a) and Makespan(a) denote the overall cost and system makespan resulting from the chromosome a representing a specific scheduling, respectively. Also, the parameter α shows the preference of the cost against the time in users' perspective. The larger value of α, the higher preference of cost.
Selection, Crossover and Mutation
In each generation, roulette wheel sampling is used to select candidate parents to produce new offsprings. Moreover, using elitism method [10] , some of the best individuals in each generation are copied to the next generation.
In order to perform crossover operation, a random two point method [10] is used. After that, each gene of the obtained offsprings is changed with the certain probability referred to as mutation probability. In this case, changing a gene means that the corresponding task is moved from the current resource to another one.
VNS procedure
GA is a good way for seeking large search spaces resulted from non-polynomial time problems. On the other hand, the GA has a weakness in which it fails to intensify the search in promising areas. In order to enhance the exploitation ability of GAs, the local search ability of VNS is used. Using this method, the quality of each offspring is improved separately. To do this, the following steps should be done sequentially.
Sampling
Applying local search to all individuals in a population is a computationally intensive procedure. Therefore, a subset of individuals in each generation is selected with a specified probability, and then VNS is applied to each of them separately. The selection probability is a proportion of the individuals' normalized fitness value and the current generation number. The reason behind using generation number is to promote the exploitation of last generations.
Neighborhood structure
In constructing the neighborhood structure of the proposed algorithm, the main objective of the algorithm is considered which is to reduce the execution cost as well as managing the system makespan increment. To achieve this, in the first step, a costTime metric for all tasks should be computed as Eq. 6.
where Cost(i) denotes to the execution cost of task t i assigned to a resource in a target scheduling. After that, the task t i with the maximum value of costTime is selected. Let r j denotes the resource that t i is assigned to it. To shape another schedule, a different resource named r k is randomly selected and the task t i is moved from the current resource, r j , to the new one, r k . Using this procedure, a new initial schedule is constructed which can be used in the next step.
Local search
In order to search around initial solution, some procedures like those used in the neighborhood structure are applied. The only difference is that in this step, resources are sorted in ascending order based on their makespans, and then the selected task is moved from the current resource to the resources selected from top of the sorted list. The number of the selected resources can be varied considering the time of the algorithm execution and the efficiency of the algorithm. In our algorithm, the number of the selected resources is equal to the half of all available resources. Finally, the best resource which results a schedule with lower cost and makespan than initial schedule is chosen.
Simulation results
In order to evaluate the proposed algorithm called GA-VNS and compare the algorithm with other well-known benchmarks, three scheduling algorithms, MinCTT, MaxCTT and SuffCTT [4] , are selected and performance evaluation is done in various cases. In our experiments, the trade-off factor for these algorithms is set to 0.5, but generally, other values can be used too.
In order to simulate different situations, the size of tasks is randomly generated in each of the experiments. Since the tasks are assumed to be computation-intensive, the data transmission time of the tasks is ignored in all of the cases. The algorithm runs for 1000 generations, each generation has a population of 60 chromosomes. In addition, the probability of crossover and mutation are set to 1 and 0.05 respectively. These values indicate the best possible configuration for the algorithm and are chosen experimentally after multiple runs of the algorithm.
In one of the experiments, a grid system composed of 10 resources with different processing capabilities and unit prices is considered. The number of tasks is varied from 100 to 500 with the incremental step equal to 100. To compare the algorithm with the others, two measures, overall cost of tasks execution and system makespan are considered. In order to eliminate the effect of the randomly generated values to the obtained results, each experiment is repeated several times and the average value of the results is used in comparisons. Fig. 1-(a) shows the overall cost of tasks execution and Fig. 1-(b) shows the system makespan obtained from applying the algorithms to the hypothesis grid system. As demonstrated in Fig. 2 , the overall cost resulted from GA-VNS is much lower than other three algorithms. In addition, it can be seen that the MinCTT heuristic performs worst while the SuffCTT and MaxCTT algorithms approximately show the same results. The cost reduction obtained by GA-VNS, results in makespan increments. However, this increase in makespan is lower than 17 percent of the best makespan that is related to MinCTT algorithm. Therefore, for the users with higher interests in reducing execution cost, this increment in makespan is negligible.
In all of the above experiments, the value of parameter α existing in the fitness function is set to 0.3 which gives more preference to makespan than cost. When the parameter α is set to 0.5, GA-VNS shows results with much lower cost but relatively high makespan. Since, objective of the proposed algorithm is to reduce cost as well as managing the makespan increment, giving more priority to the makespan in fitness function can bound the makespan increment to lower than 17 percent.
In order to compare the algorithms considering only one criterion, the new metric named systemCost(C s ) is defined as Eq. 7.
where C t and p avg denote the overall cost and average unit price of tasks execution within the system, respectively. The term
in Eq. 7 represents the equivalent cost of makespan increment in the system. Fig. 3 shows systemCost(C s ) measure for GA-VNS against to the other algorithms.
As can be seen in Fig. 2 , GA-VNS outperforms other algorithms in terms of systemCost for various task numbers. These results indicate that GA-VNS is a better choice for scheduling problem in marketbased grid, especially when users have critical budget constraints in tasks execution. 
Conclusions and feature work
A hybrid GA and VNS can be used to appropriately schedule independent tasks within grid environments. The hybridization can take advantage of local search ability of VNS and global search ability of GA which improves the searching efficiency of both of them. The performance evaluation shows that the proposed algorithm performs much better in terms of tasks execution cost.
The model considered for grid environment in this paper is a simple model which ignores the possibility of dependency between tasks, price dynamicity and communication overheads. Considering these parameters in grid, one can enhance GA-VNS with capability of adapting to more complex environments. In addition, considering the possibility of resource failures, GA-VNS can be extended to tolerate unavailability of some resources during scheduling intervals.
