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ABSTRACT
A spacecraft-to-spacecraft optical time-transfer simulation has been developed as a tool for informing
NASA’s Surface Deformation and Change (SDC) mission architecture. The SDC mission will combine radar images
from multiple spacecraft to improve understanding of the Earth’s sea-level and landscape changes. Spacecraft must
be precisely synchronized in order to create sharp and phase accurate radar images. Simulation of multiple spacecraft
time-synchronizing via laser communication can inform technology choices of a mission by providing subnanosecond precision estimates of clock error. This timing and ranging simulation has been combined with a radar
system performance analysis pipeline. The simulated timing errors are used in a radar simulation to predict
performance of bistatic SAR systems in the presence of oscillator noise and time synchronization inaccuracy.
Precision time-transfer techniques facilitate the accurate synchronization of clocks between any combination
of terminals. Most time-transfer technology for comparing two clocks at different terminals use radio frequencies (RF)
to measure the time delay between the sending and receiving of signals. Laser technology offers the capability to
transmit high data rates with systems that are of smaller size and lower power than comparable RF systems. The clocks
on independent spacecraft will have some phase and frequency errors between them that result in clock drift. The two
clock models that are included in this bi-directional MATLAB simulation are a Microchip Microsemi cesium-based
Chip-Scale Atomic Clock (CSAC) and a Microchip Microsemi rubidium-based Miniature Atomic Clock (MAC). The
CSAC has flown as hardware for small satellite missions such as the University of Florida’s CHOMPTT mission 1.
A study of an example orbit, based on previous satellite laser ranging (SLR) missions and lasing rates
demonstrate the impact of flight configuration parameters on the synchronization error between two spacecraft. The
MATLAB timing simulation uses a Runge-Kutta 4th-order method to propagate spacecraft orbits and computes the
light-travel time estimate between them. The simulation outputs the estimated clock error based on a user-defined
spacecraft cluster configuration. The radar simulation is applied to evaluate a potential future bistatic SAR
constellation architecture. In the proposed architecture, satellites follow each other in the same orbit at 500 km altitude,
with a 250 km baseline direct line-of-sight between satellites. We also baseline the CSAC as a stable oscillator. We
use NASA’s NISAR for baseline radar system parameters, but scale down the simulated antenna and radar power to
represent a possible small-satellite platform. We compute a clock-system introduced phase error of 0.17 degrees with
our simulated time-transfer architecture. This analysis technique could be extended or modified to evaluate the timing
requirements of other geometries for other future multistatic SAR missions, or other interferometric satellite missions.
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INTRODUCTION

𝜏=

Recent and future orbital radar platforms, such as
TanDEM-X or LuTan-1, use constellations or swarms of
smaller, lower cost, synchronized satellites to achieve
performance beyond what is available with a single,
larger, monolithic platform2,3. However, separating the
transmitting and receive antennas in a radar system
introduces the potential for synchronization errors
between the radar platforms. Such synchronization
errors can interfere with the phase coherent radar
processing,
which
usually
assumes
perfect
synchronization.

|𝑟2 (𝑡 + 𝜏) − 𝑟1 (𝑡)|

(2)

The clock offset in Equation 1 is now defined with the
time 𝑡1𝑇𝑋 at which the laser pulse was transmitted
according to the spacecraft 1 clock, 𝑡2𝑅𝑋 is the time the
pulse was received according to the spacecraft 2 clock.
𝜒 = 𝑡2𝑅𝑋 − 𝑡1𝑇𝑋 − 𝜏

(3)

As a result, the clock discrepancy and range at a given
time 𝑡 must be determined simultaneously.
In this simulation, the one-way light-travel time is used
as a timing and ranging measurement. This has the
advantage of making the time-transfer payloads on each
spacecraft identical and reduces the laser power needed
to close the inter-spacecraft optical link. A model of the
clock offset can then be applied to predicting and
analyzing the impact of timing error on bistatic SAR
images.

Laser Time-Transfer Background
Time-transfer is the procedure of synchronizing distinct
clocks by the exchange of time state information over a
communication channel, and it is important for a wide
variety of applications such as weather monitoring,
guidance and navigation, and wireless communication.
Radio frequency techniques are currently the standard
method for performing time-transfer between
spacecrafts and end terminals such as ground stations.
Current research focuses on using laser communication
as the method of relaying this information and has been
proven viable by missions such as the Time Transfer by
Laser Link (T2L2)4. Laser technology offers the
capability to transmit high-data rates with systems that
are of smaller size and lower power than comparable RF
systems.

Prior Laser Time-Transfer Missions
The Observatoire de la Côte d'Azur (OCA) and Centre
National d'Etudes Spatiales (CNES) Time Transfer by
Laser Link mission began operations in 2008 on the
Jason2 spacecraft4. T2L2 is a satellite laser ranging
(SLR) mission to synchronize to separate ground
stations, using the ultra-stable oscillator on-board the
spacecraft as a reference. The SLR ground facilities
commonly used a 10 Hz lasing rate with a single SLR
pass and provide approximately 1,000 range
measurements4. The time-of-flight data noise was
estimated using a priori SLR data. In 2018, T2L2 has
achieved time-transfers with under 100 ps accuracy to
various ground stations4.

In the case of two spacecraft in the same circular orbit,
the time difference between the spacecraft clocks is

The University of Florida and NASA Ames Research
Center CubeSat Handling of Optical Multisystem
Precision Time Transfer (CHOMPTT) mission is an ongoing SLR CubeSat mission using similar procedures to
the T2L2 mission6. Its goal is to conduct a time-transfer
with the University of Central Florida’s Townes Institute
Science and Technology Experimentation Facility
(TISTEF) as an optical ground station. On-board the
CHOMPTT spacecraft is the cesium-based Chip-Scale
Atomic Clock (CSAC) oscillator, and the ground clock
used in conjunction with TISTEF is the rubidium-based
Miniature Atomic Clock (MAC). The MAC is a more
stable oscillator than the CSAC but requires more power

(1)

where 𝑡2 is the time according to the clock on spacecraft
2 and 𝑡1 is the time according to the spacecraft 1 clock,
at a given moment.
Measurements of the clock offset between two
spacecraft are intrinsically paired with the range between
them. This is evident in the implicit light-travel time
equation (Equation 2)5.
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𝑐

In Equation 2, 𝑐 is the speed of light, 𝑟2 (𝑡 + 𝜏) is the
position of the spacecraft receiving the laser pulse at the
time the pulse is received, 𝑟1 (𝑡) is the position of the
pulse-transmitting spacecraft at 𝑡, the moment in time the
pulse is transmitted, and 𝜏 is the light-travel time.

To achieve the required synchronization between
spacecraft, previous missions such as TanDEM-X have
used synchronization pulses interleaved in the time
domain2. In the case of TanDEM-X, the synchronization
pulses are directed from one satellite to the other satellite
in a dedicated radio frequency (RF) time-transfer link.
Missions may also use an optical time-transfer system.
Lasing technology offers high precision over short-term
time scales, compared to RF techniques from the Global
Positioning System (GPS).

𝜒 = 𝑡2 − 𝑡1 ,
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to run than the CSAC1. These two clocks were modeled
for the time-transfer simulation discussed in this paper.

SOFTWARE ARCHITECTURE OVERVIEW
The simulation software can be divided into two distinct
blocks that are run by a main wrapper function (Main).
The first block is a timing and ranging estimation
simulation (TimeRange, TimeRange_main) which
outputs results that are used by the second block, a
bistatic Synthetic Aperture Radio (SAR) simulation
(ImageForm, Image_form). Figure 1 is a high-level
block diagram that shows how the software blocks are
integrated.

The joint Massachusetts Institute of Technology (MIT),
University of Florida, and NASA Ames Research Center
CubeSat Laser Infrared CrosslinK (CLICK) mission has
the goal of demonstrating a two-way laser
communication crosslink between two CubeSats in Low
Earth Orbit (LEO)7. A laser crosslink like that of CLICK
could be used to perform time-transfer between the two
CubeSats. This is similar to the mission architecture
analyzed by the simulation discussed in this paper.
Laser Time-Transfer Simulation
Previous laser time-transfer error simulations have
studied relativistic effects from orbit perturbation forces
and spacecraft attitude jitter. Liang, Liu, and Tang8
modeled one-way and two-way laser time-transfer
between two geostationary satellites in equatorial orbits
with a line-of-sight of approximately 72,000 km. Their
simulation results show that relativistic error due to
perturbations increases with time and that two-way timetransfer was less affected by relativistic error than oneway time-transfer. The J2 effect was determined to cause
the largest relativistic error among the perturbation
forces studied in their work (J2 effect perturbation, lunar
gravitational
perturbation,
solar
gravitational
perturbation, and solar radiation).

Figure 1: High-level software architecture overview.
Developed Software Application
In the early development of mission architecture,
mission performance and spacecraft size, weight, and
power (SWaP) can be derived from previous similar
mission concepts. These previous mission timing and
radar systems together with existing analytic
approximations can act as a guide for narrowing the trade
space from all parameters to a few major cases. This
simulation is designed to be applied at this later stage of
mission architecture development where only a few
system parameters remain undefined. This simulation of
time-transfer and the image formation pipeline can be
used on the defined mission architecture to compare the
results of the remaining undetermined parameters.

Bistatic Synthetic Aperture Radio (SAR)
The label “Bistatic SAR” describes a radar system with
a physically separated transmitter and receiver which
moves over a scene to generate an image.
Radar systems including Bistatic SAR systems typically
use the time-of-flight of a signal to identify target range
and the doppler frequency of the signal to identify target
motion with respect to the platform. In traditional radar
systems, the doppler frequency is used to identify target
motion with respect to the stationary radar platform. In
SAR systems, the target is frequently assumed to be
stationary and the doppler shift is assumed to arise from
the motion of the radar platform over the target. This
doppler shift is critical to the SAR focusing algorithm’s
ability to focus radar in the azimuth direction.

Developed Software Summary
The software detailed in this paper is structured to model
two spacecraft in orbit acting as a bistatic SAR imaging
system. The spacecraft receive a position and timing
measurement from GPS satellites periodically at a
specified time interval. These two spacecraft also
periodically exchange laser pulses with each other to
correct for clock desynchronization that occurs over time
due to the oscillators on-board each spacecraft being
independent of each other. The clock offset between the
two spacecraft is estimated with the development of a
quadratic fit model. The error between this quadratic fit
model and the true clock offset known to the simulation
is saved as the uncorrectable clock error. This

Multiple SAR images can be combined to perform
interferometry. This interferometric combination of the
multiple SAR images requires the preservation of
accurate phase information. Conceptually, any error in
phase of a pixel within one SAR image will be mapped
into the interferometric phase difference between the two
images.

Coogan

3

[35th] Annual
Small Satellite Conference

uncorrectable error timeseries is passed to the bistatic
SAR simulation to evaluate the effects of this remaining
error on the bistatic SAR processing.

simulation twice, once with timing errors and once
without timing errors. The resulting image from these
two simulations are compared to evaluate the effects of
the timing error. It is important to note that statistical
variation caused by radar receiver noise may also
contribute to observed variation, so results are reported
both with and without receiver noise simulated.

Timing and Ranging Simulation Block
The timing and ranging simulation propagates the orbits
of the two spacecraft, simulates laser time-transfer,
creates an on-board clock offset timeseries, and then
estimates a quadratic model of the clock offset based on
noisy measurements. An overview of the timing and
ranging software is shown in Figure 2.

Figure 3: Radar image formation software overview.
Light colored arrows indicate data flow, dark
colored arrows indicate function calls.
Figure 2: Timing and ranging software overview.
Light colored arrows indicate data flow, dark
colored arrows indicate function calls.

The user inputs are loaded by the Main wrapper function
and passed into the Image_form function. The user
specifies the following inputs (See Table 4 for a detailed
example of parameters):

The user inputs are loaded by the Main wrapper function
and passed into the TimeRange_main function. The user
specifies the following inputs (See Table 1 and Table 2
for a detailed example of parameters):
•
•

•

•

•
•

Orbit parameters: Orbital elements for both
spacecraft and the direct line-of-sight distance
between them. (Detailed in “Spacecraft Orbit”.)
GPS Updates: The user can select the frequency
with which GPS position and timing
measurements are taken during the total time in
orbit simulated. (Detailed in “GPS Position and
Timing Updates”.)
Lasing scheme: Laser pulse repetition rate for
both spacecraft, number of lasing time blocks
per orbit, quantity of pulses to be exchanged
during each lasing time block. (Detailed in
“Time-Transfer Lasing Scheme”.)
Clock Type: Option of using CSAC or MAC onboard spacecraft clock. (Detailed in “On-Board
Clock Models”.)

•

CLOCK MODELS
Clocks are a source of non-Gaussian noise in timing
measurements. As a result of being non-Gaussian, clock
noise is difficult to simulate but important to incorporate
into timing estimations. Several clock models were
included to simulate measurement error and to estimate
a model of the clock error between the two spacecraft.
The Allan deviation is a statistical measure of the typical
drift of a given clock over a block of averaging time, 𝜏,
and is used as a metric for clock stability. Measurements
of the timing offset between the two spacecraft from
GPS were simulated and include a GPS timing error,
discussed below in “GPS Timing Error Model”. The
clock models for the on-board clocks of the spacecraft
are discussed in “On-Board Clock Models”. The goal of

Bistatic SAR Simulation Block
A time-domain SAR image formation simulation can use
the time-domain clock drift representation to evaluate
the performance of a SAR system in the presence of
timing errors. The effects of the timing errors alone are
evaluated by running the radar image formation
Coogan

Platform geometry: Distances, look angles, and
velocity of the orbital radar platforms with
respect to the target scene.
GPS Updates: Radar transmitter and receiver
hardware details such as peak power, carrier
frequency, bandwidth, and pulse duration.
Clock Drift: The clock drift is read as a table of
drift time at a given ideal elapsed time. These
values come from the TimeRange_main
program block in Figure 2.
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the estimation algorithm is to estimate a polynomial that
models the on-board clock.

timeseries and MAC timeseries in comparison with the
timing performance stated by the manufacturers10,11. The
clock timeseries were modeled as being sampled at 20
Hz. The algorithm used to generate these clock offset
timeseries is based on noise simulation techniques
discussed in Howe and Riley12.

GPS Timing Error Model
A measurement of the clock offset given by GPS
assumes a difference of the recorded time on the two
spacecraft is taken, and a GPS timing error is added to
this difference. The source of the GPS timing error is the
clock on the GPS satellite. To include this error in the
simulation, a timeseries of GPS clock timing error was
created. The timeseries used in the simulation was
created to have a similar Allan deviation plot as that of
the GPS receiver in Lombardi9. The Allan deviation of
the timeseries is plotted with the Lombardi9 GPS
receiver Allan deviation in Figure 4.

Figure 5: CSAC and MAC Allan deviation plots of
both the timeseries results and the manufacturer
specifications10,11.
TIMING SIMULATION PARAMETERS AND
ASSUMPTIONS
Spacecraft Orbits
The two spacecraft are both placed in the same LEO
circular orbit at an altitude of 500 km. The spacecraft are
spaced apart in the orbit such that the direct line-of-sight
distance between them is 250 km. This direct line-ofsight distance is the path traveled by the laser pulses
exchanged between the two spacecraft. The orbital
parameters are summarized in Table 1. A 4th order
Runge-Kutta (RK4) method is used to propagate the
orbit of the spacecraft. The geopotential J2 effect of the
Earth is included in the model as a disturbance force
acting on the spacecraft.

Figure 4: GPS timeseries and GPS receiver
reference (Lombardi9) Allan deviations.
It can be seen that the Allan deviation of the timeseries
covers averaging times less than 600 s, while the GPS
receiver Allan deviation plot begins at 600 s. This was a
necessary extrapolation of the trend to match the onboard clock sampling rate used in the simulation.
On-Board Clock Models
In the simulation, each spacecraft has an on-board clock
of the same type. One of those clocks is assumed to be
the reference and the second has some offset from the
first one. This offset is modeled in a timeseries created
to have a similar Allan deviation as the manufacturerreported Allan deviation in the oscillator specification
information10,11.

GPS Position and Timing Updates
The user inputs the frequency at which GPS position and
timing measurements are given by the simulation. For
computational tractability, the example described in this
paper had GPS measurements created every 120 s
(0.0083 Hz) with the first of the GPS measurements
taken at 1 s into the orbit propagation.

Two oscillators were modeled as options for the onboard clocks in this simulation: the CSAC and the MAC.
Figure 5 shows the Allan deviations of the CSAC
Coogan
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Table 1: Case Study Spacecraft Orbit and GPS
Timing Parameters
Parameter
Orbit Altitude
Orbit Eccentricity

Value
500 km
0

Inclination

85°

Longitude of Ascending Node

0°

Argument of Periapsis

0°

Spacecraft Line-of-Sight Distance
GPS Measurement Frequency

Figure 6: Orbit and clock model estimation filter
block diagram.

250 km

Estimation Input Measurements

0.0083 Hz

Position and timing measurements are used to estimate
an initial position and velocity of the spacecraft, as well
as constant clock model coefficients. The GPS position
measurements are created from the RK4 propagation of
the spacecraft orbits with Gaussian noise of 5 m standard
deviation added to it. This 5 m standard deviation is
derived from a generalized reported GPS accuracy 5. The
GPS timing measurements are created from using
samples of the simulated clock offset and adding
contributions from GPS clock noise to those
measurements. For comparison, Figure 7 shows a sample
of the GPS timing measurement (which includes noise)
timeseries and the clock offset timeseries. The rootmean-squared (RMS) of the GPS timing measurements
has a value of 9.23 ns, and the clock offset timeseries
RMS is 5.88 ns.

Time-Transfer Lasing Scheme
The laser pulse exchange between the two spacecraft is
simulated by computing the light-travel time between the
spacecraft. The schedule for exchanging of laser pulses
is defined for the first propagated orbit and all following
orbits are based on the first one. Two parameters
determine the lasing scheme of the orbit: 1) 𝐵, the
number of lasing blocks per orbit and 2) 𝑃, how many
pulses are to be transmitted by each spacecraft per lasing
block. Equation 4 computes the total number of pulses,
𝑁, exchanged between the two spacecraft in a single
orbit.
𝑁 = 𝐵 × 2𝑃

(4)

A lasing block is a block of time in an orbit during which
lasing is occurring. During a single lasing block, each
spacecraft transmits 𝑃 pulses, and there are 𝐵 lasing
blocks in an orbit. The length of time of the lasing block
is determined by the pulse transmission rate of the two
spacecraft. The lasing parameters for the case detailed in
this paper are listed in Table 2. The first lase occurs at
2,500 s into the total 24 hours of time in orbit, roughly in
the middle of the first orbit. The next lasing block occurs
one orbit period after the start time of its preceding lasing
block. This candidate lasing scheme uses a low duty
cycle to conserve orbit average power consumption of
the laser transmitter on a small satellite.
Table 2: Case Study Lasing Scheme Parameters
Parameter

Value

Pulse Transmission Rate

5 Hz

Lasing Blocks per Orbit, B
Laser Pulses per Lasing Block, 2*P

1

Figure 7: GPS measurements set compared with the
CSAC clock offset timeseries.

200

The light-travel time measurements are created from
iteratively solving the light-travel time equation,
Equation 5, and adding simulated laser pulse-detection
noise.

CLOCK MODEL ESTIMATION
The position and timing measurements from GPS and the
light-travel time measurements are passed into an orbit
and clock model estimation filter, as shown in Figure 6.

Coogan
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𝑐
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𝜒(𝑡) = 𝑎2 × 𝑑𝑡 2 + 𝑎1 × 𝑑𝑡 + 𝑎0

This pulse detection noise is Gaussian noise with a
standard deviation of 100 ps1. As in Equation 2, 𝑐 is the
speed of light constant; 𝑟2 (𝑡 + 𝜏) is the position of the
(Rx) spacecraft receiving the laser pulse at the time the
pulse is received; 𝑟1 (𝑡) is the position of the pulsetransmitting (Tx) spacecraft at 𝑡 the time the pulse is
transmitted; and 𝜏 is the light-travel time in Equation 5.
The light-travel time is solved-for iteratively until the
difference between the value of 𝜏 for iteration 𝑖 and
iteration 𝑖 + 1 falls below a threshold. The threshold
value in this simulation is 10 ps. Figure 8 shows a
physical interpretation of the lasing event in relation to
the light-travel time equation (Equation 5).

(6)

A unitless time difference, 𝑑𝑡, is defined as

𝑑𝑡 =

𝑡 − 𝑡𝑅
,
𝑡0 − 𝑡𝑅

(7)

where 𝑡𝑅 is the calculated range of the time in flight
being estimated, 𝑡0 is the time of the initial state is being
estimated, and 𝑡 is the time for which 𝜒(𝑡) is being
calculated. This unitless time offset referenced to the
total time of flight being propagated was chosen over a
simple 𝑑𝑡 = 𝑡 − 𝑡0 to normalize the timescale and
consequently normalize the fit parameters in the
estimation that require a time input to a scale between 0
and 1.
Estimation Results
The constant clock model coefficients estimated for the
case detailed in this paper are listed in Table 3.
Table 3: Case Clock Model Coefficient Results

Figure 8: A physical interpretation of the spacecraft
exchanging laser pulses. The spacecraft velocities
⃑ and the change in spacecraft
are denoted as 𝒗
position over time 𝝉 is ∆𝒓.

Clock Coefficient

Value (ns)

𝑎2

-46 ± 1.0

𝑎1

56 ± 1.1

𝑎0

-12 ± 0.24

These are the estimated clock model coefficients for
calculating 𝜒(𝑡) with Equation 6. Figure 9 plots the clock
offset timeseries, the estimated clock model, and a direct
quadratic model fit to the clock error. This direct fit to
the clock offset timeseries and serves as an ideal
estimation result with which the full estimation results
can be compared. The estimated model includes GPS
and lasing time-of-flight measurements and covariances
and also estimates the initial states of both spacecraft
(orbit determination), while the direct fit is a simple
linear least-squares fit of the quadratic model to the true
timeseries.

Estimation Method
The simulated measurements are used to estimate an
initial state of the two spacecraft and three constant clock
model coefficients for a quadratic clock offset model.
This estimation is done by formulating a batch weighted,
linearized least-squares problem and solving the
problem iteratively with the Gauss-Newton numerical
algorithm. The iterations continue until the difference
between the previous solution and the updated solution
is below a threshold. This took approximately 5
iterations.
The covariance of the measurements is used to weight
the different measurements in the estimation. The GPS
position measurements have a covariance of 0.0005 km2.
The GPS timing measurements use a standard deviation
of 7.1 ns which derives from the standard deviation of
the GPS noise timeseries. The standard deviation of the
lasing measurements is approximately 4.1 ns. This value
is from the standard deviation of the difference between
a MATLAB function-generated fit to the on-board clock
offset timeseries and the clock offset timeseries itself.
The estimation outputs constant clock model coefficients
𝑎2 , 𝑎1 , and 𝑎0 to fit the quadratic model in Equation 6,
where 𝜒(𝑡) is the clock error at time 𝑡.
Coogan

7

[35th] Annual
Small Satellite Conference

The value of the RMS of the clock model error is 3.7 ns.
This clock model error timeseries is used in the SAR
simulation.
CLOCK MODEL ESTIMATION ERROR USE IN
SAR SIMULATION
Time-Domain SAR Simulation
The impacts of oscillator desynchronization can be
analyzed completely with a time domain simulation of
both clock drift and radar processing. This method is
computationally expensive (hours of CPU-time and tens
of GB of memory needed) as compared to frequency
domain techniques such as discussed by Krieger and
Younis13. However, the frequency domain analysis
assumptions may not capture non-Gaussian noise
processes or time-transfer uncertainty as we have shown
may arise in detailed simulation of timing systems.

Figure 9: Clock offset timeseries compared with the
estimated clock model fit and a direct least squares
fit to the true clock offset.
The estimated clock model is shown in comparison to the
GPS timing measurements in Figure 10. The GPS timing
measurements are created from the clock offset
timeseries with simulated GPS clock noise added. The
estimated clock model (orange curve) deviates from the
direct fit to the GPS timing measurements (red), since
the laser time-transfer measurements used in the
estimated clock model are not corrupted by GPS timing
measurement noise (blue curve).

This simulation is performed in three parts:
1.

The radar geometry is simulated with an objectoriented architecture to represent the radar
propagation of the bistatic SAR platform.

2.

Radar focusing techniques are applied to the
synthesized image.

3.

The simulation is performed with and without
timing errors introduced and the results are
compared.

This bistatic SAR simulation is based on a MATLAB
monostatic radar simulation by Gorham and Moore14 and
uses MATLAB Phased Array Toolbox objects to
represent the radar system and propagation environment
as summarized in Figure 11.

Figure 10: Simulated GPS timing measurements
compared to estimated clock model and a
MATLAB-generated fit to GPS timing
measurements.
Figure 11: Radar simulation architecture.

The RMS of the clock model error is used as a metric for
quantifying the accuracy of the estimated model. The
clock model error is defined as the difference between
the true clock offset timeseries and the estimated model.
Coogan

Assumptions about radar system performance are
captured in an image formation parameter list as
provided in Table 4.
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Extracting Results from Radar Simulation

Table 4: Assumed Parameters for Radar Simulation
with Values Used to Generate Figures in This Work
Parameter

The simulation provides two images (Figure 14) for
analysis (i) the image with no timing error included and
(ii) the image with timing error included. An example
radar return with timing error included is shown in
Figure 13.

Value used in this
work

Radar Carrier Frequency

1 GHz

Radar System Bandwidth

20 MHz

Radar Pulse Repetition Frequency (PRF)

500 Hz

Radar Antenna Aperture

40 m2

Radar Pulse Duration

50 µs

Radar Sample Rate

50 MHz

Platform Speed

7.3 km/s

Platform Altitude

500 km

Time Target is Illuminated

5.3 s

Spacecraft Along-Track Separation

210 km

Scatterer Cross-section

1000 m2

Receiver Noise Figure

5 dB

Target Range and Cross Range

(372.0, 0.0) km

Inserting Time-Domain Clock Error
When each radar pulse is received at the second platform
the pulse is delayed (or hastened) in the time domain to
represent the relative drift of the two spacecraft’s clocks.
The saved drift data is interpolated to the radar sample
rate as shown exaggerated in Figure 12.

Figure 13: Radar return from single scatterer with
timing error.

Figure 14: Zoom in on center pixels of radar return
without and with timing error.
While we can see some qualitative differences in the two
radar returns, it is difficult to identify image degradation
by eye, particularly with the noise background caused by
simulated radar receiver noise.

Figure 12: Exaggerated view of clock drift
interpolation and delay of pulse.
Coogan
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RESULTS AND CONCLUSION
Computational Resources
The timing simulation was run on a desktop computer
with an Intel i7-8700 vPro 8th generation processor and
16 GB of RAM. The timing simulation took
approximately 25 minutes to run.
The radar simulation was run on a Slurm scheduled
cluster computer with 8 CPUs. The compute time for
each simulation was 9 minutes and 41 seconds for 1 hour
and 17 minutes of total CPU-time. The maximum
memory utilization was 22.0 GB.
Summary of Results and Conclusion
This simulation has been developed as a tool to evaluate
orbital bistatic SAR systems and the impact of
synchronization error on the imaging results. The case
analyzed in this paper is of two spacecraft in the same
circular LEO (500 km altitude) orbit. The spacecraft
perform optical time-transfer to correct for clock drift
that occurs over time between the CSAC clocks on the
separate spacecraft to augment timing measurements
provided by GPS.

Figure 15: Image difference between results with
and without timing error, receiver noise included.

The timing simulation estimated the quadratic model for
the clock offset between two spacecrafts with on-board
CSACs to have the coefficients listed in Table 3, in
addition to spacecraft orbit state parameters. This
estimated clock model was compared with the clock
offset timeseries that represents the true clock offset. The
RMS of the error between the estimated model and the
true timeseries was 3.7 ns. This error over time was used
in a time-domain bistatic SAR simulation to find a clockinduced phase error of 0.17 degrees and peak pixel signal
power loss of 0.003 dB once the statistical effects of
radar receiver noise were removed.

Figure 16: Image difference between results with
and without timing error, without receiver noise.
To perform quantitative analysis, we extract the power
contained in the brightest pixel and the phase of the
brightest pixel in the simulations with and without clock
error to evaluate the error caused by the clock drift. We
have performed this comparison with (Figure 15) and
without (Figure 16) radar receiver noise included to
isolate the effects of the timing error.

This tool can assist future timing and bistatic SAR
mission development, or in the detailed performance
estimation of other orbital interferometric missions such
as orbital very-long-baseline-interferometry (VLBI). An
estimate of the clock offset between spacecraft in a
cluster can be made, which can aid in determining the
feasibility of timing performance goals based on the
defined mission architecture. Applying this timing
system performance to a simulated bistatic SAR mission,
the error due to clock offset can be analyzed for its
impact on image quality. This application is particularly
useful to Earth observation missions which may be
monitoring change over time of a particular image, for
example those being considered by NASA’s Surface
Deformation and Change Designated Observable study
team15.

Table 5: Effects of Timing Error on SAR Simulation
Results
Parameter

With Receiver
Noise

Without Receiver
Noise

Clock Error Signal
Power Change

0.033 dB

-0.003 dB

Clock Error Signal
Phase Change

6.2 degrees

0.17 degrees
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6.

Further development of the timing simulation will
include higher order clock models to investigate the
improvements in clock model estimation with clock
models orders above a quadratic. Increasing the order of
the clock model may reduce the RMS of the clock model
error, however it will also increase computational
demand and the uncertainty in the spacecraft orbit
parameters.

7.

8.

Another layer of complexity to the simulation could be
added with the inclusion of atmospheric drag and other
perturbation forces. This simulation uses only the J2
effect of the Earth’s geopotential, as this is the force with
the largest impact on spacecraft acceleration at altitudes
around that of the example orbit.

9.

10.

To allow for analysis of a greater range of mission
architectures, this simulation could be developed to
include spacecraft pairs in distinct orbits. Currently, the
simulation only analyzes spacecraft paired in the same
orbit. Expanding to include spacecrafts not in the same
orbit would be beneficial for developing satellite
constellation missions.

11.

12.
13.
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