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The Belousov-Zhabotinskii reaction is one of the most interesting and best 
understood chemical oscillators. It has been conjectured that certain biological 
phenomena have important features in common with this reaction. We in- 
vestigate the Field-Noyes model of this reaction and demonstrate that there is 
a range of values of the stoichiometric parameter, f, over which the mode1 
exhibits “threshold phenomena.” That is, if a perturbation from the stead? 
state exceeds a certain “threshold” value then a solution in the form of a “spike” 
results followed by its return to the steady state. We show that the underlying 
mathematical structure of this model resembles very closely the underlying 
mathematical structure of the Hodgkin-Huxley nerve conduction equations 
which exhibit the same sort of threshold phenomena. 
1. INTRODUCTION 
The Belousov-Zhabotinskii reaction, discovered by Belousov [I] in 1959 
is one of the most interesting and best understood chemical oscillators. This 
system is the metal ion catalyzed oxidation by bromate ion (BrOa-) of easily 
brominated organic materials. Most apparent are oscillations in the ratio of the 
concentrations of the oxidized and reduced forms of the metal ion catalyst, but 
the concentrations of several other chemical species also oscillate. -4 redox 
indicator such as ferroin is often used to make the oscillations visible as sharp 
color changes [4]. The periods of the oscillations may vary from seconds to 
minutes and they can persist for several hours since each cycle of the catalyst 
consumes very little of the principal reactants. 
Later work by Zhabotinskii [17, 181 and Kasperek and Bruice [9] indicated 
that several redox couples with reduction potentials of about 1 to 1.5 volts and 
involving only a single electron change (Ce(IV)/Ce(III), Mn(III);Mn(II). 
ferroimfcrriin) may be used in the reaction and that a number of easily bromin- 
ated carboxylic acids including malonic, bromomalonic, citric, maleic and malic 
acids are suitable for use as the organic material. No substitution seems possible 
for the bromate ion since its complex chemistry appears to be basic to the 
oscillations [3]. 
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In 1970 Zaikin and Zhabotinskii reported the existence of travehing waves of 
chemical activity in a two dimensional system consisting of reagent spread in a 
thin layer over a flat surface such as a petri dish. Their reagent contained 
bromate ion and sulfuric acid, and used a mixture of malonic and bromomalonic 
acids for the organic material. The ferroin-ferriin couple was used as the metal 
ion catalyst. 
W’infree [13-161 performed an elegant series of experiments to show that the 
two dimensional waves are of two general types. In the first case the reagent is 
oscillatory in time and the waves result from continuous phase gradients through 
the solution. These waves are diffusion independent and appear to pass through 
barriers. They are called phase waves and the class includes kinematic waves [IO]. 
The second variety of wave is not related to a phase gradient but appears to be 
propagated by a diffusion dependent mechanism. The reagent need not exhibit 
temporal oscillations for these waves to appear, and they are most striking when 
observed in such a solution. These waves are called trigger waves. In the 
Zhabotinskii [16] and Winfree [13, 141 reagents the metal ion catalyst is mostly 
in its reduced form in the normal unexcited state of the reagent, and it is oxidized 
in the travelling waves of chemical activity. If ferroin is used as indicator one sees 
blue waves propagating in a red medium. 
The trigger waves form concentric rings around the “pacemaker centers” 
which initiate the waves. The “pacemaker centers” seem to be heterogeneous 
centers such as dust particles or gas bubbles [13-161. Once initiated, the waves 
seem to be propagated by the interaction of diffusion and chemical reaction. 
Winfree [13] has shown that breaking these rings can lead to spiral wave forma- 
tion and also that three dimensional spirals, i.e., scrolls [14], develop in a layer 
of reagent deeper than a travelling wave is wide. 
In 1972 Field, Koriis, and Noyes [3] proposed a complex system of ten chemical 
reactions with seven intermediates to model the phenomena described above. 
From this system Field and Noyes [5] abstracted a simpler model which 
appears to retain the important features of the complete system. Their simplifica- 
tion is given by 
A+XsX (1-l) 
x+Y*P (1.2) 
B+Xs2X+Z (1.3) 
2XeQ (1.4) 
Zz&fY. U-5) 
A and B are reactants and P and Q are products. X, Y, Z represent the concen- 
trations of the intermediates HBrO, (bromous acid), Br- (bromide ion) and 
Ce(IV) (cerium IV). In the model the concentrations of reactants and products 
are held constant which makes the system effectively open. The differential 
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equations describing the dynamics of the model can be written by ignoring the 
reverse reactions (for simplicity) and applying the law of mass action [2] to obtain 
dX 
- = k,AY - k,XY + k,BX - 2k,X2, 
dt 
dY 
dt= 
-k,AY - k,XY +fkeZ, 
g=kBX-kk 
dt 3 5 . 
(1.6) 
(1.7) 
(1.8) 
The ki’s denote the specific forward rate constants for reactions (1 . l)-(1.5) and f 
is the stoichiometric factor appearing in (1.5). The numerical values of kl thru k4 
as well as A and B were assigned by analogy to the full model [3]. Their values 
are: k, == 1.34 mole/liter sec., k, = 1.6 x IO9 mole/liter sec., k, = 8 x IO3 
mole/liter sec., k, = 4 x 10’ mole/liter sec., and A = B = 0.06 mole/liter. 
The values of k, andf are treated as variable parameters. 
Field and Noyes [5] transformed (1.6)-(1.8) into 
dx 
- = s( y - xy + x - 4x2) , dr 
dz 
- = w(x - z), dr 
where 
[BrO,-] = A = B = 0.06, (1.12) 
[HBrO,] = X = k,Ax/k, = 5.025 :< 10pllx, (1.13) 
[Br-] = Y = (k,B/k& = 3 x IO-‘31, (1.14) 
[Ce(IV)] = Z = k,k3ABz/kzk, == 2.412 x lOsz/k, (1.15) 
TIME = t = T/(klk3AB)l12 = 0.16107, (1.16) 
s = (k3B/k,A)112 = 77.27, (1.17) 
w = k5/(k1k3AB)‘/” = kJ0.1610, (1.18) 
q = 2k,k,A/k,k,B = 8.375 x 10-5. (1.19) 
(1.9) 
(1.10) 
(1.1 I) 
Field and Noyes found that for each f > 0 and 4 > 0 the system (1.9)-( 1.11) 
has exactly one physically significant steady state solution given by 
X”(f) = u - f - 4 + ((1 - f - !d2 + 4qt1 + fW2Pl~ 
YOU) = fW)/(l + %lm 
%(f> == x0(f)* 
(1.20) 
(I .21) 
(1.22) 
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Linearization of (1.9)-( 1.11) around the steady state allows one to determine 
the range off and K, over which the steady state is asymptotically stable to small 
perturbations. Field and Noyes [5] determined the regions of stability and 
instability of the steady state over the rangef 3 0, w 3 0 (Fig. 1). Forfand K, 
in the region of instability, Field and Noyes [5] computed apparent limit cycle 
solutions of (1.9)-(1.11). S b q u se uently, Hastings and Murray [8] applied the 
Brouwer fixed point theorem to prove the existence of at least one periodic 
solution. 
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FIG. I. Shaded region is the region of instability of the steady state. Unshaded region 
is the region of stability of the steady state. 
In these investigations we extend the work of Troy and Field [12] forfand k, 
in the region of stability. This region is as physically important as the region of 
instability since it appears that the trigger waves found by Winfree may occur 
when the steady state is locally asymptotically stable to small perturbations. 
Troy and Field [12] found a range off and k, over which the physically significant 
steady state is globally asymptotically stable to any physically reasonable 
perturbation. Furthermore, if s is sufficiently large and x and z are initially at 
their steady state values then a small perturbation in y  leads to a large excursion 
in all three variables, on the order of magnitude of 105, and followed by their 
subsequent return to the steady state. These results were for f in an interval of 
of the form (0, fJ u cfa , co) and all K, > 0. 
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In this paper we investigate further the properties of these large excursions 
found by Troy and Field. It is shown that there is a fairly large range off over 
which the system exhibits a “true threshold” phenomena if k, (or w) is sufficiently 
small. That is, there exists a value y* = y*(f, s) such that if x(0) = z(0) =- 
xd.0 and ~(0) < Y*, and w is sufficiently small, then there occurs a large 
excursion in all three variables followed by their return to the steady state. 
However if y* < y(0) < y,,(j) an d w is small then no such large excursion can 
take place and the solution merely decays to the steady state (Fig. 2). In Section 4 
we give a few comments on the mathematical similarities of the threshold 
phenomena occuring in the Field-Noyes model and the threshold phenomena in 
nerve conduction equations. 
FIG. 2. If y(0) > y* no impulse takes place and y(t) -yYo(f). If y(0) y* an 
inverted “spike” forms before the return of y(t) to its steady state value. 
The next section consists of technical mathematical preliminaries necessary 
to the statement of our main results which appear in Section 3. The proofs of 
our main results are given in Section 5. 
2. MATHEMATICAL PRELIMINARIES 
We consider the system 
dx 
- = s(y - xy + x - qx2) -:: sqx, y), 
dr (2.1) 
(2.2) 
(2.3) 
dz - = w(x - 2). 
dr 
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Recall that the steady state solution of (2.1H2.3) is given by 
x0(f) = (1 - f - Q + ((1 - f - 4Y + 4q(l + f N1”)/-2q, 
row = f%(f >/u + %(f >h 
%(f) = %(f 1, 
where f > 0 and q = 8.375 x 10-5. 
It is not difficult to show that 
dx”<() 
df 
and dyo>o 
df 
for all f > 0 
and, 
I$$ %(f > = l/q and ]+$ %(f 1 = 1. 
Next, define the set 
R = {(X,Y, 4 I 1 < x9 2 < v7,fdU + 4) <y <f/&7). 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
Murray [lo] has shown that R is positively invariant with respect to (2.1)-(2.3), 
and that any solution of (2.1)-(2.3) with initial values in the positive orthant must 
eventually enter R. Thus all “physically reasonable” solutions of (2.1)-(2.3) 
are well defined and bounded for all t > 0. 
Define the functions 
h(x) = (qxx” - x)/(1 - x) and k(x, 2, f) = fz/(l + 4 (2.9) 
where 1 < X, z < l/q and f > 0. Then, from (2.1), (2.2), and (2.9) it follows 
that 
F(x, h(x)) = 0 and G(x, k(x, z), z) = 0 (2.10) 
for 1 < X, z < I/q. From (2.10) we easily obtain 
dh - = -F,/F, 
ak 
dx 
and ax= -G/G 
where the right-hand sides of (2.11) are evaluated at (x, y, z) E 9. 
The case w = 0. 
Our goal is to show that a range off exists over which (2.1)-(2.3) has a “thres- 
hold.” Towards this end we first set w = 0 in (2.3) and consider the reduced 
system 
dx 
- = S(Y - xy + x - qxy, dr 
dr - = + C-Y - KY + fi), dr 
(2.12) 
where z E (1, l/q) is held constant. 
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The steady state solutions of (2.12) are found by setting 2 = j = 0 and 
solving for y. This is equivalent to solving the cubic equations 
&$ + (!I - 1) .a+ + (fi - 1) x fi __ 0 ---- . (2.13) 
4 4 4 
Let z == x0(j). Then (2.13) becomes 
x3 + (4 - 1) X2 + (f~o(f) - 1) fxo(.f) _ 0 x-------. 
Q Q 4 
LEMMA 1. Let j = I. Then (2.14) has three distinct, positive solutions p1 , 
wI , A, which satisjy 
1 < & < W] = x,(l) < h, < I/q. 
Proof. From (2.4) we obtain 
x,(l) = (--4 + (q2 + 8q)1’2)12q. 
Define the function 
g&j) = $9 + k!+ *2 + +o(fl - 1) x _ ao;r) (2,15) 
where j > 0 and x E (- 00, 00). Then, since 0 < q < 10-3, simple algebraic 
manipulations show that 
%/We(l), 1) -=I 0. (2.16) 
Also, from (2.15) we obtain lim,,, g(x, j) = co and limx+,-m g(x, j) =m -co 
for each j > 0. This, together with (2.16) implies that (2.14) has three real, 
distinct roots p1 , w 1 , h, satisfying pcL1 < w1 < X, . Finally, since the functions 
h(x) and k(x, z) cannot intersect in (- 00, 11 u [l/q, M) for any z E (1, l/q) and 
j > 0, we must conclude that p1 , w1 , h, lie in (1, 1 /q). Q.E.D. 
From (2.9) it follows that 
dh 
y& <o, 
ak ak 
z 
> 0, 
p” 
for all (x, y, z) E R and j > 0. Thus, from Lemma 1 and (2.17) we conclude that 
there is an open set B C R2, contained in the set 
S = {(z, f) If > 0 and z E (1, 1 /q)), 
and containing (x,(l), 1) such that if (z, j) E B then (2.13) has three distinct 
real roots. We denote these roots by ,~(a, j), W(Z, j), and X(x, j). As in the case 
j = 1 it is easily shown that /*, w, and A satisfy 
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for all (z,f) E B (Fig. 3). Furthermore, if (z,,f) E aB n S then (2.13) has three 
real roots, two of which are equal, and either N(z,~) = ~(z, f) or w(z,~) = 
h(z,f). Finally, if (z,f) E S\B then (2.13) has exactly one real root. Again, 
simple algebraic manipulations of (2.13) show that EIB n 5’ and S --~ B arc 
nonempty. 
FIG. 3. Solid curve is i = 0. Upper and lower dotted curves represent 9 = 0 where 
(sf,~); aB n S. Intermediate dotted curve denotes ?j = 0 for (f, z) E B. For (.f, z) E 
, j = 0 would intersect ~2 = 0 exactly once. 
LEMMA 2. In the set B the functions p, W, X are Cl and satisfy 
pz < 0, pf < 0, wz > 0, Wf > 0, A, < 0, hf > 0. 
Proof. We show that pz < 0 in B. The other inequalities are proved in the 
same manner and hence are omitted. 
Since ,LL(Z, f) solves (2.13) it follows that F(p, k(p, z, f)) = 0 for all (z, f) E B. 
Differentiating with respect to z and solving for pz , we obtain 
(2.18) 
Also, since TV is the smallest positive root of (2.13), and since lim,,,, h(x) m, 
it follows that dhjdx /2=U < %/iix Iz.=U . This, and (2.1 I) imply that 
(F,/F, + Wax) js=u > 0. 
Then, since L%/Pz > 0 for all X, z E (1, l/q) and f  :., 0, we conclude that 
pz < 0. QED. 
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LEMM.4 3. There are values f2 > fi > I which satisfy 
(9 1 < &b(f ), f) < +df ), f) == X0(f) < +&f ), f) < I/4 fey a’/ 
f 6 (Iafi), 
(4 1 < i&(fd,fi) = 4fJ x 4~&fi)~fJ < &dfAfd < l/s, 
(4 1 < Adf)Tf) = df) < 4%(f),f) < +o(f)lf) < lisfor a/l 
f E (fi ?.fZ), 
(iv) 1 < 4x0(fi),fi) = xn(fi) < 4x0(fAfi) y-z Xxg(fJ,fJ < l/4. 
Proof. Recall the function g(x, f) defined in (2.15). Then Zg/Zx z= 3x” -- 
(2(q - I)iq)x + (fxo(f) - 1)/q. Since x0(f) E (I, 1 /q) for all f > 0 it follows that 
lim,_,(fv,,(f) - l)/q = co. Thus, for sufficiently large f, iip-/ax > 0 for all 
x E (I, 1 ‘q). This, and Lemma 1 imply that there is a first fi > I such that (2.13) 
has three positive roots, of which two are equal. Suppose that w(xo(fi), fJ 
A(xo(fi),,fi). Since x0(f) is the middle root of (2.13) for all f E (I, fi), we conclude 
that 
Q/~+o(fi), f,) 2 0. (2.19) 
But, from (2.15) a2g/W < 0 o x < +(l /q - I). Since d,lc,/df (f) < 0 for all 
f > 0 it follows that x,,(fi) < x,(l) = -3 + l/2q(q2 + 8q)1/2 < &(1/q - 1). 
Thus i’2xlix(x,,(f,), fi) < 0 contradicting (2.19). Therefore I < p(xo(fi), fJ 
dfi) =~= 4dfi), fi) < &,(f,), fi) < l/n- Th is completes the proofs of parts 
(i) and (ii). Parts (iii) and (iv) follow in the same manner and hence their proofs 
are omitted. 
It is over the range (fi ,f2) found in Lemma 3 that the threshold phenomena 
occurs. In order to make this more precise we shall need one final preliminary 
lemma: 
LEMMA 4. Let f  E (fI , f2) and x = x,,(f) in (2.12). There is an s1 = sl(f) 
such that, ifs -=: s1 in (2.12), then there exists a unique y* L= y*(f) E (O,??,(f)) 
with the following properties: 
(i) if x(O) = x,,(f) and y(O) E (O,y*(f)) then lim,,,(x(r),y(7)) 
(4Q(f )l f)* h(X%(f ), f  )))? 
(ii) if x(0) == x0(f) and y(0) = y* then X(T) < w(x”(,f), f) for all T Y 0 
and lim 7 &(7)7 Y(7)> = (4%(f )Yf h 44%(f )7 f ))), 
(iii) zfx(0) =: q,(f) andy(O)E(y+,y,(f)) th en x(7) < W(xo(f),,f) for all 
7 > 0 and lim,-,,(4T), Y(T)) = Mf), y&f )). 
The proof of Lemma 4 uses straightforward phase plane analysis and is 
omitted (Fig. 4). 
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FIG. 4. The phase plane of trajectories is shown for z = x0( f ), its steady state 
value. 
3. STATEMENT OF MAIN RESULTS 
Throughout the rest of this paper we assume that f~ (fi ,fJ and s = I 
are held constant. Thus we suppress the dependence of CL, w, A, and y* on f 
and s. 
The first important property of (2.1)-(2.3) is the asymptotic stability of the 
steady state for sufficiently small w > 0. That is, a small perturbation in y does 
not produce a large “excursion” in any of the three variables X, y, or x. 
Let 7r = (x, y, z) denote a solution of (2.1)-(2.3) and define r0 = (q,(f), 
Yo(f ), %(f ))* 
THEOREM 1. The steady state so&ion of (2.1)-(2.3) is asymptoticdy stable 
for small w > 0. Furthermore, there is a w1 > 0 and a ne&hborhood ~2 of no in R3 
such that for any w E (0, wr) and ~(0) E Q, we obtain lim,,, r(t) = v,, . (Note 
that ‘52 is independent of w E (0, wJ.) 
Our next results describe as much as possible about the qualitative behavior 
of solutions of (2.1)-(2.3) with initial conditions 
x(O) = z(O) = %(f ), 0 < Y(O) < Ydf ). (3.1) 
That is, x and z are initially at rest and y is perturbed downwards. 
The value y* found in Lemma 4 is the “threshold” of the system. We would 
like to show that if y(0) > y* then lim,,, n = r,, and X(T) cannot exceed w(xa), 
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while if y(0) < y* then (x, r) first comes close to (X(x0), h(X(x,))) and then 
~(7) ---f ~a with ~(7) < x0 for some 7 > 0. In this direction we state the following 
two theorems. 
THEOREM 2. Let y* < y(0) < y,,(f) be giwen and x(0) = x(O) = x,,(f). 
Then, for sz@tientZy smaZZ w > 0, lim,,, ~(7) = rfC, and X(r) < w(xO) for all 
7 ‘> 0. 
THEOREM 3. Let 0 <y(O) < y* begiven and let 77 > 0 satisfy w(xO) < h(x,) - 7. 
Then, for su#kientZy small w > 0, X(T) increases up to a point 71 where 
1 ~(7~) - X(x,)\ + / ~(7~) - h(h(x,))l < 7. Also, there is a TV > 71 with x(7.J < x,, 
Finally, on the interval (TV , co) we would like to show that lim,,, T(T)  == r,, . 
For this result we need the following assumption: 
(I) For each z E (1, l/q) and f > 0 recaZZ that p(z,f) denotes the smallest 
positive roof of (2.13). We assume that there is and interval (j, fJ C (fi , fi) such 
that, for each f E (f, fi), POI,(T f), 4 < z for d z E @df ), l/q). 
Assumption (I) was proven rigorously for “sufficiently large f” by Troy and 
Field [12]. Mr. Lawrence Megalo has done the numerical calculations for the 
author and found that (I) holds for f > 5. The extreme sharpness of the two 
curves K(x, z, f) and h(x) led to numerical errors for f E (2.5, 5) and no informa- 
tion was obtained. However it appears quite probable that (I) is numerically true 
for all f > 2.5. 
For our final result we state 
THEOREM 4. Let f~ (f, fi). If x(0) > 0, y(0) > 0, and z(0) > 0 then. 
44 ‘T,, US T--) a. 
Theorem 4 says that n, is globally asymptotically stable. The proof was given 
by Troy and Field [12] and shall be omitted. We only state Theorem 4 in order 
to give a complete description of the behavior of solutions of (2.1)-(2.3). 
4. ANALOGY WITH NERVE CONDUCTION EQUATIONS 
In this section we point out some basic mathematical similarities between the 
Field-Noyes model and the Hodgkin-Huxley nerve conduction equations. 
The Hodgkin-Huxley (HH) equations are 
a%qas = awlat + F(v, m, 12, h), (4.1) 
em/at = r&+,(v) - 4, (4.2) 
an/at = r,(v)(n,(u) - n), (4.3) 
ah/at = ~~(q2~(0) - h), (4.4) 
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where v is the potential difference across the membrane of the squid giant axon, 
t 2 0 and --OO < x < 00. m, n, and h are auxiliary variables which were 
chosen by Hodgkin and Huxley to fit experimentally determined data. The 
functions appearing in (4.1)-(4.4) are known. A complete discussion of them and 
the derivation of (4.1)--(4.4) are given in [20]. 
In the space clamped nerve, a long thin silver wire is inserted into the axon 
and along its entire length. The effect of this is that 8%/&s = 0. Then (4.1)- 
(4.4) b ecomes 
dv/dt = -F(v, m, n, h), (4.5) 
dmldt = y,,dv)(m,(v) - 4, (4.6) 
Wdt = m(v)(~,(v> - 4, (4.7) 
dh/dt = yJv)(h,(v) - h). (4.8) 
FitzHugh [6] studied (4.5)-(4.8) numerically and found that (0, m,(O), n,(O), 
h,(O)) is the only steady state solution. Also, he observed that yn << ym and 
yh < y,,, . Thus n and h change slowly with respect to m. Then, with n = n,(O) 
and h = hm(0) (analogous to x E z,,(f) in Field-Noyes), FitzHugh found that 
the two dimensional system 
dv/dt = --F(v, m, n,(O), h,(O)), (4.9) 
dmjdt = y,(v)(m,(v) - m), (4.10) 
has three steady states (0, m,(O)), (a, m,(a)), (B, m&3)) where 0 < a! <@. 
Recall that for the Field-Noyes model, with z E zO(f) = xOcf), the reduced 
system (2.12) has three corresponding steady states at ~(f, x0(f)) == x0(f) < 
wcf, x,(f)) < Uxo(f))- Th e s ri in underlying similarity between the HH t k g 
equations and the Field-Noyes model lies in the existence of the three steady 
state solutions of the reduced systems of both models. 
Replacing ‘yn and yh by eyn and cyh (6 > 0 and small) Hastings [7] uses 
the three steady state solutions of (4.9)-(4.10) t o analytically prove the existence 
of an “impulse” in the Hodgkin-Huxley equations when v(0) exceeds a certain 
“threshold” value v* and (m(O), n(O), h(0)) = (m,(O), n,(O), h,(O)), their resting 
values. Following Hastings’ methods and using the three steady state solutions 
(2.12) we analytically prove here that the Field-Noyes model exhibits a threshold 
phenomenon similar to that occurring in the Hodgkin-Huxley equations. 
Thus, the main insight gained in this paper is the observation that the reduced 
system (2.12) has three steady state solutions for z EZ +,(f) and f E (jr , f2). 
This fact allows the analysis of the Hodgkin-Huxley equations to carry over to 
the Field-Noyes model almost verbatim. 
PROOFS 
Let X denote the vector (G$$,,), and let 2 = z - zU . Also, let 1’ 1: be any 
norm in R2. 
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LEMMA 5. The system (2.1)-(2.3) can be written in the form 
x’ = B(Z)X + qx, 2) + P(X, Z), (5.1) 
Z’ = 24-z + Q(X a, (5.2) 
and there are numbers L > 0, (T > 0, 6 > 0 such that if 1: X/i + 1 2 1 < 6 then 
(a) The eigenvalues of B(Z) h ave real parts less than or equal to -a, 
(b) 11 0(X, 2) = O(ll XII) as II X/I --f 0, uniformly in Z, 
(c) 11 P(X, Z)(I <L I Z’ I; 1 Q(X, Z)j < L // Xl~. 
Proof. By definition, IQ(z), h(p(z))) = G&(z), h&(z)), x) =:: 0. Therefore, 
Eqs. (2.1) and (2.2) can be written 
x’ x~- F,(P, &4(X - PL) + F,(P, h(p.))( Y - Jz(cLN + ‘4(x> ~11 
y’ T= G,(P., &4,4(~ - d + G,(P, W, 4 Y - h(p)) + 4(x, Y, 4, 
where j 0r ! 7 1 0a 1 = O(l x - p 1 + 1 y  - h(p)I) as x - CL, y  ---* h(p) uniformly 
for small : x - z0 j. Since p(x) is the smallest positive value of x where h(x) and 
k(x, z) intersect, and since lim,,,, h(x) r +CQ, it follows that dh/dx&) < 
&/&x(p, z,f) < 0. Th’ IS, and (2.111, imply that (F,G?, - G.JJIL~(,),,) > 0. 
It is now easy to show that the matrix 
‘(‘) = ti$$~~, x) 
FY(cL, h(P)) 
G,(y, h(p), .z) 1 
has eigenvalues with negative real parts if j z - z,, 1 is sufficiently small. 
Let S(z) := ($$&,,) 
where s =-- S,i. 
so that X == (z) - S. Then X’ ~ B(x)X + @) - s 
It is not difficult to see that B(z) and p(z) can be considered 
functions of z ~-- z,, . Also, since .z” = x,, we obtain 
2 = w((x - X”) + (Z” - I))) (5.3) 
a function of X and 2. Thus, there is an L > 0 with / 9 1 < L 12 / for z in an 
open interval containing z0 . This gives an equation of the form (5.1). Using (5.3) 
we easily arrive at Eq. (5.2). This completes Lemma 5. 
Since B(Z) is continuous for small j Z j we can write B(Z) = B, + B,(Z) 
where B,(Z) x O(1) as j Z ; + 0. Substitute this into (5.1) and use the variation 
of parameters formula to obtain 
X(t) = 8’X(O) 
-t f  * eBo(t-S)[B,(Z(s)) X(S) + t?(X(S), Z(S)) f- P(X(S), Z(S))] ds. (5.3) ‘0 
Similarly, from (5.2) we obtain 
Z(t) = c+~Z(O) + w f’ e-w(t-s)Q(X(S), Z(S)) ds. 
‘0 
(5.4) 
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Choose k > 1 so that 1 eBot 1 < ke-Ot for t 3 0. Choose 6, > 0 with 6, < 6 such 
that if II X/I + I Z I < 6, then II WZ)ll < o/4& II 0(X, Z)ll G 0/4k 11 x 11. Let 
(X, Z) be a solution of (5.1H5.2) with II X(O)11 + l Z(O)/ < 6, . As long as 
II -wll + I =wl -=c 6, we obtain, from (5.3) and (5.4), 
II W)lI d k+ II -W)ll + lt k+8) (& II X II + wL[I Z I + L I/ X I[]) ds, 
Z(t)]/ < e-wt 11 Z(O)11 + w It e-w(t-s)L I/ X(s)11 ds. 
(5.5) 
0 
Consider next the two coupled scalar linear equations 
u’ = -07.4 + [(o/2) u + wLh(v + lu)], 
0’ = -WV + WLU. 
(5.6) 
For sufficiently small w > 0 this system is asymptotically stable at the origin. 
Furthermore, 
)o$4t)* v(t)) = (O,O) 
u(O)+0 
uniformly for w in some interval [0, wr] and for all t 3 0. Consider the solution 
of (5.6) with (u(O), v(0)) = Ue(]i X(0)1/, I Z(O)/). By applying variation of param- 
eters to (5.6) and using standard comparison techniques we can show that 
II X(t)ll < WY I -ml -=c 44 as long as (5.5) holds. By choosing 11 X(O)11 and 
I Z(O)] sufficiently small, independent of w, we see that (X(t), Z(t)) -+ (0, 0), 
from which r(t) + r. . Q.E.D. 
Proof of Theorem 2. This is a corollary of Theorem 1 and the description 
given in Lemma 4, part (iii), of solutions of (2.1~(2.3) when w = 0 since 
solutions are continuously dependent on w. 
Before proceeding with the proof of Theorem 3 we shall state a few technical 
lemmas which were proved by Troy and Field [12]. 
Extend the definition of w to (x0 , l/q) by setting 
U,(Z) = inf{x > x0 I x solves (2.13) if (2.13) has a solution in (x0 , l/q)}, 
= l/q otherwise. 
(5.9) 
LEMMA 6. The function W(Z) de$ned in (5.7) is nondecreasing, continuous from 
the left, and furthermore, 
W(Z) > z for all z E (x0, A(xo)). (5.8) 
LEMMA 7. Let r(t) be a solution of (2.1)-(2.3) with x(O) > 0, y(O) > 0, 
z(0) > 0. Then 
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Proofs 
The proofs of Lemmas 6 and 7 are given by Troy and Field [12] and hence 
are omitted. 
Proof of Theorem 3. The first assertion follows from the continuity of 
solutions with respect to w. Thus, for some small w let X(T) increase up to a 
point or where j x(~r) - X(x,)] + 1 y(~r) - h(h(x,))j < 7. Let 01 E (x0 , w(xa)). 
By Lemma 7 there is a first T = T(w, x(O)) > 7r where x(T) = 01. Then 
L+(T) < 0, hence y(T) >, k(a, z(T)). 
LEMMA 8. There is a p > 0, independent of w, such that Z(T) > x0 -I- p 
for some T E [0, T]. 
Proof. If not, then by choosing p sufficiently small the functions w(z(T)) 
and X@(T)) are continuous on [0, T], since x,, < z < x0 + p on this interval. 
Thus, for p sufficiently small, ~($7)) < A(xa) - 7 and A(z(T)) > T(x~) - 7 for 
T E [0, T]. Since x is increasing on [0, T1), there is a first To E [0, or) where x(7,,) = 
A,, - 7 and y(To) < h(& - r]), hence *(To) > 0 and the point (x, y) enters the 
region in the positive octant bounded by the line segments x =: A, - T, y = 
h(A(x,) - T), x = l/s and y = 0. Also, ai: > 0 on the line segment x 
h(x,) - 7 and 0 < y < h(A(x,) - q). Since x(T) > A(%,) - 17 on [0, T] it 
follows that j < 0 on y = h(h(x,) - 77) and h(x,) - 7 < x :< 1 /q. Since 
01 < h(x,) - 1) this contradicts Lemma 7. 
LEMMA 9. If  p 3 0 is su$iciently small, independent of w, then z(T) 
x0 i- p. 
Proof. Let p < 01 - x0. Then (2.3) implies that, once z(t) 2 p on [0, T], 
this inequality will be preserved as long as x(t) >, a. 
To continue with the proof of Theorem 4, note that 01 and p are independent 
of w. Also, the first root ~(x,, + p) of (2.15) is less than x,, , and the solutions of 
(2.1)-(2.3) with w = 0, z = z(T) starting at (N., y(T)) must tend to p(x(T)) :T: 
~(xs + p). There is a d T such that if x(O) = a, y(0) 3 k(ol, x0 + p) and w =-- 0 
then x(AT) < 0. Therefore, by continuity of solutions with respect to 20, the 
second assertion of Theorem 3 follows. 
Proof of Theorem 4. See Troy and Field [12], Theorem I. 
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