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a b s t r a c t
In this paper, we show that the inverse problems ofHamiltonian Cycle and 3Dimensional
Matching are coNP-complete. This completes the study of inverse problems of the six
natural NP-complete problems from Garey and Johnson (1979) [2] and answers an open
question from Chen (2003) [1]. We show that the coNP-completeness of the inverse
problem of Hamiltonian Cycle holds for undirected as well as for directed graphs.
© 2012 Published by Elsevier B.V.
1. Introduction
The influential book by Garey and Johnson [2] lists six basic NP-complete languages: 3Satisfiability (3SAT), Vertex
Cover (VC), Clique, Hamiltonian Cycle (HC), 3Dimensional Matching (3DM), and Partition. When it comes to studying
the complexity of inverse NP problems it seems desirable to start by investigating the inverse problems of the above six
examples. The inverse problems of 3SAT, VC, Clique, and Partition have been shown to be coNP-complete in [5,1].
In this paper, we show that the inverse problems for the remaining two problems HC and 3DM are coNP-complete. This
settles an open question from [1] and contributes to the growing knowledge about the complexity of inverse NP problems
[5,1,3]. In particular, we show that inverting the natural verifiers of HC and 3DM is complete for the class coNP.
The complexity class NP is often referred to as the class of problems having polynomial-time verifiers. A polynomial-time
verifier V is a polynomial-time computable function mapping from Σ∗ × Σ∗ to {0, 1} such that there exists a polynomial
p such that for all x, π ∈ Σ∗, V (x, π) = 1 implies |π | ≤ p(|x|). The language L(V ) associated with a verifier V is defined
as L(V ) = {x ∈ Σ∗ : (∃π ∈ Σ∗)[V (x, π) = 1]}. It is well-known that NP = {L(V ) : V is a polynomial-time verifier}. The
inverse problem for a verifier V is given a set Π ⊆ Σ∗ (represented as a list) to decide if there exists a string x such that
Π = {π ∈ Σ∗ : V (x, π) = 1}. It appears that inverting verifiers has a Σp2 upper bound, but this bound only holds for the
so-called fair verifiers [1]. However, even though there do exist verifiers such that their inverse problems areΣp2 -complete,
the inversion of natural verifiers for some NP-complete languages is complete for the class coNP [5,1,3]. It is known that
different verifiers for one and the same NP problem may have inverse problems of different complexity [1]. However for
many NP-complete languages L there seems to exist a verifier that deserves to be called ‘‘the natural verifier’’ for L and we
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will focus on the inverse problems relative to those natural verifiers. For instance, the natural verifier for HC is certainly a
mapping that given a graphG and a set of edgesE, outputs 1 ifE represents a Hamiltonian cycle inG, and outputs 0 otherwise.
Wemention in passing that a different definition of the inverse problem for a verifier has been studied and a very general
coNP-hardness result been proven in [3]. The difference between the two concepts is the representation of the input as a
list (see [1] and above) or as a Boolean circuit (see [3]).
Our paper is organized as follows. In Section 2, we define the basic concepts and some graph gadgets that will be useful
in proving our main theorems. The main theorems of this paper, stating that the inverse problems of HC, for undirected and
for directed graphs, and 3DM are coNP-complete, together with their proofs are contained in Section 3.
2. Preliminaries
Weassume the reader to be familiarwith the basic definitions and notations fromgraph theory [7] and complexity theory
[6]. LetΣ = {0, 1} be our alphabet. For any finite set A let ∥A∥ denote the number of elements in A.
The notion of many-one-completeness is one of the main concepts in theoretical computer science.
Definition 2.1. 1. A language A ⊆ Σ∗ is said to be polynomial-time many-one reducible to a language B ⊆ Σ∗, A ≤pm B,
if and only if there exists a polynomial-time computable function f such that for all x ∈ Σ∗ it holds that x ∈ A ⇐⇒
f (x) ∈ B.
2. Let C be a complexity class. A set A is said to be polynomial-time many-one-complete for C if and only if (a) A ∈ C and
(b) every language C ∈ C is polynomial-time many-one reducible to A.
As is standard, NP denotes the set of all languages that can be accepted by a nondeterministic polynomial-time Turing
machine. The class coNP is defined as coNP = {L : L ∈ NP}.
2.1. Inverse problems
The class NP is also called the class of problems with short proofs. Essential for a definition that follows that informal
description is the notion of a verifier.
Definition 2.2. 1. A polynomial-time verifier V is a polynomial-time computable function V : Σ∗ × Σ∗ → {0, 1} such
that there exists a polynomial p satisfying that for all x, π ∈ Σ∗, (x, π) ∈ V =⇒ |π | ≤ p(|x|).
2. For a polynomial-time verifier V let V (x) denote the set of proofs for a string x ∈ Σ∗, that is, for all x ∈ Σ∗,
V (x) = {π ∈ Σ∗ : V (x, π) = 1}.
3. The language L(V ) accepted by a polynomial-time verifier V is defined as L(V ) = {x ∈ Σ∗ : V (x) ≠ ∅}.
Throughout this paper, we will use the term verifier as a shorthand for polynomial-time verifier. It is well known that
NP is the class of languages that can be accepted by (polynomial-time) verifiers. Inverse problems are defined relative to a
verifier V .
Definition 2.3 ([1]). The inverse problem V−1 for a verifier V is defined as
V−1 = {Π ⊆ Σ∗ : (∃x ∈ L(V ))[V (x) = Π]}.
The inverse problem of a language A ∈ NP can clearly only be defined relative to a verifier accepting A. We will study the
inverse problems of the natural verifiers for 3DM and HC.
A naive approach for solving the inverse problem V−1 would be, given a set of proofsΠ , evaluate the proofs to compute
a ‘‘candidate string’’ x and then check if x satisfies V (x) = Π . For many natural verifiers for NP-complete problems such a
candidate is relatively easy to compute.
Definition 2.4 ([1]). Let V be a verifier. A polynomial-time computable mapping c : P (Σ∗) → Σ∗ is called a candidate
function for V if and only if for allΠ ⊆ Σ∗ we have: if there exists a string z ∈ Σ∗ such that V (z) = Π then V (c(Π)) = Π .
Observe that it is often the case that proof setsΠ ∈ Σ∗ have to satisfy easy to check properties. In this case, proof sets
fulfilling those properties are called well-formed. In many contexts it is useful to restrict candidate functions for a verifier V
to be only defined for well-formed proof sets. We will do so in the upcoming definitions of candidate functions for verifiers
for HC, 3DM, and 3SAT.
It is not clear if all verifiers do have candidate functions. However,many natural verifiers for NP-complete languages, such
as 3SAT or VC, have candidate functions. Note that if a verifier V has a candidate function c then we have an obvious coNP
upper bound for the complexity of V−1, namely givenΠ , compute c(Π) and then check if π ∈ Π ⇐⇒ V (c(Π), π) = 1
holds for all π such that |π | ≤ p(|c(Π)|) (where p is the polynomial that bounds the length of witnesses with respect to the
verifier V ).
Observation 2.5. If V is a verifier with a candidate function, then V−1 ∈ coNP.
H. Hempel, M. Krüger / Theoretical Computer Science 426–427 (2012) 49–65 51
2.2. Hamiltonian Cycle
A cycle in an undirected graph G = (V , E) is assumed to be a set C ⊆ E of edges such that there exist pairwise different
vertices x1, x2, x3, . . . xk−1, xk, k ≥ 3, such that C = {{x1, x2}, {x2, x3} , . . . , {xk−1, xk}, {xk, x1}}.1 Similarly, a cycle in a
directed graph G = (V , E) is a set C ⊆ E of edges such that there exist pairwise different vertices x1, x2, x3, . . . xk−1, xk,
k ≥ 3, satisfying C = {(x1, x2), (x2, x3) , . . . , (xk−1, xk), (xk, x1)}. A Hamiltonian cycle in a simple (directed or undirected)
graph G = (V , E) is a cycle C in G that contains exactly ∥V∥ edges and hence, informally spoken, visits every vertex of G
exactly once.
The NP-complete problem Hamiltonian Cycle is defined as follows.
Hamiltonian Cycle
Input: An undirected graph G.
Question: Is there a Hamiltonian cycle C in G?
Definition 2.6. The verifier VHC is defined as VHC(G, C) = 1 if both G is a simple, undirected graph and C is a Hamiltonian
cycle in G, and VHC(G, C) = 0 otherwise.
Clearly, VHC is a verifier for HC and since it appears to be the most natural verifier for HC we will choose Invs-HC as a
more intuitive notation for V−1HC .
Let Π = {C1, C2, . . . , Ck} be a set of (potential) proofs of VHC. It is obvious that if Π ∈ Invs-HC then C1, C2, . . . , Ck are
cycles over a common vertex set V such that ∥C1∥ = ∥C2∥ = · · · = ∥Ck∥ = ∥V∥. Following a more general concept from [1]
we will call a collection of sets of edges Π = {C1, C2, . . . , Ck} well-formed if and only if C1, C2, . . . , Ck are cycles over a
common vertex set V such that ∥C1∥ = ∥C2∥ = · · · = ∥Ck∥ = ∥V∥. Obviously, testing if an instance is a well-formed
collection of sets of edges can be done in polynomial time.
Looping back to the notion of a candidate function (see Definition 2.4) it is not hard to see that the verifier VHC has
a candidate function cHC. Given a well-formed collection of sets of edges Π = {C1, C2, . . . , Ck} let cHC(Π) be the graph
induced by C1, C2, . . . , Ck, that is cHC(Π) = (V , E) such that V = {v : (∃u)[{u, v} ∈ C1]} and E = C1 ∪ C2 ∪ · · · ∪ Ck.
Observation 2.7. The function cHC is a candidate function for VHC.
The following corollary is an immediate consequence of Observations 2.5 and 2.7.
Corollary 2.8. The problem Invs-HC is in coNP.
All notions and comments carry over to Hamiltonian cycles in directed graphs.
Directed Hamiltonian Cycle
Input: A directed graph G.
Question: Is there a Hamiltonian cycle C in G?
Definition 2.9. The verifier VDHC is defined as VDHC(G, C) = 1 if both G is a simple, directed graph and C is a Hamiltonian
cycle in G, and VDHC(G, C) = 0 otherwise.
Again, DHC is NP-complete, VDHC is a verifier for DHC and since it appears to be the most natural verifier for DHCwe will
choose Invs-DHC as a more intuitive notation for V−1DHC.
The notions of well-formed proof sets for VDHC and also the candidate function cDHC can be defined as in the case of
undirected graphs. Consequently, the following holds.
Observation 2.10. The function cDHC is a candidate function for VDHC.
Corollary 2.11. The problem Invs-DHC is in coNP.
2.3. 3Dimensional Matching
The NP-complete problem 3Dimensional Matching (3DM) is defined as follows.
3Dimensional Matching
Input: A 4-tuple (S, X, Y , Z) of sets such that S is a subset of X×Y ×Z and X , Y , and Z have the same number of elements.
Question: Does S contain a 3D-matching, i.e., is there a subset M ⊆ S such that ∥M∥ = ∥X∥ and no two elements of M
agree in any coordinate.
As many other NP-complete problems 3DM has a natural verifier.
1 The above definition of a cycle has the advantage that it is independent of the way the cycle may be traversed and independent of the start and end
points of such a traversal. In light of the upcoming definition of the natural verifier VHC for HC we thus have that every Hamiltonian cycle in a graph G
corresponds to exactly one proof for Gwith respect to VHC .
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Definition 2.12. The verifier V3DM is defined via V3DM((S, X, Y , Z),M) = 1 if ∥X∥ = ∥Y∥ = ∥Z∥, S is a subset of X × Y × Z ,
andM is a 3D-Matching for S. Otherwise, V3DM((S, X, Y , Z),M) = 0.
It is easy to see that V3DM is a verifier for 3DM. Since we feel that V3DM is the most natural verifier for 3DM we choose
Invs-3DM as a more intuitive notation for the language V−13DM.
Now, we want to gather some properties of 3DM and Invs-3DM leading to a characterization of well-formed potential
sets of proofsΠ3DM. First, assume that (S, X, Y , Z) is in 3DM. Thus it is not hard to see that
X = X(S) := {x : (∃y)(∃z)[(x, y, z) ∈ S]},
Y = Y (S) := {y : (∃x)(∃z)[(x, y, z) ∈ S]}, and
Z = Z(S) := {z : (∃x)(∃y)[(x, y, z) ∈ S]}.
Moreover, each 3D-matchingM of (S, X, Y , Z) also fulfils X = X(M), Y = Y (M), and Z = Z(M).
Second, let Π3DM = {M1,M2, . . . ,Mk} be a set of (potential) proofs of V3DM. If Π3DM ∈ Invs-3DM then
Π3DM = V3DM((S, X, Y , Z)) for a 4-tuple (S, X, Y , Z) ∈ 3DM. Thus, we have X = X(S), Y = Y (S), Z = Z(S),
∥X(S)∥ = ∥Y (S)∥ = ∥Z(S)∥ = q. Furthermore, for the matchings M1,M2, . . . ,Mk it holds that ∥Mi∥ = q, 1 ≤ i ≤ k,
and X(Mi) = X , Y (Mi) = Y , and Z(Mi) = Z , 1 ≤ i ≤ k. Thus, a set of (potential) proofs Π = {M1,M2, . . . ,Mk} cannot be
contained in Invs-3DM if ∥Mi∥ ≠ ∥Mj∥, X(Mi) ≠ X(Mj), Y (Mi) ≠ Y (Mj), or Z(Mi) ≠ Z(Mj), for some 1 ≤ i < j ≤ k. Thus, we
call a set of (potential) proofsΠ = {M1,M2, . . . ,Mk}well-formed if and only ifM1,M2, . . . ,Mk all contain the same number
q of triples and they all cover the same sets X , Y , and Z . Obviously, testing if a collection of sets is well-formed can be done
in polynomial-time.
So a potential algorithm for Invs-3DMmight start with the test if the given set Π of proofs is well-formed. Afterwards,
it is plausible to ask for a candidate in terms of the Definition 2.4 of candidate functions. Actually, such a candidate can be
provided by the following candidate function.





Mi, X(M1), Y (M1), Z(M1)

,
is a candidate function for (3DM, V3DM).
Proof. Let Π = {M1,M2, . . . ,Mk} be a given well-formed set of proofs (matchings). As seen above, for a candidate
(S, X, Y , Z) for Π , it must hold that X = X(M1), Y = Y (M1), and Z = Z(M1) and thus X(S) = X , Y (S) = Y , and
Z(S) = Z . Moreover, it is obvious, that S must contain all triples from all matchingsM1,M2, . . . ,Mk. Now, it is not very hard
to see, that the minimal instance with these properties is a candidate forΠ , namely the instance (
k
i=1 Mi, X(M1), Y (M1),
Z(M1)) = c3DM(Π). 
Thus, by Observation 2.5 it follows that Invs-3DM ∈ coNP.
Corollary 2.14. The problem Invs-3DM is in coNP.
2.4. 3Satisfiability
One of the standard NP-complete problems is 3Satisfiability (3SAT).
3Satisfiability
Input: A Boolean formula in 3-conjunctive normal form (3-CNF), that is, any clause has at most three literals.
Question: Is F satisfiable?
A natural verifier for 3SAT is the following: V3SAT(F , α) = 1 if F is a Boolean formula in 3-CNF and α is a satisfying
assignment for the variables of F , otherwise, V3SAT(F , α) = 0. The inverse problem V−13SAT also has been denoted by Invs-3SAT
or 3SAT−1 [1,5]. Throughout this paper, we will use Invs-3SAT to denote V−13SAT.
As it has been the case for VHC there are easy to check properties that a proof set for V3SAT has to have in order to be
in Invs-3SAT. Since any assignment for an n-variable Boolean formula is represented by a string from {0, 1}n, the notion of
well-formed proof setsΠ with respect to V3SAT only requires that all strings fromΠ have the same length.
Similarly to VHC also V3SAT has a candidate function.
Lemma 2.15 ([1,5]). LetΠ be a well-formed set of proofs for V3SAT and let n be the length of the strings inΠ . Let the formula FΠ
be the conjunction of all those clauses C of exactly 3 literals over the variable set {x1, . . . , xn} that are satisfied by all assignments
inΠ .
The mapping c3SAT that maps any well-formed proof setΠ to the formula FΠ is a candidate function for V3SAT.
It follows that Invs-3SAT ∈ coNP. The coNP-hardness of Invs-3SAT was shown by Kavvadias and Sideri in [5].
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Fig. 1. The parity-module replacing the edges e = {u, v} and f = {u′, v′}.
Theorem 2.16 ([5]). Invs-3SAT is coNP-complete.
The following concept from [5] will be useful for our purposes.
Definition 2.17 ([5]). LetΠ be a set of Boolean assignments for x1, x2, . . . , xn.
1. An assignment α for x1, . . . , xn is said to be {xi, xj, xk}-compatible withΠ , 1 ≤ i < j < k ≤ n, if and only if there exists
an assignment β ∈ Π , such that α and β assign the same truth values to xi, xj, xk.
2. An assignment for x1, . . . , xn is called 3-compatiblewithΠ if and only if it is {xi, xj, xk}-compatible withΠ for each triplet
xi, xj, xk of variables, 1 ≤ i < j < k ≤ n.
Note that any assignment fromΠ is trivially 3-compatible withΠ .
Lemma 2.18 ([5]). LetΠ be awell-formed set of proofs for V3SAT and let c3SAT(Π) be the candidate formula forΠ . An assignment
α is a satisfying assignment for the formula c3SAT(Π) if and only if α is 3-compatible withΠ .
Proof. LetΠ be a well-formed proof set for V3SAT and let c3SAT(Π) be its candidate formula. Let α be an assignment that is 3-
compatible withΠ . It follows from the definition of the candidate function c3SAT for V3SAT that any clause C , call its variables
x, y, z, of c3SAT(Π) is satisfied by all assignments from Π . By the definition of 3-compatibility we have that α is {x, y, z}-
compatible with Π and hence there exists an assignment β ∈ Π such that α(x) = β(x), α(y) = β(y), and α(z) = β(z).
Since β satisfies C also α satisfies C . Consequently, α satisfies c3SAT(Π).
On the other hand, letα be an assignment that is not 3-compatiblewithΠ . It follows that there exists a triplet of variables
x, y, z such that α differs from all assignments inΠ on the variables x, y, z. Consider the clause C consisting of three literals
from {x, y, z,¬x,¬y,¬z} such that all literals in C are assigned ‘‘false’’ by α. Hence, any assignment in Π satisfies at least
one literal in C and thus satisfies C . By the definition of the candidate formula c3SAT(Π)we have that C is a clause in c3SAT(Π).
Hence α does not satisfy c3SAT(Π). 
Bymerging the result of Lemma 2.18 with the properties of a candidate function we also get a characterization of Invs-3SAT
which is based on the notion of 3-compatibility.
Observation 2.19 ([5]). Awell-formed set of proofsΠ for V3SAT is in Invs-3SAT if and only ifΠ is closed under 3-compatibility,
i.e., if and only if for each assignment α it holds, that if α is 3-compatible withΠ then α ∈ Π .
2.5. Some auxiliary graph gadgets for Hamiltonian cycles
For the proofs of two of our main results, the coNP-completeness of Invs-HC and Invs-DHC, we need some simple but
very useful graph gadgets, that will help us to direct a Hamiltonian cycle through a given graph. The first gadget is the
parity-module, introduced in [6].
Lemma 2.20 ([6]). Let G be an undirected graph and let e = {u, v} and f = {u′, v′} be two distinguished edges of G. Define
the graph G′ to be identical to G except that the edges e and f in G are replaced by the subgraph, called parity-module, shown in
Fig. 1. In particular, the edges e and f are deleted from G and new vertices 1, 2, . . . , 12 and new edges are added to G as shown
in Fig. 1. Let H be a Hamiltonian cycle in G′. The following statements are equivalent:
1. {u, 1} ∈ H.
2. {4, v} ∈ H.
3. {u′, 9} ∉ H.
4. {12, v′} ∉ H.
Proof. The proof is straightforward and thus omitted. 
The parity module ‘‘connects’’ two edges e and f of a graph G and forces each Hamiltonian cycle to either enter and leave
the parity module through the endpoints of the original edge e or enter and leave the parity module through the endpoints
of the original edge f , but not both, i.e., each Hamiltonian cycle either ‘‘uses’’ e or f but not both. In all forthcoming figures
we will use the symbol shown in Fig. 2 to express that a pair of edges is connected by a parity-module.
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Fig. 2. Symbolic depiction of two parity-connected edges e = {u, v} and f = {u′, v′}.
Fig. 3. A combination of parity-modules that all-connect the edges e1 , e2, . . . , ek with the help of the edge f .
Placing a parity module between each of several edges e1, e2, . . . , ek and an edge f results in a graph gadget that forces
each Hamiltonian cycle in the resulting graph to either use all of the edges e1, e2, . . . , ek or none of them. The connection of
the parity modules to the edge f is done by placing, for each parity-module connected to an edge ei, 1 ≤ i ≤ k, the vertices
labelled 9, 10, 11, and 12 (see Fig. 1) ‘‘on’’ the edge f so they form a path of length three (see Fig. 3).
Lemma 2.21. Let G be an undirected graph and let e1, e2, . . . , ek be pairwise different edges of G. Let f be an edge of G that is
nonadjacent to e1, e2, . . . , ek and is used by each Hamiltonian cycle of G. Define G′ to be graph that is obtained from G by (a)
inserting a new edge connecting the endpoints of f and (b) inserting parity-modules between the original edge f and each of
e1, e2, . . . , ek. In particular, the parity-module between f = {u′, v′} and e1 is inserted first (as described in Lemma 2.20), and for
each ei, 2 ≤ i ≤ k, a parity-module is added (after adding the parity module for edge ei−1) by connecting the edge {12, v′} from
the parity-module for the edge ei−1 with the edge ei+1 (see Fig. 3).
Each Hamiltonian cycle of G′ uses either all of the edges ei, 1 ≤ i ≤ k, or none of them.
Regarding the above Lemma 2.21, note that the edges e1, e2, . . . , ek are in G and are replaced by parts of the parity-
module in G′. However in light of the comment following Lemma 2.20 we take the freedom here and in the following to
speak of using edges e1, e2, . . . , ek in a Hamiltonian cycle in G′.
Proof. Since the proof is fairly straightforward we will formally prove the claim only for k = 2. Let G′ be the graph obtained
from G by inserting the new edge f ′ that connects the endpoints of the original edge f and by inserting the two parity-
modules between e1 and f and e2 and f . Let e1 = {u1, v1}, e2 = {u2, v2}, f = {u′, v′}, and let 1, 2, . . . , 12 and 1′, 2′, . . . , 12′
denote the inner vertices of the two parity-modules, respectively.
Since each Hamiltonian cycle of G uses the edge f and due to the structure of the parity-modules it is not hard to verify
that each Hamiltonian cycle of G′ either traverses the parity modules via
u′, 9, 5, 1, 2, 6, 10, 11, 7, 3, 4, 8, 12, 9′, 5′, 1′, 2′, 6′, 10′, 11′, 7′, 3′, 4′, 8′, 12′, u′
in that order or the reverse order – or as we say, uses the edge f but none of the edges e1 or e2 – or traverses the parity
modules via
u1, 1, 5, 9, 10, 6, 2, 3, 7, 11, 12, 8, 4, v1
and
u2, 1′, 5′, 9′, 10′, 6′, 2′, 3′, 7′, 11′, 12′, 8′, 4′, v2
in that order or in the reverse order—or as we say, uses the f ′ and the edges e1 and e2 but not the edge f . 
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Fig. 4. Symbolization for all-connected edges e1, e2, . . . , ek . The edge f needed to achieve the all-connection for e1 , e2, . . . , ek is not shown to improve
clarity in more complicated settings.
Fig. 5. The parity-module for directed graphs replacing the edges e = (u, v) and f = (u′, v′).
Wewill call the edges e1, e2, . . . , ek (that are connected with the auxiliary edge f in the sense of the above Lemma 2.21)
all-connected and symbolize this connection as done in Fig. 4. Note that the symbolization does not include the connection
to the edge f . In the forthcoming proof it will always be clear which edge will play the role of the edge f . This simplified
depiction of all-connected edges will allow us to give succinct and clear visualizations of the constructions in Section 3.1.
For directed graphs we can find similar graph gadgets.
Lemma 2.22. Let G be a directed graph and let e = {u, v} and f = {u′, v′} be two distinguished edges of G. Define the graph
G′ to be identical to G except that the edges e and f in G are replaced by the subgraph, called directed parity-module, shown in
Fig. 5. In particular, the edges e and f are deleted from G and new vertices 1, 2, . . . , 6 and new edges are added to G as shown in
Fig. 5. Let H be a Hamiltonian cycle in G′. The following statements are equivalent:
1. {u, 1} ∈ H.
2. {4, v} ∈ H.
3. {u′, 3} ∉ H.
4. {6, v′} ∉ H.
Again the directed parity-module can be used to construct a gadget that for a selected group of edges, e1, e2, . . . , ek,
satisfies that each Hamiltonian cycle of the modified graph uses all of the edges e1, e2, . . . , ek or none of them. This can be
done in the same way as it was done in the undirected case.
Lemma 2.23. Let G be a directed graph and let e1, e2, . . . , ek and f be pairwise nonadjacent edges of G. Let f be an edge that is
used by each Hamiltonian cycle of G. The graph G is modified to G′ by first inserting an edge f ′ that connects the starting point of
f with the endpoint of f and then inserting parity-modules between f ′ and each of e1, e2, . . . , ek.
Each Hamiltonian cycle of G′ uses either all of ei, 1 ≤ i ≤ k, or none of them.
As in the undirected case the edges e1, e2, . . . , ek in the above Lemma 2.23 will be called all-connected.
3. Main results
In this section we state the main results of this paper, that is, we prove the coNP-completeness for the inverse
problems Invs-HC and Invs-3DM. In both cases we give a many-one reduction from Invs-3SAT (which is coNP-complete
by Theorem 2.16) using the characterization of Invs-3SAT given in Observation 2.19.
3.1. The coNP-completeness of Invs-HC
Here we give the first of our main results, the coNP-completeness of Invs-HC.
Theorem 3.1. Invs-HC is coNP-complete.
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Fig. 6. The result of Construction Step 1.
For a better presentation and improved clarity we delay the proof of the above Theorem 3.1 after Observation 3.3. We
will first give the proof idea for the upcoming proof, show how to construct helpful graph gadgets, and prove structural
properties of them.
In the upcoming proof of Theorem 3.1 we will ≤pm-reduce the coNP-complete problem Invs-3SAT (Theorem 2.16) to
Invs-HC. To achieve that we will show, given a well-formed proof set Π3SAT for V3SAT, how to construct a graph GΠ3SAT that
will contain a Hamiltonian cycle for each assignment (via a one-to-one correspondence) that is 3-compatible withΠ3SAT. A
proof setΠHC for VHC such that it contains exactly those Hamiltonian cycles from GΠ3SAT that correspond to the assignments
in Π3SAT can then be easily extracted from GΠ3SAT . We furthermore show that the candidate graph for ΠHC has exactly the
vertices of GΠ3SAT and contains exactly the Hamiltonian cycles that were also Hamiltonian cycles in GΠ3SAT .
Now, recall that by Theorem 2.19 for any proof setΠ3SAT it holds thatΠ3SAT is in Invs-3SAT if and only ifΠ3SAT is closed
under 3-compatibility, that is, if and only ifΠ3SAT contains all assignments, that are 3-compatible withΠ3SAT.
By our construction we thus have that Π3SAT is closed under 3-compatibility if and only if the candidate graph for ΠHC
contains exactly the Hamiltonian cycles inΠHC. And hence we obtainΠ3SAT is in Invs-3SAT if and only ifΠHC is in Invs-HC.
We will first show how to construct the above mentioned graph GΠ3SAT . Let Π3SAT be a well-formed set of assignments.
Hence, there exist integers n,m ∈ N such that Π3SAT = {α1, α2, . . . , αm} and for all i, 1 ≤ i ≤ m, αi ∈ {0, 1}n. The strings
αi will be interpreted as assignments to n Boolean variables y1, y2, . . . , yn in the canonical way and we will write αi(yj) to
denote the jth bit of αi.
The graphGΠ3SAT will be constructed in stages. In each construction stepwewillmotivate the newly introduced features in
light of the desired one-to-one correspondence between Hamiltonian cycle in the to be constructed graph and assignments
that are 3-compatible withΠ3SAT.
Construction Step 1. The construction starts with a simple cycle Cl, l = n+ 2
n
3
+ 1. Fix n consecutive edges e1, e2, . . . , en in
Cl and for each i, 1 ≤ i ≤ n, add one new edge fi to Cl that connects the endpoints of ei (and so produce a chain of n double edges).
Let G′Π3SAT be the graph constructed so far (see Fig. 6).
Even though G′Π3SAT is not a simple graph the upcoming stages of the construction will ensure that the final graph GΠ3SAT is
simple.
The chain of ‘‘double’’ edges ei, fi, 1 ≤ i ≤ n, will be called n-chain in the following. For each i, we associate the edges ei, fi
with the variable yi. Note that the n-chain induces exactly 2n Hamiltonian cycles in G′Π3SAT , one for each possible assignment
of the variables y1, y2, . . . , yn. The edges ei (fi), 1 ≤ i ≤ n, will also be called 0-edges (1-edges) referring to the desired
correspondence between Hamiltonian cycles and assignments. The usage of a 0-edge ei (1-edge fi) in a Hamiltonian cycle
will represent assigning the Boolean value 0 (1) to yi. Hence, any Hamiltonian cycle traversing the n-chain canonically
corresponds to an assignment for y1, y2, . . . , yn and vice versa.
The remaining part of the construction of GΠ3SAT consists of the insertion of subgraphs into G
′
Π3SAT
in order to restrict
the set of Hamiltonian cycles to those that correspond to assignments that are 3-compatible with Π3SAT. Recall that an
assignment β is called 3-compatible with a set of assignmentsΠ (over the same variable set) if for each three-element set
of variables {yi1 , yi2 , yi3} the assignment β is {yi1 , yi2 , yi3}-compatible withΠ .




, one gadget for each three-element set of variables {yi1 , yi2 , yi3}, that will
eventually be subgraphs of the to be constructed graph GΠ3SAT . The structure of a subgraph Hi associated with the three
variables yi1 , yi2 , yi3 and its connections to the remaining graph, in particular the n-chain, will ensure that every Hamiltonian
cycle in GΠ3SAT corresponds to an assignment that is {yi1 , yi2 , yi3}-compatible withΠ3SAT.





Π i3SAT = {a1a2a3 ∈ {0, 1}3 : (∃α ∈ Π3SAT)(∀j : 1 ≤ j ≤ 3)[α(yij) = aj]}.
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Fig. 7. The structure of the gadget H1 after Construction Step 2a.
Fig. 8. The structure of the gadget H1 after Construction Step 2b.
So, Π i3SAT is the set of pairwise different partial {yi1 , yi2 , yi3}-assignments in Π3SAT, i.e., assignments from Π3SAT restricted
to the variables yi1 , yi2 , and yi3 . In other words, an assignment β for the variables y1, y2, . . . , yn is {yi1 , yi2 , yi3}-compatible
withΠ3SAT if and only if β(yi1)β(yi2)β(yi3) ∈ Π i3SAT. Let ki denote the number of elements inΠ i3SAT and note that ki ≤ 8.




, will all have the same structure and so without loss of generality we will only describe the
construction of the gadget for the three variables y1, y2, y3, say H1. The gadget H1 will also be constructed in stages.
Construction Step 2a. The construction of the gadget H1 starts with a path of five edges. After ‘‘doubling’’ the first three edges,
i.e., inserting new edges connecting their endpoints and so building a graph consisting of a chain of three double edges followed by
a path of two edges, we obtain a graph K ′. Connect k1 copies of K ′, call them K ′1, K
′
2, . . . , K
′
k1
in a path-like manner by identifying
the start and end vertices of the original path of five edges of consecutive copies of K ′ (see also Fig. 7).
Each copy of K ′ will be called a 3-chain and every 3-chain will correspond to an element a1a2a3 from Π i3SAT. This
correspondencewill play an important role in the upcoming Construction Step 4.Within each 3-chain ofH1 wewill associate
the first double edgewith the variable y1, the secondwith y2, and the thirdwith y3, where one edge participating in a double
edge will be called 0-edge while the other will be called 1-edge.




3 to the gadget H1. For each i, 1 ≤ i ≤ 3, and each 3-chain K in H1 add





3 as described in Lemma 2.21 (see Fig. 8).
Note that the all-connections spoken of in Construction Step 2b require the existence of an auxiliary edge, that is used by
each Hamiltonian cycle. However each copy of K ′ contains two edges that have not been doubled in Construction Step 2a
and both can be used for exactly this purpose. This follows from the fact that the vertex adjacent to both these edges will
remain a vertex of degree 2 throughout the construction and thus each of the two edges will be used by any Hamiltonian
cycle.
This completes the construction of H1. It is obvious how the gadgets for other three element sets of variables have to be
constructed. The overall structure of the gadgets H2, . . . ,H(n3) is identical to the structure of H1 as shown in Fig. 8, only the
number of 3-chains and the names of the vertices will differ.
This concludes the construction of the gadgets Hi and we will return to the construction of GΠ3SAT .
Construction Step 3. Insert the gadgets H1, . . . ,H(n3) into the graph G
′
Π3SAT
as shown in Fig. 9. In particular, recall that the graph
G′Π3SAT contains a simple path of 2
n
3
 + 1 edges. Replace any other edge of that simple path by one gadget Hi (replacing an edge
{u′′, v′′} byHi means removing the edge {u′′, v′′} fromG′Π3SAT and identifying the vertices u′′ and v′′with the leftmost and rightmost
vertices of the sequence of 3-chains in Hi, respectively).




are supposed to handle 3-compatibility.
Informally put, the upcoming Construction Step 4 will ensure that the traversal of a Hamiltonian cycle through the n-chain,
i.e., the usage of 0- and 1-edges in the n-chain, will affect the traversal of that Hamiltonian cycle through the gadgets Hi. We
will achieve this by carefully connecting some edges from the n-chain with edges from the 3-chains inside the gadgets Hi
with parity-modules.
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Fig. 9. The structure of the graph GΠ3SAT after Construction Step 3.
Fig. 10. The final structure of the graph GΠ3SAT . The actual number of parity modules between the gadgets and the n-chain is much larger than that shown
in the picture (see also Fig. 11).




, and for all 0-edges e′ in Hi do the following: suppose e′ is the part of a 3-
chain that is associated with the partial assignment a1a2a3 ∈ Π i3SAT, a1, a2, a3 ∈ {0, 1}, and let e′ be associated with the variable
yij , 1 ≤ j ≤ 3, within that 3-chain. Connect e′ with fij (the 1-edge in the n-chain that is associated with yij ) via a parity-module
if and only if aj = 1. Connect e′ with eij (the 0-edge in the n-chain that is associated with yij ) via a parity-module if and only if
aj = 0.
Observe that the connections of a gadgets Hi to the n-chain depend heavily on the partial assignment for the variables
yi1 , yi2 , yi3 that are associated with Hi (see Fig. 11 for an example). Note also, that with respect to a potential Hamiltonian
cycle C in the graph GΠ3SAT and C ’s traversal of the n-chain the parity-connections between the n-chain and the gadgets Hi





traversed. The latter is determined by the 3-chain in which C avoids all three 0-edges, in other words by the 3-chain that
witnesses the {y1, y2, y3}-compatibility of the assignment defined by C ’s traversal through the n-chain (see Fig. 10).
This completes the construction of the graph GΠ3SAT . As mentioned at the beginning of Section 3.1 we will now show that
GΠ3SAT has the property that it contains exactly one Hamiltonian cycle for each assignment that is 3-compatible withΠ3SAT.
Lemma 3.2. Let Π3SAT be a well-formed set of proofs for V3SAT and let GΠ3SAT be the graph constructed from Π3SAT as described
in the above Construction Steps 1, 2a, 2b, 3 and 4.
There is a polynomial-time (in the size of Π3SAT) computable and polynomial-time (in the size of Π3SAT) invertible bijective
mapping between the set of assignments that are 3-compatible withΠ3SAT and the set of Hamiltonian cycles in GΠ3SAT .
Proof. Let Π3SAT be a well-formed set of proofs for V3SAT and let GΠ3SAT be the graph constructed from Π3SAT as described
above. Let n denote the size of each assignment inΠ3SAT and let Y = {y1, y2, . . . , yn} denote a set of n variables.
Recall from the comment after Construction Step 1 that we have an obvious bijective mapping ϕ between the set of
traversals of the n-chain (traversal here means using the edges of the n-chain in light of Lemma 2.20 and the comment
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Fig. 11. As an example the figure shows a selected part of GΠ3SAT , namely the parity-modules connecting a gadget Hi and the n-chain. The gadget Hi
is associated with the three variables yi1 , yi2 , yi3 and hence only the edges of the n-chain associated with these three variables are shown. The set of
assignmentsΠ3SAT is assumed to contain (at least) the partial assignments 011, 100, 110 with respect to the variables yi1 , yi2 , yi3 and hence the gadget Hi
contains (at least) three 3-chains each being associated with one of 011, 100, and 110. In the figure we assume the leftmost 3-chain to be associated with
the partial assignment 110, themiddle 3-chain to be associated with the partial assignment 100 and the rightmost 3-chain to be associated with the partial
assignment 011.
following that lemma) in GΠ3SAT and the set of assignments for y1, y2, . . . , yn, i.e., a traversal T of the n-chain in GΠ3SAT is
mapped to the assignment αT , where for all 1 ≤ i ≤ n, αT (yi) = a, a ∈ {0, 1}, if and only if T uses the a-edge associated
with yi. Clearly, every Hamiltonian cycle in GΠ3SAT traverses the n-chain and thus induces an assignment α for y1, y2, . . . , yn.
Wewill now show that (a) for every Hamiltonian cycle C in GΠ3SAT , let C ’s traversal of the n-chain be denoted by TC , ϕ(TC )
is an assignment that is 3-compatible withΠ3SAT and (b) that for all assignments α that are 3-compatible withΠ3SAT, there
exists a uniquely determined Hamiltonian cycle C in GΠ3SAT such that TC = ϕ−1(α). Informally put, we will show that ϕ
induces a bijective mapping between the set of assignments that are 3-compatible with Π3SAT and the set of Hamiltonian
cycles in GΠ3SAT .
Turning to (a) let C be a Hamiltonian cycle in the graph GΠ3SAT . Let α = ϕ(TC ) be the assignment to the variables
y1, y2, . . . , yn that is defined by C ’s traversal through the n-chain of GΠ3SAT . We will now argue that α is 3-compatible
with Π3SAT, in particular we will show that α is {yi1 , yi2 , yi3}-compatible with Π3SAT for any three element set of variables{yi1 , yi2 , yi3}.
Let yi1 , yi2 , yi3 be three variables and letHi be the gadget in GΠ3SAT that is associated with {yi1 , yi2 , yi3}. Consider a 3-chain
K inHi that is associated with a partial assignment a1a2a3 and focus on the 0-edge (1-edge) in that 3-chain associated with a
variable yij . Observe that by Construction Step 4 and the therein described insertion of parity-modules we have that C does
not use the 0-edge in K that is associated with yij if and only if aj = α(yij). It follows that C corresponds to an assignment
that is {yi1 , yi2 , yi3}-compatible withΠ3SAT if and only if there exists one 3-chain K in Hi such that C does not use any of the
three 0-edges in K .




3 (as described in Construction Step 2b) into Hi guarantees exactly




3 has the desired effect note that the three new vertices have to be visited
by each Hamiltonian cycle. Each edge leading from a 3-chain to one of the new vertices is all-connected to the other five










3 will be visited by C via edges coming from
one and the same 3-chain. Now, it easy to see that C has to avoid all three 0-edges in at least one 3-chain, namely in the




3 . If C would use one of these 0-edges there would be a small cycle in C




3 that start at the endpoints of the 0-edge,
a contradiction.
It follows that α is {yi1 , yi2 , yi3}-compatible with Π3SAT for every three element set {yi1 , yi2 , yi3} of variables from{y1, y2, . . . , yn}.
Turning to (b) let α be an assignment that is 3-compatible withΠ3SAT. It follows that α is {yi1 , yi2 , yi3}-compatible with
Π3SAT for any three element set of variables {yi1 , yi2 , yi3} ⊆ {y1, y2, . . . , yn}. Consider T = ϕ−1(α), the traversal of the
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n-chain in GΠ3SAT associated with α via ϕ. We will argue that T can be modified and extended to a Hamiltonian cycle C
of GΠ3SAT .
The cycle C will traverse the n-chain of GΠ3SAT the same way as T does but note that while doing so C will traverse all
parity modules that have been added in Construction Step 4 between the edges T uses in the n-chain and the gadgets Hi.
Note that this will force C to avoid certain 0-edges in some 3-chains of the gadgets H1, . . . ,H(n3).
The cycle C will then one after the other traverse through that gadgets Hi along the initial cycle Cl (see
Construction Step 1). We will now describe how C traverses the gadgets Hi. Let Hi be such a gadget and let yi1 , yi2 , yi3 be
the variables associated with Hi.
The gadget Hi will be entered through ui and left through vi. Since the 3-chains in Hi are connected in pathlike manner
(see Construction Step 2a) we will traverse Hi along the ‘‘path of 3-chains’’ and while doing so take care of the vertices wi1,
wi2, w
i
3, and the vertices related to the parity modules and the all-connected edges (see Construction Step 2b). Let K be a
3-chain of Hi and let it be associated with the partial assignment a1a2a3. Note that each 0-edge in K is connected to exactly
one edge in the n-chain of GΠ3SAT via a parity module. Due to the properties of the parity module (see Lemma 2.20) and C ’s
traversal of the n-chain there is exactly one way for C to traverse K .
Case 1: The partial assignment a1a2a3 for the variables yi1 , yi2 , yi3 coincides with the assignment α when restricted to the
variables yi1 , yi2 , yi3 , i.e., α(yi1) = a1 and α(yi2) = a2 and α(yi3) = a3.
Enter K through s1 and proceed through the edges {s1, w1i }, {w1i , s2}, {s2, w2i }, {w2i , s3}, {s3, w3i }, {w3i , s4} in that
order and while doing so traverse through the parity modules that all-connect these six edges. Continue through
the edges {s4, s5} and {s5, s6} and leave K via s6.
Case 2: The partial assignment a1a2a3 for the variables yi1 , yi2 , yi3 does not coincidewith the assignmentαwhen restricted
to the variables yi1 , yi2 , yi3 , i.e., α(yi1) ≠ a1 or α(yi2) ≠ a2 or α(yi3) ≠ a3.
For all 1 ≤ t ≤ 3 if the 0-edge between st and st+1 cannot be used due to C ’s traversal of the n-chain use the
1-edge between st and st+1. If the 0-edge between st and st+1 can be used C proceeds along the 0-edge to st+1
and while doing so traverse through the parity-module attached to it in Construction Step 4. Continue through the
edges {s4, s5} and {s5, s6} and while doing so also traverse through all the parity modules that all-connect the six
edges {s1, w1i }, {w1i , s2}, {s2, w2i }, {w2i , s3}, {s3, w3i }, and {w3i , s4}. Leave K via s6.
Since α is {yi1 , yi2 , yi3}-compatible with Π3SAT there is an assignment β ∈ Π3SAT such that α and β coincide on the
variables yi1 , yi2 , yi3 . It follows that the string α(yi1)α(yi2)α(yi3) is in Π
i
3SAT and hence there is a 3-chain K inside Hi that
is associated with α(yi1)α(yi2)α(yi3) (see Construction Step 2a). It follows that Case 1 of the above case distinction occurs
exactly once in Hi, namely for the 3-chain K .
It follows that there is exactly one extension of T to a Hamiltonian cycle which completes the proof of the lemma. 
The following observation is obvious from the construction of the graph GΠ3SAT , Lemma 3.2, and its proof.
Observation 3.3. Let Π3SAT be a well-formed set of proofs for V3SAT and let GΠ3SAT be the graph constructed from Π3SAT as
described in the above Construction Steps 1, 2a, 2b, 3 and 4.
The following holds.
1. The size of the graph GΠ3SAT is polynomial in the length n of the strings inΠ3SAT and thus in |Π3SAT|.2
2. The construction of GΠ3SAT can be done in time polynomial in |Π3SAT|.
3. Given a well-formed set of proofsΠ3SAT for V3SAT and an assignment α ∈ Π3SAT, the Hamiltonian cycle that is associated with
α via the bijective mapping spoken of in the above Lemma 3.2 can be constructed in time polynomial in |Π3SAT|.
We are now prepared to formally prove Theorem 3.1.
Proof of Theorem 3.1. Due to Corollary 2.8 it suffices to give a ≤pm-reduction from the coNP-complete problem Invs-3SAT
(Theorem 2.16) to Invs-HC.
We will first formally define the function f that realizes the≤pm-reduction from Invs-3SAT to Invs-HC. The function f will
map any non well-formed proof set Π3SAT to a fixed non-member of Invs-HC. For well-formed proof sets Π3SAT we define
f (Π3SAT) to be the set of those Hamiltonian cycles in GΠ3SAT (see Construction Steps 1, 2a, 2b, 3 and 4 for a formal definition)
that correspond to the assignments inΠ3SAT via the mapping spoken of in Lemma 3.2.
Note that any assignment fromΠ3SAT is 3-compatible withΠ3SAT and hence there does indeed exist a Hamiltonian cycle
in GΠ3SAT for every assignment fromΠ3SAT (Lemma 3.2). Since checking whether a proof set is well-formed, constructing the
graph GΠ3SAT , and also extracting Hamiltonian cycles corresponding to given assignments can all be done in polynomial time
(Observation 3.3) it follows that f is computable in polynomial time.
It remains to show that for allΠ3SAT we haveΠ3SAT ∈ Invs-3SAT←→ f (Π3SAT) ∈ Invs-HC.
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SupposeΠ3SAT ∈ Invs-3SAT. HenceΠ3SAT is awell-formedproof set andbyObservation2.19 closedunder 3-compatibility.
It follows from Lemma 3.2 that the graph GΠ3SAT has exactly one Hamiltonian cycle for each assignment from Π3SAT. Since
f mapsΠ3SAT to the set of those Hamiltonian cycles that correspond to assignments in GΠ3SAT it follows that f (Π3SAT) is the
set of all Hamiltonian cycles in GΠ3SAT and hence f (Π3SAT) is in Invs-HC.
Conversely, suppose Π3SAT ∉ Invs-3SAT. Hence, Π3SAT is either not well-formed or Π3SAT is not closed under 3-
compatibility. If Π3SAT is not well-formed it follows from the definition of f (Π3SAT) that f (Π3SAT) is not in Invs-HC. So
supposeΠ3SAT is a well-formed proof set that is not closed under 3-compatibility. As defined above, f (Π3SAT) is the set of all
Hamiltonian cycles of GΠ3SAT that are associated with assignments inΠ3SAT. SinceΠ3SAT is not closed under 3-compatibility
there exists an assignment α /∈ Π3SAT that is 3-compatible with Π3SAT. It follows from Lemma 3.2 that there exists a
Hamiltonian cycle C ′ (namely the Hamiltonian cycle associated with α) in GΠ3SAT that is not in f (Π3SAT). We will now argue
that C ′ is a Hamiltonian cycle also in the candidate graph of f (Π3SAT), cHC(f (Π3SAT)), which in turn implies f (Π3SAT) /∈ Invs-
HC.
Recall that the candidate graph of f (Π3SAT) contains exactly those edges, that are used in at least one of the cycles in
f (Π3SAT). Hence it suffices to show that each edge from C ′ is in at least one of the cycles from f (Π3SAT). We will distinguish
three types of edges in C ′. An edge in C ′ will be called a type-1-edge if and only if it is neither part of the n-chain nor part
of any gadget Hi (including all parity- and all-modules connected to Hi) in GΠ3SAT . Edges that are part of the n-chain will be
called type-2 edges. All other edges of C ′, in particular edges that are part of a gadget Hi, all the connections and parity- and
all-modules, will be called type-3 edges.
Clearly, any type-1 edge is in all cycles from f (Π3SAT). Let e be a type-2 edge and suppose that no cycle in f (Π3SAT)
contains e. Since e is part of the n-chain containment of e in a Hamilton cycle implies that the assignment associated with
that Hamiltonian cycle assigns a truth value ae ∈ {0, 1} (depending on e) to a variable ye (also depending on e). In particular,
we have α(ve) = ae. It follows that the assignment α associated with C ′ differs from any assignment associated with any
Hamiltonian cycle in f (Π3SAT) on that variable ye and hence α is not 3-compatible withΠ3SAT, a contradiction.
Finally, let e be a type-3 edge and suppose that e belongs to a gadget Hi that is associated with the variables (yi1 , yi2 , yi3).
Since α is 3-compatible withΠ3SAT there exists an assignment β ∈ Π3SAT such that for all j, 1 ≤ j ≤ 3, α(yij) = β(yij). By the
construction of the gadget Hi and its connection to the n-chain in GΠ3SAT it follows that the Hamiltonian cycles associated
with α and β use exactly the same edges while traversing Hi. That traversal includes all vertices that have been introduced
in Construction Steps 2a, 2b and 4, i.e., all vertices from parity- and all-modules. Hence e is used by the Hamiltonian cycle
associated with β and since β ∈ Π3SAT we have that e is in a Hamiltonian cycle from f (Π3SAT).
This completes the proof that we haveΠ3SAT ∈ Invs-3SAT↔ f (Π3SAT) ∈ Invs-HC, for allΠ3SAT, and thus the proof of the
theorem. 
Note that the above proof of Theorem3.1 can be easily adjusted to also show that inverting theHamiltonian cycle problem
on directed graphs is coNP-complete. Both the necessary gadgets and the constructed graph can be modified to be directed
graphs without destroying the correctness of the reduction.
Theorem 3.4. Invs-DHC is coNP-complete.
Proof. The proof is quite similar to the proof of Theorem 3.1 and we will only give a rough sketch while pointing to
the necessary modifications. Due to Corollary 2.11 it suffices to give a ≤pm-reduction from the coNP-complete problem
Invs-3SAT (Theorem 2.16) to Invs-DHC.
The core of that reduction is, starting from a well-formed proof set Π3SAT, the construction of a directed graph GΠ3SAT
that will contain a Hamiltonian cycle for each assignment (via a polynomial-time computable and invertible one-to-one
correspondence) that is 3-compatible with Π3SAT. The only difference to the proof of Theorem 3.1 will be the construction
of the directed graph GΠ3SAT . The general structure of GΠ3SAT will be identical to the one defined in the Construction Steps 1,
2a, 2b, 3 and 4 at the beginning of this section.
Recall from Section 2 that we have directed parity-modules that enabled us to force Hamiltonian cycles to use edges in
a certain way.
The construction of GΠ3SAT proceeds as follows.
1. Start with a simple directed cycle Cl, l = n+2
n
3
+1. Fix n consecutive edges e1, e2, . . . , en in Cl and for each i, 1 ≤ i ≤ n,
add one new edge fi to Cl that connects the endpoints of ei in the same direction as ei connects its endpoints (and so
produce a chain of n double edges). Let G′Π3SAT be the graph constructed so far (see Fig. 12).
2. Define a gadget Hi for each three element set of variables {yi1 , yi2 , yi3} as follows.
(a) Start with a directed path of five edges. After ‘‘doubling’’ the last three edges, i.e., inserting new edges connecting the
endpoints of (old) edges in the same direction as the old edges connected their endpoints, and so building a graph
consisting of a path of two edges followed by a chain of three double edges, we obtain a graph K ′. Connect ki copies
of K ′, call them K ′1, K
′
2, . . . , K
′
ki
in a path-like manner by identifying the start and end vertices of the original path of
five edges of consecutive copies of K ′ (see also Fig. 7 and Fig. 13). Here ki = ∥Π i3SAT = {a1a2a3 ∈ {0, 1}3 : (∃α ∈
Π3SAT)(∀j : 1 ≤ j ≤ 3)[α(yij) = aj]}∥.




3 to the gadget Hi, that also will be associated with the variables yi1 , yi2 , and yi3 ,
respectively. For each i, 1 ≤ i ≤ 3, and each 3-chain K in Hi add an edge from the starting point of its yi-double-edge
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Fig. 12. The graph G′Π3SAT .
Fig. 13. The structure of the gadget Hi .
to w1i and add an edge from w
1
i to the endpoint of its yi-double-edge. Furthermore, for each 3-chain K all-connect




3 (see Fig. 13).
3. Insert the gadgets H1, . . . ,H(n3) into the graph G
′
Π3SAT
in the same way as it is described in Construction Step 3 (see also
Fig. 9). In particular, recall that the graph G′Π3SAT contains a simple directed path of 2
n
2
 + 1 edges. Replace any second
edge of that simple path by one gadget (replacing an edge {u′′, v′′} by Hi means removing the edge {u′′, v′′} from G′Π3SAT
and identifying the vertices u′′ and v′′ with the vertices ui and vi – the ‘‘first’’ and ‘‘last’’ vertices of Hi – respectively).




, and for all 0-edges e′ inHi do the following: suppose e′ is part of a 3-chain that is associated
with the partial assignment a1a2a3 ∈ Π i3SAT, a1, a2, a3 ∈ {0, 1}, and let e′ be associated with the variable yij , 1 ≤ j ≤ 3,
within that 3-chain. Connect e′ with fij (the 1-edge in the n-chain that is associated with yij ) via a parity-module if and
only if aj = 1 and connect e′ with ei (the 0-edge in the n-chain that is associated with yij ) via a parity-module if and only
if aj = 0 (see also Fig. 11 for an (undirected) example). 
3.2. The coNP-completeness of Invs-3DM
In this section we state our second main result, namely the coNP-completeness of Invs-3DM. The proof is based on the
same idea as the proof of Theorem 3.1, that is, we give a many-one reduction from the coNP-complete problem Invs-3SAT
using the characterization of Invs-3SAT via the notion of 3-compatibility (Observation 2.19).
Theorem 3.5. Invs-3DM is coNP-complete.
Proof. The fact that Invs-3DM ∈ coNP is stated in Corollary 2.14. We will prove coNP-hardness of Invs-3DM by giving a
≤pm-reduction from Invs-3SAT that was shown to be coNP-complete in [5] (see Theorem 2.16). This reduction will be done
by the function f that will be defined during the proof. LetΠ3SAT be a set of proofs for V3SAT. IfΠ3SAT is not well-formed we
define f (Π3SAT) to be a fixed non-member of Invs-3DM.
So let Π3SAT be a well-formed set of proofs. Hence, there exist natural numbers n and m such that Π3SAT = {α1,
α2, . . . , αm} with αi = a1i a2i . . . ani ∈ {0, 1}n, 1 ≤ i ≤ m. We think of the assignments from Π3SAT as if mapping a variable
set {x1, x2, . . . , xn} to {0, 1}.
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The basis of the definition of f (Π3SAT) for well-formed setsΠ3SAT will be the set SΠ3SAT of triples that will be defined step
by step during the proof.
First, we put the triplets of variables contained in the following 2n sets S ′i and S
′′





S ′i = {(sji, xji, t j+1i ), 1 ≤ j ≤ r − 1} ∪ {(sri , xri , t1i )}
S ′′i = {(sji,¬xji, t ji ), 1 ≤ j ≤ r}.
Here sji and t
j
i , 1 ≤ i ≤ n and 1 ≤ j ≤ r , are ‘‘new’’ variables whereas xji, 1 ≤ j ≤ r , are ‘‘copies’’ of the boolean variable
xi, 1 ≤ i ≤ n, related toΠ3SAT.








many triplets of variables
from {x1, x2, . . . , xn}. Recall that these triplets played an important role in the definition of 3-connectivity in Section 3.1 and
thus implicitly also in the upcoming proof.




i we can establish the following
claim.
Lemma 3.6. LetM be a 3D-matching for SΠ3SAT . Then for each i, 1 ≤ i ≤ n,M either completely contains S ′i or completely contains




i ) then M ∩ S ′′i = ∅ (M ∩ S ′i = ∅), i.e., there are no triples from S ′′i (S ′i ) in M.
Proof. LetM be amatching for SΠ3SAT and let i be an arbitrary natural number such that 1 ≤ i ≤ n. Since s1i has to be covered,




i ) and (s
1
i ,¬x1i , t1i ) is an element ofM .




i ) ∈ M . So t2i is already covered and it follows that s2i can only be covered by (s2i , x2i , t3i ). Iteratively, it follows
















i ) are members ofM and hence S
′
i ⊆ M and S ′′i ∩M = ∅.
If we suppose that (s1i ,¬x1i , t1i ) ∈ M it follows that S ′′i ⊆ M and S ′i ∩M = ∅ in an analogous manner. 
For the reduction, we need a correspondence between Boolean assignments andmatchings of SΠ3SAT . Lemma 3.6 provides
the basis for this correspondence. We associate a matchingM of S to the assignment αM such that αM(xi) = 0 if S ′i ⊆ M and
αM(xi) = 1 if S ′′i ⊆ M , 1 ≤ i ≤ n. Even though this correspondence might appear to be non-canonical since S ′′i covers ¬xji,
1 ≤ j ≤ r , the defined correspondence will become quite canonical in the steps to come since in case of S ′′i ⊆ M the positive




versions of the variable xi
(¬xi), 1 ≤ i ≤ n, that still have to be covered.
Our intention is to define the set SΠ3SAT such that SΠ3SAT has exactly one 3D-matching for each assignment that is 3-
compatible with Π3SAT. Then we will map Π3SAT to the set Π3DM of associated 3D-matchings of SΠ3SAT and finally, we will
see thatΠ3SAT ∈ Invs-3SAT if and only ifΠ3DM ∈ Invs-3DM, a≤pm-reduction.
We just defined a correspondence between matchings and assignments. So, the remaining part of the construction will
dealwith the issue to ‘‘check’’ whether the assignment defined by amatching’s usage of the sets S ′i respectively S
′′
i , 1 ≤ i ≤ n,
is 3-compatible with Π3SAT. Since 3-compatibility means {xak , xbk , xck}-compatibility for all possible triplets {xak , xbk , xck},
1 ≤ k ≤ n3 and 1 ≤ ak < bk < ck ≤ n, we can (and will) check 3-compatibility by checking {xak , xbk , xck}-compatibility,
for all k, 1 ≤ k ≤ n3. We will do so by inserting a couple of sets with upper index k, for each k, 1 ≤ k ≤ n3, that will realize
the test of {xak , xbk , xck}-compatibility.






Π k3SAT = {b1b2b3 ∈ {0, 1}3 : (∃i ∈ {1, . . . ,m})[b1 = aaki ∧ b2 = abki ∧ b3 = acki ]}
of partial assignments from Π3SAT (restricted to {xak , xbk , xck}). Let ℓk = |Π k3SAT| be the number of partial assignments in
Π k3SAT (note that ℓ
k ≤ 8) andΠ k3SAT = {βk1, βk2, . . . , βkℓk}. For each element βki = b1,ki b2,ki b3,ki , 1 ≤ i ≤ ℓk, ofΠ k3SAT we add the
following set Ski of three triples to SΠ3SAT :






j , if b
i′,k
i = 1
¬xℓjj , if bi
′,k
i = 0
for 1 ≤ i′ ≤ 3 and j ∈ {ak, bk, ck}. Note that we did not specify the version (the upper index) of the participating literals xak ,¬xak , xbk , ¬xbk , xck , and ¬xck so far. We want to use different versions of a literal for different (upper) indices k. Hence we
have to count up the version of a literal for each triplet {xak , xbk , xck}, the variable is contained in. So each appearance of a
variable xj in the sets Ski , 1 ≤ i ≤ ℓk, gets the upper index ℓj if ℓj − 1 = ∥{{xas , xbs , xcs} : xj ∈ {xas , xbs , xcs} ∧ 1 ≤ s < k}∥.
A negated variable gets the same upper index as the positive one. Hence, for each boolean variable xi, 1 ≤ i ≤ n, out of














versions of each variable.
To illustrate the rather simple idea behind the complicated definition of the sets Ski , we give a small example.
Example 3.7. LetΠ3SAT = {(11001), (11010), (10111), (01110)}. If we consider the first three variables x1, x2, x3 (the triple
with the upper index k = 1),we obtain the setΠ13SAT = {(110), (101), (011)} (with ℓ1 = 3) of partial assignments, restricted
to x1, x2, x3. Hence, the sets
S11 = {{(u11, x11, v1,11 ), (u12, x12, v1,12 ), (u13,¬x13, v1,13 )} (due to (110))
S12 = {{(u11, x11, v2,11 ), (u12,¬x12, v2,12 ), (u13, x13, v2,13 )} (due to (101))
S13 = {{(u11,¬x11, v3,11 ), (u12, x12, v3,12 ), (u13, x13, v3,13 )} (due to (011))
are put into SΠ3SAT . Recall Lemma 3.6 and the defined correspondence between assignments and matchings. Thus, for
instance, S11 ⊆ M implies that the assignment α that is associated to M equals (110) when restricted to x1, x2, and x3.
Since forthcoming steps will make sure that exactly one of the sets S11 , S
1
2 , and S
1
3 is included in each 3D-matching M of
SΠ3SATwe eventually achieve that the associated assignments α is {x1, x2, x3}-compatible withΠ3SAT.
The following lemma is the generalization of this idea.
Lemma 3.8. Let M be a 3D-matching for SΠ3SAT that includes the set S
k




, and some i, 1 ≤ i ≤ ℓk. Let αM
be the assignment associated with M. Then, αM is {xak , xbk , xck}-compatible withΠ3SAT.
Proof. Recall that all versions of xi (¬xi) are already covered by S ′i (S ′′i ) if the assignment αM associated withM assigns 0 (1)
to xi. Hence by the construction of Ski we have that S
k
i ⊆ M implies that β ′ki , the restriction of an assignment fromΠ3SAT to{xak , xbk , xck}, agrees with αM on xak , xbk , and xck . Thus αM is {xak , xbk , xck}-compatible withΠ3SAT. 
Fix any k, 1 ≤ k ≤ n3, for the moment. To benefit from Lemma 3.8, we want to make sure that each 3D-matching M
completely includes one of the sets Ski , 1 ≤ i ≤ ℓk. In order to achieve that, for each partial assignment β ′ki , 1 ≤ i ≤ ℓk, of




i into SΠ3SAT :
T ki = {(yi,k1 , yi,k2 , vi,k1 ), (yi,k2 , yi,k3 , vi,k2 ), (yi,k3 , yi,k1 , vi,k3 )} and
T ′ki = {(yi,k1 , yi,k1 , zk1), (yi,k2 , yi,k2 , zk2), (yi,k3 , yi,k3 , zk3)}.
We do so, for each k, 1 ≤ k ≤ n3. This concludes the construction of the set SΠ3SAT and we define XSΠ3SAT := X(SΠ3SAT),
YSΠ3SAT := Y (SΠ3SAT), and ZSΠ3SAT := Z(SΠ3SAT).
Our construction yields the following two lemmata that will be helpful for the remainder of the proof of Theorem 3.5.




, M includes the set Ski for some i ∈ {1, . . . , ℓk} and
for all j such that 1 ≤ j ≤ ℓk and j ≠ i it holds that M ∩ Skj = ∅. Furthermore, if Ski is contained in M, it follows that T ′ki ⊆ M
and T kj ⊆ M for all j such that j ≠ i and 1 ≤ j ≤ ℓk.
Proof. Note that uk1 can only be covered by one of the triples (u
k
1, ∗k1xak , vi,k1 ), 1 ≤ i ≤ ℓk. Let uk1 be covered by
(uk1, ∗k1xak , vi,k1 ) ∈ Ski for some 1 ≤ i ≤ ℓk. Hence, yi,k1 must be covered by (yi,k1 , yi,k1 , zk1). Analogous to the proof of Lemma 3.6,




3) ∈ M and (yi,k2 , yi,k2 , zk2) ∈ M and thus T ′ki ⊆ M . So the elements vi,k2 and vi,k3 can only be covered
by (uk2, ∗k2xbk , vi,k2 ) and (uk3, ∗k3xck , vi,k2 ). It follows that Ski ⊆ M . Since Ski covers uk1, uk2 and uk3, it follows that no triples from
Skj , j ≠ i, are inM . In order to cover the elements vj,k1 , vj,k2 , and vj,k3 , where j ≠ i and 1 ≤ j ≤ ℓk,M must contain the sets T kj
for all 1 ≤ j ≤ ℓk such that j ≠ i. 
Lemma 3.10. Let Π3SAT be a well-formed set of proofs for V3SAT and let SΠ3SAT be the above constructed set. There exists a one-
to-one correspondence between the 3D-matchings for SΠ3SAT and the assignments that are 3-compatible withΠ3SAT, namely the
one, that maps a matching M to the assignment αM associated with M.
Proof. LetΠ3SAT be a well-formed set of proofs for V3SAT and let SΠ3SAT be the set constructed fromΠ3SAT as described above.
First, we will show that if M is a 3D-matching for SΠ3SAT then the assignment αM associated with M is 3-compatible with
Π3SAT.





Lemma 3.9 ensures that M includes Ski for an i, 1 ≤ i ≤ ℓk, and hence by Lemma 3.8 it follows that αM is {xak , xbk , xck}-




, that is, αM is 3-compatible with
Π3SAT.
Now, it is sufficient to show that for each 3-compatible assignmentα, there exists exactly onematchingMα for SΠ3SAT that
corresponds to α. So let α be 3-compatible withΠ3SAT. For each i, 1 ≤ i ≤ n, the Boolean value that α assigns to xi uniquely
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determines whether S ′i or S
′′
i is included in a matching Mα , associated with α. So we start building up Mα by inserting the
proper set S ′i respectively S
′′
i for each i, 1 ≤ i ≤ n. This step is obviously unique.
Note that if α(xi) = 1 (α(xi) = 0), for a number i, 1 ≤ i ≤ n, then S ′′i ⊆ Mα (S ′i ⊆ Mα) covers all versions ¬xji (xji),
1 ≤ j ≤ n−12 , of ¬xi (xi) and all versions xji (¬xji), 1 ≤ j ≤ n−12 , of xi (¬xi) that still have to be covered.
We pick one number k, 1 ≤ k ≤ n3, and hence one triplet {xak , xbk , xck}. By Lemma 3.9 it follows that each matching for
SΠ3SAT includes one of the sets S
k
i , 1 ≤ i ≤ ℓk. By the construction of the sets Ski , 1 ≤ i ≤ ℓk, we have to put the set Skj′ into
Mα that corresponds to that assignment βkj′ ∈ Π k3SAT that assigns the same values to xak , xbk , and xck as α does.
Since α is 3-compatible and thus {xak , xbk , xck}-compatible withΠ3SAT such an assignment βkj′ actually exists. So we have
to put Skj′ intoMα for this unique index j
′. Furthermore, Lemma 3.9 provides that T ′kj′ and T
k
j , where j ≠ j′ and 1 ≤ j ≤ ℓk, have




, a closer look shows that all elements from XΠ3SAT , YΠ3SAT , and ZΠ3SAT are
covered exactly once and henceMα is a 3D-matching for SΠ3SAT . Note that in each step, the triples put intoMα were uniquely
determined. Thus,Mα is the only matching of SΠ3SAT that corresponds to α. 
Now, we can define f (Π3SAT) to be the setΠ3DM = {Mα : α ∈ Π3SAT}, whereMα is the matching constructed in the proof
of Lemma 3.10. To conclude the proof of the theorem, we have to show that the obviously polynomial-time-computable
function f realizes the needed reduction.
First, assume thatΠ3SAT ∈ Invs-3SAT. Hence,Π3SAT is well-formed and closed under 3-compatibility. By Lemma 3.10, it
follows that SΠ3SAT exactly has the proofs f (Π3SAT) = {Mα : α ∈ Π3SAT}. Hence, f (Π3SAT) ∈ Invs-3DM.
Conversely, letΠ3SAT ∉ Invs-3SAT. It follows thatΠ3SAT is notwell-formed orΠ3SAT is not closed under 3-compatibility. As
defined in the beginning of the proof, ifΠ3SAT is not well-formed, f maps it to a fixed non-member of Invs-3DM. So letΠ3SAT
be well-formed but not closed under 3-compatibility. Hence, there exists an assignment β ∉ Π3SAT that is 3-compatible
withΠ3SAT and by Lemma 3.10, it follows thatMβ is a 3D-matching for SΠ3SAT . The fact thatMβ is not in f (Π3SAT) is obvious.
So for the proof that f (Π3SAT) = {Mα : α ∈ Π3SAT} is not in Invs-3DM it suffices to show that Mβ is a matching for the
candidate c3DM(f (Π3SAT)) of the constructed proof set f (Π3SAT).
Recall that the candidate c3DM(Π3DM) for a well-formed setΠ3DM = {M1,M2, . . . ,Mr} is (ri=1 Mi, XM1 , YM1 , ZM1). Since




Mα, XSΠ3SAT , YSΠ3SAT , ZSΠ3SAT

.
In caseMβ is completely included in

α∈Π3SAT Mα , it is easy to see thatMβ is a 3D-matching for c3DM(f (Π3SAT)), whichwould
imply the desired fact that f (Π3SAT) is not Invs-3DM.
In order to show that Mβ is included in

α∈Π3SAT Mα , let (a, b, c) be an arbitrary triple from Mβ . Hence, (a, b, c) is
included in one of the sets S ′i and S
′′




, or in one of the sets Ski , T
k
i , and T
′k




and 1 ≤ i ≤ ℓk.




. By Lemma 3.6, it follows that S ′i ⊆ Mβ (S ′′i ⊆ Mβ ) and
thus β(xi) = 0 (β(xi) = 1). Since β is 3-compatible withΠ3SAT there exists an assignment αj ∈ Π3SAT such that αj(xi) = 0
(αj(xi) = 1). It follows that S ′i ⊆ Mαj (S ′′i ⊆ Mαj ) and hence (a, b, c) ∈

α∈Π3SAT Mα .








and 1 ≤ i ≤ ℓk. Since β is 3-compatible and in particular
{xak , xbk , xck}-compatible withΠ3SAT, there exists an assignment αj ∈ Π3SAT such that β and αj assign the same truth-values
to the variables from {xak , xbk , xck}. By the construction of Mβ it follows that Mβ includes the same sets Ski , 1 ≤ i ≤ ℓk, T ki ,
1 ≤ i ≤ ℓk, and T ′ki , 1 ≤ i ≤ ℓk, as Mαj . Hence, (a, b, c) ∈ Mαj ⊆

α∈Π3SAT Mα . So we have that Mβ ⊆

α∈Π3SAT Mα . It
follows thatMβ ∉ f (Π3SAT) is a matching for c3DM(f (Π3SAT)) and thus f (Π3SAT) ∉ Invs-3DM. 
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