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Abstract
In this paper, estimating large deviation probabilities for the infinite series of independent OU processes in Ho¨lder norm, we
obtain functional limit theorems for this process in the Ho¨lder norm, which include functional modulus of continuity and functional
LIL for the infinite series of independent OU processes in the Ho¨lder norm.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Ornstein–Uhlenbeck process; Stationary Gaussian process; Functional limit theorem; Functional law of the iterated logarithm;
Functional modulus of continuity; Large deviation probability
1. Introduction and results
Let {Y (t),−∞ < t < ∞} = {Xk(t),−∞ < t < ∞}∞k=1 be a sequence of independent Ornstein–Uhlenbeck (OU)
processes with coefficients γk and λk , i.e. {Xk(t),−∞ < t <∞} are stationary, mean zero Gaussian processes with
E{Xk(s)Xk(t)} = γk
λk
exp{−λk |t − s|}, k = 1, 2, . . . ,
where γk ≥ 0, λk > 0.
The process Y (·) was first introduced by Dawson [1] as the stationary solution of the infinite array of stochastic
differential equations
dX i (t) = −λi X i (t)dt + (2λi )1/2dWi (t), i = 1, 2, . . . ,
where {Wi (t),−∞ < t <∞} are independent Wiener processes (see also [2,3]).
Infinite dimensional OU processes have been extensively studied in the literature since the appearance of
Dawson [1]. Their importance comes from their frequent appearance in many different areas of pure and applied
mathematics. They appeared in constructive quantum field theory (cf., e.g. [4,5]), in the study of infinite particle
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system (cf. [6]) and of infinite dimensional diffusions as in [7–11]. The continuity properties of Y (·) were studied
by, for example, Iscoe et al. (see [12]). The moduli of continuity for l p-valued OU processes as well as for the l2-
norm squared process of these were investigated by, for instance, Csa´ki et al. [13], Cso¨rgo˝ and Shao [14], Csa´ki et al.
[15] studied the infinite series of the independent OU coordinate processes of Y (·), namely the process X (·) defined
by
{X (t),−∞ < t <∞} =
{ ∞∑
k=1
Xk(t),−∞ < t <∞
}
,
and obtained the Le´vy’s exact modulus of continuity for {X (t),−∞ < t <∞}.
Recently, Wang and Lin [16] studied the functional modulus of continuity and Strassen’s functional LIL for
{X (t),−∞ < t <∞} in sup-norm.
In the sequel of the present paper we assume that for some δ > 0
0 < Γ0 =
∞∑
k=1
γk (log(λk ∨ e))1+δ /λk <∞,
which, in turn, implies that X (·) is a stationary and almost surely (a.s.) continuous Gaussian process and that
σ 2(h) = E{X (t + h)− X (t)}2 = 2
∞∑
k=1
γk
λk
(1− e−λkh), h ≥ 0, t ≥ 0. (1.1)
The purpose of this paper is to study functional limit results for the infinite series of independent OU processes
X (·) in the Ho¨lder norm via estimating large deviation probabilities for X (·) in Ho¨lder norm. Our results immediately
imply functional LIL and functional modulus of continuity for X (·) in the Ho¨lder norm.
Let 0 ≤ α < 1 be a constant and denote by C0[0, 1] the Banach space of all continuous functions f : [0, 1] → R
such that f (0) = 0, endowed with the Ho¨lder norm
‖ f ‖α,r,v = sup
r≤s<t≤v
| f (t)− f (s)|
(t − s)α , ‖ f ‖α = ‖ f ‖α,0,1.
For every δ > 0 set
m f (δ) = sup
0≤s<t≤1
t−s≤δ
| f (t)− f (s)|
(t − s)α ,
so that the modulus of continuity for f is δαm f (δ). We shall denote by Cα0 [0, 1] the subspace of C0[0, 1] such that
limδ→0 m f (δ) = 0. It is well-known [17] that Cα0 [0, 1] is a closed subspace of C0[0, 1], so that it is a separable
Banach space endowed with the Ho¨lder norm ‖ · ‖α , whereas C0[0, 1] not.
Let Hµ ⊂ Cα0 [0, 1] be the reproducing kernel Hilbert space corresponding to the centred Gaussian measure µ on
the separable Banach space Cα0 [0, 1] induced by {X (t),−∞ < t < ∞} (The construction of Hµ can be found in,
e.g. [18]). If f ∈ Hµ, then ‖ f ‖µ denotes the Hµ-norm of f . Set S = { f ∈ Hµ : ‖ f ‖µ ≤ 1}.
The following assumption will be needed throughout this paper. Let bT and aT be continuous functions of T > 0
satisfying
(i) bT is nondecreasing and 0 < aT ≤ bT ;
(ii) bT /aT is nondecreasing;
(iii) when bT is bounded, aT is nonincreasing such that aT tends to zero; otherwise, aT is nondecreasing.
Furthermore, assume that there exist positive constants γ (α < γ ) and l ≥ 1 such that
σ(s) = lsγ for all s > 0. (1.2)
For simplicity of notation, for any 0 ≤ t ≤ bT − aT , put
Yt,T (x) = X (t + xaT )− X (t)
σ (aT )βT
, 0 ≤ x ≤ 1,
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LbT (x) =
X (xbT )− X (0)
{2σ 2(bT ) log log bT }1/2 , 0 ≤ x ≤ 1,
where
βT =
{
2
(
log
(
bT − aT
aT
∨ 1
)
+ log log bT
)}1/2
,
and for any 0 < h < 1 and 0 ≤ t ≤ 1− h, also put
Mt,h(x) = X (t + xh)− X (t){2σ 2(h) log h−1}1/2 , 0 ≤ x ≤ 1.
Our main result is as follows:
Theorem 1.1. We have
lim
T→∞ sup0≤t≤bT−aT
inf
f ∈S
‖Yt,T (·)− f (·)‖α = 0 a.s. (1.3)
and assume that γ − α > 1, then for any f ∈ S
lim inf
T→∞ inf0≤t≤bT−aT
‖Yt,T (·)− f (·)‖α = 0 a.s. (1.4)
Furthermore, if we also assume that
(iv) limT→∞ log(bT /aT )log log bT = ∞,
then we have for any f ∈ S
lim
T→∞ inf0≤t≤bT−aT
‖Yt,T (·)− f (·)‖α = 0 a.s. (1.5)
Corollary 1.1. With probability one {Yt,T (x); 0 ≤ x ≤ 1, 0 ≤ t ≤ bT − aT } (as T → ∞) is relatively compact in
Cα0 [0, 1], and the set of its limit points is S.
Corollary 1.2. With probability one {LT (x); 0 ≤ x ≤ 1, T ≥ 3} (as T →∞) is relatively compact in Cα0 [0, 1], and
the set of its limit points is S, specifically, we have
lim
T→∞ inff ∈S
‖LT (·)− f (·)‖α = 0 a.s.
and for any f ∈ S
lim inf
T→∞ ‖LT (·)− f (·)‖α = 0 a.s.
Corollary 1.3. With probability one {Mt,h(x); 0 ≤ x ≤ 1, 0 ≤ t ≤ 1 − h, 0 < h < 1/3} (as h → 0) is relatively
compact in Cα0 [0, 1], and the set of its limit points is S, specifically, we have
lim
h→0 sup0≤t≤1−h
inf
f ∈S
‖Mt,h(·)− f (·)‖α = 0 a.s.
and for any f ∈ S
lim
h→0 inf0≤t≤1−h ‖Mt,h(·)− f (·)‖α = 0 a.s.
2. Some lemmas
The following Lemma 2.1 is a large deviation inequality which is a small modification of Proposition 2.1 in [19]
(or see [20,21]:
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Lemma 2.1. For any ε > 0 there exists a positive number λ0 = λ0(ε) such that for any λ ≥ λ0
P
{
inf
f ∈S
∥∥∥∥ X (·)− X (0)λ − f (·)
∥∥∥∥
α
≥ ε
}
≤ exp
{
− (λ(1+ ε/2))
2
2
}
.
In order to prove Lemma 2.3, we need the following lemma, which is a version of an inequality in [22]. The proof
is similar:
Lemma 2.2. For any ε > 0 there exists a positive constant C = C(ε) such that
P
 sup0≤s<t≤b
t−s≤h
|X (t)− X (s)|
σ(t − s) ≥ x
 ≤ C bh exp
{
− x
2
2+ ε
}
for any x ≥ x0 with some x0 > 0.
The following lemma is an extension of Lemma 2.1.
Lemma 2.3. For any ε > 0 there exists positive number λ0 = λ0(ε) such that
P
{
sup
0≤t≤b
inf
f ∈S
∥∥∥∥ X (t + h·)− X (t)λσ(h) − f (·)
∥∥∥∥
α
≥ 3ε
}
≤ C b
h
exp
{
− (λ(1+ ε))
2
2+ ε
}
(2.1)
for any λ ≥ λ0 and every 0 < h ≤ h0 with some h0 ≤ b.
Proof. For any positive number t and integer n > 0, let tn = h[t2n/h]/2n . We have
P
{
sup
0≤t≤b
inf
f ∈S
∥∥∥∥ X (t + h·)− X (t)λσ(h) − f (·)
∥∥∥∥
α
≥ 3ε
}
≤ P
{
sup
0≤t≤b
inf
f ∈S
∥∥∥∥ X (tn + h·)− X (tn)λσ(h) − f (·)
∥∥∥∥
α
≥ 2ε
}
+ 2P
{
sup
0≤t≤b
‖X (t + h·)− X (tn + h·)‖α
λσ(h)
≥ ε/2
}
=: I1 + 2I2. (2.2)
Note that X (·) is stationary, and that for any h > 0{
X (hx)− X (0)
σ (h)
, 0 ≤ x ≤ 1
}
and {l−1(X (x)− X (0)), 0 ≤ x ≤ 1} (2.3)
have the same distribution, where l is in (1.2). Fix n, then by Lemma 2.1 we get
I1 ≤ 2n bh sup0≤t≤b P
{
inf
f ∈S
∥∥∥∥ X (tn + h·)− X (tn)λσ(h) − f (·)
∥∥∥∥
α
≥ 2ε
}
D= 2n b
h
P
{
inf
f ∈S
∥∥∥∥ X (·)− X (0)λl − f (·)
∥∥∥∥
α
≥ 2ε
}
≤ C2n b
h
exp
{
− (λ(1+ ε))
2
2
}
. (2.4)
Here and in the sequel, C denotes a constant, which may depend on ε but its value can change in different appearance.
Estimate I2. Let
δ j =
(
ε
16( j + 2)2 ∧
ελ
16( j + 2)2√3 j
)1/(γ−α)
.
We have by (2.3)
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0≤t≤b
‖X (t + h·)− X (tn + h·)‖α
σ(h)
D= sup
0≤t≤b
l−1‖X (t/h + ·)− X (tn/h + ·)‖α
≤ sup
0≤t≤b
∞∑
j=0
l−1‖X (tn+ j+1/h + ·)− X (tn+ j/h + ·)‖α
=
∞∑
j=0
sup
0≤t≤b
sup
0≤x<y≤1
l−1|X (tn+ j+1/h + y)− X (tn+ j/h + y)− X (tn+ j+1/h + x)+ X (tn+ j/h + x)|
(y − x)α
≤ 2
∞∑
j=0
sup
0≤t≤b
 sup0≤x<y≤1
y−x≤δ j
|X (tn+ j/h + y)− X (tn+ j/h + x)|
σ(y − x)δα−γj
+ sup
0≤y≤1
l−1|X (tn+ j+1/h + y)− X (tn+ j/h + y)|
δαj
 .
Then, letting x j = ( j + 2)−2, we have
I2 ≤ P

∞∑
j=0
sup
0≤t≤b
sup
0≤x<y≤1
y−x≤δ j
|X (tn+ j/h + y)− X (tn+ j/h + x)|
σ(y − x)δα−γj
≥ 1
8
ελ
∞∑
j=0
x j

+ P
{ ∞∑
j=0
sup
0≤t≤b
sup
0≤y≤1
l−1|X (tn+ j+1/h + y)− X (tn+ j/h + y)|
δαj
≥ 1
8
ελ
∞∑
j=0
x j
}
≤
∞∑
j=0
2n+ j b
h
sup
0≤t≤b
P
{
sup
0≤x<y≤1
|X (tn+ j/h + y)− X (tn+ j/h + x)|
σ(y − x) ≥
1
8
δ
α−γ
j ελx j
}
+
∞∑
j=0
2n+ j+1 b
h
sup
0≤t≤b
P
{
sup
0≤y≤1
|X (tn+ j+1/h + y)− X (tn+ j/h + y)|
σ(2−(n+ j+1))
≥ 1
8
δαj 2
γ (n+ j+1)ελx j
}
=: I ′2 + I ′′2 . (2.5)
We have
1
8
δ
α−γ
j ελx j =
1
8
ελ( j + 2)−2
(
ε
16( j + 2)2 ∧
ελ
16( j + 2)2√3 j
)−1
= (2λ) ∨ (2√3 j) ≥ λ+√3 j
and similarly, there exists an integer n0 = n0(ε, λ) > 0 such that for n ≥ n0
1
8
δαj 2
γ (n+ j+1)ελx j ≥ λ+
√
3 j .
Using Lemma 2.2 we have
I ′2 ≤
∞∑
j=0
2n+ j b
h
sup
0≤t≤b
P
{
sup
0≤x<y≤1
l|X (tn+ j/h + y)− X (tn+ j/h + x)|
σ(y − x) ≥ λ+
√
3 j
}
≤ C b
h
∞∑
j=0
2n+ j exp
{
− (λ+
√
3 j)2
2+ ε
}
≤ C b
h
e−λ2/(2+ε). (2.6)
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Similarly
I ′′2 ≤ Cbh−1e−λ
2/(2+ε). (2.7)
Combining (2.5)–(2.7) we obtain
I2 ≤ Cbh−1e−λ2/(2+ε),
which, in combination with (2.2) and (2.4), implies (2.1). 
The following lemma follows from the well-known inequalities about the shift of symmetric convex sets (see [23],
cf. [24,25]):
Lemma 2.4. For any f ∈ Hµ and x > 0
exp
{
−1
2
‖ f ‖2µ
}
P {‖X (·)− X (0)‖α ≤ x} ≤ P {‖X (·)− X (0)− f (·)‖α ≤ x}
≤ P {‖X (·)− X (0)‖α ≤ x} ,
where Hµ is defined as in Section 1.
3. Proofs of Theorem 1.1
By condition (iii), bT is either bounded or unbounded. In the bounded case, aT tends to zero nonincreasingly; in
the unbounded case, aT is nondecreasing. We consider only the unbounded case. The bounded case can be dealt with
in the same way.
Proof of (1.3). Let Tn = inf{T : bT ≥ θn} with θ > 1. For all T ≥ 3 there exists integer n such that Tn−1 ≤ T ≤ Tn .
We have
sup
0≤t≤bT−aT
inf
f ∈S
‖Yt,T (·)− f (·)‖α ≤ sup
0≤t≤bTn−aTn
inf
f ∈S
‖Yt,Tn (·)− f (·)‖α
+ sup
Tn−1≤T≤Tn
sup
0≤t≤bTn−aTn
∥∥∥∥Yt,T (·)− X (t + ·aTn )− X (t)σ (aT )βT
∥∥∥∥
α
+ sup
Tn−1≤T≤Tn
sup
0≤t≤bTn−aTn
∥∥∥∥ X (t + ·aTn )− X (t)σ (aT )βT − Yt,Tn (·)
∥∥∥∥
α
≤ sup
0≤t≤bTn−aTn
inf
f ∈S
‖Yt,Tn (·)− f (·)‖α + sup
Tn−1≤T≤Tn
sup
0≤t≤bTn−aTn
σ(aTn )
σ (aT )
βTn
βT
‖Yt,Tn
(·aT /aTn )− Yt,Tn (·)‖α
+ sup
Tn−1≤T≤Tn
sup
0≤t≤bTn−aTn
∣∣∣∣σ(aTn )σ (aT ) βTnβT − 1
∣∣∣∣ ‖Yt,Tn (·)‖α
=: I3 + I4 + I5. (3.1)
By Lemma 2.3 we get that for any ε > 0 and large n
P{I3 ≥ 3ε} ≤ C bTn − aTnaTn
exp
{
−2(1+ ε)
2
2+ ε
(
log
(
bTn − aTn
aTn
∨ 1
)
+ log log bTn
)}
≤ C
(
bTn − aTn
aTn
∨ 1
)−ε
(log bTn )
−1−ε
≤ C(n log θ)−1−ε (3.2)
and
∞∑
n=1
P{I3 ≥ 3ε} <∞,
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which, via the Borel–Cantelli lemma and the arbitrariness of ε, implies
lim sup
n→∞
I3 = 0 a.s. (3.3)
We now turn to the cases I4 and I5. For any positive number t and integer k > 0, let t0 = 0 and tk = aTn
[
t2k/aTn
]
/2k ,
then we define
X (t) a.s.= X (t0)+
∞∑
k=1
(X (tk)− X (tk−1)).
For 0 ≤ t ≤ bTn − aTn , we write by (2.3)
sup
0≤x<y≤1
|X (t + yaTn )− X (t + xaTn )|
(y − x)ασ(aTn )
D= sup
0≤x<y≤1
l−1|X (t/aTn + y)− X (t/aTn + x)|
(y − x)α
≤
∞∑
k=0
2 sup0≤x<y≤1
y−x≤2−k−1
l−1|X (tk/aTn + y)− X (tk/aTn + x)|
(y − x)α
+ sup
0≤x<y≤1
y−x>2−k−1
l−1|X (tk/aTn + y)− X (tk−1/aTn + y)|
(y − x)α
+ sup
0≤x<y≤1
y−x>2−k−1
l−1|X (tk/aTn + x)− X (tk−1/aTn + x)|
(y − x)α

≤ 2
∞∑
k=0
2(α−γ )(k+1)
 sup0≤x<y≤1
y−x≤2−k−1
|X (tk/aTn + y)− X (tk/aTn + x)|
σ(y − x)
+ 2γ sup
0≤y≤1
|X (tk/aTn + y)− X (tk−1/aTn + y)|
σ(2−k)

and
sup
Tn−1≤T≤Tn
sup
0≤t≤bTn−aTn
‖Yt,Tn
(·aT /aTn )− Yt,Tn (·)‖α ≤ 2 sup
0≤t≤bTn−aTn
sup
0≤x<y≤1
|Yt,Tn (y)− Yt,Tn (x)|
(y − x)α
= 2 sup
0≤t≤bTn−aTn
sup
0≤x<y≤1
|X (t + yaTn )− X (t + xaTn )|
(y − x)ασ(aTn )βTn
≤ 4
∞∑
k=0
2(α−γ )(k+1)
 sup0≤t≤bTn−aTn sup0≤x<y≤1
y−x≤2−k−1
|X (tk/aTn + y)− X (tk/aTn + x)|
σ(y − x)βTn
+ 2γ sup
0≤t≤bTn−aTn
sup
0≤y≤1
|X (tk/aTn + y)− X (tk−1/aTn + y)|
σ(2−k)βTn

=: I ′4. (3.4)
Let zk = (k + 2)−2, k ≥ 0. We have
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P{I ′4 ≥ ε} ≤ P

∞∑
k=0
2(α−γ )(k+1)
 sup
0≤t≤bTn−aTn
sup
0≤x<y≤1
y−x≤2−k−1
|X (tk/aTn + y)− X (tk/aTn + x)|
σ(y − x)βTn
+ 2γ sup
0≤t≤bTn−aTn
sup
0≤y≤1
|X (tk/aTn + y)− X (tk−1/aTn + y)|
σ(2−k)βTn
 ≥ ε
4
∞∑
k=0
zk

≤
∞∑
k=0
P
 sup0≤t≤bTn−aTn sup0≤x<y≤1
y−x≤2−k−1
|X (tk/aTn + y)− X (tk/aTn + x)|
σ(y − x) ≥
ε
8
2(γ−α)(k+1)zkβTn

+
∞∑
k=0
P
{
sup
0≤t≤bTn−aTn
sup
0≤y≤1
|X (tk/aTn + y)− X (tk−1/aTn + y)|
σ(2−k)
≥ ε
2γ+3
2(γ−α)(k+1)zkβTn
}
≤
∞∑
k=0
2k+1 bTn − aTn
aTn
sup
0≤t≤bTn−aTn
× P
 sup0≤x<y≤1
y−x≤2−k−1
|X (tk/aTn + y)− X (tk/aTn + x)|
σ(y − x) ≥
ε
8
2(γ−α)(k+1)zkβTn

+
∞∑
k=0
2k+1 bTn − aTn
aTn
sup
0≤t≤bTn−aTn
× P
{
sup
0≤y≤1
|X (tk/aTn + y)− X (tk−1/aTn + y)|
σ(2−k)
≥ ε
2γ+3
2(γ−α)(k+1)zkβTn
}
=: I ′′4 + I ′′′4 .
There exists an integer k0 = k0(ε, α, γ ) > 0 such that for k ≥ k0
ε
2γ+3
2(γ−α)(k+1)
(k + 2)2 ≥
√
(1+ ε/2)(k + 2+ ε).
By Lemma 2.2 we have
I ′′4 ≤ C
∞∑
k=k0
2k+1 bTn − aTn
aTn
sup
0≤t≤bTn−aTn
× P
 sup0≤x<y≤1
y−x≤2−k−1
|X (tk/aTn + y)− X (tk/aTn + x)|
σ(y − x) ≥
√
(1+ ε/2)(k + 2+ ε)βTn

≤ C
∞∑
k=k0
2k+1 bTn − aTn
aTn
exp
{
− (1+ ε/2)(k + 2+ ε)
2+ ε β
2
Tn
}
≤ C
∞∑
k=k0
2k+1 bTn − aTn
aTn
exp
{
−(k + 1)− 1+ ε
2
β2Tn
}
≤ C
(
bTn − aTn
aTn
∨ 1
)−ε (
log bTn
)−1−ε ∞∑
k=0
(2/e)k+1
≤ C(log bTn )−1−ε ≤ Cn−1−ε
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for large enough n, which implies
∞∑
n=1
P{I ′′4 ≥ ε} <∞. (3.5)
Similarly
∞∑
n=1
P{I ′′′4 ≥ ε} <∞. (3.6)
In combination with (3.5) and (3.6), by the Borel–Cantelli lemma and the arbitrariness of ε,
lim sup
n→∞
I ′4 = 0 a.s. (3.7)
We also have
sup
0≤t≤bTn−aTn
‖Yt,Tn (·)‖α ≤ sup
0≤t≤bTn−aTn
sup
0≤x<y≤1
|X (t + yaTn )− X (t + xaTn )|
σ((y − x)aTn )βTn
=: I ′5.
Similar arguments to I ′4, we have
lim sup
n→∞
I ′5 ≤ 2 a.s. (3.8)
Since 1 ≤ bTn/bTn−1 ≤ θn+1/θn−1 = θ2 by the definition of {Tn}n≥1, we have
1 ≤ sup
Tn−1≤T≤Tn
σ(aTn )
σ (aT )
βTn
βT
≤ θ2(γ+1/2) −→ 1 as θ ↓ 1.
Hence, using (3.7) and (3.8), we easily show that
lim
θ↓1 lim supn→∞
(I4 + I5) = 0 a.s. (3.9)
Combining (3.1) with (3.3) and (3.9), we obtain (1.3).
The next lemma, the law of the iterated logarithm for the infinite series of OU processes in Ho¨lder norm, will be
used in the proof of (1.4).
Lemma 3.1. We have
lim
T→∞ inff ∈S
‖LbT (·)− f (·)‖α = 0 a.s. (3.10)
and, in addition, assume that γ − α > 1, then for any f ∈ S
lim inf
T→∞ ‖LbT (·)− f (·)‖α = 0 a.s. (3.11)
Proof. Along the same lines of the proof of (1.3), one can obtain (3.10) easily.
We now prove (3.11) for any f ∈ S. Let Tn = inf{T : bT ≥ nn} with n ≥ 2, then it is enough to show that for any
f ∈ S
lim inf
n→∞ ‖LbTn (·)− f (·)‖α = 0 a.s. (3.12)
For large integer r > 0, let R > r be an integer, which will be specified later on, we have
lim inf
n→∞ ‖LbTn (·)− f (·)‖α ≤ lim infn→∞
∥∥∥∥∥ X (·bTn + rbTn )− X (rbTn )σ (bTn )√2 log log bTn − f (·)
∥∥∥∥∥
α
+ 2 lim sup
n→∞
‖X (·bTn + rbTn )− X (·bTn )‖α
σ(bTn )
√
2 log log bTn
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≤ lim inf
n→∞
∥∥∥∥∥ X (·bTn + rbTn )− X (rbTn )σ (bTn )√2 log log bTn − f (·)
∥∥∥∥∥
α
+ 2 lim sup
n→∞
R∑
i=1
‖X (·bTn + ir R−1bTn )− X (·bTn + (i − 1)r R−1bTn )‖α
σ(bTn )
√
2 log log bTn
=: I6 + I7. (3.13)
Consider I7. By the definition of ‖ · ‖α , stationarity of X (·) and Lemma 2.2, we have
P
{
R∑
i=1
‖X (·bTn + ir R−1bTn )− X (·bTn + (i − 1)r R−1bTn )‖α
σ(bTn )
√
2 log log bTn
≥ ε
}
≤ P

R∑
i=1
2 sup
0≤x<y<1
y−x≤r R−1
|X (ybTn + ir R−1bTn )− X (xbTn + ir R−1bTn )|
(y − x)ασ(bTn )
√
2 log log bTn
+ sup
0≤x<y<1
y−x>r R−1
|X (ybTn + ir R−1bTn )− X (ybTn + (i − 1)r R−1bTn )|
(y − x)ασ(bTn )
√
2 log log bTn
+ sup
0≤x<y<1
y−x>r R−1
|X (xbTn + ir R−1bTn )− X (xbTn + (i − 1)r R−1bTn )|
(y − x)ασ(bTn )
√
2 log log bTn
 ≥ ε

≤ P

R∑
i=1
 sup
0≤x<y<1
y−x≤r R−1
|X (ybTn )− X (xbTn )|
σ((y − x)bTn )
+ sup
0≤y≤1
|X (ybTn )− X ((y − r R−1)bTn )|
σ(r R−1bTn )
 ≥ ε
2
(r R−1)α−γ
√
2 log log bTn

≤ RP
 sup0≤x<y<1
y−x≤r R−1
|X (ybTn )− X (xbTn )|
σ((y − x)bTn )
≥ ε
4
Rγ−α−1
rγ−α
√
2 log log bTn

+ RP
{
sup
0≤y≤1
|X (ybTn )− X ((y − r R−1)bTn )|
σ(r R−1bTn )
≥ ε
4
Rγ−α−1
rγ−α
√
2 log log bTn
}
≤ C R
2
r
exp
{
− 2ε
2
16(2+ ε)
R2(γ−α−1)
r2(γ−α)
log log bTn
}
≤ C exp
{
− ε
2
32
R2(γ−α−1)
r2(γ−α)
log(n log n)
}
.
Taking R large enough such that ε2R2(γ−α−1)/(32r2(γ−α)) > 1, we have by the Borel–Cantelli lemma and the
arbitrariness of ε > 0
lim sup
n→∞
I7 = 0 a.s. (3.14)
Consider I6. Let {Wk(t),−∞ < t <∞}∞k=1 be a sequence of independent standard Wiener processes. It is easy to
show that{(
γk
λk
)1/2 Wk(e2λk t )
eλk t
,−∞ < t <∞
}
and {Xk(t),−∞ < t <∞}
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have the same distribution, hence we can rewrite {X (t),−∞ < t <∞} as
X (t) =
∞∑
k=1
(
γk
λk
)1/2 Wk(e2λk t )
eλk t
(3.15)
and remain the a.s. path properties of X (·) without change. Note that by (3.15)
X (xbTn + rbTn )− X (rbTn ) =
∞∑
k=1
(
γk
λk
)1/2 (Wk(e2λk (x+r)bTn )−Wk(e2λk (r/2)bTn )
eλk (x+r)bTn
)
−
∞∑
k=1
(
γk
λk
)1/2 (Wk(e2λkrbTn )−Wk(e2λk (r/2)bTn )
eλkrbTn
)
+
∞∑
k=1
(
γk
λk
)1/2 Wk(e2λk (r/2)bTn )
eλkrbTn
(e−λk xbTn − 1)
=: Fn(x)− Fn(0)+ Gn(x),
where {Fn(x) − Fn(0), 0 ≤ x ≤ 1}∞n=1 is a sequence of independent Gaussian processes by the definition of Tn . We
have
lim inf
n→∞
∥∥∥∥∥ X (·bTn + rbTn )− X (rbTn )σ (bTn )√2 log log bTn − f (·)
∥∥∥∥∥
α
≤ lim inf
n→∞
∥∥∥∥∥ Fn(·)− Fn(0)σ (bTn )√2 log log bTn − f (·)
∥∥∥∥∥
α
+ lim sup
n→∞
‖Gn(·)‖α
σ(bTn )
√
2 log log bTn
.
By the Borel–Canetlli arguments, it is sufficient to show that for any ε > 0
∞∑
n=1
P
{∥∥∥∥∥ Fn(·)− Fn(0)σ (bTn )√2 log log bTn − f (·)
∥∥∥∥∥
α
≤ ε
}
= ∞ (3.16)
and
∞∑
n=1
P
{
‖Gn(·)‖α
σ(bTn )
√
2 log log bTn
≥ ε
}
<∞, (3.17)
since events in (3.16) are independent. By (1.1)
∞∑
k=1
γk
λk
e−2λkrbTn (1− e−λk tbTn )3 ≤
 ∑
{k:λkbTn≤r−1/2}
+
∑
{k:λkbTn>r−1/2}
 γk
λk
e−2λkrbTn (1− e−λk tbTn )3
≤ C1r−1/2σ 2(tbTn )
and for 0 ≤ s < t + s ≤ 1
E{Gn(t + s)− Gn(s)}2 ≤
∞∑
k=1
γk
λk
e−λkrbTn (1− e−λk tbTn )2
≤
( ∞∑
k=1
γk
λk
(1− e−λk tbTn )
)1/2 ( ∞∑
k=1
γk
λk
e−2λkrbTn (1− e−λk tbTn )3
)1/2
≤
√
C1r−1/2σ 2(tbTn ), (3.18)
where C1 is a constant (cf. [26,16]). Hence by Lemma 2.2 we have
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P
{
‖Gn(·)‖α
σ(bTn )
√
2 log log bTn
≥ ε
}
≤ P
{
sup
0≤x<y≤1
|Gn(y)− Gn(x)|
σ((y − x)bTn )
√
C1r−1/2
≥ ε√
C1r−1/2
√
2 log log bTn
}
≤ C exp
{
− 2ε
2
2+ ε
r1/2
C1
log log bTn
}
≤ C exp
{
−ε
2r1/2
2C1
log(n log n)
}
for large n. Taking r large enough such that ε2r1/2/(2C1) > 1, we get (3.17).
For 0 < ε < 1, put fε = (1− ε) f for f ∈ S, then fε ∈ S and ‖ f − fε‖α < ε. By Lemma 2.4 we have
P
{∥∥∥∥∥ Fn(·)− Fn(0)σ (bTn )√2 log log bTn − f (·)
∥∥∥∥∥
α
≤ 2ε
}
≥ P
{∥∥∥∥ Fn(·)− Fn(0)σ (bTn ) − fε(·)√2 log log bTn
∥∥∥∥
α
≤ ε√2 log log bTn}
≥ exp
{
−(1− ε)2‖ f ‖2µ log log bTn
}
P
{‖Fn(·)− Fn(0)‖α
σ(bTn )
≤ ε√2 log log bTn}
≥ C exp
{
−(1− ε)2 log log bTn
}
≥ C(n log n)−(1−ε)2 , (3.19)
which implies (3.16), and the proof is completed. 
Proof of (1.4). Let T1 = 3 and define bTn+1 − aTn+1 = bTn if ρ < 1, Tn = inf{T : bTn ≥ θn} if ρ = 1, where
limT→∞ aT /bT = ρ and θ > 3.
Let f ∈ S. In the case ρ = 1, the necessarily aT = bT , thus by Lemma 3.1, (1.4) holds.
Assume ρ < 1. It is sufficient to show that
lim inf
n→∞
∥∥YbTn−aTn ,Tn (·)− f (·)∥∥α = 0 a.s. (3.20)
By using the definition of {Tn}n≥1 and similar arguments of Lemma 3.1, we see at once that (3.20) holds. 
Proof of (1.5). Let f ∈ S, and let Tn = inf{T : bT ≥ en} with n ≥ 1. Set ti = 2DiaTn for i = 0, 1, . . . , ρn :=
[(bTn − aTn )/2DaTn ], where D > 1 is a sufficiently large number which will be specified later on. By the condition
(iv), for any M > 2 we have
bTn
aTn
≥ (log bTn )M (3.21)
provided that n is sufficiently large. It is enough to show that
lim sup
n→∞
min
0≤i≤ρn
‖Yti ,Tn (·)− f (·)‖α = 0 a.s. (3.22)
By (3.15) we have for i ≥ 0
X (ti + xaTn )− X (ti ) =
∞∑
k=1
(
γk
λk
)1/2 (Wk(e2λk (2Di+x)aTn )−Wk(e2λk (2i−1)DaTn )
eλk (2Di+x)aTn
)
−
∞∑
k=1
(
γk
λk
)1/2 (Wk(e2λk (2Di)aTn )−Wk(e2λk (2i−1)DaTn )
eλk (2Di)aTn
)
+
∞∑
k=1
(
γk
λk
)1/2 Wk(e2λk (2i−1)DaTn )
eλk (2Di)aTn
(e−λk xaTn − 1)
=: Hi (x)− Hi (0)+ Ji (x),
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where {Hi (x)− Hi (0), 0 ≤ x ≤ 1}∞i=1 is a sequence of independent Gaussian processes. Therefore for any 0 < ε < 1
P
{
min
0≤i≤ρn
‖Yti ,Tn (·)− f (·)‖α ≥ 4ε
}
≤ P
{
min
0≤i≤ρn
∥∥∥∥Hi (·)− Hi (0)σ (aTn )βTn − f (·)
∥∥∥∥
α
≥ 3ε
}
+ P
{
max
0≤i≤ρn
‖Ji (·)‖α
σ(aTn )βTn
≥ ε
}
≤
ρn∏
i=0
P
{∥∥∥∥Hi (·)− Hi (0)σ (aTn )βTn − f (·)
∥∥∥∥
α
≥ 3ε
}
+
ρn∑
i=0
P
{ ‖Ji (·)‖α
σ(aTn )βTn
≥ ε
}
≤
ρn∏
i=0
(
P
{‖Yti ,Tn (·)− f (·)‖α ≥ 2ε}+ P { ‖Ji (·)‖ασ(aTn )βTn ≥ ε
})
+
ρn∑
i=0
P
{ ‖Ji (·)‖α
σ(aTn )βTn
≥ ε
}
=: I8 + I9.
Similar to (3.19), we have for i ≥ 0 by (2.3)
P
{∥∥Yti ,Tn (·)− f (·)∥∥α ≥ 2ε} ≤ P {∥∥∥l−1(X (·)− X (0))− fε(·)βTn∥∥∥α ≥ εβTn}
≤ 1− P
{∥∥∥l−1(X (·)− X (0))∥∥∥
α
≤ εβTn
}
exp
{
−1
2
(1− ε)2 ‖ f ‖2µ β2Tn
}
≤ 1− C exp
{
−(1− ε)2
(
log
(
bTn − aTn
aTn
)
+ log log bTn
)}
≤ exp
{
−C
(
bTn − aTn
aTn
log bTn
)−(1−ε)2}
for large enough n. In the same way as in (3.18), for 0 ≤ s < t + s ≤ 1 we have
E{Ji (t + s)− Ji (s)}2 ≤ C2D−1/2σ 2(taTn ),
where C2 is a positive constant. By Lemma 2.2 we have
P
{ ‖Ji (·)‖α
σ(aTn )βTn
≥ ε
}
≤ P
{
sup
0≤x<y≤1
|Ji (y)− Ji (x)|
σ((y − x)aTn )
√
C2D−1/2
≥ ε√
C2D−1/2
βTn
}
≤ C exp
{
− 2ε
2
√
D
C2(2+ ε)
(
log
bTn − aTn
aTn−1
+ log log bTn
)}
≤ C
(
bTn − aTn
aTn
log bTn
)−ε2√D/(2C2)
for large n, where we can take D sufficiently large such that ε2
√
D/(2C2) > 1. Thus we have
I9 ≤
ρn∑
i=0
C
(
bTn − aTn
aTn
log bTn
)−ε2√D/(2C2)
≤ C
(
bTn − aTn
aTn
)1−ε2√D/(2C2)
(log bTn )
−ε2√D/(2C2)
≤ Cn−ε2
√
D/(2C2)
for large n, and
I8 ≤
ρn∏
i=0
[
exp
{
−C
(
bTn − aTn
aTn
log bTn
)−(1−ε)2}
+ C
(
bTn − aTn
aTn
log bTn
)−ε2√D/(2C2)]
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≤ C exp
{
−C
(
bTn − aTn
aTn
)1−(1−ε)2
(log bTn )
−(1−ε)2
}
≤ C exp
{
−C(log bTn )ε(2−ε)M−(1−ε)
2
}
≤ C exp
{
−Cnε(2−ε)M−(1−ε)2
}
.
Taking M large enough such that M > (1− ε)2/(2ε − ε2), we obtain
∞∑
n=1
(I8 + I9) <∞.
By the Borel–Cantelli lemma and the arbitrariness of ε, we obtain (3.22), and the proof is complete. 
Remark. Corollary 1.1 is an equivalent Theorem 1.1. By Lemma 3.1 with bT = T it is clear Corollary 1.2
immediately. Following the same lines of the proof of Theorem 1.1 with bT = 1 and aT = h, it is easy to show
Corollary 1.3.
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