We consider the economic dispatch (ED) for an Energy Internet composed of energy routers (ERs), interconnected microgrids and main grid. The microgrid consists of several bus nodes associated with distributed generators (DGs) and intelligent control units (ICUs). We propose a distributed ED algorithm for the grid-connected microgrid, where each ICU iterates the incremental cost of each DG and the estimation for the average power mismatch of the whole microgrid by leader-following and average consensus algorithms, respectively. The energy router iterates the incremental power exchanged with the distribution system. By constructing an auxiliary consensus system, we prove that if the network topology of the Energy Internet contains a spanning tree with the energy router as the root and there is a path from each bus node to the energy router, then the incremental costs of all DGs converge to the electricity price of the distribution system, the power supply and demand achieves balance and the ED achieves optimal asymptotically. Furthermore, we propose an autonomous distributed ED algorithm covering both grid-connected and isolated modes of the microgrid by feeding back the estimated average power mismatch for updating the incremental costs. It is proved that if the network topology of the microgrid is connected and there exists a bus node bidirectionally neighboring the energy router, then the microgrid can switches between the two modes reliably. The simulation results demonstrate the effectiveness of the proposed algorithms.
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I. INTRODUCTION
R ENEWABLE power generation technologies, such as wind and solar power generation, are promoted and used more and more widely, which can relieve the the shortage of fossil energy and the pressure of the environment. However, the characteristics of these renewable energy generations such as intermittency and uncertainty pose great challenges to the control and optimization of power systems [1] , [2] . For distributed generation of renewable energy sources, microgrids are really flexible and efficient. A microgrid is composed of distributed generators (DGs), energy storage devices, loads, and intelligent control units (ICUs), which is widely used for the grid planning and optimization control of the integration of numerous and diverse renewable energy generators. In recent years, along with the rapid development of "Internet+" industries and Cyber-Physical systems, the concept of Energy Internet has emerged. An Energy Internet is a combination of internet, renewable energy generation and smart grid technologies, which enables the deep integration of power infrastructure, internet communications and automation technologies. Essentially, an Energy Internet is a Cyber-Physical energy system [3] - [5] . In an Energy Internet, the main power grid is the "backbone network", microgrids are local area networks, and energy routers are intermediate ICUs among microgrids or microgrids and the main grid. This ultimately realizes the distributed and autonomous cooperative management of power systems by a bottom-up structure [6] , [7] . In an Energy Internet, the local loads and DGs are directly controlled by local controllers, which are called ICUs, equipped on each bus node of the microgrid system. ICUs can exchange their state information with other ICUs of neighboring bus nodes. As intermediate units connecting microgrids and the external network, energy routers (ERs) plays roles in interconnecting each microgrid to the distribution system, monitoring and control of energy quality, and information and communication security, etc. Also, ERs communicate with the external distribution system to obtain (or supply) power, and meet the balance of power supply and demand of microgrids through power exchange. The main grid plays a role in broadcasting the electricity price to microgrids and exchange power with the microgrids when the power supply and demand is unbalanced among them. In an Energy Internet, ICUs on bus nodes, ERs, microgrids, and the main grid, can be viewed as agents on different levels. The architecture of an Energy Internet based on multi-agent systems is shown in Fig. 1 .
Economic dispatch problem (EDP) is an active research direction of power systems, which has been widely studied in recent years [8] - [11] . For EDPs, it is studied how to minimize the total generation cost by reasonably assigning the active power of each generator subjected to the balance of power supply and demand and generation limits. Many kinds of centralized ED algorithms have been investigated, such as λ -iterative method [8] , dynamic programming [9] , genetic algorithm [10] , particle swarm algorithm [11] and other heuristic algorithms. In all centralized algorithms, a central controller is needed with the knowledge of total states and parameters of all bus nodes of the microgrid system. This requires a very powerful communication infrastructure. In addition, under the centralized control, if the central controller is under attack, then the whole microgrid system will break down. For an Energy Internet, it is clear that distributed energy management algorithms are fundamental for restricting the complexity of controller synthesis with the size of system and are more suitable than centralized algorithms for the flexibility and scalability of the grid topology and the plug-and-play feature of DGs and loads in microgrids.
As the most basic distributed cooperative algorithm, multiagent consensus algorithm has been widely used in EDPs for microgrids. Zhang and Chow [13] propose a distributed economic dispatch method based on incremental cost consensus based on a quadratic model of power generation costs under an undirected communication topology. Binetti et al. [14] study distributed EDP with transmission losses. The concept of time stamp is introduced in the estimation of total power mismatch, and after a finite number of communications, all nodes obtain the relatively up-to-date total power mismatch. Zhang et al. [15] propose a two-level consensus algorithm. On the high level, the incremental cost of each DG achieves consensus, and on the low level, the average power mismatch of all buses of the microgrid is iteratively estimated by the average-consensus algorithm, and the limit value is feed back to update the incremental cost of each DG. Kar and Hug [16] propose a "consensus + innovation" type algorithm to ensure the balance of power supply and demand of the total system. Based on the algorithm proposed in [15] , in [17] , the central node is removed, the average power mismatch of all buses of the microgrid is iteratively estimated by the average-consensus algorithm, and the limit value is feeded back to update the incremental cost of each DG. Yang et al. [18] propose a minimum-time consensus-based approach for economic dispatch of microgrids. Besides, economic dispatch algorithms with uncertainties such as communication delays, noises, packet dropouts, and random switching of network topologies in real communication networks are studied in [19] - [22] .
The above research mainly focuses on the case of a single isolated microgrid. For the case of multiple interconnected microgrids, Wu and Guan [23] propose a decentralized Markov decision process to simulate EDP of multiple interconnected microgrids, which minimizes the total operation cost. Huang et al. [24] propose two consensus algorithms, one of which drives the incremental cost of each DG to the electricity price of the main grid, and the other one is to estimate the active power supplied by the main grid. This algorithm fulfills the requirements of the economic dispatch for an Energy Internet. However, there is severe fluctuation of the active power supplied by the distribution system due to the one-off estimation of the total power mismatch of the microgrid, which restricts the practical application of the algorithm. Wang et al. [25] propose a hierarchical two-layer algorithm for EDPs of a single microgrid and interconnected multi-microgrid systems.
In this paper, we study EDP of an Energy Internet based on multi-agent systems. The microgrid consists of a number of bus nodes with DGs, loads and ICUs, and is connected to the distribution system (the main grid and other microgrids) by the ER. The topology of the whole network is a digraph. We propose a distributed economic dispatch algorithm based on multi-agent consensus control and incremental power exchanging by the ER. Firstly, we consider the grid-connected case and all ICUs know that the microgrid is in the gridconnected mode. One one hand, each ICU iteratively estimates the electricity price of the distribution system obtained by the ER by a leader-following consensus algorithm. On the other hand, the average power mismatch of the whole microgrid is iteratively estimated by average consensus algorithm. During each iteration, the ER calculates the incremental active power exchanged with the distribution system for the next time in a distributed way. Compared with the one-off estimation of the total power mismatch, our algorithm can reduce the fluctuation of the exchanged power with guaranteed convergence. This is more conducive to practical application. At the stage of incremental power exchanging with the distribution system, there is a coupling between the estimation of the average power mismatch of all bus nodes and the calculation of incremental power exchanged with the distribution system, which leads to difficulties for the convergence analysis of the algorithm. To this end, we develop a set of analytical methods combining algebraic graph theory, difference equation stability and limit theory. By constructing an auxiliary system, the asymptotic stability of the algorithm for estimating the average power mismatch is converted into the convergence of consensus algorithm with all the neighbor nodes of the ER being a virtual leader as a whole. It is proved that if the network topology of the Energy Internet contains a spanning tree with the ER as the root, all the bus nodes of the microgrid form an undirected graph and there is a path from each bus node to the ER, then the incremental costs of all DGs converge to electricity price of the distribution system, so that the whole microgrid system achieves the balance of power supply and demand and optimal economic dispatch asymptotically. Numerical simulations demonstrate the effectiveness of the proposed algorithm.
For an Energy Internet, microgrids usually have two operation modes, namely, isolated mode (island operation) and networked mode (grid-connected operation). The mode of a microgrid is usually determined by the ER. The ICUs in the microgrid should be autonomous and those which are not neighbors of the ER do not need to know the operation mode of the whole microgrid. Therefore, a good distributed economic dispatch algorithm should ensure the transparency of operation mode information of the microgrid to the internal ICUs, that is, even if the ICUs which are not neighbors of the ER do not know the operation mode of the whole microgrid, the smooth switching between isolated and gridconnected modes can be achieved. The distributed economic dispatch algorithm of a single microgrid is considered in [13] - [18] . The case with interconnected multiple microgrids are considered in [23] - [25] . Most of the above algorithms only cover a special operation mode of a given microgrid, and it is impossible for them to integrate both isolated and gridconnected modes together with a smooth transition. Motivated by the above considerations, we further propose a distributed economic dispatch algorithm which can switches between the two operation modes smoothly. Based on the grid-connected algorithm, the estimated power mismatch is used as feedback to update the incremental cost of each DG. The algorithm is fully distributed in the sense that each ICU operates only based on its own state information and that obtained from neighbors. The ICUs which are not neighbors of the ER do not need to know the operation mode of the whole microgrid. We prove that if the network topology of the Energy Internet contains a spanning tree with the ER as the root, the network topology of the microgrid is a connected and there is at least one bus node neighboring the ER bidirectionally, then the microgrid can switch between the isolated and grid-connected modes reliably. Numerical simulations demonstrate the effectiveness of the proposed algorithm.
The remainder of this paper is organized as follows. The preliminary knowledge on mathematical models of EDP and graph theory is introduced in Section II. The distributed economic dispatch algorithm for the grid-connected mode is proposed in Section III. Furthermore, a distributed economic dispatch algorithm which can perform smooth switching between isolated and grid-connected modes is proposed in Section IV. The feasibility of the algorithms by simulation is demonstrated in Section V. Finally, we summarize the paper and give some future research topics in Section VI.
Notation: Throughout this paper, unless otherwise specified, we use the following notations. R n denotes the ndimensional European space; I n I n I n denotes the n-dimensional identity matrix; 0 m×n 0 m×n 0 m×n denotes the m × n-dimensional zero matrix; X T denotes the transpose of a given vector or matrix X; X X X represents the 2-norm of X X X;
denotes the N-dimensional vector whose elements are all 1.
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Graph Theory
.., N} is the node set, E G is the edge set, and each edge in G is represented by an ordered pair ( j, i). The edge ( j, i) ∈ E G if and only if node j can send information to node i directly, then node j is called the parent node of node i, and node i is called the child node of node j. The set of all parent nodes of node i is denoted by
If A G is symmetric, then G is called an undirected graph. The digraph G is said to be strongly connected if there exists a path between any pair of nodes. A directed tree is a special digraph. It has only one node which has no parents but only children (called the root node), and each of other nodes has only one parent. A spanning tree of G is a directed tree whose node set is V and whose edge set is a subset of E G .
. If for any node i ∈ {L + 1, L + 2, ..., N} of G 0 , there is node j ∈ {1, 2, ..., L} such that there is a path from j to i, then the eigenvalues of (
Proof : Consider a discrete-time linear time-invariant system
and
where b
., L} such that there is a path from j to i, therefore, (2) is indeed a leaderfollowing consensus algorithm with the node set {1, 2, ..., L} being a zero state virtual leader as a whole. Then from µ 0 ∈ (0,
Noticing the arbitrariness of X(0), we know that the eigenvalues of (
are all inside the unit disk of the complex plane.
B. Economic Dispatch
Suppose that there is an N-bus microgrid system connected to the distribution system. Each bus contains a DG and a load, and each DG is equipped with an ICU as the local controller. The generation cost function of the ith DG is given by
where P i is the active power generated by the ith DG, α i ≤ 0, β i > 0, γ i ≤ 0 are the cost coefficients. The so called economic dispatch problem is to minimize the total generation cost subjected to the balance of power supply and demand and generation limits of DGs, which is formulated as follows.
where P M is the power exchanged between the microgrid and the distribution system, and λ 0 is the electricity price of the distribution system obtained by the ER. P i ≥ 0 and P i ≥ 0 are the maximum and minimum power limits of the ith DG, respectively. If there is no generator but only a load at bus i, then P i = P i = 0. P Di ≥ 0 is the load at bus i.
i is the transmission loss caused by the ith DG ( [26] ), and B i > 0 is the loss factor.
Noticing
is a bounded and closed subset of R N+1 and the cost function of (3) to be optimized is continuous on D, the optimization problem (3) must have a global minimum. The Lagrange multiplier method can be used to solve the above EDP.
For any feasible point P i , define the active constraint sets by
.., N are the Lagrangian multipliers for each DG, respectively. It is known from the KKT necessity condition ( [27] 
Then the unique global optimal solution to (3) is given by
Remark 1: If the microgrid system is disconnected from the distribution system, then P * MG = 0. For this case, the problem (3) degenerates into EDP of an isolated microgrid. Similarly, it can be proved that the optimal solution satisfies that the incremental costs of DGs are all equal, and the system satisfies the balance of power supply and demand ( [28] ). Denote the optimal incremental cost by λ * ′ , then
where
For a single microgrid, the optimal economic dispatch solution is given by
Remark 2: It is a centralized algorithm to calculate the optimal solution P * i (or P * ′ i ) directly by (4)-(5) (or (6)- (7)). Then a central controller is required to collect the parameters
.., N of all bus nodes. This requires a very strong communication infrastructure. In addition, the whole microgrid system will break down in case that the central controller is under attack.
Let g denote the operation mode of the microgrid, where g = 1 represents grid-connected mode and g = 0 represents isolated mode. Suppose that the N-bus microgrid system and its connected ER form a digraph denoted by G ={{0, 1, 2, ..., N}, E G , A G }. The node 0 represents the ER, which determines the operation mode of the microgrid, and the remaining N nodes, which form an undirected graph denoted by G = {{1, 2, ..., N}, E G , A G }, represent the ICUs at every bus nodes of the microgrid system. The graph G is a subgraph of digraph G with
Here, A * 0 =diag(a 10 ,a 20 , ...,a N0 ) represents the weighted adjacency matrix between the ER (node 0) and ICUs (the nodes of G ), a i0 = 1⇔0 ∈ N i , and a i0 = 0⇔0 / ∈ N i ; A 0 * =diag(a 01 ,a 02 , ...,a 0N ), where a 0i = 1⇔i ∈ N 0 , and a 0i = 0⇔i / ∈ N 0 . An ICU is also called an agent.
We aim to design a distributed economic dispatch algorithm to achieve the global optimal solution of (3), that is, each ICU solves the optimal EDP based on its own parameters
, P i (k)] and the information obtained from its neighboring ICUs.
III. DISTRIBUTED ECONOMIC DISPATCH ALGORITHM IN GRID-CONNECTED MODE
Firstly, we consider the case that the microgrid is always in the grid-connected mode which means that g = 1, and all ICUs know that the microgrid is in the grid-connected mode.
The algorithm is divided into 3 parts. In the first part, a leader-following consensus algorithm is used for each agent.
which is to drive the incremental cost λ i (k) of each DG to the electricity price λ 0 of the distribution system obtained by the ER, where ε i > 0 is the step size of the algorithm, and λ i (0) is any given initial value.
In the second part, each agent calculates the active power generated by each DG with its incremental cost at time k:
where P i (k) represents the active power generated by the ith DG.
In the third part of the algorithm, each agent estimates the average power mismatch of all bus nodes of the microgrid system by average-consensus algorithm:
Here, ∆P i (k) = P Di + P Li (k) − P i (k) is the power mismatch of the ith bus at time k, P Li (k) = B i P 2 i (k) is the line loss due to the ith DG at time k, ∆ P i (k) is the local estimate of agent i for the average power mismatch of all buses, and ∆ P i (0) = ∆P i (0). The equation ∆ P i (k + 1) = (1 − a 0i )y i (k + 1) means that for the neighboring bus nodes of the ER, there is direct power replenishment by the ER after each iteration, and so their estimates for the power mismatch are zeros.
And at each iteration, the incremental power exchanged with the distribution system is adjusted by the ER:
where P MG (k) is the power exchanged with the distribution system through the ER at time k with P MG (0) = 0, and ∑ N i=1 a 0i y i (k + 1) is incremental power exchanged with the distribution system.
Remark 3:
As an intermediate unit between the microgrid and the external network, the ER is not only an information medium but also a bridge for power exchange. The equation (11) shows that the ER is an information medium. For the neighbors agents of the ER, each agent transmits its power mismatch estimate to the ER at each iteration. The ER then calculates the power needed for exchanging with the distribution system for the microgrid according to (11) . Then the ER plays as an interchange of power, and the distribution system supplies (obtains) power to (from) the microgrid through the ER, so the power mismatch estimates of agents who neighboring the ER at each iteration are set to 0 in (10).
For the above distributed algorithm, we have the following assumptions.
Assumption 1: The digraph G contains a spanning tree with node 0 as its root node.
Assumption 2: For any given node i ∈ {1, 2, ..., N} of the undirected subgraph G of G , there is a path from node i to the root node 0.
Assumption 3: The algorithm step ε i ∈ (0, 1 ∑ N j=0 a i j ).
Assumption 4:
The algorithm step µ ∈ (0,
A digraph satisfying Assumptions 1 and 2 is shown in Fig.  2 .
For the convergence of the distributed economic dispatch algorithm (8)-(11), we have the following theorem. where P * i is given by (4), and P * MG is given by (5) . This means that the incremental cost of each DG converges to the electricity price of the distribution system asymptotically, the active power generation of each DG is asymptotically optimal, the microgrid system achieves the balance of power supply and demand, and thus, the optimal economic dispatch is achieved asymptotically.
Proof : Without loss of generality, we assume that the nodes {1, 2, ..., M} can send information to the ER directly which means that a 0i = 1, i ∈ {1, 2, ..., M}. If Assumptions 1 and 3 hold, then (8) is a standard leader-follower consensus algorithm, and lim k→∞ λ i (k) = λ 0 , i = 1, 2, ..., N.
Then by the above and (9), we have
Rewrite (10) in a compact form, then we get
where ξ ξ ξ (k) = ∆P P P(k + 1) − ∆P P P(k) and C C C = A 0 * A 0 * A 0 * . From (12) , we know that lim k→∞ ξ ξ ξ (k) = 0 0 0 N×1 . Since G is undirected, 1 1 1 T N L G = 0. Then by (11) and (13), we have
which together with ∆ P P P(0) = ∆P P P(0) and P MG (0) = 0 leads to
From (13), we have This together with (14) gives
That is, the the microgrid system achieves the balance of power supply and demand asymptotically and lim k→∞ P MG (k) = P * MG .
IV. DISTRIBUTED ECONOMIC DISPATCH ALGORITHM INTEGRATING ISOLATED AND GRID-CONNECTED MODES
As is well-known, the microgrid usually has two operation modes, namely, isolated operation mode (island operation) and networked operation mode (grid-connected operation). A microgrid should be able to perform a smooth transition between both modes to cope with emergencies in the main grid. For example, when a disaster occurs in the main grid, the microgrid switches to the isolated mode to avoid large-scale power outage, and the grid-connected mode is restored after the main grid becomes stable again. For an Energy Internet, the operation modes of the microgrid is determined by the associated ER. The two operation modes of a microgrid and their mutual transition are shown in Fig. 3 .
In this section, we will design an autonomous distributed economic dispatch algorithm which integrates the two operation modes of the microgrid together. The characteristics of the algorithm lie in that the numerous ICUs (agents) which are not neighbors of the ER do not need to know the operation mode of the microgrid, such that the all the agents of the microgrid can switch between the two operation modes autonomously.
The algorithm is divided into 4 parts. In the first part, each agent iterates based on the local information and obtains the incremental cost of its associated DG at time k + 1.
where ε ′ i > 0 is the step size of the algorithm, λ i (0) is any given initial value. σ (k) > 0 is the feedback gain. If 0 ∈ N i and g = 1, then ga i0 > 0, which means that the ER transmits the electricity price information of the distribution system to its neighboring agents only when the microgrid is grid-connected. If 0 / ∈ N i or g = 0, then ga i0 = 0, which means that when the microgrid is in an isolated mode or although the whole microgrid is gridconnected, the non-neighboring agents of the ER do not need to know the electricity price of the distribution system.
In the second part, each agent calculates the active power generated by each DG at time k with the incremental cost λ i (k):
where P i (k) represents the active power generated by the ith DG. The third part of the algorithm consists of 4 iterations. Each agent estimates the average power mismatch of all bus nodes of the microgrid system through average consensus algorithm. During each iteration, each agent transmits its estimate to the ER, and then the ER calculates the incremental active power that each bus node needs to exchange with the distribution system. (20) where ∆P i (k) is the power mismatch of the ith bus node, µ ′ > 0 is the algorithm step size, and ∆ P i (k) is the local estimate of the average power mismatch of all buses with ∆ P i (0) = ∆P i (0). Here, ∆P Mi (k) represents the incremental active power that the ith bus node needs to exchange with the distribution system at time k.
In the 4th part of the algorithm, the ER calculates the active power exchanged with the distribution system for the whole microgrid.
where P MG (k) represents the active power exchanged with the distribution system.
Remark 4:
The equations (18), (19) and (21) are performed by the ER. The equations (18) and (19) indicate that in the grid-connected mode, the power exchanged between the microgrid and the distribution system is keeping on accumulation through the ER during each iteration. If i / ∈ N 0 , then P Mi (k) ≡ 0, or for the isolated mode with g = 0, P Mi (k) ≡ 0, i = 1, 2, ..., N.
Remark 5:
The equation (20) together with (18)- (19) means that for the bi-directionally neighboring agents of the ER, there is direct power replenishment by the distribution system through the ER after each iteration, and so their estimates for power mismatch are zeros. Notice that the microgrid should perform a smooth transition between the grid-connected and the isolated modes, (20) can match the power exchanged with the distribution system to the power mismatch of the microgrid system when the microgrid switches from the grid-connected mode to the isolated mode.
For the proposed algorithm (15)-(21), we have the following assumptions.
Assumption 5: The undirected subgraph G is connected and there is a node i ∈ {1, 2, ..., N}, such that a i0 a 0i > 0.
).
Assumption 7:
The algorithm step µ ′ ∈(0,
). 
If the microgrid is grid-connected, then we have the following theorem. where P * i is given by (4), and P * MG is given by (5) . This means that the incremental cost of each DG converges to the electricity price of the distribution system asymptotically, the active power generation of each DG is asymptotically optimal, the microgrid system achieves the balance of power supply and demand, and thus, the optimal economic dispatch is achieved asymptotically.
Proof : When g = 1, the microgrid is in the grid-connected operation mode.
Without loss of generality, assume that nodes 1, 2, ..., M ′ are neighbors of the ER in bi-direction, which means that a 0i = a i0 = 1, i ∈ {1, 2, ..., M ′ }.
Rewrite (15)-(18) in a compact form, then we get
where (22), we have ∆ P P P(k + 1)
which tohgether with the definition of ∆P P P(k) gives sup k≥0 ∆P P P(k + 1) − ∆P P P(k)
From Assumption 5, we know that for any i = M ′ + 1, M ′ + 2, ..., N, there is j ∈ {1, 2, ..., M ′ }, so that there is a path from j to i. Then by Assumption 7 and Lemma 1, we get that the eigenvalues of (I I I N −C C C ′ )(I N I N I N − µ ′ L L L G ) are all inside the unit disk. This together with (23) and (24) we can get
From Assumptions 5 and 6, we know that the eigenvalues of
are all inside the unit disk of the complex plane. By (22) we get
Then by Assumption 8 and (25) leads to
This together with (16) leads to
where P * i is given by (4) . Then from the above and the definition of ∆P P P(k), we have lim k→∞ (∆P P P(k + 1) − ∆P P P(k)) = 0 0 0. This together (23) and Lemma 1 leads to lim k→∞ ∆ P P P(k) = 0 0 0.
From (22) and (21), noticing that 1 T N L G = 0, we get 
Then from ∆ P P P(0) = ∆P P P(0), P Mi (0) = 0 and the definition of ∆P P P(k), we have
which together with (27) and (26) leads to
If the microgrid is in the isolated mode, we have the following theorem.
Theorem 3: For the algorithm (15)- (20) , if Assumptions 5-8 hold and g = 0, then for any i, j ∈ 1, 2, ..., N, i = j, we have lim k→∞ (λ i (k) − λ j (k)) = 0, i, j = 1, 2, ..., N,
That is, the incremental costs of all distributed generators tend to be equal asymptotically and the estimates of all ICUs for the average power mismatch are bounded.
Proof : If g = 0, then from (19) , it follows that P Mi (k) ≡ 0. Then by (21) , we have P MG (k) ≡ 0.
Rewrite (15)- (20) in a compact form, then we get 
Then by Assumptions 5 and 7, we know that
where ρ 1 ∈ (0, 1) and c 1 > 0 are both non-negative constants. From (34) and the definition of δ P P P (k), we get
From the properties of the Laplacian matrix L G , it is known that
This together with (35) leads to
Then from (33) and (36), we have sup k≥0 δ P P P(k) < ∞.
From (32) and 1 T N L G = 0, it is known that 
From Assumptions 5 and 6, similarly to (34) and (35), it is known that
where ρ 2 ∈ (0, 1), c 2 > 0 are both non-negative constants. From (42), we get
Similarly to (37), we have
This together with Assumption 8, (42),(41) and (38) leads to δ λ λ λ (k)
which implies (29) , that is, the incremental costs of all DGs tend to be equal asymptotically.
Theorem 3 shows that in the isolated operation mode, the algorithm (15)- (21) ensures that the incremental costs of all DGs tend to be equal asymptotically. Numerical simulation shows that the incremental costs of all DGs will converge to a common value (see Section 5.2 Case Study, as shown in Figure 8 .a.) Under the assumption that the incremental costs of all DGs converge, it can be proved that the incremental costs of all DGs converge to the same value, the microgrid system achieves optimal economic dispatch and balance of power supply and demand asymptotically. We have the following proposition. 
where λ * ′ and P * ′ i are given by (6) and (7), respectively. Namely, the microgrid system achieves optimal economic dispatch and the balance of power supply and demand asymptotically.
Proof : If Assumptions 5-8 hold and g = 0, then by Theorem 3, we have lim k→∞ (λ i (k) − λ j (k)) = 0, i, j ∈ 1, 2, ..., N, i = j.
From (33), (35) and (36), we have
If {λ i (k), k = 0, 1, ...}, i = 1, 2, ..., N converge, then from (16) , it follows that {P P P(k), k = 0, 1, ...} converges. Then by the definition of ∆P i (k), we have {∆P i (k), k = 0, 1, ...}, i = 1, 2, ..., N converge. Thus, for any given ε > 0, there is a positive integer L, such that ∆P P P(k + 1) − ∆P P P(k) ≤ ε, k ≥ L. This implies that
which together with (45) gives lim k→∞ δ P P P (k) = 0.
Then from (40) and the above, we get {∆ P P P(k), k = 0, 1, ...} converges, which means that lim k→∞ 1 1 1 T N ∆ P P P(k) exists. From (30), we have
This together with the convergence of {λ i (k), k = 0, 1, ...}, i = 1, 2, ..., N leads to that the series ∑ k j=0 σ ( j)1 1 1 T N ∆ P P P( j) converges. Now we prove that lim k→∞ 1 1 1 T N ∆ P P P(k) = 0. We use reduction to absurdity.
Assume that lim k→∞ 1 1 1 T N ∆ P P P(k) > 0. Then there is a positive integer k 0 , and a constant ω > 0 such that 1 1 1 T N ∆ P P P(k) ≥ ω, k = k 0 , k 0 + 1, ... From Assumption 8, we have
Thus, lim k→∞ 1 1 1 T N ∆ P P P(k) ≤ 0. Similarly, one can prove that lim k→∞ 1 1 1 T N ∆ P P P(k) ≥ 0. Therefore, lim k→∞ 1 1 1 T N ∆ P P P(k) = 0. Then by (39), we have lim k→∞ 1 1 1 T N ∆P P P(k) = lim k→∞ 1 1 1 T N ∆ P P P(k) = 0, which together with that is, lim k→∞ ∆ P i (k) = 0, i = 1, 2, ..., N. Note that (39) means
This together with lim k→∞ ∆ P i (k) = 0, i = 1, 2, ..., N leads to that the balance of supply and demand is achieved for the microgrid system asymptotically. From the convergence of {λ i (k), k = 0, 1, ...}, i = 1, 2, ..., N, Theorem 3 and the fact that incremental costs of all DGs are equal and the power supply and demand are balanced for the optimal solution of economic dispatch, we have (44).
Through the above analysis, we can find that the algorithm (15)- (21) can ensure the optimal economic dispatch of the Energy Internet in both grid-connected and isolated modes. Next, we will show that the algorithm (15)- (21) ensures that the microgrid can perform reliable transition between the gridconnected and isolated operation modes and keep the "energy conservation".
Theorem 4: For the algorithm (15)- (21) , suppose that Assumptions 5-8 hold. Then the microgrid system can achieve reliable transformation between isolated and grid-connected modes. That is, the estimate for the total power mismatch of the microgrid system 1 1 1 T N ∆ P P P(k) plus the active power of exchanged with the distribution system P MG (k) is always equal to the real total power mismatch of the microgrid system 1 1 1 T N ∆P P P(k) whether the microgrid is in grid-connected or isolated mode, and the balance of power supply and demand is maintained when mode switching happens.
Proof : Without loss of generality, assume that when k = T + 1, g changes from 1 to 0, that is, the microgrid transits from the grid-connected operation mode to the isolated operation mode.
When 0 ≤ k ≤ T , the microgrid is in grid-connected mode. From (28), we have
That is, the algorithm (15)-(21) ensure that the estimates for the totoal power mismatch of the microgrid system 1 1 1 T N ∆ P P P(k) plus the active power exchanged with the distribution system P MG (k) is always equal to the real total power mismatch of the microgrid system 1 1 1 T N ∆P P P(k). When k > T , the microgrid is in isolated mode and P MG (k) ≡ 0. From (20) , it is known that ∆ P P P(T + 1) depends on P M P M P M (T ) which is not zero as P M P M P M (0). Next we divide the time interval k > T into k = T + 1 and k > T + 1.
When k = T + 1, it is obtained from (16)
From (18) and (19), it can be seen that 1
. Then from (47), we get That is, the algorithm (15)- (21) ensures that the estimate for the total power mismatch of the microgrid system 1 1 1 T N ∆ P P P(k) is equal to the real total power mismatch of the microgrid system 1 1 1 T N ∆P P P(k) at the moment when the grid-connected mode switched to the isolated mode. When k > T +1, the microgrid is in isolated operation mode, that is, g = 0. From (32) and the above equation, we have
that is, the algorithm (15)-(21) ensures the estimate for the total power mismatch of the microgrid system 1 1 1 T N ∆ P P P(k) is equal to the real total power mismatch of the microgrid system 1 1 1 T N ∆P P P(k) in the isolated mode. Similarly, if g changes from 0 to 1 at some time, then the above properties are also satisfied.
V. NUMERICAL EXAMPLES
In this section, we provide two examples to demonstrate the effectiveness of the proposed algorithms. The structure of the test system and the communication topology are shown in Fig. 5 and Fig. 6 , respectively, containing 5 DGs, 1 ER, and 4 loads. The microgrid is connected to the distribution system or main grid through the ER. The parameters of each DG are given in Table I .
A. Feasibility of grid-connected mode
For this case, the total demand of the 4 loads is 550 MW, and the loads at buses 1, 2, 4, and 6 are 50 MW, 150 MW, 150 MW, and 200 MW, respectively. The electricity price of the distribution system obtained by the ER is 85 /MW. The simulation results are shown in Fig. 7 . We can see that the incremental costs of all DGs asymptotically converge to the electricity price of the distribution system obtained by the ER. Furthermore, when the system approaches the steady state, the active power generated by each DG are given by P 1 = 50.000MW, P 2 = 46.423MW, P 3 = 53.091MW, P 4 = 63.078MW, P 5 = 83.829MW, respectively. The total loss caused by the DGs is 3.473MW, and the active power supplied by the power distribution system is 257.053MW, which means that the active power generated by the microgrid itself cannot meet its own demand, and it needs the distribution system to supply power. Simulation results show that the proposed algorithm is effective in the grid-connected mode.
B. Feasibility of smooth transition between isolated mode and grid-connected mode
This case focuses on the performance of proposed algorithm in the isolated and grid-connected mode. For this case, when k = 250, the distribution system fails, the ER sets the microgrid operation mode decision variable g to 0, indicating that the microgrid is now in isolated mode. The simulation results are shown in Fig. 8 , which shows that when the microgrid transits to isolated mode, the power supply by the distribution system is cutted off immediately. The incremental costs of all DGs as shown in Fig. 8.(a) converge to the new optimal state λ * ′ = 88.541 /MW; Fig. 8.(b) shows that the power generated by each DGs are P 1 = 105.977MW, P 2 = 70.000MW, P 3 = 100.000MW, P 4 = 133.527MW, P 5 = 154.537MW, respectively. The total loss becomes 12.895MW. The simulation results show that the microgrid can perform reliable transition between the grid-connected and isolated operation modes and always satisfy the "energy conservation".
VI. CONCLUSION
In this paper, distributed economic dispatch algorithms for an Energy Internet based on multi-agent consensus control and incremental power supplying by the ER have been proposed. Firstly, the grid-connected case is considered and all ICUs know that the microgrid is in the grid-connected mode. It is proved that if the topology of the Energy Internet contains a spanning tree with the ER as the root node, all bus nodes of the microgrid form an undirected graph, and there is a path from each bus node to the ER, then the algorithm can ensure that the incremental costs of all DGs converge to the electricity price of the distribution system, the balance of power supply and demand of the whole microgrid is achieved and the optimal economic dispatch is achieved asymptotically. Furthermore, a fully distributed and autonomous economic dispatch algorithm is proposed which can switches between the grid-connected and isolated operation modes smoothly based on the gridconnected algorithm. The ICUs which are not neighbors of the ER do not need to know the operation mode of the microgrid. It is proved that if the network topology of the Energy Internet contains a spanning tree with the ER as the root, the network topology of the microgrid is a connected and there is at least one bus node neighboring the ER bidirectionally, then the algorithm can ensure that the microgrid can reliably transit between the isolated and the grid-connected modes. Finally, the effectiveness of the algorithms are demonstrated by numerical simulations.
It should be pointed out that we only consider optimal economic dispatch algorithms on the dispatch level. It is worth studying how to design the corresponding controller to implement the optimal economic dispatch solution on the physical layer. Also, this paper is focused on the case with ideal communication. However, in actual communication networks among ICUs, there must be many uncertainties such as noises, packet dropouts and random switching of communication topologies, which also need future investigation.
