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Medical imaging technologies have been extensively improved over the last several
decades. Medical imaging, like magnetic resonance imaging (MRI), computed to-
mography (CT), positron emission tomography (PET) and ultrasound, has become
an essential tool for doctors in diagnosing process for its convenience, noninva-
sive operation and efficiency. Medical images have been extensively obtained from
scanning machines in hospitals.
One of the problems associated with the popularity of medical imaging is the
huge data volume of the produced medical images. A very large memory space is
needed to store patient data and normally these images are required to be kept for
a long time. Furthermore, with the increasing popularity of telemedicine, great vol-
ume of medical images would be transmitted over internet with limited bandwidth.
The problem becomes more acute for four-dimensional (4D) medical images, which
consist of three-dimensional (3D) image sequences over time (3D+Time). In this
thesis, a new motion compensated lossy-to-lossless 4D medical image compression
scheme is proposed. Since strong temporal similarity exists in the 4D medical
image, the 3D motion compensation strategy is employed to exploit the temporal
redundancy among the volumetric frames. For legal and diagnostic reasons, lossless
compression is required for medical image compression. Thus, 3D integer wavelet
transform is applied on each volumetric frame after motion compensation to reduce
3D spatial redundancy and the produced integer coefficients are coded by 3D set
partitioning in hierarchical trees (3D-SPIHT), which is an embedded coding scheme
viii
and provides progressive coding performance in nature. Encouraging results are
obtained by using the proposed motion compensated progressive lossy-to-lossless
4D compression algorithm.
Another problem associated with the increasing popularity of medical imaging
is the tedious work of segmenting medical images to extract diagnostic information.
Due to the large data volume, manual segmentation has become impractical. Thus,
automated or semi-automated segmentation methods relying on the power of mod-
ern computers have been proposed. Deformable models have gained considerable
success in medical image segmentation. However, they require careful initialization,
which raises heavy workload when segmenting large quantity of images. In order
to simplify the initialization, a minimal path deformable model based algorithm is
designed. In this approach, the work of initialization is significantly simplified into
one single mouse click to choose a starting point. A proposed “worm” algorithm
is employed for detecting the minimal path, which consists of the actual object
contour. To make the segmentation framework more robust, an implicit statistical
shape model is incorporated into the potential map for evaluating paths.
Finally, 3D magnetic resonance angiography (MRA) segmentation is studied
in this dissertation. Although existing MRA segmentation methods can extract
the main structure of the vasculature, they do have difficulties in finding small
vessels, which can provide critical information for navigating and positioning in
brain surgery. Inspired by the capillary action, where fluid is “sucked” into thin
tubes by surface tensions, a capillary geodesic active contour (CGAC) is modeled
and constructed to extract tiny blood vessels from MRA images. Experimental
results show that the CGAC can achieve more precise segmentation when compared
with other state-of-the-art algorithms.
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The discovery of X-rays in 1895 heralded a new era in the practice of medicine.
It is a milestone in the development of diagnostic techniques. With X-rays, it
became possible to visualize the internal parts of the body without painful and
often dangerous surgery. Since then, medical imaging utilizing the transmission
of radiant energy (e.g., X-rays, gamma rays, radio waves, or ultrasound waves)
through the body to produce images without subjective sensations has been widely
studied. In medical imaging processes, a beam of radiation passing through the
body is absorbed and scattered by structures in the beam path to varying degrees,
depending on the composition of these structures and on the energy level of the
beam. The differential absorption and scatter pattern by tissues within the body
are recorded by a detector to produce an image of the tissues. Since a variety of
sources of radiant energy are available that can be administered at levels selected
and/or controlled to readily penetrate and be absorbed to some degree by all bodily
tissues, radiographic images can be produced for every body organ ranging in
density from bone to lung. The images produced from radiant emanations passing
through parts of the body provide a direct recording of internal, unseen structures.
Over the years, there have been numerous improvements in the basic tomo-
graphic methodology. These advances have been spurred by the development of
1
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more sophisticated and powerful instruments and techniques using a variety of en-
ergy forms that have broadened and refined applications of medical imaging. The
physician is now provided with significant capabilities for noninvasive examination
of internal structures of the body with accuracy and specificity not ever before
available. In the past several decades, medical imaging has become an essential
tool in medical diagnostic processes due to its noninvasive operation and high spa-
tial resolution. Modern computers have made possible the development of several
new imaging modalities that use different sources of radiant energy to elucidate
different properties of body tissues. These methods permit significant potential for
providing greater specificity and sensitivity in clinical diagnostic and basic inves-
tigative imaging procedures than ever before possible. Medical imaging modalities
like magnetic resonance imaging (MRI) and computed tomography (CT) have rev-
olutionized the diagnostic capabilities of radiologists and they are considered to be
among the most important advances in medical science.
Along with the improvement of medical imaging resolution and sensitivity,
multi-dimensional imaging systems are rapidly developed at the same time. Three-
dimensional (3D) and four-dimensional (4D) medical images have been extensively
obtained from scanning machines. Three-dimensional image is composed by a
stack of two-dimensional (2D) slices and 4D image consists of 3D image sequences
over time (3D+Time) (see Fig. 1.1(a)). A 3D frame of 4D data set is shown in
Fig. 1.1(b). With the help of 3D and 4D medical imaging techniques, doctors
can observe a specific organ in 3D space directly and clearly, and even watch its
activity continuously over a period of time.
The increasing popularity of medical imaging has led to rapid improvement
of techniques for medical image processing. One of the primary issues addressed
in this thesis is efficient compression of 4D medical images. Another key issue
discussed in this dissertation is labeling and characterizing organs in 3D medical
images through segmentation as well as visualization of the results.
2
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(a) Illustration of 4D data set
(b) A 3D frame of 4D medical image
Figure 1.1: Illustration of 4D data set and a 3D frame from the 4D cardiac CT
image.
1.1 4D Medical Image Compression
In order to preserve high spatial resolution of medical images, large numbers of
pixels/voxels are required to represent a medical image, where voxel is the basic
element of volumetric image just like pixel of 2D image. Hence, the size of medical
image is usually very large. Since extensive amounts of medical images are being
produced by medical imaging techniques, this leads to a major memory storage
problem, which is further exacerbated when dealing with 3D or 4D image data sets.
Typically, even a few seconds of volume cardiac image sequences can consume a few










Figure 1.2: Usage of medical image compression system in medical imaging related
applications.
telemedicine, large amount of data sets need to be transmitted over channels with
limited bandwidth. Thus, it is highly desirable to have an effective way to compress
and accommodate the rapid growth of medical imaging and to reduce storage and
bandwidth costs of medical information systems as shown in Fig. 1.2. Efficient
medical image compression can not only significantly enhance the performance of
medical image archiving and communication systems but also may be considered
an enabling technology for telemedicine.
The 4D medical image consists of a sequence of 3D spatial volumetric frames
over time. Except spatial redundancy inside each frame, these sequences have
significant temporal coherence among their frames, which can be used to compress
4D medical images more effectively. However, most current research in medical
image compression focuses on the compression of 2D or 3D images only [3–5]. There
has been little work done on compression of 4D medical images, which requires
many new issues to be explored [6, 7]. In this dissertation, we describe how 4D
medical image data can be compressed using the 3D motion estimation algorithm
and lossy to lossless volumetric image compression techniques. Three-dimensional
4
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motion prediction can effectively exploit the temporal redundancy inside the 4D
medical image. Similar to 2D motion prediction in video compression scheme, 3D
motion estimation is essential for 4D compression. The compression ratio can be
increased significantly by exploiting the temporal redundancy effectively.
1.2 Medical Image Segmentation
The digital revolution and the rapid growing processing power of the modern
computer in combination with medical imaging modalities have helped doctors to
achieve more accurate diagnosis and surgery. It also helps people to better under-
stand the complex human anatomy and its behavior to a certain extent. However,
it is not enough to use either computers or medical scanning techniques alone to
gain insight into medical images. The art of extracting boundaries, surfaces, and
segmented volumes of these organs in the spatial and temporal domains is expected.
This art of organ extraction is segmentation. Computer algorithms for the segmen-
tation of anatomical structures and other regions of interest are becoming a key
component in assisting and automating specific radiological tasks. A large number
of algorithms have been proposed for biomedical imaging applications such as the
quantification of tissue volumes [8], diagnosis [9], localization of pathology [10],
study of anatomical structure [11], treatment planning [12], partial volume correc-
tion of functional imaging data [13], and computer integrated surgery [14,15].
In this dissertation, we first present a method for applying the minimal path
deformable model [16] to obtain organ contours. Segmentation is realized through
finding the minimal path, which is obtained by using an “intelligent worm” al-
gorithm. The algorithm requires a very simple initialization compared to other
deformable models and has been used to segment medical images. With the in-
ternal energy and external energy defined, the worm can avoid local minima and
join disconnected parts of the object contour. The prior knowledge of the shape is
5
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incorporated into the segmentation process to achieve more robust segmentation
by constructing the statistical prior shape model. Segmentation of 3D magnetic
resonance angiography (MRA) image is studied in this dissertation as well. The
proposed algorithm, called the capillary geodesic active contour (CGAC), models
capillary action where the liquid can climb along the boundaries of thin tubes.
The CGAC, whose implementation is based on level set, is able to segment thin
vessels and has been applied for verification on synthetic volumetric images and
real 3D MRA images. When compared with other state-of-the-art MRA segmenta-
tion algorithms, our experiments show that the introduction of capillary force can
facilitate more accurate segmentation of blood vessels.
1.3 Thesis Focus and Main Contributions
This thesis presents new and novel methodologies for compressing 4D medical image
data sets and segmenting 3D medical images. Three major contributions presented
in this dissertation are as follows:
1) Motion compensated lossy-to-lossless 4D medical image compres-
sion scheme: A new lossy-to-lossless 4D medical image compression scheme
is introduced. In previous works, 2D and 3D medical image compression
has been widely studied, however, there are few works on 4D medical image
compression. These methods are not able to compress 4D medical images
losslessly and efficiently because not all the redundancy is removed. Our
scheme efficiently exploits the temporal redundancy between adjacent 3D
frames due to a new 3D fast cube matching algorithm. The resulting 3D key
and residual frames are encoded by a revised version of 3D set partitioning in
hierarchical trees (3D-SPIHT) for progressive decoding of the whole data set.
Hence, both temporal and 3D spatial redundancies are exploited. Compared
6
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with existing compression techniques, our scheme is able to achieve much
higher compression ratio of 4D medical images than existing schemes.
2) Minimal path deformable model: A new framework featuring shape
priors for segmentation of medical images by extracting organ contours is
introduced. For segmentation, initialization is a tedious process, especially
when dealing with 3D images. Our proposed scheme greatly simplifies the
initialization of the deformable model by selecting one starting point. Ob-
ject boundaries are delineated by detecting a minimal path, i.e., a path with
the minimal combined energy. Graph searching strategy is employed to find
the minimal path in a weighted graph, which is obtained by applying dis-
tance transform on the edge map of the image. The prior shape knowledge
is incorporated into the segmentation process to achieve more robust seg-
mentation by constructing the statistical prior shape model. The estimated
shapes of objects of interest are implicitly represented in a weighted map of
the image. Accordingly, a maximum a posteriori estimator is proposed to
get shape estimates. Our segmentation framework overcomes the shortcom-
ings of traditional deformable models and has been successfully applied to
segment various medical images.
3) Capillary geodesic active contour: In particular, a new capillary geodesic
active contour (CGAC), is formulated and introduced to extract vasculature
from MRA images. Our model is derived from the capillary action, which
is considered as an energy minimization process. The incorporated capillary
force adapts the evolving surface into very thin branches of blood vessels and
obtains more accurate segmentation results than existing MRA segmentation
techniques as demonstrated in our experiments. The CGAC can achieve more
details of vasculature. Our approach is geometric in nature and topology free























Figure 1.3: Organization and development of ideas in this dissertation.
1.4 Organization of the Thesis
The thesis is divided into two parts. In the first part, 4D medical image compression
is discussed and 3D medical image segmentation and visualization is presented in
the second part. Fig. 1.3 shows the organization and development of the ideas
presented in this dissertation.
Chapter 2 provides a comprehensive literature review for the field of medical im-
age compression. In Chapter 3, a motion compensated progressive lossy-to-lossless
4D medical image compression scheme is presented. A new fast 3D cube matching
algorithm is proposed to exploit the temporal redundancy among 3D frames of 4D
data set. Both its lossless compression and lossy compression performances are
presented and discussed in detail.
In Chapter 4, we present a literature review of medical image segmentation
as well as visualization using computer graphics techniques. New segmentation
methods for medical image segmentation based on deformable models are reported
8
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in Chapter 5 and 6. We present a minimal path deformable model in Chapter 5,
which greatly simplifies the initialization task in segmentation compared with other
deformable models based segmentation techniques. In Chapter 6, segmentation of
vasculature from MRA is studied. A capillary geodesic active contour is reported
for extracting thin vessels from MRA. Experiments are presented to demonstrate
the ability of the algorithms.




Related Works: Medical Image
Compression
The goal of data compression is to represent an information source (e.g. a data
file, a speech signal, an image, or a video signal) as accurately as possible using
the fewest number of bits. Data compression is achieved by reducing redundan-
cies among the data. In particular, compressing still images needs reducing spatial
redundancy among the pixels of an image. While for coding videos, both tem-
poral redundancy between the successive pictures and spatial redundancy inside
each picture are exploited. Furthermore, variable length coding techniques can be
used to reduce the redundancy between the compressed data symbols to achieve
higher compression ratio. In this chapter, we provide a brief survey on the various
techniques developed for medical image compression. The basics of medical image
coding are summarized in Section 2.1. In Section 2.2, the integer wavelet trans-
form based compression scheme and video coding scheme, which are useful for 4D
medical image compression, are presented.
10
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2.1 Introduction to Medical Image Compression
Existing image compression algorithms can be classified into lossy and lossless
techniques according to compression quality, which indicates the quality of the
reconstructed image [3, 4, 17]. Lossless compression, also known as bit-preserving
or reversible compression, involves exact reconstruction of the original data, i.e.,
the data which is reconstructed from the compressed data is numerically identical
to the original data [5, 18]. Obviously, lossless compression is desirable since no
information is compromised. However, only limited compression can be obtained
using lossless compression. On the other hand, in lossy compression (also known
as irreversible compression), the reconstructed data contains degradations relative
to the original [6, 7, 19]. As a result, much higher compression can be achieved
as compared to lossless compression. In general, more compression is obtained
at the expense of higher distortion. The precision of the data is compromised
by quantizing the compressed data within a pre-specified number of bits. This
introduces losses to the compression but results in cost-savings in terms of the
number of bits required to represent a certain image.
In medical image compression, although lossy compression is sometimes ac-
ceptable, lossless compression is preferred [4, 17,20,21]. Since lossless compression
does not degrade the image, it does not hinder accurate diagnosis. Lossy compres-
sion techniques could lead to errors in diagnosis, as they introduce artifacts even
though the visual quality is excellent. Furthermore, there exist several legal and
regulatory issues that favor lossless compression in medical applications.
Lossless compression schemes often consist of two distinct and independent
components: modeling and coding. The former is concerned with the “under-
standing” of the source data, and is related to other knowledge based areas of
computing such as machine learning and categorization techniques. In this step,
spatial redundancy is reduced. In contrast, coding is a tightly specified task of ef-
11
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Figure 2.1: A typical prediction pattern in predictive coding.
ficiently representing a single symbol as a code, usually in binary form, given a set
of estimated symbol probabilities. The redundancy among the symbols from the
modeling step is reduced here. According to the modeling and coding techniques
used, lossless compression algorithms can be categorized into predictive coding and
transform coding [4, 22].
2.1.1 Predictive Coding
Predictive coding techniques, from simple methods like differential pulse code mod-
ulation (DPCM) to advanced ones such as the low complexity lossless compression
for images (LOCO-I) [23] and the context-based adaptive lossless image coding
(CALIC) [24], have obtained considerable success for lossless compression of 2D
images. The LOCO-I has even been adopted as the core algorithm of the loss-
less image compression standard JPEG-LS due to its good performance and low
complexity.
The motivation of predictive coding techniques is to remove redundancy be-
tween neighboring pixels by predicting the value of the current pixel on the basis
of past pixels in some fixed order (say, raster order going row by row, left to right
within a row as shown in Fig. 2.1). If we denote the current pixel by x and its
predicted value by xˆ, then only the prediction error, e = xˆ−x, needs to be encoded.
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Figure 2.2: Encoder and decoder block diagram of predictive coding.
If the prediction is reasonably accurate then the distribution of prediction errors is
concentrated near zero and has a significantly lower average bit rate than coding
the original image directly. Thus, an optimal predictor is supposed to minimize
the prediction error.
If the residual image consisting of prediction errors is treated as an indepen-
dently and identically distributed (IID) source, then it can be coded efficiently
using standard variable-length entropy coding techniques such as Huffman coding
or arithmetic coding. Unfortunately, even after applying the most sophisticated
prediction techniques, generally the residual image has ample structure which vi-
olates the IID assumption. Hence, in order to encode prediction errors efficiently,
error modeling or bias cancellation is inserted before entropy coding. In this step,
the prediction error at each pixel is encoded with respect to a conditioning state
or context, which is arrived at from the values of previously encoded neighboring
pixels. Fig. 2.2 shows a general predictive encoder. A symbol s is subtracted by
the predicted value sp and the residual ep is modeled and encoded by using entropy
coding. The decoder is the reverse of the encoder.
2.1.2 Transform Coding
Transform coding techniques have been widely used in image compression. The
JPEG image compression standard is based on the discrete cosine transform (DCT)
and wavelet transform has been adopted by the JPEG-2000 standard [25].
13
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Figure 2.3: Block diagram of transform coding.
In transform coding, compression is achieved by transforming the image, pro-
jecting it on a basis of functions, and quantizing and encoding the coefficients (see
Fig. 2.3). An optimal transform should be able to minimize the correlation among
resulting coefficients, so that scalar quantization can be employed without losing
too much in coding efficiency compared to vector quantization and to compact
the energy into as few coefficients as possible. In addition, because of the nature
of the image signal and the mechanisms of human visual system, the transform
used for compression must accept nonstationarity and be well localized in both
the space and frequency domains. Since the wavelet transform satisfies all of these
conditions, it has become the most popular transform for image compression [26].
In addtion, the introduction of integer wavelet transform [27] makes it possible to
compress medical images losslessly with the power of wavelet transform coding.
The basic idea of the wavelet transform is to represent any arbitrary function f
as a superposition of wavelets. Any such superposition decomposes f into different
scale levels, where each level is then further decomposed with a resolution adapted
to the level. Since wavelet transform owns very good localization in both the
space and frequency domains, wavelets based image coding schemes can yield good
compression results. This has been demonstrated by compression schemes like
the embedded zero-tree wavelet (EZW) [28] and the set partitioning in hierarchical
trees (SPIHT) [29] for effective reordering and coding of the wavelet coefficients
into scalable and rate controllable data bit-streams. The SPIHT image coding
scheme incorporates desirable features such as simple prioritization and segregation
14
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of significant data into ordered bit planes.
2.2 Lossless Compression Using Integer Wavelet
Transform
Although both predictive coding and transform coding can realize lossless image
compression, predictive coding algorithms are difficult to be extended to 3D for
volumetric image compression. In contrast, if an orthogonal transform basis is used,
the wavelet transform can be naturally extended to 3D or even higher dimensions.
In addition, the introduction of integer wavelet transform has made it possible
to use wavelet transform compression scheme for medical image compression [27].
The performance of the wavelet based medical image compression algorithms has
been demonstrated on 2D [20,30] and 3D data [3,5,19,21,31]. Another advantage
of wavelet transform compression is that it can provide progressive lossy-to-lossless
image compression, which offers better image quality with increasing bit rate until
the original image is recovered [3, 31]. Progressive coding is naturally supported
when embedded coding techniques like EZW [28] or SPIHT [29] are used to code
transform coefficients.
In the rest of this section, we first provide a brief introduction to integer wavelet
transform in Section 2.2.1. In Section 2.2.2, the state-of-the-art SPIHT coding
algorithm is reviewed.
2.2.1 Integer Wavelet Transform
In most cases, traditional wavelet transform produces floating-point coefficients and
the use of finite-precision arithmetic for computation results in a lossy compression
scheme. Part of the error comes also from the limited precision of quantization
15















Figure 2.4: The forward integer wavelet transform using lifting: First the Lazy
wavelet, then alternating dual lifting and lifting steps.
for compression purpose. In order to realize lossless compression, integer wavelet
transform [27], which maps integers to integers, is then used. Integer wavelet trans-
forms were used to be difficult to construct. However, the construction becomes
very simple with lifting scheme [32]. Lifting is a flexible technique that has been
used for easy construction and implementation of wavelets. In particular, many
traditional non-integer wavelet transforms can be approximated by an integer ver-
sion using lifting if rounding operation is added to each lifting step before adding
or subtracting.
Computing the wavelet transform using lifting steps consists of several stages.
The idea is to first compute a trivial wavelet transform (the Lazy wavelet or
polyphase transform) [32], and then improve its properties using alternating lifting
and dual lifting steps, see Fig. 2.4. Let x[n] be a discrete time input signal. The
Lazy wavelet only splits the signal into its even and odd indexed samples:
s
(0)
1,l = s1,2l = x[2n] (2.1)
d
(0)
1,l = s1,2l+1 = x[2n+ 1] (2.2)
A dual lifting step consists of applying a filter to the even samples and subtracting
16
CHAPTER 2. RELATED WORKS: MEDICAL IMAGE COMPRESSION

















A primal lifting step does the opposite: applying a filter to the odd samples and
subtracting the result from the even samples. After being incorporated with round-





















k are computed by factorization of a polyphase
matrix (see [32] for details). Although integers are transformed to integers in (2.3)




k are not necessarily integers.
Since it is written using lifting steps, the transform is invertible and the inverse


































2.2.2 Set Partitioning in Hierarchical Trees (SPIHT)
The SPIHT [29] is an embedded image coding scheme that codes wavelet transform
coefficients to produce embedded bit-streams. A spatial orientation tree (SOT)
structure is used to group and order wavelet transform coefficients into sets and
subsets in a hierarchical manner as illustrated in Fig. 2.5 to facilitate coefficient
prediction and coding order.
If w is an absolute maximum of the wavelet transform coefficients, the entire
encoding process would have up to N = ⌊log2 |w|⌋ steps. Each encoding step
17







Figure 2.5: The 2D spatial orientation tree superimposed on a map of wavelet
transform coefficients.
consists of a sorting pass and a refinement pass. The absolute value of the wavelet
transform coefficients are compared to a threshold 2n to determine their significance
at each bit plane n, where n ∈ {0, 1, . . . , N}. There are two types of significance
tests, one for nodes and the other for sets. A node xi,j is significant if the magnitude
of the discrete wavelet transform (DWT) coefficient at location (i, j) is greater than
the threshold. A set of nodes Xi,j is significant if all its members have magnitudes
that are greater than the threshold.
Ordering nodes and sets of wavelet transform coefficients is important for sig-
nificance testing in the SPIHT to achieve efficient coding. Three ordered lists
are maintained in the algorithm. Namely, list of insignificant pixels (LIP), list of
significant pixels (LSP) and list of insignificant sets (LIS). The LIP and LIS are
initialized with only root nodes in the LL subband of the SOT structure while the
LSP is initially empty. During the sorting pass, the pixels in the LIP, which are
insignificant in the previous pass, are tested. Significant nodes from LIP will be
moved to the LSP. Significant sets in the LIS will be partitioned into subsets for
further testing.
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In the refinement pass, the nth bit of the wavelet coefficient associated with
each node in the LSP is coded. At the decoder, the wavelet coefficient values are
refined as the bits are received. The encoding process continues to decrease n and
alternates between sorting pass and refinement pass until any termination condition
is satisfied. The encoding process can be stopped when the size of bit stream has
reached the maximum or when the least significant bit plane has been processed.
The output of the encoder is an embedded bit stream, which allows the decoder
to reconstruct the image, of various quality at any point in the stream. The bit
stream can be further encoded using coders like arithmetic encoding algorithm to
get higher compression ratio [17].
2.3 Video Coding Framework
Since 4D image data can be represented as multiple 3D frames, i.e., dynamic 3D
image data, it is possible to code these 3D images independently on a 3D-frame by
3D-frame basis. However, four-dimensional medical image is normally temporally
smooth and such 3D methods do not exploit the redundancy among voxels in
different frames, where voxel is the basic element of volumetric image just like
pixel of 2D image. This situation is very similar to that of video coding. Hence,
it is natural to introduce the successful video coding framework into 4D medical
image compression.
A segment of video can be considered as a sequence of 2D pictures. Since these
pictures are taken continuously, in addition to the high degree of spatial redundancy
in each 2D image, high degree of temporal redundancy between consecutive pictures
is expected as well [33]. To exploit this, a two-stage process is employed: first stage
deals with the temporal redundancy via interframe coding, while the second stage
deals with the spatial redundancy via image coding techniques.
Temporal redundancy between successive frames can be reduced by finding
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and coding the differences between them. For static parts of the image sequence,
temporal differences will be close to zero, and hence are not coded. Those parts
that change between the frames, either due to illumination variations or to motion
of objects, result in significant differences, which need to be coded. This may
consume a large amount of bit rates. It is noted that image changes due to motion
can be significantly reduced if the motion of the object can be estimated. The
differences are then considered as motion compensated image. To carry out motion
compensation, the motion of the moving objects has to be estimated first. This is
called motion estimation.
The commonly used motion estimation technique in standard video codecs
(coders/decoders) is the block matching algorithm. In a typical block matching
process, a frame is divided into blocks of M × N pixels or, more usually, square
blocks of N2 pixels. Then, for a maximum motion displacement of w pixels per
frame, the current block of pixels is matched against a corresponding block at the
same coordinates but in the previous frame, within the square window of width
N + 2w. The best match on the basis of a matching criterion yields the displace-
ment. To locate the best match by full search, (2w+1)2 evaluations of the matching
criterion are required. This will significantly increase the encoder’s computational
complexity. Therefore, a number of fast search methods for motion estimation
have been introduced to reduce the computational complexity of block matching
algorithm [34, 35]. The basic principle of these methods is that the number of
search points can be reduced, by selectively checking only a small number of spe-
cific points, assuming that the distortion measure monotonically decreases towards
the best matched point.
In video coding schemes, frames in a sequence are marked as I, P or B frames
and coded respectively using three different algorithms, as illustrated in Fig. 2.6
[33]. I frames (intra images) are self-contained and coded using an image coding
technique. I frames are used as random access points in coding streams and they
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Figure 2.6: Frames and motion compensation in video coding.
normally give the lowest compression. P frames (predicted images) are motion
compensated with reference to a previous frame (I or P) and the resulting residual
images are coded using image coding techniques. Compressed bit rate of P frames
is significantly lower than that of I frames. B frames can use forward, backward
motion compensation, or simple interpolation. Thus, a block in the current frame
(B frame) can be replaced by a matched block from the past reference frame, or from
the future reference frame, or by the average of two blocks (see Fig. 2.6). Thus,







In the last decade, the application of medical imaging has been on the rise. Among
these applications, 4D imaging techniques are gaining popularity because of their
ability to provide sequences of 3D volumes over time, which is very helpful when
watching the cardiac cycle of a beating heart or the functioning process of some
medicine in 3D space. An associated problem with the 4D medical image is that
it requires large medium for storage and excessive bandwidth for transmitting.
Hence, compression is needed for these images. A number of techniques have been
proposed for efficient compression and transmission of 2D and 3D medical image,
however, the field of 4D medical image compression has received relatively little
attention.
Since 4D image data can be represented as multiple 3D frames, it is possible to
code these 3D images independently on a 3D-frame by 3D-frame basis. However,
such 3D methods do not exploit the dependencies that exist among voxel values
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in different frames. Four-dimensional medical data is normally temporally smooth
and a better approach is to consider the whole set of frames as a single 4D data
set. Zeng et al. [6] and Peter et al. [7] proposed a method based on 4D discrete
wavelet transform that can utilize dependencies in all four dimensions. However,
they are lossy compression schemes in nature which are not suitable for medical im-
age compression. In addition, they deem the spatial redundancy and the temporal
redundancy as the same, which may hinder efficient exploiting these redundancies.
Another problem associated with existing 4D wavelet transform compression meth-
ods is that all 3D volume images need to be decoded even if only one of them is
to be viewed [6, 7]. Menegaz et al. [18] proposed a solution for this problem in 3D
with a new compression scheme, which encodes volumetric images by using the 3D
wavelet transform but decodes 2D slices independently. The technique reported
in [18] can be extended to 4D but at the expense of higher overheads due to addi-
tional information needed for data addressing, which may reduce the compression
efficiency.
To effectively compress 4D medical images, instead of extending 3D wavelet
coding to 4D, a motion compensated lossy-to-lossless compression scheme is pre-
sented in this dissertation. Our scheme exploits the redundancies in the time
dimension by using 3D motion compensation. A new fast 3D cube matching algo-
rithm is proposed for this purpose. The resulted 3D frames are coded using a 3D
lossy-to-lossless image compression algorithm. The lossy-to-lossless compression
scheme can offer better image quality with increasing bit rate until the original
image is recovered [3,31]. In the proposed method, consecutive 3D volumetric im-
ages are divided into 3D key and 3D intermediate frames (i.e. volumetric images),
which is similar to video coding algorithms [33]. The 3D key frames are used as
the reference to predict the intermediate frames and the prediction errors are rep-
resented in the 3D residual frames. The proposed fast 3D cube matching algorithm
exploits the redundancy that exists in 4D data sets for efficient compression and
simplified computations. The resulting 3D key and residual frames are decomposed
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into subbands by using the reversible Integer Wavelet Transform [27]. A modified
3D version of the Set-Partitioning In Hierarchical Trees (3D-SPIHT) [36, 37] cod-
ing scheme is used to encode the subband coefficients. The SPIHT algorithm is an
efficient technique for coding 2D wavelet coefficients [29, 36] among others such as
the Embedded Zerotree Wavelet (EZW) [28]. The extension of the SPIHT algo-
rithm for coding 3D integer wavelet transform coefficients is also straightforward,
especially when all the three dimensions are spatial. In order to realize progressive
coding for all the frames, the bit stream from the normal SPIHT is reordered. The
compression scheme is described in detail in the following sections.
3.2 Motion Compensated 4D Lossy-to-Lossless
Medical Image Compression
Fig. 3.1 shows an overview of our motion compensated 4D lossy-to-lossless medical
image compression system. Since 4D medical image consists of a sequence of 3D
frames over time, just like video which is composed of a sequence of 2D temporal
frames, the concepts of video compression are applied in coding 4D medical images.
In this scheme, temporal redundancy between neighbor frames is detected and
reduced by 3D motion estimation. Spatial redundancy inside each 3D frame is
removed by 3D integer wavelet transform and a modified version of 3D SPIHT.
To code a group of n 3D frames, the first frame is selected as the 3D key frame
and the remaining intermediate frames are predicted using 3D motion estimation.
Details about the motion estimation process are given in the following sections.
Subtracting the 3D predicted frame from the corresponding intermediate frame
results in the 3D residual frame. Thus, as illustrated in Fig. 3.1, a group of n
3D image frames are processed at the encoder to produce a single 3D key frame,
motion vectors and n-1 3D residual frames that need to be coded. The key and
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Figure 3.1: Overview of the proposed motion compensated lossy-to-lossless 4D
medical image compression scheme.
residual frames are coded using 3D integer wavelet transform and 3D-SPIHT. The
resulting bit stream is arithmetic coded. The motion vectors are coded by entropy
coding and transmitted separately. At the decoder end, assuming that the key and
residual frames are received correctly, the intermediate frames are reconstructed
one after another. The key frame and the associated motion vectors are used to
reconstruct the first predicted frame, which is then added to the first residual frame
to reconstruct the first intermediate frame. The reconstructed first intermediate
frame is then used together with its associated motion vectors and the second resid-
ual frame to reconstruct the second intermediate frame and the process continues
25
CHAPTER 3. FOUR-DIMENSIONAL MEDICAL IMAGE COMPRESSION
Figure 3.2: Illustration of cube matching for 3D motion estimation.
until all the n-1 intermediate frames are reconstructed.
3.2.1 Motion Compensation Algorithm
Our 3D cube matching algorithm is an extension of the 2D block matching proposed
in [34,35], which has been extensively used in video compression. It is used in the
motion compensation process to exploit the redundancy between 3D frames. In
3D cube matching, the current frame is divided into N×N×N sub-cubes and each
sub-cube is matched inside a 3D search window in the 3D reference frame as shown
in Fig. 3.2. Here, the first frame is used as the key frame and motion estimation is
carried out on subsequent intermediate frames. Thus, when estimating 3D motion,
the (n + 1)th frame is divided into N×N×N sub-cubes. The best match of each
sub-cube is searched in a 3D window of the nth frame.
The motion vector (u, v, w) is essentially the difference between the position
(i, j, k) of the sub-cube in current frame and the position (i′, j′, k′) of the matched
sub-cube in the reference frame. The matched sub-cube is defined as the one that
has the minimumMean Square Error (MSE) with the current sub-cube. The MSE,
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decision #1: minimum at the search window center?
decision #2: minimum at one neighbor of the center?
true
Figure 3.3: The block diagram of the three-step 3D cube match algorithm.
E(u, v, w), is calculated as follows:







[fp(i+ u, j + v, k + w)− fc(i, j, k)]
2 (3.1)
where −N ≤ u, v, w ≤ N and fp(·) and fc(·) refer to the sub-cubes in the reference
frame and the current frame (to be compared), respectively. The MSE is minimized
to obtain the estimates of motion vector (u, v, w).
The 3D predicted frame can be constructed by filling its sub-cube at position
(i, j, k) with the sub-cube at position (i+u, j+v, k+w) in the 3D reference frame,
where (u, v, w) is the corresponding motion vector. The 3D residual frame is the
difference between the 3D predicted frame and the actual 3D intermediate frame
(see Fig. 3.1).
If the full search method is used, the entire search window consisting of (2N +
1)3 points need to be checked. To reduce the number of points to be searched
and therefore the computational complexity, a fast 3D cube match strategy is
used [17], which is extended from 2D center-biased search algorithms [34,35]. Fig.
3.3 illustrates the three-step fast 3D cube match algorithm based on a 15×15×15
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Figure 3.4: The point with minimum MSE at different positions: (a) when it is
at a center of one side, 17 points out of 26 have been searched and only 9 more
points will be checked; (b) when it is located at a mid-point of one edge, 11 points
have been searched and only 15 points will be checked; (c) when it is at a corner,
7 points have been searched and 19 more points will be checked.
3D search window, which is as follows:
1) In the first step, MSEs are calculated using Eqn. 3.1 at 53 points, which are
composed of the center point Oc(Ocx, Ocy, Ocz), 26 points at δ=1 from Oc and
other 26 ones at δ=4. Here, the points at δ away from Oc are defined as:
{P |p = (Ocx ± α,Ocy ± β,Ocz ± γ) and p 6= Oc}
where α, β and γ are either 0 or δ.
2) In this step, the checked points are not uniformly distributed but centered
about Oc. For medical image sequences, the motion fields are usually gentle,
smooth, and vary slowly [6]. As a consequence, the global minimum distri-
bution is normally center-biased. Selection of the 26 points at δ=4 is based
on the assumption that the error surface is monotonic in a small neighbor-
hood around the global minimum [34,35]. In a 15×15×15 3D search window,
these points are half-way between the center and the borders (or corners).
The point with minimum MSE is found from these 53 points and the algo-
rithm proceeds to step 2. A halfway-stop technique [34] is used to facilitate
the identification and estimation of the motions of these cubes as follows:
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(a) If the minimum MSE in the first step occurs at the center of the search
cube, the search is stopped. (This is called first-step-stop.)
(b) If the point with minimum MSE in the first step is one of the 26 points
at δ=1 from the center, the global minimum is assumed to be near or
at this point (O′c). Hence, in the second step, only the 26 points at δ=1
from O′c will be checked before the search is stopped. However, some
of these 26 points have been checked in the first step as shown in Fig.
3.4. Therefore, the number of points to be checked is less than 26. In
Fig. 3.4(a), total of 18 points have already been checked including the
point with minimum MSE and so only 9 more points (in black) will be
checked. In Fig. 3.4(b), 15 points will be checked, while 19 points are
to be checked in Fig. 3.4(c). (This is called second-step-stop.)
(c) If the point with minimum MSE in the first step is one of the 26 points
at δ=4, the point is marked as O′′c and the algorithm proceeds to step
3.
3) In the third step, the MSEs of the 26 points at δ=2 from the new center point
O′′c are compared. The search is then performed on the 26 neighbor points of
the one with minimum MSE and stopped.
In practice, the search is usually performed within an area of size 15×15×15,
and so N=7. For such a choice, the full search will check 3375 points, while our
fast 3D cube matching algorithm only checks 105 points in the worst case, thus
leading to a speed-up of more than 32. A residual frame, obtained by applying fast
motion estimation on its original frame (see Fig. 3.5(a)), is shown in Fig. 3.5(b).
3.2.2 Encoding/Decoding Frames
As explained earlier, a group of n 3D frames are processed to produce a single
3D key frame, motion vectors and n-1 3D residual frames. The motion vectors
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(a) (b)
Figure 3.5: A frame of the (a) original image and (b) residual image after motion
compensation.
are coded using the Huffman encoder. The 3D key and residual frames are first
separately transformed using the 3D integer wavelet transform and then coded
using the 3D-SPIHT scheme [37]. The decoding and reconstruction process is
simply the reverse of the encoding process. The original n 3D frames can be
reconstructed perfectly (i.e., lossless reconstruction) using the entire bit-stream.
Progressive lossy-to-lossless decoding, where the quality of the reconstructed
3D frames improves as more bits are decoded, can be easily achieved by reordering
the bit-stream (as shown in Fig. 3.6) and correct decoding of the motion vectors.
The coded bit stream of the key frame is normally larger than that of a residual
frame. Hence, there are two segments of the key frame bit stream and one segment
from each residual frame in a group as shown in Fig. 3.6. With this arrange-
ment, the bit streams of 3D key frame and 3D residual frames can be decoded
simultaneously. Hence, both the 3D key frames and the 3D residual frames can be
reconstructed progressively.
To reconstruct the mth frame in a group, the key frame and the preceding m-1
residual frames must be decoded and the predicted frames derived from motion
vector information. Each predicted frame is constructed by replacing its sub-cube
at position (i, j, k) with the sub-cube at position offset by the motion vector in the
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Figure 3.6: Reordered bit stream for progressive transmission.
reference frame. The residual data is then added to the predicted frames to yield
the desired coded frame.
3.3 Compression Performance and Discussions
Two sets of 4D medical data sequences (A and B) are used in our experiments.
Sequence A is a real sequence of cardiac CT volumes obtained using the Dynamic
Spatial Reconstructor (DSR) [1] in a canine experiment. The data is stored in 16
bits/voxel. Sequence B is a set of 8 bits/voxel MRI images showing an enhanced
human kidney cortex, spleen and liver obtained for a urography study. Sequence
A consists of 15 frames of 128×128×107 voxels and sequence B has 33 frames of
256×256×12 voxels. Samples of data set A and B are shown in Fig. 3.7 and Fig.
3.8, respectively.
In the first experiment, all volumetric frames in each data set are treated as key
frames and coded independently by using 3D integer wavelet transform and 3D-
SPIHT [37]. We call this method as the all key frames method which is essentially
pure 3D compression. The second experiment involves the proposed 3D motion
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Figure 3.7: 2D samples of 4D data set A of DSR images. The brightest region in
the middle represents the left ventricle of a canine heart.
compensation scheme, which uses key and predicted frames to reduce inter-frame
redundancy. Each key frame is followed by two motion predicted frames. The
resulting residual frames are transformed using 3D integer wavelet transform and
coded using 3D-SPIHT.
In this dissertation, we use the notation (N , N˜) to indicate integer wavelet
filters, where N and N˜ represent the number of vanishing moments of the analysis
and the synthesis high-pass filters, respectively [27].
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Figure 3.8: 2D samples of 4D data set B of MRI images showing an enhanced
human kidney cortex, spleen and liver obtained for a urography study.
3.3.1 Lossless Compression Performance
Table 3.1 summarizes the lossless coding performance results using various integer
wavelet transform filters. In our experiments, every three frames are grouped
together to form a group of frames (GOF) and 3-level dyadic wavelet decomposition
is applied.
The experiments show that our motion compensated 4D medical image com-
pression scheme results in a much lower coding bit rate (by more than 25%) than
the all key frames method. As the two algorithms use same wavelet filters and
coding strategy in the lossless compression mode, the 3D motion compensation
strategy is clearly responsible for the lower coding bit rate. The compression ratio
of our scheme in Table 3.1 for lossless compression can be further increased if a
33
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Table 3.1: Lossless performance of different integer wavelet filters. (The data is
given in bits per voxel.)
Wavelet
filters
All key frames (based on
3D-SPIHT)
Key and predicted frames
(motion compensated 4D
compression scheme)
Sequence A Sequence B Sequence A Sequence B
(1, 1) 7.1091 2.0497 5.1388 1.4339
(2, 2) 7.1093 2.0695 5.1447 1.4148
(2, 4) 7.1363 2.0784 5.2018 1.4251
(2+2, 2) 7.2419 2.1523 5.2939 1.4815
(3, 1) 7.1261 1.8598 5.2079 1.3856
(4, 2) 9.3671 3.8668 7.8757 3.6827
(4, 4) 9.4076 3.9000 7.6381 3.7631
larger GOF is used.
Table 3.1 also shows that there is no single transform filter that performs best
for both data sets. Different filters perform differently for each data set. However,
the wavelet transform filters with fewer vanishing moments perform better than
those with more vanishing moments, which is consistent with the previous 3D re-
sults in [3, 21]. This is because of the degradation in the approximation power of
the wavelet basis due to the rounding operations in each lifting step while imple-
menting integer wavelet transform through the lifting scheme, which is aggravated
with the increasing of the filter length as shown in [38].
A C++ implementation of our algorithm on a Pentium 2.4-GHz PC takes
about 8 seconds for lossless encoding/decoding each 3D frame of sequence A and
2 seconds for sequence B.
3.3.2 Progressive Compression Performance
The lossy compression performance of our algorithm is also evaluated. Since med-
ical images are usually viewed slice by slice, the peak signal to noise ratio (PSNR)
is calculated on each slice to evaluate the quality of the reconstructed image, which
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(a) Lossy performance on data set A















(b) Lossy performance on data set B
Figure 3.9: Lossy coding results using our 4D compression scheme with wavelet
filter (2, 2) (a) on 8th frame of set A and (b) on 3rd frame of set B at 1bit/voxel.
PSNR results using all key frames method and JPEG-2000 on 2D slices are also
included for comparison.
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is defined as














‖I(i, j)− p(i, j)‖2. (3.3)
Fig. 3.9 shows plots of the PSNR versus slice number. Our algorithm is
compared against the all key frames method and JPEG-2000, the discrete wavelet
transform (DWT) based 2D image compression standard, in the lossy mode with
the coding bit rate set at 1bit/voxel. Fig. 3.9 clearly shows that our proposed
motion compensated compression scheme performs better than JPEG-2000 and
the all key frames method. Compared with the JPEG-2000, which operates in 2D,
the PSNR gain is not achieved by using integer wavelet transform. On the contrary,
the rounding operations of integer wavelet transform degrades the performance on
lossy image compression [38]. Our 4D compression scheme outperforms JPEG-
2000 (2D) and the all key frames method (3D) in that 4D compression exploits
both temporal and spatial redundancies in all four dimensions.
In Fig. 3.9(a), the PSNR fluctuations between adjacent slices are noticeable in
the motion compensated 4D medical image compression scheme but minor effects
are produced by JPEG-2000. The PSNR fluctuations in our scheme are caused by
the 3D wavelet transform coding, which will be discussed later in Section 3.4, while
the small PSNR changes with JPEG-2000 are due to content differences between
slices. This phenomenon is not obvious in Fig. 3.9(b) because the number of slices
within each frame is much smaller. Although the fluctuations may not be desired,
they do not degrade the performance of our algorithm as the PSNR values in each
slice are still much higher than that of JPEG-2000.
Fig. 3.10 shows the reconstructed slices of sequence A based on the all key
frames method and our motion compensated 4D compression scheme using (1, 1)
and (2, 2) filters with the coding bit rate set at 0.5bit/voxel. Due to its short
36
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(a) Original slice
(b) PSNR 32.6dB (c) PSNR 34.0dB
(d) PSNR 36.3dB (e) PSNR 36.8dB
Figure 3.10: (a) The original 90th slice of the 8th volume of sequence A (cardiac
data). Decoded results when encoded with (1, 1) filter at 0.5bit/voxel using (b)
all key frames method and (c) our 4D compression method, respecively. Decoded
results when encoded with (2, 2) filter at 0.5bit/voxel (d) using all key frames
method and (e) our 4D compression method, respecively.
37
CHAPTER 3. FOUR-DIMENSIONAL MEDICAL IMAGE COMPRESSION
length, the (1, 1) wavelet filter which is also known as the Haar wavelet, produces
block artifacts at high compression (see Fig. 3.10(b)). Some slight blurring can
be observed when the (2, 2) filter is used. Taking into account the experimental
results in Table 3.1 and Fig. 3.9, the wavelet filter (2, 2) is recommended as
the default wavelet filter for our motion compensated lossy-to-lossless 4D medical
image compression scheme because it works well in both lossless and lossy modes.
In addition, as shown in Fig. 3.10(c) and (e), the artifacts become less perceivable
when the motion compensated 4D compression scheme is applied.
Fig. 3.11 illustrates the reconstructed visual quality of data set B using the
two methods decoded at 0.1bit/voxel with 3-level integer wavelet transform, respec-
tively. It is evident that our compression scheme produces better quality decoded
images. With the 3D motion compensation, the redundancy between frames is ex-
ploited, resulting in lower bit-rates for the predicted frames. Hence, our algorithm
enables higher quality images to be reconstructed at the same bit rate compared
with those using the all key frames method. In other words, lower bit rate is needed
by our algorithm to achieve same compression quality of the all key frames method.
3.4 PSNR Fluctuations Under Lossy Compres-
sion
In spite of advantages brought by integer wavelet transform based 3D compression
scheme, obvious PSNR fluctuations between reconstructed neighboring slices can be
observed in the lossy decoding mode as described in Section 3.3.2. These unwanted
oscillations could lead to critical problems on diagnosis. They are caused partly
by the differences among slice contents and more heavily by the cyclostationary
reconstruction errors in the inverse integer wavelet transform procedure, which are
due to the quantization errors in the compression process. In the rest of this section,
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(a) Original slice
(b) PSNR 29.4dB (c) PSNR 30.5dB
(d) PSNR 31.9dB (e) PSNR 33.1dB
Figure 3.11: The original 4th slice of the 2nd volume of sequence B (4D MR urog-
raphy study). Decoded results using all key frames at 0.1bit/voxel with (b) (3,1)
filter and (d) (2, 2) filters, respectively. Decoded results using one key frame and
two intermediate frames at 0.1bit/voxel with (c) (3,1) filter and (e) (2, 2) filters,
respectively.
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we first review related works on reconstruction error analysis and then present a
statistical model for analyzing errors produced by integer wavelet transform based
compression system.
3.4.1 Previous Works
PSNR fluctuations associated with wavelet based codecs due to the cyclostationary
properties of the inverse wavelet transform have arose researcher’s interests. It
is also noticed that using the integer wavelet transform instead of the discrete
wavelet transform degrades the performances of the lossy codecs [39] and causes
more obvious oscillations. To better understand this phenomenon, there is a need
to quantify these effects of integer wavelet transform in a theoretical framework.
Signoroni and Leonardi [40] model the reconstruction errors of discrete wavelet
transform in 3D coding scheme as additive noises passing through linear systems.
However, the reconstruction process of integer wavelet transform is more complex
and can not be modeled as linear transformation, due to the rounding operations
in each step of the lifting scheme for implementing integer wavelet transform [27].
Therefore, the error patterns are different and the model in [40] is not applicable
for integer wavelet transform. Reichel et al. [38] compared the performance of dis-
crete wavelet transform and integer wavelet transform based schemes under both
low quality and high quality decoding conditions. They expressed integer wavelet
transform as discrete wavelet transform plus the addition of rounding noise. Thus,
the performance of integer wavelet transform is analyzed still by using the same
model as discrete wavelet transform but with taking into account the rounding
noises. In this dissertation, we propose a statistical model to analyze the cyclo-
stationary PSNR fluctuations in 3D integer wavelet transform based compression
schemes directly through investigating quantization errors and reconstruction er-
rors under lossy compression.
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3.4.2 Error Prediction
In the implementation of integer wavelet transform through lifting scheme, it is
possible to replace the rounding operations with the addition of random floating
noise to integers because every number can be represented by its nearest integer
plus a floating remainder as
round(x) = x+ δ, (3.4)
where δ is the residual error. In integer wavelet transform based lossless compres-
sion, since rounding errors from the synthesis part counteract those from the anal-
ysis part, perfect reconstruction can be assured. However, if the coding/decoding
is lossy, the quantization noise introduced by the compression algorithm can prop-
agate in the lifting network and make the rounding noises deviating from the ex-
pected values. Therefore, the rounding errors may increase the distortion of signals
instead of decreasing it as before. As shown in Fig. 3.12, the reconstructed data
with their corresponding reconstruction errors from upper and lower channels, re-
spectively, are mixed together after upsampling and unit delay. Such downsampling
and upsampling operations can lead to a periodically time varying system in lossy
compression mode [41]. This is the reason that the reconstructed data has cyclosta-
tionary PSNR fluctuations. Since the oscillations are caused by the cyclostationary
reconstruction errors, we model the reconstruction errors first. Reconstruction er-
rors are composed by the propagating quantization noises in compression stage and
the induced rounding noises in inverse transform stage.
Compression noise
The compression noise is introduced by the quantization in data compression. In
embedded lossy-to-lossless compression, the bit plane coding method is employed
and the quantization step ∆ takes value of powers of two, i.e. ∆ = 2Q, where
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Figure 3.12: Block diagram of the inverse integer wavelet transform based on the
lifting scheme.
Q is quantization factor (QF). Assuming that the distribution of integer wavelet
coefficients over a quantization interval is uniform, the mean of the quantization
error is zero. Since all the coefficients are integers in integer wavelet transform, the










There is no quantization error if Q≤0, because all the numbers are integers.
Rounding noise
In lossy compression, rounding noise in the inverse lifting scheme is no longer able
to kill its counterpart in forward transform, because of the presence of compression
noise. Thus, if the input data is uniformly distributed in [0,1), the mean of the
rounding noise is zero. Its variance may be 12/12 because rounding a floating
number is equivalent to quantizing it with scale one. However, the inputs dm at
each step of integer wavelet transform are all integers and the filter noise with
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where Dm is a common denominator for all coefficients of the filter bank at step
m of the lifting process. Therefore, the variance of rounding noise at the mth step



















, Dm is even.
(3.7)
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(3.8)
where cm represents filter coefficient as um or pm in Fig. 3.12 and ζ[n] is the error












where δ1[n] and δ2[n] are noises produced by the two rounding operations, respec-













In lossless compression mode, ζ[n]=0 and then δ1[n]=δ2[n], so the variance of round-
ing noise equals to zero according to (3.9). Assuming that δ1[n] is independent on
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Reconstruction error of 1D transform
After modeling the compression noise and rounding noise, the reconstruction error
of one-dimensional (1D) transform can be computed. For the simplest one level
transform case, the cyclostationary periodicity of the error is two because different
errors from the upper and lower channels are mixed together as shown in Fig. 3.12.
Since the lifting scheme is used, it is convenient to compute the reconstruction
error at the basic transform block level. At the mth lifting segment, where m ∈
[1, 2, . . . ,M ], the variance of reconstruction error in channel d can be computed
recursively as


















∆. The error variance σ
2
0 of the upper channel and σ
2
1 of the
lower channel can be obtained by calculating σ20,1 and σ
2
1,1, respectively. Given the
quantization error, the variance of reconstruction error is mainly subject to the filter
coefficients and the number of lifting segments. According to (3.12), filters with
smaller coefficients will get lower error variance and hence lead to higher PSNR
value on the reconstructed signals. Filters with fewer lifting steps will perform
better than those with more steps. In addition, filters having similar coefficients in
the lifting and dual lifting steps can produce less fluctuations. For simplicity, Eqn.







, j = 0, 1 (3.13)
where Hj is the system function that can be computed using (3.12).
Since one level transform can yield two different error patterns, the 1D L level
transform will give out cyclostationary reconstruction error with periodicity of 2L.
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where bl is binary with value 0 or 1.
Three-dimensional L level transforms
Since separable wavelet transform is normally used in image compression from 2D












If the same wavelet filter is used in each direction, which is normally the case
[3,5,17], σ2 is a 2L×2L×2L symmetric matrix. As the volumetric image is usually
viewed slice by slice, PSNR is calculated on each slice. Then the PSNR of the jth
slice is described as















The index j can be in any direction, because matrix σ2 is symmetric.
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3.4.3 Experimental Results
Both simulations and compression results of medical images are used to evaluate
the proposed model. Several wavelet filters presented in [27] are adopted in the
experiments for their good performance in medical image compression [3, 17, 39].
Due to the complex structure and presence of noise in medical images, wavelet
filters with shorter length normally have better compression performance. Thus,
wavelet filters with length 8 or shorter are used in the experiments. Three level
transform is used in our experiments because it is one of the most commonly used
transform levels in image compression applications.
Simulation results
Synthetic images with uniformly distributed random integers between 0 and 255 as
their voxel intensities, which exactly matches the hypothesis of the proposed model,
are used in simulation. Table 3.2 shows the 1D simulation results obtained through
averaging over 10,000 images. Column 3 of Table 3.2 gives out the mean PSNR
value and PSNR fluctuations are characterized in Column 4. The performance of
the wavelet filters is evaluated by the mean and variance of the PSNR fluctuations.
A good filter is expected to have high mean PSNR and smooth fluctuations.
Table 3.2 shows that our model predicts the reconstruction error successfully,
because the theoretically predicted values are very close to the experimental re-
sults. These wavelet filters perform consistently under different quantization fac-
tors (QFs). Although their mean and variance of the reconstruction error increase
with larger QF, their performance ranks remain unchanged. The (1,1) filter has
the worst performance due to its lowest mean and highest variance of PSNR as
shown in Table 3.2. This is caused by its large coefficients which can enhance the
errors greatly according to (3.12). However, there is no such a good filter that owns
both highest mean PSNR and smallest oscillations (see Table 3.2). For example,
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Table 3.2: 1D simulation results (with theory prediction values in parentheses)
Filter QF Mean (dB) Variance (dB)
(1,1)
Q=1
45.25 (45.18) 8.30 (8.22)
(2,2) 47.39 (47.38) 0.93 (0.95)
(3,1) 46.95 (47.18) 2.00 (2.07)
(2+2,2) 47.30 (47.21) 0.59 (0.60)
(2,4) 47.35 (47.29) 0.73 (0.75)
(1,1)
Q=2
39.64 (39.63) 10.16 (10.55)
(2,2) 41.13 (41.08) 4.04 (4.07)
(3,1) 40.62 (40.60) 7.14 (7.07)
(2+2,2) 40.89 (40.87) 2.90 (2.77)
(2,4) 40.96 (40.90) 3.30 (3.24)
(1,1)
Q=3
33.70 (33.69) 10.50 (9.98)
(2,2) 34.51 (34.55) 5.45 (5.69)
(3,1) 34.24 (34.20) 10.37 (10.68)
(2+2,2) 34.39 (34.35) 4.42 (4.35)
(2,4) 34.45 (34.43) 4.90 (4.94)
although filter (2,2) has the highest mean PSNR, its variance is much higher than
that of filter (2+2,2). The reason is that, as implied by (3.12), the one more lifting
step in filter (2+2,2) smoothes its PSNR fluctuations but increases the average
errors.
Experimental results on medical images
Three-dimensional volumetric frames of the 4D data set A, as described in Section
3.3, are used in the experiments. Coefficients of 3D integer wavelet transform are
coded by a 3D-SPIHT [5, 17] based coding scheme incorporated with arithmetic
coding.
It is clear in Fig. 3.13 that filter (2,2) outperforms the other two filters, which
is consistent to the results in Table 3.2 as expected. However, the distance between
the curves is much greater than the average differences in Table 3.2. One of the
reasons is that the voxel intensities in real images are not uniformly distributed,
which breaks the hypothesis of the modeling. Furthermore, adjacent voxels in
medical image usually have strong similarities, while they are assumed independent
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Figure 3.13: PSNR values of reconstructed slices with different wavelet filters de-
coded at 1 bit/voxel.
in the modeling process. Fig. 3.13 also shows the PSNR oscillations of filters (2,2)
and (3,1) are more noticeable than those of filter (2+2,2), which verifies the results
in Table 3.2. Therefore, it is reasonable to say that the proposed model can be
applied on analyzing the performance of wavelet filters. To get high performance in
lossy compression, one needs to use short filters with small coefficients. To reduce
the PSNR fluctuations, filters with similar coefficient scales in lifting and dual
lifting steps should be considered. Furthermore, other techniques like that in [42]
can be designed according to the analysis in this thesis to get better performance.
3.5 Summary
In this chapter, a motion compensated lossy-to-lossless 4D medical image com-
pression scheme is presented. Both temporal and spatial redundancies inside 4D
images are exploited to achieve higher compression performance. For medical image
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compression, lossy compression is usually not acceptable for diagnostic purposes.
Our proposed compression scheme is progressively lossy-to-lossless, which offers
the flexibility of using any truncated version of the embedded bit stream to de-
code a lossy version for preview and utilizing the entire bit stream to generate
the lossless version whenever needed. Doctors may use the lossy mode in appli-
cations like telemedicine for fast searching and browsing of 4D medical data and
the lossless mode for diagnosis. The compression performance under both lossless
and lossy compression is evaluated and compared with other state-of-the-art tech-
niques. PSNR fluctuations are observed when evaluating the progressive compres-
sion performance of our scheme, which are caused by quantization in compression
and inverse wavelet transform in reconstruction. The effect is then analyzed and
quantified in a theoretical framework.
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Related Works: Medical Image
Analysis
In this chapter, a brief survey of various medical image analysis works is presented,
starting with an introduction to medical image segmentation techniques in Section
4.1. In Section 4.2, we provide some background about parametric deformable
models, which have been successfully used in medical image segmentation. Geo-
metric deformable models and minimal path deformable models are introduced in
Section 4.3 and 4.4, respectively. In Section 4.5, we present an overview of medical
image visualization techniques.
4.1 Introduction
Image segmentation has been an important research topic for some decades and
a number of methods have been proposed. Image segmentation is essentially a
process of pixel/voxel classification, wherein the image pixels/voxels are segmented
into subsets by assigning the individual pixels to classes.
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Methods for performing medical image segmentation vary widely depending
on the specific application, imaging modality and other factors. For example, the
requirements for segmentation of brain tissue are different from those for segmen-
tation of the liver. General imaging artifacts such as noise, partial volume effects,
and motion can also have significant consequences on the performance of segmen-
tation algorithms. Furthermore, each imaging modality has its own characteristics
and could produce images, which are quite different looking for the same tissue.
There is currently no single segmentation method that yields acceptable results for
every kind of medical image. Methods do exist that are more general and can be
applied to a variety of data [43–45]. However, those methods that are specific for
particular applications can often achieve better performance by taking into account
the specific nature of the image modalities.
Segmentation techniques are labeled as low level and high level techniques
[43,46]. Low level segmentation techniques only consider local information such as
edge, gradient and intensity. Edge detection [47], region growing [48], and water-
sheds [49] are among the most widely used low level techniques. In edge detection
methods, an edge detector is first applied to an image to identify boundary ele-
ments by detecting intensity discontinuities. Then, an edge linking algorithm is
used to link the boundary elements together to obtain a parameterized curve or
surface representation. Region growing is a region-based technique that usually
starts with a set of seed points and grows regions starting from these points by
merging neighboring pixels or voxels that share similar properties. The concept
of watersheds is based on visualizing a 2D image in three dimensions: two spatial
coordinates versus gray levels. Watershed based algorithms suppose that a hole is
punched in each regional minimum and that the entire topology is flooded from
below by letting water rise through the holes at a uniform rate. When the rising
water in distinct catchment basins is about to merge, a dam is built to prevent
the merging. The flooding will eventually reach a stage when only the tops of the
dams are visible above the water line. These dams are the boundaries extracted
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by a watershed segmentation algorithm. Further information about these classical
boundary mapping methods can be found in most image processing and computer
vision textbooks [50,51].
One limitation of these low level methods is that they only consider local
information, so that incorrect assumptions may be made during the boundary
integration process and infeasible object boundaries could be generated. As a
result, these methods usually require considerable amounts of expert intervention.
In addition, these methods usually generate results that are constrained by the
resolution of the images and do not necessarily lead to accurate results. To address
these problems, a priori knowledge, like the approximate shape, size or location
of the object in images, may be incorporated into segmentation process and this
leads to high level techniques. An impressive example of these advanced methods
is the deformable models [43, 52].
In recent years, segmentation techniques that combine deformable models with
local edge extraction have achieved considerable success in medical image segmen-
tation [43, 44]. Deformable models are capable of accommodating the often sig-
nificant variability of biological structures. Furthermore, different regularizers can
be easily incorporated into deformable models to get better segmentation results
for specific types of image. Deformable models [43] are referred by different names
in the literature. In 2D segmentation, deformable models are usually referred as
snakes [46,52], active contours [53,54], balloons [55], and deformable contours [56].
They are usually referred as active surfaces [57] and deformable surfaces [58,59] in
3D segmentation.
Deformable models were first introduced into computer vision by Kass et al. [52]
as “snakes” or active contours, and are now more well known as parametric de-
formable models due to their explicit representation as parameterized contours in
a Lagrangian framework. By designing a global shape model, boundary gaps are
easily bridged, and overall consistency is more likely to be achieved. Parametric
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deformable models are commonly used when some prior information of the geo-
metrical shape is available, which can be encoded using preferably, a small number
of parameters. They have been used extensively but their main drawback is the
inability to adapt to topology [43, 46]. Geometric deformable models are repre-
sented implicitly as a level set of a higher-dimensional, scalar level set functions
and evolve in an Eulerian fashion [60, 61]. Geometric deformable models were in-
troduced more recently by Caselles et al. [62] and by Malladi et al. [63]. A major
advantage of geometric deformable models over parametric deformable models is
topological flexibility due to their implicit representation. During the past decade,
tremendous efforts have been put into various medical image segmentation appli-
cations based on level set methods [64]. Many new algorithms have been reported
to increase the precision and robustness of level set methods. For example, Chan
and Vese [65] proposed an active contour model that can detect objects whose
boundaries are not necessarily defined by gray level gradients.
Although these existing methods are very powerful in solving object segmenta-
tion problems, they have some drawbacks also. For instance, deliberate initializa-
tion is required by most existing methods when used for segmentation. Currently,
manual initialization is the most commonly used method for deformable models.
This becomes impractical when dealing with large numbers of medical images. In
addition, initialization may be tedious when dealing with several adjacent objects.
Another main drawback is that current deformable models are computationally
complex. They involve a large number of iterations before achieving an optimal
result.
Cohen et al. [66] address the initialization problem. Their minimal path de-
formable model requires only two end points and the final contour will be between
these two points. The work is further extended in [67] by incorporating a fast
marching method [61]. Han et al. [68] developed a minimal path finding algorithm
based on [66]. It eliminates the “metrication errors” by a “wriggling” process. How-
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ever, the algorithm easily gets into local minima during the “wriggling” process.
Details about the deformable models are presented in the following sections.
4.2 Parametric Deformable Models
The parametric deformable models were first introduced by Kass et al. [52]. In their
formulations, image segmentation is posed as an energy minimization problem. The
energy functional is minimized when the contours are smooth and reside on the
object boundaries.
















where C(s) is a curve and parameterized by s∈[0, 1]. Here, α and β are real
positive constants, and f is a driven force derived from the image. The object
contour is approached by C(s) when the associated energy E(C) is minimized. The
first two terms at the right side of (4.1) define the internal deformation energy,
which characterizes the deformation of a stretchy, flexible contour (or surface in
3D). Parameter α controls the ‘tension’ of the contour while β controls its ‘rigidity’.
The last term f(C(s)) at the right side of (4.1) defines the external force, which
is a function derived from the image so that it takes on its smaller values at the
features of interest, such as boundaries.
In the above model, the external image force (last term of (4.1)) is significant
only in the immediate vicinity of the object boundaries. Elsewhere, the model’s
evolution is driven dominantly by the internal forces (the first two terms of (4.1)),
which leads to shrinking and smoothing of the contour. As a result, the original
model requires an initial guess close to the actual object boundaries, or at least
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located outside of the object, so that the shrinking forces move the contours close
to the boundaries where the external force dominates.
The problem of finding a parameterized contour C(s) that minimizes energy
E(C) is known as a variational problem. In accordance with the calculus of vari-

















+∇f(C(s)) = 0 (4.2)
This vector valued partial differential equation expresses the balance of internal and
external forces when the contour rests at equilibrium. In practice, the minimization
is performed by considering the curve as a function C(s, t) of time t as well as s.
We note that adding a time directive term of C is equivalent to applying gradient
descent algorithm to find the local minimum of Eqn. (4.1) [58]. Then, the partial



















When the solution C(s, t) stabilizes, the term ~Ct(s, t) vanishes and we achieve a
solution of Eqn. (4.2). A numerical solution to (4.3) can be found by discretizing
the equation and solving the discrete system iteratively [52].
4.3 Geometric Deformable Models
Geometric deformable models are based on the theory of front evolution and are
implemented using the level set numerical method [60, 61]. In this section, we
briefly review the main theory and major results of geometric deformable models.
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4.3.1 Front Evolution Theory
Let C(q, t), defined as {x(q, t), y(q, t)} in 2D and {x(q, t), y(q, t), z(q, t)} in 3D,
denote a family of closed contours generated by evolving an initial contour C0(q) =
C(q, 0), where t parameterizes the family and q parameterizes the given contour.
The basic result from the front evolution theory is that the geometric shape of the
contour is determined by the normal component of the evolution velocity, while
the tangential component affects only the parameterization. Hence, the evolution
equation can be written as
~Ct(q, t) = F (C(q, t)) ~N (C(q, t)) (4.4)
with
C(q, 0) = C0(q)
where F (C(q, t)) is a scalar function that often depends on the curvature κ of
the contour (for surfaces, both mean and Gaussian curvatures can be used), and
~N (C(q, t)) is the unit normal vector (chosen to be either the inward or the outward
normal) along the contour C(q, t).
The Lagrangian approach to the above evolution equation involves discretizing
the contour into a set of elements (e.g., nodes connected by lines or triangles) and
updating the node positions using a numerical approximation to (4.4) as the para-
metric deformable models in Section 4.2. In such an approach, frequent adjustment
of the node spacing is required in order to preserve data fidelity and reduce nu-
merical approximation errors. Computationally complex approaches may also be
required for self-intersection avoidance. Level set methods are then proposed to
solve this problem in another way [60,61].
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Figure 4.1: The implicit level set curve is the black line superimposed over the
image grid. The location of the curve is interpolated by the pixel values of a signed
distance map. The grid pixels closest to the implicit curve are shown in gray.
4.3.2 Level Set Methods
Level set methods are numerical techniques for analyzing and computing interface
motion [60, 61, 63]. Since level set methods use implicit representation for the
evolving curves, they allow for topological changes to occur without any additional
computational complexity. When solving a problem, the level set method increases
the dimensionality of the problem to a higher one. For example in curve evolution
problems, instead of evolving the 2D curves, the method evolves a 3D surface and
the 2D objective curve is embedded as its zero level set. Then different topologies
of the 2D curve can be represented by a constant topology of the 3D surface.
The level set technique developed by Osher and Sethian [60] represents the
contour C(q, t) implicitly as the zero level set of a smooth, Lipschitz-continuous
scalar function Ψ(x, t), as shown in Fig. 4.1. Function Ψ(x, t) is also known as the
level set function, where x ∈ R2 in 2D and x ∈ R3 in 3D. The implicit contour at
any time t is given by
C(·, t) = {x|Ψ(x, t) = 0}. (4.5)
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Although there are many choices of the level set function, in practice, the signed
distance function is preferred for its stability in numerical computations (see Fig.
4.1). The fast marching method proposed in [69] provides an efficient algorithm
for constructing the signed distance function from a given initial contour. The
initialization can also be as simple as one or several seed points. We use signed
distance functions as the representation of function Ψ(x, t) for all of our experiments
in this dissertation.
By differentiating Ψ(x, t) = 0 with respect to t and substituting (4.4), the




= F (x, t)|∇Ψ(x, t)| (4.6)
with
Ψ (C0(p), 0) = 0,
where |∇Ψ| denotes the norm of the gradient of Ψ. Above equations illustrate
that evolving a curve C is equivalent to updating its signed distance function Ψ
according to speed function F . The evolving curve C is then obtained as the zero
level set of Ψ. The formulation is analogous for the case of surface evolving in 3D.
4.3.3 Geometric Deformable Models
Caselles et al. [62] and Malladi et al. [63] applied the above theory to the problem
of image segmentation by multiplying the contour velocity by a “stopping” term
g(|∇I(x)|) that is a monotonically decreasing function of the gradient magnitude




= g(|∇I(x)|)(c+ κ(x, t))|∇Ψ(x, t)|, (4.7)
58
CHAPTER 4. RELATED WORKS: MEDICAL IMAGE ANALYSIS
where c is a constant inflation or deflation (depending on its sign) speed term,
similar to the function of balloon force in [55], which aims to keep the contour
moving in the proper direction, and κ(x, t) is the mean curvature of the level set
of Ψ(x, t) that passess through the point x, which can be easily computed from
the spatial derivatives of Ψ(·, t) (see [61]). We note that, in [62, 63], the above
formulation is originally derived for planar curves, however, the same form applies
to surfaces as well. In the remainder of this thesis, all of the equations apply to
both curves and surfaces unless stated otherwise.
However, the model described in Eqn. (4.7) does not arise from the minimiza-
tion of an energy function as in parametric deformable models. Thus, regulariza-
tion of smoothness and rigidness might not be assured. To address this, Caselles
et al. [53, 70] and Kichenassamy et al. [54] derived another geometric deformable
model, called the geodesic active contour (GAC) model. The basic idea is to con-
sider the object boundary detection as a problem of geodesic computation in a
Riemannian space, according to a metric g(x) induced by the given image I.
The GAC model can be formally described in 2D as follows. The task of
finding a curve that best fits the object boundary can be posed as a minimization
problem over all closed planar curves C(q) : [0, 1] → R2 [53, 54, 62]. Starting from
the parametric deformable model first introduced by Kass et al. [52], in which the
curve C associated with an energy given by Eqn. (4.1) Caselles et al. [53] obtained







where g : [0,∞] → R+ is a strictly decreasing function such that g(r) → 0 as
r →∞. To minimize this objective function by steepest descent, consider C to be
a function of time t as well as spatial parameter q. The Euler-Lagrange equations
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yield the curve evolution equation
~Ct = g(I)κ ~N − (∇g · ~N ) ~N (4.9)
where κ is the Euclidean curvature, and ~N is the unit normal vector of the con-
tour. Theoretically, function g can be any uniform decreasing function, but the
performance may not be optimal for some choices since the local minimization is
obtained using this method.
This GAC model can be readily cast within the level set framework. This yields




= g(x)κ(x, t)|∇Ψ(x, t)|+∇g(x) · ∇Ψ(x, t). (4.10)
The extension of GAC to 3D is straightforward and has been done in [70], where
3D object segmentation is realized through finding the minimal surface.
There are many other extensions of the basic geometric deformable model
(e.g., [71, 72]), which were designed either to improve the overall performance of
the original model or to adapt to particular applications. In this thesis, we con-
sider a very general framework of geometric deformable models summarized by the
following evolution equation [61]:
∂Ψ(x, t)
∂t
= Fprop(x, t)|∇Ψ(x, t)|+ Fcurv(κ(x, t))|∇Ψ(x, t)|
+~Fadv(x, t) · ∇Ψ(x, t), (4.11)
where Fprop(x, t)|∇Ψ(x, t)| is an expansion or contraction force or speed (“force”
and “speed” are used interchangeably in literature); Fcurv(κ(x, t))|∇Ψ(x, t)| is the
part of the force that depends on the intrinsic geometry, i.e. the mean curvature
κ(x, t); and ~Fadv(x, t) · ∇Ψ(x, t) is an advection force that passively transports
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the contour. The right-hand side of (4.11) can arise from the gradient descent
minimization of an energy function as in the GAC model (4.10), where Fprop(x, t) =
cg(x), Fcurv(κ(x, t)) = κ(x, t)g(x), and ~Fadv(x, t) = ∇g(x).
4.4 Minimal Path Deformable Models
The derivation of minimal path deformable models is similar to that of GAC. Ac-
tually, minimal path deformable models can be considered as a branch of GAC but
using different approaches for implementation. Since they are increasingly investi-
gated and developed in medical image segmentation, they are discussed separately
here.
The derivation of the minimal path deformable models is as follows. In the

















where C(s) is a curve and parameterized by s∈[0, 1]. Here, α and β are real
positive constants, and f is an edge map of the image. Solving the problem in
(4.12) amounts to finding, for a given set α, β and γ, the curve C that minimizes
the energy functional E(C). A problem with the original deformable models is
the need to select parameters that control the trade-off between smoothness and
proximity to the object. Inappropriate parameters can make the minimization
process difficult or even impossible. Caselles et al. [53] proved that curve smoothing










f (C(s)) ds. (4.13)
As we will see later, the regularization effect on the active contours comes from
curvature based curve flows, which can be obtained only from the other terms in
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Eqn. (4.12). This will allow to achieve smooth curves in the proposed approach
without having the high order smoothness given by β 6= 0 in energy-based ap-
proaches. Moreover, the second order smoothness component in (4.12), assuming
an arc-length parametrization, appears in order to minimize the total squared cur-
vature. The use of curvature driven curve motions as smoothing term was proved
to be very efficient in previous literature [53, 63]. Therefore, curve smoothing will
be obtained also with β = 0, having only the first regularization term.
If g: [0, +∞[→ R+ denotes a strictly decreasing function such that g(r)→ 0 as
r → +∞, Eqn. (4.13) can be changed into a general energy functional by replacing










g (|∇I(C)|)2 ds (4.14)
where ∇I is gradient of the image I : [0, a] × [0, b] → R+. Minimizing (4.14) is












and the object contour is approached by curve C so the energy functional E(C) is
minimized. Therefore, the problem of image segmentation is transformed into a
search for the global minimal path weighted by g(|∇I(C(s))|). Thus, object con-
tours can be delineated by evaluating the minimal paths instead of minimizing
the energy E(C) in (4.12). Methods based on this approach are known as mini-
mal path deformable models, which have lower computational complexity in high
order gradients and do not involve minimizing the corresponding Euler-Lagrange
equation.
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Figure 4.2: Block diagram of medical image analysis scheme incorporated with
visualization.
4.5 Medical Image Visualization
To facilitate diagnosis, 3D or 4D medical images and their corresponding seg-
mentation results are usually displayed using computer graphics techniques with
sufficient ability for interaction. Visualization is the technique of exploring, trans-
forming and viewing data as 2D images to gain understanding and insight into the
data. Since 4D images can be visualized as a sequence of 3D images, the focus
here is on 3D volumetric image visualization. Visualization techniques have char-
acteristically been divided into two different types: volume rendering and surface
rendering [73]. Both techniques can produce visualization of 3D volumetric images,
but the methods involved in these techniques are different and each has its own
pros and cons. A medical image analysis scheme integrated with visualization is
shown in Fig. 4.2.
4.5.1 Volume Rendering
Volume rendering techniques based on ray-casting algorithms have generally be-
come the method of choice for visualization of volumetric images. These methods
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provide direct visualization of the volumetric images without the need for prior
surface or object segmentation. They preserve the values and context of the orig-
inal image data as well. Volume rendering techniques allow for the application of
various rendering algorithms during the ray-casting process. Surface extraction is
not necessary as the entire volume image is used in this rendering process. This
provides the capability to visualize the actual data in the volumetric images and to
make voxel value based measurements for the rendered image. The rendered image
can be dynamically determined by changing the ray-casting conditions during the
rendering process.
However, the volume of 3D medical image data sets is normally characteristi-
cally large. This leads to significant computational complexities of volume render-
ing techniques, which places high demands on the implementation systems. This
is particularly true when the rendering process must provide sufficient details for
visualizing some structures. Furthermore, given the discrete voxel-based nature of
the volumetric images, there is no direct connection to other geometric objects,
which may be desired for inclusion in the rendering or for output of the rendered
structure to other devices.
4.5.2 Surface Rendering
Surface rendering techniques inherently require the extraction of object contours
that define the surface of the structure to be visualized. An algorithm then places
surface patches or tiles at each contour point. The surface is rendered visible after
removing hidden surface and shading according to light sources. The advantage
of this technique lies in the relatively small amount of contour data, resulting in
fast rendering speeds. In addition, standard computer graphics techniques can be
applied, such as shading model. The technique can take advantage of particular
graphics hardware to speed up the geometric transformation and the rendering
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(a) (b)
Figure 4.3: Samples of visualization results generated by using (a) volume rendering
technique and (b) surface rendering technique.
processes [73]. Furthermore, other analytically defined structures can be easily
superposed with the rendered structures.
The disadvantages of this technique are largely based on the need to discretely
extract the surfaces defining the structures to be visualized. The segmentation
can be a difficult task as highlighted in previous sections. After the segmentation
is done, only isosurfaces are kept and visualized, while other information is not
presented in the rendering process. This prohibits any further interactive and
dynamic determination of the surface to be rendered, as the decision has been
made during contour extraction, i.e. segmentation. Finally, the discrete nature of
the surface patching technique makes it prone to sampling and aliasing artifacts
on the rendered surface.
4.5.3 Applications
Since both techniques, volume rendering and surface rendering, can produce vi-
sualization of volumetric image, selection between these two approaches is often
predicated on the particular nature of the data, the application to which the visu-
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alization is being applied, and the desired result of the visualization. In this work,
volume rendering is used to directly visualize the original data because no prior
processing is required. For example, maximum intensity projection (MIP) [74] is
employed to display MRA data sets instead of displaying each 2D slice of the data
as shown in Fig. 4.3(a). The MIP is a kind of volume rendering technique but not
a segmentation technique, although vasculature is observable in it. When doing the
MIP, the ray-casting simply picks up the maximum value encountered without any
prior segmentation. According to its nature of requiring extracted object contours,
surface rendering is selected for visualizing segmentation results. Fig. 4.3(b) shows
the extracted vasculature from the same MRA data set as in Fig. 4.3(a), which is
visualized using surface rendering technique.
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Minimal Path Deformable Models
5.1 Introduction
In this chapter, we present a new minimal path deformable model incorporated
with prior shape knowledge for medical image segmentation. Object boundaries
are delineated by detecting a minimal path, i.e., a path with the minimal energy.
An intelligent “worm” [16] is used to extract object boundaries under the influence
of shape priors.
When segmenting or localizing an anatomical structure, prior knowledge is
usually very helpful. The incorporation of specific prior information into deformable
models has received great attention. Several methods of incorporating prior shape
information into boundary determination have been developed. Cootes et al. [75]
propose an active shape model to construct a statistical shape model from a set
of training images for image segmentation. The model is built by using the point
positions after finding point correspondences across shapes. It is further extended
to consider texture information for image segmentation in [76]. Staib and Duncan
[77] incorporate global shape information into the segmentation process by using an
elliptic Fourier decomposition of the boundary and placing a Gaussian prior on the
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Fourier coefficients. In [78], Leventon et al. incorporate statistical shape influence
into the evolution process of geodesic active contours [53] by embedding each shape
in the training dataset as the zero level set of level set map. Chen et al. [79]
proposed a variational method that minimizes an energy functional depending on
the information of the image gradient and the shape of interest. In [80], Rousson
et al. further derive an implicit representation to incorporate prior knowledge into
the segmentation process. More recently, Xie et al. [81] utilized both texture and
shape priors when defining their energy functional and segmentation is achieved
through minimizing the functional.
In our algorithm, an image is considered as a regular graph, which enables the
use of the great power of graph based segmentation methods [82]. To evaluate the
paths, a weighted graph is designed. The shape priors are represented implicitly by
the zero level sets of their signed distance maps to guide the segmentation. Since the
implicit representation is in a very similar form as the weighted graph of the image,
the prior shape knowledge is naturally incorporated into the segmentation process
as the other weighted map. To avoid being captured by local minima, our algorithm
uses an intelligent “worm” to look for the minimal path. In general, existing
minimal path finding algorithms need two or more initialization points, whereas
our algorithm requires only a single starting point to get a contour. Furthermore,
the computational complexity is significantly reduced.
5.2 Finding the Minimal Path
The shortest path finding problems are well studied and many excellent algorithms,
like Dijkstra’s method and dynamic programming [83], have been proposed. These
graph searching algorithms can be used for image segmentation, but suffer from
metrication errors (see Fig. 5.1) for several reasons [66]. If pixels are thought of
as nodes, a raster image can be considered as a regular graph with unit weights on
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Figure 5.1: Illustration of metrication error.
(a) (b) (c)
Figure 5.2: (a) A sample of CT cardiac image. (b) Edge detection result of the
image. (c) Graph weighting map produced by applying distance transform on the
edge map.
every link. In addition, the distance between two points is restricted to be a city
block distance in graph searching algorithms. Under such an assumption, both P1
and P2 are shortest paths in Fig. 5.1. However, by refining the graph grids, only
P1 can approach the ideal shortest path P3 based on Euclidean distances.
To solve this problem, raster images should be transformed into some properly
weighted graphs. Since our objective is to extract organ contours, which are nor-
mally defined by edges, we expect that the graph nodes have lower weights when
they are near the edges and higher weights when far away. Thus, the Euclidean
distance transform [84] is applied on the edge map of the image to assign weights
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to the graphs (see Fig. 5.2). For each pixel in the transformed map, the Euclidean
distance transform assigns a number that is the distance between that pixel and
the nearest nonzero pixel of the edge map. In 2D, the Euclidean distance between
points (x1, y1) and (x2, y2) is:
D =
√
(x1 − x2)2 + (y1 − y2)2
With this measure, if the graph in Fig. 5.1 is weighted as the Euclidean distance
map to the starting point, paths like P2 can be excluded by the shortest path
finding algorithms while paths like P1 will be kept. Therefore, with refinement of
grids, the shortest paths under Euclidean distance measure will be the expected
result.
5.2.1 Implicit Prior Shape Modeling
Prior shape knowledge is very useful when segmenting organs from medical images.
To incorporate this prior information into the segmentation process, we consider
a probabilistic approach, and compute a prior on shape variation with a set of
given training instances. To build the shape model, we choose a representation of
shapes, and then define a probability density function over the parameters of the
representation.
Suppose that we have a training set C = {Ci | i = 1, 2, . . . , n} of n registered
shapes. To avoid the point correspondence problem in [75], an implicit repre-
sentation of shapes is desired. Given the selected optimization framework in our
algorithm, it will be convenient to add this shape prior information into the seg-
mentation process if the shapes can be represented as some form of Euclidean
distance. One way is to represent a curve C by its Euclidean distance transform
map Φ : [0, a] × [0, b] → R+, where C = {(x, y) |Φ(x, y) = 0}. However, the prior
shape model is difficult to derive under this representation due to the discontinuity
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Figure 5.3: Samples of CT cardiac image over a cardiac cycle [1].
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Figure 5.4: Manual segmentation results of images shown in Fig. 5.3.
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of function Φ on the curves. To overcome this problem, a curve C is represented
by its signed Euclidean distance transform map Ψ : [0, a] × [0, b] → R, where
C = {(x, y) |Ψ(x, y) = 0} and Ψ has negative values inside C and positive values
outside C. Following this, our shape representation is very similar to the level set
representation in [78] and has numerous advantages [64].
When building the prior shape model, each curve Ci in the training set is
represented implicitly by the zero level set of its signed distance map Ψi. The
mean and variance of the training data can be computed using principal component
analysis (PCA) [78]. Subtracting the mean shape, Ψ¯ = 1
n
∑n
i=1Ψi, from each Ψi
and reshaping the differences result in column vectors in a 2D matrix P with size
of (a · b) × n. Using the singular value decomposition (SVD), the matrix P is
decomposed as P = UΣVT . U is a matrix with orthogonal column vectors which
consist of the modes of shape variation and Σ is a diagonal matrix composed of
corresponding singular values, i.e., mode amplitudes. An estimate of the object
shape can be represented by k principal components and a k dimensional vector of
shape parameters b (where k < n) [78] as
Ψˆ = Ukb+ Ψ¯. (5.1)
Under the assumption of a Gaussian distribution of shape represented by b,












where Σk contains the first k rows and k columns of Σ.
Fig. 5.3 shows a sequence of computed tomography (CT) cardiac images over
a cardiac cycle [1]. These fifteen images are used to construct the training set.
The corresponding manual segmentation results are shown in Fig. 5.4, based on
which the prior shape model is built. The generated shapes with varying modes
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(a) -2σ1 (b) -σ1 (c) Mean (d) +σ1 (e) +2σ1
(f) -2σ2 (g) -σ2 (h) Mean (i) +σ2 (j) +2σ2
(k) -2σ3 (l) -σ3 (m) Mean (n) +σ3 (o) +2σ3
Figure 5.5: Extracted zero level set of the largest three modes of variation.
are shown in Fig. 5.5 by extracting the zero level sets from the generated maps.
The mean shape and primary modes appear to be reasonable representations of
the samples being learned. In Fig. 5.5, varying the first mode significantly changes
the size of generated shape, while the second and third modes have a rather small
influence on the shapes.
5.2.2 Worm Algorithm
Given that the potential energy map of the image has lower values near the edges
or features, segmentation can be done by looking for a minimal path on it, as stated
in Section 4.4. Our algorithm finds the minimal path from a single initial point
using an extended version of our worm algorithm [16].
The worm for minimal path detection is composed of a sequence of points and
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has a length Lw and energy Ew. The edges obtained along an object contour may
not be continuous. So, the worm needs to be long enough to skip disjointed parts.
As the worm needs to avoid local minima, its energy consists of both the external
energy, which is based on the influence of image features and the prior shape model,
and internal energy generated by its own topology. In this dissertation, only edges
are used as the image features for simplicity although more complicated features
can be used to further improve the performance. At each step, the worm compares
all the possible ways ahead and moves itself along the one with minimal energy.
Let Fshape, Fimage and Fint denote the prior shape attraction force, the image
feature attraction force and the internal force acting on the worm, respectively.
The force Fshape represents the influence from the organ shape estimate produced
by the maximum a posteriori (MAP) prior shape estimator, which is described in
Section 5.2.3. Fimage describes the force characterized by the weighted graph of the
image, while Fint tries to stretch the worm body and keeps it from twisting. The




(αFshape(ω) + βFimage(ω) + Fint(ω)) dω, (5.3)
where dω is a small part of the worm body, Ω denotes the extent of the worm body,
and α and β are positive real numbers that balance the forces.
In our proposed algorithm, Fimage is the force that attracts the worm to the
edges of the image. It is stronger when the worm is further away from the edges.
The edges are detected by Canny edge detector [47] and the distance transform [84]
is applied on the edge map, which is used to represent Fimage as shown in Fig. 5.2.
Fshape is defined in a similar way as Fimage. It is strong when the worm is far
away from the prior shape contour and becomes weak when near, so that this force
attracts the worm to the prior shape estimate of the organ according to (5.3). Since
the estimated shape is embedded as the zero level set in its signed distance map Ψ,
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Fshape is represented using |Ψ|, i.e., the Euclidean distance transform of the shape
estimate.
The internal force Fint is used to constrain the bending of the worm. This










γ1 Fimage(ω) ≤ 0.5,
γ2 Fimage(ω) > 0.5,
where γ1 ≪ γ2. (5.5)
In (5.5), Fimage ≤ 0.5 when the worm is at or very near an edge. To help the
worm fit itself into a complex object shape, Fint should be insignificant at edges
corresponding to the object contour. In almost all our numerical calculations, we
generally select γ1 = 0.1 and γ2 = 1.0.
Since raster images can be deemed as graphs with rectangular grids, the prob-
lem is transformed to graph searching and dynamic programming [83] is employed
to select the minimal path. Dynamic programming was introduced to iteratively
optimize deformable models by Amini et al. [85]. It requires a large amount of
memory and has high computational complexity. The complexity of the algorithm
is O(n · m2), where n is the number of tasks and m is the number of stages. In
Amini’s model, n = 1 and m = L, where L is the length of the longest possi-
ble contour and so its complexity is O(L2). In our algorithm, n = L′, where L′
is the actual contour length, and m = Lw. The complexity of our algorithm is
O(L′ · L2w). Since L
′ ≤ L and Lw is a fixed number about 10 in most cases, we
have O(L′ · L2w) ≪ O(L
2). Thus, our algorithm has a much lower computational
complexity. The reduction is more significant while dealing with larger objects.
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5.2.3 MAP Shape Estimation
In order to incorporate the influence of prior shape model to the contour detection
process, the shape of each organ must be correctly estimated. Let Ψ denote the




p (Ψ | C, G(I)) (5.6)
where C is the current curve and G(I) denotes the weighted graph of the image I.
To compute the MAP shape representation, we expand (5.6) using Bayes’ Rule.
p (Ψ | C, G(I)) =






The normalization term in the denominator of (5.7) can be discarded since it
does not depend on the estimated shape of the object. Other terms are defined
separately as follows.
The first term p(C |Ψ) in (5.7) represents the probability of existence of a curve
C given the estimated shape representation Ψ. Note that this term does not include
any image information whatsoever. This term is modeled as a Laplacian density









The second term in the numerator of (5.7) computes the probability of seeing
certain weighted graph G(I), given a curve C and an estimated curve representation
Ψ. Since object contours usually exist in detected edges, we would expect that the
estimated shapes also lie on those edges. Thus, this term can be modeled as a
Laplacian density function of the degree of matching shape estimate and edges in
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The last term in the numerator of (5.7) represents the probability of the es-
timated shape Ψ, which is described earlier in Section 5.2.1. The prior shape
estimator is a Gaussian model over the shape parameters, α with shape variance
Σk




























Using the MAP shape estimator in (5.11), the prior shape of the object can be
estimated. The MAP shape is re-estimated every several evolution steps using
simple gradient descent method.
5.3 Results and Discussions
Our worm algorithm was applied on the synthetic image shown in Fig. 5.6(a).
Clearly, the proposed algorithm is able to delineate sharp corners and to connect
disjointed parts to obtain a closed contour. The worm searches for all the possible
paths within a range defined by its body length and chooses the shortest one.
In addition, the worm has much lower internal energy when it is on or near the
edges. These characteristics help the worm fit into sharp corners. The worm stops
when the curve is closed (i.e., self-intersection is detected) as shown in Fig. 5.6(b).
However, this path is not naturally the desired object contour as the starting point
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(a) (b) (c)
Figure 5.6: Illustrating the use of the worm algorithm for the synthetic image in
(a), which consists of sharp corners and two breaks. In (b), the worm stops at the
intersection point. (c) The final contour detection result.
may not be initialized on the contour. We need to detect the point from which the
path begins to the actual object contour. The object contour is then obtained by
giving a closed contour as shown in Fig. 5.6(c).
In the proposed object contour dectection scheme, a statistical shape model
is first built and represented implicitly as the example shown in the example of
Fig. 5.5. Shape estimates are generated according to image information and the
current detected contour using the MAP framework as demonstrated in (5.11).
Then a worm starts from an initial point, moves along the minimal path under the
influence of image force, its internal force and shape prior force, and finally stops
when the curve is closed or image boundaries are reached. The final segmentation
result is obtained by finding out the intersection point and removing the path before
this point.
To reduce the complexity of our algorithm, of the four parameters α, β, λ1, and
λ2, we fix β = 1.0 in (5.3), which implies that the image force has equal influence
as the internal force on the evolution of the worm. We further set λ1 = 0.1 and
λ2 = 0.5 in (5.11). With this setting, the shape priors have a major impact on
the shape estimate while the evolving worm trail contributes the least since it is
only part of the object contour. Then in our experiments, we just need to adjust
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parameter α in (5.3) to control the influence of shape prior.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j)
Figure 5.7: Illustration of segmentation process for CT cardiac image in (a) with
two initial points, where α = 0.6 for the epicardium wall and α = 0.2 for the
endocardium wall. (b) Detected edges. (c) Segmentation results without prior
shape influence. (d) Initial shape estimates. (e)–(h) Intermediate segmentation
results. (i) The final segmentation results. (j) Manual segmentation results.
Experiments on various medical images are carried out to demonstrate the
performance of the proposed segmentation method. Fig. 5.7 shows the segmenta-
tion process of a CT cardiac image [1]. Segmentation results without using shape
priors are first presented in Fig. 5.7(c), where the endocardium wall is extracted
successfully while only part of the epicardium wall is obtained because no obvious
edge information can be found. The situation is improved when shape estimates
are considered. Fig. 5.7(d)-(i) show the segmentation process of our segmentation
method in six steps. In our experimental results, thin curves indicate shape esti-
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mates and thick curves represent segmentation results. When the edge information
is weak, the shape estimate will guide the worm. In Fig. 5.7(h), we can see that
the shape estimate of the endocardium wall is not very accurate since this image
is quite different from the images in our training set. But the worm can still get
the correct contour because the edge information is strong there. Thus, the worm
does not totally rely on either the image information or the shape information. It
balances the influence of image features and prior shape, and manages to obtain a
better solution. The manual segmentation result (see Fig. 5.7(j)) is included for
comparison.
Figure 5.8: Segmentation results on MR brain images. In both experiments, we
set α = 0.8. The first row and the second row show the segmentation processes for
data set one and data set two, respectively. First column: original images. Second
column: edge maps. Third column: starting points and initial shape estimates.
Fourth column: final segmentation results. Fifth column: Manual segmentation
results.
In another experiment, the magnetic resonance (MR) T1 brain images [86] are
segmented. Two sets of segmentation results are shown in Fig. 5.8. From the
second column of Fig. 5.8, we can see that the edges of the object of interest are
disconnected and are sometimes connected with other edges. Although the worm
has the ability to skip breaks and join the disconnected parts, it is a very challenging
task in that the worm can be easily “misled” by other salient edges. But with the
aid of prior shape knowledge, the contours are successfully obtained as shown in
the fourth column of Fig. 5.8. Manual segmentation results are provided in the
fifth column of Fig. 5.8 for comparison.
To validate the results, the mean distance error is adopted as a metric to
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Figure 5.9: The effect of varying parameter α on the segmentation errors.
measure the difference between the our segmentation results and the ground truth,
i.e., manual segmentation results obtained by radiologists. By using this metric,
the effect of varying parameter α is shown in Fig. 5.9. It can be seen that for both
data sets the largest error occurs when α = 0, which means no shape prior is used.
By increasing the value of α, which means by involving the shape prior more and
more in the segmentation, the mean distance error gradually decreases and reaches
a minimum point. Thus, the best balance between shape prior, image force and
internal force is achieved. It is noted that when we continue to increase the weight
of shape priors, however, the segmentation performance begins to degrade. The
reason is that the shape of the structure is not able to be accurately estimated,
which causes errors when the shape prior becomes dominant with large α.
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5.4 Summary
In this chapter, we propose a segmentation scheme which extracts object boundaries
by finding a path with minimal energy. Segmenting organ from an image is then
solved using graph searching method. An intelligent worm is used to evaluate
the minimal path from a single initial point. A weighted graph of the image is
designed for evaluating the paths. The worm can track complex topologies and link
discontinued parts of object contour. To make it less sensitive to detected edges,
an implicit prior shape model is incorporated and a more robust segmentation
scheme is achieved. The corresponding MAP prior shape estimator is proposed
and developed as well. Our approach requires a simple initialization task and has





In this chapter, extracting cerebral vasculature from 3D Magnetic resonance an-
giography (MRA) images is studied. Brief review of existing MRA segmentation
methods and some background information are provided in Section 6.1. The pro-
posed capillary geodesic active contour (CGAC) is presented in Section 6.2. Section
6.3 provides the implementation details of the CGAC. Finally, experimental results
are presented in Section 6.4 and Section 6.5 gives out a short summary.
6.1 Introduction
MRA is a noninvasive medical imaging modality that produces 3D images of vessels
and cavities. Accurate extraction of 3D vascular structures from MRA images has
become increasingly important for diagnosis and quantification of vascular diseases.
A group of specific methods have been proposed for this particular kind of medical
images. In this section, we first provide a brief review of current techniques and
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then the CGAC is proposed. The background knowledge of capillary action is pro-
vided in Section 6.1.2. Finally, the state-of-the-art MRA segmentation algorithm
CURVES is introduced in Section 6.1.3 for comparison purpose.
6.1.1 MRA Image Segmentation
Vessel segmentation algorithms are key components of automated radiological sys-
tems for vasculature diseases diagnosing. Existing segmentation methods vary
greatly depending on the imaging modality, application domain, method being au-
tomatic or semi-automatic, and other specific factors. There is no single method
that can extract vasculature from every medical image modality. While some meth-
ods employ pure intensity-based pattern recognition techniques such as threshold-
ing followed by connected component analysis [87, 88], some other methods apply
explicit vessel models to extract the vessel contours [89,90]. Depending on the im-
age quality and the general image artifacts such as noise, some segmentation meth-
ods may require image preprocessing prior to the segmentation algorithm [91, 92].
On the other hand, some methods apply post-processing to overcome the problems
arising from over segmentation.
In this section, we present a brief survey of MRA image segmentation tech-
niques. A commonly used technique to evaluate MRA data sets, currently in
hospitals, is maximum intensity projection (MIP) [74] (see Fig. 6.1). The MIP is
generated by selecting the maximum value along an optical ray that corresponds to
each pixel of the 2D MIP image. It is useful because the overall shapes and paths
of the vessels become visible. However, it is known that the MIP may lead to un-
derestimation of vessel width and a decreased signal-to-noise ratio (SNR) resulting
in poor visualization of blood vessels [93]. Hence, more sophisticated solutions are
needed to extract vasculature from 3D MRA images for better visualization results
and a number of methods have been developed.
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Figure 6.1: Maximum intensity projection of a cerebral MRA data set.
Existing MRA segmentation techniques can be broadly divided into two cate-
gories: skeleton-based and nonskeleton-based. Skeleton-based techniques are those
indirect methods which segment and reconstruct the vessels by first detecting the
centerlines of the vessels. Several methods have been developed based on this prin-
ciple and multiscale schemes could be incorporated to allow for the diversity of
vessel sizes [94–99]. In these approaches, the centerline can be generated explicitly,
implicitly or via postprocessing by vessel modeling techniques. These methods in-
volve applications of thresholding with object connectivity, thresholding followed
by thinning procedure, and extracting based on graph description. The resulting
centerline structure is used for 3D reconstruction of the vasculature. Contrary to
above methods, nonskeleton-based techniques are those that compute the vessels
in 3D directly. Here the vessel reconstruction is done without estimating the vessel
cross sections. Many different methods have been proposed within this framework
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like thresholding methods [74], fitting methods [94,100], mathematical morphology
based methods [101], fuzzy connectedness methods [2], deformable models based
methods [90, 102–105], wave propagation based methods [106, 107], and so on. In
this category, deformable model based methods have received considerable atten-
tion and success. They are discussed in more detail as follows.
Inspired by the success of deformable models in other image segmentation
problems, Klein et al. [90] proposed to reconstruct 2D vessel boundaries or 3D vessel
walls using deformable surface models represented by B-spline surfaces. However, it
is not possible to employ parameterized deformable models to effectively deal with
whole vessel trees, as the models would be required to change topology during
evolution [108]. It is well known that the parameterized deformable models have
difficulty in adapting topology in the evolving process unless some sophisticated
mechanism is enabled [43, 109]. Yim et al. [103] proposed a deformable surface
model based on triangulated meshes for vessel construction in 3D. Nevertheless, it
may be problematic to apply these methods [90, 103] for segmentation of vessels
from low contrast MRA images.
Segmentation methods using geometric deformable models, which are based on
level set theory and can freely adapt into complex topologies of objects, were then
proposed and applied on MRA images. Chen and Amini [102] employed a hybrid
model using both parametric and geometric deformable models for segmentation
of an entire vascular tree. In their work, the geometric deformable model is used
to extract the vasculature and the parametric deformable model is employed to
smooth the results. Descoteaux et al. [110] proposed to extract blood vessels from
MRI data using the flux maximizing geometric flow algorithm, which is derived
by Vasilevskiy and Siddiqi in [111] and implemented using level set method. How-
ever, these methods may have difficulty in extracting tiny vessels from 3D images.
Small vessels and their branches, which exhibit much variability, are very impor-
tant in planning and performing neurosurgical procedures. Greater details can
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provide more precise navigation and localization information for computer guided
procedures.
Recently, Lorigo et al. [104,112] proposed the “CURVES” (Curve Evolution for
Vessel Segmentation) algorithm to extract thin vessels, which uses a GAC model
based on a co-dimension two level set method grounded in [113]. However, to
make the evolving curve stop at the object boundaries, the evolution speed needs
to be multiplied by a heuristic factor. In addition, the vessels extracted by the
CURVES algorithm are observed to be much thinner than those displayed in the
images produced by MIP [112]. More detailed literature reviews on vessel extraction
techniques can be found in [64] and [114].
Our work aims to develop an image segmentation methodology for automati-
cally extracting the whole vasculature from 3D angiography. The proposed method
aims to have the capability to recover thin vessels and obtain segmentation results
that are as accurate as possible. Inspired by the common physical phenomenon of
capillary action associated with capillary tubes as shown in Fig. 6.2(a), in which
liquid climbs up to some height without external pulling force, an algorithm for
vasculature extraction is proposed. In the capillary action, the thinner the tube,
the higher the liquid level in the tube. The situation is very similar to the segmen-
tation of blood vessels if we imagine thin blood vessels as capillary tubes. Hence,
it may be useful to employ this mechanism for segmenting thin vessels in low con-
trast situations. By modeling this phenomenon using mathematics and fitting it
into image segmentation problem, the capillary geodesic active contour is obtained.
To apply to 3D segmentation, we introduce a 3D version, called capillary geodesic
minimal surface (CGMS). However, for simplicity, we use CGAC to indicate the
proposed algorithm in both 2D and 3D situations.
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Figure 6.2: Illustration of capillary action. (a) Capillary tube, (b) Surfaces of a
three-phase system.
6.1.2 Capillary Action
Capillarity is a broad subject in physics research [115]. Capillary action is one of
its branches, which occurs in capillary tubes and can be easily observed. Capil-
lary effects are caused by surface tensions, which include cohesion and adhesion.
Cohesion is the attraction between molecules of the fluid and adhesion is the at-
tractive force between molecules of fluid and solid tube boundary. For a general
(three-phase) system consisting of fluid, gas and rigid bounding walls in a natural
environment, the surface of fluid can be divided into two parts as shown in in Fig.
6.2(b), free surface and wetted surface. The free surface is the part of fluid surface
in contact with gas, where only cohesion is considered. The wetted surface is the
part of fluid surface in contact with rigid boundary, where adhesion dominates.
Consequently, the energy of equilibrium capillary surface can be expressed as
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Each term at the right side of Eqn. (6.1) describes an energy associated with the
fluid. The terms are explained separately as follows.
1) Free Surface Energy : The free surface separates two media, fluid and gas. Its
associated energy is the cohesion energy between molecules of fluid on the
free surface. The energy for removal of fluid from the surface is proportional
to the surface area, which is
Ef = σcSf , (6.2)
where σc is known as the cohesion coefficient. In other words, the surface
tension coefficient σc in capillary action defines the needed energy to resize
unit area of the fluid surface.
2) Wetting Energy : This term describes the adhesion energy between molecules
of the fluid and the bounding wall on the wetted surface. It is analogous to
free surface energy and represented by adhesion coefficient multiplying the
area of the wetted surface as
Ew = σaSw, (6.3)
where σa is the adhesion coefficient.
3) Gravitational Energy : This potential energy is caused by the gravity in most
cases. Assuming a more general potential energy γ per unit mass, depending




where ρ is local density.
4) Volume Constraints : In our work, we assume that the fluid is incompressible.
Then the volume of the fluid will be constant. The last term in Eqn. (6.1)
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presents this constraint. A natural way to apply the volume constraint is to
introduce the volume V multiplied by a Lagrange parameter c as a new energy
term. This allows arbitrary displacements consistent with the constraint
imposed by the rigid boundary. Thus, this term is expressed as
Ev = cV. (6.5)
6.1.3 CURVES
To recover low contrast thin vessels from angiographies, Lorigo et al. [104, 112]
proposed the curve evolution for vessel segmentation (CURVES) scheme. The main
idea is to regularize a geometric flow in 3D using the curvature of a 1D curve, rather
than the classical mean curvature of a 3D surface which tend to annihilate thin
structures. However, the previous level set method no longer holds when evolving
a 1D curve in 3D space, which is known as co-dimension two problem [113]. The
problem can be described using level set as: let Ψ : R3 → R+ be an auxiliary
function whose zero level set is exactly C(p) : [0, 1]→ R3. Since it is impossible to
define the inside and the outside of a 1D curve, the traditional level set evolution
equation cannot be applied for such co-dimension two problems. Ambrosio and
Soner [113] proved that evolving some 1D curve C in 3D space according to
~Ct = F ~N (6.6)
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Matrix Pq is defined as
Pq = I −
q ⊗ q
|q|2
, q 6= 0, (6.9)
where I is the identity matrix.
Based on this work, Lorigo et al. [104,112] derived the geodesic active contour
speed function for curve evolution through computing the Euler-Lagrange equation
and got










where H is the Hessian of the intensity function. According to the co-dimension
two level set theory [113], the level set update equation of Eqn. (6.10) is represented
as
Ψt = F (∇Ψ,∇







The multiplier ρ(∇Ψ · ∇I) in Eqn. (6.11) is added heuristically in order to make
the evolution curve stop at object boundaries.
6.2 Modeling the CGAC
One of the difficulties in the segmentation of MRA images is the accurate extrac-
tion of small vessels. To deal with this problem, we propose a new capillary action
based geodesic active contour method, which is modeled based on the physical
phenomenon of capillary action. According to the theory of capillarity [115], the
fluid surface can be divided into two parts, free surface and wetted surface. The
free surface is the part of the liquid surface that does not come into contact with
solid boundaries while the wetted surface is the part that is in contact with the
solid boundaries. Since the capillary action can be understood as an energy min-
imization process, which involves surface tensions, we first introduce the energy
functional associated with the free surface and wetted surface. Following that, the
volume constraint of the fluid is considered. Thus, the phenomenon is modeled as
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a minimization problem with constraint. To minimize the functional, the Euler-
Lagrange equations are computed for each part using variational calculus [116].
Finally, these derived parts are integrated together to obtain the overall evolution
equation of the fluid surface. Since the capillary force is incorporated, the derived
method is called capillary geodesic active contour.
6.2.1 Free Surface Energy
Free surface is the part of the liquid surface that is not in contact with the solid
boundaries. Capillary action can only be observed when the adhesion tension be-
tween molecules of fluid and molecules of solid is larger than the cohesion tension
between fluid molecules. Therefore, molecules on the free surface tend to be at-
tracted toward the solid boundaries because the adhesion tension is larger than the
cohesion tension. Thus, fluid molecules will have lower potential energy when they
are nearer to solid boundaries and this energy will be minimized when they are on
the solid boundaries.
When applying to MRA image segmentation, solid boundaries refer to blood
vessel walls. Fluid surface can be considered as the evolving surface to approach
the vasculature. Thus, we calculate the gradient magnitude |∇I| to detect possible
boundaries, where I : [0, a] × [0, b] × [0, c] → R+ denotes an image. A uniform
decreasing function g : [0,+∞[→ R+ is defined, where g(r) → 0 as r → +∞.
Function g(|∇I(S(q))|) is used to describe the energy coefficient associated with
the surface S(q) : [0, 1] → R3, which is the surface tension coefficient in physics.
To simplify the notation, we write g or g(S(q)) for g(|∇I(S(q))|). Let Sf (t) denote
the free surface of the liquid at time t. Recall the definition of free surface energy
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by integrating over q, where S(t, q) ∈ Sf (t).
Since the equilibrium of surface tensions is achieved when the potential energy
is minimized, our objective here is to minimize the energy in Eqn. (6.12). The
steepest-descent method is used to find out the solution of minimal energy. By
computing the Euler-Lagrange of (6.12), the evolution equation of the free surface
is obtained as
~St = gκ ~N − (∇g · ~N ) ~N , (6.13)
where κ is the Euclidean curvature, and ~N is the unit normal vector of the surface.
The above equation is exactly the same as the evolution equation of the geodesic
active contour in 2D [53] or that of the minimal surface in 3D [70].
6.2.2 Wetting Surface Energy
The fluid surface in contact with solid boundary is known as the wetted surface
[115]. Since the adhesion force is larger than the cohesion force, the molecules on
the free surface will be attracted to the solid boundaries and the unwetted surface
is then converted into wetted surface. The movement is in the tangential directions
of the solid boundaries since it is the shortest way to cover the unwetted surface
by fluid. Once the fluid comes into contact with the solid boundaries, the area
of contact will be considered as wetted surface. The total energy involved in this
dynamic process can be modeled as
E(Sw(t)) = βSw + β
∗S∗w, (6.14)
where Sw is the area wetted by the fluid and S
∗
w is the area in contact with the outer
medium (unwetted surface). Variational calculus is used to analyze this dynamic
energy. When making the variation, only those values of Sw and S
∗
w in an immediate
neighborhood of the contact line need to be taken into account. Neglecting terms
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(a) (b)
Figure 6.3: 3D tubular surface in (a) is stretched to get 2D surface in (b). Mini-
mizing lower area of the 2D surface through evolving the contact line.
that are constant and noting that any variation of Sw is the negative of that of S
∗
w,






where βˆ = β∗ − β. Here S∗w includes a neighborhood of the contact line and can
be changed only by evolving the contact line. Then according to Eqn. (6.15),
minimizing the wetted surface energy is equivalent to minimizing the surface S∗w
through evolving the contact line. However, solving this problem directly in 3D is
problematic, because the surface to be minimized is not enclosed by the contact
line. Since we are only interested in an immediate neighborhood of the contact
line, it is always possible to find some view point that all the surface area is under
the contact line (see Fig. 6.3). In addition, the 3D surface can be “cut” along a line
and then stretched to becoming a 2D plane as shown in Fig. 6.3. This is inspired
by the atlas of the world, where the surface of the earth is flattened to get a 2D
map. Although it is not always possible to get a perfect 3D to 2D conversion, it
can be a good approximation.
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Through the above conversion, the problem of minimizing a 3D surface can be
solved as a 2D one. Let C(t, x) : [0, 1] → R2 denote the contact line between the
fluid surface and the unwetted surface. Now we need to minimize the surface area





is considered as a regularization term to keep the curve smooth. Thus, the energy






where λ is a real positive constant parameter. To minimize the energy functional,
the Euler-Lagrange of Eqn. (6.16) is computed. By using the steepest descent
methods, the 2D evolving equation of contact line C is obtained as
~Ct = (1 + λκˆ) ~NΓ, (6.17)
where κˆ and ~NΓ are the Euclidean curvature and the unit normal vector of the
contact line in 2D, respectively. As we have shown that the evolving equations
of the contact line are the same for both 2D and 3D cases, Eqn. (6.17) can be
applied for evolving the curve C in 3D. However, since the derivation is done in
2D, an extension operation is needed before it can be applied to minimize 3D
surfaces. Firstly, when working in 3D, the curvature κˆ of the 2D contact line
becomes a co-dimension two curvature κˆ2 [104, 112, 113]. Furthermore, since we
are considering the evolution of liquid along vessel walls, the direction of evolution
should be parallel to the wall at each point, i.e., the tangential direction of the wall.
Hence, the normal vector ~NΓ of the contact line in (6.17) is actually the tangential
part of the liquid surface’s normal vector at each point, i.e., ~Tsb as shown in Fig.
6.4. Then Eqn. (6.17) is changed into
~Ct = (1 + λκˆ2)~Tsb. (6.18)
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Figure 6.4: The evolving direction of the contact line is the tangential sub of the
surface normal direction.
Since blood vessels in MRA images appear brighter than the background, the
directions of gradients in the image could be known. Thus, the tangential subvector
can be calculated by using the cosine of the angle between the normal to the
evolution surface and the gradient in the image as shown in Fig. 6.4. It is expressed
in mathematics as









Thus, the overall evolution equation describing the energy of wetting surfaces
can be written as









In our process of modeling capillary action, the fluid is assumed to be incompress-
ible. Hence, the volume of the given fluid is constant and this constraint needs to
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be considered in the fluid surface evolution equation. As in Section 6.1.2, volume
constraint is considered as an energy term E(V ) = cV , which can be expanded as
E(V ) = c
∫
S(t, q)dq, (6.22)
where S is the whole surface area of the fluid. By applying the gradient descent
method for minimization, we have evolution equation
~St = c ~N , (6.23)
which is a constant velocity for minimizing the volume enclosed by the surface.
Since liquid is bounded by solid walls, the fluid surface will snap to the bound-
aries finally. Thus, the constant velocity is multiplied by function g and then the
evolution equation is modified into
~St = g(S(q))c ~N . (6.24)
6.2.4 Evolution Equation
Based on the results obtained separately in the above sections, the final evolution
equation is obtained by integrating these terms








where parameter α is a real positive constant. The constant term c in Eqn. (6.25)
acts like balloon force in [55], which facilitates the evolving surface snapping to
solid boundaries. Comparing the new speed function in Eqn. (6.25) with those of
the geodesic active contour [53] and its 3D correspondence minimal surface [70],
the third term is new which comes from the capillary action. According to its
definition, the new term only affects the part of evolving surface, which is around
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the contact line. It makes the fluid surface move along the solid boundaries. The
capillary action term is expected to facilitate the evolving surface adapting into
thin parts of objects, e.g. thin vessels. In the CURVES algorithm [104, 112], the
second term also affects the evolution when the curve is near object boundaries.
However, the curve evolves still in the normal direction and may not be able to
freely adapt into thin objects. Furthermore, without heuristically incorporating
a weighting term, the evolution surface can not stop at the vessel boundaries as
expected.
6.3 Implementation
In this section, the implementation of capillary geodesic active contour is discussed.
The CGAC is mainly used for vessel segmentation from MRA images. Since the
vasculature usually has complex topology, the implementation of CGAC should
provide great topology adaptability. The level set method is chosen for the imple-
mentation. The level set methods are able to handle sharp corners and cusps in
the propagating solution, as well as topological changes. In addition, the compu-
tational labor is no higher than other methods, with the advantages of increased
accuracy and robust modeling [61].
6.3.1 Level Set Evolution Equation
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Figure 6.5: Illustration of the magnitude variation of 1− cos2 θ with respect to the
value of angle θ.
evolving a surface S under the speed function (6.25) is equivalent to updating a
volumetric map Ψ with
Ψt = g(κ+ c)|∇Ψ|+∇g · ∇Ψ+ α(1 + λκˆ2)|∇Ψ|(1− cos
2 θ) (6.27)





Details of deriving Eqns. (6.27) and (6.28) according to the level set theory
are presented in Appendix A. Eqn. (6.27) is the level set speed function of CGAC,
which is incorporated with the capillary force. The last term at the right side of
Eqn. (6.27) describes the capillary force in CGAC. Note that in Eqn. (6.27) the
strength of the capillary force mainly depends on the magnitude of 1−cos2 θ, whose
variation is shown in Fig. 6.5. It has the minimal value zero when θ = 0. When
θ is small, the contribution of capillary force is little as well. The contribution is
slowly increasing and the maximum is achieved when θ = π/2. However, we expect
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that the capillary force contributes to the surface evolution even when the angle θ
is small. Therefore, a function f(x) is added into the updating equation (6.27) to
make the contour evolve faster and in a more robust way. Then the last term at
the right side of Eqn. (6.27) is changed into
α(1 + λκˆ2)|∇Ψ|f(1− cos
2 θ). (6.29)
Theoretically, function f(x) can be any uniquely increasing function with minimum
value zero and maximum value one. The point is that it should facilitate the surface
evolution in the tangential direction of the boundary where the angle between
surface normal and boundary normal ∇g is small. In our implementation, function







where a decides the slope of the output curve and b defines the point around which
the output window is centered. Effects of varying parameters a and b in function
(6.30) are illustrated in Fig. 6.6.







and κˆ2 under codimension-two curve evolution is calculated according to Eqn. (6.7)
which is introduced by Ambrosio and Soner [113]. As a summary, the final level
set update equation is represented as
Ψt = g(κ+ c)|∇Ψ|+∇g · ∇Ψ+ α(1 + λκˆ2)|∇Ψ|f(1− cos
2 θ). (6.32)
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b=0.2 b=0.35 b=0.5 b=0.65 b=0.8
(b)
Figure 6.6: Illustration of various parameter settings for the sigmoid function f .
(a) Effects of varying a under b = 0.5; (b) Effects of varying b under a = 0.05.
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6.3.2 Numerical Implementation
Our system takes in a 3D image that contains thin tubular structures, such as
an MRA image. An initial segmentation estimate is generated by thresholding
the image. That thresholding result is used to generate an initial signed distance
function Ψ0, which has negative values inside objects and positive values at outside.
Then level set function Ψ is iteratively updated according to
Ψn+1 = Ψn +∆Ψn∆t, (6.33)
where ∆Ψ is calculated using Eqn. (6.32). Convergence is achieved when volumet-
ric change is very small over some iterations.
Before applying the algorithm, the image is smoothed by using a small isotropic
Gaussian since the level set algorithm inherently requires some smoothness of gra-
dients. Further, the level set map Ψ is periodically reinitialized to be a signed
distance function: the zero level set S is extracted from Ψ, and then the value at
each point is set to be its distance to S. This is needed because Ψ is defined as the
signed distance map of S, which, however, cannot be ensured during the evolving
process.
It is noted that when computing cos θ according to Eqn. (6.28), singular values
may be produced if the value of |∇Ψ| or |∇g| is too small, even “division by
zero” errors can happen. This could be the case when the evolving surface is far
away from vessel walls. Under this situation, capillary force should not be applied
because capillary action occurs only near or at the solid boundaries. Thus, in our
implementation, when either |∇Ψ| or |∇g| is lower than a predefined threshold,
the value of cos θ is set to be one. Then the contribution of capillary force becomes
zero according to (6.27).
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6.3.3 Toolkits
The algorithm described in this chapter has been coded for 3D segmentation
based on the insight segmentation and registration toolKit (ITK) [117], an open
source software developed as an initiative of the United States National Library of
Medicine and freely available at www.itk.org. A large number of leading edge seg-
mentation and registration algorithms have been implemented inside this toolkit.
In our research work, segmentation results are visualized using surface render-
ing. Hence, isosurface is required to be extracted for visualization. An isosurface
is a surface that passes through all locations in space where a continuous data vol-
ume is equal to a constant value. The construction of isosurfaces is a well-studied
problem [73]. The result of a typical isosurface algorithm usually consists of a set of
triangle meshes that are discrete representations of the corresponding continuous
isosurfaces.
Our isosurface extracting and surface rendering programs are implemented
based on the visualization toolKit (VTK) [73], which is also an open source software
for 3D computer graphics, image processing, and visualization. VTK supports a
wide variety of visualization algorithms including scalar, vector, tensor, texture,
and volumetric methods; and advanced modeling techniques such as implicit mod-
elling, polygon reduction, mesh smoothing, cutting, contouring, and Delaunay tri-
angulation. In addition, dozens of imaging algorithms have been directly integrated
to allow the user to mix 2D imaging/3D graphics algorithms and data. It is freely
available at www.vtk.org.
6.4 Results and Discussions
The proposed capillary geodesic active contour is applied on both synthetic image
and 3D MRA data sets for testing and comparison.
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6.4.1 Illustration of Capillary force
We first study the effectiveness of the capillary force in tubular objects segmenta-
tion. Fig. 6.7 shows the application of the CGAC in a computer generated cylinder,
which illustrates the effects of the capillary force. In this experiment, initialization
is done by using the fast marching method [61], which can easily create a signed
distance map for some simple geometric shape. In this example, a sphere is gen-
erated from a given seed point and a specified diameter. The zero level set of the
initial signed distance map is visualized in Fig. 6.7(b).
Starting from the initialization, evolution is done according to the level set
speed function in Eqn. (6.27). In our experiments, all the parameters are fixed
except that α is varying. The parameter α controls the influence of capillary
force. The evolution results with different parameter settings after 50 iterations
are visualized in Fig. 6.7.
When α is set to zero, the CGAC in fact evolves exactly like a GAC. The
evolution of the free surface in the axial direction of the tubular object is driven
by the mean curvature κ and constant speed c in Eqn. (6.27). Since this term
is multiplied by the uniquely decreasing function g, its contribution will be small
when the surface is near the object boundary, and becomes zero when the surface is
on the edges. Hence, we can see the free surface is convex as shown in Fig. 6.7(c).
When the tubular object becomes much thinner, the evolution may stop because
of the small value of g everywhere. After incorporating the capillary force, the free
surface is attracted by the unwetted surface when near the solid boundaries and
meniscus [115] can be observed as shown in Fig. 6.7(d)(e)(f). The capillary action
is caused by adhesion between elements of solid boundary and fluid molecules.
Adhesion of liquid to the vessel walls causes an upward force on the liquid at the
edges in this example and results in a meniscus which turns upward. The surface
tension acts to hold the surface intact, so instead of just the edges moving upward,
the whole liquid surface is dragged upward. With larger value of α, the surface
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(a) (b) (c)
(d) (e) (f)
Figure 6.7: Illustration of the effects on varying capillary force coefficient α. (a)
Generated cylinder. (b) Initialization of the algorithm. (c) α = 0. (d) α = 0.25.
(e) α = 0.5. (f) α = 0.75.
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evolution along the object boundary will be stronger and faster. Therefore, the
capillary force can facilitate the evolution of the free surface even when the vessels
are very thin.
6.4.2 Segmentation Results of 3D MRA Images
The CGAC method is applied on 3D MRA images for segmenting blood vessels.
Some of the results are presented in this section. The size of image A in our exper-
iments is 512 × 512 × 120 with spacing 0.43×0.43×1.2. Some sample 2D slices of
the MRA data are shown in Fig. 6.8. The initial surface is obtained by threshold-
ing the raw dataset. The initialization should be inside the expected segmentation
results, because the concept of “Once a particle is burnt, it stays burnt” [61] is
used in our implementation for robustness and computational simplicity. The MIP
of MRA data set A is shown in Fig. 6.1. To make the results clearer, a region of
interest (ROI) is extracted (Fig. 6.9) and only vessels inside the ROI are segmented
and visualized.
Our proposed CGAC method is compared with the state-of-the-art CURVES
in [104, 112]. Identical parameter settings in the evolution equations are used for
both methods except for the capillary force coefficient, which is specific to the
CGAC. The segmentation results of CURVES and CGAC are visualized in Fig. 6.10
and Fig. 6.11 with different points of view, respectively. From these results we can
see that although the CURVES can extract most parts of the vasculature, compared
with our CGAC algorithm, it fails to identify some thin parts of blood vessels. This
is because when the vessel is very thin, the evolution terms of CURVES become zero
and the evolving surface will stop. Thus, some thin vessels can not be extracted.
The CGAC behaves in a different way that the evolving surface will move along the
boundaries under the capillary force when the vessels are very thin. Thus, more
details of the vasculature can be obtained by using our CGAC method.
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Figure 6.8: Samples of MRA data set A. Bright regions and points are blood vessels.
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Figure 6.9: MIP of the region of interest of cerebral MRA data set A.
The size of the 3D image B is 384 × 320 × 80. From the MIP shown in Fig.
6.12, it is noted that the signal to noise ratio is low and the intensities vary greatly
from left to right. In addition, the voxel intensities of other tissues are quite
similar to those of the blood vessels. For comparision, the fuzzy connectedness
segmentation method [2] is also applied on the image. Segmentation results of
fuzzy connectedness method and our CGAC method are visualized and shown in
Fig. 6.13 and Fig. 6.14, respectively. From Fig. 6.13, we can see that the main
connected vessels are extracted. However, when the image intensity varies, the
rightmost part of the vessel in Fig. 6.12 is not extracted. In addition, the surface
of the extracted vessels is not smooth, due to the presence of strong noise. When
our CGAC method is used, the segmentation result is much improved as shown in
Fig. 6.14. The whole vessel is extracted successfully and the surface of the vessel
is quite smooth. The reason is that the evolving surface is attracted toward the
boundaries and moves along the boundaries under the capillary force. Thus, it is
not sensitive to the variance of intensities. Furthermore, the curvature term κ in
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Figure 6.10: MRA segmentation results of the CURVES algorithm with different
view points.
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Figure 6.11: MRA segmentation results of the proposed CGAC algorithm with
different view points.
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Figure 6.12: MIP of the 3D MRA image B.
(a) (b)
(c) (d)
Figure 6.13: Segmentation results of MRA image B using the fuzzy connectedness
method [2].
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(a) (b)
(c) (d)
Figure 6.14: Segmentation results of MRA image B using the CGAC method.
the evolution equation makes the evolving surface keeping smooth, while there is
no such a regularizer in fuzzy connectedness method.
The size of the MRA image C used in our experiments is 384× 320× 64. The
MIP is shown in Fig. 6.15. The segmentation results using our CGAC method are
shown in Fig. 6.16. We can see that the whole vessel is extracted successfully.
The image D in our experiments is a 3D cerebral MRA image with the size of
512×512×120 and spacing 0.43×0.43×1.2. The MIP of the image is shown in Fig.
6.17. The segmentation results using our CGAC method are shown in Fig. 6.18.
It shows that the whole complex cerebral vasculature is successfully extracted.
6.5 Summary
In this chapter, we have proposed and applied the capillary geodesic active contour
to both 3D synthetic and cerebral MRA images. The incorporated capillary force
adapts the evolution surface into very thin branches of blood vessels and obtains
more accurate segmentation as demonstrated in our experiments. Compared with
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Figure 6.15: MIP of the MRA image C.
(a) (b)
(c) (d)
Figure 6.16: Segmentation results of the 3D MRA image C using our CGAC
method.
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Figure 6.17: MIP of the MRA image D.
other techniques, the CGAC can achieve more details of vasculature. Our approach
is geometric in nature and topology free due to that implicit representation of the
evolving surfaces is used.
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In this chapter, we conclude this dissertation with a review of our main research
contributions, and propose directions for future research.
7.1 4D Medical Image Compression
In Chapter 3, we present a complete scheme for compressing 4D medical images.
Although 2D and 3D medical image compression has been well studied, our scheme
is the first one, to the best of our knowledge, to provide lossy-to-lossless 4D medical
image compression. Since 4D image data is composed of a sequence of 3D volu-
metric images taken continuously over time, both spatial and temporal redundan-
cies exist. Furthermore, lossless compression is usually required for medical image
compression. Thus, a motion compensated lossy-to-lossless compression scheme is
proposed to effectively and efficiently compress the 4D medical images. The key
features of this work are summarized below.
• 3D motion estimation is employed in our algorithm to reduce the temporal
redundancy among continuous 3D frames. A fast 3D cube matching algo-
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rithm is proposed to reduce the heavy computational complexity caused by
3D motion estimation.
• Lossless compression is normally required for medical image compression,
while lossy compression sometimes could be very useful for its high compres-
sion ratio. With lossy compression, fewer bits are needed to reconstruct an
image with perceptual acceptable quality. Therefore, the progressive lossy-
to-lossless compression is enabled in our scheme, which is very useful in ap-
plications like browsing database or previewing in telemedicine.
• Random access and progressive reconstruction of each 3D frame is enabled
by developing a modified 3D-SPIHT algorithm. Therefore, there is no need
to reconstruct the whole sequence for just viewing one of the frames.
• In the lossless compression mode, the proposed scheme can reduce the coding
bit rates by more than 25% when compared with other state-of-the-art med-
ical image compression algorithms. The PSNR values of each reconstructed
slice of the proposed 4D compression scheme are normally 3–5dB higher than
those of other algorithms in the lossy mode.
7.2 Medical Image Segmentation
Extracting organs from medical images is a key issue in many medical applica-
tions ranging from collecting clinical diagnosing information to surgery planning
and navigating. In this dissertation, we present two novel medical image segmen-
tation methods using deformable models. The main research contributions are
summarized in this section.
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7.2.1 Minimal Path Deformable Model
In Chapter 5, the minimal path deformable model incorporated with implicit prior
shape information is used to extract object contour. Some key features of our
algorithm are summarized as follows:
• Our minimal path deformable model greatly simplifies the initialization pro-
cess of deformable models by selecting a single starting point.
• The algorithm employs a new energy minimization strategy, which obtains
object contours by finding a minimal path. The paths are evaluated on
a weighted graph map which consists of the weighted graph of the image
and the weighted graph of the prior shape estimate. The shape estimate
of the object of interest is incorporated into the segmentation process by
representing it implicitly as zero level sets of the signed distance transform
map of the estimated contour.
• An intelligent “worm” algorithm is proposed to find the minimal path. The
worm is attracted to object contours by external force. Internal energy is
defined for the worm to make it robust to noise and prevent it from twisting.
The worm moves under the influence of both internal and external energy.
• Compared with the traditional parametric and geometric deformable models,
the proposed model has lower computational complexity by avoiding evolving
the whole curve at each step. With the implicit prior shape model, the
segmentation algorithm is robust and accurate.




7.2.2 Capillary Geodesic Active Contour
In Chapter 6, the capillary geodesic active contour is proposed and developed
to segment MRA images. Capillary action is incorporated into the segmentation
process to extract thin vessels of vasculature. Our main research contributions are
summarized as follows.
• In this algorithm, a new energy functional is formulated by modeling the
capillary action, which is described in mathematics as a energy minimization
process. Minimizing this energy leads to a new deformable model, capillary
geodesic active contour.
• The CGAC is implemented using level set theory for its free topology adapt-
ability. Compared with the speed functions of other level set based methods,
there is a new force term which comes from the capillary force. This capillary
force can help the curve/surface evolve into very thin blood vessels.
• Our model is derived directly from the capillary action using physics and
mathematics. Contrary to existing MRA segmentation techniques, which
have difficulty on extracting tiny vessels, the CGAC is able to segment the
whole structure successfully from 3D MRA images with the help of capillary
force.
• The effect of capillary force is clearly demonstrated by the experiments on
synthetic images. The method is applied on real MRA images and better





This dissertation opens up some interesting directions for further investigation. We
describe some of them in the following sections.
7.3.1 Object Based Coding
In Chapter 3, we have presented a motion compensated lossy-to-lossless 4D medical
image compression scheme. In our current scheme, the whole data set, including
some less important background noise, is encoded losslessly. It is possible to further
reduce the overall coding bit rates, if only the objects of interest are encoded loss-
lessly while other background information is encoded with lossy coding techniques.
With our research work done on medical image segmentation, extracting objects
of interest before coding becomes possible. Thus, lossless object based 4D medical
image coding will be part of our future research work. However, the object based
coding arises a new problem on how to efficiently encode an object with irregular
shape. This is a relatively new research topic, although extensive research has been
done on rectangular image compression.
7.3.2 Vasculature Measurement
Our algorithm for MRA image segmentation is presented in Chapter 6, where the
whole vasculature can be successfully extracted from 3D MRA images. However,
this is only the first step to provide diagnostic information to achieve computer
aided diagnosis (CAD). MRA imaging is mainly used in diagnosing the possible
diseases of blood vessels. For example, cerebral MRA imaging is mainly used to
find the possibility of stroke or aneurysm. These possibilities are measured through
checking the degree of stenosis or dilation along blood vessels. Since the whole
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vasculature has been extracted out, this information could be ready for measuring.
The degree of stenosis or dilation can be checked by computing the diameters of
the blood vessels at each point. Nevertheless, due to the complex topologies of
vascular structures, efforts need to be made on working out a robust and precise
numerical measurement.
7.3.3 Medical Image Segmentation with Prior Knowledge
Prior shape information plays a key role in many computer vision and image pro-
cessing applications, especially in medical image analysis where anatomic structures
can be identified and classified in terms of their unique shapes. In order to further
improve the precision and robustness of the proposed segmentation algorithms,
anatomic knowledge of the objects to be extracted can be incorporated into the
segmentation process. The prior knowledge may act like regularizers in the seg-
mentation algorithms. It would be interesting to compare two possible choices to
add these regularizers: using statistical models and detecting anatomic landmarks.
The statistical models can influence segmentation by estimating shape of the
target object according to image information and/or current segmentation status.
To construct a statistical model, large number of training data sets are required.
These training data sets should be able to cover all the possible variety of the target
object. This method is effective for segmenting objects with simple topologies.
Some work based on this idea has been done in Chapter 5, where a prior shape
model is constructed for each object and incorporated into the segmentation process
using implicit representation. It is possible to further improve the performance of
the algorithm by considering multiple models simultaneously if there is more than
one object to be segmented. For example, a joint model can be constructed for
the endocardium wall and the epicardium wall when extracting them from the CT
cardiac images. The associated problem is how to effectively derive the probability
density function and the corresponding MAP shape estimation.
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In future, we would also like to investigate the landmark-based shape defor-
mation methods for medical image segmentation. If the topology of the object
is complex, like the cerebral vasculature, both training and estimating statistical
models become very difficult. Then landmarks could be used to provide criti-
cal navigating information during segmentation. Currently, landmarks are mainly
used in medical image registration. Some works have been done on using land-
marks in medical image segmentation, however, there are still two key issues to be
addressed: (a) identification of landmark points from given input images, and (b)
regularization on the evolution of deformable models using landmarks.
As we have discussed, both these methods to incorporate prior shape knowledge
into segmentation process have their own pros and cons. More research works
are needed to gain further insight into these approaches. More importantly, the
proposed algorithms need to be verified and validated with real medical images.
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Deriving Level Set Evolution
Equation of CGAC
The derivation process of level set evolution equation (6.27) of CGAC from the
speed function (6.25) using level set theory is presented in this section.
Consider a surface S evolving according to
St = F ~N , (A.1)
for a given speed function F . By using the level set theory, surface S is represented
as the zero level set of a map function Ψ : R3 → R. Thus, we have a definition
{S ∈ R3 : Ψ(S, t) = 0}. (A.2)
It is reasonable to assume that Ψ is negative in the interior of the zero level set and
positive in its exterior (usually, the signed distance function is used). Our problem
is to find out how to update the function Ψ. By differentiating the definition above
with respect to t, we obtain
∇Ψ · St +Ψt = 0. (A.3)
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Eqn. (A.3) can also be represented as
Ψt = −∇Ψ · St. (A.4)
The we replace St in above equation by using Eqn. (6.25) to obtain the level set
evolution equation. For convenience, Eqn. (6.25) is divided into three parts as
St = g(κ+ c) ~N (A.5)














Thus, from Eqn. (A.5) we have




= g(κ+ c)|∇Ψ|. (A.9)
Similarly, we obtain following expression from Eqn. (A.6):
ΨtII = ∇g · ∇Ψ. (A.10)
Recall that cos θ in Eqn. (A.7) is defined as
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We have















= α(1 + λκˆ2)|∇Ψ|(1− cos
2 θ), (A.12)





Finally, we combine the three parts ΨtI, ΨtIII and ΨtIII together to get the evolution
equation of CGAC
Ψt = ΨtI +ΨtIII +ΨtIII
= g(κ+ c)|∇Ψ|+∇g · ∇Ψ+ α(1 + λκˆ2)|∇Ψ|(1− cos
2 θ), (A.14)
which is exactly the Eqn. (6.27).
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