Introduction
The application of the theory of local transformation groups to the study of partial differential equations has its origins in the original investigations of Sophus Lie. He demonstrated that for a given system of partial differential equations the Lie algebra of all vector fields (i.e., infinitesimal generators of local one-parameter groups transforming the independent and dependent variables) leaving the system invariant could be straightforwardly found via the solution of a large number of auxiliary partial differential equations of an elementary type, the so-called "defining equations" of the group. The rapid development of the global, abstract theory of Lie groups in the first half of this century neglected these results on differential equations for two main reasons: first the results were of an essentially local character and secondly, except for the case of ordinary differential equations, the symmetry groups did not aid in the construction of the general solution of the system under consideration and thus appeared to be of rather limited value. The early investigators had failed to discover the concept of a group invariant or self similar solution, and it was not until after 1940, beginning with the work of L. I. Sedov [21] and G. Birkhoff [2] on a general theory of dimensional analysis, that essentially new research into this area was begun. While Birkhoff and Sedov first considered only scale invariant solutions, it was soon realized that group invariant solutions could be found for arbitrary local transformation groups, and their construction involved the solution of partial differential equations in fewer independent variables. (The terms self-similar, symmetric and automodel solutions have all been used in the literature to describe the concept of a group invariant (or G-invariant, if G is the particular group) solution.) Finally, in the early 1960's the fundamental work of L. V. Ovsjannikov on group invariant solutions demonstrated the power and generality of these methods for the construction of explicit solutions to complicated systems of partial differential equations. While only local in nature, Ovsjannikov's results provided the theoretical framework for commencing a systematic study of the symmetry groups of the partial differential equations arising in mathematical physics. This work is being pursued by Ovsjannikov, Bluman, Cole, Ames, Holm and others, and has provided many new explicit solutions to important equations. In another direction, the recent deep investigations of Goldschmidt and Spencer [26] find general conditions for the solvability of the defining equations of a symmetry group, a question which will not be dealt with here.
The primary purpose of this paper is to provide a rigorous foundation for the theory of symmetry groups of partial differential equations, and to thereby prove the global counterparts (and counterexamples) of the local results of Ovsjannikov. This will be accomplished primarily in the language of differential geometry, utilizing a new theory of partial differential equations on arbitrary smooth manifolds, which generalizes the theory of differential equations for vector bundles. Let Z be a smooth manifold representing the independent and dependent variables in the equations under consideration; in the classical case Z will be an open subset of the Euclidean space R p X R* with coordinates (x, u) = (x\ , x p , w\ , u q \ where the JC' S are the independent and the M' S the dependent variables. We shall construct a fiber bundle /*(Z, /?) -> Z called the extended fc-jet bundle, which corresponds to the various partial derivatives of the M' S with respect to the x's of order < k. In the special case that Z is a vector bundle, the extended A:-jet bundle will be the "completion" of the ordinary jet bundle J k Z in the same sense that projective space is the "completion" of affine space. In this context, a &-th order system of partial differential equations will be described by a closed subvariety ΔQ of J£ (Z,p) . A solution of Δ o will be a ^-dimensional submanifold of Z, called a /^-section, whose extended A>jet, a /^-dimensional submanifold of J*(Z, p) lying over the original submanifold of Z, is entirely contained in ΔQ. If G is a local group of transformations acting on Z, there will be an induced action of G on J£(Z,p), called the k-th prolongation of the action of G, which comes from the action of G on /7-sections. The corresponding prolongation of the infinitesimal generators of G has a relatively simple expression in local coordinates, and can be used to check via the standard infinitesimal criteria whether a system of partial differential equations ΔQ is invariant under the prolonged action of G, which implies that G transforms solutions of ΔQ to other solutions. Here this local coordinate expression will be derived using the techniques of symmetric algebra; it does not seem to have appeared previously in the literature. It allows for a much more unified and straightforward derivation of the symmetry groups of higher order partial differential equations. Now suppose that G acts regularly on Z in the sense of Palais [19] so that there is a natural manifold structure on the quotient space Z/G. If ΔQ is a system of partial differential equations on Z which is invariant under G, then the problem of finding all the G-invariant solutions to Δ o is equivalent to solving a "reduced" system of partial differential equations Δ^/G c J£(Z/G,p -/), where / is the dimension of the orbits of G. In other words, the solutions of ΔQ/G are (p -/)-dimensional submanifolds of Z/G, which, when lifted back to Z, provide all the G-invariant solutions to the original system ΔQ. The important point is that the number of independent variables has been reduced by /, making the reduced system in some sense easier to solve. (Although this does not always hold in practice; there are examples where ΔQ is linear, whereas ΔQ/ G is a messy nonlinear equation.) It is this fact which makes the symmetry group method so useful for finding exact solutions to complicated differential equations. Note that since we must consider the quotient space Z/ G, which cannot be guaranteed to possess any nice bundle properties due to the arbitrariness of the action of G on the independent and dependent variables, we are forced to develop the aforementioned theory of partial differential equations over arbitrary smooth manifolds which have no a priori way of distinguishing the independent and dependent variables. The question of when the distinction can be maintained is discussed in some detail in the author's thesis [16] .
A few brief comments on the organization of the material in this paper are in order. §2 reviews the theory of symmetric algebra of vector spaces and its applications to the derivatives of smooth maps between vector spaces. The most important result is Theorem 2.2, the Faa-di-Bruno formula for the higher order differentials of the composition of maps; it forms the basis of many of the subsequent calculations, in particular providing a useful explicit matrix representation of the prolongations of the general linear group. §3 develops the concept of the extended jet bundle over an arbitrary manifold and gives both the bundle-theoretic and local coordinate descriptions of these objects in detail. In §4 we show how the concepts of differential operators and systems of partial differential equations are incorporated into the extended jet bundle theory, and discuss the concept of prolongation.
§5 applies the theoretical concepts of the preceding three sections to the prolongation of local transformation group actions. In particular, the local coordinate expression for the prolongation of a vector field is derived. In §6 we show how this formula is applied in practice to find the symmetry group of a system of partial differential equations, and illustrate this with the derivation of the symmetry group of Burgers' equation, an important evolution equation arising in nonlinear wave theory. §7 takes up the problem of equivalent systems of partial differential equations, the prototypical example being an n-th order partial differential equation and the first order system obtained by treating all the derivatives of order < n as new dependent variables. It is shown that, barring the presence of "higher order symmetries," the groups of two equivalent systems are isomorphic under a suitable prolongation. An example of an equation with higher order symmetries is discussed. Finally, in §8 the fundamental theorem on group invariant solutions is proven and is applied to deriving some interesting group invariant solutions to Burgers' equation.
The results of this paper form a part of my doctoral dissertation written under Professor Garrett Birkhoff at Harvard University. I would like to express my profound gratitude to Professor Birkhoff for his constant help, suggestions and encouragement while I was writing my thesis.
Symmetric algebra and derivatives
Since this paper is concerned with partial differential equations which involve several independent and dependent variables, a simplified and completely rigorous treatment of the derivatives of smooth maps between vector spaces is a necessary prerequisite. This theory has been developed using the machinery of symmetric algebra, most notably in chapters one and three of H. Federer's book [9] . The advantages of this abstract machinery become clear in the crucial "Faa-di-Bruno formula" for the higher order partial derivatives of the composition of two maps. This section briefly reviews the relevant definitions, notations and results from symmetric algebra, most of which are discussed in much greater detail in [9] . A key new idea is the definition of the Faa-di-Bruno injection, which was motivated by the above mentioned formula, and is applied to provide an explicit matrix representation of the prolongations of the general linear group. To conclude this section, the notion of a total derivative is defined and discussed within the context of symmetric algebra; this will become important in later computations.
Let V be a real vector space. Let , n. In case / < J, let J -I be the multi-index with components^ -i σ . Define Let δ J G §ί be the multi-index with components δjj, the second δ being the Kronecker symbol. Note that in formula (2.2) the powers and symmetric products of the differentials of/ are taken in the algebra Θ*(F, Θ+W). The proof of this theorem may be found in [9, p. 222] .
For notational convenience, define
There is a natural projection given by composition with the projection Q+W^> Q X W = (ii) Let
, then we will abbreviate Λ/ = djf(x). This gives 9//C*)
which is a little confusing, but the symbol θ, has been reserved for the partial derivative in the x j direction. Definition 2.6. Let Zbea fixed real normed vector space. Let U and W be normed vector spaces and let Z = X X U. Suppose F: Z -» W is a smooth function. The k-th order total differential of F is the unique map
such that for any smooth/: X -> £/,
where 1 Ύ denotes the identity map of X.
Existence and uniqueness of the total differential follows from the Faa-diBruno formula. In fact, This lemma provides the means for actually computing the total derivative. The proof is a straightforward induction argument; cf. [16, p. 98 ].
Extended jet bundles
The first step in the development of a comprehensive theory of systems of partial differential equations over arbitrary smooth manifolds representing both the independent and dependent variables is the construction of an appropriate fiber bundle over the manifold whose points represent the partial derivatives of the dependent variables of order < k, called the extended k jet bundle of the manifold. To give some motivation for the definitions to follow, the construction of the jet bundles of a vector bundle will be briefly recalled following [10] . Then some preliminary definitions for the more general case will be made; the machinery needed to fully explore these ideas will be developed in subsequent sections.
Suppose π: Z -^ X is a vector bundle over a /^-dimensional base manifold X, representing the independent variables, with ^-dimensional fiber £/, representing the dependent variables. Sections of Z are usually defined to be smooth maps /: X -> Z such that π ° f = l x , the identity map of X. It will be more convenient, however, to view sections geometrically as /^-dimensional submanifolds of Z which satisfy a condition of transversality to the fibers of Z. In addition, for the submanifold to truly be a section, it must satisfy a further global condition of intersecting each fiber exactly once; in the construction of the jet bundles, this condition can be safely ignored, since only local sections are needed. The /c-jet bundle J k Z is given by the equivalence classes of sections of Z having λ>th order contact. For any smooth p-dimensional submanifold s c Z, define its extended /c-jet to be 7** = U j*s\z> which will subsequently be shown to be a smooth /^-dimensional submanifold of J£(Z,p). The next step is to describe the fiber bundle structure and local coordinate description of J£(Z,p); its fibers are "prolonged Grassmann manifolds", which we proceed to define and characterize. Let V be a real normed vector space and let 0 denote the origin in V. The identifications TV\ 0 = V, %V\ 0^Q *V will be used without further comment. 
proving that A e GL {k \p). Remark. If U denotes the universal bundle over Grass( K, p\ whose fiber over a /7-plane Λ is just Λ itself, and / denotes the trivial bundle V X Grass( V, p), then Q is given as the quotient bundle whose fiber over a/7-ρlane Λ is the quotient space V / A. The notation jQ ϊoτj an integer just means Q θ ®Q j times. In particular, this proposition shows that the bundle
has Euclidean fiber of dimension N kψ -N ljf . These bundles are not necessarily trivial. For instance 
In fact, A: is found by recursion as follows. Suppose
Then the Faa-di-Bruno formula shows that This just corresponds to left matrix multiplication
where π k is the projection inverse to the Faa-di-Bruno injection e k and B is any matrix such that Π B = Λ. 
As a corollary of these more abstract considerations, we obtain an alternate characterization of the extended jet bundles of a smooth manifold as appropriate prolonged Grassmann bundles. This is perhaps the most convenient characterization of the bundle structure of the extended jet bundles. Suppose that % is an involutive (n -/?)-dimensional differential system on the rt-dimensional manifold Z. The trivialized extended A -jet bundle of Z with respect to % is the open subbundle consisting of the λ>th order tangent spaces of sections transverse to β ll. By Lemma 3.8, J£(Z,p; %) is a bundle with Euclidean fiber of dimension N kj) . We now propose to introduce "canonical" coordinates on J£(Z,p; %) associated with a coordinate system on Z which is flat with respect to %.
Let χ: Z -* R^ X R q be a local coordinate system on Z with the coordinates on R p X R* denoted by (x, ύ) = (x\ , x p , u\ , u q ) so that the differential system ^ is spanned by {3/θw 1 ,
, d/du q ). The case to keep in mind is when Z -> X is a vector bundle and % is the differential system given by the tangent spaces to the fibers, so that (x ι , , x p ) are the coordinates on the base manifold X (independent variables) and (w   1   , , u q ) are the fiber coordinates (dependent variables). In this case we can identify the trivialized jet bundle with the ordinary jet bundle corresponding to the vector bundle Z, since both are constructed by consideration of /7-sections transverse to the fibers.
Proposition 3.13. Let Z -+ X be a fiber bundle over a p-dimensional manifold X, and let ^ denote the involutive differential system of tangent spaces to the fibers of Z. Then J£(Z,p; %)^^Z.
This shows that the extended jet bundle can be regarded as the "completion" of the ordinary jet bundle in the same manner that projective space is the completion of affine space. In this case the completion is obtained by allowing sections with vertical tangents.
Let s be a /^-section of Z transverse to the differential system β H. The normal parametrization of s relative to the coordinate system x is that map /: R p -> Z with im / = s and χ ° / = \ p X / for some (uniquely determined) smooth/: R' -* R q . Then
so that Θ£/(JC) can be regarded as the local coordinates of the extended /c-jet of s at the point/(x). Proposition 3.14. 
Differential operators and equations
The next step in our theory of extended jet bundles over smooth manifolds is to describe what is meant by a differential operator and a differential equation in this context. These concepts should be direct generalizations of the corresponding objects for vector bundles and should include as special cases what are classically meant by systems of partial differential equations. First, a differential operator on an extended jet bundle will be defined and some important properties described. Next, we proceed to a discussion of differential equations, which will be connected with the previously mentioned differential operators. Recall that a differential operator in the category of vector bundles is given by a smooth fiber-preserving map from a jet bundle to another vector bundle. In strict analogy we make the definition of a differential operator on an arbitrary smooth manifold. The last corollary will be especially important when the prolongation of transformation group actions to extended jet bundles is discussed in §5.
We now proceed to describe the concept of a system of partial differential equations for an extended jet bundle. Recall that in the category of vector bundles a differential equation is usually given as Δ'^O} where Δ is a differential operator and 0 denotes the zero cross-section of the image bundle. In the case of fiber bundles, there is no such intrinsically defined cross-section. (Indeed, the bundle may have no smooth global sections.) Even if we restricted our attention to bundles with a distinguished cross-section, there would be problems in relating the prolonged differential equation to the prolonged differential operator. In view of these observations, the following definition can be seen to give an appropriate generalization of the notion of a system of partial differential equations. is a system of partial differential equations in some coordinate system on Z. Then the closure of the subset of J*(Z, p) given by these equations (which are only defined on an appropriate trivialized jet bundle) will be the differential equation corresponding to this system. Thus all classical systems of partial differential equations are included in our definition, with the added feature that solutions with "vertical tangents" are allowed, provided these tangents are in some sense the limits of "tangents" which satisfy the system of equations. In general, the interesting object will be the subvariety in the extended jet bundle and not the particular differential operator used to define it. Therefore a A -th order system of partial differential equations over a smooth manifold Z will be taken to mean an arbitrary closed subset ΔQ C J*(Z, p). A solution to a system of equations is a /7-section s c Z satisfying
Given a subset S c Z, let J*(S,p) c J*(Z,p) denote the subset of all extended λ>jets of /^-sections of Z wholly contained in S. Note that this set will be empty if S contains no/?-dimensional submanifolds. The next proposition shows that PΓ (/) ΔQ is indeed a differential equation and corresponds to the prolongation of the differential operator defining ΔQ, providing that this operator is in some sense "irreducible". (1) Δ = (u x , 2u x u xx ), so the equation in the second jet bundle given by pr (1) Δ is just u x = 0, which is not the prolonged equation-w^ = 0 = u xx . It can be seen that for polynomial operators, transversality is related to irreducibility.
Given a fiber bundle F over Z, a/?-section of F will be said to be vertical at a point if its tangent space at that point has nonzero intersection with the tangent space to the fiber of F. Define V* C J*(J£{Z, p), p) to be the subset given by all /-jets of vertical sections of /*(Z, p). 
Prolongation of group actions
Let Z be a smooth manifold of dimension/? + q, and suppose that G is a smooth local group of transformations acting on Z. (The relevant definitions and results may be found in Palais' monograph [19] .) Basically this means that there is an open subset U o with {e} X Z c U Q c G X Z and a smooth map Φ: U 0 -*Z which is consistent with the local group structure of G.
Let Q C TZ denote the involutive "quasi-differential system" spanned by the infinitesimal generators of the actions of one-parameter subgroups of G. (The adjective "quasi-" is used since the dimension of g| z may vary depending on z. However, since the subsets of Z where dim Q\ Z is constant are invariant under G, it may be assumed without significant loss of generality that all the orbits of G have the same dimension.)
Theorem 5.1. A submanifold S c Z is locally invariant under the group action of G iff TS\ Z D Q\ Z for all z G S. A closed submanifold S C Z is invariant iff it is locally invariant.
Usually we shall be interested in the local invariance of subvarieties of Z which are given by the vanishing of a smooth function F: Z -» R*. Recall that F is a submersion if dF has maximal rank everywhere. This theorem is usually what is meant by the infinitesimal criterion for the invariance of a subvariety. In local coordinates (z 1 , , z n ) on Z, suppose Q is spanned by the vector fields
whenever F^z) = = F k (z) = 0. Given a local group of transformations G acting on Z, Corollary 4.5 shows that there is an induced action of G on the extended jet bundle /*(Z, p), which will be called the prolonged action of G. The construction of this prolonged action shows that if ΔQ is a system of partial differential equations which is invariant under the prolonged action of G, then the elements of G transform solutions of Δ o to other solutions of ΔQ. The infinitesimal criterion of Theorem 5.2 will provide a practically useful method of determining when a system of partial differential equations is actually invariant under a prolonged group action. To implement this, we need to find a local coordinate expression for the prolongation of the infinitesimal generators of G. Note that it suffices to consider the case when G is a one-parameter group with infinitesimal generator given by a vector field v.
Definition 53. Given a vector field v on Z, let exρ(ίv) denote the local one-parameter group generated by v. The k-th prolongation of v is the vector field on J*(Z, p) given by
The next theorem provides the explicit local coordinate expression for pr ( *V. The coordinate charts on J*(Z, p) are those provided by Proposition 3.14. 
Symmetry groups of differential equations
Consider a &-th order system of partial differential equations ΔQ C J*(Z, p). The "symmetry group" of ΔQ will be loosely taken to mean the local group of all smooth local transformations of Z whose fc-th prolongation to J£(Z,p) leaves ΔQ invariant. The algebra of infinitesimal symmetries of ΔQ will be the space of smooth vector fields on Z whose /c-th prolongations leave Δ o infinitesimally invariant. Note that by Lemma 5.7, the infnitesimal symmetries form a Lie algebra. In general, it is to be expected that the symmetry algebra exponentiates to form the connected component of the identity of the symmetry group. A technical problem arises in the case the symmetries form an infinite dimensional algebra: a Lie pseudogroup type condition (cf. [22] ) must be imposed to maintain the correspondence between the group and the algebra. It shall be seen that the infinitesimal symmetries must satisfy a large number of partial differential equations so that under some appropriate weak conditions on ΔQ the Lie pseudogroup criteria will be satisfied. However, as these are rather technical in nature and shed little additional light on the subject, they will not be investigated here. Besides, we will usually be concerned with finite dimensional subgroups of the symmetry group, and problems of this nature will not arise.
In practice, ΔQ will not be given as a subvariety of J£(Z,p), but will be given, in local coordinates (x, ύ) on Z, as a system of equations In practice (6.3) is the condition most frequently used-note that a priori the λ/s can depend on all the derivatives as well as the dependent and independent variables. To calculate the symmetry group of such a system of equations, v is allowed to be an arbitrary vector field: : (x,t,u)\-+(x + λ, ί, w) ,
and represent the fact that Burgers' equation has no dependence on x or /. The group G 3 consists of scale transformations:
(6.9b) G 3 : (JC, /, u) -> (e λ x, e 2λ t, e~λu\ λ e R.
G 4 is a group of Gallilean type:
These will be discussed in more detail in Example 8.10.
Groups of equivalent systems
Given an Az-th order partial differential equation, there is a standard trick used to convert it into an equivalent system of first order partial differential equations. For instance, in the case of the heat equation u t = u xx , the equivalent system is In the author's thesis [16] , the symmetry groups of both the equation u t = u xx and the system (7.1) were computed, and it was shown that the symmetry group of the first order system can be viewed the first prolongation of the symmetry group of the second order equation. It is the aim of this section to investigate in what sense this phenomenon is true in general. It will be shown that, barring the presence of "higher order symmetries," the symmetry group of a first order system is the prolongation of the symmetry group of an equivalent higher order equation (at least locally). The higher order symmetries are groups whose transformations depend on the derivatives as well as just the independent and dependent variables in the equation. At the end of this section, an example of an equation which possesses higher order symmetries-the wave equation-will be considered. We first need to describe what exactly is meant by the equivalent first order system of a partial differential equation in the language of extended jet bundles. Suppose ΔQ C J*{Z,p) is a λ>th order system of partial differential equations. If (w   1   , , u q ) denote the dependent variables corresponding to some coordinate system (JC, ύ) on Z, then the dependent variables in the equivalent first order system will be the induced coordinates u The local coordinates of J*(Z, 2) will be denoted by (x, t, u, υ, w), where v corresponds to u x and w to « r Then the local coordinates on J\*(Jf(Z, 2), 2) are (x, t, M, V, W, U X , U V V X , v n w x , w t ), and the subbundle J*(Z, 2) (which we will henceforth identify with ι\\j*(Z, 2))) is given by the equations
Therefore the first order system corresponding to ΔQ is given by (7.2) and the additional equations
More generally, we can replace a system of λ>th order partial differential equations by an equivalent system of (k -/)th order equations for some 1 < / < k. This is accomplished via the embedding if from Corollary 4.3: Proof. Let s = πfa'). Since j*-t s' c J*(Z 9 p), Lemma 4.9 shows that locally s is a /?-section of Z. The local coordinate description of y*_/.s' demonstrates that s' = jfs, which proves the result.
Note that the projection KQ(S') is not necessarily a global /^-section of Z since there might be self-intersections. This lemma justifies the use of the word "equivalent", since the smooth solutions of the higher and lower order equivalent systems are in one-to-one correspondence via the extended jet map. Now we are in a position to consider the symmetry groups of the equivalent systems. Suppose G is a local group of transformations acting on Z whose k-th prolongation leaves ΔQ invariant. Corollary 4.4 demonstrates that J*(Z, p) is an invariant subvariety of pr
We conclude that if G is a symmetry group of a λ>th order system of partial differential equations, then pr (/) G is a symmetry group of the equivalent (k -/)-th order system.
Conversely, suppose G' is a local group of transformations acting on Jf{Z,p) such that ΔQ is an invariant subvariety of the prolonged action p Γ (£-/)£' An obvious necessary condition for G' to satisfy in order to be the prolongation of some group G acting on Z is that it be projectable, i.e., if
The non-projectable groups will be called higher order symmetries, since while they do transform solutions of ΔQ to solutions of ΔQ, the transformations depend on the derivatives of the solutions as well as the solution values themselves. They can be considered a special case of nonpoint transformations; cf. [18] .
A second criterion that the group G' must meet in order to be a prolongation is that ΔQ is really a λ>th order equation. For instance, if ΔQ = (TΓ/T^ΔQ] for some /-th order equation ΔQ, then any transformation of J*(Z, p) leaving ΔQ invariant will preserve ΔQ, and the projectable ones are not expected to necessarily be prolonged group actions. What can be proven is summarized in the next theorem.
Theorem 73. Let 1 < / < k be integers, and let The (φ/)^ are given by the prolongation formula. Note that since V is projectable, ζ J and φ i are functions of (x, ύ) only. Applying the infinitesimal criterion of invariance to ΔQ considered as a (A: -/)-th order system, we must have
whenever j E ΔQ. In particular, let K = δ°, K' = 0 for some 1 < σ < p. The prolongation formula implies that on ΔQ for all 0 < ΣJ < I -1. Note that these are precisely the recursion relations for the prolongation of vector fields as given in Corollary 5.6 since Note that the theorem does not imply that G' and pr (/) G agree everywhere on Jf(Z,p). For instance, in the coordinates of Example 7.1, an equation might be invariant under the transformation (x, /, u, v 9 w) -»(x, /, w, w, t>), but this projects to the identity transformation on Z = R 2 X R, so is not a prolongation.
Example 7.4 (The wave equation). Let Z = R 2 X R with coordinates O, t, u), and consider the second order equation ΔQ C J*(Z, 2) given by (7.3) u tt = u xx .
The equivalent first order system for ΔQ is given by
where (x, /, w, t>, W) are local coordinates on J*(Z, 2). Through some tedious calculations similar to those in Example 6.1, we derive the fact that the infinitesimal symmetry algebra of (7.4) is the space of all vector fields ξd x + τ3, + φd u + ψd v + xθ^ with
' ^ + (l? -w)g!(ϋ -W, X -t) -g(v -W, X -t)
+ cu + α(t) + w) + b{υ -w), Suppose u = F(x, ί) is a solution to the wave equation (7.3). Invariance of (7.4) under pr (1) Gό implies that if we solve the implicit equations v = F x (x + λϋ, t + λw), w = F t (x + λϋ, / + λw>) for v, w, then
gives a one-parameter family of solutions. This may be verified directly by taking derivatives.
Group invariant solutions
Again suppose that Z is a smooth manifold of dimension/? + q, and G is a local group of transformations acting on Z. Under some mild regularity conditions on the action of G, the quotient space Z/ G can be endowed with the structure of a smooth manifold. Suppose further that ΔQ is a system of partial differential equations in p independent variables on Z, i.e., a closed subset of J*(Z, p), which is invariant under the prolonged action of G. The fundamental theorem concerning G-invariant solutions to Δ o is that there is a system of partial differential equations ΔQ/G C J*(Z/G,p -I), where / is the dimension of the orbits of G, whose solutions are in one-to-one correspondence with the G-invariant solutions of ΔQ. The local form of this general result is essentially due to Ovsjannikov [17] , although special cases may be found in the work of Birkhoff and Sedov on dimensional analysis; cf. [2] and [21] . Morgan [15] gives another early version of this theorem. Note that the important point is that the number of independent variables in the new system of equations ΔQ/ G is / fewer than those in ΔQ, making it in some sense easier to solve. The practical application of this method will be illustrated by the example of Burgers' equation at the end of this section. Definition 8.1. An orbit Θ of G is said to be regular if for each z G 0 there exist arbitrarily small neighborhoods V containing z with the property that for any orbit 0' of G, 0' n V is pathwise connected. The group G acts regularly on Z if every orbit has the same dimension and is regular. Definition 8.2. Given a subset S c Z, the saturation of S is the union of all the orbits passing through S.
Given a local group of transformations acting on a smooth manifold Z, let Z/G denote the quotient set of all orbits of G, and let π G : Z -> Z/G be the projection which associates to each point in Z the orbit of G passing through that point. There is a natural topology on Z/G given by the images of saturated open subsets of Z under the projection τr G . As usual, let g denote the involutive differential system spanned by the infinitesimal generators of G.
Theorem 83 [19, p. 19] . If G acts regularly on the smooth manifold Z, then the quotient space Z/ G can be endowed with the structure of a smooth manifold such that the projection π G : Z -» Z/G is a smooth map, the null space of dπ G \ z is g| z , and the range is T(Z/' G)\ πc{z) .
It should be remarked that the quotient manifold Z/ G does not necessarily satisfy the Hausdorff topological axiom. For instance, let Z = R 2 -{0}, and let G be the one-parameter group generated by the vector field
which is a local regular group action on Z. The quotient manifold Z/ G can be realized a copy of the real line with two infinitely close origins, which are given by the orbits {(x, 0): x > 0} and {(*, 0): x < 0}. It is, however, entirely possible to develop a theory of smooth manifolds which does not use the Hausdorff separation axiom, with little change in the relevant results in the local theory. All the results of this paper hold in the non-Hausdorff case; after consulting Palais' monograph [19] , the interested reader may check this. for some constants c /+1 , , c n . Now suppose that z = (z 1 , , z") is any system of local coordinates on Z. A real valued function F: Z -> R is called an invariant of G if F(gz) = F(z) for all z G Z, g G G z . By the existence of regular coordinate systems on Z, we know that locally there always exist n -I functionally independent invariants of G, say F\ ,
The functional independence of these invariants is another way of saying that the Jacobian map dF: TZ -> TR n~ι has maximal rank. We conclude that these invariants provide local coordinates on the quotient manifold Z/G. The reader should consult Ovsjannikov [17, Chapter 3] for an exposition of the subject from this viewpoint, although no explicit reference is made to the quotient manifold.
The main goal of this section is to provide an easy characterization of the subbundle of J*{Z, p) given by the extended Λ>jets of G-invariant /^-sections of Z and to show how this subbundle is related to J£ (Z/G,p -I ). This in turn will yield as a direct corollary the fundamental theorem on the existence of (^-invariant solutions to systems of partial differential equations invariant under the prolonged action of G.
Lemma 8.5. If s c Z is a global G-invariant p-section, then its projection s/G = π G (s) c Z/G is a (p -I)-section of Z/G. Conversely, ifs/GcZ/G is a (p -I)-section of Z/G, then π^ζs/G) is a global G-invariant p-section of
Given a section ω of the A>th order tangent bundle ^kZ, for each z ELZ there is a well-defined map depending smoothly on z and given by the formula
In future, the dependence of this map on z will be suppressed, so the above formula is more succinctly written voω{f) = v[ω(f)]. If Ω is a λ>prolonged differential system, i.e., a vector subbundle of ^k Z, and Λ a vector subspace of ?Γ/Z| Z , then ΛoΩ will denote the vector subspace of ( $ k + ι Z\ z spanned by all λoco for λ G Λ and ω SL section of Ω. If Ω' is an /-prolonged differential system, then ΩoΩ' is a (A: + /)-ρrolonged differential system. Note that ΩoΩ' and ΩΌΩ are not necessarily equal. Define 
The next theorem shows that ln\^k\G,p) actually does represent the subbundle of G-invariant ^-sections, and gives its "identification" with the extended Λ>jet bundle of (p -/)-sections of Z/G. To show that this theorem is the optimal result on the existence of a system of partial differential equations ΔQ/G on Z/G whose solutions give the G-invariant solutions to ΔQ, we briefly consider a few elementary examples. On the manifold Z = R 3 with coordinates (x, y, ύ) consider the first order equation ΔQ = {xu x + u y = 0}. Let G be the one-parameter group of translations in the x-coordinate. The equation ΔQ is not G-invariant, but ΔQ = {u x = 0, u y = 0} is and admits the G-invariant solutions u = constant. With G and Z the same, consider the equation ΔQ = {u y -xu -x 2 u x = 0}, which is again not G-invariant. ΔQ is also not G-invariant, but it admits the solution u = 0. In this case ΔQ|{M = 0} is G-invariant. However, even this is not necessarily true as the example ΔQ = {u y -xu = xu z } on R 4 with G being translation in the c-coordinate shows. Again u = 0 is a G-invariant solution to Δ o , but ΔQ| {W = 0} is not G-invariant.
For an example of a case when ΔQ is not G-invariant, but ΔQ is and interesting solutions are obtained, see Bluman and Cole [3] .
It remains to demonstrate how the reduced equation ΔQ/G of Theorem 8.9 is found in practice. Let (ξ, ζ) = (£\ , ξ p , ζ \ , ξ q ) be local coordinates on Z/G. Let (x, ύ) = (x\ , x p , u\ , u q ) be local coordinates on Z. The projection ττ G is described by the equation τr G (x, u) = (l(x, w), ζ(x 9 w)), where the £"s and ξ j9 s form a complete set of functionally independent invariants of G. Assume for convenience that the orbits of G are all transversal to the fibers x = constant. Since p > /, the transversality condition allows us to find a smooth function ω(x, £, ζ) such that the orbits of G are just where the subscripts on the θ's indicate with respect to which set of variables the partial derivatives are being taken. Again the transversality conditions allow us to solve for df:
Continuing to differentiate, we compute Various one-parameter subgroups of this group will be considered, and the invariant solutions corresponding to them will be derived. As a first example, the traveling wave solutions will be found. These correspond to the vector field cd x + d t , where c is the wave velocity. This exponentiates to the group action 
