representations. To address this issue, they devised a series of experiments that contrasted object decisions with lexical decisions. In their object decision task, participants were presented with pictures and were instructed to indicate whether they depicted real objects or nonobjects. Post hoc analyses revealed an apparent frequency effect (i.e., real objects with high frequency (HF) names were identified faster than real objects with low frequency (LF) names). Similarly, Bartram (1976, Experiment 2) reported a frequency effect in a picture-to-picture matching task, wherein participants were presented with two pictures in succession and quickly indicated whether these pictures represented the same basic level concept. Picture matching was faster for pictures with HF names, relative to those with LF names. These findings suggest that effects which mimic the lexical frequency effect may be obtained in tasks that do not necessarily require lexical access.
Needless to say, support for the input hypothesis is highly problematic for theories that construe the frequency effect as an index of lexical access processes. In light of the support that has been marshaled in favor of the input hypothesis, it becomes vital to conduct a stringent test of this hypothesis. Previous researchers have examined the input hypothesis by designing tasks that tap into the input stages of picture naming processes but not the later stages of lexical access. Presumably, if frequency effects occur in these "input" tasks, the input hypothesis would be supported. Conversely, if no effects of lexical frequency are obtained, the input hypothesis can be dismissed. In one example, Jescheniak and Levelt (1994, Experiment 2) asked participants to indicate whether previously presented words denoted the objects depicted in target pictures. Jescheniak and Levelt did not find a reaction time advantage for objects with high-frequency names over objects with low frequency names. Based on this null result, these authors concluded that lexical frequency effects cannot be attributed to variables that affect object recognition. Although such null results are suggestive, they do not provide sufficient evidence to reject the input hypothesis. The null result may reflect a true lack of the hypothesized effect, or it may merely reflect insufficient experimental or statistical power. Given these possibilities, it is important to devise a task that can assess the input hypothesis without interpretation of null effects.
In the research reported here, we test the input hypothesis of the frequency effect, using an experimental paradigm (delayed picture naming) that isolates the lexical access stages by allowing for picture recognition processes to be fully completed prior to naming. We reasoned that interpolating a sufficiently long delay between the presentation of the to-be-named picture and the response cue would allow for the completion of picture recognition processes. Hence, if an effect of lexical frequency is obtained in this paradigm, it would be very difficult to attribute that effect to picture recognition processes. Note, however, that previous experiments using delayed picture naming have failed to reveal effects of lexical frequency (e.g., Barry, Hirsch, Johnston, & Williams, 2001) . Previous delayed naming tasks have allowed participants to prepare their response all the way up to the point of articulation, meaning that both recognition processes and lexical access processes were completed by the time the response cue was introduced. In the present experiment, we sought to prevent the preparation of naming responses by introducing response uncertainty; before the response cue, participants were unsure whether they would have to name the picture or categorize it. Furthermore, the prevalence of both tasks was unbalanced, so that subjects had to categorize pictures 75% of the time and name pictures only 25% of the time. Because participants primarily categorized the pictures, we reasoned that they would be more likely to prepare category names than picture names. Thus, although participants were given sufficient time to complete all recognition processes, we predicted that they would not select the lexical nodes corresponding to picture names.
Under these conditions, if the locus of the frequency effect is at the pre-lexical stages of picture recognition, no frequency effect should be obtained. If, however, lexical frequency effects arise in stages beyond early picture recognition, a frequency effect should emerge. Furthermore, the presence of a frequency effect under these delayed naming conditions would allow us to confidently state that frequency effects arising from input processing are neither sufficient nor necessary to obtain a lexical frequency effect. Two other experimental conditions were included: one without delay, where picture recognition, lexical access, and word selection are at play and, therefore, a frequency effect is expected under all hypotheses; and one without response uncertainty, where only post selection processes can be responsible for whatever effects obtained. If frequency is, in fact, a signature of lexical access, no frequency effects are expected in this experimental condition. These two experimental conditions were included to ensure that our results are not due to extraneous factors.
MeThod Participants
Forty-eight native English speakers (16 per experimental condition) with normal or corrected-to-normal vision participated in the experiments. All the participants were Harvard University students who provided informed consent for this study. Participants were either paid or given course credit compensation for their participation.
Materials
One hundred and sixty pictures of common objects were selected evenly from two distinct semantic categories (animals and artifacts). All pictures were selected from the IPNP database (Szekely et al., 2004) or were created to look similar to the pictures from this database. From each category, twenty pictures were selected to be used as targets, while the remaining 60 pictures were selected to be used as fillers (i.e., pictures for use in categorization trials). The target pictures were selected so that for each category, 10 had low frequency names (LF; range 1-12 per million) and 10 had high frequency names (HF; range 23-235 per million). The two groups of high-and low-frequency target pictures were matched on concreteness, imageability, number of syllables, length in phonemes, phonological neighborhood size, average frequency of phonological neighbors, average positional segment frequency, and average position-specific biphone frequency (see Appendixes 1 and 2 for the materials and matching variables). In a pilot experiment (N 5 16) using immediate naming with these pictures, a robust frequency effect was observed [M HF Barry et al. (2001) . Finally, 20 pictures (10 animals and 10 artifacts) were selected for the practice session, following the same constraints used for the experimental pictures.
Procedure and design
Three filled circles were created: one gray, one blue, and one yellow. The blue and the yellow circles were used as response cues for the categorization and naming procedures, respectively, while the gray circle was used during the delay. The circles were large enough to contain the target stimulus, a black and white line drawing on a white square background.
Forty blocks of filler items were created with the number of fillers in each block being pseudorandomly selected, so that each block had no fewer than two and no more than seven fillers. Target items were pseudorandomly assigned to the end of each block of fillers. The resulting blocks were also pseudorandomly ordered. The experimental order of items met the following constraints: (1) No more than three items from the same semantic category were presented in a row, and (2) no picture name would share an onset with the preceding picture name.
Participants were tested individually in a sound-attenuating and dimly lit room. There were three phases in the experiment. In the first phase, participants were familiarized with the pictures and their names. On each trial a picture was presented centrally along with its name, and participants were required to read the picture name. The second phase consisted of 20 trials wherein the experimental task was practiced. The third phase was the experiment proper. The trial structure of the second and third phases was identical, and depended on the condition studied. Stimulus presentation was controlled by DMDX software (Forster & Forster, 2003) .
Three conditions were created by manipulating response uncertainty and response delay as follows: (1) delayed naming with uncertainty in response (delayed/uncertain); (2) delayed naming with certainty in response (delayed/certain); and (3) immediate naming with uncertainty in response (immediate/uncertain). In the delayed/ uncertain condition-our critical condition-participants were presented with the following sequence of events in the second and third phases of the experiment: In each trial, a fixation cross appeared for 500 msec and was replaced by a picture, superimposed on a gray circle. After the picture had been shown for 1,000 msec, the circle changed its color from gray to either blue or yellow. If the surrounding circle was blue, participants named the picture's category; if the surrounding circle was yellow, they named the picture itself. They were instructed to respond only after the circle changed color, and then as quickly as possible; response times were recorded. Each picture remained on the screen for 3,000 msec or until the participant's response. Trials were separated by an empty screen, displayed for 1,000 msec. Pictures were only presented once.
The trial structure of the two other conditions was derived from the delayed/uncertain condition. In the delayed/certain condition, participants withheld their response until a cue was given, as in the delayed/uncertainty condition, but were informed of the required response (naming or categorization) simultaneously with picture onset. In other words, when the picture was presented for the first time, it was already surrounded with the colored circle that signaled the response; the response cue was a change from the critical colored circle to the gray circle. In the immediate/uncertain condition, we wanted to assess the magnitude of frequency effects when the delays between picture onsets and response cues were eliminated. In this condition, participants were instructed to name or categorize the pictures as soon as they were presented. The pictures were circumscribed by the critical colored circle corresponding to whether they were to be named or categorized immediately at onset.
After the experiment proper was over, participants were thanked and debriefed.
Analyses
Recorded responses were scored as errors and discarded if (1) they differed from the target response, (2) they contained verbal disfluencies, (3) there were any problems in triggering the voice key, or (4) target responses were below 100 msec. Responses that were three standard deviations away from a subject's mean response time were counted as outliers, and were replaced with values equal to cutoffs established 3 SD units above and below the mean for each participant. We report F 1 and t 1 (based on subject means) and F 2 and t 2 (based on item means) analyses.
ResulTs And discussion
A total of 162 errors (8.43%) were produced by participants in response to the critical items. Additional 25 (1.3%) responses were considered outliers. A 2 (frequency-HF vs. LF) 3 3 (experimental condition-delayed/uncertain, delayed/certain, and immediate/uncertain) ANOVA with frequency as a repeated factor for participants, and experimental condition as a repeated factor for items, was performed. This analysis yielded a main effect of frequency [M HF Crucially, this analysis revealed a significant interaction effect between frequency and experimental condition [F 1 (2,45) 5 3.6, MS e 5 2,174.6, p 5 .037; F 2 (2,76) 5 2.65, MS e 5 4,215.4, p 5 .084).
Post hoc t tests were performed to assess the frequency effects in each experimental condition. As shown by the leftmost bars of Figure 1 , in our critical condition-that is, delayed/uncertain condition-HF targets (M 5 651 msec, SD 5 119 msec) were named 61 msec faster than LF targets [M 5 712 msec, SD 5 112 msec; t 1 (15) 5 ]4.65, p 5 .0003; t 2 (38) 5 ]2.34, p 5 .025], suggesting that the manipulation of lexical frequency affected stages of processing beyond picture recognition, which was completed during the delay period. Participants also made more errors on LF (M 5 2.56, SD 5 1.63) than HF [M 5 1.125, SD 5 1.26; t 1 (15) 5 ]2.926, p 5 .01; t 2 (38) 5 ]3.147, p 5 .003] targets. The frequency effect observed in this experimental condition is, however, consistent with several interpretations. For instance, frequency effects may arise in postlexical (articulatory) processes (Vitevitch, Armbrüster, & Chu, 2004) or as a function of the different workloads associated with keeping high and low frequency items in a memory buffer (Goldinger, Azuma, Abramson, & Jain, 1997) . Moreover, the frequency effect in the delayed/uncertain condition may reflect unique demands of the dual-task paradigm that we employed.
The two other experimental conditions were performed to address these issues. In the delayed/certain condition, participants withheld responding until a cue was given, but were informed of the required response (naming or categorization) simultaneously with picture onset. Thus, picture identification, response selection, and response preparation could all be completed prior to the response cue. As expected, no frequency effects were obtained in this task [M HF 5 406 msec, SD HF 5 90 msec; M LF 5 421 msec, SD LF 5 94 msec; t 1 (15) 5 ]1.01, p 5 .327; t 2 (38) , 1]. In the immediate/uncertain condition, participants had to name or categorize the picture as soon as they were presented on the screen. Hence, all potential effects were allowed in response time: Participants had to identify pictures, select the appropriate response type, and, in critical trials, select lexical entries for naming. As shown by the rightmost bars of Figure 1 Taken together, the experimental conditions reported here suggest that the lexical effect in picture naming cannot be wholly attributed to the recognition or to the articulatory stages. Moreover, our results do not appear to reflect memory load differences associated with keeping high-and low-frequency items in memory during the delay period (cf. Goldinger et al., 1997) . Finally, the demands of our dual-task cannot account for the obtained frequency effects. By process of elimination, then, we suggest that the frequency effect serves as an index of lexical access processes.
GeneRAl discussion
The research reported here establishes one important finding: Reaction time differences in naming performance between pictures with low-and high-frequency names obtained in picture naming experiments are driven by lexical processes, independently of the picture recognition and articulatory processes that take part in picture naming. A delayed picture naming task and a concurrent delayed picture categorization task were employed to test this hypothesis. Despite the delay between picture presentation and naming cue, a strong frequency effect was obtained, such that pictures with HF names were named faster than pictures with LF names. The time allotted (1,000 msec) between picture presentation and response cue was sufficient for recognition processes to complete. There is no reason to assume that participants did not fully process the picture presented, given that both tasks (naming and categorization) required picture recognition. This demonstrates that variables that affect the processing stages completed during the delay period-at minimum, the picture recognition and semantic processing stages-do not exhaust the possible sources of the frequency effects observed in picture naming experiments. Please note that we are not claiming that input stages are completely insensitive to frequency manipulations. In fact, the numerical difference in frequency effects observed in the immediate/ uncertain and delayed/uncertain experimental conditions may indicate that prelexical stages of processing are frequency sensitive (Bates et al., 2003) . Our results suggest, however, that frequency effects reliably index lexical processes beyond such input processes.
The results reported converge with those obtained in previous experiments designed to test whether recognition stages are the primary source of frequency effects (e.g., Jescheniak & Levelt, 1994; Morrison, Ellis, & Quinlan, 1992; Wingfield, 1967) . It is important to note, however, that our conclusions do not rest upon a null effect. Rather, by demonstrating that lexical frequency effects persist, even after all picture recognition processes have run their course, we are able to establish that the frequency effect does not reside exclusively in the picture recognition stage. Furthermore, by establishing that the frequency ef- fect does not arise in articulatory processes, we conclude that the lexical frequency effect is in fact lexical.
In summary, the results obtained suggest that the greater part of the lexical frequency effect is not reducible to variables that affect the recognition stages; even after full completion of input processes, a robust frequency effect was obtained. These results confirm lexical frequency as a signature of lexical access, and in doing so, validate the use of the lexical frequency effect as means to constrain and test theories of lexical access.
