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ABSTRACT 
New results are presented on electron- and photon-induced multiple 
neutron emission from Au197 in the electron energy range 60-340 MeV, 
using activation techniques. The experiments have been carried out using 
the electron linear accelerators at the University of Glasgow's Kelvin 
Laboratory and at the Institut fUr Kernphysik der-Universität, Mainz. 
By measuring the residual y-ray activity of the Au targets, the products 
of reactions, resulting in the emission of between 1 and 12 neutrons, 
have been identified. 
The photon-induced yield functions against electron end-point energy 
and (y,xn) cross sections against nuclear excitation energy, obtained 
by unfolding the bremss.trahlung yields, are compared with the predictions 
of the cascade-evaporation model, PICA. Although this model predicts the 
general trends of the photon-induced data with the number of emitted 
neutrons, the calculations lead to an over-estimate of both the total 
photon absorption cross section and the cross section at the threshold 
of each (y,xn) reaction. The total photon absorption cross section 
integrated up to the pion threshold, determined from the experimental 
results, is compared with photonuclear sum rule predictions for electric 
dipole excitation. 
Electron to Bremsstrahlung yield ratios are compared with the pre-
dictions of the virtual photon theory, employing both the Plane Wave and 
Distorted Wave Born Approximation. The success of the distorted wave 
virtual photon formalism for El transitions over a wide range of photon 
energies is demonstrated by the comparison - with the yield ratios. 
Assuming that the El and E2 modes dominate the nuclear excitation process 
and using distorted wave virtual photon spectra corrected for finite nuclear 
-11- 
size, cross sections with varying photon energy for both El and E2 ex-
citations are deduced from the measured electrodisintegration yield 
functions. This analysis reveals the presence of a significant E2 
contribution in the absorption of a photon at energies above 24 MeV, 
which exhausts 15% of the Energy Weighted Sum Rule for the isovector 
Giant Quadrupole Resonance. 
-•111- 
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CHAPTER 1 
INTRODUCTION 
Photonuclear physics involves the study of both electron-induced 
and photon-induced effects in nuclei. The first observation of the 
photodisintegration process was made in 1934. Using the gamma rays 
emitted from naturally occurring radioactive isotopes, Chadwick and 
Goldhaber 1) observed the photodisintegration of the deuteron, while 
2) 9 Szilard and Chalmers studied the photodisintegration of Be . In 
1939, the electrodisintegration process was discovered when Collins, 
Waldman and Guth3 observed the reaction on Be at 1.8 MeV. They 
verified that the ratio between the electrodisintegration cross 
section and the photodisintegration cross section was approximately 
equal to the value of the atomic fine-structure constant. In 1949 
the electrodisintegration of deuterium was observed by Paul 4 , who 
estimated that the cross section at 3.8 MeV lay between 0.1 and 1 
microbarn. 
Following these first experimental studies, the development of 
low energy proton accelerators enabled further investigation into 
various photonuclear processes through the use of gamma rays from 
particle capture reactions. Studies at higher energies-were only 
made possible with the development of pulsed electron accelerators - 
(the Betatrons, Synchotrons and electron linear accelerators (LINACS)).. 
These electron accelerators were most often used as photon sources 
by allowing the electrons to strike a thick foil, thereby producing 
the continuous spectrum of radiation, known as bremsstrahlung. 
Since the high radiation background, produced by electron 
accelerators., makes direct measurements of any reaction relatively.  
-2- 
difficult, the method of residual activity has proved to be an impor -
tant •and valuable technique in determining the reaction cross section. 
If a reaction product is radioactive, its presence and yield can be 
determined from the radiations emitted. Along with the method of 
direct neutron detection, this technique has been extensively used in 
measurements of photonuclear reactions where one or more neutrons are 
emitted. 	 . . . 	. 
Photonuclear physics has been hindered by the fact, that it is 
extremely difficult to determine the excitation energy of the target 
nucleus in any reaction, due to the, continuous nature of the bremsstrah-
lung spectrum and of. the spectrum of excitations produced by a scattered 
electron. However, in the case of the emission of one or more neutrons 
from a heavy nucleus, the fairly regularly spaced' reaction thresholds 
give some indication of the nuclear excitation involved without recourse 
to much more complicated and difficult experimental techniques.' 
1.1 Review of Photodisintegration'Studies 
Over the past forty years much more, work has been performed on the 
photodisintegratiofl reaction than on the electrodisintegration process. 
This is partly due to the fact that greater yields can be obtained 
from reactions, induced by bremsstrahlung, simply by using thick 
radiators. 
The early experiments, involving the emission of photoneutrons, 
were generally carried out at energies below 35 NeV, using bremsstrahlung. 
Consequently, reactions were studied, in which only a few "nucleons 
were emitted. The reaction cross sections were determined by measuring 
the total neutron yield, by the residual activity method and, sometimes, 
	
28 	28 by the use of a secondary reaction, such as the Si( n,p ). AZ 	reaction. 
-3-- 
BF 3 moderated neutron counters were most commonly used as neutron de-
tectors, while residual activity measurements were made with Geiger 
counters, scintillators and, later, Na I detectors. When no energy dis-
crimination was possible in a measurement of the residual activity, 
separation of any activities present was made purely on the basis of 
the-half-life for the decaying isotope. 
With the development of solid state 1  detectors (Ge(Li)s) in 
the mid-196cfs, it was then possible to observe more complex reactions. 
The high energy resolution of these detectors meant, that many peaks 
in a residual y activity spectrum could be resolved. This, along 
with half-life identification, led to results of (y,xn) and (y,xnyp). 
reactions. With the increase in the maximum energy available from 
accelerators, these reactions could now be studied from their threshold 
right up to the GeV region. 
Sugarman and Peters  obtained some of the first results which 
could be attributed to a (y,xn) reaction. Using a thin end-window 
counter, they measured the total bremsstrahlung-Induced yields of non-
fission products of bismuth at endpoint energies of 48 MeV and 86 MeY. 
They identified reactions, in which up to 8 neutrons were emitted, and 
found that the yield dropped rapidly with the number of emitted par-
tides. The emission of neutrons was favoured, of course, because the 
large Coulomb barrier for this heavy nucleus inhibits the emission of 
charged particles. 
Because the bremsstrahlung spectrum contains a whole range of 
photon energies up to the energy of the incident electrons, the re-
action cross section against photon energy was extracted from the 
measured yields for a range of electron energies using the photon 
difference technique 6) . It was established in the early 1950s from 
this analysis, that all nuclei exhibited a very strong maximum in the 
-4.- 
form of a broad resonance in the cross section for neutron production 
in the incident photon energy range 10-25 MeV. Much of the early work 
centred around determining the systematics of this resonance, including 
the threshold energies, resonance widths, maximum cross section and 
the integrated cross section. 
Montalbetti, Katz and Goldemberg 7. measured the total neutron yield 
from 22 elements across the periodic table, using bremsstrahlung end-
point energies up to 22 NeV. All reactions showed the same resonance 
structure with a neutron yield increasing smoothly with atomic number. 
Their results were very much in agreement with those of Price and 
Kerst8 , as shown in Figure 1.1. Other measurements of these "Giant 
10) 
Resonance" parameters were provided by Nathans and Ralpern 9 ', who 
measured the total yield of photoneutrons from 14 singly isotopic 
elements. 
The resonance parameters, determined from these measurements, were 
found to vary smoothly with the mass of the target, although there was 
a tendency for nuclei near shell closures to exhibit somewhat narrower 
resonance widths.. The position of the Giant Resonance was also found 
to be independent of the threshold for the reaction involved. This 
was shown by Nathans and Yergin 11 , who measured the yield of photo- 
24 	:25 	.90 
neutrons from the pairs of adjacent isotopes, Mg and.Mg , and Zr 
and Zr91 . These pairs of isotopes have quite different thresholds 
for the photon induced emission of a neutron. However, Nathans and 
Yergin found that the energy, at maximum cross section in the resonance, 
was the same for each isotope in the pair, verifying the independence 
of the resonance position on the threshold energy. 
Increased accuracy in subsequent measurements allowed a more 
detailed study of the resonance shape by unfolding the bremsstrahlung 
12) 
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FIGURE 1.1: 	Neutron yields at 22 MeV bremsstrahlung end-point energy 
against Z-value. The crosses are the data of Price and 
Kerst 8 , while the circles are the results of Montalbetti 
et al. 7) 
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13) 
and Weiss 	were able to see that the width of the resonance in highly 
deformed nuclei, such as Tb, Ta and Ho, was broader than in spherical 
14) 
nuclei. In a subsequent series of measurements Fuller and Weiss 
measured the giant resonance in.Tb, Ta and Au and were able to fit the 
(y,n) cross section with a superposition of two Lorentzian curves. 
Their results were in accord with the suggestion by Danos 15 , that 
the giant resonance for a deformed nucleus should be split into two 
resonances, each one associated with an axis of symmetry in the nucleus. 
In these early experiments, the method of direct neutron detection 
suffered from. the drawback, that the neutron yield included contri-
butions from (y,2n), (y,pn) and other neutron producing reactions at 
higher energies. The need to unfold the yields produced by the con-
tinuous bremsstrahlung spectrum, also meant that extremely accurate 
data was required if the details of the mono-energetic cross section 
were to be observed. 
Further experimental studies of the giant resonance region were 
carried out using "quasi-monoenergetic' t photon beams, which are pro-
duced by the in-flight annihilation of high energy positrons. Using 
such a photon beam, Bramblett et al) 6 measured, by a neutron de- 
tection method, the partial cross-sections for the reactions (y,n), 
(y,2n), (-y,3n) and (y,4n) in Pr 
141  and I 
127 from threshold to 33 
MeV. The separation of these reactions was achieved by using the 
statistical model for the nucleus, developed by Weisskopf 17 , to 
predict the ratios of the partial cross sections for reactions, 
leading to the emission of one or more neutrons. 
This method, however, relies on the assumption that the Statis-
Model can predict the ratios of the cross sections and. ) that no 
'direct' effects are present. Using monochromatic photons and a 
18 neutron detection system, which was capable of detecting the 
IM 
coincident neutrons from (y,xn) reactions, Bergère et al) 9 have 
studied these reactions in a wide range of nuclei 
20),21)  in the energy 
region up to 35 MeV. Results of this kind form the major part of our 
present knowledge of the photo-emission of neutrons in. the giant 
resonance region. 
One of the first experiments to measure the systematics of photo-
neutron production at energies above the giant resonance region was per-
formed by Jones and Terwilliger 22 . Using bremsstrahlung, they measured 
the yield of photoneutrons of eleven elements for end-point energies 
between 13.5 and 320 MeV. Cross sections, obtained using the photon 
difference technique 6), showed the large resonance at 10-25 MeV photon 
energy but with a finite cross section extending to 320 MeV. 
Their results showed that, above the giant resonance, the total 
photoneutron cross section was larger than the (y,n) cross section, 
indicating the presence of competing reactions, which. were producing 
neutrons. They interpreted the variation of the cross section with 
photon energy above the giant resonance as the result of a decreasing 
photo-electric effect with an increasing photomeson production. 
Evidence for a direct process in. photonuclear reactions came from 
various sources. By measuring the activity, produced in the secondary 
28 reaction (Si (n,p)A9. 28 
	 23) ), Ferrero et al. 	measured the yield of fast 
photoneutrons for various nuclei, using bremsstrahlung end-point energies- 
.  up to 30 MeV. The (n,p) reaction in Si 28 has a threshold around 5 
MeV. Neutrons above this energy were found to derive mainly from the 
giant resonance. However, some direct process was found to be respon-
sible for some of the fast photoneutron production at end-point energies 
above the giant resonance region. 	Aull, Reinhardt and Whitehead 24)  
used the same experimental technique to measure the yield of fast 
photoneutrons from Ta and Au for bremsstrahlung end-point energies in the 
-7.. 
range 18-65 MeV. Employing the method. of Penfoid and Leiss 12 , they 
unfolded the yield functions and found a large resonance peak at low 
photon energy with a finite (and possibly rising) cross section above 
40 MeV. Measurements of the energy spectra of photoneutrons from Au 
and Bi by Bertozzi et a1. 25 and Cavallaro et al. 26 also revealed a 
component, which could not be explained on the basis of the statis-
tical model. 
Similar evidence for direct effects came from activation experi-
ments. Carver, Edge.and Lokan27 and, later, Carver and Tuichinetz 28 
measured the total cross section for the (y,n), (y,2n) and (y,3n) 
reactions in Ta for energies up to 31 MeV. A comparison with the 
neutron .multiplicity, expected on the basis of the statistical model 
of Levinger and Bethe 29 , showed that, for incident energies up to 
31 MeV, the (y,2n) and (y,3n) reactions were purely statistical. 
However, it was found that, above 17 MeV, the (y,n) reaction ex-
hibited a significant direct component. 
In 1965, Moffat and Reitmann30) measured yields of (T,xn) re-
actions in TL for bremsstrahlung end-point energies up to 105 MeV, 
by detecting the residual X-ray activity and separating the activities 
on the basisof the half-life for the decay.. The sum of the, partial 
cross sections exhibited a resonance at around 13 MeV but also a high 
energy tail, which was constant (or possibly rising) above 30 MeV 
photon energy. It was found, that the presence of a high energy tail 
cross sections 
on the reactionA, where only a few neutrons were emitted, was in 
disagreement with the prediction of the statistical model, that the 
cross section for any one multiple neutron reaction should fall to 
zero as a new reaction channel was opened. 
Evidence of this kind supported the proposal of direct reaction 
3 models such as Levinger 's 	'quasi-deuteron' model, which is discussed 
ME 
in more detail in section 1.5.1. The picture of the high energy 
photonuclear reaction was then one of a localised initial interaction 
of a high energy photon, followed by a series of 'quasi-free' 
nucleon-nucleon collisions. Thus, from this first stage in the 
development of photonuclear physics came a great deal of information 
on the systematics of the photodisintegration process at low energies 
in the giant resonance region, with a suggestion of some direct pro-
cess being involved at high photon energies above 30 MeV. 
A second stage in the study of the photodisintegration process, 
where neutrons are emitted, came with the development of the solid 
state y spectrometer (Ge(Li)). It was now possible to separate 
more complex reactions, in which many neutrons and protons were emitted. 
A great deal of work on the various (y,xnyp) reactions has been 
carried, out at the University of Lund. In 1968, Jonsson and Forkman32 
and Jonsson, Forkman and Lindgren 33) measured the yields of (i,xn) 
reactions in i127  (3 < x < 7), using bremsstrahlung with end-point 
energies up to 830 MeV. The cross sections., unfolded from the yield 
12) 
functions, using the method of Penfold. and Leiss 	, exhibited the 
large resonance peak in the (y,n) reaction at around 10 MeV followed 
by a drop in the cross section over the energy range 30-100 MeV and, 
finally, rising up sharply at the photomeson threshold. The results 
of these experiments were compared with the predictions of intra- 
104) ,105) 
nuclear cascade calculations by Metropolis et al. 	, coupled 
with measured free nucleon photomeson production cross sections. 
Interest in studying the effects, due to the production of pions 
in the initial interaction, continued. Joasson and Lindgren 34)  
measured the cross-sections for (y,xn) reactions in i127  for incident 
energies up to 900 MeV. After subtraction of the contribution of any 
effects below the pion threshold, their results were compared with 
-9.. 
the predictions of the cascade model (section 1.5.3). An. evaporation 
stage was included in these calculations, using the analytical treat- 
106) 
ment of photospallation systematics by Rudstam 	. Reasonable agree- 
ment between the data and calculations for the cross sections, due to 
an initial photopion production, was obtained. 
Further tests of this reaction model with the heavier nucleus, 
Au, showed an increasing discrepancy between the experimental results 
and the calculations as the number of emitted neutrons increased. 
Lindgren and Jonsson35 interpreted this as the effect of the competition 
between neutron emission and the fission process at the end of the 
2 
cascade, where the ratio, 	IA, makes fission more probable. How- 
ever, in these measurements of (y,xn) reactions in Au (1 x < 15) 
at energies between 75 MeV and 900 MeV, the contribution from photon 
induced effects below the pion threshold, but above the giant resonance 
region, was only estimated, thereby leading to some uncertainty in 
the contribution to the cross section from above the pion threshold. 
During the 1970s'many experiments were carried out on high energy 
photon induced spallation reactions, where many neutrons and protons 
are emitted. Jonsson and Persson 36 compared their results with the 
above mentioned calculations and found reasonable agreement. Later 
37)-42)-   results 	were compared with the cascade model, as developed by 
Gabriel and Al smillerlO8) (see section 1.5.3). Reasonable agreement 
was obtained with these calculations, at least for medium weight 
nuclei and for reaction products not too far away from the target 
nucleus. However, comparisons were made at a limited number of photon 
energies. 
From these extensive measurements over the past forty years on 
the photodisintegration process a great deal of information on the 	- 
interaction between a photon and the nucleus has been obtained. The 
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existence of collective excitations at low energies in the range 
10-25 MeV has been established as well as the occurrence of direct 
processes above 30 MeV. The photownucleus interaction in the giant 
resonance region is fairly well understood. However, the exact nature 
of the direct photonuclear process has, as yet, to be fully established. 
1.2 Review of Electrodisintegration Studies 
3) 	4) Following the initial verification by Collins et al. , Paul 
and Skaggs et al 
43)  that the ratio of the electrodisintegration cross 
section to the photodisintegration cross section was of the order 
of the atomic fine structure constant (1/137), much of the experimental 
work in the 1950's. on electron-induced neutron emission concentrated 
on extracting information about the transition multipolarities, in-
volved in the electron-nucleus interaction. These experimental studies 
were restricted to reactions, where only one neutron was emitted, and 
for electron energies in the giant resonance region below 35 MeV. 
Brown and Wilson 44)  measured the electrodisintegration cross 
section in Cu, Zn, Ag and Ta and, by comtaring the ratio of the electron 
induced yield to the bremsstrahlung induced yield, they were able to 
deduce the relative strengths of electric dipole and electric quadrupole 
excitations. Such experiments employed the 'stacked-foil' method 
first used by Skaggs et al. 43 , in which a stack of target foils is 
placed in the electron beam, so that the first foil is subject only 
to the incident electrons, while subsequent foils receive an increasing 
amount of bremsstrahlung radiation. Subsequently, Scott, Hanson and 
Kerst45 studied the electrodisintegration of Cu for electron energies 
up to 22 MeV. The results of Hines 
46)  on Cu and Mn for electron 
-11- 
- 	 47) 	9 	12 
energies between 29.5 and 81.5 MeV, and of Barber on Be and C 
for electron energies in the range 6-145 MeV, completed the series of 
measurements in the 1950's on the electrodisintegration process. 
The experimental results were compared with theoretical calcu-
lations for the interaction of fast electrons with nuclei, which had 
54) 55) 	- 
been developed by Weizsãcker and Williams 	, Blair , and Thie, 
Mullin and Guth56 . 	From this comparison came the conclusion, that 
the electrodisintegration process in light nuclei for low electron 
energies could be reasonably well explained, using electric dipole 
and electric quadrupole transitions in the initial interaction. 
However, an increasing discrepancy between the experimental data 
and the calculations was found for higher electron energies above 
70 MeV, and for heavy nuclei. Barber 47) estimated the effect of the 
finite size of the nucleus on the electron-nucleus interaction. The 
correction, thus obtained, was then applied to the results for a point 
nucleus 55)-60) and some improvement was found in the comparison between 
experiment and theory at higher electron energies above 70 MeV. 
The first comparison between the electrodisintegration reaction 
and the photodisintegration reaction, where more than one neutron is 
emitted, was made by Barber and Wiedling
48).  in 1960. They studied both 
processes in the heavy nuclei Ta and Au, using electrons with energies 
up to 65 MeV. However, in this case, the corrections for finite nuclear 
size did not produce a similar improvement in the correlation between 
theory and experiment. This was attributed to deficiencies in the 
calculations of the electron-nucleus interaction, which had previously 
treated the in-coining and out-going electrons as a plane wave. 
Due to these difficulties at higher electron energies, further 
interest in the electrodisintegration reaction centred on studying the 
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'process in the giant resonance region. These experiments aimed to 
establish the presence of a quadrupole resonance at energies below 
that of the giant dipole resonance (GDR). However, the results ob-
tained by Wolynec et al. 	on 	C, 	F, 	C2., 
63  Cu and 
65Cu and 
by Martins et a1. 50 on the heavy nucleus, 238U, could be explained 
on the basis of mostly 'El excitation with only a very small fraction 
of the total cross section due to E2 transitions. The results from 
other experiments by Kneissl et al. 
51).  at low electron energies and 
by Blomqvist et al. 52 at high energies also suggested the same 
conclusion. 
By the late 1970's, therefore, the. existing data on electron 
induced neutron emission suggested, that the 'virtual photon' formalism 
for the electron-nucleus interaction at low energy below 70 MeV could 
reasonably well predict the measured electrodisintegration yields. 
53) 
However, in 1979, Pringle et al. 	obtained results for the 
'electrodisintegration of Au at selected energies up to 140 MeV, which 
showed an increasing discrepancy between the measured date and the 
results of calculations for increasing number of neutrons emitted. 
These calculations were based on the distorted wave virtual photon 
spectra, obtained from the calculations of Gargaro and 0nley6 , 
and on the cascade-evaporation model of Gabriel and Alsmjller108. 
The results, obtained from those experiments, led to the present 
study of the electrodisintegration and.photodisintegration of 	Au 197 
for electron energies between 60 MeV and 340 MeV. 
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1.3 	Electromagnetic Interactions 
1.3.1 The Relation between the Electron-Nucleus Interaction and the 
Photon-Nucleus Interaction 
The electromagnetic nature of the interaction of electrons and 
photons with nuclei leads to the expectation, that the electrodisin-
tegration and the photodisintegration processes will exhibit common 
features. However, the two interactions have somewhat different kine-
matics, as shown in Figure 1.2. 
The photodisintegration process of interest here is the absorption 
of a photon followed by the emission of one or more neutrons and 
protons. In the electrodisintegration process the emission of nucleons 
follows the excitation of the nucleus by a scattered electron. 
photodisintegration 	N A + 	N-xn A'+xn+yp Z-yp 
- electrodisintegration 	A + e 	N-xn A +xn+yp+e' 
 
-yp 
In the case of an incident photon, the nuclear excitation (neglecting 
recoil) is given by the initial photon energy, E.. 	The momentum trans- 
ferred, q, is then given as, 








lick , the excitation produced is E , where 
E 
x 	y 
= E 	= cq 	 (1.2) 
This process is termed "on-shell", since the momentum transferred to 
the nucleus is determined solely by the incident photon energy. 
However, for an electron of incident momentum, p1, and scattered 








• 	k g =ct 
Electron Nucleus 
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qt E x  
q2(k2 ~ k-2 k 1 k 2Cos 8)'h2 
E=E 1 -E 2 
FIGURE 1.2: 	Comparison of kinematics for Photon-Nucleus and 
Electron-Nucleus Interactions. 
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momentum, p 2 , the momentum transferred is, 
2 	• 	 (1.3) 
Since p = Rk the momentum transferred is, therefore, 
q 	= 	1(k12 + k 2 2 - 2k 1k2 cos O) . 	 (1.4) 
The excitation produced is Ex 
 = E 
1 
for a particular excitation energy, 
are transferred. Only when 0 = 0 
reaction "on-shell". In that case, 
for a high energy electron, we obta 
- E 2 . 	Equation (1.4) shows that, 
different amounts of momentum, q, 
is the energy relation for the 
q = t(k 1 - k2) and, since E pc 
in the same energy relation as (1.2), 
i.e. 
E 	= 	E1 - E2 tic (k 1 - k2) = cq. . 	(1.5) 
Thus, for any excitation energy, E, momenta of 
E  x/c upwards 
can be transferred. This means that the matrix elements for the electron 
nucleus interaction are momentum, as well as energy dependent. 
In addition, electrons are subject to a Coulomb interaction, which 
is not the case for photons. This Coulomb field introduces a longi-
tudinal component into the interaction. The photon-nucleus interaction, 
however, is purely transverse so that only electrons can cause tran-
sitions, where zero angular momentum is transferred. 
Many studies have related the electrodisintegration process to the 
photodisintegration process 54) - 60), by Fourier analysis of the 
rapidly changing electromagnetic field of the passing electron, an 
approach which was first developed by Weiszcker and Williams 54 . A 
component of the electromagnetic field. is decomposed into the various 
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multipoles, L, for both electric and magnetic transitions, A. Thus, 
the electrodisintegration process could now be described by combining 
the spectrum of this "virtual" radiation with the photon absorption 
cross section. 
The above mentioned calculations were performed for low multipoles 
only and made the assumption, that the relation qR << 1 holds, where 
R is the radius, over which the interaction is strong. If this approxi-
mation is fulfilled, then the electrodisintegration process can-be re-
lated to the photodisintegration process without the need for any model 
of the nucleus. 
Using the formalism thus developed, the electrodisintegration 
yield, Ye(Ee) 	is then given- by the convolution of the dispersion 
relation, NAL (E e E) 	for the virtual photon spectrum with the photon 
absorption cross section, aXL(E) 	for the particular. multipole, AL. 
a (E ) 	= 	E 	
XL  (E) 	 (1.6) 
XL ' 
E-m 	 AL 
ceo N (E ,E) 
	
Ye (E ) = 	I 	a(E )  e 	AL ' i - ï 	E.. 	y 
0 
where 	E 	= electron energy 
m 	= 	electron rest mass(MeV) 
- 	photon energy 
a(E) 	: 	total photon absorption cross section. 
In the case where the real photodisintegration process is studied, 
using bremsstrahlung, the yield from this reaction, Ybr(Ee) is given 
by equation (1.8). 
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E-m e o 
Y CE ) 	= 	E  J kE 	
N(E,E) 
dE hr e yy E.. 	y AL 
 -me 0 
f
E
 (E )K(E ,E)d E 	. 	 (1.8) 
o 	
y y 	e 
K(EeE) is the bremsstrahlung spectrum, which is the same for all 
multipolarities. In contrast, the virtual photon spectra, N(EeE)/Ey 
are different for each multipole, and so it is therefore possible to de-
duce the multipolarity of the interaction by comparing the yields of 
electron induced reactions with the corresponding yields from photon 
induced reactions. 
1.3.2 Development of the Virtual Photon Formalism 
The initial experiments, conmaring the electrodisintegration process 
with the photodisintegration process, were limited to. low electron 
energies and most often low atomic numbers44 	46) 	This meant, that 
the approximation of the nucleus as a point charge and the assumption of 
long wavelength involved was valid. Thus, the early ca1cuiations54 - 60) 
used the Plane Wave Born Approximation (PWBA) Co determine the spectrum 
of virtual photons. By 1952, Thie,Mullin and Guth 
56)  had developed a 
method for calculating multipoles higher than electric dipole and these 
calculations were used until the early 1960's for comparison with the 
44)-48) available data 
At first, fair agreement between experimental and predicted ratios 
of electron to breinsstrahlung yields was obtained by assuming a mixture. 
of El and E2 transitions, with electric dipole transitions dominating. 
Discrepancies were found, however, at higher energy 47 and for heavy 
4 nuclei, which could only be reconciled by assuming a bighproortion 
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of E2 strength, which was contrary to the belief, that electric dipole 
excitation should dominate all other modes. 
The reason for these discrepancies was twofold. Firstly, for the 
calculations to be valid for high atomic numbers, the distorting effect 
of the Coulomb field must be taken into account. Secondly, the assump-
tion in all virtual photon calculations was, that the wave function of 
the electron did not penetrate the nuclear volume, and so the nucleus 
appeared as a point charge. This leads to the restriction that 
qR << 1. Assuming R is the nuclear radius, and, requiring that 
qR < 0.2, means that the photon energy must be less than 30 MeV for an 
A value of 240. 
Barber 47) made the first estimate of the finite size effect by 
introducing a phase factor,. e ik.r - -, into the transition matrix element, 
which gave equal contribution from all points, r, inside the nucleus. 
This form factor produced a slight improvement in the comparison between 
experiment and theory for low Z nuclei 47 . However, for the heavy 
nuclei, Ta and Au, the correction led to the conclusion, that even 
greater E2 strengths were required to explain the electron to bremsstrah- 
lung yield ratio. 
Thus, for heavy nuclei, the importance of the Coulomb distortion 
effect was evident and, in 1971, Gargaro and Onley 
61) published a full 
distorted wave treatment of the virtual photon theory. They assumed 
that the virtual photon originated far from the origin (nucleus) and 
so these calculations are only valid in the long wavelength limit. 
The DWBA treatment was then auccessfully compared with results 
on the U238 (e,n) reaction50 at low electron energies and with results which 
compared: the electrodisintegration to the photodisintegration of various 
nuc1ei 49 . Good agreement was obtained, assuming that the nuclear. 
excitation proceeded purely through an El process. The distorted wave 
-18- 
calculations required a great deal of computer time and so Nascimento 
et al. 
62)  developed an analytical expression for the El virtual photon 
spectrum, which was used by Wolynec et al. 49 and Martins et al. 50 . 
This expression, however, is not suitable for use with photon 
energies above 50 MeV for high Z nuclei. Therefore,, it was necessary, 
for the experiments carried out here, to use the full DWBA treatment. 
Figure 1.3 shows the virtual photon spectra for El and E2 excitations 
at 60 MeV in Au. A comparison with the plane wave calculations 
illustrates the necessity of employing a distorted wave approach. 
Soto Vargas et al. 
63)  found that the Coulomb distortion affected 
only the first few of the partial waves, describing the incident 
electron. Therefore, -in summing over all the partial waves, the dif-
ference between the plane wave result and the distorted wave result 
soon converged to a constant value. By adding this difference to the 
PWBA result, fast calculations of distorted wave El, E2 and Ml virtual 
photon spectra were then possible. 
This treatment still neglects the effect of penetration of the 
nucleus at high energies. Recently, Shotter64 has determined the cor-
rection for finite nuclear size in the case.of plane waves, using 
the Helm Model 65 description for the nuclear charge and current 
densities. This finite size correction has the greatest effect on 
the longitudinal component of the electromagnetic field. ,  This means 
that the correction is small for El transitions, where the transverse 
component is dominant, but much larger for E2 excitations, where the 
longitudinal component makes the largest contribution. 
• To be applicable in all nuclei and for all photon energies up 
to the energy of the incident electron, future virtual photon calcula-
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Many theoretical calculations of the spectrum of bremsstrah']iung 
radiation, emitted by electrons when subject to an acceleration, have 
been carried out. There have, however, been few experimental 
measurements of the bremsstrahlung spectrum so that photodisintegration 
studies, employing bremsstrahlung as the photon source, have mostly 
relied on these theoretical calculations. 
An extensive review article has been published by Koch and Motz 66 , 
which lists the various theoretical formulae and gives an indication of 
their region of validity. Most of the previous studies of the photo-
disintegration process (referred to in section 1.1) used the Schiff 
formula for the angle-integrated bremsstrahlung spectrum. This cal-
culation is thought, however, to be around 10% too high over most of 
the energy spectrum. 
For the work described in this thesis, the extreme relativistic 
formula of Bethe and Heitler will be used. Koch and Motz suggest, 
that this formula, with corrections due to Coulomb distortion and 
screening of the orbital electrons, should be accurate to within 3%, 
except near the end-point. 
The calculations, to be employed here, have been fully described 
by Matthews and Owens 67 . The contribution from the bremsstrahlung 
produced by electron-electron scattering is also included. Figure 1.4 
compares the Schiff spectrum with the Bethe-Heitler spectrum for an 
electron energy of 60 MeV. 
1.4 	Giant Resonances 
1.4.1 The Giant Dipole Resonance 
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FIGURE 1.4: 	Bremsstrahlung spectra for an electron energy of 60 MeV 
calculated using the Bethe-Heitler and Schiff formulae. 
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existence of a large maximum in the cross section at excitation energies 
between 10 and 25 MeV. As subsequent systematic studies by Montalbetti 
et al 7) and Nathans and Halpern 
9)  showed, this resonance was. present for 
all nuclei. 
Bohr68' 69) and then Goidhaber and Teller 70)  suggested, that the 
collective dipole motion of the neutrons and protons with respect to 
each other could produce such a resonance. In this model of the nucleus, 
the neutron and proton centres of mass move with respect to each other, 
producing dipole oscillations with certain frequencies. Two variations 
of this model were proposed; one, in which the oscillation results 
from density vibrations in the neutron and proton 'fluids', where the 
surface remains, fixed, while the other results from the oscillation of 
a fixed volume neutron sphere with respect to a fixed volume proton 
sphere. 
Steinwedel and Jensen 
71)  developed the latter approach, which leads 
- l 
to an A 	. 	dependence for the resonance peak energy, while Gold- 
1 /6 
haber and Teller considered the former approach, leading to an A 
dependence. The above two approaches have now been combined by Myers 
et al. 
72)  in a model, which is able to predict the giant dipole resonance 
energy over the whole A value range. Figure 1.5 compareA the measured 
resonance energies 73) with the predictions of this model. 
The width of the giant dipole resonance lies between 4 and 7 MeV 
over the mass range 50-240 and, generally, varies smoothly with mass, 
tending to slightly narrower widths for heavier nuclei. However, for 
spherical nuclei the widths are somewhat narrower than expected, while 
deformed nuclei have larger resonance widths or, in the case of highly 
deformed nuclei, have a double peaked resonance. This feature is in 
15)  accord with the predictions of Danos 	, that the giant dipole resonance 
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FIGURE 1.5: 	Mass dependence of Giant Resonance centroid energy. The solid line results 
72 from the model of Myers et a1., the squares are data from reference 73. 
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the major and minor axes of symmetry. 
The general form of the GDR for A values greater than 50, then, 
is a smooth peak, which can be fitted with either a single or double 
Lorentzian curve. At lower A values below mass number 50 the 
resonance is more fragmented and some structure can be observed. 
Figure 1.6 shows some of the features of the total cross section for 
the emission of photoneutrons in the giant resonance region for various 
nuclei. (reference 73). 
1.4.2 	Multipole Resonances 
Resonances, corresponding to nuclear excitation of multipolarities 
other than electric dipole, have been observed by Pitthan and Walcher 74 
and Fukuda and Torizuka 75 using inelastic electron scattering and by 
Lewis and Bertrand 76)  with inelastic scattering of protons. The results 
from the above mentioned experiments suggest the presence of monopole, ) 
quadrupole and octupole resonances lower in excitation energy than the 
giant dipole resonance. Data from inelastic proton scattering by Marty 
et a1. 77 and from inelastic alpha particle scattering by Rutledge and 
	
78) 	 79) Hiebert and by Moss at al. 	has also indicated the presence of a 
_l/3 
resonance at excitation energy, E " 60 A 	, which has been -attri- 
buted to quadrupole transitions. 
Attempts have been made- to demonstrate the presence of this 
quadrupole resonance, using the electromagnetic interaction. Wolynec 
49) 	 50) et al. and Martins et al. 	have compared the yields from the 
(e,e'n) reaction to those from the (y,n) reaction for various nuclei 
in the energy range from threshold to 35 MeV. However, their -results 
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to demonstrate the existence. of electric quadrupole strength in other 
decay channels of the electromagnetic interaction, Wolynec eta1. 8° ' 8 
have studied the (e,e'c&) reaction for the nickel isotopes. Their con-
clusion from these rsults, of a substantial amount of E2 strength in 
the a decay channel, is somewhat surprising. 
However, the data of Wolynec et al. has subsequently been shown:to be 
82)-85) 	 85) 
in error by various authors 	. McGeorge et al. 	have studied 
the electron and photon induced emission of alpha particles from 
nickel in the giant resonance region and have concluded, as expected, 
that the nuclear excitation by an electromagnetic interaction in this 
region proceeds predominately by El transitions. Thus, the identi-
fication of multipole resonances, other than electric dipole, in 
photonuclear reactions has, as yet, proved elusive. 
Figure 1.7 illustrates the hydrodynamical picture of the monopole, 
dipole and quadrupole resonances which are characterised by the change 
i 	 i 	
86)
n angular momentum, A, involved 	. Further classification is made 
according to the manner, in which the nucleons, with spins aligned, 
oscillate against each other (Figure 1.8)87).  In the electric modes 
no spin differentiation occurs, while the magnetic modes are charac-
terised by spin oscillations. Electric transitions are said to be 
isoscalar (AT = 0) or isovector (AT = 1) according to whether the 
neutrons and protons oscillate in-phase or out of phase', respectively. 
In the case of magnetic transitions, the isoscalar mode corresponds 
to oscillations in the neutron and proton densities with spins aligned, 
whereas in the isovector mode these oscillations occur with the neutron 
and proton spins unaligned. 
Collective nuclear excitations at energies above that of the giant 
dipole resonance have been observed by Pitthan et al. 88 , using in-
elastic electron scattering. These excitations would be possible through 






FIGURE 1.7: Schematic representation of the time evolution of the 
monopole, dipole and quadrupole nuclear collective vibra-
tions from the Hydrodynamic Model. The arrows in (a) and 
(c) represent the velocity fields at equilibrium, while (b) 
and (d), are the shapes at maximum distortion (Ref. 86).. 
 
FIGURE 1.8: 	Classification of the giant multipole resonances, according 
to their angular momentum, A, spin, AS., and isospin, AT 
quantum numbers.-(.Ref. 87).... 	.. 	 .. 
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EO, E2 or E3 transitions. However, the presence of some form of direct 
interaction in the energy region between the giant dipole resonance and 
the pion threshold means that-the identification of such resonances in 
photonuclear reactions will be extremely difficult. 
1.4.3 	Sum Rules 
The sum rules for electromagnetic transitions are theoretical cal-
culations for the total photon absorption cross section, integrated 
over certain well defined photon energy ranges. Furthermore, the strength 
of a resonance, proceeding via a transition of angular momentum, A, 
is given by the Energy Weighted Sum Rules EW 	. These sum rules are 
independent of any nuclear model and rely only upon a. knowledge of the 
ground state wavefunction.. They provide information on the integral 
response, of a many body system. 
The sum rule for electric transitions of multipolarity, A, 
according to O'Conne1? 9 9  is given in equation (1.9). 
CIO 





a(E) 	= photon absorption cross section 
'N 	= 	nucleon. mass(t'leV) 
= expectation value for nuclear radius. 
1/3 





I E 2X-2 
El - Isovector: 80 60 mb - MeV 
E2 - Isoscalar 63 0.22 z2/A1I'3  ib/MeV 
E2 - Isovector 130 0.22 NZ/A113 jib/MeV 
E3 - Isoscalar "30 0.31 ZA113 	pb/MeV 3 
E3 - Isovector "110 0.31 NZA113 	pb/MeV 3 
197 Au 
Resonance 	 Centroid Energy 	
Strength 
 
E C  (MeV) 	 E2X 2  I dE c 
	
	J E2'2 
(MeV - mb) 
E1(T=1) 13.7 2840 
E2(iT=0) 10.8 27.5 
E2(T=1) 22.3 175 
E3(T=0) 5.2 0.0082 
E3(LT=1) 18.9 0.215 
TABLE-1.1: 	Electric giant resonances. 
r = 1.2 fin), then, 
0 




Table 1.1 lists the low multipolarity electric resonances and strengths 
197 
for 	Au. This table shows the dominance of the isovector El giant 
resonance and, that the only other resonances of significance, are the 
electric quadrupole resonances. 
In the case of electric dipole transitions in the isovector mode, 
equation (1.9) reduces to: 
2 7r2e2 	r, 	NZ 	NZ f a (E) dE = 	M' c = ST 
0 	- 
OU 
where S 60 MeV.mb. 
(1.11) 
This is the classical Thomas-Reich-Kuhn (TRK) 90) sum. rule. However, 
in the nucleus, the presence of meson exchange currents in the nucleon-
nucleon interaction introducesan enhancement to the TRK sum-rule. 
Levinger and Bethe 9 proposed the modified electric dipole sum-rule, 
which is given in equation (1.12). 
in Tr 
f a(E)dE 	= 	S(1+x) 	 (1.12) 
where m - pion rest mass (MeV). 
Here, x is a measure of the fraction of the strong interaction 
which proceeds through charge exchange. In some cases, the factor, x, 
is multiplied by 0.8, depending on the nuclear potential used. The 
determination of the quantity, x, by comparison with measured integrated 
absorption cross sections, gives some indication of the relative 
importance of the exchange interaction compared to the non-exchange 
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interaction. 
1.4.4 	Decay of GiantResOnancesin'Heavy Nuclei 
The decay of the giant resonances in nuclei proceeds mainly through 
evaporation of nucleons, following equilibration of the nuclear excita-
tion. In heavy nuclei the large Coulomb barrier inhibits the emission 
of charged particles in the resonance region. Thus, at energies above 
the neutron emission threshold, de-excitation by evaporation of neutrons 
will dominate the decay channel. 
For a sufficiently high initial excitation energy, a chain of 
statistical neutron evaporations will occur. The statistical model 
predicts that each reaction product, arising from neutron emission, will 
come about from a band of excitation energies approximately 8 MeV wide, 
for a heavy nucleus. However,, results from the activation experiments 
28) 	 30) of Carver et al. and Moffat et al. 	have shown that, contrary to 
the predictions of the statistical theory, the cross section for the 
emission of one or more neutrons does not fall to near zero as the 
next neutron channel opens. This led to the consideration of possible 
direct interaction mechanisms as in the quasi deuteron model. 
Even with the presence of direct effects in all outgoing neutron 
channels, the nearly regular spacing of the neutron emission thresholds 
means, that some indication of the nuclear excitation can be given by 
a knowledge of the number of neutrons emitted. This property is useful 
in searching for high multipole resonances above the giant dipole 
resonance. By examining the variation of the ratio of the electro-
disintegration yield (which enhances high order multipoles) to the 
photodisintegration yield with the number of neutrons emitted, it may 
be possible to infer the presence of a multipole resonance. Such a 
MM 
resonance would be localised in excitation energy and would therefore 
contribute to the yield of a restricted range of A values. 
In addition, a measurement of the sum of all the (y,xn) cross 
sections in a heavy nucleus, where neutron emission dominates, gives a 
fair indication of the total photon absorption crosssection. Thus, 
the results. of experiments of this type are suitable for comparison 
with the sum rule predictions for the total photon absorption cross 
section. 
1.3 	Photonuclear Reactions at High Energies (40-350 MeV) 
1.5.1 The Quasi-deuteron Model 
At the early stages in the study of photoneutron and photoproton 
92) 93) production, Hirzel and Wäffler 	and Penman and Friedlander 	reported 
upon the production of high energy protons, whose angular distributions 
and yields, relative to the photoneutron yields, could not be explained 
by the statistical model. Diven and A1my 94 came to the same conclusion 
from studies of the (y,n) and (y,p) reactions in silver and 
aluminium. In addition, the statistical model predicted the cross Section 
for a particular reaction would fall to near zero as a new decay channel 
was opened. 
These discrepancies led to the proposal of various direct re-
action models. Courant 95)  compared the photoproton yields with the 
results of calculations from two models; the single particle model, 
which corresponds to Compton scattering from the protons in the nucleus, 
and the absorption of the photon on an alpha particle cluster -inside 
the nucleus. The former model was found to predict somewhat too low a 
cross section and better agreement was obtained with the alpha cluster 
model. 
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A-requirement for any direct interaction is, that it should con-
tain a large dipole strength, since dipole absorption is expected to 
be the most important means of excitation. This requirement is satis-
fied by the quasi-deuteron model of Levinger 	In this model the 
photon is absorbed on a correlated neutron-proton pair, which is- in 
a high relative momentum state. The high relative momentum state is 
necessary because of the high-momentum of the outgoing proton or 
neutron and the limited amount of momentum, which can be provided by 
the absorption of a photon. For a nucleon to have such a high initial 
momentum, it must be subject to strong forces due to its close 
proximity to other nucleons. A correlated neutron-proton pair can 
satisfy this requirement as well as possessing a significant dipole 
moment. 
- The neutron-proton pair is similar to the-ground state of the real 
deuteron and so- the total wavefunction for the nucleus can then be 
separated into a part, describing the quasi-deuteron, while the remainder 
refers to the-rest of-the nucleus. This factorisation of the nuclear 
wavefunction is shown in equation (1.13). 
(1,2,... A) 	
= 	
• *(r) 	(3,4,... A) 	(1-.13) 
where e 1-- represents the motion of the quasi-deuteron 
- quasi-deuteron wavefunction 
- wavefunction for remaining A-2 nucleons. 
The above expression must then be averaged over all possible values of 
the quasi-deuteron momentum, k'. 	 - 	- 
Levinger 3 determined the ratio of the quasi-deuteron cross section 
to the real deuteron cross section as, 
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Initially, the quasi-deuteron model was applied at photon energies 
greater than 150 MeV but it has now been extensively used in the energy 
range 30-150 MeV. Subsequently, Levinger 96 suggested a modification to 
the model to take into account the effect of the Pauli exclusion principle 
at these lower energies below 40-50 MeV. The modification introduces a 
smooth cut-off in the quasi-deuteron cross sectionbelow 40 MeV, since 
the neutron and proton, from such an interaction, must be produced with 
an energy above the appropriate Fermi energy in the nucleus. 
More recently, calculations, involving the quasi-deuteron model, 
have used a value for L of 10.3, which was obtained from the results 
97) 98) of Garvey et al. 	and Smith et al. 	from experiments, observing 
neutron-proton coincidences in the photodisintegration of light nuclei. 
Although L was originally determined as a constant, the possibility 
of some A value or energy dependence has not yet been ruled out. 
1.5.2 	Electroproduction and Photoproduction of Pions 
At incident electron or photon energies above 140 MeV, the pro-
duction of ir-mesons is possible from the excitation of isobaric 
resonances, such as the 	(1232) resonance. Because the energy, pro- 
vided by the interaction, is so much greater than the binding energy 
of the individual nucleons, this process has generally been considered 
as a single nucleon process, which can be described by the impulse 
approximation (PWIA). Thus, the production of pions from a complex 
nucleus, via an electromagnetic interaction, can be related to the free 
nucleon pion production process. The possible free nucleon processes 
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for incident electrons and photons are, listed below: 
+ 	- 
e +p + n -f -iT +e 
e + fl + p + ii + e 
- 	 - e •+n 4 	 0 fl+iT +e 
0 - e +p + p+ir +e- 
+ 
y + p + fl+iT 
y + n .4- p + ir 
y+.n 4- fl+1T0 
+ p + p + iT 
As the above reactions show, the photoproduction of pions on a 
nucleon is a 2 body process, while the electroproduction process 
involves an electron in the out-going channel. This leads to the 
possibility, in the case of electroproduction, of different momenta 
beizig transferred for a given excitation energy (Section 1.3.1). 
Dalitz and Yennie 99 considered the production of ir-mesons by 
high energy electrons and deduced, that the varying momentum transfer 
causes the selection of different transition matrix elements in the 
nucleus. Since the electroproduction of pions is assumed to be a 
single nucleon process, the nucleon recoil is quite large, so that 
the final energy of the electron drops rapidly with increasing 
scattering angle, and therefore with momentum transferred. 
Early studies of the photoproduction of pions found the total 
pion production cross section was less than expected on the basis 
of a single nucleon production' process multiplied by the number of 
available nucleons. This led to the development of the surface 
100) 
production model, as described by Laing and Moorhouse 	.' They 
assumed the nucleons to be moving, independently, in a potential well 
and, after the production of a ir-meson, assumed the pion was scattered 
or absorbed, while the nucleon was excited into a discrete or con-
tinuum state. The effect of final state interactions on the pion was 
taken into account by considering the pion to be moving in an Optical 
Model potential. 
-30- 
At energies near the pion production threshold, the energy of the 
outgoing pion will be low so the effect of pion absorption in this 
region will be at a minimum. In this region,the agreement between 
theory and experiment is reasonable10 . However, at higher excitation 
energies, 7-mesons of much greater energies (E IZU 50 MeV) can be 
produced and so the effect of final state interactions is extremely 
important. Even with the inclusion of pion absorption effects, as in 
the Distorted Wave Impulse Approximation (DWIA), discrepancies between 
experiment and theory exist, as Figure 1.9 shows 102 . 
Of interest here, is the possible contribution an initial pion 
production interaction might have on the total cross section for the 
production of nuclei, which are isotopes of the •target nucleus. For 
example, if an initial interaction between a photon and a proton led 
to the production of a high energy n and a neutron, and these two 
particles were subsequently absorbed, then this might be evident as 
an increase in the total cross section for a reaction product, which 
would be interpreted as resulting from a (y',xn) reaction. In addition, 
since the re-absorption of a pion provides the nucleus with some 
140 MeV of excitation energy, the final reaction product is likely to 
be one which lies well away from the target nucleus in the periodic 
table. 
Such pion effects have already been reported by Jonsson et 
32),33),34) 	 i 	127 al. 	 in (y,xn) reactions n I . Thus, by studying these 
pion production effects in (y,xn) reactions and making a comparison 
with the photopion emission cross sections, it may be possible to obtain 
some information on the intermediate process of ir absorption and ir 
scattering, where the pion energies involved are not easily obtainable 
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FIGURE 1.9: 	Experimental-cross section against photon energy for the 
27 	+27 	 102) 
reaction 	A2,('r,ir ) Mg obtained by Blomqvist et al. 
(line). The upper and lower shaded areas show the results 
of calculations employing the Impulse Approximation both 
0 with (DWIA) and without final state interactions (PIA). 
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.1.5.3 	The Intranuclear Cascade Model 
At high incident energies, the time taken for the initial inter-
action will be short, compared with the average time between collisions 
of the nucleons in the nucleus. This suggests a localised excitation 
will occur which will propagate through the nucleus. This model of 
nuclear reactions as a series of high energy nucleon-nucleon collisions 
103) 
(the intranuclear cascade) was first proposed by Serber 
• 	The cascade model was subsequently developed by Metropolis et 
104),105) • 
al. 	 for incident neutrons, protons and pions. Since the 
process is a high energy one, it is assumed, that' the nucleon-nucleon 
and pion-nucleon collisions in the nucleus can be treated almost as 
free particle collisions, taking into account the effect of the Pauli 
exclusion principle. 	 • 
By adding an input photon channel, Jonsson et al. 32) - 34)have 
compared their data on (y,xn) reactions in i127  with calculations, 
based on the above model. The calculations were restricted to con-
sidering only the part of the cross section, arising from an initial 
photopion production process. The cross section for a (y,xn) re-
action is written, 
cy(y,xn) 	= 	Z OlkrX_k)  
k 
where a is the total cross section per nucleon for photon absorption, 
is the number of nucleons available for absorption, 1k • is the fre-
quency of different cascade products and r Xk 
 is the relative probability 
for the resulting compound nucleus to decay by 'evaporation of x-k 
neutrons. The evaporation of neutrons at the end of the cascade was 
determined from the analytical treatment of photospallation reaction 
106 systematics-by Rudstam. The presence of the term a,.r, indicates 
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the assumption of an initial photon interaction upon a single nucleon. 
The agreement between experiment and this calculation was found to be 
quite good. 
Bertini 107 subsequently developed the cascade model for incident 
protons, neutrons and charged pions, including the use of a diffuse 
nuclear edge. This model was then applied to photonuclear reactions 
108) - 110) in the energy range 40-350 MeV by Gabriel and Aismiller 	 by 
inclusion of an initial photon excitation process through the quasi-
deuteron interaction and the various photopion production processes 
(sections 1.5.1 and 1.5.2). The evaporation stage at the end of the 
high energy nucleon cascade is described by the statistical theory 
as developed by Dresner
11 . 
The comparison of proton, neutron and pion energy spectra and 
angular distributions with the results of this calculation was extremely 
good. However, a comparison with measured isotopic yields from 
(y, xnyp) reactions 
37)-42)has  only been made for a, limited number 
of photon energies, due to the lengthy nature of the calculations in 
this model, which uses Monte Carlo techniques. 
108) 
The results produced by the cascade model of Gabriel and Alsmiller 
yield absolute cross sections in the photon energy range 40-350 MeV. 
Thus,a comparison with.rneasured (y,xn) cross sections over this whole 
energy range would seem an excellent test of this model. 
1.6 	Objectives of Thesis 
This thesis has been motivated by the need to obtain data on the 
electrodisintegration reaction in heavy nuclei at high electron energy 
in order to test the predictions of the distorted wave analysis of 
high energy electron scattering. 
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The data presented here will also provide a test-of the predictions 
of any future developments in virtual photon theory; in particular, 
the consideration of finite size effects. 
It is also intended to compare the results of calculations, using 
the intranuclear cascade code PICA
110 , with the measured photodisin-
tegration data over the whole range of applicability of this model. 
Thus, the main region of interest in this thesis lies in the study 
of photonuclear reactions at intermediate energies, where one or more 
neutrons are emitted. Consequently, any consideration of the reactions 
in the giant dipole resonance region will be limited to a comparison of 
the photoneutron yields, presented here, with the results of other 
detailed studies of the photodisintegration process in the energy region 





The experimental work was carried Out using the electron linear 
accelerators at the University of Glasgow's Kelvin Laboratory and at 
the Institut für Kernphysik der Universität Mainz. 	The two systems 
are similar, so that, although each is described separately, the ex-
perimental system, employed at the Kelvin Laboratory, will be explained 
in greater detail than the one used at the University of Mainz. Any 
reference to the experimental system at the University of Mainz will 
be made only to highlight those parts, which are significantly dif-
ferent. 	Data collection was performed. at three sites; namely, at 
the Kelvin Laboratory, in the Department of Physics of the University 
of Edinburgh, and at the Institut fUr Kernphysik. 
The electron linear accelerator (LINAC) at the Kelvin Laboratory 112)  
was used to provide electron beams between 60 MeV and 160 MeV. 
Electrons, emerging from the accelerator, shown schematically in 
Figure 2.1, enter an energy compression system. (E.C.S.), which reduces 
their momentum spread. After leaving the E.C.S., the electrons pass 
through the beam deflection room, where they are deflected through 900 
by two 450 bending magnets. 	Slits, placed between the two magnets, 
serve to define the electron energy. From the beam deflection room, 
the electrons pass into the heavily shielded experimental area. Target 
foils for activation were placed inside an evacuated scattering chamber 
at the end of this beam line. Two methods were employed to measure the 
electron beam current; a toroidal coil, which was placed just in front 
\ 
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FIGURE 2.1: 	The 160 MeV electron linear accelerator and experimental 
facility at the Kelvin Laboratory, University of Glasgow. 
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of the scattering chamber, and a Secondary Emission Monitor (SEM), 
which was placed just behind the exit window of the scattering chamber. 
After passing through this exit window on the scattering chamber, the 
electrons then travel through about 2 metres of air before entering 
the beam dump. 
The pulsed electron accelerator at the University of Mainz
113
, 
which is shown, schematically, in Figure 2.2, was used to provide 
electron beams with energies between 140 MeV and 340 MeV. In concept, 
the experimental system is very similar to the one at the Kelvin 
Laboratory and employs an energy compression system to reduce the 
momentum spread of the electrons, leaving the accelerator, and a 900 
deflection to determine their energy. The 900 deflection is obtained 
by using 3 sector magnets, which produce 600, 30' and 600 deflections, 
respectively. The energy of the electrons is defined by slits, placed 
between the first and second magnets. The target foils were irradiated 
in a small vacuum chamber, coupled onto the exit of the main scattering 
chamber, which is normally used for experiments involving the magnetic 
spectrometer. The electron beam current was determined using. a 
toroidal coil placed around the beam and immediately in front of the 
main scattering chamber. 
The same experimental method was employed, both at the Kelvin 
Laboratory and at the Institut für Kernphysik. 	Following irradiation 
by the electron beam, the target foils were removed from the vacuum 
chamber and transported, by hand, to the counting room. There, they 
were placed in front of two lithium drifted Germanium detectors 
(Ge(Li)s) for counting of the residual y-activity. 
Signals from these detectors were then pulse height analysed to 
produce -ray spectra. These spectra were then stored on floppy disks 
or magnetic tape as an intermediate step to being transferred to the 
FIGURE 2.2: 	The 400 MeV electron linear accelerator and experimental facility 
at the Institut fur Kernphysik, University of Mainz. 
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main computer at the Kelvin Laboratory for subsequent analysis. 
2.2 	Kelvin Laboratory: Experimental System. 
2.2.1 	Electron Accelerator 
The electron linear accelerator at the Kelvin Laboratory has a 
maximum energy around 160 MeV and utilises pulsed radio frequency 
travelling waves to accelerate the electrons. The accelerator con-
sists of 3 sections, each powered by a 25 NW klystron, operating at 
2.8562 G Hz. 	The first two sections are divided into four 1.4 metre 
lengths of cylindrical waveguide, while the third section consists 
of four 2 metre lengths. 
During the experiments, reported here, the accelerator was operated 
at 100 pulses per second, with a pulse length of 3.25 us, giving a 
duty factor of 3.25 X  10- 4. 	With peak currents, during the pulse, of 
around 80 mA and with an energy resolution of 0.5%, average beam cur-
rents at the photonuclear target in the range 10-15 VA were obtained. 
The energy of the electrons, leaving, the accelerator, is varied 
by either altering the radio frequency cower in the waveguide sections 
or by altering the relative phase of the r. f. wave between the sections. 
The method employed depends. on the required energy for the electrons. 
For energies greater than 80 MeV, the electrons must be accelerated in 
all three sections and changes in energy are obtained by attenuating 
the r.f. power. At maximum power, the electrons gain around 40 MeV in 
each of the first two sections and around 80 MeV in the third section. 
When energies below 80 MeV are required, the phase of,the radio 
frequency travelling wave in the middle section is adjusted, so that 
the electrons are de-accelerated in this section. This technique, 
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known as "back-phasing", is to be preferred over the method of allowing 
the electrons to drift freely through one section, since it results in 
an electron beam of much greater stability. In these experiments, both 
techniques, of r.f. power attenuation and "back-phasing", were employed 
to produce beams with energies between 60 MeV and 160 MeV with an 
average current at the target, which was always greater than 7 jiA. 
2.2.2 Energy Compression and Beam Handling System 
The energy compression system (E.C.S.) is designed to reduce the 
momentum spread of the electrons, leaving the accelerator. A full 
description of the E.C.S. at the Kelvin Laboratory has been given by 
Gillespie and Kelliher
114 , so that only a summary, outlining the 
principle of operation of the system, will be presented here. 
The emittance of the LINAC is represented in Figure 2.3 as a 
plot of momentum against distance, Z, along the beam direction. Area 
I shows the distribution of the electron "bunch" as it leaves the 
accelerator, having a bunch length, b, and momentum spread, Sp1. 
The electron beam is then passed through a magnet system, consisting 
of three dipoles, which are shown, schematically, in Figure 2.4. The 
length of an electron's path, through this magnet system, depends on 
its momentum, so that, for an.electron bunch leaving the magnet system, 
there exists a linear relationship between the momentum of an electron 
and its position in the bunch. This situation is represented by area 
II in Figure 2.3. 
The electrons then pass through a final section of waveguide. 
The phase of the radio frequency travelling wave, injected into this 
guide, is adjusted, so that electrons with energies greater than the 
mean energy will be de-accelerated, while electrons with energies lower 
than the average energy will be accelerated. The electron bunch now 
has the distribution as shown by area III in Figure 2.3. If the spread 
in momentum of the electrons, leaving the E.C.S., is 6p 2 , then the 
compression factor, F C9  is 
F = - c 	 op2 
(2.1) 
F  has been found to vary between 5 and 15, depending on the 
electron beam energy. The layout of the E.C.S. is shown in Figure 2.5. 
The improvement in the spectrum, produced by the .E.C.S., can be seen 
in Figure 2.6, for an average electronenergyof.150 MeV. 	A 
further advantage of using an energy compression system is the 
stabilising effect it has on. the electron beam, since it automatically 
compensates for small drifts in the mean energy of the electrons, 
leaving the accelerator. 
After leaving the energy compression system, the electron beam is 
transported to the target by the beam handling system, •which is shown, 
schematically, in Figure 2.7. The movable collimating slits, c 1 and 
C2, act as the object for the rest of the magnet system. Analysis 
of the beam energy is performed by the combination of the two 45 ° 
bending magnets, Dl and D2, and the variable aperture collimator 
c3 . The energy defining system is symmetric about c3 , which acts 
as the object of magnet, D2. Quadrupole magnets, H4 and H5, produce 
a parallel beam, which travels along approximately 2.5 metres of beam 
pipe into the experimental area. The electron beam is then focussed 
and steered onto the centre of the target, using quadrupoles, H6 and 
H7, and steering magnets, S5 and S6. 
The energy of the electron beam is obtained by measuring the 
magnetic field in the first 450  bending magnet, Dl, with a nuclear 









FIGURE 2.3: 	Schematic variation of beam emittance through the Z.C.S. 
Area I - entry to E.C.S. Area LI - exit from magnets and 
prior to entering R.Y. correcting field. Area III - on 







FIGURE 2.4: 	GEOMETRY 	OF E.C.S. 
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FIGURE 2.5.: 	General layout of the ECS system. 
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FIGURE 2.6: 	Improvement in beam energy spectrum achieved with 




 / 	7 	 DI 
51 	52 	 C3 
QEAMOEFLECII0N 	
02 
H4 	 S3 
H5 	 54 
TZ, 7Z//t 
	




OUADRIJPOLE MAGNET (HI 
U 	STEERING MAGNET (S) 
CL? COLLIMATING APERTURE 
C3 ENERGY DEFINING SLITS 
I 10R010 	MONITOR 
SEN SECONDARY EMISSION MONITOR 
P PHOTONUCLEAR 	TARGET 
M MAGNEtIC SPECTROMETER 





FIGURE 2.7: 	Beam handling system and experimental area at the Kelvin Laboratory. 
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description of the method of calibration, which involves a measure-
ment of the energy of electrons, elastically scattered from a thin 
aluminium target, using the magnetic spectrometer in the. experimental 
area. The nuclear magnetic resonance (N.M.R) probe is placed between 
the pole faces of the first bending magnet and, by measuring the fre-
quency of the N.M.R. oscillator at resonance, the magnetic field can 
be determined. The calibration constant, k, which relates the value 
of the magnetic field to the momentum of the electrons has been deter-
mined by Flowers 
116)  as, 
k 	= 	(1.8199 ± 0.0005) x 102 MeV/c/gauss. 	(2.2) 
2.2.3 	Charge Monitors 
Two methods were employed to measure the amount of charge incident 
on the target; mamely, a non-intercepting beam current monitor (toroid)117), 
and a secondary emission monitor (SEM)
115
. 
The non-intercepting beam current monitor consists of a toroidal 
coil of 20 turns around a Mu-metal core. This is placed around the beam, 
immediately before the scattering chamber, as shown in Figure 2.7, and 
is, therefore, around 30 cm in front of the target. The electron beam acts 
as the primary winding in this transformer, thereby inducing a current 
pulse in the secondary windings. 
The output signal from the secondary winding is then passed to a 
low input impedance pre-amplifier. The pre-amplifier, used in these 
experiments, was an Analogue Devices 50J, which gave a rise time of 
30 ns. 	In order to avoid problems with pick-up of radio frequency 
signals, the preamplifier was mounted inside a metal box, close to the 
beam pipe, where the leads from the 20 turn toroidal coil emerged 
through a vacuum seal.. To prevent damage from the high level of radiation, 
which is present, when the electron beam is operating, some lead shielding 
was placed around the metal case of the pre-amplifier. 
The signal, produced by the pre-amplifier, is then passed to the re-
mainder of the electronics of the charged monitoring system, which is 
shown in Figure 2.8. This part of the system is located in the accelerator 
control room and, to prevent any problems from r.f. pick-up, the signals 
are passed along double shielded co-axial cable, of which some 7 turns 
are wound around a Mu-metal core in the control room, thereby acting as 
a choke for high frequency signals in the outer shielding of the cable. 
The charge monitoring circuit is shown in Figure 2.8. Signals 
from the toroid are passed through a linear gate to a current integrator, 
which sends an output pulse to a scalar after a preset amount of charge 
has been received. The linear gate is held open for around 5 is after 
the accelerator trigger pulse, thereby preventing any spurious signals 
reaching the integrator between beam pulses, and also removing some of 
the undershoot in the output pulse from the pre-amplifier. The scalar, 
which recorded the number of output pulses from the integrator, was 
stopped manually at the end of each irradiation and the number of 
scalar counts was then used to determine the amount of charge, which 
had passed through the target. 
When the arrangement of equipment in the experimental area was 
such, that it was not possible to use the toroid charge monitor, a 
Secondary Emission Monitor (SEM) was. employed to measure the electron 
beam current. The SEM was placed just after the scattering chamber 
and, therefore, some 30 cm downstream from the target. This monitor 
is of the intercepting type and determines the amountof charge, which 
has passed, by collecting the low energy (' 10 eV) electrons, which are 
knocked out of thin metal foils by the high energy electrons in the beam. 
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FIGURE 2.8: 	Toroid charge monitor circuit and electronics. 
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The secondary emission monitor, which was used in these experiments, 
consisted of five 12.5 p.m thick aluminium foils, which were held under 
vacuum. A schematic representation of the SEM, along with its associated 
electronic circuitry, is shown in Figure 2.9. A potential of 120 volts 
is applied across the array of foils to collect the secondary emission 
electrons, forming a charge pulse. These pulses are then passed to a 
charge integrator as in the case of the toroidal charge monitor. The 
output pulses from the integrator, indicating that a fixed amount of 
charge has been received, are then counted on a scalar. 
The calibration of the toroid and Of the SEN was determined by 
comparing the amount of. charge, collected by the monitor, against that 
collected by a Faraday Cup, which has been determined to have an 
118) 	 i efficiency of 99.6% 	. The method of calibration s described in 
Appendix 1. Using this technique, the toroid was found to be linear 
to within 0.5% for average beam currents between 1 and 20 VA. Care was 
taken to operate with average beam currents only within this linear 
region. Since the SEN is likely to be less stable than the toroid charge 
monitor, and since its calibration may depend on the energy of the 
incident electrons, to some extent, the calibration was checked, relative 
to the Faraday Cup, prior to each irradiation, in which this particular 
monitor was to be used. 
2.2.4 Vacuum Chamber 
Targets for irradiation were placed inside the standard scattering 
chamber, which is normally used for experiments involving the magnetic 
spectrometer at the Kelvin Laboratory. The targets were mounted on one 
of the positions of a five-position target ladder, which could be operated 
to Experimental Area 
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FIGURE 2.9: 	Secondary Emission Monitor and associated Electronics. 
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by remote control. A beryllium oxide scintillator of thickness 60 
mg. cm 2 , which occupied one of the four remaining vacant locations on 
the target ladder, was used to determine the position of the beam spot 
by viewing the scintillations, produced by the electrons, through a 
perspex window with a television camera. Thus, prior to each irradiation, 
the position and focussing of the electron beam could be adjusted 
remotely with the aid of the scintillator and television camera. For 
these experiments, the target ladder was rotated about its vertical axis, 
so that the target foils were perpendicular to the incident beam direc-
tion. 
Although placing the targets inside the vacuum chamber,- meant that 
the time taken to retrieve them after the irradiation was longer, this 
was preferred to placing the targets just outside the exit window of 
the chamber, since the 0.025 cm thick aluminium foil acting as the window , - ,  
would have introduced some undesirable y-ray contamination of the elec-
tron beam. At most, around 1-2 minutes were lost in letting the pressure 
in the chamber rise to atmospheric pressure and then removing the tar- 
gets from the ladder. 
2.2.5 	Targets 
The targets, which were used in these experiments, were gold foils 
with an average thickness of 0.002 mm. The foils were manufactured by 
Goodfellows Metals Ltd., who quote the purity of the material as 99.9%. 
The gold foils were mounted onto rectangular aluminium frames (7 cm by 
4 cm), which had a 2 cm diameter hole at their centre. These frames 
were attached, in turn, to the target ladder in the centre of the 
scattering chamber. The choice of target thickness is a comtrornise 
between the need to minimise any activity, resulting from bremsstrahlung, 
-43- 
which is produced in the targets themselves, and the requirement that 
enough activity should be produced to give reasonable statistical 
accuracy in counting the residual y-rays. 
The thickness of the foils, at the point through which the electron 
beam passed, was determined by the absorption of low energy X-rays. A 
beam of photons was produced, by illuminating a 4 nun diameter aperture 
in a 3.2 nun thick iron collimator, with the gamma radiation from a lOu 
Curie mericiuin-241 point source. The thickness of the target foil, 
covering the aperture of the collimator, was determined from the 
attenuation of the 13.9 keV La X-rays from Np, which are produced in 
the decay of 241 
	The thickness, x, in g.cm 2 , was calculated from 
the measured flux of photons, using equation (2.3). A full description 
of the calculations, which were employed to obtain the target thickness, 
x, and its error, Ax, is given in Appendix 2. 
X 	 -i-- th( ° /I) 	 (2.3) 
P
m 
where 	10 	incident photon count rate, 
I 	= transmitted photon count rate. 
The mass absorption coefficient., ji 
MP 
 was determined by relating 
the average thickness of one foil which was obtained by weighing a known 
area of foil, to the average thickness, obtained by making a large number 
of absorption measurements across the surface of the same foil, using a 
collimator with an aperture 1 nun in diameter. The incident photon flux 
(with no target in position) and the transmitted flux were measured 
usingan intrinsic germanium semi-conductor detector, which had a 
surface area of 900 mm2 and was capable of detecting y rays and X 
rays with energies as low as 6 key. 
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The 
24l 	source and the iron collimator were placed in front of 
the thin beryllium window of the Ge detector as shown in Figure 2.10. 
The experimental arrangement was such, that the solid angle for col-
lection of the X-rays was determined by the distance between the source 
and collimator and by the diameter of the aperture in the collimator, 
rather than by the distance between the detector and the source and 
collimator arrangement. 
Using the above described technique, the thickness of all the 
target foils was determined to a statistical accuracy of ±0.0263 x 10 
- 
g.cm
2  , which corresponds to a relative error in the region of ±0.7%. 
The determination of the mass absorption coefficient, 1IM9 resulted 
in an overall systematic error of 2.4%. In these experiments, it was 
important to determine the thickness of the foils to such a high degree 
of statistical accuracy, since new target foils had to be used for 
each irradiation, due to the production of long lived activities in 
the electrodisintegration and in the photodisintegration of 
197 
 Au. 
The electron and photon induced yields were determined using the 
"stacked foil" technique first used extensively by Brown and Wilson 44 and 
by Barber47 '. In this method, the target arrangement consists of a 
thick foil sandwiched between two target foils, as shown in Figure 2.11. 
The central foil (in this case a tantalum foil of thickness 0.125 mm) 
acts as a source of bremsstrahlung radiation, so that the target foil 
behind this radiator is subject to both electrons and to bremsstrahlung 
radiation, while the front target foil is activated by electrons alone. 
The thickness of the tantalum foil was determined as 0.2 g.cm 2 by 
weighing a known area of foil and this corresponds to a thickness of 
0.0315 radiation lengths. The gold foils correspond to a thickness 
of 0.673 x 10 	radiation lengths, so that the amount of bretnsstrahlung 
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FIGURE 2.11: 	Arrangement of target and radiator foils in 
the scattering chamber. 
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which is produced in the targets themselves, is minimal compared with 
the amount, produced by the tantalum foil (Appendix 7). 
By measuring the residual .y-activity on both gold foils, the yields 
of both electron and photon induced reactions can be determined. How-
ever, some corrections have to be made to these yields, since both tar-
gets do not receive the same spectrum of electron energies, due to 
scattering' in both targets and in the bremsstrahlung radiator. In 
addition, the bremsstrahlung, produced by the target foils themselves, 
can be taken into account.: Appendix 7 describes the application of 
these corrections and, essentially, follows the method as outlined 
by Barber 47)  
2.2.6 	Detectors 
The residual activity of the targets was measured using high 
resolution y-ray spectrometers, which were manufactured by' Ortec 
Instruments. Each detector consists of a crystal of germanium, which 
has lithium atoms drifted throughout its volume (Ge(Li)). The crystal 
is then mounted inside a cylindrical aluminium can and. is cooled to 
the temperature, of liquid nitrogen. The combination of detector, 
high voltage filter and pre-amplifier is mounted on top of a cryogenic 
container, which stores the liquid nitrogen. The 'specifications of 
the detectors, which were used at the Kelvin Laboratory and at the 
University of Edinburgh, are given in Table 2.1. 
The targets were mounted in front of the thin end-window of the 
detectors in a standard geometry, which was obtaind by placing the 
aluminium target frames on the end of a perspex cylinder, which slid 
neatly over the can of the detector. The source to detector distance 
was, therefore, kept fixed at 10 cm for all four detector systems. 
TABLE 2.1 
Specifications of Ge(Li)'Detectors 
a) 	University of Edinburgh 
Detector 	
%1 	 ri Peak/Compto 2 	Resolution3 	ILT. Voltage 
efficiency 	ratio 	FWH11 (1eV) Cvolts) 
1 	 9.0 	 30:1 	 2.0 	 + 4800 
2 	 10.0 	 30:1 	 2.2 	 + 4800 
b) 	Kelvin Laboratory 
Detector Peak/Compton Resolution R.T. Voltage 
efficiency ratio FWHM (keV) (volts) 
1 	 25.0 46:1 2.1 + 5000 
2 	 25.0 46:1 2.1 + 5000 
c) 	Institut für Kernphysik 
Detector Peak/Compton Resolution H.T. Voltage 
efficiency ratio FWHM (key) (volts) 
1 	 7.5 28.1 2.25 - 1800 
2 	 6.4 26:1 2.35 - 2000 
All detectors co-axial. 
obfained from 
1 - Ratio of the area under the photopeak to that\A a 3" x 3" NaI(T2.) 
detector, measured at 1333.0 keV with a source-detector distance of 
25 cm. 
2 - Ratio of peak height to Compton plateau height. 
3 - Full width at half maximum height of the Co 60 1333.0 keV peak. 
-46- 
This distance, between the .source and the detector, is a compromise, 
between obtaining a fairly reproducible solid angle, and maintaining 
a large enough absolute efficiency,.to produce reasonable statistical 
accuracy in the counting of the y rays present. Using the source 
holders to provide a fixed source to detector distance of 10 cm. means, 
that the position must be reproducible tomm, yielding a possible 
error of ± 0.5% in the solid angle. 
In order to reduce the contribution from background y-activity 
and the possibility of any activity from either source reaching the 
opposite detector, the detectors were surrounded with lead shielding, 
which amounted to a thickness of 5 cm. This produced a reduction of 
40:1 in the total background y-ray activity from 4000 counts per 
minute to around 100 counts per minute. Gamma rays deposit energy and 
thereby create free charge in the Germanium crystal in three ways; 
namely, by Compton scattering, by the photo-electric effect, and by 
pair production. The relative probability for these three processes 
for varying incident y-ray energy is shown in Figure 2.12 119)• Compton 
scattering results in only a fraction of the y-ray's energy being 
deposited in the crystal.and leads to the broad plateau, or "Compton 
background", shown in Figure 2.13. In the photo-electric effect and 
in pair production (above 1.022 MeV) the gamma ray can deposit all of 
its energy, leading to the production of the "photopeak". 
The source activity can be determined from the number of counts 
in this full energy peak once the probability has been determined for 
a y  ray from the source to be detected and lead to the production of 
a charge pulse, corresponding to the full energy of the incident gamma 
ray. It is also necessary to determine how this absolute photopeak 
efficiency varies with the energy of the incident photon. The proba- 
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both a solid angle factor as well as a factor, giving the intrinsic 
efficiency of the detector for recording pulses in the full energy peak. 
This combined probability was determined by placing calibrated, 
lu Curie y-ray sources in the same geometry, as used for the gold 
targets. The sources were chosen, so that the energies of the most 
intense y-rays, which they emitted, spanned the region of interest, 
which, in this case, lay between 100 keV and 2 MeV. Further details 
on the measurement of the detector absolute efficiencies is given in 
Appendix 3. 
2.2.7 	Signal Processing Electronics 
The signals from the Ge(Li) detectors were pulse height analysed, 
using the electronic circuitry, which is shown, schematically, in Figure 
- 2.14. The same arrangement of electronics was used both at the Kelvin 
Laboratory and at the University of Edinburgh. 
The output signal from each detector was passed to its own main 
amplifier via a charge sensitive pre-amplifier. Output pulses from the 
pre-amplifier had a rise time of 20-35 ns and exponential decay time 
constants around 50 vs. The main amplifiers were manufactured by Ortec 
Instruments and are designed to produce positive -output pulses, which 
are suitable for pulse height analysis by an analogue to digital con-
verter (A.D.C.) 
Each amplifier was matched to its particular detector by "pole 
zero" cancellation of the input signals. The input pulses to the 
amplifiers are shaped by successive differentiation and integration 
stages. However, differentiation of the input pulse creates some 
"undershoot", as shown in Figure 2.15. The feedback resistor, R 2 , in 
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an attenuated replica of the input pulse to be added to the resulting 
differentiated pulse, which just cancels the negative undershoot. Prior 
to each experimental measurement, the correct degree of pole-zero can -
cellation was obtained by adjustment of R3 . A baseline restore circuit 
(BLR) is also incorporated into these amplifiers. This circuit fixes 
the baseline accurately at zero volts unless it is triggered by an input 
pulse, rising above a preset - threshold level. 
The time constant of the pulse shaping circuit was set at 3 us for 
all experimental measurements. This is an intermediate value, which gives 
reasonable performance at count rates around 10 per second, in that 
random summing of pulses is less important than the deadtime of the A.D.C., 
while still maintaining good energy resolution around 0.15%. Amplifier 
gains typically between 20 and 50 were used to allow conversion and 
storage of pulses, corresponding to energies up to 2 MeV. 
Pulse height analysis of the output signals from the amplifier in 
each y-ray spectroscopy system was carried out using a Tracor Northern 
multi-channel analyser, which is based on the Digital Equipment Cor -
poration LSI-11 microprocessor. The analyser performed all the functions 
of converting and storing the data from the two Ge(Li) detectors. The 
analogue pulses were converted into digital form by a single Wilkinson-
type A.D.C.,which operated with a digitisation rate of 200 M Hertz with 
a resolution of 8192 channels. Following conversion, the digital signals 
are routed, via the LSI-11 "bus", to the processor, which carries out 
the task of adjusting the number of counts in the memory location, cor-
responding to the input pulse .height. Each memory location consists of 
19 bits, so that the maximum number of counts in any one channel is 
around 10 6 . 
The multiplexer allowed signals from both detectors to be converted 
by the single A.D.C. and routed to the correct portion of the memory. 
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Upon receiving an analogue signal at either of its input channels, 
the multiplexer passes this signal to the input of the A.D.C., while 
discriminators are used to determine, in which of the available 
channels, the signal was received. The multiplexer circuit then sends 
a signal to the processor, which controls the routing of the digitised 
signal from the A.D.C. In these experiments, the multiplexer was used 
to divide the available 8K words of memory into two portions of 4K 
words, each of which contained a y-ray spectrum from one detector. 
The conversion time for pulses in the A.D.C. varied between 16 Ps 
and 37 vs, corresponding to channels in the range 0-4095. During this 
period, the A.D.C. is unavailable for conversion of another pulse. This 
amount of "deadtime in the system is of particular importance at the 
start of the counting sequence immediately after each irradiation, when 
the short-lived reaction products produce count rates around 2000-3000 
counts per second in each input channel of the multiplexer. The dead-
time in the system was determined using the livetime and count time 
clocks in the A.DC., which operate as follows. 
The processor loads a count of 	into two scalars, which record 
the number of logic pulses produced by the livetime and by the count 
time clocks, which operate from a 100 kHz time base. Each scalar produces 
an output logic pulse whenever it is zeroed, which will occur once every 
0.1 seconds for the scalar linked to the count time clock. In the case 
of the livetime clock, the 100 kHz time base is only allowed to send 
signals to its corresponding scalar, when the A.D.C. is not in the pro-
cess of converting .a pulse. Thus, the livetime clock "ticks" will occur 
every 0.1 seconds of livetime for the A.D.C. 	When any one scalar is 
zeroed, a count of -10
4  is again loaded by the processor. If, at the end 
of a particular count period, the livetime and count time clocks register 
times of LT and  CT,  respectively, the percentage "deadtiine' t , D, 
and the equivalent correction factor, f D' 
 are given by equations 
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(2.4) and (2.5), respectively. 
D 	= 	100.0 x ( -*L T /C T) 	 (2.4) 
C 
f 	= 	_2: 	 (2.5) 
LT 
During the counting of the residual y activity of the gold targets, 
the percentage of deadtime was always below 7%. Upon analysis of the 
data, taken using the TBACOR multi-channel analysers, it was found, that 
the multiplexer had caused a loss of counts from the full energy peaks 
in the gamma ray spectra, which could not be attributed to the deadtime 
of the A.D.C. Since AC coupling in the multiplexer had been used, it 
seems likely that the negative undershoot, which this produces after a 
unipolar analogue pulse has passed, was leading - to slight shifts in the 
baseline, or zero level, of the signal fed to the A.D.C. Since the 
A.D.C. measures the pulse height from a fixed zero level, any pulse 
arriving on top of this undershoot 'would appear smaller than it actually 
was and be converted into the wrong memory location. The measurements, 
which were carried out to determine the dependence of this effect on 
count rate, are described, in detail, in Appendix 4. The results of 
these measurements led to the modification of the correction factor, 
which is given in equations (2.6) and (2.7) for the pulse height 
analysis systems at the Kelvin Laboratory and at the University of 
Edinburgh, respectively. 
LT 
=- 6.785 )( 10 X R iA 
(2.6) 
	
LT 	 (2.7) = 	- -5.971x 10 	x R iA 
where R 	= accepted total count rate per second in iA 
the i-th channel (1 = 1, 2). 
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2.2.8 	Data Storage 
The multichannel analysers were operated in an automatic mode during 
the experiments. Two pulse height spectra were collected for a preset 
time and then written to floppy disk, after which the full 8K words of 
memory was cleared. The time taken to transfer two 4096 channel spectra 
(one from each target) was 26 seconds, which was taken into account in 
determining the start time of each cycle. After a suitable number of 
cycles, the count time was increased to maintain the statistical 
accuracy of the measured photopeak areas and the cycling process was 
continued. The spectra, thus collected, were divided into groups with 
all spectra in each group having the same count time. 
Later, after completion of the counting of the residual y 
1. 	 activity of the target foils, the spectra, which had been written on 
floppy disks, were transferred to the main computer at the Kelvin 
Laboratory for further analysis. This computer is a Digital Equipment 
Corporation's (DEC) PDP1O. Unfortunately it was not possible to link 
the TRACOR NORTHERN multi-channel analyser and the computer in a manner, 
which allowed some communication between the two machines. This proved 
to be a major problem, since all the data had to be transferred from the 
analyser to the PDP1O via a serial teletype link, operating at 240 
characters per second (2400 baud). The PD P10 computer was set up to 
accept characters from this teletype link in a high priority mode and 
write them to disk. This transfer method, although rather slow, (taking-
around 2J minutes for each spectrum of 4096 channels) was successfully 
used to transfer around 650 y  ray spectra without any corruption of 
the data. 
Having been transferred onto disk on the computer, the y ray 
spectra were written, in binary form, onto magnetic tape as a permanent 
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storage medium, from which they could be retrieved, when required, for 
analysis. 
2.3 	University of Mainz: Experimental System 
The following sub-sections give a description of the experimental 
system, employed at the Institut für Kernphysik. In order to avoid 
repetition, only those parts of the system, which differ significantly 
from the system at the Kelvin Laboratory, will be described. 
2.3.1 	Electron Accelerator 
The electron linear accelerator at the Institut für Kernphysik der 
Universität Mainz has a maximum energy of 450 MeV, following an up-
grading of the machine in October/November 1980, during which a ninth 
waveguide section and an extra klystron were added (Figure 2.2). The 
present nine klystrons produce radio frequency travelling waves of 
frequency 2.9985 G.Hz, which accelerate the electrons. Each klystron 
provides a maximum of 25 MW of r.f. power into the 9 sections of wave-
guide, each of which is 4.1 metres long, and which operate with a con-
stant field gradient. The radio frequency power is switched on by 
modulators, which provide a stabilised high voltage pulse to the klystrons,, 
connected in pairs. Further details of the Mainz LINAC, prior to the 
upgrading, were given by Ehrenberg et al. 
113
. 
For these experiments the accelerator was operated at 100 pulses 
per second with a pulse length of 3.5 ps, which results in a duty factor: 
of 3.5 x lO. 	The accelerator can provide peak pulse currents at its; 
exit around 70 mA with an energy spread of about 1%. After the electron 
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beam had been passed through the Energy Compression System and the energy 
analysis system, average currents between 20 i.iA and 30 iiA with an 
energy resolution of 0.13% were obtained. 
that 
Operation of the accelerator follows a similar procedure tOAout- 
lined in section 2.2.1 for the LINAC at the Kelvin Laboratory. The 
energy of the electrons is altered, either by attenuating the r.f. power 
or by varying the relative phase of the r.f. travelling waves between 
sections. The pulsed electron linear accelerator was thus used to pro-
vide electron beams with average currents on target always greater than 
20 jiA. 
2.3.2 Energy Compression and Beam Handling Systems 
The energy compression system on the electron accelerator at the 
University of Mainz. was used as the model for the system, which has been 
built and installed, at the Kelvin Laboratory.' Herminghaus and Kaiser 120 
give a full description of the principles of operation of such a system, 
so that only a brief summary will be presented here. 
The magnet system, which sorts the electrons in the bunch, according 
to the deviation of their momentum from the average momentum, is shown, 
schematically, in Figure 2.16, along with the beam optics through the 
magnet system. After passing through this combination of three dipoles,, 
the electrons enter a short section of r.f. waveguide. It is important 
that the phase of the r.f. travelling wave in this section is coherent 
with the bunch, so a small fraction of the radio frequency power, which. 
is supplied to the first stage of the accelerator, is routed, via a long' 
waveguide, to the correcting section. 
The compression factor, as defined in section 2.2.2, has been found. 
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FIGURE 2.16: Geometry of the Mainz E.C.S. (a) and resulting beam optics 
in the horizontal and vertical directions. Figure 2.16 (c) 
shows the result of using two pairs of quadrupoles either 
side of the system to focus the beam on a variable aperture 
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FIGURE 2.17: Improvement in LINAC energy spectrum obtained with the 
E.C.S. at Mainz. 
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to vary from 5 to 25, which depends on the length of the electron bunch 
and on the shift in phase, that the magnet system will produce, with 
respect to the correcting r.f. wave, for electrons with the maximum 
deviation, 6p 1 , from the average momentum, p. When coupled to the 
energy analysis system, improvements in the average beam current at 
the target between 4 and 6 have been obtained. Figure 2.17 shows some 
examples of the improvement in the LINAC energy spectrum, which have 
been obtained, using the energy compression system. 
The beam handling system, including the E.C.S., which transports 
the electron beam to the target, is shown, schematically, in Figure 
2.18. After leaving the E.C.S., the electron beam is deflected through 
900 into experimental area number 2 of Figure 2.2. This 900 deflection 
is achieved using three sector magnets, producing deflections of 600, 
3Q0 and 60° respectively. 
The energy of the ele'ctrons, which pass through this analysis 
system, is defined by a slit of variable aperture, which is situated in 
the focal'plane of the first magnet. The dispersion in this plane is 
around 0.1% per millimetre. The energy of the electrons is determined 
by measuring the magnetic field in this first magnet, using a nuclear 
magnetic resonance probe. The output energy spectrum of the accelerator 
can be measured, using an array of 20 secondary emission monitors, which 
are placed in the focal plane of the first magnet, although the energy 
defining slit remains unobstructed. These monitors consist of 2.5 mm 
wide tantalum foils, allowing a determination of the intensity distri-
bution to 0.25%. 
After leaving the third sector magnet, the electron beam is focussed 
onto a slit of width 1 mm. The following quadrupole doublet provides an 
aberration-free transmission of the electron beam into experimental hall 
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FIGURE 2.18: 	Beam handling system and experimental 
area at the Institut für Kernphysik. 
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at the centre of the scattering chamber. 
Along the length of the beam transport system, the electron beam 
is controlled, using eight ferrite induction monitors, and corrected, 
using steering coils. Movable beryllium oxide or zinc sulphide screens, 
positioned at suitable points, allow inspection of the beam spot, using 
remote cameras. The position, at which the beam strikes the target, is 
stabilised by an automatic correction system, consisting of a position 
monitor, which is placed 40 cm. in front of the target and which provides 
signals, that control horizontal and vertical steering coils. This 
apparatus enables the beam to be held steady on the target to within 0.1 
MM. 
2.3.3 	Charge.Monitor 
For the experiments at the University of Mainz, the total amount of 
charge, which was incident on the photonuclear target, was measured, 
using anon-intercepting ferrite induction monitor, whose design and 
performance has been described by Steiner at 
The monitor consists of a toroidal coil around the beam, which is 
positioned 40 cm before the centre of the main scattering chamber and, 
therefore, around 1.5 metres in front of the small chamber, used for 
activation of the. targets, as shown in Figure 2.18. The toroidal coil 
of 327 turns acts as a transformer, in which the electron beam forms 
the primary winding. The toroid is operated in high impedance, or 
resonant, mode, compared to the method, employed at the Kelvin Laboratory, 
in which the toroid operates in low impedance mode. The open-circuit 
mode of operation has two advantages, in that no high frequency com-
ponents are required, and that the signal from the toroid is measured 
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after the passage of each current pulse, thereby reducing the effect of 
radio frequency pick-up. 
The toroid is shown, schematically, in Figure 2.19. The voltage 
across the capacitor, C, oscillates with a low damping constant. 
The amplitude of this oscillation is directly related to the impulse, 
provided by the charge pulse. A small error is introduced by the inte-. 
gration of this signal and depends on the resonant frequency, w, the 
pulse length, t, and the damping constant, X. However, if the signal 
is measured near the peak of an oscillation and if X < 0.01w (which 
can be attained by a suitable choice of L, RL and C), this error is kept 
below 0.1% for pulse lengths up to 3s. 	The various circuit parameters 
are listed in Table 2.2. 
The low damping, which is required to satisfy the above condition, 
means that only very low pulse repetition rates can be used. To enable 
pulse repetition rates up to 1 KHz to be employed, an FET gate is used 
to short circuit the toroidal coil once the voltage integration has been 
performed. The toroid and associated electronics (from reference 121) 
are shown in Figure 2.19. The signal from the toroidal coil is passed 
to a pre-amplifier and then to a variable gain amplifier. A band-pass 
filter matches the signal to the following integrating circuit. 
The calibration of the toroid has been determined 12 , using a 
pulse generator, and also by comparison with a Faraday Cup. The tests 
with a pulse generator allow the error introduced by the length of the 
beam pulse to be quantified. Using these two methods,Steiner et al)-21 
have found, that the toroidal charge monitor has an accuracy better 
than 0.2% with pulse lengths up to 3.0 i.is and with average currents 



















FIGURE 2.19: 	Toroid Charge Monitor and associated Electronics 
used on 400 MeV electron LINAC at the University 
of Mainz, Institut fUr Kernphysik. 
TABLE 2.2 
Circuit Parameters for Toroid Charge Monitor used at the 
Institut für Kernphysik 
= 21v = 62k.Hz 	L0 	7.9 PH 
c = 310 p 	 p >1800 
L = 0.85H 	 RL > 1010c 
n = 327 
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2.3.4 Vacuum Chamber 
The irradiations of the targets were carried out inside a small 
vacuum chamber, which was coupled onto the rear of the main scattering 
chamber as shown in Figure 2.18. The small volume (9000 cm 3 ) and the 
absence of any thin windows meant that this chamber could very-quickly 
be raised to atmospheric pressure at the end of an irradiation. A 
single lever-action valve allowed the chamber to be isolated from the 
main scattering chamber, while access was gained through the large end 
window ('l5 cm in diameter) of stainless steel foil. 
The targets were mounted on a ladder, which was moved into position 
in the beam at the start of the irradiation. Since this chamber had 
no windows to enable the target to be viewed with a remote camera, the 
beam was aligned using a Be.O scintillator at the centre of the main 
scattering chamber. This position was adjusted and aligned, optically, 
using two telescopes. The position of the target ladder in the activation 
chamber could be varied continuously, rather than step-wise, so that, 
before the sequence of irradiations was carried out, the in-beam 
position was adjusted, so that the electron beam, having been lined 
up on the centre of the main scattering chamber, would pass through the 
centre of the photonuclear target. This alignment was also performed 
using a telescope, which was positioned on the axis of the beam and 
which viewed the centre of the main scattering chamber, looking in the 
up-beam direction. 	 . 
By using this small vacuum chamber, the time taken to transfer 
the targets,by hand, from the shielded experimental area to the 
counting room, where the Ge(Li) detectors were located, was fairly 
short, being in the region of 1.5 minutes to 2 minutes, compared with 




All the gold targets, used in the experiments at the University of 
MaiflZ, were of the same nominal thickness as those used at the Kelvin 
Laboratory. The thickness of each foil in the region, where the beam 
struck the target, was determined using the low energy photon absorption 
method, described in section 2.2.5. A tantalum foil of thickness 
0.125 nnn was used as a source of real photons through bremsstrahlung, 
as in the experiments at the Kelvin Laboratory. 
Each of the two gold foils used in any one irradiation, were sup-
ported on aluminium frames, 8 cm by 4 cm with a 2 cm diameter hole at 
their centre. Each foil was held by clamping between two such frames, 
which were then bolted together. The tantalum foil was clamped between 
the frames of the two targets and the whole assembly then mounted onto 
the target ladder, at 900 to the incident beam direction. After each 
counting period, the foils were removed and two new foils were inserted 
between the aluminium frames. 
2.3.6 	Detectors 
The two gamma ray spectrometers, which were used at the University 
of Mainz, were provided by Strahlen?entrum der Justus-Liebig-UniverSität, 
Giessen. Both detectors were of the open-ended coaxial type and were 
manufactured by Getac Instrumentbau. The specifications of the detectors 
are given in Table 2.1. 
The arrangement of the detectors followed exactly the same pro- 
that 
cedure as described in section 2.2.6. A similar method, toAused at the 
Kelvin Laboratory and at the University of Edinburgh, was employed to 
mount the targets on the aluminium can, which housed the germanium crystal. 
The absolute photopeak efficiency was determined, using calibrated 
gamma ray sources, as described in section 2.2.6 and Appendix 3. The 
stability of this experimental system is demonstrated by the fact, that 
the absolute efficiency was reproduced to within 1% for the two experi-
mental runs, which were carried out in August and December, 1980. 
2.3.7 	Signal Processing Electronics 
The electronics, which were used to process the signals from the two 
Ge(Li) detectors, are shown, schematically, in Figure 2.20. The output 
pulses from the pre-amplifier of each detector are passed to a pulse 
shaping main amplifier. These amplifiers were manufactured by Tenelec 
Instruments and incorporated the same features as the amplifiers des-
cribed in section 2.2.7. A time constant of 3 is and gains of around 
forty were used to allow conversion of pulses, corresponding to energies 
up to 2 MeV, by the analogue to digital converters, which had a maximum 
pulse height acceptance of 5 volts. 
The unipolar output pulses from the two main amplifiers were pulse 
height analysed, using a PDP11/23 microcomputer, which is manufactured 
by the Digital Equipment Corporation (D.E.C.). The computer operated 
a standard "kicksorting" program (CAMLAB), which is produced by Hytec 
Electronics. Two CANAC mounting A.D.C.s were used to digitise the 
pulses from the two main amplifiers. These were Wilkinson-type A.D.C.s 
manufactured by Nuclear Enterprises, with a conversion rate of 80 I'fllz. 
The A.D.C. s were interfaced to the LSI-11/23 microprocessor, which 
forms the basis for the PDP11/23 computer, through a CANAC controller. 
The digitised signals from each A.D.C. are stored in separate 
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FIGURE 2.20: 	Signal processing electronics and Pulse Height 
Analysis System used at the Institut für Kernphysik. 
or memory locations. Following conversion of the input analogue signal, 
the processor determines the channel, corresponding to the height of the 
input pulse, and increases the contents of that memory location by one. 
Each memory location consists of 22 bits, allowing a maximum of about 
1 	 23 million counts per channel (2 	- 1). 
During accumulation of data, background software routines provide a 
visual display of the y-ray spectra on a cathode ray tube. Commands, 
which are entered on a console teletype, and data servicing are handled 
by interrupts to the processor. Each A.D.C. converts eight pulses 
before sending an interrupt, which causes the program to read a block 
of data. The system incorporates a real time clock, which is also 
handled by interrupts and is given the highest priority. Figure 2.21 
shows a block diagram of the aftware routines, provided by the CA}ILAB 
program. 
The deadtime in the analysis system was measured by injecting 
pulses into the pre-amplifier of 'each detector. The shape of the pulses 
from the pulse generator was adjusted to simulate a real pulse from the 
detector itself. A pulse repetition rate of 677 pulses per minute was 
used, with one pulser being used to trigger the other. The amplitude 
of the signals was adjusted, so that the position of the peak,. corres 
ponding to this amplitude, lay near the upper limit of the energy scale 
of the y-ray spectrum. 	The region, around 1.9 14eV., contains few y-ray 
peaks, so that the pulser peak rests on a fairly low background. 
By measuring the area of the peak, A.. , corresponding to the pulser 
signal, the total deadtime in the A.D.C. and the random pulse summing 
losses in the main amplifier can be determined, since each signal from 
the pulse generator is handled as if it had originated in the active 
target. ' Knowing the 'pulse repetition rate, R 	 the correction factor 
and the percentage pulse losses, D, can be determined as follows,, 
BLOCK DIAGRAM OF CAMLAB START -UP
SOFTWARE ROUTINES 	 sri RESTART STATUS 
TELrrYPE PUNCH 	 4 	- 
TrrYPE )YBOARD 
COMMAND SERVICE 	 4 
ROUTINE 
REAL TIME CLOCK 	 ) 4: 
CAJ4AC LIVE TIME 35 
9060 
INPUT SIGNALS 
CAMAC A.D.C. 	9060 	j 
DISPLAY ROUTINE 
BACKGROUND SOFTWARE 
TO REFRESH V.0.1) 
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FIGURE 2.21: 	Schematic Representation of Software used on the 









D 	= 	100 x (1 - R 	
(2.9) 
pT 
where CT  is the count time for the sDectrum. 
Deadtimes, ranging from 1% to 50%, were recorded in the experiments 
at Mainz. The largest corrections were made at the start of each - 
counting sequence and were due to the presence of gamma rays with decay 
time constants in the range 2 - 10 minutes and the fairly short time 
( 2 minutes), which had elapsed between the end of each irradiation 
and the start of the subsequent gana ray counting. 
2.3.8 	Data Storage 
The pulse height analysis program was used to operate the computer 
in an automatic mode, in which a gamma ray spectrum was simultaneously 
collected from each detector for a preset count time, and then written 
onto floppy disk. The two 4096 channel spectra were written onto the 
floppy disk in 4 seconds, after which the memory locations were cleared 
and the cycle restarted. The number of such cycles was also set before 
commencement of data accumulation. After this preset number of cycles, 
the count time was increased to allow the collection of data on the 
longer lived isotopes, which were present. 
The PDP11 computer was subsequently used to transfer the data from 
the floppy disks to the PDP10 at the Kelvin Laboratory. This was accom-
plished by using the CAMLAB program to read the spectra from floppy disk 
back into the computer memory. The spectra were then transferred using 
the same serial teletype link, which is described in section 2.2.8. 
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The spectra were written on disk in binary form. Each 4096 channel 
spectrum required 18 k bytes of storage space and, since a total of 400 
spectra were collected, during the experiments at Mainz, it was necessary 
to transfer the spectra from disk onto magnetic tape, retaining, on disk, 
only those spectra currently being analysed. 
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CHAPTER 3 
DATA ANALYSIS AND EXPERIMENTAL RESULTS 
3.1 Analysis Procedure 
The aim of the data analysis is to determine the yield, with vary-
ing electron energy, for both electron and photon induced multiple 
neutron emission (Y(E,xn) vs. E  	and  Ybr(EeXfl) 
 vs. E  	res- 
pectively). The same analysis procedure was used on all the data, 
which was collected. 
Firstly, the gamma ray spectra were analysed to determine the 
areas and energies of all the photopeaks. The decay rate for each 
gamma ray was then calculated, using the measured absolute photopeak 
efficiency of the detectors and the collection time for the particular 
spectrum. The results for corresponding y-rays from consecutive 
spectra were, subsequently, combined to produce a decay curve for each 
y ray. These decay curves were then analysed to determine the initial 
decay rate of each identified isotope at the end of the irradiation 
period. The yield of each isotope per electron per unit target thick-
ness can then be calculated, using the various electron beam and 
target thickness parameters,' which characterise each irradiation. 
3.2 Analysis of the Gamma Ray Spectra 
Examples of the y  ray spectra, which were obtained in these experiments,. 
are shown in Figures 3.1 and 3.2, where the energies and parent isotopes 
of some of the photopeaks are indicated. As these figures show, the 
spectra are extremely complicated and include many regions, where peaks 
overlap. In order that the areas of both single peaks and each member 
of the overlapping peaks could be determined, some form of peak fitting 
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FIGURE 3.1: 	Example of part of a y-ray spectrum from an activated Au 197 
target taken around 1 minutes after the irradiation with 
a count time of 2 minutes. 
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FIGURE 3.2: 	Example of part of a ?-ray spectrum from an activated Au 97 
target taken around 2 hours after the irradiation with a 
count time of 1 hour. 
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was found necessary. 
The fitting of the gamma ray peaks was achieved, using the coin-
puter program, SANPO, which was written by Routti and Prussiri 122) ,123) 
Full details of the sections of the program relevant. Lo these experi-
ments are given in Appendix 5. The.-remainder of this section is devoted 
to a description of the procedure, which was employed to determine the 
energies and decay rates of the various y rays. 
3.2.1 	Calibration of the Photopeaks 
Prior to each experimental measurement, the y ray spectra of 
calibrated sources were recorded. The sources, which are listed in 
Table 1.1 in Appendix 3, produce strong, well-separated peaks, which 
can be used to determine the shape of the full energy peak over the 
photon energy range of interest. As described in Appendix 5, the 
form of peak, to which the data wee fitted, consisted of a Gaussian 
curve with an exponential "tail" on both the high and low energy sides.. 
The calibration spectra were used to determine the variation with 
channel number (and, therefore, with energy) of the three parameters, 
which describe the .shape of the photopeak; the full width at half 
maximum height (FWHN) of the Gaussian curve and the distance from the 
peak centroid to the junction with the exponential curve on both sides 
of the peak. The decay constants of these exponential "tails" are - 
determined by the peak height, the width of the Gaussian curve and the-
distance to the junction point. The result of this fitting procedure 
to determine the shape of a single peak is shown in Figure 3.3. 
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FIGURE 3.3: Example of the shape calibration fit to a single gamma ray 
'peak in order---t-o--determine the peak width', and The lower and 
upper tailing parameters. The residuals (or differences) 
between the data points and the fit are shown underneath the 
main plot. 
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FIGURE 3.4: 	Example of the peaks found in a y—ray spectrum (count 
time 1 hour) by the automatic peak search routine in the- 
122) ,123) 





















3.2.2 Assignment of Gamma Ray Peaks 
As a first step to the determination of the decay rates of the 
Y 	rays, the approximate positions of the peaks in each spectrum were 
determined. This was performed in two stages. Firstly, an automatic 
search routine in the program, SA1PO, was employed to deduce the 
positions of the strong, single peaks. Secondly, on-line editing of 
this list completed this stage of the analysis. 
It was necessary to edit the list of peaks, since the automatic 
search routine was only capable of finding well separated peaks. Where 
a multiplet of overlapping peaks existed, the search routine usually 
found only one member of the group. The editing was carried out, by 
viewing each spectrum in sections of convenient length and adding, or 
removing, peaks as necessary, using a computer terminal, provided with 
an interactive graphics facility. For example, in Figure 3.4, the 
search routine found only the peaks, indicated by an arrow, and other 
peaks were added at the approximate positions shown. The final list 
of approximate peak positions then provided the starting point for the 
full peak fitting procedure. 
3.2.3 Determination of the Photopeak Area 
The areas of the y ray peaks were found by fitting the functional 
form for the photopeak to the data points. 	The range of channels, over 
which each fitting operation was carried out, and the number of peaks 
included in each section, was determined by the distribution and spacing: 
of the peaks and by the parameters, which describe the functional form 
of these peaks. 'Up to six peaks could be included in any one fitting 
operation, the choice being made by the program, SANPO. 
01 
gum 
During the fitting procedure, the height of the Gaussian curve above 
the background, the centroid position of the peak, and the height of the 
background were allowed to vary until a minimum in the chi-squared space 
was reached. A second order polynomial was used to represent the smooth 
Compton background. An example of the fits to both single and multipl 
peaks is shown in Figure 3.5. An excellent fit has been obtained, in 
this 'figure, with only partially resolved photopeaks, due to the fact, 
that the peak shape, and in particular its full width at half maximum, 
iswell.known. The program, SAMPO, also provides an estimate of the 
statistical error in the resultant area of each peak. 
Once the peak centroid has been determined, the energy of the y 
ray is calculated by linearly interpolating between other peaks of known 
energy in the spectrum. This method was employed, instead of using a 
polynomial function to represent the dependence of the energy upon the 
channel number, since it automatically allows for small drifts in the 
position of the photopeaks from one spectrum to the next. In addition, 
difficulties were encountered in finding a polynomial function of 
reasonably low order, which provided an adequate energy calibration 
over the whole energy range from 100 keV to 2 MeV. 
The absolute photopeak efficiency for each gamma ray, c(E), was 
then calculated by inserting the y ray energy into the function, repre-
senting the detection efficiency, which is given in equation (3.1). 
P 
	
E: (E ) 	= 	P(E 2 + P.3 .exp(P4 .E )). 	(3.1) 
-y. F y 	 y 
The method of determining the parameters, P (i = 1-4), is described 
in Appendix 3. - The efficiency, c, includes both a geometrical factor 
for the solid angle, subtended by the detector, and the intrinsic photo-' 
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FIGURE 3.5: 	Examples of the fits to single and multiple peaks in the 
197 Au 	y-ray spectra using the previously determined shape: 
calibration parameters.. The residuals (or differences) 













The y decay rate, 	was calculated, using equation (3.2). 
The error in the decay rate, LR, was determined by combining, in 
quadrature, the relevant errors in the peak area, A, the detector 
efficiency, c, and the deadtime correction factor, f. For the 
strongest peaks, the error was found to be about 3 - 7%, increasing 
to perhaps 25% for very small peaks of low statistical accuracy. 
R = ___ 
I 
(3.2) 
where T = count time for the spectrum. 
The decay rate, as calculated in equation (3.2), is a good approxi-
mation to the true decay rate, A 1 , if T < -r i , where Tj is the 
	
half-life for the decay. 	The counting sequence, employed in these 
experiments, was chosen so that this condition was always fulfilled. 
That this approximation is reasonable, can be seen as follows. Suppose 
a gamma ray spectrum is collected over a count time, T, at a time AT, 
after the end of an irradiation, then, 
it. 	= 	- [N..exp(- -- (AT - N0 .exp(- 	- (AT +
Ti 
It follows, that, 
R 	= 2.4 . sinh(- 	.L) 	exp(- £n2T) 	 (3.3) 
where Ti = half-life for the decay 
N0 	= 	initial yield. 
However, the true decay rate, A, at time, AT, from the exponential 
decay curve is given as 
n2 . 	. 	£n2LT 
A 	- N exp(- 	) 	. 	 (3.4 
I Ti 0 T 
2 
By comparing equations (3.3) and (3.4), we see that, to obtain the 
true decay rate, A from the experimentally determined rate, R1 , it 








If T = T, this factor is 1.02 and, if T < 0.5 x 	the correction 
is less than 0.5%. Since the above condition was satisfied -for most of 
the y ray counting undertaken, this correction is considered negligible. 
3.2.4 Gamma Ray Counting 
From the analysis of the y ray spectra, which were recorded at 
each electron energy, tables of the energies of the I rays, E, the 
y decay rate, R1 , and the error in this rate, AR 1 , were obtained 
at a sequence of increasing elapsed times, •T 1 (i.=l,2,... N) after 
the irradiation. An example of .the counting sequence, employed at the 
Kelvin Laboratory and at the University of Edinburgh, is given below, 
where the initial time, which elapsed after the irradiation, would have 
been around 3-4 minutes. 
T. 	= 	4 minutes, 
1 
= 16 minutes, 
= 2.5 hours, 
= 18 hours, 
i 	= 	1,2 ....., 6 
i 	= 	7,8 .....,l4 
I 	= 15 1 16,..., 30 
i 	= 31 ....., 40 	. 
The above counting sequence allowed the collection and identification of 
y rays with half lives ranging from 4minutes up to 6 days. 
For the experiments at the University of Mainz, the following count. 
aim 
sequence was employed, since the total time available for the experi-
ments, was much restricted over that available at the Kelvin Laboratory 
and at the University of, Edinburgh. 
T. 	= 	2 minutes, 	i = 1,2,..., 6 
= 	4 minutes, 	i = 7,8,9 
= 16 minutes, 	i = 10,11,..., 15 
= 1 hour, 	i = 16,17,...,.20. 
This sequence of count times did not allow.a measurement of the longer 
half-lives but the experiments, which had previously been carried out 
at the Kelvin Laboratory, provided all the necessary information for 
the identification and analysis. of these particular decays, so that 
no information was lost. 
3.3 Production and Analysis of the Gamma Decay Curves 
The results of the analysis of the gamma ray spectra were combined 
into decay curves and these were then analysed, using a set of com-
puter programs, which were based on those written by Morrisey et al)  24 
at the University of California. 
The first of these programs, SAMT1, was used to produce a decay 
curve for each energy of gamma ray present. This was accomplished,' by 
selecting each gamma ray energy in turn, and then searching through the 
remaining results in that spectrum and in subsequent spectra for other 
gammas with energies within ± JA of this energy. Having founda gamma 
ray within this energy window, a new mean energy for 'the particular 
gamma, E1 , could then be calculated. The energy selection window, 
, is given by equation (3.6). 
= 10910() - 1.5 •. 	 (3.6) 
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Equation (3.6) gives a value of ± 0.5 key for E. = 100 keV and 
± 1.5 keV for E = 1 MeV. For any one experimental run, this process 
was carried out on up to 40 spectra with as many as 80 gamma ray photo-
peaks in each spectrum. The energy acceptance window, as given in 
equation (3.6), was found to be most successful in selecting the corres-
ponding gamma rays with few, if any, errors. The output from the program, 
SA1fl:'.1, thus consists of a table of the gamma rays present, along with a 
list of the elapsed time since the radiation, the gamma decay rate and 
the error in that decay rate for each gamma ray energy. 
The second program in this set, TAU2, was then used to analyse 
each of these decay curves. This program permits on-line analysis of 
the data by displaying on a semi-logarithmic scale both the decay 
curve and the result of a fit to the data. Due to the complicated 
nature of the decays, many. curves exhibited two half-life components, 
which the program was also able to analyse. The initial decay rates, 
were determined by fitting a straight line to the data points on 
a semi-logarithmic scale or, for a two component decay, two independentI.] 
lines 
The isotopic identification was achieved by comparing the fit to 
the data, which was obtained, using the accepted half-life of the isotope. 
The accepted half-lives, gamma ray strengths and other pertinent 
information were obtained from the gamma ray catalogue 125 , which is 
compiled and edited by Reus and Westmeier at the University of Marburg 
and by Warnecke at the Gesellschaft für Schwerionenforshung (GSI), 
Darmstadt. This catalogue is stored on disk and can be directly accessed 
by the decay curve analysis program. A typical sequence of analysis 
would be; to display a decay curve on a semi-logarithmic scale, along -
with the information on the 20 y rays which were nearest in energy 
to the displayed y - ray; select a half-life from the displayed list of 
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possible y rays and then use the accepted half-life of the selected 
y ray to fit the data. After scrutinising the fit the isotope producing 
the y ray in question: would be accepted or another y ray selected. 
This method of analysis was employed, since it combined both opera-
tions of fitting the data and producing an identification of the isotope 
concerned. A more detailed description of the analysis program, TAU2, 
and the gamma ray catalogue, employed, is given in Appendix 6. Figure 
3.6 shows examples of fitted decay curves, which agree very well with 
the accepted half-lives, even for two component decays. 
The initial decay rate, A , of the identified parent isotope 
0 
was calculated from the results of the fit to the data, using equation 
(3.7) 	 R 
-r 
A 	= 	, 	 (3.7) 
0 
I 
where R 	= result of the fit to the data 
YO 
IY = gamma ray strength. 
The results from the decay curve analysis procedure thus consist 
of a list of gamma ray energies along with their isotopic ;identifica- 
tion, the half-life of the isotope, the initial decay rate and the error 
in the initial decay rate. 
3.4 Determination of Reaction Yields 
The initial yield of the parent isotope for each ga mma ray, iden-
tified in the decay curve analysis, can be calculated from the initial 
activity, A0 . In general, only yields, determined from strong gaa 
rays, were accepted, and any -r rays, which had an absolute intensity 
of less than 1%, were rejected, due to the poor statistical accuracy of 
the data, obtained - from these decays. 
Table 3.1 lists all the isotopes, which have been identified in these 
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FIGURE 3.6: 	Examples of single and two-component decay curves. The 
fits to the experimental decay rates have been obtained 







experiments, along with the gamma rays and their intensities, used in 
determining the yield for the particular isotope. The first part of 
this table lists all the isotopes, for which cross sections were cal-
culated, while the second part gives all other isotopic identifications. 
The initial yield, Y, was calculated for each of the gamma rays 
as follows, 
Y 	= 	A t/2n2 
	
(3.8) 
The yield of each reaction product was determined as the average 
of the yields, 1 ' from each gamma ray identification. This average, 
Y, was weighted by the errors, AY., carried forward from the decay 
curve analysis. The error in the yield of each reaction product was 
taken as the standard deviation in the mean of the yields, weighted by the 
appropriate error. Thus, 
N 







N 	= number of gamma rays, identified for each isotope. 
N 	 N. 




i=l 	 i=l 
In the case of long-lived isotopes, where a number of gamma rays 
were identified, the relative error was found to vary between 2% and 10%,. 
depending -on the statistical accuracy of the individual yields. For -
short-lived isotopes with half-lives of the order of a few minutes, most 
often only one gamma ray was identified. In that case, the error was 
taken from the decay curve analysis,, which ranged from 8% to 15%. 
As a first step to determining the cross sections for the electron 
TABLE 3.1 
IdentifiedIsOtOpesand'Decay Data on Principal y Rays 
a) 	Isotope Half-life y Energy (key) y Intensity (%) Reaction 
Au 196g 




9.70h 147.8 43.80 (y,n)m 
188.2 31.20 

























Au 190 42.8m 295.82 72.5 (,7n) 
301.82 23.90 



































































TABLE 3;1 (Contd.) 






8.84m 265.6 100.0* (y,9n) 
340.0 23.5 
10.7m 191.5 56.0 (y,lln) 
298.8 23.0 




























183 Ir' 	 55m 
TABLE 3.1 (Contd.) 
b) 	Isotope Half-life y Energy (keV) 	y Intensity (%) 	Reaction 
1r 182 15m 127.3 34.8 
273.0 43.50 
912.3 8.78 
1r181 4.90m 117.9 Ii 
318.92 2.20 
0s 18° .22ni 103.8 25.30 
902.4 110.20 
t 	At the time of writing, the most recent reviews available in 
Nuclear Data Sheets 127) are:- 
Au 189 - Vol. 12 	(1974) 
Au 188 - Vol. 33, No. 	2 	(1981) 
Au 185b_ Vol. 33, No. 	4 	(1981) 
* 	- 	relative intensity; m 	- 	indicates production of inetastable state. 
u 	- 	y Intensity unknown; 2 	- 	indicates, one component of a 
2 component decay. 
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and photon induced reactions, the yields were normalised to the same 
target thickness and integrated beam current. Both of these parameters, 
which characterise a particular experimental run, contribute to the un-
certainty in the final result. However, since both targets in any one 
irradiation are subject to the same beam conditions, the uncertainty 
in the amount of charge, which has passed through the photonuclear 
target, is only included after the stage, where the electron and photon 
induced activities have been separated. Each of the above mentioned 
uncertainties contribute around 2% to the final relative error. 
The normalised yields, N 1 and N21  for the front target (sub-
ject to electron activation only) and for the rear target (subject to 
both electron and bremsstrahlung activation), respectively, were cal-




d , 	 (3.10) 
J 
where 
j = 1 	corresponds to the front target 
j = 2 	corresponds to the rear target 
= measured average yield 
ii = relevant target thickness (g.-cm-2  ) 
14A = atomic weight of target isotope (g) 
NA = Avogado'.s number 
Ne = Number of electrons, which passed through the target. 
The factor, d, is included to correct for the decay of the re-
action product, during the irradiation. It is of significance only when 
the irradiation time .is comparable with, or greater than, the half-life 
of the particular isotope. Assuming that a fairly constant beam current 
can be obtained over the irradiation time of 10-30 minutes, the factor, d 
is given as. 	 . 
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where T   is the irradiation time. 
In the limit of very thin targets and radiator foil, the photon 
induced activity would simply be given by N 2 - N1 . However, some cor-
rections have to be made to take into account the effects of finite 
foil thickness. These effects include the energy lost by the electrons 
in-passing through the foil stack and the bremsstrahlung, produced in 
the target foils themselves. These corrections, to first order, have 
been given by Barber 47 , specifically for this type of experiment, where 
a 3-foil, stack of target, radiator and target is employed. The cor-
rections, .as applied to the experimental results, obtained in these 
experiments, are described fully in Appendix 7. 
3.5 Experimental Results 
The yield functions for electron and for bremsstrahlung induced reac -
tions are shown, in Figure 3.7. The experimental results are also 
tabulated in Appendix 8. In' the bremsstrahlung yield curves, the quantity, 
which is plotted, is the yield per equivalent quantum, where the number' 
of equivalent quanta, Q, at each electron energy, E, is given, by 
E 
0 
Q 	= 	j- J K(E,E  i ).E rdEr , 	 (3.12). 
0 
0 
where K(E0 E.) is the bremsstrahlung spectrum (as defined in section 
1.3.1), E 0 is the electron kinetic energy and E1 is the photon energy. 
The yields, quoted in these units, are then independent of the thickness' 
of the radiator, and this allows an intercomparison between different 
experimental data, where the same normalisation has been applied. 
The yield functions for the electron and bremsstrahlung induced 
10 
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reactions exhibit the same general features, in that the yield rises 
more rapidly with electron energy for increasing number of neutrons 
emitted. The increasing reaction threshold with the number of neutrons 
emitted is also evident from the two sets of yield curves. 
Additionally, the reaction yields for the four selected electron 
energies, 70, 140, 240 and 340 MeV, are plotted against the number of 
neutrons emitted in Figure 3.8. . These exhibit the characteristic rapid 
decrease in the yield with increasing number of emitted neutrons, which 
is almost exponential for numbers of neutrons emitted between 4 and 7. 
It should be noted, that, for isotopes further from the target isotope 
than Au 190, absolute gamma ray intensities are not known (apart from 
1B6A Au 	) Thus, the fluctuations, exhibited between the yields of the 
189m 	188 	185b isotopes, Au 	, Au and Au 	, are almost certainly due to the 
use of relative gamma ray intensities for these reactions. 
Gamma rays from the.decay of Au 
187  to Pt 187 were not observed, 
even although the half-life of 8 minutes 'means, that the detection 
of these y rays should have been possible. However, the possi- 
	
187 	. 	126) 
bility of the alpha decay of Au exists 	, leading to the isotope 
183 1r 	, which has a 0.9 hour half-life. As Table 3.1 shows, the 
presence of this isotope was detected. However, it is not possible 
to determine its exact means of production. 
In Figure 3.8, two points have been plotted for each of the re-
actions (electron and bremsstrahlung), leading to the emission of a 
single neutron. The lower point of each pair corresponds to the pro-
duction of the second isomeric state in Au 
196  at 595.4 keV, which has 
a spin and parity of 12. The ratio of production of this isomer to 
the production of the ground state is nu l0 , which is fairly surprising,. 
since a comparison of the yield curves for the production of the isotopes 
Aul96 and Au 196G indicates, that most of the isomeric production occurs 
Iv 
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in the giant resonance region. It is difficult to explain how an isomer 
can be produced, which has such a large spin, when the nuclear excitation 
is probably in the energy range 8-16 NeV. However, the identification 
of this particular isomer is certain and is confirmed by the decay curve 
for the 147 keV y ray, emitted in its subsequent decay to the ground 
state, which is shown in Figure 3.9. 
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CHAPTER 4 
PHOTODISINTEGRATION AT HIGH ENERGIES (50-350)MeV 
4.1 	Introduction 
As indicated in section 1.5.3, the cascade model of high energy 
nuclear reactions has been extensively used to describe the various 
features of these processes. The calculations, performed here, use the 
cascade and evaporation model, PICA, developed by Gabriel and 
AlsmillerlOB). This model is based on the earlier cascade calculations 
of BértiniO7) and employs Monte Carlo techniques. 
The intention, here, is to compare the results of the cascade-
evaporation calculations with the yield functions for (y, xn) reactions 
in 197 Au; particularly for cases where x >.3, since it is then known 
that the nuclear excitation involved must have been greater, than about 
40 MeV. For x 	3, the yields are dominated by the large neutron 
production cross section in the giant resonance region. Here, a com-
parison has been made with the measured quasi-monoenergetic cross 
sections of Veysièrre et al. 
20)  at low photon energies combined with the 
results of the PICA calculations at higher energies. 
The use of Monte Carlo techniques requires a great deal of computer 
time. Initially, the calculations were carried out on the I.B.M. 
370/150 computer at the Northumberland Universities (NUNAC). Following 
the closure of the computer link between the Edinburgh Regional Com-
puting Centre (E.R.C.C.) and NUMAC, the computer code was transferred 
to the N.A.S. 7000 computer at the Daresbury Laboratory, where all sub!--. 
sequent calculations have been carried out. 
The comparison of the results of these calculations with the 
(y, xn) data, presented here, provides an important test of the cascade 
plus evaporation model over a wide range of photon energies (60 14eV- 
-78- 
350 MeV). 
4.2 The Cascade-Evaporation Model, PICA 
A full description of this model is presented in references 108-110. 
Therefore, only a brief outline of its main features will be given here. 
The model of the nucleus uses the proton density distribution 
obtained from the electron scattering results of Hofstadter 131) with 
the assumption of an equivalent neutron density distribiition. Thus, the 
nucleon.density, p(r), at any point, r, is given by, 
P (r) 	= 
	p1 	
(4.1) 
exp((r -C)./Z 1) + I 
The parameters, C and Z 1 , are given as 1.07.1013.A1'3  cm and 
0.545.10- 
13 
 cm, respectively. In the PICA calculations, this smooth 
distribution is approximated by three regions of uniform density, 
formed byconcentric spheres. The radius of each of the three spheres 
is given by the solution of equation (4.2), where a
l  = o• 	2 = 0.2 
and a = 0.01. 
p(r) = a. p(r =0) 	1 = 1,2,3 
	
(4.2) 
The momentum of the nucleons inside the nucleus is given by a zero 
temperature Fermi distribution, so that the momentum distribution in the 
i'th region is 
87r w. 
f1(p) 	= 	i . 	, 	 (4.3) 
h 3 P i  
where w. .= number of protons (neutrons) in the ith regiOn 
= proton (neutron) density. 
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The normalisation of the momentum distribution is obtained by performing 
the following integration for each region 
Pf 
f(p)dp 	= number of protons (neutrons) 	(4.4) 
0 	 in i'th region 
The calculation proceeds as follows:- 
An initial photon-nucleus interaction occurs, which is highly 
localised within the nuclear volume. 
At the secondary interaction stage high energy nucleon-nucleon 
collisions take place (the cascade process). 
After equilibration, the evaporation stage is reached, in which 
	
i 	the emission of further particles is described by the Statistical 
Model of nuclear reactions. 
4.2.1 The Initial Photon-Nucleus Interaction 
In the photon energy range from 40 MeV to 350 MeV two types of 
interaction are assumed possible; namely, the interaction with a cor-
related neutron-proton pair at all energies and interactions with a 
single nucleon above the appropriate threshold leading to 7.  meson 
production. The site and type of any such interaction is determined 
using standard sampling procedures in conjunction with measured cross 
section data. The Pauli exclusion principle is satisfied by requiring 
that any nucleons, resulting from the initial interaction, have energy 
above the Fermi energy in the nucleus. 
WOOM 
4.2.1.1 The Interaction of a Photon and a Quasi-Deuteron 
The quasi-deuteron model of Levinger 31)  was introduced as a means 
of describing the interaction of high energy photons with nuclei through 
an electric dipole process. The absorption of the photon takes place on 
a correlated neutron-proton pair., which are within the range of the 
nuclear force of each other. This leads to the deduction that the 
quasi-deuteron wave function is proportional to the wave function of 
the real deuteron in its ground state, so that the quasi-deuteron cross 
section can be written in terms of the real deuteron cross section as 
follows: 
a (E = 	L 	A ad 	 (4.5) 
Z,N = number of protons, neutrons 
A = mass number. 
In the PICA calculations, the Levinger parameter., L, is taken as 10.3. 
The original quasi-deuteron model made no allowance for the effects 
of Pauli 'blocking', which are important at low photon energies in the 
range 40-60 MeV. Levinger s
96) 
 modification of this model includes an 
empirically determined 'quenching factor' in the quasi-deuteron cross 
section, as shown in equation (4.6). 
NZ 
a 	CE) 	= 	L mqd y A 	eXP(D/E) 	 (4.6) 
Levinger has suggested a -value of 60 MeV for the parameter, D.. In the 
calculations with the cascade model, PICA, the above defined quenching 
is unnecessary, since the requirement, that any nucleons from an inter-
action have energy above the Fermi energy for the reaction to proceed, 
takes account of the Pauli blocking effects. 
Statistical sampling techniques are used to select the angle of 
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emergence of the proton and the kinematics of the process then define 
the neutron angle and the final energies of the proton and neutron. The 
initial energy and momentum of each of the proton and neutron are also 
obtained by statistical sampling techniques, using the Fermi momentum 
distribution of equation (.4.3). In selecting the emergent angle for 
the proton, the fact, that the binding energy for the real deuteron 
is negative, whereas the neutron-proton pair has positive relative 
energy in the quasi-deuteron rest frame, is taken into account by 
making the energy in the centre of mass of both systems equal. 
The deuteron photodisintegration cross sections used in the PICA 
calculations are taken from the theoretical work of Partovi 132 for 
photon energies below 140 MeV and from the measured data of Matthews 133)  
and Tollestrup and Keck 134) for photon energies above 140 MeV. The 
total deuteron photodisintegration cross section is shown in Figure 4.1. 
4.2.1.2 	Photopion Production. 
For initial photon energies above 160 MeV, the possibility of 
photopion production is taken into account. The impulse approximation 
is used by treating the pion production as a single nucleon process. 
The cross section for photopion production is taken from measured .data 
on free nucleon photopion production 135)- 142) 	charge symmetry is 
assumed, so that the interactions,, listed below, are equivalent. 
+ y+p+n+71 	<=. y+n+p+lr 
0 	 0 .Y+p+p+1T <==> •r+n+n+71 
The initial nucleon momentum is obtained by sampling from the Fermi 
momentum distribution and the site and type of the interaction are deter-
mined from the nucleon density and the free nucleon cross sections. The 
-82- 
'it mesons are assumed to be emitted isotropically in the centre of mass 
system, which has been shown by the experimental results of Beneventano 139 , 
although some backward asymmetry appears to be present for photon - 
energies above about 260 MeV. 
The angle of emission in the centre of mass co-ordinate system is 
determined by the sampling method and then the kinematical relations for 
the" process are used to determine the pion and nucleon energies. The re-
coiling nucleon is required to have an energy above the Fermi energy so 
that the Pauli exclusion principle is satisfied. The data used for the 
total it production on a single nucleon is shown in Figure 4.2. 
4.2.2 The Intranuëlear Cascade Process 
The initial photon-nucleus interaction produces high energy nucleons 
and pions. The intranuclear cascade model developed by Bertinil07)  is 
then used to determine the effect of secondary particle-nucleon 
interactions. Since the particles involved are of high energy, it is 
assumed, that the process can be reasonably well described by the cor-




Charge exchange. interactions 
Pion absorption on two nucleon clusters. 
The statistical sampling technique is used, along with the in-
cident particle direction and energy and the experimentally measured free 
particle differential scattering cross sections, to determine the site 
and type of any secondary interaction. For such an interaction to 
proceed, the resulting nucleon energies must be above the Fermi energy 
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The recoiling nucleon or pion from each cascade step is then traced 
through the nucleus until it either escapes or undergoes another inter -
action. A cascade particle can only escape if its energy is above a 
certain cut-off value, which is equal to the height of the Coulomb 
barrier for protons and zero for neutrons. When the energy of a par-
ticle falls below the appropriate cut-off energy, its energy is assumed 
to be shared equally among the remaining nucleons in a process of 
equilibriation. During the intranuclear cascade stage, the particles, 
which are assumed to be able to escape, are neutrons, protons and 
charged and neutral pions. Complex charged particle emission is not 
considered. Following the emission of the high energy cascade par-
tides, the residual nucleus is thus left in an excited state in thermal 
equilibrium. 
4.2.3 The Evaporation Process 
Once the nucleus has reached a stage of equilibrium, the Statis-
tical Model is used to determine the evaporation of further particles. 
The model considers the possibility of evaporating neutrons, protons, 
alpha particles, He 3, tritons or deuterons. The statistical theory, 
143) 	 144) 
first suggested by Weisskopf 	, and developed by Dostrovsky et al. 	31 
is used to determine the evaporation of particles. The version of this 
model, developed by Dresner 1 , is used in the calculations presented here. 
This model requires the input of the parameter, a, in the ex-
pression governing the nuclear level density, W(E), with excitation 
energy, E, given by, 
I 
W(E) 	= 	C . exp(2.(aE) 2 ) (4.7> 
where C = constant. In the calculations, presented in this thesis, a 
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value of A/8, where A is the atomic mass, was used for the parameter, a. 
Since the histories of all emitted particles are retained for 
any one incident photon energy, their energy spectra and angular distri-
butions can be determined. The distribution of residual nuclei can also 
be found by considering the incidence of many photons. Around lO 
incident cases were considered for each photon energy, of which, typically, 
between 2 and 7%, actually led to an interaction and subsequent high 
energy nucleon cascade. 
4.3 Comparison of Photoneutron Yields with Cascade-Evaporation 
Calculations. 
The measured yields of the products from (y, xn) reactions can 
be compared with the results of the PICA calculations by forming the 
yield curve with varying electron energy from the calculated mono-
energetic photon cross sections. The yield per equivalent quantum, 
Yq (E0 xii) is given as, 
E 
o 
Yq (E0 ,) 	 = J 	,m)N(E0 ,E)dE/E , 	 (4.8) 
where cY(E, xn) is the calculated cross section with varying photon 
energy, E1 , N(E 0 ,E1) is the bremsstrahlung intensity and E 0 is the 
kinetic energy of the electron. The number of equivalent quanta, Q, 
in the bremsstrahlung spectrum is defined in equation (3.12). 
In the case of the low neutron multiplicities, where x 3, the 
measured data of Veysièrre et al. 20 has been used for photon energies 
below 30 14eV, while the results of the cascade calculations have been 
employed at photon energies above 35 14eV. The cross sections for the 
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illustrate the region.between 30 14eV and 35 14eV, where interpolation 
was necessary to determine the reaction cross section. The comparison 
between the experimental and calculated yields is shown in Figures 
4.3 - 4.7. In Figures 4.8 and 4.9 the results are plotted against 
the number of neutrons emitted at the selected electron energies of 
70, 140, 240 and 340 14eV. 
Since the production of a single neutron follows mainly from the 
decay of the giant dipole resonance, the comparison between the 
measured yields and the calculated results, shown in Figure 4.3(a) 
indicatesthat the results, presented here, are in excellent agree-
ment with the data of Veysierre et ãl. 20 . Figure 4.3(b), however, 
shows that, in the case of the emission of 3 neutrons, some dis-
crepancy does exist. This is probably due to the absence of any 
measured or calculated cross sections in the energy range 30-35 14eV, 
where the peak of 'the (y,3n) cross section is expected to occur. 
It is expected that 'the interpolation, employed to determine the 
cross-section in the energy range, 30-35 14eV, will lead to an under-
estimated value, so that in Figure 4.3(b) the calculated results have 
been normalised to the measured yields. 
The remainder of the calculated results for' 4 < x < 12 are 
obtained solely from the cascade calculations. The results of the 
PICA calculations exhibit an increasing discrepancy with the yields 
for the reactions (y,4n), (y,5n) and (y,6n) as the number of 
emitted neutrons increases. However, for the reactions (y,7n) and 
(y,lln) somewhat better agreement is obtained. 	This is shown most 
clearly in Figure 4.9, where the yields of the various reaction pro-
ducts are plotted against the number of neutrons emitted at electron 
energies of 240 14eV and 340 14eV. ' 
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resulting from the remaining reactions; (y,8n), (y,9n) and (y,12n). 
Assuming that the yields vary smoothly with the A-value of the reaction 
product, it seems likely that the experimental yields for these re-
actions will be somewhat higher and will, therefore, show a better 
correspondence with the calculated results than is evident from 
Figures 4.6 and 4.7(b). 
In order to quantify the discrepancy between the calculated results 
and the measured data, the yield curves, obtained by folding the cross 
sections from the PICA calculations with the corresponding bremstrahlung 
spectra, have been normalised to the experimental data. The nor-
malisation factor, N, is given by 
n 	n 
N 	= 	''' 	' . 	' 	 (4.9) d - 	 il 	1 i=l 	c1 
where 	Y 	= 	calculated yields, i = 1 ....., n 
= 	experimental yields, i. = 1 ....., ñ 
The normalisation factors are listed in Table 4.1 for the various photo-
disintegration reactions and the normalised yield curves are also shown 
in Figures 4.3 - 4.7. 
Although the yields now correspond in magnitude with the experi-
mental data, the shape of the calculated yield curve is slightly dif-
ferent; particularly for the reactions, where the original dis-
crepancy was greatest. The normalised calculations for these reactions 
lie slightly above the measured yields for electron energies below 
150 MeV and vice versa for electron energies above 150MeV. 
TABLE 4.1 




Isotope 	Number of 	Normalisation to 	Normalisation to 
neutrons emitted 	yields 	 cross sections 
Au 194g 3 1.4915 ± 0.04 
Au 193g 4 0.617 ± 0.040 
Au 192 
5 0.484 ± 0.020 
Au 191g 6 0.339 ± 0.06 
Au 190 
7 0.648 ± 0.098 
Au 189m 8 0.151 ± 0.011 
Au 189m 0.249 ± 0.018 
Au 188 9 0.229 ± 0.07 
188 
Au '0.398 ± 0.12 
Au 186a 
11 0.661 ± 0.06 
Au 185b 12 0.255 ± 0.026 
Au 185b 12 t 1.0 ± 0.1 
* 
- Normalisation 'carried out in photon energy range 
E th,xn  +40 < E 	150 Mev. 
-1- - Using possible absolute y ray intensities. 
2.48 ± 0.91 
1.34 ± 0.55 
0.77 ± 0.31 
1.19 ± 0.27 
0.43 ± 0.20 
0.71 ± 0.33 
0.43 ± 0.05 
0.75 ± 0.09 
1.26 ± 0.40 
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4.4 Comparison of Photoneutron Cross Sections with Cascade-Evaporation 
Calculations. 
The cross section, 	(E, xn), for each multiple neutron emission 
channel can be deduced as a function of 	from the measured yield 
functions, shown in Figures 4.3 - 4.7. These cross-sections can be 
directly compared with the predicted results for varying photon energy 
from the cascade calculations, thereby omitting the convolution with the 
bremsstrahlung spectrum given in equation (4.8). The integrated cross 
section up to a specific photon end-point energy, E, can then be 
determined as a function of the incident electron energy and compared 
with the various sum rule predictions for the photon absorption process, 
described in section 1.4.3. 
4.4.1 Unfolding of Photonuclear Yield Functions 
The method of unfolding bretnsstrahlung produced yield functions to 
obtain quasi-monoenergetic cross sections has previously been described 
12),145) 	 146) by Penfold and Leiss 	and by Wilson 	. The spacing and 
accuracy of the measured data points determine the detail, which can 
be resolved in the unfolded excitation function. In order to unfold 
data of lower than optimum accuracy, the technique of least structure 
147) 	 148) has been developed by Cook 	and by Grosswendt et al. 	. The 
method, developed by Grosswendt et al., has been employed in the analysis 
of the data, presented here. 
The experimental data, comprises a set of measured yields, 
Ybr(EiXfl) 	at electron energies, E,  which divide the energy range 




Y br 1 
	
(E.,xn) 	= 	Z 	f c(Exn)K(E.E)dE 	, 	 (4.10) j=l E. 
- 	j-1 
where 	K(E.,E) 	= N(E.E1)/E 	is the bremsstrahlung spectrum 
E 	threshold energy = E th 
E1 	= photon energy 
+ E. 	a is the j th energy interval, j = 1,2,..., N. 
Assuming the bremsstrahlung spectrum, K(E.,E) varies slowly over the 
: th energy interval, equation (4.10) gives, 
E. 
Ybr(EiXfl) 	• E K(E.,.) 	J a(E1 ,xn)dE 	, 	 (4.11) 
E -1 
where 	. 	= 	(E. 
3 
+ E. ). 
.3  





where 	K.. 	= 	K(E.,E.) 






. 	= 	I a.(E 
1
,xn)dE 
E. j — i 
Equation (4.12) can be solved to obtain the integrated cross section 
over each energy interval, E. 1  -*.E 	However, by performing a matrix 
transformation, this equation can be written in a form, which can be 
solved to obtain the total integrated cross section over-the energy 
interval E 0 + E.. If equation (4.12) is multiplied by the arbitrary 
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matrix, T, then 
T.Y = 	 = 	 . 	 (4.13) 
If T is defined as T = M.K 1 , equation (4.13) reduces to 
T. Y = 	!. , 	 (4.14) 	- 
where the matrix, M, is so defined as to transform the cross sections, 




= s(E1., 	 y xn) = I a(E ,xn)dE -r 	 j = I 	I (E -r ,xn)dE  r = I J  
E o 	 E. 
(4.15) 
The integrated cross section, s(E 1 ,xn) can therefore be 
obtained by solving the matrix equation, (4.14), where the matrix, Y, 
contains the measurements of the bremsstrahlung induced yield of each 
(y,xn) reaction at suitably spaced electron energies over the region 
of interest. 
The average cross section over each energy 'bin', c.(xn), can 
be determined from the integrated cross section, s(E.,xn), as follows, 
xn) 	= 	. 	(s(E.,xn) - s(E. 1 ,xn)) 	 (4.16) 
j= 	1,2,..., N:, 
where AE. is the width of the j'th energy interval. 
The minimum eledtron energy used was 60 NeV, so that, for the 
(y,n) and (y,3n) reactions, which have thresholds at 8 NeV and 24 
MeV, respectively, the first energy interval is too broad for the 
assumption of a nearly constant bremsstrahlung spectrum over each energy 
interval to be valid. Using the fact that good agreement has been 
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obtained with the measured (y,xn) cross sections of Veysièrre et 
yield functions for the (y,n) and (y,3n) reactions have been con-
structed from thesedata combined with the corresponding bremsstrahlung 
spectra in the electron energy range from threshold to 60 MeV. These 
constructed yield functions, which were produced by numerically inte-
grating the right-hand side of equation (4.10), were then combined 
with the present bremsstrahlung yield measurements above 60 MeV, re-
sulting in complete yield functions from threshold to 340 NeV. 
In the method of unfolding, described above, the random statistical 
errors, i5Y(E),  in the measured yields ("d0%) lead to large fluc-
tuations both in the integrated cross section, s(E,xn)  and in the 
average cross section, c.. 	However, the use of smoothing techniques, 
such as Cook's method of least structure, allows a sensible integrated 
cross section and excitation function to be deduced. This technique 
essentially searches for the solution, which passes most smoothly 




I p.((s. - s_ 1)/(E - E31)) 2 	. 	 (4.17) 
The quantities, p, are weighting factors, which can be used to 
restrict the energy region, over which any smoothing is applied. A 
complete description of the technique employed to produce the integrated: 
cross sections, shown in Figures 4.15 - 4.18 and the quasi-monoenergetic 
cross sections, shown in Figures 4.10 - 4.13, is given in Appendix 9. 
4.4.2 Presentation of Excitation Functions 
The cross sections as a function of the incident photon energy 
for the reactions (y,xn), where 1 < x < 12, are shown in Figures. 
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4.10 - 4.13. Since the nuclear excitation energy is essentially the 
energy of the incident photon, the graphs of cross-section against photon 
energy will be referred to as excitation functions. 
As Figures 4.10 - 4.13 show, the form of the cross section for mono-
energetic photons predicted by the PICA calculations exhibits the same 
general form as the experimental results. Also shown in these figures 
are the results of the cascade-evaporation calculations, which have been 
normalised by the same factors determined in section 4.3 from the 
measured yield functions. 
4.4.2.1 	Cross Section below the Pion Theshold 
The relatively poor statistical accuracy of the original yield 
functions results-in fairly large uncertainties in the average cross 
sections, c(xn). These uncertainties increase in magnitude with 
increasing photon energy, becoming 'greater than 100% in many cases. 
However, the cross sections obtained in the energy range 0-100 MeV 
above the threshold of each (y,xn) reaction are sufficiently accurate 
to reveal the discrepancy between the experimental and the calculated 
results in that threshold region. In particular, the excitation 
functions for the reactions (y,4n),. (y,5n) and (y,6n) indicate 
that the discrepancy occurs mainly in the energy region up to 20-30 
MeV above the threshold energy for each of these reactions. 
The cross sections for the reactions (y,7n) and (y,lln) are 
in better agreement with the calculations and are fairly consistent 
within the errors on - the experimental results. Since the conversion 
of the relative y ray intensities for the gamma rays from the decay 
189m188 - 185b - of Au , Au and Au into absolute intensities will probably 
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FIGURE 4.10(a-c): Excitation functions for the reactions (y,n), 
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FIGURE 4.12 (a-c): Excitation functions for the reactions (y,8n),. 
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(y,9n) and (y,lln) on Au 
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FIGURE 4.16 (a) and (b): Integrated cross sections against end-point 
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FIGURE 4.17 (a-c): Integrated cross sections against end-point energy 
for the reactions (y,6n), (y,7n) and (y,8n) on 
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FIGURE 4.18 (a-c): Integrated cross sections against end-point energy 
for the reactions (y,9n), (y,lln) and (y,12n) 
197 on Au 
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and (y,12n), it would appear that the cascade evaporation calculations 
are more successful in predicting the cross section for (y,xn) re-
actions, leading to isotopes furthest from the target. 
In order to show that the discrepancy between the PICA calculations 
and the experimental data arises mainly in the photon energy region just 
above the threshold for each (y,xn) reaction, the calculated monO-
energetic cross sections have been normalised to the measured average 
cross sections over the photon energy range given by E, where 
+ 40 < E 	150 MeV, 
where E 	 is the threshold energy of the (y,xn) reaction. The 
normalisation factors were determined as before, using equation (4.9), 
where the yields have been replaced by cross sections. The two sets 
of normalisation factors (from the measured yields and from the cross 
sections) are listed in Table 4.1 and displayed in Figure 4.14. 
Additionally, an estimate has been made of the normalisation factor 
required to convert the relative y ray intensities of the isotopes 
l89m 	188 	185b Au. 	, Au and Au 	into absolute intensities by interpolating 
between the measured bremsstrahlung yields for (y,xri) reactions, where 
1 1< x < 7 and x = 11, at an electron energy of 340 MeV. The nor-
malisation factors for the cross sections of the reactions (y,8n), 
(-y,9n) and ( -y,12n) were thus determined as 1.65, 1.74 and 3.97 
respectively. This conversion of relative y ray intensities into 
possibly absolute intensities shifts the normalisation factors for the 
calculated yields of the reactions, (y,8n), (y,9n) and (y,12n) 
closer to the. value of one, as shown in Figure 4.14. 
Although the errors on the fadtors, obtained from the cross section 
data, are quite large, it can be seen that these normalisation values 
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generally lie closer to a value of one than do the factors, obtained 
using the measured yields. This is illustrated by considering the 
average of each of the two sets of factors, being 0.83 ± 0.22 for 
the cross section data and 0.44 ± 0.15 for the bremsstrahlung yield 
data.- 
4.4.2.2 	Cross Sections above the Pion Threshold 
The cross section for photon energies above the pion production 
threshold at about 150 MeV for each of the (y,xn) reactions all 
exhibit a maximum in the energy range 150-180 MeV. This feature, 
which is just significant in some cases (e.g. (y,7n)) is not present 
in the mono-energetic cross sections from the PICA calculations. In 
the calculated cross sections the effect of pion production in the 
initial interaction is revealed by an increase .in the cross section 
at photon energies above the pion threshold, where the energy, at which 
this takes place, increases with the number of emitted neutrons. It 
must be stressed, however, that this maximum in the experimental data 
could be produced as a result of a discrepancy between the experi-
mental results, obtained at the Kelvin Laboratory, and those obtained 
at the Institut für Kernphysik. Such a discrepancy might result from 
the absolute calibration of the charge monitors on the two accelerators. 
In order to demonstrate the effect of such a calibration error, 
the bremsstrahlung yields for the reaction (y,7n) for electron 
energies greater than 180 MeV have been reduced by 10% and by 20% 
and the unfolding procedure, described in section 4.4.1, repeated. 
The bremsstrahlung yields, corresponding to a 20% reduction, are shown 
in Figure 4.19, while the unfolded cross sections for both reduction 
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FIGURE 4.20: 	Unfolded cross sections for the reaction Au 197 ',7n)Au19° 
showing the effect of a. 10% and 20% reduction in the 
experimental yields obtained at the University of Mainz.. 
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maximum in the cross section at the pion threshold is greatly reduced 
by a 10% reduction in the yields, Obtained at Mainz, while a 20% - re-
duction effectively removes the maximum altogether. This example 
suggests that, in order to decide whether this feature of the ex-
citation functions is significant, a greater overlap between the two 
sets of results is required, with more careful consideration being 
given to the relative calibration of the two experimental systems. 
4.4,3 Presentation of Integrated Cross Sections 
The integrated cross sections, s(E.,xn), obtained by solving 
equation (4.14), using the smoothing technique, are presented in 
Figures 4.15 - 4.18. The statistical uncertainties in the integrated 
cross sections are considerably less than those for the average cross 
sections, a (xn), so that a more detailed comparison with the results 
of the calculation is possible. The -calculated results obtained by 
numerically integrating the mono-energetic cross sections from the 
cascade calculations are shown as a solid line in Figures 4.15 - 4.18. 
The discrepancy between the experimental and the calculated results 
is again evident for the reactions, (y,4n), (y,5n) and (y,6n), 
while better agreement is Obtained for the cases, where 7 or 11 
neutrons are emitted. Figures 4.15 - 4.18 also show that the nor-
malisation factors, determined for the experimental yields in section 
4.3 and listed in Table 4.1, do not really improve the fit to the data 
in terms of the shape of the integrated cross sections. For the reactions, 
in which between 4 and 6 neutrons are emitted, the magnitude of the dis-
crepancy between the experimental and the calculated results does not 
increase significantly once the electron energy is more than 50 14eV 
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above the corresponding (y,xn) reaction threshold. This further sup-
ports the suggestion, put forward in section 4.4.2.1, that the cross 
section is over-estimated mainly in the threshold region for each 
(y,xn) reaction (x a 4). 
The onset of pion production effects can be observed as an in-
crease in the slope of the integrated cross sections from the PICA cal-
culations at electron energies above the photopion threshold at 140 
MeV. The electron energy at which this change in slope occurs increases 
as the number of emitted neutrons increases. However, the experimentally 
determined integrated cross sections do not exhibit such an effect. The 
apparent absence of pion production effects in the experimental (y,xn) 
results will be discussed later in section 4.4.5.3. 
4.4.4 Total Neutron Production 
The total cross section for the photoproduction of neutrons, only, 
from Au 197  has been determined from the experimental integrated cross 
sections by performing the summation: 
12 




E 	 (4.18) 




Having determined the total integrated cross section for the pro--
duction of neutrons, alone, the total cross section against excitatiow 
energy, E1 , was determined using equation (4.19) 
WIM 
(E) 	= 	—(s(E.) - s(E_ 1 )). 	j = 1,..., n, 	(4.19) 
where LIE. is the j'th energy interval. 
The results, thus obtained, are compared with the corresponding 
calculated results from the cascade calculations and with the measured 
data of Veysirre et al. 20)  in Figure 4.21. The total photon absorp-
tion cross section shown in this figure has been obtained from the 
measurements of the total photon absorption cross section in the 
photon energy range 8-20 MeV of Gurevich et al. 150) and the results 
of the PICA calculations. The absorption in the intermediate photon 
energy range between 20 MeV and 35 MeV has been estimated by inter-
polating between the two sets of results. 
The effect of the normalisation factors, determined in section 
4.4.2..l to convert the relative y ray intensities for the isotopes 
189m 	188 	185b i Au 	, Au and Au 	into absolute intensities, on the total in- 
tegrated cross section is also shown in Figure 4.21. The effect of 
these normalisation factors on the integrated cross sections for each 
of the reactions (y,8n), (y,9n) and (y,12n) is shown in Figure 
4.22. This normalisation only affects the total cross section and 
the total integrated cross section for the production of neutrons 
at photon energies greater than about 100 NeV. 
The comparison between the measured and calculated cross sections 
reveals a discrepancy in the energy range 40-150 MeV, where the cas-
cade evaporation calculation over-estimates the total production of 
neutrons. The total photon absorption cross section, integrated up 
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4.4.5 Modifications to the Cascade-Evaporation Calculations 
In the calculations, using the cascade-evaporation model; PICA, 
the effect of the angular momentum of the excited nucleus is not taken 
into account in deciding whether or not a nucleon may be emitted. Al-
though the angular momentum of the initial excited nucleus is likely 
to be low, due to the dominance of El excitations (appendix 10), at 
each stage in the emission of a nucleon the angular momentum and re-
sulting excitation energy will spread out,as shown schematically in 
151) Figure 4.23. The results of the calculations of Grover and Gilat 
have suggested that nuclei, which reach a state lying close to the 
Yrast line (Figure 4.23), are more likely to de-excite by the 
emission of y rays or alpha particles due to the large angular 
momentum barrier for the emission of neutrons. 
Pringle et a1. 53 , in a discussion of previous experiments on 
(e,.xn) reactions on 197  Au. suggested that this competition between 
neutron and gamma emission might explain the increasing discrepancy 
they found with increasing number of neutrons emitted. However, the 
results, presented here, do not indicate an increasing discrepancy 
with the calculations for isotopes further from the target. Indeed, 
somewhat better agreement is-obtained for the isotopes- Au 190  and 
l86a. 	 192 	- 
Au 	than for isotopes closer to the target, such as Au and 
Au19 . Therefore, some attempt will be made here to suggest other 
reasons for the discrepancy between experimental and calculated results. 
4.4.5.1 	Effect of Transmission Probabilities 
As described in section 4.2.2, the emission of neutrons, protons 
and 'ii mesons is considered at the cascade stage in the calculations. 
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FIGURE 4.23: Schematic diagram to represent the de-excitation of highly 
excited nuclei taking into account 	angular momentum,. J. 
Part (a) shows the region close to the "YRAST" line where 
neutron emission is inhibited. Part (b) shows how the 
excitation spreads out at each successive neutron emission. 
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corresponding Coulomb barrier, while all neutrons and neutral pions can 
be emitted with zero kinetic energy. This means that the transmission 
probability, T 2, , for neutrons is a step function, being zero for 
E < 0 and 1 for En > 0. However, as Figure 4.24 shows, the trans-
mission probabilities for neutrons with low angular momentum (L < 4) 
197 17) from Au 	increase smoothly with neutron kinetic energy 	. The in- 
clusion of these more realistic transmission probabilities could have 
a substantial effect on the cross section for each (y,xn) reaction 
just above its threshold. 
For example, if the incident photon energy is just 5 MeV above 
the threshold for the (i,5n) reaction, the PICA calculations will allow 
the emission of 5 neutrons to take place. However, if, on average, 
each of the emitted neutrons has a kinetic energy of 1 MeV and one unit 
of angular momentum, its transmission probability will be 0.57. For 
all five neutrons to be emitted, the resulting combined transmission 
probability is (0.57) = 0.06. This is substantially different from 
the value of one, assumed in the present calculations. 
'Although the effect, described above, will' be even greater for 
larger numbers of emitted neutrons, a study of the results of the 
cascade calculations, plotted in Figure 4.25, shows that the cross 
section for isotopes far from the target nucleus exhibit a much less 
pronounced maximum at photon energies just above the particular re-
action threshold. Thus, consideration of the transmission probabilities 
for the emission of low energy neutrons is likely to have a smaller 
absolute effect on the cross section just above threshold for these 
isotopes. 
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- 	above 140 MeV photon energy. 
c(y,xn) 	= 0 	 k xk 	 (4.21) 1  
where 	a 	= total cross Section per nucleon for photon absorption 
= number of nucleons available for absorption. 
= frequency'of different cascade products. 
= relative probability for the compound nucleus to decay 
by the emission of x-k neutrons. 
By employing a more realistic transmission probability, only the terms 
within the summation in equation (4.21) will be affected. The total 
absorption cross section, a C, remains unchanged, while some of the 
cross section for the emission of x neutrons at the photon energy,. 
is re-distributed among the other particle emission channels. 
In order to include the transmission probabilities in the cascade-
evaporation calculations, a description of the angular momentum be-
haviour of the system will be necessary. However, as a first step 
toward the inclusion of these effects, the cascade calculations could 
be carried out using slightly higher effective particle emission 
thresholds. These thresholds could be determined from the form of 
the transmission probabilities with the assumption that, on average,. 
each neutron carries off one unit of angular momentum 15 . 
4.4.5.2 Modification to the Total Photon Absorption 
The comparison between the total cross section, summed over all 
the multiple neutron emission channels, with the results of the cascade 
calculations (Figure 4.21) indicates, that the calculated total absorp--
tion cross section, given by the term, ac,  in equation (4.21) is 
over-estimated, since the inclusion of transmission probability effects. 
will not affect the total absorption probability. Although 
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consideration of the possible emission of complex charged particles 
(a, d, 3H, 3He) at the cascade stage will reduce the multiple neutron 
emission cross section and correspondingly increase the cross section 
for charged particle emission, this would seem an unlikely reason for 
the discrepancy, since the total photon absorption cross section would 
remain unchanged. The calculated total photon absorption cross 
section, integrated from threshold to 140 MeV, as given in equation 
(4.20), corresponds to 2.34 classical dipole sum rule units (see 
equation (1.11)), which for Au 197 is 2.84 NeV.b. This is rather high 
in comparison with - other results for heavy nuclei obtained by 
Lepr&tre et al. 152 , who found the total integrated photon absorption 
cross section for Pb, integrated up to 140 11eV, to be 1.8 classical 
sum rule units (TRK units). 
Since the discrepancy occurs mainly in the photon energy range 
50-150 11eV, an attempt has been made to modify the total neutron pro-
duction and total photon absorption cross sections in this energy 
region by separating the quasi-deuteron and pion production effects 
as shown in Figure 4.26. This has been achieved by normalising the 
deuteron photodisintegration cross section, as shown in Figure 4.1, 
to the results of the PICA calculations at 140 11eV photon energy and 
then subtracting this normalised cross section from the total absorp-
tion above 140 11eV to give the cross section due to an initial 
photopion production process. As Figure 4.26 shows, the quasi-
deuteron interaction contributes a substantial fraction of the 
total cross section for the emission of neutrons at excitation 
energies above the pion threshold. 
In Figure 4.27 the total neutron production cross section has - 
been normalised to the measured data at 140 11eV photon energy and 
the contribution from an initial photopion production subsequently 
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added. The normalisation factor required is 0.43 and its effect on 
the integrated cross section for the production of neutrons is 
shown in Figure 4.28. 
If the same normalisation of 0.43 is applied to the quasi-
deuteron part of the total photon absorption cross section and the 
pion contribution then added, the photon absorption has the form 
shown in Figure 4.29 for photon energies between 35 NeV and 350 MeV. 
The resulting integrated total photon absorption cross section is 
140 
J a b S •r (E )dE . 	' 	5.41 i1eV.b 	 (4.22) 
0 
The above described normalisation could be achieved by employing 
a value of 4.3 for the Levinger parameter, L, (equation 4.5)) or 
by some modification to the, number of neutron-proton pairs available 
for interaction with a'photon ( in equation (4.21)).. 
The effect of normalising the initial quasi-deuteron cross 
section has also been determined for the individual neutron emission 
channels, (y,5n) and (y,-7n), and the resulting effect on the 
excitation functions and on the integrated cross sections is shown 
in Figure 4.30. Although the integrated cross section for the 
(y,5n) reaction now compares somewhat better in magnitude with the 
results of the PICA calculations, there is now a considerable dis-
crepancy between the experimental and calculated results for the 
(y,7n) reaction. 	 - 
Although a total photon absorption cross section, which is con-
sistent with the measured data, has now been determined,--the modifica-
tion of the quasi-deuteron absorption probability does not provide 
a complete explanation of the individual (y,xn) reaction cross 
sections. The results, presented here, indicate that the inclusion 
FIGURE 4.27: Normalisation of cal- 
culated sum of (y,xn) cross 
- 	E 
sections (x = 1,.. .12) from 
PICA calculations to experi-
mental data at 140 MeV photon 
energy. Also shown are the 
pion and quasi-deuteron con-
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of a more realistic transmission -probability-for the emission of 
nucleons as well as some modification of the photon absorption cross 
section are required for a better description of the photodisintegration 
process. 
4.4.5.3 	Pion Effects in (y,xn) Reactions 
The. experimental (y,xn) cross sections are characterised by the 
absence of any significant increase at photon energies above 140 MeV, 
while the results of the PICA calculations all exhibit the effects of 
an initial pion production process at threshold energies which increase 
with the number of neutrons emitted. 
Two possible reactions, which will contribute to the production. 
of isotopes of the target nucleus, are 
+ .. 	
N-X, + (x-l)n + p + 
A + y + NXAT +m+0 
If the pions are more strongly absorbed than is assumed by the cascade 
calculation, the resulting liberation of 140 MeVof energy will almost 
certainly cause further nucleons to be emitted, thereby leading to 
reaction products, which will be much further from the target nucleus. 
The inclusion of realistic transmission probabilities could also 
have a significant effect on the cross section for the first of the above 
two reactions. In the primary interaction between a photon and a 
neutron, which, presumably, would lead to the production of a proton 
and a rr, the proton will receive the least kinetic energy. Even if 
the proton energy is above the appropriate Coulomb barrier height, it 
will still be subject to the transmission probability effects for low 
-103- 
energy nucleons. If the emission of the proton is thus inhibited, 
N-x, while the 71
- 
 escapes, the resulting reaction product will be 	A z+1 
This will lead to a reduction in the production of isotopes, which, in 
an activation experiment, would be attributed to a (y,xn) reaction. 
In order to further investigate these ideas the (y,xn.) yields 
would have to be determined to much greater accuracy, as suggested in 
section 4.4.2.2, so that a check could be made on the significance of 
the maximum in the photon energy range 150-180 MeV. Such an experi-
ment could be limited to measuring the yields of only one (y,xn) 
reaction ((Y,7n) for example). The experiment could then be optirnised 
to maximise the activity of the particular isotope, rather than trying 
to determine all the (y,xn) reaction yields simultaneously, which 
only gives an overall picture of the photodisintegration process. 
45 Comparison with Sum Rule Predictions 
The total neutron emission cross section, integrated from threshold 
to 140 MeV has been determined from the experimental results as 
140 
12 	r 
E J a(E ,xn)dE 	= 	4.70 ± 0.18 MeV.b x=l 
xI0 
The corresponding cross section, -integrated to 340 MeV, is 
12(340 
E 	I 	a(E ,xn)dE 	= 	6.62 ± 0.34 MeV.b 
-x=l 
xl0 
The classical El sum rule, obtained from 0.06 NZ/A MeV.b, yields 
a value for the total absorption cross section, integrated from 0 to 140 
NeV, of 2.84 MeV.b. Assuming the nuclear excitation occurs only via, 
electric dipole transitions, the measured integrated cross section can 
91) be compared with the modified El sum rule of Levinger and Bethe 
where 
140 
I 	(E •' )dE 	= 
Jo  
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0.06 	(1 + K) (4.23) 
K is an enhancement term to take account of exchange effcts in 
the strong nuclear interaction. The results for the total neutron pro-
duction indicate a value for K of 0.67 ± 0.07. This can be compared 
with the results of Bergere et al. 
153),  who obtained a value for 
K = 0.75 ± 0.15 from the total integrated cross section for all re-
actions, where one or more neutrons are emitting (i.e. including 
(y,xnyp) reactions). 
Assuming the modification of the quasi-deuteron absorption cross 
section is valid, the results presented here are consistent with a 
total integrated absorption cross section given by 
140 
foa abs (E)dE 	= 	5.41 ± 0.2 MeV.b. 
This result includes.the emission of all types-of particle, including 
neutrons, protons and complex charged particles. The integrated 
absorption cross section corresponds to an exchange enhancement 
factor of K = 0.9 ± 0.08, which is in excellent agreement with 
other results for light nuclei obtained by Ziegler 154 . Figure 
4.31 compares the result, obtained here, with those obtained from 
the absorption measurements, carried out at Mainz 154 and at Saclay 153 . 
4.6 Summary and Conclusions 
From the comparison of the measured yields for (y,xn) reactions 
in Au 197 with the results of the PICA calculations, it would seem that, 
although the cascade-evaporation model predicts the gross features of 
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of the model is required to bring the results of the calculation into 
agreement with the measured data over the whole photon energy range. 
The results, presented here, suggest that the calculated total 
absorption cross section is too large and this may indicate that some 
modification of the initial quasi-deuteron interaction is necessary. 
In addition, the cascade calculations predict too large a cross section 
at the threshold for each (y,xn) reaction, particularly in the case 
of neutron multiplicities, x, in the range 4 < x < 6. Suggestions 
have been proposed concerning the inclusion of more realistic trans-
mission probabilities for neutrons and protons from an Optical 
Model potential, which should result in a more reliable determination 
of the cross section just above threshold for each (y,xn) reaction. 
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CHAPTER 5 
ELECTRON TO BREMSSTRARLUNG YIELD RATIOS 
5.1 	Introduction 
When testing for the presence of the multipole components in the 
absorption cross section, it is useful to consider the ratios of the 
electron-induced yields to the bremsstrahlung-induced yields, because 
they are totally independent of either the intensities of the gamma-
rays from the reaction products or of the conditions during the 
irradiation. The measured ratio, X e9 
 at any one electron energy 
can only be affected by the thickness of the target and bremsstrahlung 
radiator foils. In addition, since each reaction, leading to the 
emission of one or more neutrons, effectively selects a different range 
of excitation energies, the comparison between the experimental and 
the predicted ratios, and the manner, in which these vary with the 
number of neutrons emitted, can be used to give some indication of 
the range of excitation energies, over which a particular multipole 
transition occurs. 
The experimentally determined yield ratios, X, calculated 
according to equation (5.1), are shown in Figures 5.1- 5.3 for the 
reactions, leading to the emission of between 1 and 12 neutrons 
X 	
= 	(N/N) . t 	 (5.1) 
N 	
= electron-induced yield 
N., ' = bremsstrahlung-induced yield 
t 	= "effective" radiator thickness 
e 
(radiation lengths). 
Also shown in Figure 5.1(a) are the results of previous measurements 
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of the electron to bremsstrahlung yield ratio for the production of 
l9ôg 	 48) Au 	at electron energies up to 40 MeV by Barber and Wiedling 
The-experimental ratio, determined by Barber and Wiediing is given by 
X 	= e e y (N IN 
).(t e /1.07) 	, 	 (5.2) 
where the factor, 1.07, is an empirically determined correction made 
155) by Barber et al. 	, which allows for the difference between the 
true radiation length in Au and the radiation length according to 
equation (5.3). 
X0 	= 	716.A 1Z(z+1) n c183 . Z 	g7 cm 2 ..(5.3) 
For the results plotted in Figure 5.1(a), the factor, 1.07, has 
been removed, so that a comparison between the results of Barber and 
Wiedling and the results, obtained here, can be made on the basis of 
the same definition of the radiation length. 
5.2 Evaluation of Yield Ratios from Measured (y,xn) Cross Sections 
using the Virtual Photon Formalism 
The virtual photon formalism, which is used to describe the 
interaction of high energy electrons with nuclei, can be tested by 
a comparison of the yields for the electrodisintegration process 
with those for the photodisintegration process. Using equations 
(1.7) and (1.8), the ratio of electron to bremsstrahlung yields, 
X C9 
 can be calculated for varying electron energy. Thus 
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a CE xn 
XL 	
)N(E ,E )dE IE 
XLJEth 	 e y y y 
X(E,xn) 	= 	t 	E e 
J Eth a CE ,xn)N(E ,E )dE I .E e y y y 
where 	E =
e 	
electron kinetic energy 
(5.4) 
t = thickness of "effective" radiator 
e 
(radiation lengths) 
NXL(E,E) = virtual photon intensity of multipolarity, U. 
N(EeEy) = Bremsstrahlung intensity 
= photon energy 
Eth = reaction threshold 
a (E ,xn) = z a'(E ,xn) is the total reaction cross section 
XL 	'' 
for the emission of x neutrons. 
The summation in equation (5.4) will, at most, be over only a 
few multipoles and it is expected that, for low electron energies, at 
least, the electric dipole term will dominate. Equation (5.4) will 
be used here to test the prediôtions of the distorted wave analysis 
61) ,63) 
of the virtual photon theory according to Gargaro and Onley 
Since the virtual photon spectra, NXT/E,  are different for dif-
ferent multipoles, a comparison of the results of the calculations 
with the measured electron to bremsstrahlung yield ratios, Xe 
should provide some information on the various multipoles present. 
The cross sections, obtained from the results for the various 
(y,xn) reactions, described in Chapter 4, have been used to cal-
culate the electron to bremsstrahlung yield ratios, X C9  defined 
in equation (5.4). As a first step in the comparison of the measured 
results with the predictions of the virtual photon theory, the 
electron to bremsstrahlung yield ratios have been calculated assuming 
the cross section is either completely due to El or to E2 transitions. 
This has been achieved by numerically integrating equation (5.4) 
-109- 
using the unfolded (y,xn) cross sections for both the quantities, 
o(E1 ,xn) and 	(E Y 
	The error in the calculated value of 
the yield ratio is deterrnined.by the errors in the experimental 
unfolded cross sections. 
5.2.1 Comparison between PWBA and DWBA Predictions and the 
measured Yield Ratios 
The results of the calculations, using equation (5.4), and assuming 
that the mode of excitation is either purely electric dipole or electric 
quadrupole, are shown as the solid lines in Figures 5.1 - 5.3 for the 
emission of between 1 and 12 neutrons. For each reaction product the 
plots of the electron to bremsstrahlung yield ratios are in two parts. 
The first of each pair of figures shows the results, calculated 
using the virtual photon spectra for El and E2 transitions in the Plane 
Wave Born Approximation (PWBA). Using this approximation, the magni-
tude of the virtual photon spectra are independent of the Z and A 
values of the nucleus, and are given by analytical formulae (Table 
5.1). The corresponding ratios, using the virtual photon spectra 
from the DWBA theory of Gargaro and On1ey 6 , are shown in the second 
of the two data plots for each reaction product. 
At this stage, some general comments can be made concerning the 
comparison between the data and the calculated results, based on the 
plane wave and distorted wave treatments. 
Firstly, the comparison between the PW and DW ratios for El 
transitions shows that the magnitude of the correction for the Coulomb 
distortion is small. In the case of E2 transitions, however, this 
correction has a substantial effect, increasing the predicted ratio 
by an order of magnitude in some cases (e.g. Au 196g, Au 194g). 
It is also interesting to study the effect of the Coulomb distortion 
TABLE 5.1 
Formulae for Plane Wave Virtual Photon Spectra for El and E2 Multipoles 
Transition 	 N 
r a C ? + 2 	m + c.c + k.k 	(c. + 6 f ) 	I k.+k) 	kfl I 	1 	f I 	if 	if i 	 ___ 
El 	
k2 
R.nI - J 	2k2 [ k.-k I - 1 f  
+ C f ) 	 I k. + kfl - kfl
tn 
____________ i-- _  _______ 
¶[ 2k1 2 	1k. -kfJ 	;:i :i 
E2 	
a k. + k 	fm2 + if + kikf 1 	 (c.c 	m2) I m(e. - c)f 	j 	 it 3 k 2 	k i  k f 
E 1 = incident electron energy, wavenumber k 1 , c 	E1Jhc, in = mcih where m0 = electron mass, 
khc = transition energy, f = (k1 - kf ) 2Jk12 , 	a 	fine structure constant. 
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on the X   ratios for isotopes further from the target nucleus. 
Since the reaction threshold for each xn reaction increases fairly 
regularly in approximately 8 NeV steps for each successive neutron 
emitted, the measured ratios, Xe  for different reaction products 
effectively select a different range of virtual photon energies. As 
the number of emitted neutrons increases, neglect of Coulomb dis-
tortion in the PW treatment results in calculated ratios for purely 
E2 transitions, which become increasingly more consistent with the 
measured data than the corresponding pure El ratios. However, this 
is somewhat fortuitous, since the DWBA predicted ratios for E2 
transitions are substantially greater than the plane wave results. 
Thus, the comparison between the experimental results and the dis-
torted wave calculations leads to the conclusion that the experi-
mental ratios are closest to the predictions from an assumption of 
purely El excitation over a wide range of electron energies and 
number of emitted neutrons. 
This neglect of Coulomb distortion effects led Brown and 
Wilson 
44)  to conclude, that a quadrupole intensity of 50% of the 
total cross section for the emission of a single neutron from Ta 181 
was required to explain their experimental yield ratios. Similarly, 
use of the plane wave approximation led to the conclusion by Barber 
and Wiedling48 that 100% and 75% E2 intensity in the emission of 2 
181 	197 
and 3 neutrons, respectively from Ta and Au 	was required to 
fit their experimental results in the electron energy range up to 
40 MeV. The comparison of the results of Barber and Wiedling 48)  
for the production of Au 
196g  and the data, obtained here, with both 
the PW and DW predictions illustrates the need to include the 
effects of Coulomb distortion for high Z nuclei. 
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5.2.2 Effect of Finite Nuclear Size on Predicted Yield Ratios 
In the calculations of distorted wave virtual photon spectra by 
Gargaro and Onley6 and Soto Vargas et al. 63 it is assumed that 
kR << 1, where k1 is the photon wavenumber and R is the range 
of the interaction, so that the nucleus is treated as a point charge. 
Shotter 64 has calculated the effect of the finite size of the 
nucleus on the plane wave virtual photon spectra for El and E2 tran-
sitions. A detailed description of the finite size correction, 
including its application to the calculations, presented here, is 
given in Appendix 11. In the analysis carried out here, it will be 
assumed that the finite size correction for plane wave virtual 
photons is the same as that for distorted wave photons. It is hoped, 
that - the comparison of the calculated electron to bremsstrahlung 
yield ratios with the experimental results will indicate the extent 
-to which this assumption is valid. 
-The electron to bremsstrahlung yield ratios for the emission 
of between 1 and 12 neutrons, calculated on the basis of purely El 
or E2 transitions and including the correction for the finite size 
of the nucleus, are shown as the dashed line in Figures 5.1 - 5.3 
for both plane wave and distorted wave virtual photons. These 
figures show that, while the correction is fairly small for dipole 
transitions, it is extremely important in the case of E2 virtual photons. 
The correction also increases with increasing electron energy, so 
that the calculated yield ratios for both El and E2 excitations level 
off to a nearly constant value near the upper limit of the electron 
energy range around 300-400 MeV. In addition, the correction for 
the predicted ratios using E2 virtual photons decreases with in-
creasing number of emitted neutrons. This is to be expected since 
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reactions, leading to isotopes further from the target nucleus, 
sample a higher range of photon energies, where the correction for 
E2 is smaller. 
It is interesting to note from the comparison of the calcul4ted 
results for El virtual photons that, for Au 197 , the combination of 
distorted waves with the finite size correction leads to almost 
exactly the same variation of the ratio, X 	with electron energy 
as predicted by the plane wave theory, alone. However, as the 
number of emitted neutrons.increases, the failure of the PW approxi-
mation (including finite size effects) for E2 transitions becomes 
more apparent. For the emission of between 4 and 9 neutrons, the 
application of the finite size-correction for both pure El and E2 
transitions leads to predicted ratios, which are systematically 
less than the experimental results over the whole electron energy 
range. Furthermore, the use of plane waves along with the finite 
size correction would almost certainly lead to the conclusion, in 
the case of the production of.Au 
194g  for example, that an E2 in- 
tensity of 100% would be required to predict the measured ratios. 
The results, presented in Figures 5.1 - 5.3, therefore, emphasise 
the need to employ both the distorted wave treatment of electron 
scattering and the necessity of taking into account the finite size 
of the nucleus, when the virtual photon theory is being used to 
describe the electrodisintegration process in a heavy nucleus. These 
results also indicate the fair degree of success of the distorted 
wave virtual photon theory of Gargaro and 0nley 6 in predicting 
the yields of electrodisintegration reactions, assuming mostly El 
excitation, over a range of excitation-energies, at which it had 
previously been assumed such theories would break down. 
C 
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5.3 Extraction of Nultipole Strengths using Yield Ratios 
In analysing the electron to bremsstrahlung yield ratios, pre-
sented in Figures 5.1 - 5.3, an attempt will be made to fit the ex-
perimental data using a mixture of El and E2 transitions and employing 
the distorted wave treatment for the virtual photon spectra. The 
analysis will be restricted to consideration of El and E2 excitations, 
because it is expected that, on the, basis of the electronuclear sum 
rules, discussed in section 1.4.3, only these modes will be important 
when the total cross sections are being considered. For example, 
the sum rule predicted strengths of the E2 and El giant resonances 
are in the ratio of 1:14, while the ratio of E3 strength to El is 
around 1:13000. Even although the virtual photon spectra for higher 
order multipoles are enhanced over the El values, the intensities 
for E2 and E3 virtual radiation are of the same order of magnitude 162 , 
so that the yields due to E3 excitation are expected to be a factor 
of around lO below those for E2 excitation. 
5.3.1 Analysis of Experimental Yield Ratios 
Assuming the presence of electric dipole and electric quadrupole 
excitations, only, the calculated electron to bremsstrahlung yield 
ratio, given by equation (5.4), reduces to 
X'(E,xn) = 
 fEe GE2 (EY xn)NE2 (E E,)dEY /Ey]- 
= 	te 






where the quantities are as defined in equation (5.4). Equation (5.5) 
can be abbreviated to the following 
X (E ,xn) = XEl (Exfl) + XE2 (Exfl) e 	c 	e 
where 	 E 
e EL 	EL (E ,E )dE /E 
fE 
 a (E 
XELE ,,) 	
•( y e y 	y y 
c e 	e E çe 
I 	a (E ,xn)N(E ,E )dE /E 
	
y 	e y 
th 
L = 1,2. 
(5.6) 
(5.7) 
In order to fit expression (5.6) to the experimental data, the 
total cross section for each xn reaction, a.(E 1 xn) is assumed 
to be given by 
+ aE2 (E ,xn) a (E, xn) 	= 	(E 	) 
= a  (E,xn) + 	a(E,xn)  
where the constants, a and 	, are so defined that 
El a (Exn) 	= a a(Exn) 
aE2(E,xn) 	= 	$ a(E1 ,xn)  
1 
This is a fairly approximate method of determining the relative strengths 
of the dipole an4 quadrupole excitations, since it relies on the, 
perhaps erroneous, assumption that the proportion of the cross sections. 
for El and E2 excitations is constant over the whole photon energy 
range. However, for a particular value of x, the (y,xn) cross. 
section is, in practice, restricted to a fairly small energy range,. 
-ll-- 
so that this approximation may not be as unreasonable as it, at first, 
seems. Given this approximation, the substitution for o 
El  and o E2  




X CE ,xri) = a 4 ' (Ee xn) + 42 c e
(EXfl) 
E 
fEth a(E,xn)NEL(E,E)dE/E 4 (E,xn) = te E 
fE' th 	 ,E)dE1/E 
L = 1, 2. 
(5.10) 
(5.11) 
EL The quantity, XT (E,xn), can easily be calculated by numerically 
integrating equation (5.11) using the appropriate virtual photon and 
bremsstrahlung spectra and the total cross sections for the emission of 
x neutrons,. .obtained from the unfolding of the bremsstrahlung yields. 
Having determined the quantities, 4'(Eexn) . L = 1,2, equation 
	
(5.10) is fitted to the experimental data by adjusting a and 	to 
minimise the quantity, x2 where 
N 	 El 
= 	
e iXh1) - a X(E 1 ,xn) - 	
42 (E.,)) 2 	(5.12) 
i=l  
= 1/(X(E.,xn))2 
= number of data points. 
The fitting procedure is also carried out subject to the following 
set of constraints. 
0a1, 	081, 	a+ 	1. 
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5.3.2 Results from Analysis of Yield Ratios 
Firstly, the calculated ratios, using El and E2 virtual photon 
spectra without the finite size correction, were fitted to the data 
for each xn reaction. As expected from a study of Figures 5.1 - 5.3, 
a total cross section consisting of 100% electric dipole strength was 
required to give the best fit to the data except in the case for the 
emission of 3 neutrons. The resulting values for a and 8 in this 
reaction were: a= 0.9976 ± 0.080 and 8 = 0.0024 ± 0.0015. 
The fits to the experimental data are shown in Figures 5.4 - 5.8 as 
the continuous lines.. 
The results for c and 8 from the fitting procedure, including 
the effects of finite nuclear size, are listed in Table 5.2. The best 
fits are shown in Figures 5.4 - 5.8 as the dashed line (indicated as 
(a)). As Table 5.2 shows, only the reactions, where 3 or 5 neutrons 
are emitted, exhibit an E2 strength, which is statistically significant. 
For the emission of 3 neutrons, the fraction of E2 strength required 
is (6.2 ± 2.6)%, while in the case of 5 neutron emission the fraction 
is (10.6 ± 3)%. The errors, presented for these fractions, are ob-
tained from the fitting procedure. All the remaining xn reactions 
require varying amounts of electric quadrupole strength between 2 and 
5% but the statistical errors in the experimental electron to bremsstrah-
lung yield ratios are such that none of these results are statistically 
significant. 
l96g 
For single neutron emission, leading to Au 	, an excellent fit 
to the experimental data is obtained by assuming a cross section which 
is 100% electric dipole. In this case, use of the finite size cor-
rection brings the calculated results in line with the experimental. 












Au 	Ie/y 1ed Ratios 
A 	-data 	- datsIrf. 1$) 
- 1 DSJ819 pi. r.ic(eu 
— — — — — 1 DUEP f I i te size 
0 	50 	100 	150 	200 	250 	300 	350 














- Au 	e/Y YedRatios 
-A 	-data 
I 	 i'cz DW8A pt. fluCtU3 
1C2 DWBA f in It* iz(aJ 
£1.Z'DW8A finite size(b)  
- 	& Z rat ;o. DWaR finite 	ize() 
o 	so 	ioo 	150 	200 	250 	300 	350 
ELectron L Enery (/eVJ 
(b) 
FIGURE 5.4: Electron to bremsstrahlung yield ratios for the production of 
Au 
196 9  and Au 194g compared with the best fits to the experi- 
mental data using a mixture of El and E2 excitation. The dashed 
curve (marked (a)) results from the analysis of the yield 
ratios, while the broken line (marked (b)) results fromi the 
analysis of the electrodisintegration yields. The dotted 
curves show the El and E2 ratios from the analysis of the 
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FIGURE 5.5: Electron to bremsstrahlung yield ratios for the production of 
193 	192 Au g and Au 	compared with the best fits to the experi- 
mental data using a mixture of El and E2 excitation. The dashed 
curve (marked (a)) results from the analysis of the yield 
ratios, while the broken line (marked (b)) results from the 
analysis of the electrodisintegration yields. The dotted 
curves show the El and E2 ratios from the analysis of the 
electrodisintegration yields. 
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FIGURE 5.6: Electron to bremsstrahlung yield ratios for the production of 
Au 191 9 and Au 	compared with the best fits to the-experi- 
mental data using a mixture of El and E2 excitation. The dashed: 
curve (marked (a)) results from the analysis of the yie]idt 
ratios, while the broken line (marked (b)) results from the 
analysis of the electrodisintegration yields. The dotted 
curves show the El and E2 ratios from the analysis of the 
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FIGURE 5.7: Electron to bremsstrahlung yield ratios for the production; of 
189m 	188 Au 	and Au 	compared with the best fits to the experi- 
mental data using a mixture of El and E2 excitation. The 
dashed curve (marked (a)) results from the analysis of the. 
yield ratios, while the broken line (marked (b)) results. from 
the analysis of the electrodisintegration yields. The dotted. 
curves show the El and E2 ratios from the analysis of the 
electrodisintegration yields. 
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FIGURE 5.8: Electron to bremsstrahlung yield ratios for the production of 
Au 
186a 
 and Au 
185b  compared with the best fits to the experi- 
mental data using a mixture of El and E2 excitation. The dashed 
curve (marked (a)) results from the analysis of the yield 
ratios, while the broken line (marked (b)) results from the 
analysis of the electrodisintegration yields. The dotted 
curves show the El and E2 ratios from the analysis of the 
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0.05 ± 0.06 
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0.018 ± 0.08 
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0.008 ± 0.14 
0.054 ± 0.3 
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use of the finite size correction as suggested by Shotter 64 , at least 
for low photon energies. 
Thus, with this assumption that the finite size correction is 
valid, the experimental electron to bremsstrahlung yield ratios have 
been analysed in terms of electric dipole and electric quadrupole 
transitions. This analysis has revealed the possible presence of 
higher order multipoles in the cross section, which can be fitted 
assuming E2 excitation. Using the fact that the reaction thresholds 
for the emission of one or more neutrons roughly divide the excitation 
energy into 8 NeV wide bands', there would appear to be significant 
E2 strength above 24 NeV excitation energy, which may, in fact, have 
an upper energy limit around 50-60 MeV. 
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CHAPTER 6 
ELECTRODISINTEGRATION OF Au 197 
6.1 	Introduction 
The electrodisintegration yields can be analysed in a similar 
manner as that employed for the electron to bremsstrahlung yield 
ratios. The smaller statistical uncertainties in the yields for 
the electron-induced reactions, shown in Figure 3.7, should allow 
the presence of multipoles other than electric dipole to be verified 
with greater certainty. 
In analysing the yield functions, it will again be assumed 
that only El and E2 excitations are important. The distorted wave 
calculations of the spectrum of radiation for El and E2 multipoles 
by Gargaro and Onley 6 and the corrections to these virtual photon 
spectra for finite nuclear size, according to Shotter 64 , will be 
used in an attempt to separate the cross sections for El and E2 
excitation. 
6.2 Method of Analysis 
Assuming only El and E2 multipoles make any significant con-
tribution to the total cross section, equation (1.7), for the 




e y 	r 
Y (E ,xn) = 
	
a(E ,xn)NE1(E  ,E )dE /E + 
,e 	e 
- Eth 
E  + f
a2(E,Xn)NE2(E,E)dE/E 
Eth 
= YEl(Ee,m) + YE2(E,xn) e 
(6., 1) 
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where 	E  = electron kinetic energy 
E, = photon energy 
Eth = reaction threshold 
NEL(E,E) = virtual photon intensity of multipolarity, EL. 
The total cross section for the emission of x neutrons by a 
- 	photon of energy, E. is given by a(E,xn), where 
a 	
El 
(E ,xn) = a 	(E,xn) +-a 
E2  (E,xn) 	.. 	 (6.2) 
Y 	Y Y 	•Y 	•Y 
At this stage, no assumption is made concerning the relative 
proportions of the. dipole and quadrupole cross sections at any one 
photon energy, these being allowed to vary independently. Equation 
E2 	El i 
(6.2) can then be used to substitute a - a for a 	n the 
first term on the right hand side of equation (6.1) (Y(E e , m)) , 
giving 
E 
Y e  (E  e 	 j 




[NE2 (Ee ,Ey) - NE1 (Ee ,E)1dE/Ey 
Eth 
= Y(E,Xn) + 42_El(E,xn) 	 (6.3) 
The first term on the right hand side of equation (6.3) 
El  ) can easily be calculated by numerically performing the in- 	- 
tegration, using the total cross section for the emission of x 
neutrons, unfolded from the bremsstrahlung yield functions, and 
the appropriate DWBA El virtual photon spectra. The calculations 
of the quantities, Y(Eexn ,), which essentially assume 100% 
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electric dipole strength, are shown in Figures 6.1 - 6.2 for com-
parison with the experimental yield functions for each xn reaction. 
Distorted wave virtual photon spectra have been used both with and 
without the finite size correction and these are shown as the 
dashed and continuous lines, respectively. 
For the (e,n) reaction, an excellent fit to the experimental 
yields is obtained if the.finite size correction is included. The 
calculations for the reactions, leading to the emission of 11 and 
12 neutrons, assuming 100% El excitation, also compare favourably 
with the experimental results. The difference between the experi- 
mental yields and the calculated quantities, Y(Ee,xn), employing 
the finite size correction, has been determined and is shown as the 
squares in Figures 6.1 and 6.2 for the reactions, where x 3. As 
these figures show., this difference can be quite substantial; par-
ticularly for the reactions in which between 3 and 7 neutrons are 
emitted. The statistical uncertainties in both the electrodisiiv-
tegrationyields and in the calculated quantities, Y ' (E e xfl) - 
have been combined in quadrature to determine the errors on the 
yield differences. 
In the analysis, presented here, the yield differences, displayed 
in Figures 6.1 and 6.2, will be assumed to be given by the second 
term on the right hand side of equation (6.3), so that 
yE2_El(E ,eji) 	 Y (.E ,xn) - Y1(E,xn) 




(E,xn) [NE2 (Ee ,Ei) - NE1 (Ee ,Ey)] dE /E . (6.4) =  
Eth 
Equation (6.4). shows that, given the assumption of the presence of. El:. 
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FIGURE 6.1: Yields for the reactions (e,xn) on Au 197 (1 < x < 7) com-
pared with calculated yields assuming 100% El excitation for 
both a point (line) and finite size (dashed-line) nucleus. 
The squares show the difference between the experimental, and. 
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nucleus. The squares show the difference between the ex-
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excitation and finite nuclear size. 
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yields and the yields, calculated on the basis of 100% El excitation, 
is similar to any other electron or bremsstrahlung-induced yield 
function, except that, in this case, the photon spectrum is replaced by 
the difference spectrum, NE 2 - NE 1 
In principle, therefore, the yield differences, shown in Figures 
6.1 and 6.2, could be unfolded to give an independent estimate of the 
cross section for E2 excitation and its variation with photon energy. 
Having determined the quadrupole cross section, the El cross section 
could be calculated from equation (6.2), given that the total cross 
section, a (E ,m), is known-from the unfolding of the bremsstrahlung 
yield functions. 	 - 
However, in analysing the difference between the experimental 
data and the calculated yields, assuming 100% El excitation, certain 
difficulties are encountered. Firstly, the uncertainties on the 
data points are now greater than for the electrodisintegration yields 
and it has been found possibleto unfold only the difference yields 
for the emission of 5, 6 or 7 neutrons. For the reactions, (e,3n) 
and (e,4n), the first energy 'bin', which is the difference between 
the minimum experimental electron energy and the reaction threshold 
("36 MeV for Au 194g  and '30 MeV for Au 193),  is too large for the 
assumption of a nearly constant photon spectrum over each 'bin' to be 
valid (see section 4.4.1 and Appendix 9). For the emission of between 
8 and 12 neutrons, the statistical uncertainties on the difference 
data are too large for the use of the unfolding technique. Indeed, 
the yields for the reactions (e,lln) and (e,12n) appear to be 
consistent with an El strength of 100%. In all cases, where it was 
not possible to use the unfolding method, some attempt has been made 
to fit the yield differences, thereby obtaining an estimate of the 
possible total E2 strength. Thus, in the analysis of the difference yields 
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two methods have been employed; namely the unfolding technique and a 
normalisation method. 
6.2.1 The Unfolding Technique 
The method of unfolding yield functions, described in section 
4.4.1 and Appendix 9, was used to analyse the yield differences 
YED2El (E e xn) 	where 5 'x 7. The photon matrix, T, of equation 
(4.14) was constructed from the' difference between the DWBA virtual 
photon spectra, including the finite size correction, for El and E2 
excitations at each photon energy, E. As equation (6.4) shows, this 
unfolding procedure results in an independent average cross section, 
—E2  c (E.,xn), at each of the photon energies, E., j = 1, ..., n. The 
average cross section against excitation energy for El transitions 
was then determined using equation (6.2). 
This unfolding method also results in the integrated cross section 
for E2 excitation, s E2 (EeXfl)• Using the total integrated cross section 
for the emission of x neutrons, obtained from the unfolding procedure' 
in Chapter 4, the cross section for El excitation integrated to the 
electron end-point energy, E e9  can be determined as follows. 
E 	 E 
	





Eth 	 Eth 	 , 	Eth 
<=> S(E,Xn) = s(E,xn) + sE2 (Ee xn) , 	' 	 (6.5) 
where S(EeXfl) is the total integrated cross section for the emission 
of x neutrons. The statistical errors in the total cross sections 
and in the E2 cross sections were combined in quadrature to obtain the 
overall uncertainty in the cross sections for El excitation. 
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The average cross sections and integrated cross sections thus 
obtained for the reactions (y,5n), (y,6n) and (y,7u) are shown 
in Figure 6.3. It is interesting to note that, although the El 
cross section has a high energy 'tail', which extends toa photon 
energy of 340 MeV, the cross section due to E2 excitation for each 
of the three reactions all appear to have an upper limit at about 
j 
220 MeV photon energy. This can also be seen from the integrated 
cross sections for these reactions. The integrated cross section 
for El excitation continues to rise with increasing end-point 
energy, whereas the E2 integrated cross sections level-off at 
end-point energies above about 200 MeV. 
6.2.2 The Normalisation Method 
For the reactions, in which the use of the unfolding technique 
was not possible, an estimate of the integrated cross section due 
to E2 excitation has been obtained by calculating the difference 
yield using the total cross section, c(E1 xn) 	and then normalising 
the result to the experimental differences. 
This has been achieved by substituting .cY1 (E.xn) for the 
E2 cross section, 	yE2(,), in equation (6.4), where 	is a 
constant to be determined by fitting the quantity, •4 2 (E e , xn) 
to the experimental results, where 
E 
Y2_El(Ee) = f 
e 	
(E E - NE1 (Ee ,Ey)ldEy /Ei 
Eth 	 (6.6) 
The constant, 	, was adjusted to minimise the quantity, x2 where 
n E2-El = 	z w. (Y 	(E.,xn) - YE2_El(E .,xn))2, 	 (6.7) 
i=l 
where w = 1/ 
1 	
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FIGURE 6.3: Cross sections and integrated cross sections for the 
reactions (y,5n), (y,6n) and (y,7n) on Au 197 for El 
and E2 excitation obtained by unfolding the electra-
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FIGURE 6.4 (a-c): Normalisation of difference yield, 42_Er, calculated 
using the total cross section, a (E ,xn),to the experi- 
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the total cross section, a(E,xn), to the experimentally 
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FIGURE 6.6: Cross sections and integrated cross sections for the reactions 
(y,-4n), (y,8n) and (y,9n) on Au 	for El and E2 'excitation ,. 
obtained by the normalisation method described in section 6.2.2. 
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The results of fitting the quantity, y21, to the experi-
mental difference yields are shown in Figure 6.4 for the reactions 
leading to the emission Of 3, 4, 8 and 9 neutrons. Both the cal-
culated quantity, 'T E2-El and the normalised result are 
shown in these figures. Having determined the constant, 	, the 
E2 cross section and integrated cross section are given by 
aE2(Exn) 	= 	8•c(E,xn) 
(6.8) 
s E2 (Ee xn) 	= 	8s(E,XrL) 
The resulting cross sections and integrated cross sections for 
both El and E2 excitations are shown in Figures 6.5 and 6.6, while 
the constants, ., and their errors, obtained from the minimisation 
Procedure, are listed in Table 6.1. The normalisation factor, which 
determines the proportion of E2 strength required, was 0.07 ± 0.0034 
for the reaction (y,3n), which compares well with the corresponding 
factor of 0.062 ± 0.026, obtained from the analysis of the experi-
mental electron to bremsstrahlung yield ratios. 
In addition, the much improved statistical uncertainties on the 
measured electrodisintegration yield functions has enabled the pro-
portion of E2 in the cross section for the reactions (y,4n), (y,8n) 
and (-y,9n) to be determined. The relative strengths for El and E2 
excitation, obtained from the two methods of analysis, will be dis-
cussed, later, in section 6.5. 
6.3 Result of El, E2 Separation On Yield Functions and Yield Ratios 
Having determined thevariátion with photon energy of the cross 
section for El and E2 excitation, the electrodisintegration yields 
and electron to bremsstrahlung yield ratios due to each multipole 
TABLE 6.1 
Proportions of E2() strength in total (y,xn) cross sections 
from analysis of (e,xn) yield functions - 
Isotope 	Number of 
neutrons emitted 	 E = e 	 e 140 MeV 










0.079 ± 0.0034 
0.139 ± 0.011 
0.130 ± 0.016 
0.116 ± 0.014 
0.178 ± 0.009 
0.165 ± 0.038 
0.203 ± 0.020 
0.079 ±0.004 
0.139 ± 0.011. 
0.098 ± 0.014 
0.052 ± 0.009 
0.092 ± 0.056 
0.166 ± 0.023 
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can be calculated by folding with the appropriate virtual photon and 
bremsstrahlung spectra. 
6.3.1 	Calculation of Yield Ratios 
The electron to bremsstrahlung yield ratio for each reaction, in 
which between 3 and 9 neutrons are emitted, has been calculated using 
equation (5.5) and the separated cross sections for El and E2 
transitions. The quantity, Xc(EeXt1) 	for each xii reaction is 
shown in Figures 5.4 - 5.8 as the broken line (marked (b)). While 
the ratios, Xc(Ee)  resulting from the analysis of the electrodis-
integration yield functions, generally lie somewhat higher than the 
corresponding values from the analysis of the experimental electron 
to bremsstrahlung yield ratios, the former results provide an equally 
good fit to the experimental data. 
6.3.2 	Calculation of Electrodisuntegration Yields 
Equation (6.1) has been used to calculate the yield for the 
emission of x neutrons due to El and E2 excitations, given that the 
separated cross sections, a 	 and cE2,  are now known. The re- 
sults of this calculation are shown in Figures 6.7 - 6.10 for all the 
xii reactions, including those cases; notably (e,n), (e,lln) and 
(e,12n), where the assumption of 100% excitation appears to provide 
the best fit to the experimental data. Both the individual yields, 
E1 and  YE2 Y 	 , as well as the sum of these two quantities are shown. 
Although the resulting proportion of E2 strength in the total 
cross section is generally small (and always less than the El strength), 
the enhancing effect of the virtual photon spectrum for electric quadru-
pole transitions is evident. In all reactions, where some E2 strength 
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FIGURE 6.7: Experimental yields for the reactions (e,n), (e,3n), 
and (e,4n) on Au 
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FIGURE 6.9: Experimental yields for the reactions (e,8n), (e,9n) and 
(e,1]z) on Au 197 compared with the calculated results for 
El and E2 excitation and the sum of the calculated results. 
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FIGURE 6.11: Sum of the individual (y,xn) cross sections and integrated 
cross sections for El and E2 excitation deduced from the 
analysis of the electrodisintegration yield functions. The 
integrated cross section for E2 excitation-has been 
multiplied by a factor of 20. 
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fraction of the total electrodisintegration yield. 
6.4 Total Neutron Production 
The total cross section and integrated cross section for the pro-
duction of one or more neutrons via El and E2 excitations have been 
determined from the individual cross sections for each oi reaction 




(E) 	= 	I 
Y y xl 
x2, l0 
E 
e EL I 	(E)dE 	= 
J 1 	Y. I 
E th 
El c 1 (E1 ,xn) 
L 	1, 2 
12 	E  EL I 
x=l f Y Y 	Y 
x2,l0 Eth 
(6.9) 
The results of these summations and their statistical uncertainties 
are plotted in Figure 6.11. The integrated cross section due to E2 
excitation has been multiplied bya factor of 20 to facilitate the com-
parison with the El integrated cross section. The cross section for 
the emission of 2 neutrons is not included in the summations in equations 
(6.9), since no experimental data was obtained on the electro- or photo- 
197 195g 
disintegration of Au 	leading to the production of Au 	. However, 	- 
if the emission of 2 neutrons is assumed to proceed solely via El ex-
citation, then the integrated cross section would have the form, shown 
in Figure 6.11 by the dashed line. In estimating the cross section for 
the (y,2n) reaction, the measured results of Veysierre et al. 20) .have 
been used for photon energies below 30 MeV, while the results of the 
PICA calculations have been used for energies between 35 and 340 MeV. 
The comparison of the integrated El and E2 cross sections reveals 
the dominance of the electric dipole mode of excitation, due mainly to 
-127- 
the large El cross section in the Giant Dipole Resonance. The quasi-
monoenergetic cross section for E2 excitation shows that significant E2 
strength appears to exist at photon energies between 24 MeV and the 
pion threshold. The high energy 'tail' on the E2 cross section, ex-
tending to 340 MeV, is due to the use of the normalisation method, des-
cribed in section 6.2.2, to analyse the yield functions for the re-
actions (e,3n), (e,4n), (e,8n) and (e,9n). It should be interesting 
to obtain further data points for the reactions (e,3n) and (e,4n) at 
lower electron energies, so that the unfolding technique might be 
employed, thereby showing whether these reactions also exhibit the same 
cut-off in the E2 cross section at a photon energy around 220 MeV, 
asdo the reactions (y,5n), (y,6n) and (y,7n). 
6.5 	Integrated Cross Sections 
The integrated cross sections, s EL(Eexn) 	for each of the multi- 
poles, El and E2, are plotted in Figures 6.12 and 6.13 against the 
number of emitted neutrons at the selected electron energies of 70, 140, 
240 and 340 MeV. The integrated cross section for E2 excitation falls 
less rapidly with the number of emitted neutrons than the El integrated 
cross sections. Although no results on the cross section for the 
(y,2n) reaction are available, these figures certainly indicate the 
presence of a quadrupole component in the total absorption cross section 
At photon energies above the Giant Dipole Resonance. This, coupled 
with the observation of a cut-off in the E2 cross sections for the 
reactions (y,5n), (y,6n) and (y,7n), may indicate the presence of 
some localised E2 strength in the photon absorption cross section in 
the energy range 24 - 40 MeV with a higher energy 'tail', extending 
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FIGURE 6.12: Integrated cross sections against number of emitted neutrons 
for El and E2 excitation at end-point energies of 70 MeV 
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FIGURE 6.13: Integrated cross sections against number of emitted 
neutrons for El and E2 excitation at end-point energies 
of 240 MeV and 340 MeV. 
TABLE -6 . 2  
Integrated cross sections for (y,xn) reactions resulting from 
El and E2 excitations, deduced from (e,xn) yield functions 
(a) 	Electron Energy 	= 140 MeV. 
Isotope Number of s 
El  (140,xn) s 
E2 (140,xn) 
neutrons emitted (14eV b) (14eV b) 
Au 196g 1 2.790 ± 0.040 
Au194 3 0.293 ± 0.010 0.0251 ± 0.0014 
193g 
Au 4 0.238 ± 0.013 0.0385 ± 0.0035 
192 
Au 5 0.149 ± 0.009 0.0224 ± 0.0024 
l9lg 
Au 6 0.119 ± 0.009 0.0155 ± 0.0015 
190 Au 7 0.084 ± 0.004 0.0182 ± 0.0007 
189m Au 8 0.0322 ± 0.005 0.0064 ± 0.0012 
188 
Au 9 0.026 ± 0.0014 0.0067 ± 0.0006 
l86a Au 11 - - 
185b 
Au- 12  
(b) 	Electron Energy = 	340 14eV. 
196g Au 1 2.793 ± 0.040 - 
194g 
Au 3 0.317 ± 0.015 0.0272 ± 0.0017 
l9lg 
Au 4 0.495 ± 0.043 0.0804 ± 0.0040 
190 
Au . 	5 0.222 ± 0.021 0.0242 ± 0.0040 
192 Au 6 0.303 ± 0.028 0.0165 ± 0.0026 
190 
Au 7 0.205 ± 0.012 0.0208 ± 0.0014 
189m 
Au 8 0.117 ± 0.016 0.0235 ± 0.0040 
188 
Au 9 0.094 ± 0.005 0.0238 ± 0.0020 
l86a 
Au 11 0.274 ± 0.031 - 
185b 
Au 12 0.125 ± 0.038 - 
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The fraction of quadrupole strength in the total cross section has 
been determined for each of the xn reactions. In the case of the 
emission of 1, 11 or 12 neutrons this is zero. For the reactions 
(i, 3n), (y,4n), (y,8n) and (y,9n), the constant, 8, determined 
by the minimisation in equation (6.7), gives this fraction. The pro-
portion of total E2 strength in the cross section, leading to the 
emission of 5, 6 or 7 neutrons, has been determined using equation 
(6.10) 
E 	 E 
8(EeXfl) = 	
e cE2(E ,xn)dE / I 	(E xn)dE 	. 	(6.10) 
Y 	' 
Eth 	 Eth 
These quantities for end-point energies, E,  of 140 and 340 MeV, 
are listed in Table 6.1. The proportion of quadrupole strength, re-
quired from the analysis of the electron to bremsstrahlung yield ratios 
for the reactions (e.,3n) and (e,5n), which are included in Table 
5.2, compare favourably with the corresponding fractions, given in 
Table 6.1. The results, displayed in Table 6.1, are also plotted in 
Figure 6.14 against the number of emitted neutrons. This figure shows 
how the proportion of E2 strength in the integrated cross section for 
those reactions, where an independent estimate of the E2 cross section 
has been made, falls with increasing end-point energy. 
The integrated total absorption cross section for El and E2 excitations, 
determined by summing over all the individual neutron emission channels, 
is given below for the end-point energies of 140MeV and 340 MeV. The 
uncertainties on these quantities include both the statistical errors 
from the analysis procedure and the systematic error, resulting from 
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FIGURE 6.14: Proportion of E2 in the integrated total cross section 
against number of emitted neutrons at end-point energies 
of 140 MeV and 340 MeV. 
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40 1 
12 	1 El E c (E xn)dE 	3.759 ± 0.140 MeV.b 
x1 
x2,lO Eth 
12 f140 E2 








E1 j 	I 
El 
 I x 	
(E ,xn)dE I = 	4.950 ± 0.210 MeV.b 
x2,10 Eth 
12(340 
I 	0.E2 	xn)dE 	= 	0.216 ± 0.016 NeV.b 
x=1 J I I'• 	I E 
x2,10 	th 
The integrated cross section for E2 excitation, thus corresponds to 
(4.19 ± 0.22)% of the total cross section, omitting the case, x = 2, 
at 140 MeV end-point energy and (3.57 ± 0.18)% at 340 MeV end-point 
energy. 
6.6 Comparison with Energy Weighted Sum Rule Predictions 
Having estimated an absorption cross section for El and E2 excita-
tions, it is interesting to compare the results with the energy 
weighted sum rule predictions. From equation (1.12) of section 1.4.3, 






0.06 	(1 + K) 	MeV.b , 	 (6.11) 
where K is the exchange enhancement factor proposed by Levinger and 
Bethe 9 . An experimental value, determined from the results in the 
previous section, has been determined as 
K 	= 	0.32 ±0.05 
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although this includes only the reactions (y,xn), x = 1, ... 12 (x 0 2,10). 
Assuming the total absorption cross section determined from the analysis 
of the bremsstrahlung yields in section 4.5 displays the same pro-
portion of E2 strength as the sum of the (y,xn) cross sections, given 
in section 6.5, the results presented, here are consistent with a value 
for K of 
0.82 ± 0.042. 
The E2 energy weighted sum rules are given as (Table 1.1) 
140 
AT = 0; f 	cE2(E)dE/E pb.NeV' = 0.236 nth.MeV 1 
(6.12a) 
140 
AT = 1; J 	c 2 (E1)dE1/E1p1.MeV 1 = 0.3525 m1.MeV 
(6.12b) 
The isoscalar (T0) E2 giant resonance in Au 197 is expected to 
occur at 10.8 MeV, while the isovector (T=l) resonance should occur 
around 22 MeV photon energy. The energy weighted sum of the experi-
mentally determined E2 cross section, obtained by numerically integrating 
the left hand side of equation (6.12), has been determined as 
140 
'12 	






x2,10 24 	 (6.13) 
Since the E2 cross section, obtained here, covers the range of 
excitation energies from 24 MeV upward, the above result will be com-
pared with the isovector E2 energy weighted sum rule, given by the 
right hand side of equation (6.12b).. Thus, the analysis of the 
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electrodisintegration yield functions, assuming the presence of El or 
E2 excitation only, leads to the conclusion that the total cross 
section for multiple neutron emission, omitting the case x = 2, 
exhausts (14.98 ±0.38)% of the E2 AT = 1 EWSR. 
It should be noted, however, that the result obtained here depends 
strongly on the assumption that El and E2 multipoles are dominant, and 
that the distorted wave virtual photon theory, including the correction 
for the finite size of the nucleus, is valid. Any change in the 
virtual photon spectra or finite size correction, particularly for E2 
transitions, would alter the resulting quadrupole strength, which is 
deduced. 
6.7 Electro- and Photodisintegration Resulting in the High Spin 
Isomer, Au 196m2 
As mentioned in section 3.5, the presence of y rays from the 
decay of the second isomeric state of Au 
196  with a spin of 12, was 
identified in the gamma-ray spectra of the active Au targets. 
6.7.1 	Isomeric Ratios 
The absolute ratio of the isomeric to ground state production of 
Au 196 has been calculated from both the electron and bremsstrahlung-
induced yields, and shown in Figures 6.15(a) and 6.15(b), respectively. 
The ratios for both reactions are almost identical; those for the 
electron-induced reaction possibly being slightly higher. The average 
ratio over the electron energy range 60 - 160 14eV has been determined 
as (1.30 ± 0.03).10 	for electrons and (1.01 ± 0.06).10 	for 
bremsstrahlung. This can be compared with a previous measurement by 
Dilavyan et al. 
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FIGURE 6.15: Ratio of the yields for the production of the isomeric 
to ground-state of Au 
 196  for both electron- and bremsstrah-
lung induced reactions. 
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ratio at an electron energy of 52 MeV, using bremsstrahlüng. 
The production of such a high spin isomer is somewhat surprising, 
given that only one neutron is emitted and that the bulk of the cross 
section would appear to lie in the giant resonance region. In addition, 
if the dominant mode of excitation is electric dipole, then the maximum 
angular momentum of the compound nucleus would be - (Appendix 10), 
leaving around 9 units of angular momentum to be carried away by the 
neutron. The transmission coefficient for such a neutron is extremely 
small but it may be that the consideration of y-cascade effects in 
the product nucleus will explain the observed ratios. 
Subsequent data 16 has been obtained on the isomeric ratio, which 
it is hoped will be compared with the predictions of a statistical model 
calculation, including cascade effects. 
6.7.2 Electron to Bremsstrahlung Yield Ratios for Au 196m2 
The electron to bremsstrahlung yield ratio, Xe(Ee1n') 	has 
been determined from the measured yields and analysed in the same 
manner as the yield ratios for the other Au isotopes. 
Firstly, the bremsstrahlung yield function has been unfolded as 
described in section 4.4.1, using the least structure technique. The 
resulting cross section, G(E1,lflm2),  and integrated cross section, 
E2 	m2 s (E,ln ), are shown in Figure 6.16. The electron to bremsstrah-
lung yield ratio has then been calculated by numerically performing 
the integration of equation (5.5), using the appropriate DW virtual 
photon spectra. The results of these calculations are shown in 
Figure 6.17(a), both with and without the finite size correction. The 
electron to bremsstrahlung yield ratios for the production of the 
ground state are shown in Figure 6.17(b) for comparison with the X  
ratios for the isomeric state. 
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FIGURE 6.17: 	Electron to bremsstrahlung yield ratios for the 
196g 	l96m2 production of Au 	and Au 	compared with the 
predictions of DW virtual photon theory assuming either 
• 	 100% El or E2 excitation. The predictions for both a 






The experimental yield ratios for the production of Au 196m2  
lie closest to the predicted values, assuming 100% El excitation. 
However, if the finite size correction is included, the predicted 
ratio for 100% El lies slightly below the measured data, whereas, for 
the ground state production, the application of the finite size cor-
rection brings the calculated. results, X(E,ln 8), for pure El 
excitation into line with the experimental results. 
l96m2 
6.7.3 Electron-induced Yield of Au 
An attempt has been made to estimate the proportion of E2 strength, 
required to fit-the electron-induced yield function, by calculating 
the expected yield on the basis of 100% El excitation and determining 
E2-El 	m2  
the difference, YD 	(Ee lfl ) 	
between the experimental yields, 
and the calculated yields, YEl(Elntfl2) 	according to 
equation (6.4). 
This difference yield, which is shown in Figure 6.18, was then 
analysed using the normalisation method, described in section 6.2.2, 
E2-E1 
by calculating the quantity, Y T 	
where 
E2-El 	m2 
e (E in ) 





a (E ,ln)[NE2 (Ee ,Ey
) - N(Ee,EY)IdE /E 
	 (6.14) 
Eth 
where 	Eth 	assumed threshold for the reaction 
197 	l96m2 Au (y,ln)Au 	= 8 14eV.. 
The value of 8 was then adjusted until 8.E2El fitted the experi-
mental differences. This normalisation of the calculated difference, 
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FIGURE 6.19: 	Normalisation of diEference yield, 
YE2_El,  calculated using. 
total cross section, cr(E , ,xn), to the experimentally 
E2-El 
deduced differences, Y 	 , shown in Figure 6.18, for. the 
l96m2 
production of Au 
t97 	 196..2 
Au ( y, 1 n )Au 	E1,E2 Cross Sect ions 
UiolOi'd CrOss 5,ct9r 






















_) - 3 
 10
	
i 	 ! 1 0 
0 	50 	100 	ISO 	ZOO 	250 300 	350 
Photon Energy (/%.eV) 
FIGURE 6.20: Cross section and integrated cross section for the reaction 
197 	.196in2 
Au (y,n)Au 	for El and E2 excitation obtained by the 
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FIGURE 6.21: Experimental yields for the reaction Au 
197 
 (e,n)Au 196m2  
compared with the calculated results for El and E2 
excitation and the sum of the calculated results. 
-134- 
0.0959 ± 0.0063. This value of 	gives the following integrated cross 
sections at end-point energies of 140 MeV and 340 MeV, and results in the 
cross sections and integrated cross sections for El and E2 excitations, 
shown in Figure 6.20. 
El 	m.2s (140,ln ) 
E2 	m2s (140,ln ) 
El 	m2$ (340,ln ) 
E2 	m2 
5 (340,ln ) 
= 	8.21 ± 0.62 NeV.ml 
= 	0.87 ± 0.09 MeV.rn1 
= 13.0 ± 0.13 MeV.nth 
= 	1.38 ± 0.16 MeV.uib 
Having estimated the cross sections for El and E2 excitations, 
the yields, 
Y El and Y E2 , corresponding to these cross sections, 
have been calculated using equation (6.1). The results are shown in 
Figure 6.21 along with the sum, Y El + Y 
E2 , for comparison with the 
measured experimental electrodisintegration yields. 
Again, it must be emphasised that any change in the virtual photon 
spectra or the finite size corrections will significantly affect the 
proportions of El and E2 required to fit the experimental yield func-
tions. 	However, a comparison of the electron-induced yields for 
the production of both the isomeric and ground states with the DWBA 
El virtual photon predictions, including finite size effects, does 
reveal the presence of some enhancement in the production of the isomeric 
state, which can be interpreted as due to the presence of a small 
(' 10%) E2 component. Given the results, presented here, it should be 
of great interest to compare the results at much lower end-point energies 
with the predictions of a Statistical Model calculation, including 
'-cascade effects. 
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6.8 Summary and Conclusions 
The results of calculations, using the distorted wave virtual photon 
theory of Gargaro and Onley 61 have been shown to be in fair agreement 
with the experimental electron-induced yields, leading to the emission 
of between 1 and 12 neutrons. Using the correction for the finite size 
of the nucleus according to Shotter 64 , and assuming the presence of 
only El or E2 excitation, calculated yields have been determined, which 
are consistent with the measured data and have allowed an estimate of 
the total E2 strength to be made. The comparison of 'the total inte-
grated cross section with the sum rule predictions indicates that the 
reactions leading to the emission of x neutrons, 1 < x < 12 






The results on (e,xn) and (y,xn) reactions in Au 197 in the 
energy range 60-340 MeV, presented in this thesis, provide new and 
unique information on the excitation of nuclei by electrons and photons 
and on their subsequent de-excitation. The general trends of the 
measured photodisintegration data (both with number of emitted neutrons 
and with excitation energy) have been reasonably well reproduced by 
calculations, employing the cascade-evaporation model, PICA. 
However, the cascade model, which assumes an initial interaction 
between a photon and a quasi-deuteron, over-estimates the total absorp-
tion cross section. The use of a value of 4.3, instead of 10.3, for 
the Levinger parameter, L, in the quasi-deuteron cross section is 
necessary to produce agreement between the calculated and the measured 
photodisintegration results. The comparison between the experimentally 
deduced excitation functions and the calculated photon cross sections 
has led to the suggestion that a more realistic calculation of the 
neutron transmission probabilities is required for a better description 
of the cross section just above the threshold of each (y,xn) reaction. 
The total absorption cross section, integrated up to the pion 
threshold, has been compared with the sum rule predictions for photo-
nuclear reactions. The integrated cross section corresponds to 1.9 
classical electric dipole sum rule units, which is similar to other. 
results for heavy 153) and light 
154)  nuclei. 
The DWBA virtual photon theory has been sho'wn to be fairly 
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successful in predicting the measured ratios of the electrodisintegration 
yields to the photodisintegration yields over a wide range of excitation 
energy. Using a correction for the finite size of the nucleus, the 
virtual photon calculations have been used to analyse the measured 
electrodisintegration yield functions. The analysis of the yield 
functions for those (e,xn) reactions, in which 3 or more neutrons 
are emitted, has revealed the presence of a significant contribution 
to the total absorption cross section from multipoles other than El 
at photon energies above 24 MeV. Assuming the presence of only El 
or E2 excitations, the (e,xn) yield functions have been shown to be 
consistent with a total E2 strength, which exhausts 15% of the iso-
vector electric quadrupole energy weighted sum rule. 
Of additional interest has been the observation of y-rays from 
196tn2 
the decay of the J = 12 isomer, Au 	. The production of such 
a high spin state by an. interaction, which predominantly transfers low 
(L = 1 or 2) angular momentum, is somewhat surprising. Analysis of 
the electron-induced yield function for both the isomeric and ground 
states revealed that the yield of Au 
196m2  is consistent with an 
El/E2 mixture of 91% El and 9% E2, while the production of Au 19€  can 
be explained solely on the basis of El excitation. 
7.2 Future Work 
This study of the electro- and photodisintegration of Au 197 has 
indicated certain areas worthy of further investigation. 
In order to test the predictions of the cascade model, including 
an improved calculation of the transmission probabilities for the 
emitted nucleons, the yield of one particular isotope (e.g. Au 190
could be determined to a greater statistical accuracy, employing 
smaller electron energy increments. An improvement in the accuracy 
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of the measured data would also enable a more careful investigation of 
the cross section at photon energies near the pion threshold, thereby 
checking the significance of the apparent maximum in the cross section 
for each (y,xn) reaction at photon energies in the range 150-180 
MeV. 
An apparent absence of pion effects in the production of isotopes up 
to 12 neutrons from the target nucleus has been found. While the cascade 
calculations suggest the presence of such a contribution to the re-
actions, studied here, this may be the result of incorrect assumptions 
on the transparency of nuclear matter to ir-mesons. As suggested in 
section 4.4.5.3, the absorption of a pion releases a considerable amount 
of energy and will probably result in a reaction product far from the 
target nucleus. In heavy nuclei such isotopes are often unstable to 
a-particle decay with half-lives of the order of a few seconds, or less. 
Thus, a measurement of any short-lived a-activity, produced in the 
activation of a heavy nucleus, could prove fruitful in identifying the 
effects of an initial ir production process followed by subsequent 
absorption. 
The analysis of the (e,xn) yields indicates that a study of the 
corresponding reactions in other nuclei would be useful; particularly 
in verifying the presence of a significant E2 contribution to the total 
absorption cross section at photon energies between the Giant Dipole 
Resonance and the pion threshold. If the E2 contribution, detected in 
the results presented here, is due to the isovector Giant Quadrupole 
Resonance at 22 MeV in Au 197, then a measurement of the long-lived 
activity from Au 195g, produced by an (e,2n) and (y,2n) reaction, 
should also reveal such a contribution. 
During the preparation of this thesis a new DWBA virtual photon 
162)  
calculation has been published by Onley 	. This calculation for the 
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multipoles El, E2, E3 and Ml takes into account both Coulomb dis-
tortion and finite nuclear size as well as interference between these 
two terms. A comparison with the data, presented here, will provide 
an excellent test of this latest virtual photon theory, bearing in 
mind the considerable success of the presently available calculations. 
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APPENDIX 1 
Calibration of Toroid and - Secondary Emission Charge Monitors 
The response of the toroid and secondary emission charge monitors 
are compared to that of a Faraday Cup, which is held under vacuum, and 
can be placed into the electron beam after the scattering chamber. The 
charge pulses from the Faraday cup are collected by a current integrator, 
which produces an. output logic pulse for every 2 x 	Coulombs of 
charge. The relative response of the respective charge monitor and the 
Faraday cup, which has been determined to have an efficiency of 99.6%8), 
is obtained by taking the ratios of the corresponding total number of 
logic pulses, which are shown in Figure A1.1 for average currents in the 
toroid between 1 and 20 VA. 	For mean currents up to 19 UA the toroid 
response is linear to within 0,5%. In the case of the secondary emission 
monitor, calibrations, were performed for each new experimental measure-
ment in a similar fashion by relating the amount of charge, collected by 
the monitor, to the amount collected by the Faraday cup. 
The calibration of the toroidal charge monitor is determined from 
the mean ratio of the toroidal to Faraday cup charge. Thus, 
	
toroid charge 	(NT/100).k B 
	 (Al.') 
where NT  is the number of toroid logic pulses and kB  is the cali-
bration of the current integrator. 
Faraday Cup charge 	= 	(N/lO0) x 2.10 	x 0.996 , 	(A1.2) 
where NF is the number of Faraday cup logic pulses. 
Figure Al.l shows the relative response of the toroid and Faraday 














FARADAY CUP CURRENT (pEA) 
FIGURE Al.l: 	Relative calibration and stability of toroid. 
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ratio in the mean current range 1-19 i.iA the toroid calibration has been 
determined as, 
lt.c 	= 	(1.3329 ± 0.0027) x 1012  electrons. 
The efficiency of the two charge monitors can be determined by cal-
culating the ratio of the charge, collected by the particular monitor, 
to that, collected by the Faraday cup. The efficiency of the toroid 
monitor was thus determined to be (28.095 ± 0.06)%, while the secondary 
emission monitor has an efficiency of 6%. 
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Determination of Target Thickness 
The experimental, arrangement for the determination of foil thicknesses 
by absorption of low energy photons is shown, schematically, in Figure 
A2.1. The transmitted photon flux, 1(x), through a foil of thickness, 
x g.cm 2 , can be written as follows: 
1(x) 	= 	I exp(-px) 	, 	 (A2.1) 
where 10 = incident photon flux (cm- 1 cm 1  
p 	= total mass absorption coefficient (cm2 g). 
If the material is composed of more than one element, the mass absorption 
coefficient is given as, 
n 	a. a. 	n 
p 	= 	N 	
1 1 
= 	 a. p ., 	 (A2.2) 
m 
	
A. Mai i=l 
where 	p mi = mass absorption coefficient of i'th element 
a. 
1 
= abundance of i'th element 
= total cross section for y absorption by i'th element 
MA- 
= atomic weight of i'th element 
NA = Avrogado's number. 
In determining the foil thickness, using photon absorption, the 
effect of all the elements present is measured. In this case, however, 
the Au foils were of 99.9% purity, so that the effect of any impurity 
elements is extremely small. The maximum error', in assuming a.100% 
pure Au foil, will occur when the contaminants are light elements. 
For example, if there was around a 1% contamination of C 12 (which might 
result from washing the foils in acetone), the error, in assuming that 
Incident Flux -I s  -s-Ray 
Source 
Transmitted Flux -I 
I = 
 
I..exp( — )J m .x) 
 
Collimator 
FIGURE A2.1: 	Measurement of y-ray absorption 
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the foil is l00% pure gold, is only 0.97%. 
Using equation (A2.1), the average target thickness over the area of 
the photon beam spot is given as, 
x 	- n('o/I) =  W. 3) 
By measuring the incident and transmitted count rates through a fixed 
area of fOil, and knowing the value for 'm' the localised target thick-
ness can be determined. In the measurements, carried out to determine 
the thickness of the Au foils, a 3.2 itmi thick iron collimator with a 
4 mm diameter aperture, was used to'provide a beam of low energy photons 
from a 10 pC Am 241 source. The attenuation of the 13.9 key L X-rays 
from Np, which was used to determine the foil thickness, was around 0.4. 
The mass absorption coefficient, V , can be determined by re-
lating the average foil thickness, obtained by weighing a known area of 
foil, to the average, obtained by measuring the attenuation at a large 
number of points on the same foil. In this case, an iron collimator, with 
a 1 mm diameter aperture was used, across which the target was scanned 
in 1 mm steps. The results of these measurements are shown in Figure 
A2.2, where .n( I,/I) is plotted against the foil position in milli-
metres from an arbitrary reference point. 
If there are N measurements of the foil thickness, the average 
of these, x, is given as, 
N 	 N 
= 	I x 	= 	. - 	I 	(2..n(I/I)) . 	(A2.4) 
i=l m i=l 
Denoting the summation on the right hand side of equation (A2.4) by 
2,n(I/I), we obtain, 
= 	2,n(I/I) . 	 (•5> 
.8 
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FIGURE A2.2: Absorption of 13.9 keV X-rays from decay of Ani 241 by 
4 mg. cm' Au foils. The quantity n(I 0/I), which is 
plotted against the position across the foil, is pro-
portional to the foil thickness. 
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By weighing a known area of foil, one obtains an average thickness, X. 
If the number of points, N, over which the thickness of the foil is 
measured, using the absorption technique, is large, it is reasonable 
10 assume, that x is equivalent to X, so that 
= 	X/ (2.,n(I/I)) 	. 	 (A2.6) ,  
The results, shown in Figures A2.2(a) and A2.2(b),. lead to values of 
p 	equal to 0.171 cm2 9 	and 0.165 cm2 g , respectively. 
A2.2 Determination of Errors 
Sources of errors in the absorption measurements include; the 
statistical counting errors; the use of a 4 tn diameter photon beam 
for the absorption measurement, whereas the electron beam spot size 
is around 1 mm in diameter, and the uncertainty in determining the 
mass absorption coefficient. 
The initial photon flux was measured to 0.1% accuracy. The trans-
mitted flux was determined by collecting a fixed number of counts in 
the 13.9 keV X-ray -peak, so that the error in the quantity, th(1 0 /I), 
was kept constant at ± 0.0037, independent of the resulting value for 
the target thickness. 
The error, which might be introduced because of the differing 
cross sectional areas of the photon beam, used - fôi -the-absorption 
measurements, and the electron beam, was estimated, bycalculatin 
the average target thickness fluctuation, when a 1 mm diameter beam 
spot is moved anywhere within a 4 mm diameter area. This was achieved,, 
by taking the measurements - with the 1 mm collimator, scanning across 
the target, in groups of four, and calculating the standard deviation 
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in the target thickness about the mean value for each group. The average 
of these standard deviations was then taken as a reasonable estimate of 
this possible error. For N measurements of the target foil thickness, 
there are N - 3 values of the average thickness x., and standard devia-
tion inthat thickness, a, so that 
j+3 
	




Z (x. - x.) 2)/4 
3 	i=i 	3 
j = 1,2,..., N-3. 




• a. = 	(N-3) 
a. 	. 	 (A2;8) 
This analysis led to a value for a 	of ± 0.012. 
In determining the mass absorption coefficient, p, by making a 
large number of measurements across a target foil, the sum of the in-
dividual results, x, essentially gives the total mass of the foil, m, 
since 
N 
m 	I X. . 	 (A2.9) 
- 	1=1 
This gives the error in m, as 
N 
I 	(AX .)2 	, 	 (A2.10) 
1=1 
1 
where Ax. is the error in the i'th thickness measurement. Using 
equations (A2.9) and (A2.10), the relative error in m is given as 
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N 	 N 
E 	(L'x.) 2 	 E 	(R.) 2 
m) 2 	 i=l 1=1 
- 	
1 I 
12 - 	 12 
I Z 	Cx. 	 1) I I E 	(R.) I I. I. 
L1l J L1=l 
where 	R. = 2.n (I IT.) 
1 	 0 1 
and 	AR . = 	L(tn(I/I.)), the error in the photon attenuation. 
Writing 	Z (R1 ) 2 	as 	(R2 ) 2 , this gives 
1=1 
AM 
= * R 	
( A2. 11) 
m  
Since ljm 	= 	2.,n(1 0 /I)/X, 	the resulting relative error in IIM 9 is 
= . + 	
(2) 	
(A2.12) 
urn 	 X 	VIR R 
The results, obtained by scanning the foil across the aperture of 
the 1 min collimator, yield a value of 0.0086 for 	(R2) 2 and 0.6855 
for £n(1 0 /I). 	The relative error in the average thickness, X, obtained 
by weighing the foil is 1%, so that the resulting relative error in 
is 1.2%. The results for the mass absorption coefficient from the two 
different scanning measurements differ by 2.4%, so that this was taken as 
the upper limit for the error in the mass absorption coefficient. Since 
the error in p is systematic and will multiply all the results, obtained 
for the foil thicknesses, by the same factor, it is quoted separately from 
the statistical errors in the final results for the reaction cross sections. 
Combining the statistical errors, the uncertainty in the final value 
for each foil thickness is 








m [(—,Oo)  
+ 	 1 + 	 • ( ) 	p 22
J T xn i 
(A2.13) 
This leads to a value for Ax of ± 0.0263, with an overall systematic 
error of 2.4%. 
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APPENDIX 3 
Determination of Detector Absolute Efficiencies 
A calibrated source, which is placed in front of the Ge(Li) de-
tector, allows the absolute photopeak efficiency, c, to be determined 
including both the intrinsic photopeak efficiency of the detector, 
92 




	 I ) 
= 	P(E )J/47 
	
(A3. 1) 
Knowing the activity of the y-ray source, the decay rate for the par-
ticular I ray, is then given as 
R(t) 	= 	3.7 x 104 .X.(I/100).exp(-th(2).t/T 1 ) 
(A3.2) 
where X = source activity (iCurie) on the date of calibration 
= I ray intensity (%) 
T1 = half-life 
2 
t = time elapsed since the calibration date. 
Having measured the area of the photopeak, Ay, in a y ray spectrum 




I TR cy 
(A3.3) 
where Tc  is the count time for the spectrum. By using sources, 
emitting gamma rays of various energies, the efficiency can be determined 
over the energy range of interest. Table A3.1 lists the sources, employed 
to determine the detection efficiency, and the most intense gamma rays, 
which they emit. 
Isotope 
5 Co 57  
TABLE A3.1 
















2.602y 	1.090  





























- Calibration date 1st March, 1978. 
-. Gamma ray information taken from Table of Isotopes by 
126) 
Lederer and Shirley 	. 	. 
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For photon energies above 100 keV, the photopeak efficiency is 
found to vary as A.EB, where A and B are parameters. Below this 
energy, increasing absorption of the y rays takes place in the 
aluminium window of the Ge(Li) detector. This cut-off in efficiency 
can be represented by a term in the function, describing the photopeak 
efficiency, varying as 	exp(c.E1). 	The measured efficiencies were 
therefore fitted with the following function, where the parameters 
i = 1,... ,4) were determined from the best fit. 
P 
c(E) 	= 	Pi 	3 
(E 2 + p exp(P 4 .E)) 	. 	 (A3.4) 
The results of the measurement of the photopeak efficiencies are 
shown in Figure A3.1. Table A3.2 lists the parameters for each of the 
detectors, which were used in these experiments. 
Ge(Li) Detector EFficerce5 
Edinburq?i 
Fit -6 data 
G,(LiI Me. t 
10 2 	 10 
Gamma Ray Enerty (k.VJ 
 
Ge(Li) Detector Efficiencies 
Kevuri Lab. 
Fit to data 
No. 2 
.tLi No. 
Gamma Ray Enwr9y tKeVJ 
 
Ge(Li) Detector Eff i c i enc i e s  
ia I nz 
Fit to data 
G.L) N.. L 
GILi) N.. 2 
10 2 
Gamma Ray n.ry keV) 
 
FIGURE A3.1: Absolute photopeak efficiency against y-ray energy for each. 
of the Ge(Li) detectors used in these experiments. Also shown. 
are the fits to the experimentally determined efficiencies. 
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Parameterisation of Ge(Li) Detector Efficiencies 
Function fitted to photopeak efficiency is: 
P 
c(E) = P (E 2 + P 3 .exp(P4 .E ))% 
• 	Parameter P1 P2 P3 P4 
Detector 
Edinburgh No. 1 107.6 -1.005 -0.09177 -0.03763 
Edinburgh No. 2 175.6 -1.113 -0.04375 -0.02593 
Kelvin Lab. No. 1 33.61 -0.7568 	1 -0.2474 -0.02892 
Kelvin Lab. No. 2 66.56 -0.847 -0.2073 -0.04022 
Mainz No. 1 44.445 -0.9240 -0.3019 -0.04346 
Mainz No. 2 32.532 -0.8941 -0.1636 -0.03331 
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AD1TTV I. 
Correction for the effect of the Multiplexer in the single A.D.C. Data 
Collection System 
As described in sections 2.2.7 and 2.3.7, two different data col-
lection systems were used to record the y spectra of the active targets. 
Prior to the experimental measurements being carried out at the Univer-
sity of Mainz, an activation was performed at the Kelvin Laboratory, in 
which the PDP11/23 computer system was used to collect the data. 
A comparison of the gamma ray spectra recorded, using this system, 
with subsequent spectra from the same target, using the single A.D.C. 
pulse height analysis system, revealed a 17-20% discrepancy between 
corresponding peak areas after correction for the decay of the isotope. 
Further tests on both data acquisition systems revealed the fact, that 
counts were being lost from the full energy peak, in passing through 
the multiplexing unit. This has been attributed to slight zero level, 
or baseline, shifts in this unit, which result in an inaccurate digital 
conversion of the pulse. 
The arrangement of the experiment, which was carried out to deter-
mine the count rate dependence of the above described effect, is shown 
in Figure A4.1. A Cs 137 source was placed in a standard geometry, 10 cm 
from the face of one of the Ge(Li) detectors, while a Na 22 source was 
placed in front of the other detector. A 0.1 mCurie Co 6° source, was 
placed in front of one of the y detectors in different positions to 
vary the total count rate in one half of the system. A 6 inch thick wall 
60 
of lead prevented any y rays from the Co source from entering the 
other detector. Signals from two pulse generators were also applied to 
the inputs of the preamplifiers. The y ray photopeak count rates for 
137 	22 
the Cs 	and Na sources and the pulser peak count rates were then 
recorded for varying total count rate in one half of the system. This 
22 	 137 	 Variable 
I'Q' source 	 Cs 	source 	Position 
Co60 source 
—Ge(Li) 1 	 -Ge(Li)2 
H.V. Fitter.., 	 H.V. Filter.... 





Putser 	 Putser 
10 Hz. 10 Hz. 











ri Pe 	r2 pa 
FIGURE A4.1: Signal processing electronics employed to determine effect of. 
Multiplexer in the Pulse Height Analysis System used'. at the 
Kelvin Laboratory and at the University of Edinburgh. 
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procedure was repeated, using a variable count rate in the other half 
of the system. 
The results of the two experiments are shown in Figure A4.2. The 
quantities displayed are the livetime divided by the count time, ob- 
tained from the A.D.C. livetime clock, and the accepted/input peak rate from 
the two pulse generators. The pulser peak count rate in the part of the 
data collection system with fixed total count rate exhibits the same 
variation with total count rate in the A.D.C. as the livetime fraction, 
whereas the accepted pulser rate from the other detector, which is 
subject to an increasing count rate, drops more rapidly with increasing 
count rate in the A.D.C. than the livetime fraction. It was verified 
by experiment that this was not caused by random summing of pulses in 
the main shaping amplifier. 
Assuming that the loss of pulses from the full energy peak is 
dependent on the total count rate through that particular input channel, 
the rate of loss of signals, R1, can be written as follows, where the 
constant, 'r, is to be determined by experiment; 
= 	R. .R. .T 	 (A4.1) 1P 1 
input rate in full energy peak in 
p 	channel I 
R. 	= total input rate in channel i. 
I = 1, 2. 
The A.D.C. converts pulses from both input channels of the multi-
plexer and, since the effect of a shift in the zero level of the multi-
plexer output is simply to alter the apparent height of the pulse, the 
input count rate to the A.D.C., R, is just the sum of the individual 
count rates, R + R2 . Therefore, in a count time, T, the A.D.C. will 
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FIGURE A4.2: 	Corrections to the areas of the photopeaks with varying 
total count rate in channel 1 of the multiplexer unit. 
The squares show the livetime correction from the A.D.C., 
while the crosses and triangles show the correction 
obtained by dividing the accepted peak rate by the input 
count rate for the pulse generator. 
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Td 	= 	R.T ADC .T 
	
(A4.2) 
where TADC is the mean conversion time for a pulse in the A.D.C. The 
livetime correction factor, f, is then given as 
f 	= 	= 	(1 -R.T.Tc) 	 (A4.3) 
where L is the "livetime" 
Combining both of these effects, the accepted rate in the pulser 
peak in each half of the memory, where channel one only is subject to an 
increasing count rate, is given in equations A4.4(a) and A4.4(b) for 
input channels one and two, respectively. 
A1 = 	f. (R1 - R1) 	'1p (l - R1T) 	 (A4.4(a)) 
A2 =• 	f.R2 	 = 	. 	 (A4.4(b)) 
Equations (A4.4(a)) and (A4.4(b)) show, that the accepted rate, A 2 , 
in channel 2 follows the variation of the livetime fraction with total 
count rate, R, since R 2p'is fixed. However, increasing the total 
input rate in channel 1 (R1) not only increases the deadtime but also 
produces an extra loss of pulses from the photopeak due to the term, 
R1 .T. 	Given that R 	 is known, the constant, t, can be determined1p 




R 	T 	1 
Therefore, 
A 
( - 	) 	= 	T.R1A , 	 (A4.5) 
ip 
L 
where R 	 is the total number of accepted pulses in channel 1 ( 	.R1).IA 
Thus, by measuring the accepted pulser peak rate, Al.  and the livetime 
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L 
fraction, 	, for varying total accepted count rate in channel 1, 
R1A, the constant, T, can be determined. 
Figures A4.3 (a) and (b) .p1-ot the quantity on the left hand side 
equation (A4.5) against the accepted count rate RiA in the particular 
channel for the data collection systems at the Kelvin Laboratory and at 
the University of Edinburgh, respectively. By fitting a straight line 
to the data, the constant, T, was obtained for each of the data col-
lection systems. The resulting combined correction factor, f D' 
 for 
the pulse height analysis systems at the Kelvin Laboratory and at the 
University of Edinburgh are given in equations (A4.6(a)) and (A4.6(b)), 
respectively. 
= 	6.785;x 	R 	(A4.6(a))riA 
I = 1, 2. 
= 	- 5.971 x 	 RIA 	(A4.6(b)) 
The correction factor was applied to the measured y ray peak areas 
from the active targets by summing the total number of counts in the 
spectrum to determine the quantity RiA ( I = 1,2) and by using the 
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FIGURE A4.3: Correction for the effect of the multiplexer with 
accepted total count rate in the particular multiplexer 
input channel for the P1-IA systems at the University of 









Gamma Ray Spectrum Analysis 
The gamma ray spectra of the irradiated targets were analysed 
122),123) 
using the program, SAMFO 	. The features of this program, which 
were employed in the analysis procedure, are described below. 
A5.1 Peak Shape Calibration 
The program, SAMPO, makes use of a standard functional form for the 
full energy photopeaks, which consists of a Gaussian curve with ex-
ponential tailing on both the low and high energy sides, as given in 
equations A5.1. 
f. =+ p2 . (i - p 4) + p3 .exp-(i - p 4) 2 /2p 
for p4 - p62 	i p4 + p7 2 









for i'> p4 + p7 2 
- channel number 
- cónstañt in background approximation 
- slope in background approximation 
- height of the Gaussian curve 
P4 - location of the peak centroid 
P5 - width of the Gaussian curve (FWHN = 2.355 x p5 ) 
P6 2 
- distance in channels to the lower tailing junction point 
p72 - distance in channels to the higher tailing junction point. 
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A linear background is used in determining the peak shapes, since the 
calibration is always carried out on well isolated peaks. Typical peak 
shapes, produced by the function, f 1 , are shown in Figure A5.1. The 
shape calibration is determined by fitting the function, f., to the 
y ray photopeaks using a routine in SAMPO, which minimises the sum of 
squares, given in equation .(A5.2) 
k+m 
= 	E 	(n. - f.) 2 1n. 	 (A5.2) 
1 	1 	1 i=k-2 
I - channel number 
n. = counts in channel i 
1 
k = approximate centre of peak 
channels, determining the fitting interval. 
Four peak shape calibration parameters are retained and used in 
the subsequent fitting of the peaks in the gana ray spectra of the 
active targets. These parameters are p 41  p5 , p 6 	 and p72, the peak 
position, the width of the Gaussiaja curve, and the lower and upper 
exponential tailing parameters, respectively. The three parameters, 
P5' p 6 2 and p 72
,. are found to vary smoothly with channel number, 
so that the shape parameters for any other photopeak can easily be 








-4. 	- 	U 
x 
FIGURE A5.1: 	Line-shaped functions obtained by using various 
degrees of tailing on a Gaussian curve. The 'Gaussian 
is extended at c, so that the function and its - 
derivative are continuous. 
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A5.2 	Peak Fitting 
The information to be extracted from the analysis of a gamma .ray 
spectrum is the position and area of all the photopeaks in the 
spectrum as well as an estimate of the uncertainties in these quan-
tities, which are determined by the statistical and calibration 
errors. The program, SAMPO, carries out this analysis by fitting, 
in the least squares sense, the function, defined in equation (A5.3)., 
to the data points. The algorithm, employed, automatically selects 
the number of channels in each fitting interval, which can include 
up to a maximum of six peaks 
= 	 [- 	- P3+2 ) 2 1w 2] 
for 	p32 - - 	
I 	p32 + h. 
 13 	
= 	2+2j exp 1z (2i -.22, i 	P3+2 
(A5.3) 
for 	i < p32 - kj 
exp [12h j (2p3+2 - 2i + hj )/wj 2] 
for 	i>p32 + h. 
.1 	51 
where i = channel number 
= height of j'th peak in the interval 
j6 
= centroid of j'th peak in the interval 
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w.,b.,h. - parameters defining the shape of the j'th peak (obtained 
from a linear interpolation of the shape calibration data). 
- width parameter of j'th peak 
- lower tailing parameter of j'th peak 
h. - upper tailing parameter of j'th peak. 
The parameters p22 and p32 , are determined by miñimising the 
quantity, x2' where, 
ik+m 
	
x2 	= 	E (n. - b. - Z f..) 2 /n.' 	 (A5.4) 
i=k-k 	 j=l 
where 	n. - counts in channel i 
1 
k = reference channel for background polynomial, b. 
b. - p1 + p2 (i-k) + p3 (i - k) 2 
- number of peaks in the interval 
2,, in - determine the fitting interval. 
As equation (A5.4) shows, a quadratic background is employed in fitting 
the photopeaks, since the condition of an approximately linear background 
cannot be fulfilled for a fairly wide fitting region. The reference 
position, k, is allowed to vary freely in the fitting procedure. 
Once the parameters, p2+2j  and 
p32., are known, the peak areas 
can be calculated by integrating the peak shape function. The relative 
error in the area of each peak (.A/A) is taken as the equivalent 
error in the height of the peak, so that 
1 	- 
tSA 	 (x 2 c /n)2 
n j 	 (A5.5> 
A 
p = 	 , 	=l,..., 
where c 2 , 22 	is the entry in the error matrix 128 , corresponding to 
the jth peak and n  is the number of degrees of freedom in the minimisa-- 
tion procedure. 
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A5.3 	Peak Searching 
The automatic determination of the peak locations in a gamma ray 
spectrum is achieved by calculating the significance, ss, of a potential 
peak, where 
	
ss. 	= 	dd1 /sd. 	 (A5.6) 
and 
dd. 	= 	Z 	c. n. . 	 (A5.7) 
1 j=-k 3 1+3 
r+k 




The quantity, ss, is the sum of the counts in 2k+l channels, 
(dd..) multiplied by the coefficients, c, anddivided by the standard 
deviation, sd., in this sum. The coefficients, c, weight the 
Summations and are designed to enhance the detection of real photopeaks. 
The weight function is the second derivative of a Gaussian curve, whose 
width is obtained from the shape calibration data. Thus 
C 	
02 - 	exp(-j 2 /2a2 ) 	, 	 (A5.9) . = 
3 
where a is the average width of the Gaussian curve, obtained from the shape 
calibration data. 
A potential photopeak is only accepted if the sum, ss, is larger 
than a preset level. The search routine is fairly successful in identifying 
even small peaks on a large background. However, the procedure fails to 
find all the components of a multiplet of overlapping peaks, which are 
necessary for a good fit. For this reason, some on-line editing of the 
list of peaks has to be carried out. This is achieved, by viewing sections 
of the y ray spectrum on a video display unit and adding or removing 
peaks, as necessary. 
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A5.4 	Energy Calibration 
Two methods are available for the energy calibration of the experi-
mental system. In the first of these, the position in channels of the 
photopeak is related to the energy of the y ray using a polynomial 
function, while the second method, which employs a linear interpolation 
between peaks of known energy, was used in these experiments. 
The gamma rays, which were used as calibration peaks, are listed 
in Table A5.1. In general they are strong lines with fairly long half 
lives, so that the peaks are present. in all the spectra. The error in 
the computed energy.is determined by combining the error in the peak 
centroid and the calibration error in quadrature. 
Gamma Rays used as Energy Calibration Standards 
Gamma Rays employed in short count time (T < 16 minutes) spectra. 
y-Ray Energy isotope y-Ray Intensity Half-Life 
(keV) (%) 
166.7 
189m 	191G Au 	& Au 
* 
100.0 	& 3.70 4.55m & 3.18h 
293.5 
Au 194g 11.0 39.5h 
333.0 
196g 
Au 23.1 6.18d 
355.7 
Au 196g 87.7 6.18d 
426.1 
Au 196g 6.73 6.18d 
674.2 
Au 191g 7.64 3.18h 
843.8 
27t 
Mg 730 9..46m 
1014.5 
27 -i- Mg 27.3 9.46m 
1460.75 K4° 10.67 - 
Gamma Rays employed in long count time spectra (T > 16 minutes) 
-y-Ray Energy Isotope y-Ray Intensity Half-Life 
(keV) (%) 
112.5 
Au 193g 2.9 17.65h 
186.2 
Au 193g 10.1 17.65h 
293.5 
194g 
Au 11.0 39.5h 
333.0 
Au 196g 23.1 6.18d 
355.7 
Au 196g 87.7 6.18d 
426.1 
Au 196g 6.73 6.18d 
645.1 
Au 194g 2.28 39.5h 
759.1 
Au 192 2.23 5.03h 
948.3 
Au 194g 2.34 39.5h 
1104.1 
Au 194g 2.14 39.5h 
1342.2 Au 
•194g 1.23 39.5h 
1460.75 
40 x 
K 10.67 - 
1468.9 
Au 194g 6.68 39.5h 
* - Relative intensity. 
- Background line from irradiation. 
x - - Room background line 
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Production and Analysis of Decay Curves 
The y decay curves were produced and analysed using two computer 
programs, which were modified versions of those written by Norrisey et 
al. 124) 
The first of these two programs, SANT1, sorts the results of the 
analysis of the y ray spectra according to the energy of the y ray. 
The tables of results are accepted in the time sequence, in which the 
spectra were collected. The program then chooses gamma rays in turn 
and searches among the other lists of results for y rays with energies 
close to that of the y ray in question. The energy acceptance window, 
±is given by: 
= 	log10 E - 1.5 	. 	 (A6.1) 
Once a gamma ray has been accepted, a new mean energy, E. 	or 
the energy of the selected y ray is calculated. Once a search has been 
completed, the gamma energy and a list of elapsed times, decay rates and 
errors is written into an output data file and the next gamma ray energy 
selected. 
The decay curves were then analysed, using the second of the two 
decay curve analysis programs, TAU2. The decay scheme information was 
obtained from the table of gamma rays 125 , which is compiled and edited 
by Reus, Westmeier and Warnecke, and is stored on disk on the D.E.C. 
PDP10 computer at the Kelvin Laboratory. In order that the catalogue 
of gamma rays may be used for on-line analysis in this way, the file 
has been written in random access mode, thereby reducing the time re-
quired to restore information. 
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The gamma ray catalogue consists of a list of all known y rays 
with energies between 10 key and 6 MeV in order 'of increasing energy. The 
information provided on each gamma ray includes the gamma ray energy, 
the isotope which produces the gamma ray, the half-life of the decay, the 
gamma ray intensity and its assigned error, the parent isotopes of the 
identified nucleid, and their branching ratios. 
The experimental data is plotted on a semi-logarithmic scale of 
decay rate against time. A list of twenty entries from the y ray 
catalogue, whose energy is closest to the energy of the gamma ray being 
displayed is also given. Once a gamma ray from the displayed list has 
been selected, the results of the fitting procedure are drawn on the 
plot of the data. In fitting the selected y ray to the data, the 
half-life is read from the catalogue and the initial activity, R 
.Y o ' 
is determined, -using the method of 1 -east squares. Other options, 
provided by the program, TAU2, include the ability to move the displayed 
list of gamma rays up or down in energy, selecting a new subset from 
the catalogue. 
The types of decay curves, which can be analysed are:- 
Single component decay. 
Single component decay with a constant background 
Two component decay 
The decay of an isotope, which is being produced due to the decay 
of its parent. 
In addition to the above listed options, a routine is provided, which 
can fit a single or two component decay curve by allowing both the initial 
activity and the half-life to vary. 
The fitting procedure also provides an estimate of the.error, 
in the initial activity. An error of one standard deviation is 
Yo 
used, as defined in equation (A6.2). 
i 
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(R )2 	= 	. 	 (A6.2)
YO 	 JJ 
where c.. is the element in the error matrix 12 	corresponding to the 
jj 
result, R . 	The chi-squared per degree of freedom, X2 ,is given by, 
10 
N 	 P 
w. (y - E R. exp(-X..t.)) 2 , 	 (A6.3) 
" i=l 	3=1 .10 	J 1 
-where v= N - (P+l) is the number of degrees of freedom 
1 
w. = weight on the ith data point 
1 	 (Y1)2 
A. = decay time constant of the jth component 
= elapsed time to the mid-point of the ith measurement. 
Typical results of the fits to single and double component decay 
curves are shown in Figures A6.1 and A6.2. In these experiments, where 
the reaction products of interest are isotopes of the target, it was 
found that only options 1 and 3 in the above list were employed. 
The output from the decay curve analysis program, TAU2, is a list 
of identified gamma rays, including the gamma ray energy, the identified 
isotope, the half life, the initial activity and the error in the 
activity. The initial activity is also normalised by the accepted gamma 
ray intensity, which is obtained from the gamma ray catalogue on disk. 
AUE1(F 	 - -. 	 365 • 7KE'J 
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FIGURE A6.1: 	Example of a single component fit and display of a section 
of the y  catalogue from the decay curve analysis program, 
TAU2. 
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FIGURE A6.2: 	Example of a two component fit and display of a section of 




Corrections for Finite Target and Radiator Thickness 
A7.1 Introduction 
The corrections, which are applied to the results presented in this 
thesis, follow the method, outlined by Barber 47). In a 3-foil stack 
experiment, the activity, N 12  in the front foil is produced by electrons 
alone, while the activity, N 2 , results from both electron and bretnsstrahlung 
activation. If the target foils and the radiator foil, placed between 
them, are very thin, the electron induced yield is just N 1 , while the 
breuisstrahlung induced yield is N 2 - N 1 . 
However, since the thickness of the target and radiator foils is 
governed by the need to produce enough activity, which can be measured 
to &reasonable statistical accuracy, some corrections have to be applied 
to the quantities .N 1 and N2. - N 1 . 	The effects, for which corrections 
have been made, are:- 
Electron energy loss in traversing the foils. 
Loss of electrons through radiation and collision in the foil stack. 
Multiple scattering of the electrons, which alters the effective 
foil thickness. 
Effects of the finite thickness of the radiator inthe production 
of bremsstrahlung. 
Activity induced by the bremsstrahlung, which is produced in the 
target foils themselves. 
Since the irradiations were carried out inside a vacuum chamber, it. 
is reasonable to assume that the electron beam was free from any signi 
ficant photon contamination. 
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A7.2 	Symbols 
The symbols and quantities employed in this appendix are:- 
E 	- 	kinetic energy of incident electrons (NeV).. 
	
N 1 (E) - 	yield per electron, induced in the first target foil. 
N2 (E 0) - 	 yield per electron, induced in the second target foil. 
<0 2 > 	- 	mean squared scattering angle in the radiator, foil. 
t 	- 	target thickness in radiation lengths. 
t 	- 	radiator thickness in radiation lengths. 
P t
- 	target thickness in g. cm. 2 . 
- 	radiator thickness in g.cm 2 . 
- 	total electron energy loss - in the target by radiation and 
collision. 
-. 	total electron energy loss in the radiator by radiation 
and collision. 
t 	- 	thickness of "effective" radiator in radiation lengths 
e 
(=t+tt). 
X 	- 	radiation length in g.cm 2 of a material with Z,A 
Radiation Length 
The radiation length in a material is so defined as to be energy 
dependent and is given as, 
xo 	= 	716.A. [ 
	-2 
Z(Z + l)2n(l83.Z 	g.cm 	(A7. 1)+ 
Mean Squared Scattering Angle 
An empirical relation for the mean squared scattering angle has been 
given by Matthews and Owens 
67)  as, 
<02> 	
= 2 
.t 	(radians) 2 . 	 (A7.2) 
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Total Electron Energy Loss 
Radiation Loss 
At relativistic energies, the loss of energy by radiation (bremsstrah-
lung) is important. Bethe and Heitler 129 give an empirical relation .f or 
the rate of energy loss as, 
-= 	
, 	 (A7.3) 
dx 
where x is the thickness of material in g.cm 2 and E is the energy 
of the electron at x. Integration of equation (A7.3) gives the total 
average energy lost by radiation, 	as 
AE 	 = r E o - E(it) 	= 	E 0  (1 - exp(-.i/X 0 )) , 
	(A7.4) 
where T.' is the thickness of the foil (in g.cm 2 ). 
Collision and Ionisation Loss 
The energy lost through collision and ionisation is less important 
than the effects of radiation energy loss at high energies, although, at 
energies below 1-10 NeV, it is the principal mode by which an electron 
loses energy. The rate of loss of energy with distance, travelled (in 




(2mc ) - 	2.n (l- 2) - 	n 8+ .1 ,(A7.5)  —6] 
where Nz = number of electrons. per cm 3 (= Z.2-.N A) 
I = average of ionisation and excitation potentials in the atom 
= v/C 
NA = Avrogado's Number 
P = density of material 
m = electron mass. 
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Using the above energy loss equation segr 30 has deduced the 
average energy lost by an electron in a distance, x cm, as 
27re 
= 	4 N.Z.X(2n( E 
0 
2 2I2 + 	 (A7.6) mc 
where N = number of atoms per cm 3 ( 	. NA). 
Thus 
E. 	= 	O.1537.ç).i(3LnE - 2 in I + 0.1032) . 	 (A7.7) 
C. 
. 130) Segré 	gives an empirical relation for I as, 
rV 
I 	9.1Z(1 +l.9Z 2"3) eV. (A7.8) 
Combining equations (A7.4) and (A7.7), the average total 
energy lost by the electrons through radiation and collision in the targets 
or the radiator is given as 
AE = AE + AE 	= E(l-exp(-/X0)) + 0.1537.() 
.i.(3in E - 2th I + 0.1032). 	 (A7.9) 
For example, in a Tantalum foil of thickness 0.2 g.cm 2 (0.0315 
radiation lengths), the average total electron energy lost by 140 MeV 
electrons would be 
4.34 + 0.36 	= 	4.70 NeV. 
A7.3 	Application of the Corrections 
The photon induced activity is given by equation (A7.10) 
N(E0 - At - 	
= 	N.(l - <e>) + 	(A + A) - N 1 (A7. 10) 
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The factor, (1 - 	 corrects for multiple scattering of 
electrons in the target and radiator foil, which increases the effective 
3N1 
thickness of the second target and radiator. The term, involving .- aE 
is included, because the energy, lost - by the electrons in traversing 
the first target and radiator, reduces the electron induced activity in 
the second foil. In these experiments, a Ta foil of 0.0315 radiation 
lengths was employed, so that it is reasonably accurate to approximate 
the thick target bremsstrahlung spectrum 67 for electrons of incident 
energy, E 0 , by the thin target spectrum, produced by electrons of the 
mean energy in the radiator, E 
- & 
	2 .A 	In equation (A7.10), 
is the photon induced activity due to bremsstrahlung of this reduced 
energy. However, the activity in the front foil, Ni.  is prOduced by 
electrons of mean energy E - 	so that N.y. must be reduced by 
an amount 
- 	 -N1) • 	+ 
DE 	 2 
0 
By applying this correction to equation A7.10, one obtains the photon 
induced activity due to bremsstrahlung of mean end-point energy, 
E0 - 	
as 
a(N +N)  
2 N (E - 	) = N2.(l - (<O2>) + 	
2 	2 r) - N 1 (A7.11) 
Y• 0 t 0 
The effect of bremsstrahlung, produced in the target foils themselves, 
cancels in the above subtraction. HOwever, N 1 must be corrected for 
this effect. Since N1 is the photon induced activity from an "effective" 




- 	2(t + t ) 
	
t 	r 
Applying this correction to the yield from the first target results in 
equation (A7.12) for the electron-induced activity, Ne• 
tt 
N CE - A) 	= 	N1 - N CE - 	2(t + t ) . 
	(A7.12) 
e 0 	 10 t 	r 
In the experimnts, carried out here, the gold targets were fairly 
thin (0.673 x lO radiation lengths), so that the most important cor-
rection is due the energy lost by the electrons in the radiator. The 
correction is particularly important near the threshold of each re-
action, where the yield rises steeply with electron energy. This leads 
to corrections around 20% in the region near threshold but at energies 
well above each reaction threshold the corrections are only of the order 
of 2.5%. 
The corrections, applied in equation (A7.11), require the slope of 
the measured yields with electron energy tobe determined. This was 
achieved by fitting a polynomial to the sum of the measured yields, 
N 1 + N2 , using the method of least iquares. Once the parameters 
A1 (i = 1,..., n) of the polynomial of order, n, are known, the gradient 
can be calculated at any energy. Thus, if P(E 0 ) is the polynomial 
given by, 
n+l 	. 




the gradient of the curve (N 1 + N2 ) is given as, 
3(N1 + N2) n+l 	 1-2 
aE 	
= 	D(E 0) = 	I (i-1).A1.E 	. 	(A7.14) 
0 i=2 
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Generally, ,-polynomials of order up to five were used. The possible error 
in the slope of the data (AD) was determined as follows; 	- 
n+l n+l (LD 	DD 
	
(D)2 	
= 	1=1 L =1 	() A. . AA 	 (A7.15) 
The term, is the i,j'th entry in the error matrix 128 , H_ 1 i' 	 ij, 
for the measured data, while the terms, 	- , are given by 
= 0, 	= (k - 1)E 2 , k = 2, ... (n+l) 	(A7.16) 
In the fitting process the parameters, A.(i = 1,..., n+1) are 
determined by solving the matrix equation, 
= 	
(A7.17) 
H is the (n+1) x. (ri+1) dimensional matrix defined by, 
H.. 	
= 	d 	(Wk E1. E1 l) 	 (A7.18) 
k=1 
where N  = number of data points, (Ek ,Yk) 
Wk = weight 
A is the (n+l) dimensional coluun matrix of the parameters, A., which are 
to be determined and Y is the (n+1) dimensional column matrix, 
Nd 
Y. 	= 	-- 	° i 	k E 
	) 	. (A7.l9) 
3, 1=I 
• In solving equation (A7.17) for the parameters, A, the matrix 
H is inverted and the matrix multiplication H 1 .Y is performed. The 
errors in the resulting parameters, M, and in the slope of the data 
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D, are then easily obtained from H- 1, the error matrix. 
The error in the slope of the data at each electron energy is then 
combined in quadrature with the statistical errors in the measured yields 
N 1 and N2 , to obtain the overall uncertainty in the quantity N  and 
N, giving 
(AN 1) 2 = ((1 - < e 2>)N2 ) 2 + 	+ r2 + (N1) 2 
• 	 (A7.20) 
___ 	2 
(AN 	= (AN ) 2 + (AN )2 	
_ 
. C e 1 	y 2 (t t + tr) 
Having determined N  and N, the electron to bremsstrahlung 
yield ratio, X ell is given by 
N 




TABULATION OF DATA 
Table 8.1 
Yields for the reactions, Au 197 (y,n)Au 196g and Au 
197  (e,n)Au 
 196g 
 
Electron Energy 	 Bremsstrahlung Yield 	 Electron Yield 





















60.0 166.5 	± 9.2 3.88 
70.0 241.1 8.8 4.85 
80.0 220.9 14.4 4.87 
90.0 .270.1 5.0 5.20 
100.0 235.0 12.4 . 	 5.32 
110.0 258.4 10.0 5.55 
120.0 	. 200.9 10.8 5.49 
130.0 251.4 17.1 5.56 
140.0 228.5 11.6 5.42 
150.0 . . 	 240.5 16.3 5.61 
160.0 250.9 11.8 6.40 
180.0 310.3 24.3 6.55 
200.0 262.5 13.1 7.14 
220.0 289.7 14.5 7.32 
240.0 303.2 22.5 6.92 
260.0 271.0 20.2 	. 7.46 
280.0 281.0 14.1 7.27 
300.0 250.5 19.8 7.90 
320.0 302.0 13.9 	. 7.57 
340.0 338.2 15.0 7.58 
Table 8.2 
Yields for the reactions, Au 
197  (y,n)Au 
196m2 and Au 197 (e,n)Au 196m2  
Electron Energy Breinsstrahlung Yield Electron Yield 
(NeV) (mb/eq. quantum) (mb) 
60.0 0.129 ± 	0.031 0.0043 	± 0.0006 
70.0 0.196 0.044 - 	 0.0053 0.0005 
80.0 . 	 0.196 0.023 0.0063. 0.0005 
90.0 0.339 0.047 0.0060 0.0005 
100.0 0.289 0.050 0.0062 0.0007 
110.0 0.221 0.039 0.0078 0.0001 
120.0 0.368 0.046 0.0060 0.0009 
130.0 0.278 	. 0.106 . 	 0.0079 0.0005 
140.0 0.277 0.090 0.0082 0.0022 
150.0 0.266 0.068 0.0073 0.0005 
160.0. 0.338 0.204 	. 0.0095 0.0030 
240.0 0.531 0.086 0.0118 0.0012 
280.0 0.270 -  0.156 0.0167 0.0036 
320.0 0.516 0.077 0.0140 0.0012 
340.0 0.686 0.071 0.0137 0.0014 
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Table 8.3 
Yields for the reactions, and .Au197 (e,3ri)Au 194 
Electron Energy Bremsstrahlung Yield Electron Yield 
(4eV) (mb/eq. quantum) (nib) 
60.0 6.19 ± 	0.58 0.159 	± 0.009 
70.0 9.19 0.93 0.225 0.017 
80.0 9.76 1.12 0.253 0.020 
90.0 10.20 0.84 0.269 0.011 
100.0 10.52 1.24 0.273 0.015 
110.0 10.07 1.32 0.340 0.028 
120.0 10.68 0.88 0.288 0.008 
130.0 11.12 1.58 0.328 0.016 
140.0 . 	 9.33 0.98 0.352 0.026 
150.0 10.87 0.98 0.337 0.025 
160.0 11.57 0.91 0.392 0.019 
180.0 15.04 0.96 0.415 0.024 
200.0 11.05 0.93 0.474 0.021 
220.0 13.51 1.19 0.483 0.012 
240.0 14.01 1.84 0.460 0.011 
260.0 13.48 1.45 0.494 0.017 
280.0 12.01 1.13 0.493 0.033 
300.0 13.20 2.75 0.535 0.025 
320.0 14.38 1.27 0.479 0.031 
340.0 16.62 2.56 0.495 0.022 
Table 8.. 4 
Yields for the 
.197 	193g 
reactions Au (y,4n)Au 	and 
. 	 197 	193g Au (e,4n)Au 
Electron Energy Bremsstrahlung Yield Electron Yield 
(MeV) (mb/eq. quantum) (nib) 
60.0 . 2.02 ± 	0.26 0.045 	± 0.002 
70.0 3.17 0.22 0.061 0.005 
80.0 2.81 0.40 0.080 0.006 
90.0 4.90 0.32 	. 0.078 0.005 
100.0 4.20 0.38 . 0.098 0.003 
110.0 .3.82 0.88. 0.108 0.009 
120.0. S 5.46 0.56 0.096 0.007 
130.0 3.86 1.53 0.130 0.004 
140.0 	. 4.78 0.72 0.119 0.011 
150.0 3.96 0.78 0.129 0.002 
160.0 5.09 3.72 0.176 0.002 
180.0 10.07 1.04 0.222 0.028 
200.0 5.54 2.13 0.238 0.026 
240.0 . . 	 8.40 0.65 0.189 0.011 
260.0 18.35 1.50 0.233 0.034 
280.0 17.22 1.23 	. 0.327 0.033 
300.0 7.36 1.34 0.260 0.039,: 
320.0 8.14 1.38 0.314 0.038 
340.0 12.45 1.11 	. 0.236 0.008. 
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Table 8.5 






and Au 	(e,5n)Au 192  
Electron Energy Bremsstrahlung Yield Electron Yield 
•(eV) (nib/eq. quantum) 
I (nth) 
60.0 0.81 ± 	0.10 0.013 	± 0.0007 
70.0 1.68 0.18 0.024 0.0011 
80.0 1.77 0.18 0.033 0.0020. 
90.0 2.18 0.34 0.040 0.0035 
100.0 2.05 0.28 0.043 0.0040 
110.0 2.38 0.30 0.055 0.0044 
120.0 2.49 0.49 0.050 0.0063 
130.0 2.39 0.44 0.065 0.0041 
140.0 2.63 0.22 0.060 	. 0.0042 
150.0 2.50 0.66 0.069 0.0044 
160.0 3.04 0.40 0.082 0.0053 
180.0 3.54 1.14 0.087 0.0047 
200.0 2.68 0.66 0.102 0.0112 
220.0 3.77 0.43 0.108 0.0087 
240.0 3.61 0.62 0.097 0.0092 
260.0 2.98 0.40 0.133 0.0099 
280.0 4.00 0.64 0.121 0.0134 
300.0 4.97 1.27 0.130 0.0087 
320.0 4.57 0.69 .0.113 0.0103 
340.0 3.95 0.91 0.138 0.0198 
Table 8.6 
Yields for the reactions, Au 1 
, 97 
(y,6n)Au l9lg and 
l9 lg 
 
Electron Energy Bremsstrahlung Yield Electron Yield 
(MeV) (mb/eq. quantum) (nth) 
60.0 . 	 0.16 ± 	0.01 0.0012 	± 0.0001 
70.0 0.67 0.05 0.0066 0.0005 
80.0 0.96 0.11 0.0142 0.0012 
90.0 1.27 0.14 0.0183 0.0009 
100.0 1.18 0.12 0.0224 0.0018 
110.0 1.38 0.17 0.0272 0.0025 
120.0 1.35 0.26 0.0272 0.0018 
130.0 1.68 0.31 0.0312 0.0012 
140.0 1.39 0.28 0.0390 0.0037 
150.0 1.34 0.51 0.0376 0.0020 
160.0 1.83 0.23 0.0454 0.0034 
180.0 2.51 0.52 0.0488 0.0011 
200.0 2.00 0.40 0.0562 0.0095 
220.0 1.91 0.77 0.0794 0.0121 
240.0 2.23 0.60 0.0669 0.0071 
260.0 2.59 0.46 0.0829 0.0114 
280.0 2.26 0.32 0.0764 0.0070 
300.0 2.09 0.50 0.0884 0.0125 
320.0 3.60 0.33 0.0745 0.0065 
340.0 3.58 0.37 0.0804 0.0090 
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Table 8.7 
Yields for the reactions, Au197 (y,7n)Au190 and Au197 (e,7n)Au19° 
Electron Energy Bremsstrahlung Yield Electron Yield 
(14eV) (mb/eq. quantum) (uth) 
70.0 0.08 ± 	0.002 0.0008 	± 0.00002 
80.0 0.36 0.025 0.0034 0.0002 
90.0 ' 	 0.68 0.022 0.0077 0.0004 
100.0 0.68 0.099 0.0111 0.0007 
110.0 1.07 0.107 0.0161 0.0008 
120.0 0.95 0.213 0.0146 0.0008 
130.0 1.04 0.107 0.0172 0.0010 
140.0 0.93 0.105 0.0233 0.0024 
150.0 1.08 0.071 0.0238 0.0010. 
160.0 1.27 0.222 0.0282 b.0008 
V 	 180.0 1.72 0.207 0.0328 0.0047' 
200.0 1.42 0.176 0.0384 0.0007 
220.0 1.65 0.095 0.0451 0.0022' 
240.0 1.66 0.266 0.0441 0.0028 
260.0 1.91 0.137 0.0451 0.0025 
280.0 1.56 0.280 0.0489 0.0010 
300.0 1.4.1 0.141 0.0552 0.0034. 
320.0 . 2.13 0.209 0.0556 0.0044 
340.0 2.50 0.135 ' 	 0.0575 0.0033 
Table 8.8 




and Au 	(e,8n)Au 
189m 
Electron Energy Bremsstrahlung Yield Electron Yield 
(14eV) 	. (mb/eq. quantum) (mb) 
90.0 0.09 ± 	0.01 0.0008 	± 0'0001 
100.0 0.11 0.02 	' 0.0015 0.0001 
110.0 0.26 0.06 . 	 0.0034 0'.0005 
120.0 0.23 0.07 0.0032 0.0007 
130.0 0.28 0.12 0.0049 0.0008 
140.0 0.30 0.10 0.0044 0.0008. 
150.0 0..38 0.13 0.0070 0.0012. 
160.0 0.47 0.17 0.0083 0.0015 
180.0 0.58 0.20 ' 0.0095 	, 0.0016 
200.0 0.42 0.23 .0.0153 0.0027 
220.0 0.61 0.19 0.0,131 0.0023 
240.0 0.75 0.26 0.0138 0.0023 
260.0 0.60 0.26 . 	 0.0155 0.0027' 
280.0 0.62 0.13 0.0174 0.0028; 
300.0 , 	 0.48 0.13 0.0195 0.0034 
320.0 0.95 0.18 0.0196 0.0033 
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Table 8.9 









Electron Energy Bremsstrahlung Yield Electron Yield 
(MeV) (mb/eq. quantum) (MB) 
110.0 0.106 ± 	0.010 0.0021 	± 0.00023 
120.0 0.189 0.017 0.0026 0.00005 
130.0 0.276 0.016 0.0032 0.00005 
140.0 0.250 0.013 0.0043 0.00012 
150.0 0.302 0.017 0.0049 0.00024 
160.0 0.358 0.074 0.0073 0.00067 
180.0 0.501 0.056 0.0103 0.00140 
200.0 0.449 0.079 0.0111 0.00046 
220.0 0.623 0.047 0.0136 0.00074 
240.0 0.659 0.038 0.0121 0.00048 
260.0 0.509 0.027 0.0145 0.00066 
280.0 0.451 0.093 0.0161 0.00260 
300.0 0.344 0.068 0.0184 0.00044 
320.0 0.746 0.104 0.0180 0.00293 
340.0 1.029 0.042 0.0183 0.00098 
Table 8.10 




Electron Energy Bremsstrahlung Yield Electron Yield 
(lleV) (mb/eq. quantum) (mb) 
150.0 0.18 ± 	0.02 0.0023 	± 0.00041 
160.0 0.21 0.10 0.0030 0.00048 
180.0 0.47 0.17 0.0058 0.00035 
200.0 0.44 0.22 0.0093 0.00080 
220.0 0.65 0.03 0.0104 0.00025 
240.0 0.98 0.29 0.0114 0.00129 
260.0 1.10 0.16 0.0159 0.00104 
280.0 1.10 0.44 0.0201 0.00344 
320.0 0.92 0.15 0.0226 0.00387 
340.0 1.66 0.18 0.0277 0.00495 
'ri-'i 	P11 




 and Au 197 e,12n)Au 185b 
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rr_1_1 ~ 0 1') 
Isotopic Yields for the Reactions Au 
197  (y,xn) and Au 197 (e,xn) 
Electron Energy 70 MeV 
No. of Neutrons Bremsstrahlung Yield Electron Yield' Isotope 
emitted (mb/eq. quantum) , 	 (in}) 
1 241.1 	± 	8.8 4.85 	. ± 	0.11 	. Au 
 19 6 g  
1 ' 0.196 0.044 0.0053 0.0005 
Au 196m2 
 
3 . 	 9.19 	0.93 0.225 0.017 Au 
194g 
4 3.17 0.2 0.061 0.0045 Au 
193g 
192 
5 .1.68 	0.18 0.0236 0.0011 Au 
6 0.673 0.048 0.0066 0.00049 Aul9
lg  
7 0.084 	0.002' 0.0008 0.000002 Au 190 
Electron Energy 140 NeV 
No. of Neutrons Bremsstrahlung Yield Electron Yield Isotope. 
emitted (ms/eq. quantum) (nth) 
196g 
1 228.5 	. ± 11.6 5.42 	± 	0.20 Au. 
196m2 
 .1 . 	 0.28 0.09 0.0082 0.0022 Au
l94g 
3 9.33 0.98 0.352 0.026 Au 
193g 
4 ' ' 4.78 0.72 0.1195 0.0109 'Au 
192 
5 2.63 0.22 0.0600 0.0042 Au 
191g 
 6 1.39 0.28 0.0390 0.0037 Au
190 
7 0.93 0.11 .0.0233 0.0024 Au 
189m,  
8 0.30 0.10 0.0044 0.0008 Au 
188 
9 0.25 0.013 0.0043 0.0001 Au 
Electron Energy 240 MeV 
No. of Neutrons Bremsstrahlung Yield Electron Yield Isotope 
emitted (nth/eq. quantum) (ml,) 
196g 
1 303.15 ± 22.52 6.92 ± 	0.25 Au 
l96m2 
1 0.53 . 	 0.09 0.012 0.0012 Au 
194g  3 14.01 1.84 0.460 0.011 Au
193g 
4 8.40 . 	 0.65 0.189 0.0107 Au 
192 
5 3.61 0.62 0.097 0.0092 Au 
191g 
6 	. 2.23 0.60 0.067 0.0071 Au 
190 
7 1.66 0.27 0.044 0.0028 Au 
189m .  
8 0.75 0.26 0.014 0.0023 Au 
188 
9 0.66 0.04 0.012 0.0005 Au 
186a 
11 0.98 0.29 0.011 0.0013 Au 
185b 
12 0.23 . 	 0.03 0.002 0.0007 Au 
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Table 8.12 (Contd.) 
Electron Energy 340 MeV 
No. of Neutrons Bremsstrahlung Yield Electron Yield Isotope 
emitted (iith/eq. quantum) (mb) 
196g 
1 338.24 ± 14.97 7.58 	± 0.16 Au 
196m2 
1 0.69 0.07 0.014 0.0014 Au 
194g 
 3 16.62 2.56 0.495 0.0220 Au
193g  4 12.45 1.11 0.236 0.0082 Au
192 
5 3.95 0.91 0.138 0.0198 Au 
191 g 
 6 3.58 0.37 0.080 0.0090 Au
190 
7 2.50 0.14 0.058 0.0033 Au 
189m 
 8 1.24 0.14 0.021 0.0035 Au
188 
9 1.03 0.04 0.018 0.0010 Au 
186a 
11 1.66 0.18 0.028 0.0050 Au 
l85b 
12 0.44 0.07 0.011 0.0015 Au 
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Method of Unfolding Yield Functions 
The experimentally measured yield functions are unfolded, using the 
method of least structure desciibed by Grosswendt et al) 48 . The ex-
perimental results consist of a set of yields, Y(E.), at electron 
energies, E., given by 
E. 
1 
Y(E.) 	= 	I 	a(E )K(E • ,E )dE 	, 	 (A9.1) 
1 E ' 	1' 
0 
where E = threshold energy for reaction = E th 
K(E,E1) = bremsstrahlung spectrum 
E = photon energy 
a(E = mono-energetic cross section. 
Equation (A9.1) can be written, 
E. 
Y(E1) 	
= 	j=l E1 	
. 	 (A9.2) 
If the breinsstrahlung spectrum varies slowly over the jtth energy 
interval, equation (A9.2) gives, 
E. 
J 
Y(E.) 	= 	I K(E.,E.) I 	c(E )dE 	, 	 (A9.3) 
j=l 	 E. j-1 
where 	E. = 	(E . + E. ). 
J 	j 	3-1 
Equation (A9.3) can be written as a matrix equation, so that 
1 
Y 	= 	Y(E) 	I K.. T. 	= 	K.T 	, 	 (A9.4) 
j=l 
where the photon matrix, K, is a triangular matrix, since K 1 = 0 
for j > i. Using an arbitrary transformation matrix, T, equation 
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(A9.4) can be written, 
T. Y = 	 =. 	_.i 	 (A9.5) 
If the matrix, 14, is defined as, 
1 	for 	j 
14.. 
13 	0 	for 	j> 
then the matrix multiplication, M.t, 
section over the j'th energy interval 




transforms the integrated cross 
into the integrated cross section, 
ergy, E,  since, 
E. 	 . 	E. 
1 1 3 
S 	= 	s. 	= 	s(E.) 	= 	I a(E )dE 	 I a (E )dE E 
0 	
' 	' j=l Ej-]. 	'r 
1 
= 	I 	r. 	=M. T. 	 (A9.7) 
j=l 
Equation (A9.5) thus becomes, 
= 	 (A9.8) 
where 	T = M.K 
Having solved equation (A9.8) for the integrated cross section, the average 
cross section over the j'th energy interval, a., can be determined 
using equation (A9.9): 
	
t./LE. 	= 	(s - s_1)/E 	, j = 1,2,...,n , 
(A9.9) 
where 	tIE. 	E. - E. 3 3 	j-1 
If. the measured yields, Y(E 1 ), are not sufficiently accurate, the solu-
tion of eqn. (A9.8) leads to large fluctuations in the integrated cross section 
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s(E.). The technique of least structure, developed by Cook 147 , is 
therefore employed, and a solution for equation (A9.8) is sought, which 
minimises the structure function S(s.), where 
S(s) 	
= 	
[(s i _s_ 1 )/(E - E_1 )] 2 . 	 (A9. 10) 
j = 1 
 
The quantities, p,  j=l,..., n, are weighting factors. 
The solution, which minimises the structure function, should provide 
the best fit to the measured yields, so that the chi-squared, as defined 
in equation (A9.11), should approximately equal the number of data points, 
n. 	Thus, 
= 	jEl 	
- Y.) 	 n , 	 (A9. 11) 
where the quantities Y are the yield values calculated from the smooth 
unfolded solution, according to equation (A9.12) 
= 	E 	(T).. 5. 1 	j=l 13 3 
(A9.12) 
The degree of smoothing is adjusted by altering the value of A, 
the Lagrange multiplier, in the modified equation, 
(T_ 1 + AW 1 TS)s 	= 	Y , 	 (A9.13) 
where W is a diagonal matrix with Wkk 
= ( Ay K)2 
= error in measured yields) 
T is the transpose of T 
The matrix, S, is the smoothing matrix, which is defined by, 
S 	0, 	j # 1-1, i, 1+1 





p i /(E 1 - E 1_ 1 ) 2  + p 1~1 /E11 - E 1 ) 2 
S 	= - 	 E 	-E 2 -1,1+1 	"1+1''  ' 1+1 1' 
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The weights, p, can be used to restrict the energy region, over which 
any smoothing is applied. 
Since the best fit is obtained for x2 = n, the value of X is 
adjusted until a minimum is obtained in the function, f(X), where 
f(A) 	= 	(x2 - n) 2 	. 	 (A9.15) 
This is achieved using a NAGLIB' 49 minimisation routine, which deter-
mines the value of X, which minimises the function, f(A), by an 
iterative procedure. Once a minimum in f(X) has been reached, the 
integrated cross section can be determined by solving for the matrix, 
s, in equation (A9.13). 
In the unfolding procedure, employed here, the degree of smoothing 
could also be adjusted by replacing the optimum value of n in the 
	
function, f(X), with the input parameter, N. 	The degree of smoothing 
can then be increased or decreased, according to whether N is set 
larger than or smaller than n., respectively. For most cases optimum 
smoothing was employed and N was set equal to the number of data 
points. However, in the case of the yield functions for low neutron 
multiplicities an increased level of smoothing was employed. This may 
indicate that the errors on the measured data points for the reactions 
(Yin) and (y,3n) have been slightly under-estimated. 
In addition, no smoothing was applied to the part of the yield 
functions for the (Y i n) and (y,3n) reactions, which had been constructed 
from the measured data of Veysièrre et al. 20 . This was achieved by 
suitable adjustment of the weights, p, in the smoothing matrix using 
the function 
p. 	= 	 . 	 (A9;16) 
- 	
1 + exp((R - E)/A) 
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The position on the energy scale and the energy range, 
over which the value of p j increases from 0 to 1, can be varied 
by altering the parameters., R and A, respectively. Calculation of 
the weights, p, using equation (A9.16), will result in smoothing 
being applied only to the energy region above the position, R. The 
input parameters are R and t, where A is defined as the energy 
range, over which the weight increases from 0.01 to 0.99. The para-
meter, A, can then be calculated using equation (A9.17). 
	
A 	= 	/2,n(9900) 
	
(A9.17) 
The standard deviations, as., in the integrated cross section 




(H). 	(Y ) 2 	 (A9.13 ) 
k=l 	 - 
where 	 H 	= 	(T- 
1  +'),W1.T.S) . 	 (A9.19) 
The values for As from the unfolding of the yield functions presented 
in this thesis were typically in the range 2 - 10%. The error in the 
average cross section, a., in the energy interval, AE P  can then be 
calculated using 
=s 	+S_1) 2]/AE 	 (A9. 20) 
The relative errors in the average cross section, 	 however, 
are extremely large, being 100% in some cases, where the photon energy is 
well above the particular reaction threshold. Thus, for the experimental 
results presented here, a meaningful comparison can only really be made for 
the cross sections in the energy range 0 - 50 MeV above each reaction 




Selection Rules for Electromagnetic Transitions 
The selection rules for electromagnetic transitions in nuclei, where 
the emission or absorption of a real photon is involved, also apply to 
transitions, resulting from the exchange of a virtual photon. In this 
case, however, the possibility of L = 0 transitions must also be con-
sidered. The selection rules, governing the parity and angular momentum 
of the initial and final states IJ 1 ,ir> and IJf Tr f >) 	proceeding 
through an electromagnetic transition of multipolarity, XL, are given by, 
- L  < J 	I  i + Li 
•lIf 	= 	
'rr.(-1) 1' 	- 	Electric transitions 	(A10.1) 
?r f 	= 	'ir(-l)
L+1  - 	Magnetic transitions. 
In the nucleus, Au, which has a ground state spin and parity of i 

















- 3 5 
- Ml. 
Since the electromagnetic interaction is dominated by the above listed 
transitions, it can be seen, that the excitation of nuclei by electromagnetic 
radiation, generally leads to states, of low angular momentum. 	 - 
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Finite Nuclear Size Effects in the Virtual Photon Theory 
The following calculations use the method, described by Shotter 64 , 
to determine the effect of the finite size of the nucleus on the virtual 
photon intensities. Using equation (A1l .1), the virtual photon 
spectrum of multipolarity, XL, for an electron of energy, Ee can 
be determined by assuming that only one transition multipolarity is 
present and that the width of the nuclear level, to which the tran-
sition takes place, is narrow. 
E -m (e o 
	
(E ) = 	I 	aX(i y  )NXL e e 	 y 	e (E ,k y  )dk y 1k 	 '(All.l) XL J  
0 
kI 	 I 
= photon wavenumber = E /Tic 
m = electron rest mass 
0 
= electron scattering cross section. 
AL 
Thus, N 	is given by 
NAL(E,k) = k(a(E)I fay(. k) 'dk)XL 	 (All.2) 
Blatt and Weisskopf 17) give the total photon absorption cross 
section to excite a nucleus to an energy, E =Tick1 , as 
f  a 
X  ~k) dk 
- 1 Tr2 	87 (L + 1) 	k2' . B(XL,k1) 	 (All. 3)  
- 	 k2LL(2L+l)2 .1 
B(XL,k1) are the reduced transition probabilities for a transition, 
of multipolarity, XL. 
The total electron scatteringcross section, ae(Ee), is obtained 
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by integrating the differential scattering cross section, do/dS, 
over all angles. 	The differential cross section is also separated 
into electric and magnetic multipoles as follows: 
d o CE )/dc = 	z (do CE e  )/d) 	+ E (do e CE 
e )/dc). 	(All.4) 
e e 	L 	
e 	EL L  
According to Alder et al. 156 , the differential scattering cross section 













I do (E ) 	 2 • 4ir(L + 1) 	• K 2L 
 
I 	e e e  
B(ML,K)V(0) , 	(All. 5b) 
d ~ 	1 
= 	
L [(2L+l)' 
, 2 k 2 
1 
where C refers to Coulomb interaction 
k1 ,E1 	incident electron wavenumber and energy 
kf E f = scattered electron wavenumber and energy 
K = k. - kf 
 = momentum transferred 
- -1 — 
V(e) and V2, (8) are kinematical factors 
given by 
V(0) = kikf 
2k + 2k + 4m2 c 2 / 2 - 	 - K2 
K1 ' 	- 
(k + k -. c 2  )K2 - 2(k..KXk.K) 
2 2 	22 
K (K - ) 
 
(All.6) 
V(0) = k.kf 
 
where 	e = (E. - Ef)/hc = 	- 1 	 1 	f 
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As equations (All.5) show, the virtual photon spectra are now 
separated into longitudinal, i, and transverse, t, components, 
giving 
	
XL (E k) 	= N(E,k) + NXL(E ,k -r 
) t ey (All. 7) 
The integration of the differential scattering cross section 
over all angles is transformed into one over the momentum transfer, 
K, using the relation, 
d2 	= 	(Tr/k1kf )d(K2 ) 
Thus the longitudinal and transverse virtual photon spectra can be 
determined by evaluating the following integrals. 
NX'(E , k) 
(k. f 
+k ).2 
.1 	k2 	((k1+kf)2 •- K).(K2 - (k.-kf ) 2) +2K2 (K2 - c 2 ) 
41T f k2K2 2 i 	 (K2 - s2 ) 2 
(k. 1-k f) 




N 1'(E,k) = 
(k+kf) 2 
(k -kf) 2 
L 
)2 - K2 	2L-2 	B(CL,K) 	
d(K2> 




	 (Al 1.9b) 
In order to evaluate the integrals in equations (Ali.8) and (All.9),, 
the dependence 'of the ratio of the transition probabilities on the momentum 
transfer, K,' must be determined. For this purpose, some model of the 
nuclear charge and transition current density is required, since the 
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transition probabilities are related to the nuclear density and tran-
sition current operators, p n  and  jn, 
 respectively. In the Helm 
model 65 , the interaction is restricted primarily to the nuclear sur -
face region by writing the operators as a convolution with the function 
p 1 (r), where 
= 	
1 3/2 	
exp(-r 2 /2g2) . 	 (All. 10) 
(2 7rg2 ) 
Thus, 
.1 	- 	' l''"'' 
j(r) 	J j(r - r')p 1 (r') d3r' 	. 	 (All.11b) 
The parameter, g, defines the thickness of the nuclear surface. 
U 	
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berall 	has suggested a value of g = 1.0 fermi. 
Using the above defined density and transition current operators, 
the ratios of the transition probabilities become; 
B(EL,K) 	k 2(L+l) 	j(KR) 
(...i) 	 L. exp(-g(K2 - k)) (All.12) 
B(ELk) 	K j(kR) 
B(CL,K) 	k 2L 	j(KR) (_..I) . exp(-g2 (K2 - k2 )) , 	(All.13) 
B(EL,k1) 	K 	j(kR) 
where R = nuclear radius = 1.2A 3 (A = mass number). 
This model only allows the determination of the transition proba-
bility for electric transitions because severe difficulties are encoun-
tered when attempting to include the effect of the nuclear spin in the 
calculations for the magnetic multipoles. 
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All.l Method of Calculation 
The virtual photon spectrum for an electron energy, E, and 
variable photon energy, 	is determined by numerically performing 
the integrations of equations (All.8) and (All.9). In the long wave-







k 	<< 1 	
(All. 14) 
B(CL,K) 	= 	1.0 
B(EL,k ) 
-r 	urn 
k R << 1 
Thus, using the long wavelength approcimation, the integrals of equations 
(All.8) and (All.9) result in analytical formulae for the virtual photon 
spectra. The correction factor for the finite size of the nucleus can 
then be determined by taking the ratio of the photon spectrum for fini-te 
nuclear size to that for a point nucleus. 
In calculating this correction-factor for varying photon and electron 
energy, one further problem remains. Examination of equations (All.12) and 
(Al1.13) reveals that, at certain photon energies, the spherical Bessel 
function of order L, given by j(kR), tends to zero. Thus for a 
particular nuclear radius, R, there must exist certain photon energies, 
at which the integrals of equations (All.8) and (All.9) diverge. The 
photon energies at which this occurs are given by the solutions to 
equations (All.15a) for L = 1 and (All.15b) for L = 2. Thus, 
tan(k R) 
1 	= 	0, 	L = 1 	 (A1l.15a): 
(kR) 	 - - 
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tan (k R) - 1/(l/(k R) - (k R)/3) = 	0 	L = 2 	. 	(All.15b) 
Using a value of 6.98 fermi for the nuclear radius of Au 197 , the solutions 
of the above equations indicate that discontinuities will occur in the 
correction factor at the photon energies E = ck, where 
E 	= 	127.3 MeV, 218.9 NeV, 309.0 MeV 	L = 1 
E 	= 
-r 
163.3 MeV, 257.7 -MeV 	 L = 2 
The dependence of the finite size correction on photon energy for 
fixed electron energies of 70, 140, 240 and 340 MeV is shown in Figure 
All.l for El and E2 transitions. A value of 1.0 fermi has been used for 
the parameter, g. As this figure shows, the correction for El tran-
sitions is of the order of 10%, while in the case of E2 transitions 
the correction can be at least-an order of magnitude. The divergence 
of the correction at the photon energies, listed previously, is also 
evident. This is almost certainly due to the assumption that the 
electron experiences an interaction with a distribution of charge and 
transition current density, whereas at high photon energy the internal 
details of the nucleus must play an important part in the interaction 
process. 
In determining the effect of the finite size of the nucleus, the - 
distorted wave virtual photon spectra have been multiplied by the cor-
rection term, fX(Eeky) and the resulting virtual photon spectrum 
used in the folding process with the appropriate cross section, 
,xn). In order to avoid problems, arising from the divergence 
of the correction factor at certain photon energies, the factor is; set; 
equal to one whenever the numerical integration of equations (Ul.8) 
and (All.9) result in a value, greater than one. - While this approximation- 
1 0 1. 
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FIGURE All.l: Corrections for the finite size of the nucleus, Au 197 
with varying photon energy for El and E2 virtual photon& 
at electron energies of 70, 140, 240, and 340 MeV. 
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has no physical justification, it should be noted that the bulk of the 
photon cross section lies below 120 NeV excitation energy, and, therefore, 
below the energy, at which the first discontinuity occurs for El tran-
sitions, so that a reasonable estimate of the effect of the finite 
nuclear size on the virtual photon spectra should be obtained. 
-191- 
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