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Abstract
In this paper we study the sensitivity of nonlinear stochastic differential equa-
tions of McKean-Vlasov type generated by stable-like processes. By using the
method of stochastic characteristics, we transfer these equations to the non-stochastic
equations with random coefficients thus making it possible to use the results ob-
tained for nonlinear PDE of McKean-Vlasov type generated by stable-like processes
in the previous works. The motivation for studying sensitivity of nonlinear McKean-
Vlasov SPDEs arises naturally from the analysis of the mean-field games with com-
mon noise.
Mathematics Subject Classification (2010): 60H15, 60J60, 91A06, 91A15,
49L20, 82C22
Keywords: McKean-Vlasov SPDE, sensitivity, stable-like processes, mean-field games
with common noise
1 Introduction
In this paper we shall study the well-posedness and sensitivity of the following stochastic
partial differential equation of the McKean-Vlasov type generated by stable-like processes,
d(f, µt) = (L(µt)f +
1
2
(σcomσ
T
com∇,∇)f, µt) dt+ (σcom∇f, µt) dWt. (1)
This equation is written in the weak form meaning that it should hold for all f ∈
C2(Rd). Here x ∈ Rd, Wt is d
′-dimensional standard Brownian motion, σcom is a constant
d× d′ matrix,
L(µt)f(x) = (b(x, µt),∇)f(x)− a(x)|∆|
α/2f(x), (2)
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is the generator for the stable-like processes in Rd with stability index α ∈ (1, 2), µt ∈
M
(
Rd
)
(the set of bounded positive Borel measures on Rd), the drift b(x, µ) and the
scale coefficient a(x) are continuous functions.
By the usual rule Y ◦dX = Y dX+ 1
2
dY dX , equation (1) rewrites in a more transparent
Stratonovich form as
d(f, µt) = (L(µt)f, µt) dt+ (σcom∇f, µt) ◦ dWt. (3)
Recall that the fractional Laplacian can be expressed via the integral operator, i.e.,
|∆|α/2f(x) = Cα
∫
Rd
(
f(x+ y)− f(x)−
(∇f(x), y)
1 + |y|2
)
dy
|y|d+α
, (4)
with a certain constant Cα.
The motivation for studying sensitivity of McKean-Vlasov SPDEs (1) and the notation
σcom arise naturally from the analysis of the mean-field games with common noise, in which
positions of N agents are governed by the system of SDEs
dX it = b(X
i
t , µ
N
t , u
i
t) dt+ σcomdWt + a
1/α(X it)dY
i
t , (5)
where all X it belong to R
d, Wt is a multidimensional standard Brownian motion referred
to as the common noise and Y it are independent symmetric Le´vy processes with the index
α. The parameters uit ∈ U ⊂ R
m are controls available to the players, trying to minimize
their payoffs. McKean-Vlasov equation is a forward component of the forward-backward
systems of equations expressing of the mean-field game consistency problem, the backward
component being the Hamilton-Jacobi equation.
There is an extensive literature on properties of McKean-Vlasov SPDEs (see e.g. [1–12]
and references therein), based on the diffusion proccesses. The well-posedness of the
McKean-Vlasov SPDE was shown in [1] in the class of L2-functions, and for measures
in [2], though under an additional monotonicity assumption. Our paper is the fisrt one
where the McKean-Vlasov type SPDEs for the stable-like underlying Markov processes
are analysed.
The sensitivity analysis for the nonlinear McKean-Vlasov diffusions and nonlinear
stable-like processes stressing precise estimates of growth of the solutions and their deriva-
tives with respect to the initial data, under rather general assumptions on the coefficients
was studied in [15, 18, 20]. The exact estimates become important when treating the ex-
tension of these equations having random coefficient, since the noise is usually assumed
to be unbounded.
Our paper is organized as follows. We first summarize the method of stochastic char-
acteristics, see [13–15] in a simplified version used here. It is our main tool that allows us
to turn stochastic McKean-Vlasov equation into a non-stochastic equation with random
coefficients. Then we prove the well-posedness of equation (3). Finally we prove our main
results on the smooth sensitivity of this equation with respect to initial data.
The following basic notations will be used:
Cn(Rd) is the Banach space of n times continuously differentiable and bounded func-
tions f on Rd such that each derivative up to and including order n is bounded, equipped
with norm ‖f‖Cn which is the sum of the suprema of the magnitudes of all mixed deriva-
tives up to and including order n.
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C∞(R
d) is a Banach space of bounded continuous functions f : Rd → R with
limx→∞ f(x) = 0, equipped with sup-norm.
Cn∞(R
d) is a closed subspace of Cn(Rd) with f and all its derivatives up to and
including order n belonging to C∞(R
d).
If M is a closed subset of a Banach space B, then
C([0, T ],M) is a metric space of continuous functions t → µt ∈ M with distance
‖η − ξ‖C([0,T ],M) = supt∈[0,T ] ‖ηt − ξt‖B. An element from C([0, T ],M) is written as
{µ.} = {µt, t ∈ [0, T ]}.
M(Rd) is a Banach space of finite signed Borel measures on Rd.
M+(Rd) and P(Rd) the subsets ofM(Rd) of positive and positive normalised (prob-
ability) measures, respectively.
Let M<λ(R
d) (resp. M≤λ(R
d) or Mλ(R
d)) and M+<λ(R
d) (resp. M+≤λ(R
d) or
Mλ(R
d)) denote the parts of these sets containing measures of the norm less than λ
(resp. not exceeding λ or equal λ).
Let Ck×k(R2d) denote the subspace of C(R2d) consisting of functions f such that the
partial derivatives ∂α+βf/∂xα∂yβ with multi-index α, β, |α| ≤ k, |β| ≤ k, are well defined
and belong to C(R2d). Supremum of the norms of these derivatives provide the natural
norm for this space.
For a function F onM+≤λ(R
d) orM≤λ(R
d) the variational derivative is defined as the
directional derivative of F (µ) in the direction δx:
δF (µ)
δµ(x)
=
d
dh
|h=0F (µ+ hδx).
The higher derivatives δlF (µ)/δµ(x1)...δµ(xl) are defined inductively.
Let Ck(M≤λ(R
d)) denote the space of functionals such that the kth order variational
derivatives are well defined and represent continuous functions of all variables with mea-
sures considered in their weak topology.
Let Ck,l(M≤λ(R
d)) denote the subspace of functionals F from Ck(Mλ(R
d)) such that
δmF (µ)/δµ(.)...δµ(.) ∈ C l(Rd) for all m ≤ k.
Let C2,k×k(M≤λ(R
d)) be the space of functionals such that their second order varia-
tional derivatives are continuous as functions of all variables and belong to Ck×k(R2d) as
functions of the spatial variable; the norm of this space is
‖F‖C2,k×k(M≤λ(Rd)) = sup
µ∈Mλ(Rd)
∥∥∥∥ δ2Fδµ(.)δµ(.)
∥∥∥∥
Ck×k(R2d)
.
(f, µ) =
∫
f(x)µ(dx) denotes the usual pairing of functions and measures on Rd.
2 Stochastic characteristics for commuting groups
Let Lt(µ) be a family of operators defined on a dense subspace D of a Banach space
B and depending on µ ∈ B∗ as a parameter. Let Ω = (Ω1, · · · ,Ωk) be a vector of
commuting linear operators D → B, which generate commuting strongly continuous
groups Tj = exp{tΩj} in B, and hence also weakly continuous groups T
∗
j = exp{tΩ
∗
j}
in B∗. Let Wt = (W
1, · · · ,W kt ) be a k-dimensional standard Brownian motion. We are
interested in the weak Stratonovich SDE in B∗:
d(f, µt) = (Lt(µt)f, µt)dt+ (Ωf, µt) ◦ dWt = (Lt(µt)f, µt)dt+
∑
j
(Ωjf, µt) ◦ dW
j
t . (6)
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Lemma 1. Under the change of the unknown function µt to
ζt = exp{−Ω
∗Wt}µt = exp{−
∑
j
Ω∗jW
j
t }µt,
equation (6) transfers to a non stochastic PDE with random coefficients:
d
dt
(f, ζt) = (L˜t(ζt)f, ζt) = (L
dress
t (exp{Ω
∗Wt}ζt)f, ζt), (7)
with
Ldresst (µ)f = exp{ΩWt}Lt(µ) exp{−ΩWt}f, L˜t(ζt) = L
dress
t (exp{Ω
∗Wt}ζt). (8)
Proof. Since the Stratonovich differential is subject to the usual rules of calculus, we have
d(f, ζt) = d(exp{−ΩWt}f, µt) = −(Ω exp{−ΩWt}f, µt) ◦ dWt + d(g, µt)|g=exp{−ΩWt}f
= (Lt(µt) exp{−ΩWt}f, µt)dt = (exp{ΩWt}Lt(µt) exp{−ΩWt}f, ζt),
yielding (7). An alternative proof can be given by first rewriting equation (7) in the Ito
form and then perform the transformation using Ito’s formula.
As we are mostly interested in the sensitivity, let us formulate the corresponding
abstract result, which is a direct consequence of Lemma 1. Let us concentrate on the case
when B = C∞(R
d) and B∗ = M(Rd), where the derivatives can be written in terms of
the variational derivatives.
Lemma 2. Let equation (7) be well posed and its solutions ζt depend smoothly on the ini-
tial condition in the sense that the variational derivatives δζt/δζ0(x) and δ
2ζ/δζ0(x)δζ0(y)
exist as signed measures and are continuous bounded functions of x and y. Then the
solutions µt = exp{Ω
∗Wt}ζt to equation (3) also depend smoothly on the initial condition
µ0 = ζ0 and the variational derivatives are given by the formulas(
f,
δµt
δµ0(x)
)
=
δ
δµ0(x)
(f, µt) =
δ
δζ0(x)
(exp{ΩWt}f, ζt), (9)
(
f,
δ2µt
δµ0(x)δµ0(y)
)
=
δ2
δζ0(x)δζ0(y)
(exp{ΩWt}f, ζt). (10)
3 A well posedness result
In this section we shall study the well-posedness of equations (1) or (3).
Equation (3) is an example of equation (6) with
Ωv(x) = (σcom,∇)v(x) = {Ω
jv(x)} = {
∑
k
σjkcom∇kv(x)}.
Operator Ω has the dual operator
Ω′v(x) = −Ωv(x) = (−σcom,∇)v(x),
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and generate d′ semigroups
Tj(t)v(x) = v(x+ σ
j.
comt) = v(xj + σ
jk
comt),
solving the Cauchy problems for the equations
∂v
∂t
(t, x) =
∑
j
σjkcom
∂v
∂xj
(t, x).
These semigroups commute and define the action T (t1, · · · , td′) of R
d′ on (Rd) by the
formula
T (t1, · · · , td′) : v(x) 7→ v(x+
∑
j
σj.comtj).
According to Lemma 1, equation (3) rewrites in terms of the measures ζt = T
∗(−Wt)µt
as equation (7)
d
dt
(f, ζt) = (L˜t(ζt)f, ζt) = (L
dress
t (ζt(x− σcomWt))f, ζt), (11)
with
Ldresst (µ)f(x) = exp{ΩWt}L(µ) exp{−ΩWt}f(x)
= (b(x+ σcomWt, µ),∇)f(x)− a(x+ σcomWt)|∆|
α/2f(x) (12)
and
L˜t(ζt)f(x) = L
dress
t (ζt(x− σcomWt))f(x)
= (b˜(Wt, x, ζt),∇)f(x)− a˜(Wt, x)|∆|
α/2f(x), (13)
where
b˜(Wt, x, ζt) = b(x+ σcomWt, ζt(x− σcomWt)), a˜(Wt, x) = a(x+ σcomWt).
We will use several regularity assumptions for the function b(x, µ) depending on x and
µ ∈M(Rd). For all practical purposes the dependence of b on µ is expressed in terms of
certain integral functionals, i.e. is of the type
b(x, µ) = b(x, I1, · · · , Iρ), (14)
Im =
∫
Rdlm
Bm(x, y1, · · · , ylm)µ(dy1) · · ·µ(dylm),
with symmetric in ys functions Bm, for which all variational derivatives belong to the
same class:
δb(x, µ)
δµ(z)
=
∑
m
∂b
∂Im
(x, I1, · · · , Iρ)lm
∫
Rd(lm−1)
Bm(x, z, y2, · · · , ylm)µ(dy2) · · ·µ(dylm),
(15)
and hence all regularity conditions can be rewritten in terms of the usual smoothness of
functions Bm.
Let us introduce the following conditions:
5
(C1) Function a(x) ∈ C2∞
(
Rd
)
and satisfies the inequalities
M−1 ≤ a(x) ≤M
for all x ∈ Rd and a constant M > 1;
(C2) Function b(x, µ) is continuous and bounded on Rd ×M(Rd), b(., µ) ∈ C2(Rd),
and b is Lipshitz continuous as a function of x, uniformly in other variables;
(C3) The first and second order variational derivatives of b(x, µ) with respect to µ are
well defined, bounded and
b(x, .) ∈ (C2,1×1 ∩ C1,2)(M≤λ(R
d))
for any λ > 0.
The well posedness of this nonlinear non-stochastic equation with random coefficients,
(7) or (11) follows from the general results on the well-posedness of nonlinear stable-like
equations from [16–18, 20]. Due to the equivalence of this equation with equation (3) we
obtain the following well-posedness result for (3).
Theorem 1. Under assumptions (C1)-(C3) and any given T > 0 the following holds.
(i) The Cauchy problem for equation (3) is well posed almost surely, that is, for any
initial condition Y ∈M+(Rd) it has the unique bounded nonnegative solution µt(Y ) such
that ζt = exp{−Ω
∗Wt}µt solves (7) and (11).
(ii) For all t > 0, ‖ζt‖ ≤ ‖Y ‖ and ζt have densities, gt, with respect to Lebesgue
measure, which satisfies also to the mild equation
gt(x) =
∫
Gt(x, y)Y (y)(dy)−
∫ t
0
ds
∫
∂
∂y
(
G(t−s)(x, y)b˜(Ws, y, ζs)
)
gs(y) dy. (16)
Consequently, ‖µt‖ ≤ ‖Y ‖ and µt also have densities, vt and µt(dy) = vt(y)dy → Y
weakly, as t→ 0. If the initial condition Y has a density, v0, then vt → v0 in L
1(Rd).
(iii) For any two solutions µ1t and µ
2
t of (3) with the initial conditions Y
1, Y 2 the
estimate
‖µ1t − µ
2
t‖L1(Rd) ≤ ‖Y
1 − Y 2‖M(Rd)C(T, ‖Y
1‖) (17)
with C depending on the bounds of the derivatives in conditions (C1)-(C3).
Let us stress that the coefficients of equation (3) are random, but the estimates of
growth (17) are deterministic, because of the uniform bounds for coefficients b˜ and a˜. In
fact, the constants C(T, ‖Y 1‖) on the r.h.s. of (17) can be naturally expressed in terms
of the Mittag-Leffler functions, see [19].
4 Sensitivity: first order
In this section we shall study the sensitivity for the nonlinear stochastic McKean-Vlasov
equations (3), that is, the derivatives
ξt(x; .) = ξt(x; .)[µ0] =
δµt
δµ0(x)
=
d
dh
|h=0µt[µ0 + hδx], (18)
and
ηt(x, z; .) = ηt(x, z; .)[µ0] = δ
2µt/δµ0(x)δµ0(z).
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By Lemma 2 these derivatives are expressed in terms of the derivatives of the non-
stochastic equation (7) or (11). For nonstochastic equations of this kind the sensitivity
was obtained in our previous paper [20], which implies the point-wise (for almost all
trajectories Wt) sensitivity of (3). However, what is important for applications is to have
estimates of growth of the derivatives ξ, η in various functional spaces that are either
deterministic or at least bounded in expectation. For the case of constant correlations
σcom we shall be able to get bounds that are deterministic. To this end, we have to look
at the main stages of the proof of the sensitivity of (7) and (11) and to see exactly how
the estimates depend on the coefficients. The key point to note is that, since b˜ and a˜ are
obtained by the shifting of b and a, the assumptions (C1)-(C3) on b and a are equivalent
to the same assumptions on b˜ and a˜ with the same bounds on the norms in all spaces
involved.
Theorem 2. Under Conditions (C1)–(C3) the mapping Y = µ0 7→ µt from Theorem 1 is
continuously differentiable in Y , so that the derivative (18) is well defined as a continuous
function of two variables such that
sup
x
sup
µ0∈M
+
≤λ
(Rd)
‖ξt(x; .)[µ0]‖ ≤ C(T, λ, ‖Y ‖) (19)
for t ∈ [0, T ] uniformly for all values of Wt. Moreover, the variational derivative ξt(x; .)
are twice differentiable in x weakly, as the functionals on the spaces of smooth functions,
that is,
∂ξt(x; .)/∂x ∈ (C
1
∞(R
d))∗, ∂2ξt(x; .)/∂x
2 ∈ (C2∞(R
d))∗,
and
∂ξt(x; .)/∂x|(C1∞(Rd))∗ ≤ C(T, λ, ‖Y ‖),
∂ξt(x; .)/∂x|(C2∞(Rd))∗ ≤ C(T, λ, ‖Y ‖), (20)
again uniformly for all values of the noise Wt.
Proof. By Lemma 2 it is sufficient to prove the result for the mapping Y = µ0 → ζt =
exp{−Ω∗Wt}µt solving (7) or (11). As mentioned above, since this equation is not stochas-
tic we can apply the results of paper [20] to derive that all required derivatives are well
defined and moreover, ξ˜t = δζt/δµ0(x) itself and its derivatives ∂ξ˜t(x; .)/∂x, ∂
2ξ˜t(x; .)/∂x
2
solve the weak equation
d
dt
(f, ξ˜t(x; .)) =
(
(b˜(Wt, . , ζt),∇)f − a˜(Wt, .)|∆|
α/2f, ξ˜t(x; .)
)
+
∫ ∫ (
δb˜(Wt, y, ζt)
δζt(w)
ξ˜t(x, w),∇f(y)
)
ζt(y) dydw, (21)
obtained by the formal differentiation of equation (7), (11). The solution to this equation
is obtained by considering the last term as the perturbation to the equation defined by
the first term, which in its turn is solved by duality from the dual backward equation (in
backward time)
d
dt
f = −(b˜(Wt, . , ζt),∇)f + a˜(Wt, .)|∆|
α/2f. (22)
We can see now that, due to the uniformity (with respect to the noise) of the norms in
(C1)-(C3), all bounds for the solutions to equation (21) obtained in [20] are also uniform
completing the proof.
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5 Sensitivity: second order
Similarly to Theorem 2 we can now derive the following result on the second order sensi-
tivity for the McKean-Vlasov equation (3).
We obtain for η˜t = δ
2ζt/δY (x)δY (z) the weak equation by differentiating equation
(21)
d
dt
(f, η˜t(x, z; .)) =
(
(b˜(Wt, . , ζt),∇)f − a˜(Wt, .)|∆|
α/2f, η˜t(x, z; .)
)
+ (f, qt)
+
∫ ∫ (
δb˜(Wt, y, ζt)
δζt(w)
η˜t(x, z;w),∇f(y)
)
ζt(y) dydw (23)
with (f, qt) being given by∫ ∫ (
δb˜(Wt, y, ζt)
δζt(w)
,∇f(y)
)
[ξ˜t(x; y)ξ˜t(z;w) + ξ˜t(x;w)ξ˜t(z; y)] dydw
+
∫ ∫ ∫∫ (
δ2b˜(Wt, y, ζt)
δζt(w)δζt(u)
,∇f(y)
)
ξ˜t(x;w)ξ˜t(z; u)ζt(y) dydwdu, (24)
which should be satisfied with the vanishing initial condition.
This is the same equation as (21), but with the additional non-homogeneous term
(f, qt).
The structure of (24) conveys an important message that for this analysis one needs
the exotic spaces C2,k×k(M+≤λ(R
d)) introduced in the introduction.
Theorem 3. (i) Under Conditions (C1)–(C3) the mapping Y = µ0 7→ µt from Theorem
1 is twice continuously differentiable in Y , so that the derivative ηt(x, z; .) is well defined
as a continuous function of three variables such that
sup
x
sup
z
sup
µ0∈M
+
≤λ
(Rd)
‖ηt(x, z; .)[µ0]‖ ≤ C(T, λ, ‖Y ‖) (25)
for t ∈ [0, T ] uniformly for all values of Wt.
Moreover, the derivatives of ηt(x, z; .) with respect to x and z of order at most one are
well-defined as elements of (C2(Rd))∗ and
‖
∂γ
∂xγ
∂β
∂zβ
ηt(x, z; .)‖(C2(Rd))∗ ≤ C(T, λ, ‖Y ‖) (26)
for γ, β = 0, 1.
Proof. The proof is analogous to that of Theorem 2 and is based on the application of
the results of paper [20].
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