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Abstract
As designing appropriate Convolutional Neural Network
(CNN) architecture in the context of a given application
usually involves heavy human works or numerous GPU
hours, the research community is soliciting the architecture-
neutral CNN structures, which can be easily plugged into
multiple mature architectures to improve the performance
on our real-world applications. We propose Asymmetric
Convolution Block (ACB), an architecture-neutral struc-
ture as a CNN building block, which uses 1D asymmetric
convolutions to strengthen the square convolution kernels.
For an off-the-shelf architecture, we replace the standard
square-kernel convolutional layers with ACBs to construct
an Asymmetric Convolutional Network (ACNet), which can
be trained to reach a higher level of accuracy. After train-
ing, we equivalently convert the ACNet into the same origi-
nal architecture, thus requiring no extra computations any-
more. We have observed that ACNet can improve the per-
formance of various models on CIFAR and ImageNet by a
clear margin. Through further experiments, we attribute
the effectiveness of ACB to its capability of enhancing the
model’s robustness to rotational distortions and strengthen-
ing the central skeleton parts of square convolution kernels.
1. Introduction
Convolutional Neural Network (CNN) has achieved
great success in visual understanding, which makes them
useful for various applications in wearable devices, security
systems, mobile phones, automobiles, etc. As the front-
end devices are usually limited in computational resources
and demand real-time inference, these applications require
CNN that delivers high accuracy with the constraints of a
certain level of computational budgets. Thus it may not be
practical to enhance the model by simply employing more
trainable parameters and complicated connections. There-
fore, we consider it meaningful to improve the performance
of CNN with no extra inference-time computations, mem-
ory footprint, or energy consumption.
On the other hand, along with the advancements in the
CNN architecture designing literature, the performance of
the off-the-shelf models has been significantly improved.
However, when the existing models cannot meet our spe-
cific needs, we may not be allowed to customize a new ar-
chitecture at the costs of heavy human works or numerous
GPU hours [36]. Recently, the research community is so-
liciting innovative architecture-neutral CNN structures, e.g.,
SE blocks [14] and quasi-hexagonal kernels [30], which can
be directly combined with various up-to-date architectures
to improve the performance on our real-world applications.
Some recent investigations on CNN architectures focus
on 1) how the layers are connected with each other, e.g.,
simply stacked together [20, 28], through identity mapping
[13, 31, 35] or densely connected [15] and 2) how the out-
puts of different layers are combined to increase the qual-
ity of learned representations [16, 31, 32, 33]. Considering
this, in quest of a generic architecture-neutral CNN struc-
ture which can be combined with numerous architectures,
we seek to strengthen standard convolutional layers by dig-
ging into an orthogonal aspect: the relationship between the
weights and their spatial locations in the kernels.
In this paper, we propose Asymmetric Convolution
Block (ACB), an innovative structure as a building block to
replace the standard convolutional layers with square ker-
nels, e.g., 3 × 3 layers, which are widely used in modern
CNN. Concretely, for the replacement of a d × d layer,
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Figure 1: Overview of ACNet. For example, we replace every 3× 3 layer with an ACB comprising three layers with 3× 3,
1×3 and 3×1 kernels, respectively, and their outputs are summed up. When the training is completed, we convert the model
back into the same structure as the original by adding the asymmetric kernels in each ACB onto the skeleton, which is the
crisscross part of the square kernel, as marked on the figure. In practice, this conversion is implemented by building a new
model with the original structure and using the converted learned parameters of the ACNet to initialize it.
we construct an ACB comprising three parallel layers with
d×d, 1×d and d×1 kernels, respectively, of which the out-
puts are summed up to enrich the feature space (Fig. 1). As
the introduced 1× d and d× 1 layers have non-square ker-
nels, we refer to them as the asymmetric convolutional lay-
ers, following [33]. Given an off-the-shelf architecture, we
construct an Asymmetric Convolutional Network (ACNet)
by replacing every square-kernel layer with an ACB and
train it until convergence. After that, we equivalently con-
vert the ACNet into the same original architecture by adding
the asymmetric kernels in each ACB onto the correspond-
ing positions of the square kernels. Due to the additivity of
convolutions with compatible kernel sizes (Fig. 2), which is
obvious but has long been ignored, the resulting model can
produce the same outputs as the training-time ACNet. As
will be shown in our experiments (Sect. 4.1, 4.2), doing so
can improve the performance of several benchmark models
on CIFAR [19] and ImageNet [3] by a clear margin. Bet-
ter still, ACNet 1) introduces NO hyper-parameters, such
that it can be combined with different architectures with-
out careful tuning; 2) is simple to implement on the main-
stream CNN frameworks like PyTorch [26] and Tensorflow
[1]; 3) requires NO extra inference-time computational bur-
dens compared to the original architecture.
Through our further experiments, we have partly ex-
plained the effectiveness of ACNet. It is observed that a
square convolution kernel distributes its learned knowledge
unequally, as the weights on the central crisscross posi-
tions (which are referred to as the “skeleton” of the ker-
nel) are usually larger in magnitude, and removing them
causes higher accuracy drop, compared to those in the cor-
ners. In each ACB, we add the horizontal and vertical ker-
nels onto the skeletons, thus explicitly making the skeletons
more powerful, following the nature of square kernels. In-
terestingly, the weights on the corresponding positions of
the square, horizontal and vertical kernels are randomly ini-
tialized and have a possibility to grow opposite in sign, thus
summing them up may result in a stronger or weaker skele-
ton. However, we have empirically observed a consistent
phenomenon that the model always learn to enhance the
skeletons at every layer. This observation may shed light
on future researches on the relationship among the weights
at different spatial locations. The codes are available at
https://github.com/ShawnDing1994/ACNet.
Our contributions are summarized as follows.
• We propose to use asymmetric convolutions to explic-
itly enhance the representational power of a standard
square-kernel layer in a way that the asymmetric con-
volutions can be fused into the square kernels with
NO extra inference-time computations needed, rather
than approximate a square-kernel layer like many prior
works [4, 17, 18, 23, 25, 33].
• We propose ACB as a novel architecture-neutral CNN
building block. We can construct an ACNet by simply
replacing every square-kernel convolutional layer in a
mature architecture with an ACB without introducing
any hyper-parameters, such that its effectiveness can
be combined with the numerous advancements in the
CNN architecture designing literature.
• We have improved the accuracy of several common
benchmark models on CIFAR-10, CIFAR-100, and
ImageNet by a clear margin.
• We have justified the significance of skeletons in stan-
dard square convolution kernels and demonstrated the
effectiveness of ACNet in enhancing such skeletons.
• We have shown that ACNet can enhance the model’s
robustness to rotational distortions, which may inspire
further studies on the rotational invariance problem.
2. Related work
2.1. Asymmetric convolutions
Asymmetric convolutions are typically used to approxi-
mate an existing square-kernel convolutional layer for com-
pression and acceleration. Some prior works [4, 17] have
shown that a standard d× d convolutional layer can be fac-
torized as a sequence of two layers with d × 1 and 1 × d
kernels to reduce the parameters and required computations.
The theory behind is quite simple: if a 2D kernel has a rank
of one, the operation can be equivalently transformed into a
series of 1D convolutions. However, as the learned kernels
in deep networks have distributed eigenvalues, their intrin-
sic rank is higher than one in practice, thus applying the
transformation directly to the kernels results in significant
information loss [18]. Denton et al. [4] tackled this prob-
lem by finding a low-rank approximation in an SVD-based
manner then finetuning the upper layers to restore the per-
formance. Jaderberg et al. [17] succeeded in learning the
horizontal and vertical kernels by minimizing the `-2 recon-
struction error. Jin et al. [18] applied structural constraints
to make the 2D kernels separable and obtained comparable
performance as conventional CNN with 2× speed-up.
On the other hand, asymmetric convolutions are also
widely employed as an architectural design element to
save the parameters and computations. For example, in
Inception-v3 [33], the 7 × 7 convolutions are replaced by
a sequence of 1 × 7 and 7 × 1 convolutions. However, the
authors found out that such replacement is not equivalent as
it did not work well on the low-level layers. ENet [25] also
adopted this approach for the design of an efficient semantic
segmentation network, where the 5×5 convolutions are de-
composed, allowing to increase the receptive field with rea-
sonable computational budgets. EDANet [23] used a simi-
lar method to decompose the 3 × 3 convolutions, resulting
in a 33% saving in the number of parameters and required
computations with minor performance degradation.
In contrast, we use 1D asymmetric convolutions not to
factorize any layers as part of the architectural designs but
enrich the feature space during training and then fuse their
learned knowledge into the square-kernel layers.
2.2. Architecture-neutral CNN structures
We intend not to modify the CNN architecture but use
some architecture-neutral structures to enhance the off-the-
shelf models. Thus the effectiveness of our method is sup-
plementary to the advancements achieved by the innovative
architectures. Specifically, a CNN structure can be called
architecture-neutral if it 1) makes no assumptions on the
specific architecture, thus can be applied on various models,
and 2) brings universal benefits. For example, SE blocks
[14] can be appended after a convolutional layer to rescale
the feature map channels with learned weights, resulting in
a clear accuracy improvement at reasonable costs of extra
parameters and computational burdens. As another exam-
ple, auxiliary classifier [32] can be inserted into the model
to assist in supervising the learning process, which can in-
deed improve the performance by an observable margin but
requires extra human works to tune the hyper-parameters.
By contrast, ACNet introduces NO hyper-parameters
during training and requires NO extra parameters or com-
putations during inference. Therefore, in real-world appli-
cations, the developer can use ACNet to enhance a variety
of models without exhausting parameter tunings, and the
end-users can enjoy the performance improvement without
slowing down the inference. Better still, since we intro-
duce no custom structures into the deployed model, it can
be future compressed via techniques including connection
pruning [9, 12], channel pruning [5, 6, 22, 24], quantization
[2, 10, 27], feature map compacting [34], etc.
3. Asymmetric Convolutional Network
3.1. Formulation
For a convolutional layer with a kernel size of H ×W
and D filters which takes a C-channel feature map as input,
we use F ∈ RH×W×C to denote the 3D convolution kernel
of a filter, M ∈ RU×V×C for the input, which is a feature
map with a spatial resolution of U ×V and C channels, and
O ∈ RR×T×D for the output withD channels, respectively.
For the j-th filter at such a layer, the corresponding output
feature map channel is
O:,:,j =
C∑
k=1
M:,:,k ∗ F (j):,:,k , (1)
where ∗ is the 2D convolution operator, M:,:,k is the k-th
channel of M in the form of a U × V matrix, and F (j):,:,k is
the k-th input channel of F (j), i.e., a 2D kernel of H ×W .
In modern CNN architectures, batch normalizations [16]
are widely adopted to reduce overfitting and accelerate the
training process. As a common practice, a batch normaliza-
tion layer is usually followed by a linear scaling transfor-
mation to enhance the representational power. Compared to
Eq. 1, the output channel then becomes
O:,:,j = (
C∑
k=1
M:,:,k ∗ F (j):,:,k − µj)
γj
σj
+ βj , (2)
where µj and σj are the values of channel-wise mean and
standard deviation of batch normalization, γj and βj are the
learned scaling factor and bias term, respectively.
3.2. Exploiting the additivity of convolution
We seek to employ asymmetric convolutions in a way
that they can be equivalently fused into the standard square-
kernel layers, such that no extra inference-time computa-
tional burdens are introduced. We notice a useful prop-
erty of convolution: if several 2D kernels with compatible
sizes operate on the same input with the same stride to pro-
duce outputs of the same resolution, and their outputs are
summed up, we can add up these kernels on the correspond-
ing positions to obtain an equivalent kernel which will pro-
duce the same output. That is, the additivity may hold for
conv1
conv
equal
+conv2
conv3
Figure 2: We use sliding windows to provide some intu-
itions of the additivity of 2D convolutions with different
kernel sizes. Here we have three convolutional layers with
a kernel size of 3× 3, 1× 3 and 3× 1, respectively, which
take the same input. We only depict the sliding window at
the top-left and bottom-right corners, for example. It can
be observed that the key for the additivity to hold is that the
three layers can share the same sliding window. Therefore,
if we add the kernels of conv2 and conv3 to conv1 on the
corresponding positions, using the resulting kernel to oper-
ate on the original input will produce the same result, which
can be easily verified only using the distributive property of
multiplication (Eq. 5). Best viewed in color.
2D convolutions, even with different kernel sizes,
I ∗K(1) + I ∗K(2) = I ∗ (K(1) ⊕K(2)) , (3)
where I is a matrix,K(1) andK(2) are two 2D kernels with
compatible sizes, and ⊕ is the element-wise addition of the
kernel parameters on the corresponding positions. Note is
that I may need to be appropriately clipped or padded.
Here compatible means that we can “patch” the smaller
kernel onto the bigger. Formally, this kind of transformation
on layer p and q is feasible if
M (p) = M (q) , Hp ≤ Hq ,Wp ≤Wq , Dp = Dq . (4)
E.g., 3× 1 and 1× 3 kernels are compatible with 3× 3.
This can be easily verified by investigating the calcula-
tion of convolution in the form of sliding windows (Fig. 2).
For a certain filter with kernel F (j), a certain point y on the
output channelO:,:,j is given by
y =
C∑
c=1
H∑
h=1
W∑
w=1
F
(j)
h,w,cXh,w,c , (5)
whereX is the corresponding sliding window on inputM .
Obviously, when we sum up two output channels produced
conv batch norm
conv batch norm
conv batch norm
BN fusion
conv
conv
conv
conv
branch fusion
=
Input
+
=
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Figure 3: BN and branch fusion. Let I be an arbitrary chan-
nel of the input feature map M , for each branch, we first
equivalently fuse the parameters of batch normalization into
the convolution kernel and a bias term, then add up the fused
kernels and bias terms to obtain a single layer.
by two filters, the additivity (Eq. 3) holds if for each point y
on one channel, its corresponding point on the other channel
shares the same sliding windowX .
3.3. ACB for free inference-time improvements
In this paper, we focus on 3× 3 convolutions, which are
heavily used in modern CNN architectures. Given an archi-
tecture, we construct an ACNet by simply replacing every
3×3 layer (together with the following batch normalization
layer, if any) with an ACB which comprises three parallel
layers with kernel size 3× 3, 1× 3 and 3× 1, respectively.
Similar to the common practice in standard CNN, each of
the three layers is followed by batch normalization, which is
referred to as a branch, and the outputs of three branches are
summed up as the output of ACB. Note that we can train the
ACNet using the same configurations as the original model
without any extra hyper-parameters to be tuned.
As will be shown in Sect. 4.1 and Sect. 4.2, the ACNet
can be trained to reach a higher level of accuracy. When
the training is completed, we seek to convert every ACB
to a standard convolutional layer which produces identical
outputs. By doing so, we can obtain a more powerful net-
work which requires no extra computations, compared to a
normally trained counterpart. This conversion is achieved
through two steps, namely, BN fusion and branch fusion.
BN fusion. The homogeneity of convolution allows the
following batch normalization and linear scaling transfor-
mation to be equivalently fused into the convolutional layer
with an added bias. It can be observed from Eq. 2 that for
each branch, if we construct a new kernel as γjσjF
(j) along
with an added bias term −µjγjσj + βj , we will produce the
same output, which can be easily verified.
Branch fusion. We merge the three BN-fused branches
into a standard convolutional layer by adding the asymmet-
ric kernels onto the corresponding positions of the square
kernel. In practice, this transformation is implemented by
building a network of the original structure and using the
fused weights for initialization, thus we can produce the
same outputs as the ACNet with the same computational
budgets as the original architecture. Formally, for every fil-
ter j, let F ′(j) be the fused 3D kernel, bj be the obtained
bias term, F¯ (j) and Fˆ (j) be the kernels of the correspond-
ing filter at the 1× 3 and 3× 1 layer, respectively, we have
F ′(j) =
γj
σj
F (j) ⊕ γ¯j
σ¯j
F¯ (j) ⊕ γˆj
σˆj
Fˆ (j) , (6)
bj = −µjγj
σj
− µ¯j γ¯j
σ¯j
− µˆj γˆj
σˆj
+ βj + β¯j + βˆj . (7)
Then we can easily verify that for an arbitrary filter j,
O:,:,j + O¯:,:,j + Oˆ:,:,j =
C∑
k=1
M:,:,k ∗ F ′(j):,:,k + bj , (8)
whereO:,:,j , O¯:,:,j and Oˆ:,:,j are the outputs of the original
3× 3, 1× 3 and 3× 1 branch, respectively. Fig. 3 shows an
example on a single input channel for more intuitions.
Of note is that though an ACB can be equivalently trans-
formed into a standard layer, the equivalence only holds
at inference-time because the training dynamics are differ-
ent, thus giving rise to different performance. The non-
equivalence of the training process is due to the random
initialization of kernel weights, and the gradients derived
by different computation flows they participate in.
4. Experiments
We have conducted abundant experiments to verify the
effectiveness of ACNet in improving the performance of
CNN across a range of datasets and architectures. Con-
cretely, we pick an off-the-shelf architecture as the base-
line, build an ACNet counterpart, train it from scratch, con-
vert it into the same structure as the baseline, and test it to
collect the accuracy. For the comparability, all the models
are trained until the complete convergence, and every pair
of baseline and ACNet uses identical configurations, e.g.,
learning rate schedules and batch sizes.
4.1. Performance improvements on CIFAR
In order to preliminarily evaluate our method on various
CNN architectures, we experiment with several representa-
Table 1: Top-1 accuracy of ACNets and the normally
trained baselines on CIFAR-10.
Model Base Top-1 ACNet Top-1 Top-1 ↑
Cifar-quick 83.13 84.24 1.11
VGG 94.12 94.47 0.35
ResNet-56 94.31 95.09 0.78
WRN-16-8 95.56 96.15 0.59
DenseNet-40 94.29 94.84 0.55
Table 2: Top-1 accuracy of ACNets and the normally
trained baselines on CIFAR-100.
Model Base Top-1 ACNet Top-1 Top-1 ↑
Cifar-quick 53.22 54.30 1.08
VGG 74.56 75.20 0.64
ResNet-56 73.58 74.04 0.46
WRN-16-8 78.65 79.44 0.79
DenseNet-40 73.14 73.41 0.27
tive benchmark models including Cifar-quick [29], VGG-
16 [28], ResNet-56 [13], WRN-16-8 [35] and DenseNet-40
[15] on CIFAR-10 and CIFAR-100 [19].
For Cifar-quick, VGG-16, ResNet-56, and DenseNet-40,
we train the models using a staircase learning rate of 0.1,
0.01, 0.001 and 0.0001 following the common practice. For
WRN-16-8, we follow the training configurations reported
in the original paper [35]. We use the data augmentation
techniques adopted by [13], i.e., padding to 40×40, random
cropping and left-right flipping.
As can be observed from Table. 1 and Table. 2, the per-
formance of all the models is consistently lifted by a clear
margin, suggesting that the benefits of ACBs can be com-
bined with various architectures.
4.2. Performance improvements on ImageNet
We then move on to the effectiveness validation of our
method on the real-world applications through a series of
experiments on ImageNet [3] which comprises 1.28M im-
ages for training and 50K for validation from 1000 classes.
We use AlexNet [20], ResNet-18 [13] and DenseNet-121
[15] as the representatives for the plain-style, residual and
densely connected architectures, respectively. Every model
is trained with a batch size of 256 for 150 epochs, which is
longer than the usually adopted benchmarks (e.g., 90 epochs
[13]), such that the accuracy improvement cannot be simply
attributed to the incomplete convergence of the base mod-
els. For the data augmentation, we employ the standard
pipeline including bounding box distortion, left-right flip-
ping and color shift, as a common practice. Especially, the
plain version of AlexNet we use comes from the Tensor-
flow GitHub [8], which is composed of five stacked con-
Table 3: Accuracy of the ACNet counterparts of AlexNet, ResNets, DenseNet-121 and the baselines on ImageNet.
Model Base Top-1 ACNet Top-1 Top-1 ↑ Base Top-5 ACNet Top-5 Top-5 ↑
AlexNet 55.92 57.44 1.52 79.53 80.73 1.20
ResNet-18 70.36 71.14 0.78 89.61 89.96 0.35
DenseNet-121 75.15 75.82 0.67 92.45 92.77 0.32
horizontal kernel flipped square kernel flipped
symmetry
axis
Figure 4: Compared to square kernels, horizontal kernels
are more robust to up-down flipping. As shown above, the
1×3 kernel will produce the same results on the symmetric
positions of the flipped inputs, but the 3× 3 kernel will not.
volutional layers and three fully-connected layers with no
local response normalizations (LRN) or cross-GPU connec-
tions. For the faster convergence, we apply batch normal-
ization [16] on its every convolutional layer. Of note is that
since the first two layers of AlexNet use 11× 11 and 5× 5
kernels, respectively, it is possible to extend ACBs to have
larger asymmetric kernels. However, we still only use 1× 3
and 3 × 1 convolutions for these two layers, because such
large-scale convolutions are becoming less favored in mod-
ern CNN, making large ACBs less useful.
As shown in Table. 3, the single-crop Top-1 accuracy of
AlexNet, ResNet-18 and DenseNet-121 is lifted by 1.52%,
0.78% and 1.18%, respectively. In practice, aiming at the
same target of accuracy, we can use ACNet to enhance a
more efficient model to achieve the target with less infer-
ence time, energy consumption, and storage space. On the
other hand, with the same constraints on computational bud-
gets or model size, we can use ACNet to improve the accu-
racy by a clear margin such that the gained performance can
be viewed as free benefits, from the viewpoint of end-users.
4.3. Ablation studies
Though we have empirically justified the effectiveness
of ACNet, we still desire to find some explanations. In this
subsection, we seek to investigate ACNet through a series
of ablation studies. Specifically, we focus on the follow-
ing three design decisions: the usage of 1) horizontal ker-
nels, 2) vertical kernels, and 3) batch normalization in ev-
ery branch. For the comparability, we train several AlexNet
and ResNet-18 models on ImageNet with different ablations
using the same training configurations. Of note is that if
the batch normalizations in the branches are removed, we
batch-normalize the output of the whole ACB instead, i.e.,
the position of batch normalization layer is changed from
pre-summation to post-summation.
As can be observed from Table. 4, removing any of the
three designs degrades the model. However, though the hor-
izontal and vertical convolutions can both improve the per-
formance, there may exist some difference because the hor-
izontal and vertical directions are treated unequally in prac-
tice, e.g., we usually perform random left-right but no up-
down image flipping to augment the training data. There-
fore, if an upside-down image is fed into the model, the
original 3 × 3 layers should produce meaningless results,
which is natural, but a horizontal kernel will produce the
same outputs as on the original image at the axially sym-
metric locations (Fig. 4). I.e., a part of the ACB can still
extract the correct features. Considering this, we assume
that ACBs may enhance the model’s robustness to rotational
distortions, enabling the model to generalize better on the
unseen data.
We then test the formerly trained models with rotation-
ally distorted images from the whole validation set includ-
ing counterclockwise 90◦ rotation, 180◦ rotation, and up-
down flipping. Naturally, the accuracy of every model is
significantly reduced, but the models with horizontal ker-
nels deliver observably higher accuracy on the 180◦ rotated
and up-down flipped images. E.g., the ResNet-18 equipped
with only horizontal kernels delivers an accuracy slightly
lower than that of the counterpart with only vertical kernels
on the original inputs, but 0.75% higher on the 180◦ rotated
inputs. And when compared with the base model, its accu-
racy is 0.34% / 1.27% higher on the original / 180◦ flipped
images, respectively. Predictably, the models exert similar
performance on the 180◦ rotated and up-down flipped in-
puts, as 180◦ rotation plus left-right flipping is equivalent
to up-down flipping, and the model is robust to left-right
flipping due to the data augmentation methods.
In summary, we have shown that ACBs, especially the
horizontal kernels inside, can enhance the model’s robust-
ness to rotational distortions by an observable margin.
Though this may not be the primary reason for the effective-
ness of ACNet, we consider it promising to inspire further
researches on the rotational invariance problem.
4.4. ACB enhances the skeletons of square kernels
Intuitively, as adding the horizontal and vertical kernels
onto the square kernel can be viewed as a means to explic-
itly enhance the skeleton part, we seek to explain the effec-
Table 4: Top-1 accuracy of the ACNets with different design configurations and rotational distortions on ImageNet.
Model
Horizontal
kernel
Vertical
kernel
BN
in branch
Original input Rotate 90◦ Rotate 180◦ Up-down flip
AlexNet 55.92 28.18 31.41 31.62
AlexNet X X 57.10 29.65 32.86 33.02
AlexNet X X 57.25 29.97 33.74 33.74
AlexNet X X X 57.44 30.49 33.98 33.82
AlexNet X X 56.18 28.81 32.12 32.33
ResNet-18 70.36 41.00 41.95 41.86
ResNet-18 X X 70.78 41.61 42.47 42.66
ResNet-18 X X 70.70 42.06 43.22 43.05
ResNet-18 X X X 71.14 42.20 42.89 43.10
ResNet-18 X X 70.82 41.70 42.92 42.90
tiveness of ACNet by investigating the difference between
the skeleton and the weights at the corners.
Inspired by the CNN pruning methods [9, 11, 12], we
start from removing some weights at different spatial lo-
cations and observing the performance drop using ResNet-
56 on CIFAR-10. Concretely, we randomly set some in-
dividual weights in the kernels to zero and test the model.
As shown in Fig. 5a, for the curve labeled as corner, we
randomly select the weights from the four corners of every
3 × 3 kernel and set them to zero in order to attain a given
global sparsity ratio of every convolutional layer. Note that
as 4/9 = 44.4%, a sparsity ratio of 44% means removing
most of the weights at the four corners. For skeleton, we
randomly select the weights only from the skeleton of every
kernel. For global, every individual weight in the kernel has
an equal chance to be chosen. The experiments are repeated
five times with different random seeds, and the mean±std
curves are depicted.
As can be observed, all the curves show a tendency of
decreasing as the sparsity ratio increases, but not mono-
tonically, due to the random effects. It is obvious that re-
moving the weights from the corners causes less damage to
the model, but pruning the skeletons does more harm. This
phenomenon suggests that the skeleton weights are more
important to the model’s representational capacity.
We continue to verify if this observation holds for AC-
Net. We convert the ACNet counterpart via BN and branch
fusion, then conduct the same experiments on it. As shown
in Fig. 5b, we observe an even more significant gap, e.g.,
pruning almost all the corner weights only degrades the
model’s accuracy to above 60%. On the other hand, prun-
ing the skeletons causes more damage, as the model is de-
stroyed when the global sparsity ratio attained by pruning
the skeletons merely reaches 13%, i.e., 13%×9/5 = 23.4%
weights of the skeletons are removed.
Then we explore the cause of the above observations by
investigating the numeric values of the kernels. We use the
0 15 30 45
sparsity ratio %
0.2
0.4
0.6
0.8
va
l a
cc
ur
ac
y
corner
skeleton
global
(a) Normally trained ResNet-56.
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(b) ACNet counterpart of ResNet-56.
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(c) ACNet with the asymmetric kernels added to the border.
Figure 5: Validation accuracy of different ResNet-56 mod-
els on CIFAR-10 with increasing sparsity ratios attained by
pruning weights at different locations of the 3× 3 kernels.
magnitude (i.e., absolute value) as the metric for the impor-
tance of parameters, which is adopted by many prior CNN
pruning works [7, 9, 12, 21]. Specifically, we add up all the
fused 2D kernels in a convolutional layer, perform a layer-
wise normalization by the max value, and finally obtain an
average of the normalized kernels of all the layers. For-
mally, let F (i,j) be the 3D kernel of the j-th filter at the i-th
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(a) Normal.
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Figure 6: The average kernel magnitude matrix A of
ResNet-56 models trained in different ways on CIFAR-10.
3 × 3 layer, L be the number of all such layers, max and
abs be the max and element-wise absolute value, respec-
tively, the average kernel magnitude matrix is computed as
A =
1
L
L∑
i=1
S(i)
max(S(i))
, (9)
where the sum of absolute kernels of layer i is
S(i) =
Di∑
j=1
Ci∑
k=1
abs(F
(i,j)
:,:,k ) . (10)
We present theA values of the normally trained ResNet-
56 and the fused ACNet counterpart in Fig. 6a and Fig. 6b,
where the numeric value and color at a certain grid indicate
the average relative importance of the parameter on the cor-
responding position across all the 3× 3 layers, i.e., a larger
value and darker background color indicates a higher aver-
age importance of the parameter.
As can be observed from Fig. 6a, the normally trained
ResNet-56 distributes the magnitude of the parameters in
an imbalance manner, i.e., the central point has the largest
magnitude, and the points at the four corners have the small-
est. Fig. 6b shows that ACNet aggravates such imbalance,
as the A values of the four corners are decreased to be-
low 0.400, and the skeleton points have theA values above
0.666. In particular, the central point has an A value of
1.000, which means that this location has a dominant im-
portance consistently in every single 3× 3 layer. It is note-
worthy that the weights on the corresponding positions of
the square, horizontal and vertical kernels have a possibility
to grow opposite in sign, thus summing them up may result
in a larger or smaller magnitude. But we have observed a
consistent phenomenon that the model always learn to en-
hance the skeletons at every layer.
We continue to study how the model will behave if we
add the asymmetric kernels onto the other positions rather
than the central skeletons. Specifically, we train an ACNet
counterpart of ResNet-56 using the same training configu-
rations as before, but shift the horizontal convolutions one
pixel towards the bottom on the inputs and shift the ver-
tical convolutions towards the right. Accordingly, during
branch fusion, we add the BN-fused asymmetric kernels to
the bottom-right borders of the square kernels (Fig. 6c) in
order for an equivalent resulting network. It is observed that
such ACBs can also enhance the borders, but not as inten-
sively as the regular ACBs do to the skeletons. The model
delivers an accuracy of 94.67%, which is 0.42% lower than
the regular ACNet (Table. 1). Moreover, similar pruning ex-
periments are conducted on the fused model (Fig. 5c). As
observed, pruning the corners still delivers the best accu-
racy, and pruning the enhanced bottom-right borders gives
no better results than the top-left 2× 2 squares, i.e., though
the magnitudes of the borders have increased, the other parts
remain essential to the whole kernels.
In summary: 1) the skeletons are inherently more impor-
tant than the corners in standard square kernels; 2) ACB can
significantly enhance the skeletons, resulting in improved
performance; 3) adding the horizontal and vertical kernels
to the borders degrades the model’s performance compared
to regular ACBs; 4) doing so can also increase the mag-
nitude of the borders but cannot diminish the importance
of the other parts. Therefore, we partly attribute the effec-
tiveness of ACNet to its capability of further strengthening
the skeletons. Intuitively, ACNet follows the nature of the
square convolution kernels.
5. Conclusion
In order to improve the performance of various CNN ar-
chitectures, we proposed Asymmetric Convolution Block
(ACB), which sums up the outputs of three convolutional
branches with square, horizontal and vertical kernels, re-
spectively. We construct an Asymmetric Convolutional
Network (ACNet) by replacing the square-kernel layers in a
mature architecture with ACBs and convert it into the orig-
inal architecture after training. We have evaluated ACNet
by improving various plain-style, residual and densely con-
nected models on CIFAR and ImageNet. We have shown
that ACNet can enhance the model’s robustness to rotational
distortions by an observable margin, and explicitly strength-
ening the skeletons following the nature of square kernels.
Of note is that ACNet introduces NO hyper-parameters to
be tuned, requires NO extra inference-time computations,
and is simple to implement using mainstream frameworks.
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