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ABSTRACT
Cloud computing promises great opportunities for
the execution of scientic and engineering applica-
tions. However, the execution of such kind of ap-
plications over Cloud infrastructures requires the ac-
complishment of many complex processes. In this pa-
per we present a Computational Mechanics Software
as a Service (SaaS) project which will allow scien-
tists to easily congure and submit their experiments
to be transparently executed on the Cloud. For this
purpose, a nite element software called SOGDE is
used to perform parametric studies of computational
mechanics on the basis of underlying computing re-
sources. Moreover, a web service provides an inter-
face for the abovementioned functionalities allowing
the remote execution of scientic applications in a
simple way.
Keywords: SaaS, Computational Mechanics, Cloud
Computing, Parametric Studies
1 INTRODUCTION
Cloud Computing [5] is a computing paradigm that
has been recently incepted in the academic commu-
nity [2]. Within a Cloud, services that represent com-
puting resources, platforms or applications are pro-
vided across (sometimes geographically) dispersed or-
ganizations. Moreover, a Cloud provides resources in
a highly dynamic and scalable way and oers to end-
users a variety of services covering the entire com-
puting stack. Besides, the spectrum of conguration
options available to scientic users through Cloud ser-
vices is wide enough to cover any specic need from
their research. An example of scientic application
from computational mechanics is parameter sweep ex-
periments (PSE). PSEs consist of the repeated execu-
tion of the same application code with dierent input
parameters resulting in dierent outputs. PSEs have
the major advantage of generating lists of indepen-
dent jobs. This makes these kinds of studies embar-
rassingly parallel from a computational perspective.
From the seminal paper on Computational Me-
chanics from Bathe and Oden [21], many advances
can be cited. For the case of non-linear solid mechan-
ics in general, and Finite Strain Plasticity in partic-
ular, a issue addressed in this paper, the literature
has been beneted from the works of Simo and Or-
tiz [23, 24, 25]. In dierent practical applications
problems it is important to study the sensitivity of
results in terms of changes of variable data. For in-
stance, Garca Garino et al. [11] have discussed the
sensitivity of results of the necking problem of circu-
lar cylindrical bars in terms of applied imperfections.
The non-linear nite element SOGDE [13, 14, 15]
solver, developed by the authors is taken as basis
for the proposed SaaS ongoing Project. SOGDE has
been extended in a semiautomatic way in order to
be processed in distributed environments in previous
works of the authors [7, 6]. Section 2 provides the
main concepts related to Cloud Computing and para-
metric studies. The discussion of PSEs is addressed
in section 3 and application examples are presented
in section 4. Finally, conclusions are provided in 5.
2 BACKGROUND
In this section a brief review of Cloud Computing and
Computational Mechanics concepts are provided.
Cloud Computing
The growing popularity of Cloud Computing has led
to several denitions, as previously indicated by Va-
quero et al. [27]. Some of the denitions given by
scientists in the area include:
 Buyya et al. [5] dene Cloud Computing in terms
of its utility to end users: \A Cloud is a market-
oriented distributed computing system consist-
ing of a collection of interconnected and virtual-
ized computers that are dynamically provisioned
and presented as one or more unied computing
resource(s) based on service-level agreements es-
tablished through negotiation between the ser-
vice provider and consumers".
 On the other hand, Mell and Grance [20] de-
ne Cloud Computing as \a model for enabling
ubiquitous, convenient, on demand network ac-
cess to a shared pool of congurable computing
resources (i.e. networks, servers, storage, appli-
cations and services) that can be rapidly provi-
sioned and released with minimal management
eort or service provider interaction. This Cloud
model is composed of ve essential characteris-
tics, three services models (Software / Platform
/ Infrastructure as a Service), and four deploy-
ment models, whereas the ve characteristics
are: on-demand self-service, broad network ac-
cess, resource pooling, rapid elasticity, and mea-
sured services. The deployment models include
private, community, public and hybrid Clouds".
As suggested, central to Cloud Computing is the con-
cept of virtualization, i.e., the capability of a software
system of emulating various operating systems. In
a Cloud, virtualization is an essential mechanism for
providing resources exibly to each user and isolating
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security and stability issues from other users. Clouds
allow the dynamic scaling of users applications by the
provisioning of computing resources via machine im-
ages, or VMs. In addition, users can customize the
execution environments or installed software in the
VMs according to the needs of their experiments.
A Cloud oer to users its services according to
three fundamental models [28]:
 Infrastructure as a Service (IaaS) is the most
basic but at the same time ubiquitous model
in which an IT infrastructure is deployed in a
datacenter as VMs. An IaaS Cloud enables on-
demand provisioning of computational resources
in the form of VMs deployed in a datacenter,
minimizing or even eliminating associated capi-
tal costs for Cloud consumers, and letting those
consumers add or remove capacity from their IT
infrastructure to meet peak or uctuating ser-
vice demands.
 Platform as a Service (PaaS) provides a comput-
ing platform and a solution stack as a service. In
this model, the consumer creates the software us-
ing tools and/or libraries from the provider. The
consumer also controls software deployment and
conguration settings.
 Software as a Service (SaaS) provides ready-to-
run services that are deployed and congured by
the user. In general, the user has no control over
the underlying Cloud infrastructure with the ex-
ception of limited conguration settings. Re-
garding scientic applications, SaaS represent an
access point for the end user to reach a service,
like a portal or a visualization tool. A strong
characteristic of SaaS is that there is no client
side software requirement. All data manipulated
in such systems are held in remote infrastruc-
tures where all the processing takes place. One
of the most prominent advantages of SaaS is that
the applications have universal accessibility re-
gardless of the client system's software availabil-
ity. This scheme provides exibility to the end
user and transparency of any complex mecha-
nism involved. Some widely used examples of
services that belong to this category are Google
Apps and Salesforce.
Computational Mechanics PSE
A concrete example of a PSE is the one presented
by Careglio et al. [6], which consists in analyzing the
inuence of size and type of geometric imperfections
in the response of a simple tensile test on steel bars
subject to large deformations. To conduct the study,
the authors numerically simulate the test by varying
some parameters of interest, namely using dierent
sizes and types of geometric imperfections. By vary-
ing these parameters, several case studies were ob-
tained, which was necessary to analyze and run on
dierent machines in parallel. More recently, Garca
Garino et al. [12] have discussed a large strain vis-
coplastic constitutive model. A plane strain plate
with a central circular hole under imposed displace-
ments stretching the plate has been studied. Dierent
values were considered for viscosity and other consti-
tutive model parameters in order to adjust the model
response. As can be seen in Figure 1 rather dierent
deformation patterns have been found for dierent
values of viscosity .
539 seconds 379 seconds 354 seconds
 = 1:e4  = 1:e6  = 1:e8
Figure 1: Deformed shapes for 2 m stretching: sensi-
tivity of results in terms of viscosity parameter value
Consequently, dierent results can be expected for
the dierent values of constitutive parameters con-
sidered, which in practice can led to signicantly dif-
ferent CPU times in order to complete the execution
of the associated numerical simulations. Even in the
case of static assignation of computing resources [10,
19], a rather complex scheduling problem has to be
solved. Particularly, the simulations in this work are
based on a large strain elastoplastic/elastoviscoplastic
constitutive model written in terms of internal vari-
ables theory and a hyperelastic free energy func-
tion [9, 12], following the ideas of Simo, Ortiz and
co-authors [23, 24, 25]. It is important to mention
that only few works devoted to the Finite Element
Method (FEM) on Cloud Computing infrastructures
can be found in the literature [1, 30].
3 COMPUTATIONAL MECHANICS
PSE IN THE CLOUD
Scientists involved in this type of experiments need a
computing environment that delivers large amounts
of computational power over a long period of time.
In general terms, such an environment is called a
High Throughput Computing (HTC) environment.
In HTC, jobs are dispatched to run independently
on multiple computers at the same time. Interest-
ingly, PSEs nd their application in diverse scientic
areas such as Bioinformatics [26], Earth Sciences [18],
High-Energy Physics [4], Molecular Science [29] and
even Social Sciences [3]. However, to deal with these
problems, it is necessary large amounts of computa-
tional power. Cloud Computing [5] is a paradigm
which suits well in solving the above cited comput-
ing problems, because of its promise of provisioning
innite resources.
In this paper we propose a computational mechan-
ics based service to be implemented in a Cloud. Fig-
ure 2 presents a diagram of the software service for
managing Parameter Sweep Experiments.
Parameter Sweep Experiments
Parameter Sweep Experiments (PSEs) is an experi-
mental simulation-based methodology involving run-
ning the same application code several times with
dierent input parameters to derive dierent out-
puts [31]. Running PSEs requires managing many
independent jobs [22], since the experiments are exe-
cuted under multiple initial congurations (input pa-
rameter values) a large number of times, to locate
a particular point in the parameter space that satis-
es certain user criteria. In addition, dierent PSEs
have dierent number of parameters. This is a time-
consuming task, which should be automated. How-
ever, it is not straightforward to provide a general
solution, since each problem has a dierent number
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Figure 2: Schema of the proposed PSE SaaS in rela-
tion to the typical Cloud service models.
of parameters and each of them has its own variation
interval.
In recent years, technologies such as Cloud Com-
puting have been used for running such experiments.
Typically, users exploit Clouds by requesting from
them one or more machine images, which are virtual
machines running a desired operating system on top
of several physical machines (e.g. a datacenter). In-
teraction with a Cloud is performed by using Cloud
services, which dene the functional capabilities of
a Cloud, i.e. machine image management, access to
software/data, security, and so on.
Software Service for PSE
For delivering the functionalities of denition and
analysis of PSEs in the context of Computational
Mechanics we have developed a Web Service (WS).
An approach based on WS was selected because they
provide a standard way for the interoperability of dif-
ferent software systems. The main advantage of this
approach lies on the fact that it permits the incorpo-
ration of the functionalities provided by our service
into larger-scale experiments. The developedWS pro-
vides the following operations:
 load a nite element mesh le,
 dene the parameters and ranges of values to
analyze,
 select the nite element solver,
 dene the number of computing nodes to use,
 retrieve the output results, and
 generate reports and graphics of interest.
The implementation of the WS has been performed
by wrapping the parameter sweeping application pre-
sented on our previous works [7, 6]. Such application
has been developed using the Python language.
Automation of PSEs
Conducting a study of this type involves processing
a certain number of cases linked to the problem of
interest. Figure 3 shows the classical steps of a nite
element problem. Three dierent and typical stages
Figure 3: Typical FEM Case Study.
Figure 4: Sequential approach for solving case studies
on PSEs.
are recognised: (i) preprocessing requires the prepa-
ration of the data to be used during the problem solv-
ing stage, (ii) process is the solution of the particular
problem by using a code designed for that purpose,
(iii) postprocessing is the manipulation of the output
les from the task process in order to generate proper
reports and graphs.
Regarding the study stages dened in Figure 3,
when performing parametric studies signicantly in-
creases the amount of data les to prepare, as well
as to simulate processes and post-processing work.
Figure 4 shows how to perform a parametric study
in a manual and sequential way providing pre and
postprocessing tasks be unied.
On the downside, for users not procient in dis-
tributed technologies, manually conguring PSEs is
tedious, time-consuming and error-prone. As a conse-
quence, users typically waste precious time that could
be instead invested into analyzing results. The avail-
ability of elaborated GUIs that help in automating
an experimentation process has in part mitigated this
problem. However, the highly complex nature of to-
day's experiments and thus their associated compu-
tational cost greatly surpasses the time savings that
can be delivered by this automation.
To simplify the above mentioned diculties, an
application was developed in order to automate the
steps of pre / post processing and to solve concur-
rently the various FEM simulation cases [7, 6]. This
application uses the nite element code SOGDE [13,
14, 15], however any other non-linear general purpose
FEM solver coud be used. Figure 5 shows a diagram
where the dierent FEM simulations are concurrently
solved and preprocessing and postprocessing are per-
formed in an automatic a unied way, as it is dis-
cussed in next paragraphs.
Figure 5: Parallel approach for solving PSEs.
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To prevent the user should know discipline spe-
cic aspects of the application, we have developed a
user-friendly interface that abstracts the complexities
of using computer and tool that allows you to de-
ne, solve and visualize interactively and easily cor-
responding parametric study. However, the system
also provides a web service which can be easily used
for the interoperability with other systems.
Preprocessing: For each one of the dier-
ent case studies processed dierent input parameters
and data are required, denoted here congurations.
The preprocessing stage addresses the problem of au-
tomatically generating the proper congurations to
explore as part of the whole experiment. A simple
approach would be to generate each le by separate
using a suitable program such as GID [8], Gmsh [16],
or similar. Nonetheless it is much more ecient to
generate these les automatically varying the param-
eters of interest by an application designed for this
purpose.
Distributed Execution: The dierent
congurations generated for each case study are used
in order to simulate the problems to analyze. As the
number of case studies might be large and the amount
of time required by each one may be big, usually the
parallel execution of dierent FEM simulations could
be advisable. This concurrent processing of the cases
begins with the assembly of several packages compris-
ing the les required for solving a subset of the cases
to study. In other words, a package comprises the
les for carrying the corresponding case studies:
 a subset of input data les,
 a copy of the nite element solver (SOGDE), and
 a copy of a script (called runtasks.py) in charge
of running all the case studies for the given sub-
set of case studies.
Generated packages are submitted to dierent com-
puting nodes for the parallel processing of the case
studies. Please note that the study cases on a par-
ticular node (all those from a particular package) are
executed sequentially.
The distributed execution of the case studies is
managed by the HTCondor1 middleware. HTCon-
dor is in charge of submitting each on of the packages
to the computing nodes, start the executions of the
runtask.py script, and returning the generated out-
put les to the central computing node. The results
obtained from every case o study are stored in a cen-
tralized database for the further postprocessing stage.
Postprocessing: Output data les cor-
responding to the analyzed cases are indexed in a
database. From the output les, dierent interest re-
sults are analyzed to generate dierent curves. Fur-
thermore, the generated les contain the commands
necessary to generate these graphs. Curves generated
are discussed in detail in the next section according
to the applications studied.
4 PSE FOR THE NECKING
PHENOMENA
The simple tension test is very useful problem in or-
der to calibrate constitutive equations in presence of
1research.cs.wisc.edu/htcondor
large strains. Then material parameters have to be
adjusted in terms of experimental data. The sim-
ple tension test in presence of large strains show the
necking phenomenon. A small imperfection is usually
imposed to the specimen in the central zone in order
to locate the necking there.
Figure 6: Longitudinal section of the circular cylin-
drical specimen.
In practice it is important to study the sensitivity
of results in terms of the type and size of imposed im-
perfections. Finite element simulations are a valuable
tool in order to process numerical studies. A HE30
aluminum circular cylindrical specimen is considered
because experimental data due to Goicolea [17] are
available. A longitudinal section of the specimen can
be seen in the Figure 6. Due to symmetry conditions
only a quarter of the specimen is modeled, shown as
the shaded zone in the gure. The specimen has 75
mm length and perfect radius R0 = 8:1mm. The -
nite element mesh used has 412 nodes and 360 Q1=P0
quadrilateral elements as can be seen in the Figure 7.
The mesh has been properly rened in the central
zone in order to capture the necking eect. The ten-
sion in the test is simulated imposing longitudinal
displacements in the free end of the bar until a 10
mm value is reached.
Figure 7: Finite element mesh for the cylindric bar.
Two dierent kind of imperfections, shown in Fig-
ure 8, are considered in order to study sensitivity of
results. The rst one is a linear variation of the ra-
dius along the length of the specimen that leds to a
conical geometry. The second kind of imperfection
considered is a sudden reduction of central diameter
D.
For both kind of imperfections the parametric stud-
ies are based on dierent values of central diameter
D in such way the dimensional parameter  = 1  D
D0
varies from 1; 852% until 0; 012% taking into account
24 intermediate values. The smallest applied im-
perfection is very close to perfect specimen. Garca
Garino et al. [9, 11] considered only 7 imperfect val-
ues, that are the largest ones in this study.
Axial Load Evolution
The rst variable chosen to study the sensitivity of
results is the evolution of applied load in terms of
engineering deformation  = L
L0
where L denotes
the imposed displacement of the bar and L0 its initial
length.
The Figure 9 show the evolution of applied load
P in terms of engineering deformation  for imper-
fection type 1. The upper graph corresponds to the
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Figure 8: Dierent kind of imperfections.
lower initial radius of 8; 099 mm; the lower one de-
notes the load for a initial radius of 7; 95 mm and
the other curves correspond to the intermediate val-
ues of the radius. As can be seen in the graph the
applied imperfections practically do not aect results
for precritical path. However for postcritical path the
applied imperfections cause dierent results that can
be clearly seen for the larger values of L
L0
.
Figure 9: Evolution of Applied load P in terms of "
for imperfection type 1.
In the Figure 10, similar graphs to Figure 9 can
be observed, but in this case for imperfection type
2. In this case the response of the bar is practically
the same for values of of   0; 17 approximately, but
results are dierent for larger values of . For the
maximum engineering deformation L
L0
= 0; 267 that
corresponds to an imposed displacement of 10 mm,
the nal applied load is higher than the obtained for
imperfection type 1.
Necking Evolution
Another parameter of interest, typical for simple ten-
sion test simulations, is the evolution of necking at
central zone in terms of the dierent imperfections
considered, both for type and size. In the Figure 11
results computed with imperfection type 1 are shown.
The y axis denote the necking ratio D=D0 and the x
axis the engineering deformation ". D and D0 ac-
count for the deformed and original diameter at cen-
tral zone respectively.
Like in the previous gures the upper and lower
curves correspond to smallest and largest value of im-
Figure 10: Evolution of Applied load P in terms of "
for imperfection type 2.
perfection respectively. The other graphs denote the
response for intermediate values of imperfection. As
can be seen in the picture for "  1 and the range of
values for the considered imperfection, the deformed
diameter practically does not change. However values
of "  0:15 the size of the imperfection aects the ra-
tio D=D0, and it is even more remarkable for largest
engineering deformation. It is important to point out
that for the smallest values of the radius, 8; 099 mm
and 8; 098 mm, that correspond to imperfections of
0; 012% and 0; 025% respectively, the response is very
sensitive in terms of the size of considered imperfec-
tions, mainly for engineering deformations larger than
0:24, eect that can be seen in the Figure 11.
Figure 11: Necking evolution for imperfection type 1.
The necking evolution graph for the type of imper-
fection 2 is shown in Figure 12. For this case upper
and lower graphs correspond to the maximum and
minimal values of the radius 8; 099 mm and 7; 95 mm,
respectively and the intermediate ones account for the
other radius values.
In this case the applied imperfection practically
don't aect the results for engineering deformations
" smaller than 0.16. For larger deformations the im-
perfections aect the computed results.
Final deformed shapes are shown in the Figure 13
for a imposed displacement of 10 mm and a initial
radius of 7:95 mm. The upper graph corresponds to
imperfection type 1 and the lower one to imperfection
type 2.
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Figure 12: Necking evolution for imperfection type 2.
Figure 13: Deformed shapes for l = 10 mm and
minimal initial radius 7:95. Lower and upper graphs
correspond to type 1 and 2 of imperfection, respec-
tively.
5 CONCLUSIONS
In this paper an ongoing Computational Mechanics
Software as a Service project was presented. The web
service allows the design and automatic execution of
parametric studies using distributed resources from a
Cloud. For such purpose, a non-linear nite element
solver has been enhanced in order to include param-
eter sweeping capabilities. The manual preparation
{and therefore time-consuming and error-prone{ of
input data as well as the execution of the jobs part
of the parametric study is managed in an automatic
fashion. In this way, errors proper of manual tasks
can be circumvented and consequently, valuable time
can be saved for the analysis of results. Finally, we
have presented application examples which show the
viability and advantages of our approach in a variety
of problems. For extending this work, we are cur-
rently working on the performance evaluation of the
presented software components.
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