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Abstract
The aim of this paper is to establish de Leeuw type [K. de Leeuw, Ann. of Math. 81 (1965) 364–
379] and Kenig–Tomas type [C.E. Kenig, P.A. Tomas, Studia Math. 68 (1989) 79–83] transference
theorems for multipliers and maximal operators defined by multipliers on the multi-parameter Hardy
spaces Hp(Rn) and Hp(Dn), where 0 < p 1,Rn =R×R× · · ·×R andDn = T×T× · · ·×T.
As an application, the restriction of multipliers and maximal operators defined by multipliers to lower
dimensional spaces are considered.
 2002 Elsevier Inc. All rights reserved.
Keywords: Transference; Multiplier; Multi-parameter Hardy Space
1. Introduction
Let F(Rn) be a function space on Rn which contains the space S(Rn) of Schwartz
testing functions as its dense subspace. A function m(x) in L∞(Rn) is called a multiplier
on F(Rn) if the operator T defined by
T̂f (y) = m(y)fˆ (y), f ∈ S(Rn),
can be extended to a bounded operator on F(Rn), where fˆ (y) = ∫
Rn
f (x)e−2πix·y dx
denotes the Fourier transform of f .
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the space S(Tn) of Schwartz testing functions on Tn as its dense subspace. A bounded
sequence m˜ = {m(k)}k∈Zn is called a multiplier on F˜ (Tn) if the operator T˜ defined by
T˜ f (x) =
∑
k∈Zn
m(k)ak(f )e
2πik·x, f ∈ S(Tn),
can be extended to a bounded operator on F˜ (Tn), where ak(f ) is the k’th Fourier
coefficient of f . The operator norm of T˜ on F˜ (Tn) is called the multiplier norm of m˜.
It is a well-known fact by de Leeuw (see, e.g., [7] or [2]) that m(x) which satisfies some
regulation conditions is a multiplier on Lp(Rn), 1  p < ∞, if and only if {m(εk)}k∈Zn
are multipliers on Lp(Tn) with multiplier norms uniformly bounded for all ε > 0. Later,
Kenig and Tomas [5] established the transference theorem for maximal operators defined
by multipliers on Lp(Rn) and Lp(Tn), 1  p < ∞. It says that the operator T ∗f (x) =
supε>0 |Tεf (x)| is bounded on Lp(Rn) iff T˜ ∗f (x) = supε>0 |T˜εf (x)| is bounded on
Lp(Tn), where Tε is the operator determined by the multiplier m(εx) on Lp(Rn) and
similarly T˜ε by {m(εk)}k∈Zn on Lp(Tn). Liu and Lu in [8] and [9] extended these results
to the setting of the Fefferman–Stein Hardy spaces Hp(Rn) and Hp(Tn), 0 <p  1.
On the other hand, much progress has been made in recent years in the study of
multipliers on the multi-parameter Hp-spaces on the product domains Rn = R × R ×
· · · ×R and Dn = T × T× · · · × T (see, e.g., [1,3] and [6]). The aim of the present paper
is to establish de Leeuw type results for multipliers and maximal operators defined by
multipliers on the multi-parameter Hardy spaces Hp(Rn) and Hp(Dn).
To define the multi-parameter Hardy spaces Hp(Rn), let ψ ∈ S(R) with supp ψˆ ⊆
[−1,1], ψˆ(0)= 1 (such a ψ is fixed once for all in this paper), and ϕ(x)= ϕ(x1, . . . , xn) =
ψ(x1) · · ·ψ(xn). By definition (see [4] and [1]),
Hp(Rn) =
{
f ∈ S′(Rn): ‖f ‖Hp(Rn) = ∥∥∥sup
t>0
∣∣ϕt ∗ f (x)∣∣∥∥∥
Lp(Rn)
< ∞
}
,
where S′(Rn) denotes the space of tempered distributions on Rn, ϕt(x) = (t1 · · · tn)−1 ×
ϕ(t1x1, t2x2, . . . , tnxn) and t = (t1, . . . , tn) > 0 means that t ∈ (R+)n. The corresponding
periodic multi-parameter Hardy spaces Hp(Dn) are defined as
Hp(Dn) =
{
f ∈ S′(Tn): ∥∥∥sup
t>0
∣∣ϕt ∗ f (x)∣∣∥∥∥
Lp(Tn)
< ∞
}
,
where ϕt ∗ f (x) =∑k∈Zn ϕˆt (k)ak(f )e2πik·x and S′(Tn) is the space of periodic tempered
distributions.
Denote by Mp(Rn) the space of multipliers on Hp(Rn) and by Mp(Dn) the sequence
space of multipliers on Hp(Dn).
Let m(x) be measurable on Rn and t = (t1, . . . , tn) ∈ (R+)n. Define on S(Rn) the
operators Tt by T̂tf (x) = m(t1x1, t2x2, . . . , tnxn)fˆ (x). We say that m is a p-maximal on
Rn, or m ∈ M∗p(Rn) if the maximal operator T ∗ defined by T ∗f (x) = supt>0 |Ttf (x)| can
be extended to a bounded operator from Hp(Rn) to Lp(Rn). Similarly, let
T˜tf (x) =
∑
m(t1k1, t2k2, . . . , tnkn)ak(f )e
2πik·x, f ∈ S(Tn).k
Liu Z. / J. Math. Anal. Appl. 302 (2005) 243–255 245We say that m is a p-maximal on Dn, or m ∈ M∗p(Dn) if the operator T˜ ∗f (x) =
supt>0 |T˜tf (x)| can be extended to a bounded operator from Hp(Dn) to Lp(Tn).
Our main results are formulated as follows.
Theorem 1. Let 0 < p 1 .
(i) If m ∈ Mp(Rn), then {m(k)}k∈Zn ∈ Mp(Dn).
(ii) Suppose m ∈ M∗p(Rn).
Then m(x) ∈ M∗p(Dn) provided m satisfies.
Assumption A. m is continuous on Rn and limx→∞ m(x) exist.
Theorem 2. Let 0 < p 1 and m be bounded and continuous on Rn\{0}.
(i) If there exists a sequence of positive numbers {εj } satisfying limj→+∞ εj = 0 such
that T˜εj are uniformly bounded on Hp(Dn) for all j  1, then m ∈ Mp(Rn).
(ii) If m ∈ M∗p(Dn), then m ∈ M∗p(Rn).
As an immediate application, we may deduce form Theorems 1 and 2 the following
“restriction theorem” for multipliers.
Theorem 3. Let 0 < p 1, 1 d < n.
(i) If m ∈ Mp(Rn), then the restriction of m to Rd is in Mp(Rd).
(ii) If m ∈ M∗p(Rn) and satisfies Assumption A, then the restriction of m to Rd is in
M∗p(Rd ).
For simplicity, we prove the above theorems only for the case n = 2. The general case
goes through along the same lines. In Section 2 we establish some lemmas. And the proof
of our theorems is contained in Section 3.
For abbreviation, denote always by C a positive constant which may vary at each of its
occurrences.
2. Some lemmas
Lemma 1. For any f ∈ Hp(T×T), write f = f 0 + f 1 + f 2 + f (0), where
f 0(x) =
∑
k1 =0,k2 =0
ake
2πik·x, f 1(x) =
∑
k1 =0
bk1e
2πik1x1 and
f 2(x) =
∑
ck2e
2πik2x2 .k2 =0
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‖f ‖pHp(T×T) 
2∑
j=0
∥∥f j∥∥p
Hp(T×T) +
∣∣f (0)∣∣p  C‖f ‖pHp(T×T).
Lemma 1 is a consequence of the “area integral” characterization of the space Hp(T×
T) (see Gundy and Stein [4]). We omit its proof.
Lemma 2 ([9], Lemma 1). Let 0 < p  1 and H(x) ∈ S(Rn). Then for any f ∈ Lp(Tn)
we have
lim
s→+∞
∫
Rn
s−n
∣∣∣∣H(xs
)
f (x)
∣∣∣∣p dx = ‖H‖pLp(Rn) ∫
Tn
∣∣f (x)∣∣p dx. (1)
Lemma 3. Let 0 < p  1, g ∈ S(R) with supp gˆ ⊆ [−1,−1/2] ∪ [1/2,1] and G(x) =
g(x1)g(x2). Write Gs(x) = s−2G(x/s), s ∈ R+. Then there exist constants B  A > 0
such that for any polynomial f (x) on T2 with f (0) = 0, if we write f = f 0 + f 1 + f 2 as
in Lemma 1, we have for j = 0,1,2,
A
∥∥f j∥∥p
Hp(T×T)  lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (f jGs)(x)∣∣p dx
 lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (f jGs)(x)∣∣p dx B∥∥f j∥∥pHp(T×T). (2)
Proof. (i) Consider first f (x) = f 0(x) = ∑k1 =0,k2 =0 ake2πik·x. Choose a function h ∈
S(R2) such that |h(x)| 1, supph ⊆ {x: |x| 1} and ‖h(x)G(x)‖Lp(R2) = 0. Applying
Lemma 2 to H(x)= h(x)G(x) we get
A‖f ‖pHp(T×T)
= lim
s→∞
∫
R2
s−2
∣∣∣∣h(xs
)
G
(
x
s
)∣∣∣∣p sup
t>0
∣∣ϕt ∗ f (x)∣∣p dx
= lim
s→∞
∫
R2
s2p−2
∣∣∣∣h(xs
)∣∣∣∣p sup
t>0
∣∣ϕt ∗ f (x)Gs(x)∣∣p dx
 lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)∣∣p dx
+ lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)− ϕt ∗ f (x)Gs(x)∣∣p dx. (3)
On the other hand,
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s→∞
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)∣∣p dx
 lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)− ϕt ∗ f (x)Gs(x)∣∣p dx
+ lim sup
s→∞
∫
R2
s−2
∣∣∣∣G(xs
)∣∣∣∣p sup
t>0
∣∣ϕt ∗ f (x)∣∣p dx. (4)
Thus, (2) follows from Lemma 2 (with H(x)= G(x)), (3), (4) and
lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)− ϕt ∗ f (x)Gs(x)∣∣p dx = 0. (5)
By direct calculation we have
ϕt ∗ (fGs)(x)− ϕt ∗ f (x)Gs(x) =
∑
k1 =0,k2 =0
ake
2πik·xAst (k, x),
where
Ast(k, x) =
∫
R2
(
ϕˆt (y + k)− ϕˆt (k)
)
Ĝ(sy)e2πix·y dy.
To show (5) one needs only to show that for each k = (k1, k2) with k1 = 0, k2 = 0,
lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣Ast(k, x)∣∣p dx = 0. (6)
Denote by Qn = {x ∈ Rn: |xj |  1/2, j = 1, . . . , n} the fundamental cube in Rn.
Since supp Ĝ and supp ϕˆ are contained in 2Q2 and k1 = 0, k2 = 0 , one sees that
(ϕˆt (y + k) − ϕˆt (k))Ĝ(sy) = 0 whenever s > 2 and max{t1, t2} > 2. But for t1  2 and
t2  2 we have
sup
t>0
∣∣Ast (k, x)∣∣ 2∥∥∇ϕˆ∥∥L∞(R2) ∫
2s−1Q2
|y|∣∣Ĝ(sy)∣∣dy  Cs−3,
and consequently,∫
|x|s1+p/3
sup
t>0
∣∣Ast(k, x)∣∣ps2p−2 dx Cs−p/3. (7)
For |x| > s1+p/3, put x = rσ , σ ∈ S1 (the unit circle in R2). Then∫
|x|s1+p/3
sup
t>0
∣∣Ast(k, x)∣∣ps2p−2 dx
=
∫
1
dσ
∞∫
1+p/3
sup
t>0
∣∣Ast(k, rσ )∣∣ps2p−2r dr.
S s
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t2  2 and each positive integer N ,
Ast(k, rσ ) = (−2πiz1r)−N
∫
R2
(d/dy1)
N
× [(ϕˆt (y + t)− ϕˆt (k))Ĝ(sy)]e2πirσ ·y dy.
Noting that whenever t1  2, t2  2,∣∣(d/dy1)N[(ϕˆt (y + t) − ϕˆt (k))Ĝ(sy)]∣∣ CsN,
and its support is also contained in 2s−1Q2, one gets∣∣Ast(k, rσ )∣∣Cr−NsN−2.
Select an N such that pN > 3. It follows that∫
|x|s1+p/3
sup
t>0
∣∣Ast(k, x)∣∣ps2p−2 dx

∞∫
s1+p/3
s2p−2s(N−2)pr1−Np dr  Cs−p/3. (8)
Now (6) follows readily from (7) and (8). We get for f = f 0 the desired inequality (2).
(ii) We need still to show (2) for f 1 and f 2. Let f (x) = f 1(x) =∑k1 =0 bk1e2πik1·x1 .
Applying Lemma 2 once more, we get
A‖f ‖pHp(T×T) = A
∫
T2
sup
t>0
∣∣ϕt ∗ f (x)∣∣p dx
=
∫
T2
∣∣ψˆ(0)∣∣p sup
t1>0
|ψt1 ∗ f (x1)|p dx
= lim
s→∞
∫
R2
s−2
∣∣∣∣h(xs
)
G
(
x
s
)∣∣∣∣p sup
t1>0
∣∣ψt1 ∗ f (x1)∣∣p dx
 lim sup
s→∞
∫
|x|s
sp−2
∣∣∣∣g(x2s
)∣∣∣∣p sup
t1>0
∣∣ψt1 ∗ f (x1)gs(x1)∣∣p dx
 lim sup
s→∞
∫
|x|s
sp−2
∣∣∣∣g(x2s
)∣∣∣∣p sup
t1>0
∣∣ψt1 ∗ (fgs)(x1)∣∣p dx
+ lim sup
s→∞
∫
|x|s
sp−2
∣∣∣∣g(x2s
)∣∣∣∣p
× sup∣∣ψt1 ∗ (fgs)(x1)− ψt1 ∗ f (x1)gs(x1)∣∣p dx. (9)t1>0
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t1>0
∣∣ψt1 ∗ (fgs)(x1)∣∣ sup
t>0
ϕt ∗ (fGS)(x). (10)
Furthermore, a similar argument as that in (i) shows that
lim sup
s→∞
∫
R
sp−1 sup
t1>0
∣∣ψt1 ∗ (fgs)(x1)− ψt1 ∗ f (x1)gs(x1)∣∣p dx1 = 0. (11)
Consequently, it follows from (9), (10) and (11) that
A‖f ‖pHp(T×T)  lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)∣∣p dx. (12)
On the other hand,
lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)∣∣p dx
= ‖g‖pHp(R) lim sup
s→∞
∫
R
sp−1 sup
t1>0
∣∣ψt1 ∗ (fgs)(x1)∣∣p dx1.
Using (11) and then Lemma 2 again, one gets
lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)∣∣p dx
= ‖g‖pHp(R) lim sup
s→∞
∫
R
sp−1 sup
t1>0
∣∣ψt1 ∗ f (x1)gs(x1)∣∣p dx1
= ‖g‖pHp(R)‖g‖pLp(R)
∫
T
sup
t1>0
∣∣ψt1 ∗ f (x1)∣∣p dx1
= B
∫
T2
sup
t>0
∣∣ϕt ∗ f (x)∣∣p dx. (13)
Now our desired inequality (2) follows form (12) and (13). Finally, it is obvious that the
above argument is also valid for f 2. This concludes the proof of the lemma. 
To conclude this section let us note that multipliers on the one-parameter Hardy space
Hp(Rn) are necessarily bounded and continuous on Rn\{0} (see [1,10]). It is not difficult
to prove that multipliers on Hp(Rn) have also this property.
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Proof of Theorem 1. (i) Without loss of generality, we may assume m(0) = 0. Since the
polynomials on T2 constitute a dense subset of Hp(T×T), we need only to prove that for
every polynomial f on T2,∥∥T˜ f ∥∥
Hp(T×T) C‖T ‖‖f ‖Hp(T×T), (14)
where ‖T ‖ denotes the operator norm of T on Hp(R×R) .
By Lemma 1 and the assumption m(0) = 0, we may assume f (0) = 0. It follows from
the first part of Lemma 3 that∥∥T˜ f ∥∥p
Hp(T×T) =
∫
T2
sup
t>0
∣∣ϕt ∗ (T˜ f )(x)∣∣p dx
 C lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (GsT˜ f )(x)∣∣p dx
 C lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (T (fGs))(x)∣∣p dx
+C lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (T (fGs))(x)− ϕt ∗ (GsT˜ f )(x)∣∣p dx.
Since m is a multiplier on Hp(R×R), we get by Lemma 3 that
lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (T (fGs))(x)∣∣p dx
 lim sup
s→∞
‖T ‖p
∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (fGs)(x)∣∣p dx
 B‖T ‖p‖f ‖pHp(T×T).
Consequently, (14) follows immediately from
lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣ϕt ∗ (T (fGs))(x)− ϕt ∗ (GsT˜ f )(x)∣∣p dx = 0.
(15)
Writing f (x) =∑k =0 ake2πik·x, we have
Bst (x) = ϕt ∗ T (fGs)(x)− ϕt ∗
(
GsT˜ f
)
(x)
=
∑
k =0
ake
2πik·x
∫
R2
[
m(y + k)− m(k)]ϕˆt (y + k)Ĝ(sy)e2πix·y dy.
Since supp Ĝs ⊆ 2s−1Q2,m is continuous on R2\{0}, it follows that
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|x|s
sup
t>0
∣∣Bst (x)∣∣ps2p−2 dx
 C
[∑
k =0
|ak|s2
∫
y∈2s−1Q2
∣∣m(y + k)−m(k)∣∣dy]p.
The last expression tends to zero as s tends to infinity and (15) follows.
(ii) Now let m ∈ M∗p(Rn) with m(0) = 0. For any polynomial f (x) on T2, write
f (x) = f 0(x) + f 1(x1) + f 2(x2) as in Lemma 1 (we may assume f (0) = 0 as in (i)).
By Lemma 1, we need only to prove that∥∥T˜ ∗f j∥∥
Lp(T2)  C
∥∥T ∗∥∥∥∥f j∥∥
Hp(T×T), j = 0,1,2, (16)
where ‖T ∗‖ denotes the operator norm of T ∗ from Hp(R×R) to Lp(R2).
(a) For f (x) = f 0(x) =∑k1,k2 =0 ake2πik·x , we have by Lemma 2 (selecting h(x) and
H(x)= h(x)G(x) as in the proof of Lemma 3),∥∥T˜ ∗f ∥∥p
Lp(T2) =
∫
T2
sup
t>0
∣∣T˜tf (x)∣∣p dx
= C lim
s→∞
∫
R2
s−2
∣∣∣∣h(xs
)
G
(
x
s
)∣∣∣∣p sup
t>0
∣∣T˜tf (x)∣∣p dx
 C lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣Gs(x)T˜tf (x)∣∣p dx
 C lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣Tt (fGs)(x)∣∣p dx
+ C lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣Tt (fGs)(x)− Gs(x)T˜tf (x)∣∣p dx. (17)
Since m ∈ M∗p(Rn), we have
lim sup
s→∞
∫
R2
s2p−2 sup
t>0
∣∣Tt (Gsf )(x)∣∣p dx
 lim sup
s→∞
∥∥T ∗∥∥p ∫
R2
s2p−2 sup
t>0
∣∣ϕt ∗ (Gsf )(x)∣∣p dx
 B
∥∥T ∗∥∥p‖f ‖pHp(T×T). (18)
The last inequality follows from the second part of Lemma 3. Consequently, (16) follows
readily from (17), (18) and
lim sup
s→∞
∫
s2p−2 sup
t>0
∣∣Tt (fGs)(x)− Gs(x)T˜tf (x)∣∣p dx = 0. (19)
|x|s
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Rst (x) = Tt (fGs)(x)−Gs(x)T˜tf (x)
=
∑
k
ake
2πik·x
∫
R2
[
m
(
t1(y1 + k1), t2(y2 + k2)
)
− m(t1k1, t2k2)
]
Ĝ(sy)e2πix·y dy.
And from Assumption A it is not difficult to deduce that for k1 = 0, k2 = 0,
sup
t>0
∫
|y|1/s
∣∣m(t1(y1 + k1), t2(y2 + k2))− m(t1k1, t2k2)∣∣dy = o(s−2). (20)
Therefore,
lim sup
s→∞
∫
|x|s
s2p−2 sup
t>0
∣∣Rst (x)∣∣p dx = 0.
And (19) is proved.
(b) For f (x) = f 1(x1) =∑k =0 bke2πik·x1 with b0 = 0, we have∥∥T˜ ∗f ∥∥p
Lp(T2) =
∫
T2
sup
t1>0
∣∣T˜t1f (x1)∣∣p dx,
where T˜t1f (x1) =
∑
k m(t1k,0)bke2πik·x1 . It follows from Lemma 2 that∥∥T˜ ∗f j∥∥p
Lp(T2) = C lims→∞
∫
R2
s2p−2
∣∣∣∣h(xs
)∣∣∣∣p sup
t1>0
∣∣Gs(x)T˜t1f (x1)∣∣p dx
 C lim sup
s→∞
∫
|x|s
s2p−2 sup
t10,t2=1
∣∣Tt (fGs)(x)∣∣p dx
+ C lim sup
s→∞
∫
|x|s
s2p−2 sup
t10, t2=1
∣∣Tt (fGs)(x)−Gs(x)T˜t1f (x1)∣∣p dx.
Arguing exactly as that in (a), one gets for all t1 > 0 and t2 = 1,
Rst (x) = Tt (fGs)(x)−Gs(x)T˜t1f (x1)
=
∑
k
bke
2πik·x1
∫
R2
[
m
(
t1(y1 + k1), y2
)− m(t1k1,0)]Ĝ(sy)e2πix·y dy.
From Assumption A we can also deduce that
sup
t>0
∫ ∣∣m(t1(y1 + k1), y2)− m(t1k1,0)∣∣dy = o(s−2). (21)
|y|1/s
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lim sup
s→∞
∫
|x|s
s2p−2 sup
t10, t2=1
∣∣Rst (x)∣∣p dx = 0.
It follows that∥∥T˜ ∗f ∥∥p
Lp(T2)  C lim sup
s→∞
∫
|x|s
s2p−2 sup
t10, t2=1
∣∣Tt (fGs)(x)∣∣p dx
 lim sup
s→∞
s2p−2
∥∥T ∗(Gsf )∥∥pLp(R2)
 C lim sup
s→∞
s2p−2
∥∥T ∗∥∥p ‖Gsf ‖pHp(R×R)
 C
∥∥T ∗∥∥p‖f ‖pHp(T×T).
This is exactly (16) for f = f 1. Obviously a similar argument will show that (16) is also
valid for f 2. The proof of Theorem 1 is complete. 
Proof of Theorem 2. Suppose that T˜εj are uniformly bounded by a constant B on
Hp(T × T) for all positive integers j . Our goal is to show that m ∈ Mp(R × R). By
assumption m is bounded and continuous on R2\{0}. And since Hp(R × R) ⊆ Hp(R2),
we see that fˆ is continuous on R2 and fˆ (0) = 0 for each f in Hp(R × R) (See, e.g.,
[10, p.135]). Let f ∈ Hp(R × R) such that supp fˆ is compact. Then ϕˆt (y)m(y)fˆ (y) is
continuous and has compact support for each t ∈ (R+)2. It follows that
ϕt ∗ (Tf )(x) = lim
j→+∞ εj
2
∑
k
ϕˆt (εj k)m(εjk)fˆ (εj k)e
2πiεjk·x, (22)
since the right hand side is exactly the Riemannian sum of ϕˆt (y)m(y)fˆ (y)e2πiy·x . Note
that for any f ∈ S(R2), f˜ (x) = ∑k fˆ (k)e2πik·x is in S(T2) . And if we write fε(x) =
ε−2f (x/ε), then (22) can be rewritten as
ϕt ∗ (Tf )(x) = lim
j→∞ εj
2ϕεj t ∗
(
T˜εj f˜εj
)
(εj x)
= lim
j→∞ εj
2ϕεj t ∗
(
T˜εj f˜εj
)
(εj x)χQ2(εjx),
where χQ2(x) is the characteristic function of Q2. It follows that for each x in R2,
sup
t>0
∣∣ϕt ∗ (Tf )(x)∣∣ lim inf
j→∞ supt>0
εj
2∣∣ϕεj t ∗ (T˜εj f˜εj )(εj x)∣∣χQ2(εj x).
Therefore, by Fatou’s lemma we get
‖Tf ‖pHp(R×R)  lim inf
j→∞
∫
R2
εj
2p sup
t>0
∣∣ϕεj t ∗ (T˜εj f˜εj )(εjx)χQ2(εj x)∣∣p dx
= lim inf
j→∞
∫
2
εj
2p−2 sup
t>0
∣∣ϕt ∗ (T˜εj f˜εj )(x)∣∣p dx
Q
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j→∞ B
p
∫
Q2
εj
2p−2 sup
t>0
∣∣ϕt ∗ (f˜εj )(x)∣∣p dx.
Here in the integrals above we identify the cube Q2 with the torus T2. By Poisson’s
summation formula,
ϕt ∗ f˜ε(x) =
∑
k∈Z2
ϕt(k)fˆε(k)e
2πik·x = ε−2
∑
k
ϕt/ε ∗ f
(
ε−1(x + k)).
Consequently,
‖Tf ‖pHp(R×R)  lim inf
j→∞ B
p
∫
Q2
∑
k
sup
t>0
∣∣ϕt ∗ f (εj−1(x + k))∣∣pεj−2 dx
= Bp
∫
R2
sup
t>0
∣∣ϕt ∗ f (x)∣∣p dx = Bp‖f ‖pHp(R×R).
Now that the functions f in Hp(R × R) such that supp fˆ is compact constitute a dense
subset of Hp(R×R), it follows that m ∈ Mp(R×R).
The second part of Theorem 2 can be proved in the same spirit as above. We leave the
details to the interested readers. 
As an application of Theorem 1 and 2, we now give a simple proof of Theorem 3.
Proof of Theorem 3. First, let m ∈ Mp(Rn). By direct calculation it is not difficult to
show that Tt are bounded on Hp(Rn) with equal norms for all t ∈ (R+)n and therefore
T˜t are uniformly bounded on Hp(Dn) for all t . Since Tn is compact, one sees that every
f ∈ Hp(Dd), 1  d  n, is also in Hp(Dn) with equal norms. From this fact it is not
difficult to deduce that the restriction of T˜t to Hp(Dd )for each t is bounded with norm
not exceeding that of T˜t on Hp(Dn). Next, the second part of Theorem 3 can be proved
following the same lines as above. The proof is complete. 
As another application of our theorems, we point out the following interesting fact about
multipliers on Hp(Dn).
Proposition 1. Let 0 < p  1 and m be bounded and continuous on Rn\{0}. If for all
j  1, {m(εjk)}k∈Zn ∈ Mp(Dn) with uniformly bounded multiplier norms, where {εj }
is a sequence of positive numbers satisfying limj→+∞ εj = 0, then for all t ∈ (R+)n,
{m(tk)}k∈Zn ∈ Mp(Dn) with uniformly bounded multiplier norms.
Proof. Applying Theorem 2(i), one gets m ∈ Mp(Rn). Therefore, m(t1x1, t2x2, . . . , tnxn) ∈
Mp(Rn) and have the same multiplier norms as m for all t ∈ (R+)n. It follows form (i) of
Theorem 1 that T˜t are uniformly bounded on Hp(Dn) for all t ∈ (R+)n. 
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of Assumption A. It is possible to put them in the following concise form:
sup
t>0
∫
s−1Qn
∣∣mt,k(y + k)− mt,k(k)∣∣dy = o(s−n), (23)
for each k = (k1, . . . , kn), where mt,k(x) = (td11 x1, . . . , tdnn xn), dj = 1 if kj = 0 and dj = 0
otherwise. Therefore Theorems 1 and 3 are still valid if Assumption A is replaced by the
weaker condition (23).
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