Neural-field models describing the spatio-temporal dynamics of the average neural activity are frequently formulated in terms of partial differential equations, Volterra equations or integro-differential equations. We develop a stability analysis for spatially symmetric bumps in a two-population neural-field model of Volterra form for a large class of temporal kernels. We find that the corresponding Evans matrix can be block-diagonalized, where one block corresponds to the symmetric part of the perturbations while the other block takes care of the antisymmetric part of these perturbations including the translational invariance of the bumps. For the class of quasi-power temporal kernels ∼ t k exp(−t) we show that the system of governing equations can be converted to a system of rate equations. We prove that for this class of temporal kernels the stability analysis based on the Evans function approach is equivalent to the phase-space reduction technique termed the generalized Amari approach. We illuminate these results by carrying out numerical simulations based on a fourth-order Runge-Kutta numerical scheme in time for the special mixed case modeled by α-functions in the excitatory equation and exponentially decaying functions in the inhibitory equation. Excellent agreement between analytical predictions from the stability analysis and numerical simulations is obtained. The generic picture consists of an unstable narrow bump pair and a broad bump pair. The broad bump pair is stable for small and moderate values of the relative inhibition time τ , is converted to a stable breather at a critical time constant, τ = τ cr (which is identified as a Hopf-bifurcation point), and becomes unstable as τ exceeds τ cr .
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Introduction
The macroscopic dynamics of neuronal tissue is often studied by means of population or firing-rate models. Rather than describing the activity of each individual neuron, they focus on the average activity, the firing rate, of populations of cells. The main purpose of such models is to reduce the dimensionality and complexity of the microscopic neural-network dynamics to obtain tools which allow mathematical treatment, efficient simulation and intuitive understanding. Since the seminal studies of [1, 2] , a number of population models have emerged in the literature. In the main, they have to be considered purely phenomenological descriptions. However, under simplifying assumptions, they can be derived or extracted from the single-neuron dynamics (see e.g. [3] and the references therein).
Neural population-rate models describe the temporal evolution of the firing rate r m of a neuron population m. Neural-field models constitute a special class of population-rate models: here, the neuronal tissue is treated as a continuous structure. ′ ) is described by a connectivity kernel ω mn (x, x ′ ) which is typically assumed to be distance dependent and homogeneous, i.e. ω mn (x, x ′ ) = ω mn (|x − x ′ |). Notice that neural-field models where the connectivity kernels are not spatially translational invariant have been studied in a series of papers (see for example [4] [5] [6] [7] [8] [9] ). The time dependence of the interaction is frequently modeled by a temporal kernel α mn (t). Given these ingredients, the dynamics of firing rates r n (x, t) of a system N of N = |N | populations is often described in terms of a Volterra equation system of type u n (x, t) = − m∈N (α mn * ω mn ⊗ r m )(x, t) r n (x, t) = P n (u n (x, t) − θ n ) (∀n ∈ N ).
(
Here, u n (x, t) denotes an (auxiliary) variable representing the activity of population n, P n (·) the (typically sigmoidal) firingrate function and θ n the firing threshold. The index m represents the presynaptic (sender) and n the postsynaptic (target) population. The operators '' * '' and ''⊗'' denote the temporal and spatial convolution integrals, respectively (see Section 2 for details).
The temporal kernel α mn (t) denotes the impulse response (Green's function) of the target population n given a deltashaped input from population m. 1 Several experimental [10] [11] [12] [13] [14] and theoretical studies [2, 3, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] have shown that populations of (unconnected) neurons typically exhibit low-pass characteristics (at least if one takes into account that incoming spikes are low-pass filtered by the synapses): while the neuron ensembles can reliably track low-frequency fluctuations in the input, high-frequency components are damped. Most previous studies on neural-field models have taken this into account by considering exponential temporal kernels α mn (t) = exp(−t/τ n )/τ n with time constants τ n , i.e. firstorder low-pass filters. In this case, the Volterra system (1) can be transformed to a system of integro-differential equations (rate equations)
r n (x, t) = P n (u n (x, t) − θ n ) (∀n ∈ N ).
Compared to the Volterra form (1), neural-field models in rate-equation form (2) are more amenable to mathematical and numerical analysis due to the fact that the latter category of equations is local in time, while the former is global in time. This is one reason that neural-field models in rate-equation form (2) have been more popular in theoretical neuroscience (e.g. [1, 25, 26] ). The exact shape of the temporal kernel α mn (t) is determined by a variety of factors, for example, by the dynamical properties of the postsynaptic neurons (see e.g. [20, 21] ), by the activity of the presynaptic neurons (e.g. excitation vs. inhibition; additive vs. multiplicative noise; see [11, 14, 17, 22, 24] ), and by the properties of the synapses. Experiments have shown that the transfer of somatic input currents (currents which are directly injected into the cell body; the effect of synaptic filtering is thus neglected) to the response firing rate of a neuron population exhibits signs of higher-order low-pass or band-pass characteristics [12] . Furthermore, postsynaptic currents (the response of somatic input currents to presynaptic firing) are often much better described by second-order (alpha function kernels) or higher-order low-pass filters rather than by simple exponentials [27] . Therefore, the restriction to exponential temporal kernels in neural-field models can hardly be justified.
In this article, we exploit that neural-field models in Volterra form (1) can be transformed to a system of integrodifferential equations similar to (2) not only for simple exponentials, but for the whole class of quasi-polynomial temporal kernels [28] 
with constants c mnk , τ mnk ∈ R and K ∈ N [29] . Neural-field models with general temporal kernels have been studied before (see Coombes [30] and the references therein). All these studies are, however, restricted to one-population models. Here, we extend this work by studying the dynamics of a two-population neural-field model (N = 2; m, n ∈ {e, i}) for the sub-class of 'quasi-power' temporal kernels (higher-order low-pass filters):
For convenience, time is measured here in units of the excitatory time constant (which is therefore set to 1). Key topics in the study of neural-field models are the generation and/or stability of coherent activity structures, such as stationary bumps (pulses) [25, 26, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] and stationary periodic patterns [42] [43] [44] [45] [46] [47] , spatio-temporal oscillatory patterns [37, 43, [48] [49] [50] [51] , or traveling waves, pulses and fronts [30, 35, 37, 44, 49, 50, [52] [53] [54] [55] [56] . Commonly, one (excitatory) [26] or two (excitatory, inhibitory) [25, 57] neuronal populations in a single spatial dimension have been described by a single or two coupled integro-differential equations of type (2) .
In [25] , the rate-equation system (2) with N = 2, m, n ∈ {e, i}, i.e., all temporal kernels are modeled by exponentially decaying functions, was considered. The closed-form expressions for the stationary localized solutions (bumps) were derived under the assumption that the firing-rate functions P e and P i are Heaviside functions. It was shown that there is always a set of threshold values θ e , θ i for which bumps exist. This set of threshold values is referred to as the admissible set of threshold values. The generic picture consists of two bump pairs for each pair of admissible threshold values. The stability problem in [25] was addressed by using two different approaches:
The first one, which is referred to as the Amari approach, describes the bumps by their pulse width coordinates, the coordinates of the crossing between the pulses and the threshold values. An autonomous system of ordinary differential equations, termed the Amari system, for the pulse width coordinates was derived from (2) under the assumption that imposed perturbation is symmetric. The second approach considered in [25] consists of a direct linearization of the rateequation system (2) around the bump state. The growth/decay rate of the perturbation is determined by requiring the stability matrix to be singular. It was shown that the stability matrix can be block-diagonalized. The growth/decay rates obtained from the upper block are identical to the eigenvalues of the Jacobian matrix of the Amari system. The lower block predicts translational invariance. The Amari approach is based on the conjecture that the stability of bumps can be inferred from the stability of the equilibrium of the Amari system. However, in [25] it was shown that two stability approaches do not coincide.
The work presented in this article constitutes a generalization of [25] to a new general class of temporal kernels (3). In Section 2, we introduce the model and the necessary notation, and prove that the solutions of the initial value problem are uniformly bounded provided the firing-rate functions P n are bounded. Thus, any instability will eventually be saturated. In the remainder of the paper, we restrict ourselves to firing-rate functions described by Heaviside functions. In Section 3, we review the existence theory for bumps [25] . Section 4 is devoted to the stability of spatially symmetric bumps within the framework of (1). The linearization procedure is applied directly to (1) for arbitrary temporal kernels α mn (t). We refer to this approach as the Evans function technique. The growth/decay rate of the perturbation is determined by requiring the stability matrix to be singular. We refer to the stability matrix as Evans matrix [30] , its determinant as the Evans function. We demonstrate that the Evans matrix of the system can be block-diagonalized. The resulting blocks correspond to symmetric and antisymmetric perturbations. We emphasize that this result is independent from the choice of the temporal kernels and does not require the rate-equation representation of (1) as in [25] . For quasi-power kernels (3), the Evans function is a rational function. Its roots can therefore be localized by means of the Routh-Hurwitz criterion. We derive a sufficient condition for bumps to be unstable, independently of the orders of the quasi-power kernels. In Section 5, we generalize the Amari approach to quasi-power temporal kernels, and show that it is, for this case, equivalent to the Evans function technique described in Section 4. In Section 6, we illustrate our results by means of an example. We consider the specific case of temporal kernels (3) with k e = 1, k i = 0, i.e., the temporal kernels of the excitatory and inhibitory population are modeled by an α-function and an exponentially decaying function, respectively. We study the stability of bumps for this case both analytically (Section 6.1) and numerically (Section 6.2). For the numerical simulations, we make use of the fact that the system can be described in terms of rate equations. The example of this type of temporal interaction (k e = 1, k i = 0) was studied in [58] (Model B). However, since spatial effects are not taken into account in the model considered in [58] is a compartment model and not a neural-field model.
The fact that the stability result from the generalized Amari approach is equivalent with the results of the Evans function technique for the quasi-power temporal kernels, apparently contradicts the conclusion in [25] . We discuss the cause of this result in Section 7. We also point out the advantage of the rate-equation representation of (1), and discuss advantages and disadvantages of the two stability approaches. Section 7 contains also the conclusions and an outlook. The appendices include details about the boundedness property for the solutions of the two-population form of (1) with temporal kernels (3) (Appendix A) and the detailed proof of the equivalence of the Evans function technique and the generalized Amari approach (Appendix B).
The model
For the construction of the two-population neural-field model we assume that (i) all neurons receive synaptic inputs from, in principle, all excitatory and inhibitory neurons in the network, (ii) the synaptic weights depend only on the type of pre-and postsynaptic neurons and their absolute spatial distance, (iii) the net activity level of each population depends on a weighted sum over the past firing activity in the presynaptic subpopulations, and (iv) the neuronal firing rates at a certain time are given by applying particular nonlinear functions to the neuronal activity levels at the same time [59] .
The nonlocal model for the excitatory activity level u e and the inhibitory activity level u i in one spatial dimension reads [30, 59] 
and α mn * f as the temporal convolution integral
Here and in what follows we have m, n = e, i.
The spatial distribution of synaptic connection strength in the network is described by means of the connectivity functions ω mn , which are assumed to be real-valued, bounded, symmetric, normalized and parameterized by means of synaptic footprints σ mn , i.e.,
Here Φ mn are scaling functions. The impact of past neural firing on the present activity levels in the network is described by the temporal kernels α mn (t) typically parameterized by a single time constant, say τ , which is the ratio between the inhibitory and excitatory time constants. We assume that α mn are normalized i.e.,
The conversion of activity levels to action-potential firing activities of the neurons is modeled by means of the firingrate functions denoted by P e and P i , respectively, for the excitatory and the inhibitory neurons. These functions are smooth, increasing and parameterized by an inclination parameter β m > 0. Here, they are chosen to map the set of real numbers onto the unit interval (so that the true firing rates are obtained by multiplying the output of these functions with appropriate constants). The firing-rate functions approach the Heaviside function H as β m → ∞.
Finally, the parameters θ m represent threshold values for firing, which by assumption satisfy 0 < θ m ≤ 1.
In [25, 43, 59] , system (4) with
has been investigated with respect to existence and stability of stationary, spatially localized solutions, the so-called bumps or standing pulses [25] , and pattern formation through Turing type of instability [43] . The starting point of the analysis performed in [25, 43, 59 ] is the Wilson-Cowan type of equations
which are derived by means of the Linear Chain Trick (LCT) [29] . It is also possible to obtain a system of rate equations from (4) by the LCT when the temporal kernels are given by quasipower functions (3) . In this case, we get a system of (k e + k i + 2) coupled equations with (k e + k i ) auxiliary variables. Then the initial value problem can be written in a compact vector form as
HereŪ is the vector solution containing the activity levels u m and the auxiliary variables v
Moreover, L is a linear operator represented by means of the matrix L which has a Jordan block form,
Here the block
zero matrix.
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Finally, F is a nonlocal nonlinear operator such that
where non-zero elements of (2) are located in (k e + 1)th and (k i + 1)th rows. The initial condition vector,Ū 0 , is a continuous and bounded vector function.
One can prove that the initial value problem (7) is locally well posed in the space of bounded continuous functions in a way analogous to Potthast et al. [60] for one-population models and Faye et al. [61] for multipopulation models with axonal and dendritic delay effects incorporated.
Next, let us consider the boundedness of the solutions. The initial value problem (7) is equivalent to the fixed point problem, [62] 
Notice that the spectrum of the operator L consists of two negative eigenvalues, −1 and −1/τ , with the multiplicity k e + 1 and k i + 1, respectively. Moreover, |F (Ū)| ≤ 1, since the range of P m is [0, 1] and w mn is normalized. Therefore, the solutions of (9) are uniformly bounded and the following estimate is valid for all components ofŪ (for details, see Appendix A)
The norm here is defined for a vector functionV (
is the space of bounded continuous functions on R, as
Thus, if any instability occurs it has to be saturated. The boundedness result for the Wilson-Cowan models studied in this paper is analogous to the one obtained in [25, 60] . From now we assume that the firing-rate functions P m are approximated with the Heaviside function H.
Existence and uniqueness of bumps
For the sake of completeness, we summarize the results in [25] regarding the existence and uniqueness of pairs of excitatory and inhibitory bumps.
When approximating the firing-rate functions P m with Heaviside functions H, one obtains closed-form expressions for excitatory, U e , and inhibitory, U i , bumps, that is
where
The coordinates a, b satisfy the equations
with f e and f i given as
In the process of deriving (12), (14), it is assumed that we have a single bump structure of the stationary solutions. The parameters a, b, which are unique solutions of U e (±a) = θ e and U i (±b) = θ i , measure the pulse widths of U e (x) and U i (x).
It turns out that a typical situation consists of two pairs of pulses (U e (x), U i (x)) for each set of threshold values (θ e , θ i ), one broad and one narrow pulse pair. This result has also been found for one-population models [26] and simpler two-population models [32] . In addition, one finds that an excitatory pulse may exist without an accompanying inhibitory pulse but the inhibitory cannot exist alone [25] . From now on we refer to any solution of (14) as (a 0 , b 0 ).
In Fig. 1 , we display graphically the bumps when the connectivity functions are modeled by means of Gaussian functions, [25] (16) with synaptic footprints
and threshold values are
The widths (a 0 , b 0 ) for narrow pulse pair are (0.066, 0.045) and for the broad pulse pair are (0.179, 0.183). We will use this example in Section 6.2.
Stability of bumps for the two-population model: Evans function technique
In order to investigate the stability of the bumps, the Evans function technique is applicable (see for example [30] ). We proceed in the standard way by assuming solutions of (4) on the form u e (x, t) = U e (x) +ũ e (x)e λt ,
where λ denotes the growth/decay rate and linearize the resulting equations about the bump state. We end up with the system of equations for the spatial part of the perturbations,ũ e ,ũ i , The convolution integral Ω mn is according to [25] given as
The relations (19)- (20) implỹ
We consider non-trivial disturbances and, thus,X ̸ =0. Plugging x = ±a 0 into the first equation of (19) and x = ±b 0 into the second we can write the result in the matrix form J EX =0 where
We call the matrix J E the Evans matrix in accordance with the terminology used in [30] . The structure of the Evans matrix J E allows us to introduce the block-diagonalizatioñ
where J 11 and J 22 are given as
Here we have conveniently introduced the following parameters which we will use throughout the paper.
Notice thatα mn (0) = 1 since α mn by assumption (6) are normalized functions. Thus, λ = 0 is the zero of det(J 22 ) = 0. This result indeed reflects the translation invariance property of the bump solutions. 
A. Oleynik et al. / Nonlinear Analysis: Real World Applications ( ) -
The block-diagonalization of the Evans matrix J E yields the factorization
SinceX ̸ =0, the eigenvalues λ must be the zeros of the Evans function i.e. E (λ) = det(J E ) = 0. Due to the factorization of the Evans function (4) the set of eigenvalues consists of the zeros of E S (λ) and E As (λ). Notice that by construction, the matrix J 11 corresponds to the symmetrical part of the perturbations while the matrix J 22 reflects the antisymmetry in the perturbations imposed on the bumps. Now, introduce the parameters
where f e and f i are given as (15) .
By letting λ = 0 we also get det(J 11 ) = γ S where
which we require to be not equal to zero to avoid a multiple zero eigenvalue. The role of γ S is not clear for the general choice of temporal kernels. However, we notice that γ S is proportional (with the positive constant of proportionality) to the Jacobian obtained for the Amari system in [25] where the model (4) with exponentially decaying kernels has been studied.
In that paper, it is shown that γ S < 0 implies instability of bumps.
Let us consider the case when the temporal kernels are given as (3). The Laplace transforms are computed as
In this case, the factors E S (λ) and E As (λ) in the Evans function can be expressed as a rational function in λ:
where P S (λ) is the polynomial of the degree (k e + k i + 2)
and P As is the polynomial of the degree (k e + k i + 1)
Here P k e and Q k i are defined by
From (25) and (27) it follows that the leading coefficient of the polynomial P S is positive. It implies according to the Routh-Hurwitz criterion (see Appendix in [58] ) that γ S < 0 is sufficient for having at least one positive zero of P (λ).
Thus, for the model (4) in the framework of the kernels (3) we conclude that γ S < 0 is a sufficient condition for bumps to be unstable. We notice that γ S does not depend on the powers k e , k i . Therefore, if γ S < 0 is detected for some bumps in the framework of the model with some choice of quasi-power functions (3) then these bumps remain unstable for any other choices of (3).
The polynomial representation of det(J 22 ) allows us to calculate the constant coefficient of P As , that is,
The leading coefficient of P As is positive. Therefore, we arrive at the following conclusion: the bumps are unstable if at least one of the values γ S or γ As is negative. 
Stability of bumps for the two-population model with quasi-power temporal kernels: generalized Amari approach
The Amari approach is based on the assumption that the solutions (u e (x, t), u i (x, t)) in a vicinity of the bump solution (U e (x), U i (x)) have a shape which is close to the shape of the bump solutions i.e. we assume that the perturbed solutions have exactly two intersections with the corresponding thresholds. Thus, there are time-dependent crossing coordinates a 1 , a 2 (a 1 < a 2 ) of the pulse u e with the threshold θ e and b 1 , b 2 (b 1 < b 2 ) with the pulse u i with the threshold θ i , [25] u e (a j (t), t) = θ e ,
In the original work of Amari [26] , the dynamical system for the crossing coordinates is obtained in the case of a onepopulation neural-field model. The equilibrium of this dynamical system is identified with the stationary bumps. It is conjectured that the stability of the bumps can be inferred from the stability of this equilibrium.
We exploit this idea and present a phase-space reduction technique termed the generalized Amari approach for the twopopulation neural-field model (4) under the assumption that the temporal kernels are modeled as (3). We prove that the stability problem can be resolved completely by means of the generalized Amari approach.
We differentiate (28) with respect to t in a way analogous to [26] and obtain ∂u e ∂x (a j (t), t)
We then apply the static slope approximation [25] ∂u e ∂x (a j (t),
By making use of (4) we aim at deriving expressions for ∂u e /∂t(a j (t), t) and ∂u i /∂t(b j (t), t) and thus, obtain the dynamical system for a j , b j . This can be easily done when the temporal kernels are given as (3), since the Volterra system (4) in that case can be converted to a system of rate equations by means of the LCT [29] .
The case k e = k i = 0 which corresponds to exponentially decaying functions, has been analyzed in [25] . In that paper, however, only symmetric perturbations were considered within the framework of the Amari approach, i.e. a 2 = −a 1 , b 2 = −b 1 . It was shown that eigenvalues obtained by the Amari approach form a proper subset of an eigenvalue set obtained by the Evans function technique. In [63] , the comparison of the Amari approach and the Evans function technique has been carried out for the one-population model with spike frequency adaptation [32, 64] when the memory functions are assumed to be exponentially decaying. We show here that the generalized Amari approach coincides with the Evans function technique for the two-population model when there are no symmetry restrictions imposed on the perturbations and for the set of temporal kernels given by (3) .
We make use of (28) and (7) and derive the dynamical system for the state vector
2 , . . . , w
for j = 1, 2, are auxiliary variables. For the auxiliary variables in (7) we also apply the static slope approximation, i.e.,
where p and q are given as in (29) .
Then we get a 2(k e + k i + 1)-dimensional autonomous dynamical system which reads
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where j = 1, 2, and the components f 
The equilibrium of this system corresponding to the symmetric bump is given bȳ
Now we analyze the linear stability of this equilibrium. We construct the Jacobian matrix J A of the RHS of the system (30) evaluated at the equilibrium (31) and consider the matrix J A − λE. We get the following fundamental theorem which shows that the Evans function approach is equivalent to the generalized Amari approach.
Theorem 1. Let the temporal kernels α mn be given by the quasi-power function (3). Then
det(J A − λE) = τ −2(k i +1) P S (λ)λP As (λ) = (1 + λ) −2(k e +1) (1/τ + λ) −2(k i +1) E S (λ)E As (λ).
Therefore, eigenvalues obtained using the generalized Amari approach and the eigenvalues obtained by means of the Evans function technique are the same.
The proof of this equivalence theorem is given in Appendix B. Notice that although we have considered the general form of the dynamical system (30) for k e ≥ 1 and k i ≥ 1, it is easy to check that the same argument can be extended to the case when k e = 0 and/or k i = 0. We do not give a separate proof for this case.
Example: α-function for the excitatory target population and exponential decaying function for the inhibitory target population (k e = 1 and k i = 0)
In this section, we consider one particular example when k e = 1 and k i = 0, i.e.,
In mathematical neuroscience, the temporal kernel obtained by letting k e = 1 is referred to as an α-function. This means that the temporal kernel in the excitatory equation is modeled by means of an α-function, while the temporal kernel of the inhibitory equation assumes the form of an exponentially decaying function. In this case, the rate-equation system in (7) is given as
We study the stability of bumps (12) within the framework of this model. The bumps are represented by the stationary statē X = (U e , U e , U i ). From (30) we find that the generalized Amari system for this case reads
Within this formalism the bumps correspond toZ 0 = (−a 0 , θ e , −b 0 , a 0 , θ e , b 0 )
T .
Stability of bumps in the framework of (32)
In this section, we assume that the connectivity functions ω mn (x) are decreasing for positive arguments. This assumption allows us to find the sign of parameters appearing in the Evans function.
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We analyze separately the 'symmetric' and the 'antisymmetric' part, i.e., P S (λ) and P As (λ) given by (25) and (26) .
For the 'symmetric' part, we have
with the coefficients
where γ S is given by (24) . According to the Routh-Hurwitz criterion, all the eigenvalues are located in the left half plane if and only if the determinants of the matrix
are positive. See [58] . We calculate the determinants and get
Thus, in this case the bumps are unstable, as expected. Assume now c 3 > 0(γ S > 0). According to the general theory it is possible to have a bifurcation when
See Appendix in [58] for details. The roots of (34) are given as
.
One of the roots, τ − , is always negative while the other one, τ + , is positive. Moreover, det(D 2 ) changes sign at τ = τ + from positive to negative which indicates the presence of a Hopf bifurcation. We fix the notation and define τ S = τ + . Thus, from the 'symmetric' part we get two regimes: In the first regime, when γ S > 0, the bumps are stable for τ < τ S , unstable for τ > τ S , and convert to breathers through the Hopf bifurcation when τ = τ S . In the complementary regime, γ S < 0, the bumps are unstable.
For the 'antisymmetric' part, we have
Notice that E > F (as well as C > D) in accordance with the monotonicity requirement imposed on ω mn for positive arguments. Therefore, if γ As > 0 the bumps are stable, while for γ As < 0 unstable. The case γ As = 0 gives a value for the critical time τ As , i.e.,
We can rephrase the conclusion in terms of τ , i.e., for all τ < τ As the bumps are stable, while for τ > τ As we have instability.
To determine the sign of γ S and the relationship between τ S and τ As we need to have more information about the connectivity functions and some parameters. However, the case γ S < 0 and τ < τ As corresponds to a saddle point. For the case with Gaussian connectivity functions (16)- (18) we have that γ S ≈ −58.867 < 0 for the narrow bump and γ S ≈ 1.969 > 0 for the broad bump. In the latter case we find that τ S < τ As , where τ S ≈ 5.705 and τ As ≈ 8.728. Therefore, it follows that
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the broad bump pair is stable for τ < τ S , unstable for τ > τ S , and is converted to a breather through a Hopf bifurcation at τ = τ S .
Numerics
We have run simulations of the system (32) based on the fourth-order Runge-Kutta algorithm developed in [25] . The initial condition is given as a perturbed bump pair. In this subsection, we assume that the unperturbed bumps are given by (12) , (16)- (18); see Fig. 1 . We perturb the bump solution by making the assumptioñ whereā = (a 1 , a 2 , b 1 , b 2 ) T is time dependent and chosen to be close to initial pulses crossing coordinatesā 0 = (−a 0 , a 0 , −b 0 , b 0 ) T such that ‖ā −ā 0 ‖ ≤ ϵ, (36) for some positive tolerance ϵ, where ‖ · ‖ denotes the maximum norm in R 4 . Under the assumption (36) we get the error estimate
First, we impose the symmetric perturbation
in the initial pulse width coordinates of (35).
In Fig. 2 , we have plotted the evolution of the perturbed broad bump state (Ũ e ,Ũ i ) whenā is given by (37) with ε = 0.01. From the simulations we observe that (Ũ e (x),Ũ i (x)) is converted to breathers for a small range of the value τ , τ ∈ [5.6, 5.8], (whereas the stability analysis predicts that this conversion shall take place at τ = 5.705). In Fig. 2(b) , we have plotted the solution (u e (x, t), u i (x, t)) for the value τ = 5.6, when the breather the first time appears. Below this critical value, τ < 5.6 the state (Ũ e (x),Ũ i (x)) approaches the bumps and remain unchanged. We show this in Fig. 2(a) for τ = 3. For τ > 5.8 the pulse collapses. We illustrate this behavior of the solution in Fig. 2(c) for τ = 6. Thus, we get excellent agreement between the predictions obtained from the stability analysis and the numerical simulations. It turns out that the sign of ε does not change the picture qualitatively for the broad bump case. Therefore, we do not present results for negative values of ε. Next, we consider the symmetric perturbation (35) with (37) on the narrow bumps. In this case, the sign of ε plays an important role in the evolution of (Ũ e ,Ũ i ) as is evident from Figs. 3 and 4: for ε > 0 the narrow bumps initially approach the broad ones, and thereafter evolve into a broad stable bumps for the given τ , while for ε < 0, the narrow pulses collapse. We conjecture that this behavior is consistent with the fact that narrow bumps are identified as saddle points; cf. Section 6.1.
We have also solved the ODE system (33) numerically in order to predict the evolution of bumps and compared it with simulations for rate-equation system (32). The conclusion is, however, that the two approaches give qualitatively the same results, but exhibit significant quantitative differences. We conjecture that this discrepancy is due to the static slope assumption imposed in order to derive the finite dimensional generalized Amari system (33). In Fig. 5 , we show the limit cycle in the pulse width coordinate plane obtained from simulations of (32) (Fig. 5(a) ) and from simulations of (33) (Fig. 5(b) ).
Notice that there is a small discrepancy between the value for τ S obtained by these two methods. This discrepancy is caused by numerical error which is larger for the simulation of the rate-equation system due to the incorporation of the spatial dynamics. The observation of the limit circle supports the idea that we get stable breathers at the critical inhibition time τ = τ S , which corresponds to a supercritical Hopf bifurcation in the generalized Amari system (33). In order to study this problem one has to make a normal form expansion of the system (33) in the vicinity of the critical inhibition time τ = τ S .
We do not pursue any analysis of this problem here, however.
We then investigate the evolution of (35) when imposing an antisymmetric perturbation represented bȳ
Tracing the mean values
we observe that for τ < τ S , (Ũ e ,Ũ i ) approaches a broad bump pair which is simply a rigid translation of the unperturbed symmetric broad bumps. In another words, after some finite time T we get u e (x, t)
, for all t > T , i.e., the solution (u e (x, t), u i (x, t)) becomes symmetric with respect to the symmetric axis Ox : x = x 0 . This axis can be found as the asymptotical mean values, i.e., Fig. 2 . The evolution of the symmetric perturbation of the broad bump pair (U e , U i ) ( Fig. 1(a) ). The perturbed pulses are given by (35) We display this result in Fig. 6(a) . We get the similar result for the case when the initial condition of (32) is given as the perturbation of the narrow bumps when ε > 0; see Fig. 7(a) . The solution approaches a broad bumps pair which is symmetric with respect to some symmetry axes Ox. For τ ≈ τ S we also see that (u e (x, t), u i (x, t)) (for the broad bump perturbation and for the narrow bump perturbation with ε > 0 as an initial condition of (32)) become symmetric with respect to the axis Ox given as in (39) . We illustrate these results in Figs. 6(b), 7(b). For the case ε < 0 the narrow pulses collapse in a similar way as displayed in Fig. 4 independently of the chosen parameter τ > 0. This behavior in the case of antisymmetric perturbations is expected since for τ < τ As the only impact from the 'antisymmetric' part is the translation invariance of the bumps. For the cases τ > τ S , (Ũ e ,Ũ i ), and in the case of the narrow bump perturbation with negative ε the pulses collapse before ξ a and ξ b approach the same value. The evolution is very much similar to the symmetric case and we do not display it here. Thus, after a transient phase the evolution in the antisymmetric case is qualitatively the same as in the symmetric case, with the only exception that the symmetry axis is different. 3 . The evolution of the symmetric perturbation of the narrow bump pair (U e , U i ) (Fig. 1(b) ). The perturbed pulses are given by (35) with (37), ε = 0.01. (a) Narrow excitatory (left) and inhibitory (right) unstable pulses convert to broad bump ( Fig. 1(a) 4 . The evolution of the symmetric perturbation of the narrow bump pair (U e , U i ) (Fig. 1(b) ). The perturbed pulses are given by (35) with (37), ε = −0.01. Narrow excitatory (left) and inhibitory (right) unstable pulses collapse for τ = 3. 
Conclusions
In the present paper, we have worked out a method for stability analysis for spatially symmetric bumps in a wide class of two-population neural-field models. The models are given by means of a Volterra system of equations. Our findings can be summarized as follows.
We derive the so-called Evans matrix for the problem and prove that it can be block-diagonalized into two blocks, with the upper block corresponding to spatially symmetric perturbations while the lower block takes care of the antisymmetric perturbations. The corresponding Evans function can be written as a product of determinants of the upper and lower blocks. The lower antisymmetric block contains as expected the translation invariance property of bumps. We emphasize that this is a general result and does not rely on any particular choice of the temporal kernels.
For the class of kernels which we call quasi-power functions (which contains both the exponentially decaying temporal kernels and the α-functions as special cases) it turns out that the Evans function approach is equivalent to the generalized Amari approach. One can check that the stability matrix obtained in [25] by the full linear stability analysis of the rateequation system corresponds to the Evans matrix (see Section 4) with α mn given as in (1) for k e = k i = 0. Then, it follows that the Jacobian of the Amari system only corresponds to the upper block of the Evans matrix, but not to the whole matrix as we prove here. This apparent paradox can be easily explained by the symmetry in the perturbation assumed for the Amari approach in [25] . As we relax on this assumption we get the antisymmetric part of the perturbations corresponding to the lower block of the Evans matrix; See Section 5. The Evans function approach is more general and does not imply that the rate-equation formulation of (1) 6 . The evolution of the antisymmetric perturbation of the broad bump pair (U e , U i ) ( Fig. 1(a) ). The perturbed pulses are given by (35) with (38), ε = 0.01. On the left, we have plotted ξ a (t), ξ b (t), and the asymptotical symmetry axes Ox. On the right, the crossing coordinates
while the Amari system may be used to investigate nonlinear effects such as the stability of the breathers excited at the Hopf-bifurcation point by means of normal form expansions [25] . For the actual class of temporal kernels we can convert the two-population Volterra system into a system of rate equations. We prove that the solutions of the initial value problem of this system are uniformly bounded. The implication of this result is that any instability detected in the system will be saturated. We also prove that the narrow bump pair which is unstable within the framework of the Wilson-Cowan type of model (2) is unstable for all types of quasi-power temporal kernels.
Finally, we have illuminated these results by carrying out numerical simulations based on a fourth-order Runge-Kutta numerical scheme in time for the special mixed case modeled by α-functions and exponentially decaying functions; see Section 6. Excellent agreement between analytical predictions from the stability analysis and numerical simulations is obtained. We get an unstable narrow bump pair and a broad bump pair which is stable for small and moderate values of the relative inhibition time τ , is converted to a stable breather at a critical time τ cr (which is identified as a Hopf-bifurcation point), and becomes unstable as this time scale exceeds τ cr .
Notice that rate-equation representation of (1) allows us to develop a relatively simple numerical scheme in a vicinity of a spatially localized solution, [25] . This representation is also possible for more general class temporal kernels than the quasi-power kernels (1), e.g., quasi-polynomials [29] .
A possible extension of the present work is to consider bump solutions and their stability for a system of Volterra equation (4) defined on two spatial dimensions. We conjecture that one can construct bump and ring solutions of this system and analyze their stability properties by means of the Evans function technique in a way similar to what has been done in Owen et al. [40] . Another possible extension consists of investigating more complex patterns by applying a level set description (interface dynamics) in two spatial dimensions. In this context one can make use of the rate-equation system (7) which is valid for any spatial dimensions. Here we suggest that one follows the ideas worked out by Goldstein et al. [65] for reaction-diffusion equations.
We are still at early times in computational neuroscience and at present it is unclear (i) under what situations neuralfield models of the type discussed here are accurate representation of real neural dynamics and, more specifically, (ii) what choice of temporal kernels best mimics the dynamics of biological neural networks. The present work opens up for thorough the analysis of the bump dynamics for a large class of a priori biologically plausible neural-network models, not restricted to exponentially decaying temporal kernels only. Here we derive the estimate for the solution of (9). This derivation is based on the Jordan block form (8) of the linear operator matrix L. Indeed, the operator R(t) = e tL is given by the block matrix
 .
Exploiting the form of J m we get the upper triangular matrix
with s = t or s = t/τ , for m = e and m = i, respectively. Let1 = (1, 1, . . . , 1)
T . We make two main observations: for an arbitraryV ∈ (C b (R)) N , N = k e + k i + 2 with the norm ‖ · ‖ ∞ defined as (11) .
From (ii) we find
From the properties of P m and w mn we notice that |FŪ| ≤1. Then it follows
Hence we end up with the estimate
Appendix B. The equivalence between the Evans function approach and the Amari approach
Here we give a detailed proof of the equivalence Theorem 1. The proof is carried out in several steps, which we conveniently divide into the two Appendices B.1 and B.2.
B.1. Similarity operations on the matrix J A − λE
The first step consists of performing similarity operations on the matrix J A − λE. We proceed as follows: let E denote the (k e + k i + 2) × (k e + k i + 2) identity matrix and J A the Jacobian matrix of the RHS of the generalized Amari system (30) evaluated at the equilibrium (31) . The matrix J A − λE can be expressed as
A (2)  where the blocks A (j) , j = 1, 2, can be represented as
12 is a (k e +1)×(k i +1) sparse matrix, while the matrix A (a 1 , b 1 , a 2 , b 2 ) = (−a 0 , −b 0 , a 0 , b 0 , ) .
The matrix B 
B.2. Computation of the determinant det(J A − λE)
The second step consists of computing the determinant of the matrix J A − λE. This computation is based on the similarity property shown in Appendix B.1. We first observe that det(J A − λE) = det((A
+ B (1) )A (2) − (A (2) + B (1) )B (1) )
+ B (1) ) det(A
− B (1) )
where we have exploited the fact that the determinant of
+ B
B
(1)
A (2)  can be computed as the determinant of a block matrix with commuting blocks [66] . We now show how to evaluate the determinants of A (2) + B (1) and A (2) − B (1) . By the Laplace expansion using the first (k e + 1) rows of the matrix A (2) ± B (1) we get det(A
± B (1) where M 1 is the minor of the matrix based on first (k e + 1)th rows and the first (k e + 1)th columns, M 2 is the minor of the matrix based on the first (k e + 1) ′ rows and on the second to (k e + 2)th columns; M 
− B (1) ).
(B.8)
We proceed as follows: comparing the components of the RHS and the LHS of the expressions (B.7) and (B.8), we notice that it is sufficient to prove that 
where P k e and Q k i are given by (27) . This can easily be done by mathematical induction. We show this proof in detail for (B.9) and omit it for (B.10) due to similarity. We proceed as follows.
1. Let k e = 1. By (27) , P 1 = λ + 2 while D Notice that (B.7) and (B.8) make it possible to express the determinant of J A − λE by means of the polynomials P S (λ) and λP As (λ) appearing in the factors E S (λ) and E As (λ) in the Evans function E (λ). This completes the proof of the equivalence Theorem 1.
