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Abstract
The Gauss map of non-degenerate surfaces in the three-dimensional Minkowski space
are viewed as dynamical fields of the two-dimensional O(2, 1) Nonlinear Sigma Model.
In this setting, the moduli space of solutions with rotational symmetry is com-
pletely determined. Essentially, the solutions are warped products of orbits of the
1-dimensional groups of isometries and elastic curves in either a de Sitter plane, a
hyperbolic plane or an anti de Sitter plane. The main tools are the equivalence of
the two-dimensional O(2, 1) Nonlinear Sigma Model and the Willmore problem, and
the description of the surfaces with rotational symmetry. A complete classification
of such surfaces is obtained in this paper. Indeed, a huge new family of Lorentzian
rotational surfaces with a space-like axis is presented. The description of this new
class of surfaces is based on a technique of surgery and a gluing process, which is
illustrated by an algorithm.
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1 Introduction
Nonlinear sigma models are field theories whose elementary fields, or dynamical variables,
are maps, φ, from a space, M , the source space, to an auxiliary space, E, the target
space, endowed with a non-degenerate metric. The Lagrangian governing the dynamics
of the model measures the total energy of those maps. The classical solutions of the
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model, i. e., the solutions of the corresponding field equations, constitute the space of field
configurations. The dimension of the source space is called the dimension of the model.
The isometry group, A, of the target space is the symmetry of the model. In particular,
when M is compact and Riemannian, each solution has finite energy. In this sense, we call
them solitons.
Two-dimensional nonlinear sigma models, in particular those with symmetry O(3) and
O(2, 1), are ubiquitous in Physics (see for example [13, 37] and references therein); with
applications going from Condensed-matter Physics (see [7, 22, 23] and references therein)
to High-energy Physics (see [1, 2, 20, 28] and references therein) and, of course, Quantum
Field Theory (see [24, 33] and references therein). In particular, those with Minkowski
signature metric on the target space are applied to Gauge Theories (see [1, 35]), Quan-
tum Gravity (see [36]), String Theories (see [10, 36]), Quantum Mechanics (see [16]) and
General Relativity, in particular Einstein and Ernst equations (see [14, 18]). They are
specially important in string theories where the model description is applicable. This kind
of universality is strongly related to the fact that these sigma models, and the equations
governing their dynamics, have a deep underlying geometric meaning. This provides a pow-
erful reason to explain the great interest of these models in Applied Mathematics and in
Differential Geometry, even without mentioning any physical terminology, simply as a kind
of constrained Willmore problem (see, for example, [3, 4, 9, 12] and references therein). In
this framework, it seems natural to identify the dynamical variables of the two-dimensional
O(3) Nonlinear Sigma Model with the Gauss maps of surfaces in the three-dimensional Eu-
clidean space. This approach has been successfully used to obtain certain moduli spaces
of solutions: with constant mean curvature, [7, 17, 26, 32], those admitting a rotational
symmetry, [5], and those foliated by Villarceau circles, [6].
The study of moduli spaces of solutions (field configurations) of the two-dimensional
O(2, 1) Nonlinear Sigma Model constitutes an ambitious program. We will develop it
along a series of articles, starting with this one. Beforehand, it will be useful to remark
the following general points related to this model:
• The Gauss map of any nondegenerate surface in the three-dimensional Lorentz-
Minkowski space, L3, is automatically an elementary field of this model. Therefore,
the geometrical approach identifies the space of dynamical variables with that of
Gauss maps of nondegenerate surfaces in L3.
• On the other hand, the underlying variational problem of this model turns out to
be equivalent to the Willmore variational problem (see Theorem 3.2). This has
important consequences:
1. The field configurations of this model are nothing but the Willmore surfaces in
L3.
2. The model is invariant under conformal changes of the metric of L3.
3. Since the Willmore functional is essentially the Polyakov action, the model can
be regarded as a bosonic string theory in L3 that is governed by the Willmore-
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Polyakov action. In this sense, the solutions of the model provide the string
world sheet configurations (see [30, 31]).
Now, the first step in the above program, which constitutes the main aim of this paper,
is stated as follows:
To determine the moduli space of solutions of the two-dimensional
O(2, 1) Nonlinear Sigma Model that admit a rotational symmetry.
Equivalently, classify, up to congruences, those rotational surfaces in
L3 that are critical points of the total energy.
This problem is much more difficult and subtle than its Riemannian partner, [5], and it
will be treated according to the causal character of the symmetry axis. Indeed, in Section
4, we have studied and completely solved the case where the symmetry axis is time-like,
that is, surfaces invariant under a one parameter group, A1, of elliptic motions. This can
be summarized as follows:
1. Firstly, we consider the nonlinear sigma model with boundary and we determine the
admissible boundary conditions.
2. Next, we obtain the space of surfaces that are invariant under rotations with time-like
axis.
3. Then, since the orbits are circles, we use the principle of symmetric criticality, [29],
and the conformal invariance of the model to make a suitable conformal change to
obtain that
The solutions of the two-dimensional O(2, 1) Nonlinear Sigma Model
that admit a rotational symmetry with time-like axis are obtained
by rotating clamped free elastic curves (critical points of the total
squared curvature) in the anti de Sitter plane.
The major part of the paper is devoted to obtaining rotational solutions with space-like
axis. This case is the most complicated.
The first important difficulty is to obtain the whole class of rotational surfaces in L3
with space-like axis, in other words, surfaces that are invariant under a one parameter
group, A2, of hyperbolic motions. This problem, which has been usually avoided in the
literature, perhaps because of its difficulty, is completely solved in Section 5. To understand
this problem, assume that the space-like axis coincides with the {x}-axis. Then, the planes
y = z and y = −z divide L3 in four open regions, which will be called fundamental regions.
Certainly, for every fundamental region we can get a class of rotational surfaces, with
{x}-axis, immersed in the region. These surfaces are well known in the literature (see
for example [19]). However, there are rotational surfaces with {x}-axis in L3 that leave a
fundamental region to emerge in another fundamental region. This family includes popular
surfaces, such as a saddle surface and the one-sheet hyperboloid with {z}-axis. In some
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sense, these surfaces can be obtained by gluing two or more surfaces, each of them contained
in a fundamental region. Along Section 5, we use surgery to dissect these surfaces and to
understand the gluing mechanism. At the end of it, we obtain a classification theorem (see
Theorem 5.14) and a construction algorithm (see Subsection 5.7).
Once we have obtained the whole space of rotational surfaces with space-like axis, there
are, at least, two different ways to get the corresponding solutions. On one hand, one can
try to carry out a symmetry reduction of the action principle. This procedure depends
on a kind of symmetric criticality principle that should be established. However, there
is a second way that consists in a direct variational approach. Therefore, one needs to
obtain the field equations governing the model. Since the model turns out to be equivalent
to a constricted Willmore model, in Section 6, we obtain the first variation that provides
Willmore surfaces in a general semi-Riemannian background.
In Section 7, we obtain the whole moduli space of Riemannian solutions with a rota-
tional symmetry with space-like axis(see Theorem 7.1).
The Riemannian solutions of the two-dimensional O(2, 1) Nonlinear
Sigma Model that admit a rotational symmetry with space-like axis
are obtained by rotating space-like clamped free elastic curves of the
de Sitter plane.
In Section 8, the whole moduli space of Lorentzian solutions with a rotational symmetry
with space-like axis is obtained. Firstly, we study those solutions that are contained in a
fundamental region (fundamental solutions).
On one hand, we get solutions coming from time-like clamped free
elastic curves in the de Sitter plane (Theorem 8.1). On the other hand,
we also obtain a second family of Lorentzian solutions, which are gen-
erated by clamped free elastic curves in the hyperbolic plane (Theorem
8.2).
Certainly, each solution in those families is contained in a fundamental region. In
contrast with the Riemannian case, we can find Lorentzian solutions in all the fundamental
regions. This fact allows us to study the existence of solutions leaving a fundamental region
and emerging in another one. In other words, we look for solutions obtained by gluing
fundamental solutions. This problem is completely solved at the end of Section 8. In
fact, such solutions are surfaces that are connected pieces of either a one-sheet hyperboloid
with time-like axis and centered at any point of the space-like axis, or a Lorentzian plane
orthogonal to the space-like axis (Theorem 8.3).
Finally, in the last section we consider the case where solutions admit a one parameter
group, A3, of parabolic transformations. They are known in the literature as rotational
surfaces with light-like axis, [19]. Now, parabolic rotational surfaces lie in two fundamen-
tal regions of L3. In contrast with the case of rotational surfaces with space-like axis, in
Section 9 we prove that we can not find parabolic rotational surfaces that leave a funda-
mental region to emerge in the other. At the end of that section, we obtain the complete
classification of A3-invariant solutions (see Theorem 9.2).
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The solutions of the two-dimensional O(2, 1) Nonlinear Sigma Model
that admit a rotational symmetry with light-like axis are obtained
by rotating clamped free elastic curves of the anti de Sitter plane.
The results of this paper can be summarized in the following statement.
The solutions of the two-dimensional O(2, 1) Nonlinear Sigma Model
that admit a rotational symmetry are the following surfaces:
1. A connected piece (with boundary) of a Lorentzian plane.
2. A connected piece (with boundary) of a one-sheet hyperboloid
with time-like axis.
3. A surface generated, via rotations, by a clamped free elastic
curve according to the following table.
Symmetry
Group
Axis Orbits Character of the surface Generating Curve
A1 Time-like Circles Riemannian Space-like free elastic
curve in the anti de Sit-
ter plane
A1 Time-like Circles Lorentzian Time-like free elastic
curve in the anti de Sit-
ter plane
A2 Space-like Hyperbolas Riemannian Space-like free elastic
curve in the de Sitter
plane
A2 Space-like Hyperbolas Lorentzian Time-like free elastic
curve in the de Sitter
plane
A2 Space-like Hyperbolas Lorentzian Free elastic curve in
the hyperbolic plane
A3 Light-like Parabolas Riemannian Space-like free elastic
curve in the anti de Sit-
ter plane
A3 Light-like Parabolas Lorentzian Time-like free elastic
curve in the anti de Sit-
ter plane
Acknowledgement. The authors would like to thank the referee for their useful comments,
which helped us to improve this paper.
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2 Preliminaries and Generalities
Along this paper the geometrical objects are C∞ or equivalently smooth, though those
appearing in the paper could be supposed to be only as differentiable as needed.
Let M be a surface with (or without) boundary and φ : M −→ L3 an immersion
in the Lorentz-Minkowski three space with flat metric g = 〈, 〉. If dφp(TpM) is a non-
degenerate plane in L3 for any p ∈ M , then φ : (M,φ∗(g)) −→ L3 is said to be a non-
degenerate isometric immersion (or a non degenerate surface). A non-degenerate surface
can be oriented, at least locally, by a unitary normal vector field, say Nφ. According to
the causal character, 〈Nφ, Nφ〉 = ε, we have two possibilities:
Lorentzian surfaces (also called time-like surfaces). When ε = 1, Nφ is space-like
and so (M,φ∗(g)) is a Lorentzian surface. The unitary normal vector field, Nφ, can be
viewed as a map, the Gauss map, Nφ : M −→ S21, where S21 = {~v ∈ L3 : 〈~v,~v〉 = 1}
is the de Sitter plane.
Riemannian surfaces (also named space-like surfaces). When ε = −1, Nφ is time-
like and so (M,φ∗(g)) is a Riemannian surface. In this case, the Gauss map is defined
as Nφ : M −→ H2, where H2 = {~v ∈ C↑ ⊂ L3 : 〈~v,~v〉 = −1} is the hyperbolic plane
and C↑ denotes the future cone.
Let us denote by O(2, 1) the matrix representation of the group of vectorial isometries
of L3, Iso(L3), also known as the group of Lorentz transformations. Since the group of
isometries of both S21 and H
2 is O(2, 1), the Gauss map of non-degenerate surfaces can
be regarded as elementary fields in the two-dimensional O(2, 1) Nonlinear Sigma Model
(sometimes we will abbreviate it as O(2, 1) NSM). The Lagrangian density governing this
field theory is precisely ‖dNφ‖2, which can be computed, via the Gauss equation, in terms
of the mean curvature, Hφ, of (M,φ) and the Gaussian curvature, Kφ, of (M,φ
∗(g)), i. e.,
‖dNφ‖2 = 4H2φ − 2εKφ. (1)
Consider Iso+↑(L3) = {f ∈ Iso(L3) : det(f) = 1, f(C↑) = C↑}. Its partner in O(2, 1)
is denoted by (O(2, 1))+↑. It is known that each Lorentz transformation, f ∈ Iso(L3),
admits at least one eigenvector with eigenvalue ±1. Therefore, given ~x ∈ L3, we wish
to determine those Lorentz transformations, f ∈ Iso+↑(L3), such that f(~x) = ~x. These
vectorial isometries constitute a subgroup, A, of Iso+↑(L3), called the group of rotations
with axis 〈~x〉 = Span{~x}. Certainly, A acts naturally on the whole L3 producing orbits.
However, these orbits are quite different according to the causal character of the axis. Next
we summarize the corresponding discussion.
(1) Time-like axis. Choose an orthonormal basis, in L3, as follows B = {~x, ~y, ~z}. We
work in coordinates with respect to B. Since the axis is time-like, then {~y, ~z} deter-
mine an Euclidean plane. In this case, the group A is identified with the following
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subgroup of (O(2, 1))+↑,
A1 = {1} ×O+(2) =
µt =
 1 0 00 cos t − sin t
0 sin t cos t
 : t ∈ R
 .
Given a point p = (a1, a2, a3) ∈ L3, denote by P the Euclidean plane in L3 passing
through p and orthogonal to ~x. The orbit of p under the action of A1, [ p ]1, is
just the circle in P through p with center (a1, 0, 0), i. e., [ p ]1 = {(a1, y, z) ∈ L3 :
y2 + z2 = a22 + a
2
3}. Certainly, [ p ]1 = {p } if a2 = a3 = 0. Therefore, sometimes we
call transformations in A1 elliptic motions or pure rotations.
(2) Space-like axis. Choose an orthonormal basis, in L3, as follows B = {~x, ~y, ~z}. We
work in coordinates with respect to this basis. Since the axis is space-like, then
{~y, ~z} determine a Lorentzian plane. In this case, the group A is identified with the
following subgroup of O+↑1 (3),
A2 = {1} ×O+↑1 (2) =
ξt =
 1 0 00 cosh t sinh t
0 sinh t cosh t
 : t ∈ R
 . (2)
Given a point p = (a1, a2, a3) ∈ L3, denote by P the Lorentzian plane in L3 passing
through p and orthogonal to ~x. It is clear that the orbit of p, [ p ]2, is contained in
P . If a2 = a3 = 0, then [ p ]2 = {p }. Otherwise, we must distinguish two cases:
• If a22 = a23, then [ p ]2 is the open half straight line starting at (a1, 0, 0) and
passing through p, i. e., [ p ]2 = {(a1, λ a2, λ a3) : 0 < λ}.
• If a22 6= a23, then [ p ]2 is the branch of hyperbola in P centered at (a1, 0, 0) and
passing through p, i. e., [ p ]2 is the connected component of {(a1, y, z) ∈ L3 :
y2− z2 = a22− a23} that contains p. Transformations in A2 will be usually called
hyperbolic motions or hyperbolic rotations.
(3) Light-like axis. If ~x is null, then we consider a basis B = {~x, ~y, ~z} of L3 such that:
(1) ~y is a light-like vector with 〈~x, ~y〉 = −1, and (2) ~z is a unitary space-like vector
orthogonal to the plane Span{~x, ~y}. We work in coordinates with respect to B. It
can be checked that the group A is identified with the following subgroup of O+↑1 (3),
A3 =
ςt =
 1 12t2 t0 1 0
0 t 1
 : t ∈ R
 .
In this setting, to analyze the orbits, we must consider again a couple of cases different
to that where a2 = a3 = 0, in which [ p ]3 = {p }, for p = (a1, a2, a3) ∈ L3.
• If a2 = 0, then the orbit [ p ]3 is a straight line, namely [ p ]3 = {(t, 0, a3) : t ∈ R}.
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• If a2 6= 0, then the orbit [ p ]3 is a parabola in the plane Q = {(x, a2, z) ∈ L3 :
x, z ∈ R}. In fact, [ p ]3 = {(x, a2, z) ∈ Q : x = 12a2 (z − a3)2 + a3a2 (z − a3) + a1}.
Thus, A3 will be called the group of parabolic rotations or parabolic motions.
To end this section, we define elastic curves, known also as elasticae. We consider a
Riemannian or Lorentzian oriented 2-manifold (M,h), with its Levi-Civita connection ∇.
We only work with Frenet curves, i. e., regular curves α : I ⊂ R → M such that the
following Frenet equations are well-defined,
∇TT = 2κN, ∇TN = −1κT,
where {T = α′/‖α′‖, N} is a positive orthonormal frame along α, 1 = h(T, T ) = ±1,
2 = h(N,N) = ±1 and κ is a smooth function, usually called the (geodesic) curvature of
α. We recall that geodesics are curves such that κ vanishes identically.
Next, given two points p1, p2 ∈ M and two tangent vectors vi ∈ TpiM , i = 1, 2, we
define a space of clamped curves
Γ = {α : [a1, a2]→M : α(ai) = pi, α′(ai) = vi, i = 1, 2}.
We also admit the case p1 = p2 and v1 = v2, and then, we call Γ a space of closed curves.
Let us consider the total squared action on Γ,
E : Γ→ R, E(α) =
∫
α
(κ2 + λ),
where λ ∈ R is a Lagrange multiplier. Thus, an elastica (or an elastic curve) is a critical
point of E. In case λ = 0, we call it free elastica.
3 Gaussian map approach and the Conformal Invari-
ance of the two-dimensional O(2, 1) NSM
The elementary fields in the two-dimensional O(2, 1) Nonlinear Sigma Model are L3-valued
unitary vector fields on surfaces with (or without) boundary. Therefore, they map some-
thing of dimension two (a surface) in either a de Sitter plane, S21, or a hyperbolic one,
H2. Along this paper, we will assume that the source space is a surface with boundary
and elementary fields are subject to a natural constraint along the boundary. However,
the free case, i. e., when the boundary of the surface is empty, can be regarded as a par-
ticular case with no constraints. Hence, it seems natural to approach the study of this
sigma model, in connection with the differential geometry of surfaces in L3, by identifying
the dynamical variables of the model with the Gauss map of non-degenerate surfaces in
the Lorentz-Minkowski three-space. To be precise, let us state the general setting of this
approach.
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Let Γ = {γ1, γ2, . . . , γn} be a finite set of non-null regular curves in L3 with γi
⋂
γj = ∅,
if i 6= j. Let No be a unitary vector field along Γ orthogonal to Γ and with constant causal
character on the whole Γ, i. e.,
〈Γ′(p), No(p)〉 = 0, ∀p ∈ Γ, and
〈No(p), No(p)〉 = ε, ∀p ∈ Γ, where ε ∈ {1,−1}.
Notice that, if ε = 1, Γ could consist of both time-like and space-like curves at the same
time. Furthermore, Γ′ and No determine a third vector field along Γ given by No = Γ′ ∧ ν.
On the other hand, let M be a connected smooth surface with boundary, ∂M = c1 ∪
c2 ∪ . . .∪ cn. We denote by IεΓ(M,L3) the space of immersions, φ : M −→ L3 with unitary
normal vector field, Nφ, satisfying 〈Nφ, Nφ〉 = ε and the following boundary conditions:
1. φ(∂M) = Γ, namely φ(cj) = γj, 1 ≤ j ≤ n, and
2. dφq(TqM) is orthogonal to No(φ(q)), ∀q ∈ ∂M ; this is equivalent to say Nφ|Γ = No.
Roughly speaking, if we identify each immersion φ ∈ IεΓ(M,L3) with its graph, φ(M),
viewed as a surface with boundary in L3, then IεΓ(M,L
3) can be regarded as the space of
immersed surfaces in L3 having the same causal character, the same boundary and the
same Gauss map along the common boundary.
In this setting, the action governing the two-dimensional O(2, 1) Nonlinear Sigma
Model, S : IεΓ(M,L
3) −→ R, can be written as
S(φ) =
∫
M
‖dNφ‖2 dAφ, (3)
where dAφ denotes the element of area of (M,φ
∗(g)). The solutions of the two-dimensional
O(2, 1) Nonlinear Sigma Model are just the critical points of (IεΓ(M,L
3),S).
Next, we define a non-null polygon as a connected, simply-connected, compact domain
K ⊂ M with nonempty interior and with piecewise smooth boundary, ∂K, made up of
a finite number of smooth non-null curves. The concept of solution can be materialized
according to the following
Definition 3.1 φ ∈ IεΓ(M,L3) is a critical point of (IεΓ(M,L3);S) if for any non-null
polygon K ⊆M , the restriction φ|K is a critical point of
(
Iεφ(∂K)(K,L
3);SK
)
, where
• Iεφ(∂K)(K,L3) is the space of immersions, ψ : K −→ L3, which satisfy ψ|∂K = φ|∂K;
Nψ|∂K = Nφ|∂K and 〈Nψ, Nψ〉 = ε, and
• SK(ψ) = ∫
K
‖dNψ‖2 dAψ, where dAψ denotes the element of area of (K, ψ∗(g)).
Once we have shown the Gaussian map approach to the O(2, 1) Nonlinear Sigma Model,
we focus on proving its conformal invariance.
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The Willmore functional for free boundary surfaces in the Euclidean space, [40], was
extended to surfaces with boundary, [39]. This functional can also be considered for non-
degenerate surfaces in the Lorentz-Minkowski space and so extended to those with non-null
boundary. In particular, we can define W : IεΓ(M,L
3) −→ R as
W(φ) =
∫
M
H2φ dAφ +
∫
∂M
κφ ds, (4)
where κφ is the geodesic curvature of ∂M in (M,φ
∗(g)). This action defines a variational
problem which is invariant under conformal transformations in L3. The corresponding
critical points, which can be defined similarly to those of the action S, are called Willmore
surfaces (or Willmore surfaces with prescribed Gauss map along the boundary). The
following result provides a strong relationship between the variational problems associated
with both functionals
Theorem 3.2 The two-dimensional O(2, 1) Nonlinear Sigma Model, (IεΓ(M,L
3);S), turns
out to be equivalent to the Willmore variational problem (IεΓ(M,L
3);W). In particular,
1. Both have the same critical points. That is, φ ∈ IεΓ(M,L3) is a solution of the
two-dimensional O(2, 1) Nonlinear Sigma Model if and only if (M,φ) is a Willmore
surface.
2. The two-dimensional O(2, 1) Nonlinear Sigma Model is invariant under conformal
changes in the metric of L3.
Proof: If ε = −1, then the immersions φ ∈ I−1Γ (M,L3), provide Riemannian surfaces,
φ(M), in L3. Consequently, we can follow, up to slight changes, the proof made in [5] for
surfaces in the Euclidean space.
If ε = 1, choose an immersion φ ∈ I1Γ(M,L3). Then, it provides a Lorentzian surface,
φ(M), in L3. Given K any non-null polygon, the main aim is to relate the actions SK,MK :
I−1φ(∂K)(K,L
3) −→ R. Therefore, the first step is to use the formula (1) and next to get
control on the total Gaussian curvature. To do so, we need a Gauss-Bonnet formula
working on non-null polygons, no matter the causal character of the boundary pieces. This
is made, with details, in the Appendix. So, after applying this formula, we get
SK(ψ) = 4MK(ψ)− 6
∫
∂K
κψ ds− 2
r∑
j=1
θj.
Finally, the nature of the hyperbolic angle joint the formula (15), (see Appendix), are used
to show that the action measuring the total geodesic curvature of ψ(∂K) = φ(∂K) indeed
does not depend on ψ ∈ I−1φ(∂K)(K,L3). This concludes the proof of the result. 
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4 Solutions of the O(2, 1) NSM which are A1-invariant
In this section, we completely determine the moduli space of solutions of the two-dimensional
O(2, 1) Nonlinear Sigma Model, (IεΓ(M,L
3);S), which, in addition, are invariant under A1,
i. e., the group of rotations with time-like axis, 〈~x〉.
Firstly, we need to establish this previous problem in a suitable way. In fact, the
boundary conditions, (Γ, No), cannot be arbitrary but invariant under the A1-action. This
invariance holds if and only if the following conditions are satisfied:
1. The boundary, Γ, consists of a pair of circles, {γ1, γ2}, contained in Euclidean planes,
P1, P2, which are orthogonal to the time-like axis, 〈~x〉, and centered at the points
Pi
⋂〈~x〉, i = 1, 2.
2. The unitary normal vector field, No, along Γ = {γ1, γ2}, satisfies 〈No, ~x〉 = constant.
Consequently, the topology of the surface is M = [ a1, a2]× S1.
Secondly, the action of A1 on L
3 can be naturally extended to IεΓ(M,L
3) as follows
A1 × IεΓ(M,L3) −→ IεΓ(M,L3), (µt, φ) 7→ µt ◦ φ.
It is obvious that both functionals, S and W are invariant under this action, i. e.,
S(µt ◦ φ) = S(φ), W(µt ◦ φ) = W(φ), ∀t ∈ R and φ ∈ IεΓ(M,L3).
Define the set of the immersions which are invariant under A1, also called symmetric points,
as Σε = {φ ∈ IεΓ(M,L3) : µt ◦ φ = φ, ∀t ∈ R}. To identify Σε, choose an orthonormal
basis, B = {~x, ~y, ~z}, in L3 and take the Lorentzian half-plane AdS2 = {~v ∈ L3 : 〈~v, ~y〉 >
0, 〈~v, ~z〉 = 0}. Let Cε be the space of curves, α : [s1, s2] −→ AdS2, satisfying the following
conditions, up to a reparametrization:
• 〈α′(s), α′(s)〉 = −ε,
• α(si) = trace(γi) ∩AdS2, i = 1, 2, and
• α′(si) = ν(α(si)), i = 1, 2.
Since M = [ a1, a2]× S1, for each α ∈ Cε, we can construct the immersion φα ∈ IεΓ(M,L3)
defined as φα(s, e
it) = µt(α(s)). It is obvious that φα ∈ Σε. The converse also holds.
Indeed, given φ ∈ Σε, we can find α ∈ Cε such that φ = φα. As a consequence, we can
identify Σε with Cε. On the other hand, since A1 is compact, we can apply the principle of
symmetric criticality [29]. According to this principle, the critical points ofW (equivalently
S) which are symmetric are just the critical points of W (equivalently S) when restricted
to Σε.
The following result provides, up to similarities in L3, all the solutions of the two-
dimensional O(2, 1) Nonlinear Sigma Model which are invariant under A1.
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Theorem 4.1 An immersion φα ∈ IεΓ(M,L3) is a solution of the two-dimensional O(2, 1)
Nonlinear Sigma Model if and only if the curve α is a free elastica of AdS2 when viewed
as an anti de Sitter plane.
Proof: First, we view a piece of the Lorentz-Minkowski three space as a warped product:(
L3 \ 〈~x〉, g) = (AdS2, g)×h (S1, dt2),
where the warping function, h : AdS2 −→ R+, is defined as h(p) = 〈~p, ~y〉, where ~p denotes
the position vector of the point p, and the metric in AdS2 is the induced from the usual one
in L3. Next, we make an obvious conformal change to obtain a semi-Riemannian product:(
L3 \ 〈~x〉, g¯ = 1
h2
g
)
= (AdS2, g¯)× (S1, dt2).
An easy computation shows that (AdS2, g¯) has constant Gaussian curvature −1, which
proves that it is an anti de Sitter plane. Denote by W and W the Willmore functionals of
g and g¯, respectively. We compute their restriction to Σε as follows
W(φα) = W(φα) =
∫
M
(
H
2
α +Rα
)
dAα +
∫
∂M
κ ds,
where Rα stands for the sectional curvature of (L
3 \ 〈~x〉, g¯) along dφ(TM). Notice that in
this case Rα = 0 because dφ(TM) is a mixed section in a semi-Riemannian product (see
[27]). Furthermore, the geodesic curvature of ∂M in (M,φ∗α(g¯)), κ, also vanishes identically
since Γ = φ(∂M) is made up of two geodesics in (φ(M), g¯). Next, we compute the mean
curvature function of φ(M) in (L3 \ 〈~x〉, g¯), obtaining
H
2
α =
1
4
κ2α,
where κα denotes the curvature function of α in the anti de Sitter plane (AdS2, g¯). As a
consequence, we have
W(φα) = W(φα) =
1
4
∫
[s1,s2]×S1
κ2α ds dt =
pi
2
∫
[s1,s2]
κ2α ds.
This concludes the proof. 
The above result reduces the search of solutions with a pure rotational symmetry to
curves in the anti de Sitter plane, (AdS2, g¯), which are critical points of the following
variational problem, known as the Bernouilli elastica in its Lorentzian version. The source
space is the space of clamped curves, Cε, and the Lagrangian is E : Cε −→ R, defined by
E(α) =
∫
α
κ2α ds.
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The first variation, δE(α) : TαC
ε −→ R, associated with this functional can be computed,
using a standard method which involves some integration by parts (see for example [21]
for details) to be,
δE(α)[W ] =
∫
α
g¯(Ω(α),W ) ds+ [B(α,W )]s2s1 ,
where Ω and B denote, respectively, the Euler-Lagrange and the boundary operators, given
by
Ω(α) = 2ε2∇3TT + 3ε1∇T
(
κ¯2α T
)
+ 2∇TT,
B(α,W ) = 2ε2g¯(∇TW,∇TT )− g¯
(
W, 2ε2∇2TT + 3ε1κ¯2α T
)
,
where∇ is the Levi-Civita connection of (AdS2, g¯), ε1 is the causal character of T = α′ and
ε2 that of the normal. By using the boundary conditions of curves in C
ε (clamped curves)
we can see that [B(α,W )]s2s1 = 0. Therefore, the elasticae of (AdS2, g¯) are those curves in
Cε satisfying the Euler-Lagrange equation Ω(α) = 0. This equation can be transformed
using the Frenet equations to obtain the following elastica equation
2κ¯′′α − κ¯3α + 2ε2 κ¯α = 0. (5)
Certainly κ¯α = 0 is a trivial solution of this equation, which means that geodesics of
(AdS2, g¯) are elasticae. Writting u = κ¯α, the above elastica equation turns out to be
2u′′ − u3 + 2ε2 u = 0, which can be integrated by means of Jacobi elliptic functions, [15],
to have
u(s) = C cn
(
λ(s− ao), C˜
)
where λ ∈ C \ {0} and ao ∈ R are arbitrary constants, C2 = −2 (λ2 − ε2) and C˜2 = λ2−ε22λ2 .
However, the elliptic cosinus of Jacobi is a complex-valued function, and the curvature
must be a real-valued function. The real-valued solutions of the equation can be obtained
using the properties of the Jacobi elliptic cosinus, see [11]. They provide the following
curvature functions
κ¯α(s) = C cn
(√
ε2 − C
2
2
(s− ao), C˜
)
,
for s ∈

R \
⋃
n∈Z
ao + 2n+ 1√C2
2
− ε2
E′
 if ε2 − C22 < 0
R if ε2 − C22 > 0
 ,
where C ∈ R \ {−√2 ε2,
√
2 ε2} and ao ∈ R are arbitrary constants, C˜2 = C22C2−4ε2 and E
′
is the complete elliptic integral of first kind with modulus
√
1− C˜2.
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A1-invariant Riemannian soliton A1-invariant Lorentzian soliton
5 A2-invariant surfaces in L
3
Next, our aim is to obtain, up to isometries of the Lorentz-Minkowski space, the whole
class of solutions of the O1(3) Nonlinear Sigma Model, which are invariant under the group
A2. A priori, it could be similar to the above studied case, but it becomes more difficult
and subtle. The main difficulty we have now, is to find the symmetric points, i.e. the
immersions that are invariant under A2.
Let denote by 〈~x〉 the space-like axis and consider the only two degenerate planes
containing 〈~x〉. L3 minus these two planes consists of four open regions that we will call
fundamental regions. The A2-invariant surfaces contained in a fundamental region will be
named fundamental symmetric surfaces.
Certainly, we can get a wide class of surfaces invariant under A2 by taking a curve
immersed in any non-degenerate plane of L3 containing 〈~x〉, whose trace does not intersect
the axis, and rotating it by applying the elements of A2. These surfaces are those known in
the literature as rotational surfaces with space-like axis, see for example [19]. All of them
are fundamental symmetric surfaces. However, we can also find symmetric surfaces that
leave a fundamental region to emerge in another one. In some sense, they are obtained
by gluing fundamental symmetric surfaces. These extended surfaces have been usually
avoided in the literature because of their difficulty. Nevertheless, the class includes famous
surfaces, such as a saddle surface and a one-sheet hyperboloid.
In this big section, we will make an exhaustive analysis to completely describe the
whole class of surfaces in L3 that admit a rotational group of symmetries with space-like
axis, i.e. surfaces that are invariant under a group of hyperbolic rotations. For the sake of
clearness, we will split our study in several subsections.
5.1 Fundamental regions and fundamental surfaces
Let ~x be a unitary space-like vector in L3. We choose an orthonormal basis, B = {~x, ~y, ~z},
where ~y is also space-like and ~z is time-like. We work in coordinates with respect to B, so
that the metric in L3 is written as g ≡ dx2 + dy2 − dz2. In L3 \ 〈~x〉 we will distinguish the
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following regions that will be called fundamental regions
R+ = {(x, y, z) ∈ L3 : z2 − y2 > 0, z > 0},
R− = {(x, y, z) ∈ L3 : z2 − y2 > 0, z < 0},
Q+ = {(x, y, z) ∈ L3 : z2 − y2 < 0, y > 0}, and
Q− = {(x, y, z) ∈ L3 : z2 − y2 < 0, y < 0}.
Definition 5.1 An A2-invariant surface immersed in L3 is said to be a fundamental sym-
metric surface (or simply a fundamental surface) if it is contained in only one fundamental
region.
We define R = {(x, y, z) ∈ L3 : y = 0} and Q = {(x, y, z) ∈ L3 : z = 0}. In this
setting, we can introduce the notion of rotational surface generated by a curve.
Definition 5.2 Let γ be a curve immersed in either R or Q, with domain I ⊆ R. We
define the rotational surface generated by γ as
Σγ := {ξt(γ(s)) : s ∈ I, t ∈ R}.
Remark 5.3 Notice that, in the case γ intersects 〈~x〉, Σγ is not a topological surface.
Next, we consider the following open half planes
R˜+ = R+ ∩ R = {(x, 0, z) ∈ L3 : z > 0},
R˜− = R− ∩ R = {(x, 0, z) ∈ L3 : z < 0},
Q˜+ = Q+ ∩ Q = {(x, y, 0) ∈ L3 : y > 0},
Q˜− = Q− ∩ Q = {(x, y, 0) ∈ L3 : y < 0},
P++ =
(
∂R+ ∩ ∂Q+) \ 〈~x〉 = {(x, y, z) ∈ L3 : y = z > 0},
P−+ =
(
∂R+ ∩ ∂Q−) \ 〈~x〉 = {(x, y, z) ∈ L3 : −y = z > 0},
P+− =
(
∂R− ∩ ∂Q+) \ 〈~x〉 = {(x, y, z) ∈ L3 : y = −z > 0}, and
P−− =
(
∂R− ∩ ∂Q−) \ 〈~x〉 = {(x, y, z) ∈ L3 : y = z < 0}.
We also consider the following Lorentzian unitary circles
H+ = {(0, y, z) ∈ L3 : z2 − y2 = 1, z > 0},
H− = {(0, y, z) ∈ L3 : z2 − y2 = 1, z < 0},
J+ = {(0, y, z) ∈ L3 : y2 − z2 = 1, y > 0}, and
J− = {(0, y, z) ∈ L3 : y2 − z2 = 1, y < 0}.
It should be noticed that while H+ and H− are space-like in L3, with metric dt2, J+ and J−
are time-like, with metric denoted by −dt2. Next, we define the following positive functions
f+ : R˜
+ −→ R, f+(x, 0, z) = z,
f− : R˜− −→ R, f−(x, 0, z) = −z,
h+ : Q˜
+ −→ R, h+(x, y, 0) = y, and
h− : Q˜− −→ R, h−(x, y, 0) = −y.
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In this setting, it is not difficult to check the following warped product decompositions
(R+, g) = (R˜+, g)×f+ (H+, dt2),
(R−, g) = (R˜−, g)×f− (H−, dt2),
(Q+, g) = (Q˜+, g)×h+ (J+,−dt2), and
(Q−, g) = (Q˜−, g)×h− (J−,−dt2).
Furthermore, when we make the obvious conformal changes, it is easy to see that:
•
(
R˜+, 1
f2+
g
)
and
(
R˜−, 1
f2−
g
)
are de Sitter planes with curvature 1, and
•
(
Q˜+, 1
h2+
g
)
and
(
Q˜−, 1
h2−
g
)
are hyperbolic planes with curvature −1.
Consequently, we obtain the following result.
Lemma 5.1 1.
(
R+, 1
f2+
g
)
and
(
R−, 1
f2−
g
)
are the semi-Riemannian product of a de
Sitter plane and a space-like Lorentzian unitary circle.
2.
(
Q+, 1
h2+
g
)
and
(
Q−, 1
h2−
g
)
are the semi-Riemannian product of a hyperbolic plane
and a time-like Lorentzian unitary circle.
5.2 Fundamental symmetric immersions
In this subsection, we completely describe those non-degenerate immersions, φ : M −→
L3, whose image is a fundamental symmetric surface. We will see that they correspond
with rotational surfaces generated by non-degenerate curves that do not intersect 〈~x〉. To
proceed with, we consider separately Riemannian and Lorentzian cases.
Since A2-invariant Riemannian surfaces automatically lie in R
+ or R−, the following
result assures us that all the A2-invariant Riemannian surfaces are fundamental symmetric
surfaces, and it classifies them.
Theorem 5.4 Let M be a connected surface and φ : M −→ L3 an immersion. Then,
(M,φ∗(g)) is Riemannian and A2-invariant if and only if there exists a smooth time-like
curve, α, contained in either R˜+ or R˜−, such that φ(M) = Σα. In particular, these surfaces
lie in R+ or R−.
Proof: The sufficient condition is widely known, [19]. To prove the converse, assume that
φ : M −→ L3 is an immersion such that (M,φ∗(g)) is Riemannian and φ(M) is invariant
under the action of A2. This implies that φ(M) is foliated by space-like orbits. On the
other hand, the orbits in Q+
⋃
Q− are time-like and those in P++
⋃
P−+
⋃
P+−
⋃
P−− are light-
like. This shows that φ(M) ⊂ R+⋃R−⋃〈~x〉. Consequently, there exists a space-like curve,
α : J ⊂ R −→ R, such that φ(M) = {ξt(α(s)) : s ∈ J, t ∈ R}. However, if α(J)
⋂
R˜+ 6= ∅
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then α(J) ⊂ R˜+. Indeed, given a point s0 ∈ J such that α(s0) ∈ 〈~x〉, then the surface Σα
is not even a topological manifold at α(s0). This concludes the proof. 
In the Lorentzian case, the behavior is different. The reason is that it is possible to
find A2-invariant Lorentzian surfaces in the four fundamental regions, according to the
following result.
Theorem 5.5 Let M be a connected surface and φ : M −→ L3. Then, (M,φ∗(g)) is a
Lorentzian symmetric fundamental surface if and only if either
• there exists a time-like curve, α : I −→ R˜+, such that φ(M) = Σα,
• there exists a time-like curve, α : I −→ R˜−, such that φ(M) = Σα,
• there exists a space-like curve, α : I −→ Q˜+, such that φ(M) = Σα, or
• there exists a space-like curve, α : I −→ Q˜−, such that φ(M) = Σα.
The proof is left to the reader because it is similar to the one of Theorem 5.4.
5.3 Some examples to motivate the extended Lorentzian case
For a better understanding of the general (or extended) Lorentzian case, we analyze two
examples of A2-invariant Lorentzian surfaces that intersect more than one fundamental
region.
Example 1 : A saddle surface. We consider the following saddle surface in L3
S =
{
(x, y, z) ∈ L3 : x = y2 − z2 > −1
4
}
,
which admits a natural Monge parametrization as a graph. Indeed, in the plane x = 0, we
consider the map
X : R×
(
−1
2
,
1
2
)
−→ S ⊂ L3, X(y, z) = (y2 − z2, y, z).
S is a Lorentzian surface in L3, because we have considered only the piece where the
induced metric is Lorentzian. S is also invariant under the group A2. In addition, every
fundamental region contains a piece of this saddle surface. According to the notation we
are using, these pieces can be described as follows:
Σα+ , where α
+ : (0, 1/2)→ R˜+, α+(s) = (−s2, 0, s),
Σα− , where α
− : (−1/2, 0)→ R˜−, α−(s) = (−s2, 0, s),
Σβ+ , where β
+ : (0,+∞)→ Q˜+, β+(s) = (s2, s, 0), and
Σβ− , where β
− : (−∞, 0)→ Q˜−, β−(s) = (s2, s, 0).
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Obviously, these surfaces are glued along the common boundaries, obtaining S. Though
the gluing mechanism is obvious in this case, we will emphasize it as a motivation for the
later extension. We will work in a neighborhood of the boundaries of the above four pieces.
Firstly, it should be noticed that we can work with the following couple of curves:
• a time-like curve α : (−δ, δ) −→ R, α(s) = (fα(s), 0, s) = (−s2, 0, s), and
• a space-like curve β : (−δ, δ) −→ Q, β(s) = (fβ(s), s, 0) = (s2, s, 0).
They are defined as graphs for a certain δ ∈ (0, 1/2). In addition, we have a gluing smooth
function, F : {(y, z) ∈ R2 : |z2 − y2| < δ2} −→ R, defined as
F (y, z) =
 fα
(
sign(z)
√
z2 − y2
)
= y2 − z2 if z2 ≥ y2,
fβ
(
sign(y)
√
y2 − z2
)
= y2 − z2 if y2 ≥ z2.

When we consider the four pieces altogether, the Monge parametrization is just obtained
in terms of F .
Example 2 : A one-sheet hyperboloid. We consider the following one-sheet hyper-
boloid
H = {(x, y, z) ∈ L3 : x2 + y2 − z2 = 1}.
Clearly, it is A2-invariant and it is not contained in any fundamental region. In fact, the
intersection of H and the fundamental regions consists of six connected pieces. We denote
by p = (1, 0, 0) and q = (−1, 0, 0) the two points in which H intersects the axis. Then, it
is easy to check that the boundaries of above six pieces are just the eight light-like orbits
with boundary either p or q. Thus, it is necessary to glue twice to obtain H.
Firstly, we work around p. We choose δ satisfying 0 < δ < 1 and we define:
• a time-like curve αp : (−δ, δ)→ R, αp(s) = (fαp(s), 0, s) = (+
√
1 + s2, 0, s), and
• a space-like curve βp : (−δ, δ)→ Q, βp(s) = (fβp(s), s, 0) = (+
√
1− s2, s, 0),
which satisfy αp(0) = βp(0) = p. Then, we define the gluing smooth function Fp : {(y, z) ∈
R2 : |z2 − y2| < δ2} −→ R as
Fp(y, z) =
 fαp
(
sign(z)
√
z2 − y2
)
= +
√
1− y2 + z2 if z2 ≥ y2,
fβp
(
sign(y)
√
y2 − z2
)
= +
√
1− y2 + z2 if y2 ≥ z2.

Now, in terms of this gluing function, we can define a parametrization of the one-sheet
hyperboloid around p as follows
Xp : {(y, z) ∈ R2 : |z2 − y2| < δ2} −→ H ⊂ L3,
Xp(y, z) = (Fp(y, z), y, z) =
(
+
√
1− y2 + z2, y, z
)
.
Finally, using the negative square root we obtain curves and a gluing function to paste the
pieces around q.
18
Saddle surface One-sheet hyperboloid
5.4 Dissection of an A2-invariant Lorentzian surface
Along this subsection, we assume that M is a connected smooth surface and φ : M −→ L3
is an immersion such that (M,φ∗(g)) is Lorentzian and φ(M) is A2-invariant. We are going
to use surgery to study the pieces of φ(M) that lie in each of the fundamental regions and
in P++
⋃
P−+
⋃
P+−
⋃
P−−. The following assertions can be checked by the reader.
1. φ(M)
⋂
(R+
⋃
R−) is empty or it is a countable union of Lorentzian fundamental
surfaces that are generated by time-like curves immersed in either R˜+ or R˜−, i.e.,(⋃
e∈E
Σαe
)⋃(⋃
f∈F
Σαf
)
,
where {αe : e ∈ E} and {αf : f ∈ F} are countable families of time-like curves in
R˜+ and R˜−, respectively.
2. φ(M)
⋂
(Q+
⋃
Q−) is empty or it is a countable union of Lorentzian fundamental
surfaces with profile curves immersed in either Q˜+ or Q˜−, i.e.,(⋃
λ∈Λ
Σβλ
)⋃(⋃
θ∈Θ
Σβθ
)
,
where {βλ : λ ∈ Λ} and {βθ : θ ∈ Θ} are countable families of curves in Q˜+ and
Q˜−, respectively.
3. φ(M)
⋂(
P++
⋃
P−+
⋃
P+−
⋃
P−−
)
is empty or a countable set of light-like orbits lying
in the boundary of the Lorentzian fundamental surfaces mentioned in the previous
items.
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We have already studied the Lorentzian fundamental surfaces, so we will focus on the
case in which φ(M) is not a fundamental surface. So, we assume that φ(M)∩(R+∪R−) 6= ∅
and φ(M) ∩ (Q+ ∪ Q−) 6= ∅.
Once we have made the dissection, we will study the curves immersed in R, the curves
immersed in Q and finally, how these curves are related.
Generating curves immersed in R
By using a connection argument, as well as the non existence of closed time-like curves in
R, we can state the following facts about the curves in R˜+ and R˜−:
[R1] For each α ∈ {αe : e ∈ E} ∪ {αf : f ∈ F}, there exists Uα ⊆ M connected
submanifold such that φ(Uα) = Σα. Moreover, if there exist more than one of such
submanifolds, we include in {αe : e ∈ E} ∪ {αf : f ∈ F} as many copies of α as
existing submanifolds, and we notate them with different subindices.
[R2] If α ∈ {αe : e ∈ E} ∪ {αf : f ∈ F}, then α is maximal in the sense that there are
no connected submanifolds satisfying Uα ⊆ V and φ(V ) do not intersect 〈~x〉.
[R3] Many curves of {αe : e ∈ E} ∪ {αf : f ∈ F} can be glued to obtain smooth or
piecewise smooth time-like curves in R. Indeed, given p ∈ 〈~x〉, if there exist e ∈ E
and f ∈ F satisfying
• p belongs to the boundary of these two curves, and
• there exists U ⊆ M open and connected, such that U ∩ φ−1(R+) = Uαe and
U ∩ φ−1(R−) = Uαf ,
then these two curves can be glued. If p ∈ φ(M), then the union is a time-like smooth
curve in R. Otherwise, the union is time-like and smooth everywhere except in p,
where we only know it is continuous.
It is easy to check that this procedure cannot be applied to two curves of {αe : e ∈ E}
or two curves of {αf : f ∈ F}, because we will not obtain a Lorentzian surface.
[R4] After all the possible gluing processes, we obtain a countable family of continuous
piecewise smooth time-like curves in R, {αi : Ji −→ R : i ∈ I}, Ji ⊆ R being an
interval for all i ∈ I (they are smooth everywhere, except in those points satisfying
p /∈ φ(M) and p ∈ 〈~x〉).
[R5] As R is a Lorentzian plane, we can deduce that for each i ∈ I there exists a unique
si ∈ Closure(Ji) such that pi = lims→si α(s) belongs to 〈~x〉. In addition, either si
belongs to the boundary of Ji, or the curve changes from one fundamental region to
another at pi.
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Generating curves immersed in Q
The following assertions hold:
[Q1] The properties analogous to [R1], [R2] and [R3] hold true for curves in {βλ : λ ∈
Λ} ∪ {βθ : θ ∈ Θ}.
[Q2] After all the possible gluing processes, we obtain only one continuous, piecewise
smooth curve in Q (smooth everywhere except in the intersections with 〈~x〉, in which
we only know the curve is continuous). We will notate this curve as β. This property
is a consequence of the connectedness of M and [R5].
[Q3] The domain of β, J, can be an interval or S1. The firs situation corresponds to
the case in which either β is not closed, or β is closed but there are two curves in
{βλ : λ ∈ Λ} ∪ {βθ : θ ∈ Θ} that suffered only one gluing process.
[Q4] Each time β intersects 〈~x〉, either the curve changes from a fundamental region to
another, or the intersection is a boundary point of β, or the point belongs to the only
two curves in {βλ : λ ∈ Λ} ∪ {βθ : θ ∈ Θ} that suffered only one gluing process.
Connecting profile curves with different causal character
At this point, we know that the surface φ(M) is generated by {αi : i ∈ I} and β. However,
we need a deeper understanding of the relation between β and the curves {αi : i ∈ I}, as
well as the way of constructing the original surface from the generating curves.
Thanks to the connectedness of M , the Remark 5.3 and the properties above, is easy
to check the following assertions.
P1. ∀so ∈ J such that β(so) ∈ 〈~x〉, there exist ε > 0 and i ∈ I, satisfying
• β(so) ∈ Closure(trace(αi)), and
• Σβ|Jo
⋃
Σαi is a smooth surface, where Jo =]so − ε, so + ε[∩ J.
Roughly speaking, for each so ∈ J such that β(so) ∈ 〈~x〉, there exists αi gluing
appropriately with β in a neighborhood of so.
P2. ∀i ∈ I, there exist ε > 0 and so ∈ Closure(J), such that
• lims→so β(s) = lims→si α(s), and
• Σβ|Jo
⋃
Σαi is a smooth surface, where Jo =]so − ε, so + ε[∩ J.
Roughly speaking, for each αi, there exists so ∈ Closure(J) such that β and αi glue
appropriately in a neighborhood of so.
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Remark 5.6 If we ask Uα+i ∪ Uα−i ∪ Uβ+i ∪ Uβ−i to be connected, being α
±
i = αi|Ji∩R± and
β± = β|Jo∩R±, then i is unique in P1, and so is unique in P2. In this case, P1 and P2
can be viewed as injective maps, P1 : {so ∈ J : β(so) ∈ 〈~x〉} −→ I and P2 : I −→
{so ∈ Closure(J) : lims→so β(s) ∈ 〈~x〉}, verifying P2 ◦ P1(s) = s for all s ∈ J such that
β(s) ∈ 〈~x〉.
Remark 5.7 When considering Σβ|Jo ∪Σαi, we are also adding the light-like orbits belong-
ing to the boundary of these two surfaces and to φ(M) (otherwise the union will not be
connected).
Light-like orbits connecting the pieces
Definition 5.8 Given any point p = (xo, 0, 0) ∈ 〈~x〉, we define the light-like orbital at p,
Op, as the set consisting of p together with the four light-like orbits through this point, i.e.
Op = {(xo, y, z) : y2 = z2}.
Definition 5.9 For each so ∈ Closure(J) such that p = lims→so β(s) ∈ 〈~x〉, we define the
light-like patch at so as
Bso = Opo
⋂
φ(U),
where po = lims→so β(s) and U ⊆M is a domain such that:
• φ(U)⋂ (Q+⋃Q−) = Σβ|Jo , and
• if ∃i ∈ I satisfying P2(i) = so, then φ(U)
⋂
(R+
⋃
R−) = Σαi.
Remark 5.10 The light-like patch at so is just the union of the elements of a subset of
{{po}, {(xo, a, a) : a > 0}, {(xo, a, a) : a < 0}, {(xo,−a, a) : a > 0}, {(xo,−a, a) : a <
0}} where po = (xo, 0, 0) = lims→so β(s).
Summary of the dissection
Given an A2-invariant Lorentzian immersion, φ : M −→ L3, there exists a family of time-
like curves in R, {αi : Ji ⊆ R −→ R : i ∈ I}, and a curve in Q, β : J −→ Q, satisfying:
• All of them are smooth everywhere except in those points belonging to 〈~x〉\φ(M), in
which the curve is only known to be continuous.
• For each i ∈ I, Ji is an interval. Even more, there exists only one si ∈ Closure(Ji)
such that pi = lims→si α(s) belongs to 〈~x〉. If si is not a boundary point of Ji, then
it is a point in which the curve goes from one fundamental region into another.
• The domain of β, J, is either an interval, or S1, see [Q3].
• Each time β intersects 〈~x〉, either the curve goes from one fundamental region to
another, or the point belongs to { lim
s→so
β(s) / so ∈ ∂J}.
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• P1 and P2 hold.
Also, for each so ∈ Closure(J) such that lims→so β(s) ∈ 〈~x〉, there exists a set, Bso , called
light-like patch, consisting of the union of some of the following sets: {po}, {(xo, a, a) :
a > 0}, {(xo, a, a) : a < 0}, {(xo,−a, a) : a > 0} and {(xo,−a, a) : a < 0} (where
po = (xo, 0, 0) = lims→so β(s)).
In this setting,
φ(M) = Σβ
⋃(⋃
i∈I
Σαi
)⋃(⋃
{Bso : lim
s→so
β(s) ∈ 〈~x〉}
)
.
Note that Σαi and Σβ correspond to Definition 5.2, but here we are removing the points
of the axis. From now on, we will use this assumption freely.
5.5 Characterization of the gluing
In this subsection, we characterize the way to paste two Lorentzian fundamental symmetric
surfaces, Σα and Σβ, which are generated by suitable curves, α in R and β in Q.
Let α be a time-like curve in R and β a curve in Q, such that lims→0 α(s) = lims→0 β(s) =
p = (xo, 0, 0) ∈ 〈~x〉. Firstly, we choose an appropriate light-like patch, B0 ⊂ Op =
{(xo, y, z) : y2 = z2}. Secondly, we take a neighborhood of 0 in the domain of β such that
lims→s˜ β(s) /∈ 〈~x〉, for s˜ 6= so. There is no loss of generality, because only that neighborhood
is important in the gluing process.
In this setting, the following result can be regarded as the master piece to understand
how A2-invariant surfaces generated by curves glue smoothly. Moreover, it characterizes
the gluing mechanism.
Theorem 5.11 Local Gluing Theorem In the setting of this subsection, Σα and Σβ
glue smoothly and the metric along the union is Lorentzian, i.e. Σ = Σα
⋃
Σβ
⋃
B0 is
a smooth Lorentzian surface in a neighborhood of B0, if, and only if, there exist smooth
functions fα and fβ such that the following assertions hold:
LG1. α(u) = (fα(u), 0, u) is a parametrization of α in a neighborhood of p.
LG2. β(u) = (fβ(u), u, 0) is a parametrization of β in a neighborhood of p.
LG3. The following function is smooth
F (y, z) =
 fα
(
sign(z)
√
z2 − y2
)
if z2 ≥ y2,
fβ
(
sign(y)
√
y2 − z2
)
if y2 ≥ z2,
 ,
defined on a neighborhood of {(y, z) : (xo, y, z) ∈ B0}. F is called the gluing func-
tion.
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Proof: Assume that Σ is a smooth Lorentzian surface in a neighborhood of B0. We split
the proof of the necessary condition in two cases.
Case 1: If both α and β do not cross the axis, each of them is contained in the
union of a fundamental region and the axis. We can assume that trace(α) ⊆ R˜+⋃〈~x〉 and
trace(β) ⊆ Q˜+⋃〈~x〉, since the proof for other cases works similarly.
We prove LG1.
The curve α can be written down as α(s) = (α1(s), 0, α3(s)), and we can assume it
is arclength parametrized. Then, α′3(s)
2 = α′1(s)
2 + 1 > 0. Thus, by using the Inverse
Function Theorem, we obtain ρ > 0 such that α3 :]0, ρ[−→ α3(]0, ρ[) is a diffeomorphism.
Now, from lims→0 α3(s) = 0 and α3 > 0, we get that α3(]0, ρ[) =]0, %[ for certain % > 0.
This provides a smooth function fα :]0, %[−→ R, defined by fα(u) = α1 ◦ α−13 (u), and so
LG1 holds.
We prove LG2.
We can write down β as β(s) = (β1(s), β2(s), 0), and we can assume this parametrization
is arc-length. Then, we consider
Xβ(s, t) := ξt(β(s)).
Our main aim is to show that lims→0 β′2(s) 6= 0. Suppose, contrary to our claim, that
lims→0 β′2(s) = 0.
It should be noticed that the light-like orbit {(xo, y, y) ∈ L3/y > 0} is contained in
B0. Given a point in that orbit, q = (xo, a, a) with a > 0, let γq(τ) = Xβ(sq(τ), tq(τ)) be
a smooth curve with limτ→0 γq(τ) = q. Obviously, this implies that limτ→0 sq(τ) = 0. As
lims→0 β2(s) = 0, then
lim
τ→0
cosh(tq(τ)) = lim
τ→0
sinh(tq(τ)) = +∞. (6)
On the other hand, we compute the Riemannian normal to Σ along γq, obtaining
NR(γq(τ)) =
(β′2(sq(τ)),−β′1(sq(τ)) cosh(tq(τ)), β′1(sq(τ)) sinh(tq(τ)))√
β′2(sq(τ))2 + β
′
1(sq(τ))
2(cosh2(tq(τ)) + sinh
2(tq(τ)))
.
Now, by using that lims→0 β′2(s) = 0, as well as (6) and the previous expression, we obtain
NR(q) = lim
τ→0
NR(sq(τ), tq(τ)) = (0,− 1√
2
,
1√
2
).
This implies that TqΣ is a degenerate plane, which provides a contradiction. Therefore,
we have proven that lims→0 β′2(s) 6= 0. Now, we can follow a similar argument to the one
used with α, concluding that LG2 holds.
We prove LG3.
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We define the following sets
Ω = {(y, z) ∈ R2 : |z2 − y2| < %2, (xo, y, z) ∈ R+ ∪ Q+ ∪B0},
Ωα = {(y, z) ∈ R2 : |z2 − y2| < %2, (xo, y, z) ∈ R+}, and
Ωβ = {(y, z) ∈ R2 : |z2 − y2| < %2, (xo, y, z) ∈ Q+},
% being the minimum of {%α, %β}. It is clear that F|Ωα and F|Ωβ are smooth. In order to
study the smoothness of F at the points of B0, we define Σ
′ = Σα|]0,%[ ∪Σβ|]0,%[ ∪B0 and the
map Π : Σ′ −→ Ω, Π(x, y, z) = (y, z). Π is smooth, bijective and Π−1(y, z) = (F (y, z), y, z).
If we prove that dΠq is bijective ∀q ∈ B0, the Inverse Function Theorem gives us the
smoothness of F at the points of B0. It is enough to prove that ∂x(q) /∈ TqΣ′ ∀q ∈ B0. To
do so, we distinguish three cases:
• If q = p, then {(xo, y,−y) ∈ L3/y ∈ R} ⊆ B0, and so, TqΣ′ = Span{∂y(q) +
∂z(q), ∂y(q)− ∂z(q)}.
• If q ∈ {(xo, y, y) ∈ L3/y 6= 0}, it is clear that ∂y(q) + ∂z(q) ∈ TqΣ′. As TqΣ′ is
a Lorentzian plane, and Span{∂x(q), ∂y(q) + ∂z(q)} is a degenerate plane, we get
∂x(q) /∈ TqΣ′.
• If q ∈ {(xo, y,−y) ∈ L3/y 6= 0}, we proceed similarly to the previous item.
Case 2: At least one of the curves α and β crosses the axis.
From Case 1, conditions LG1, LG2 and LG3 hold except for the smoothness of fα and
fβ at u = 0, and the smoothness of F at (0, 0) (in the case that they make sense).
We will only prove the smoothness of fα, since the proof for fβ is analogous.
If either Σα ∩R+ = ∅ or Σα ∩R− = ∅, the proof is trivial. Consequently, consider that
Σα ∩R+ 6= ∅ and Σα ∩R− 6= ∅. Then, either Σβ ∩Q+ 6= ∅ or Σβ ∩Q− 6= ∅. Without loss of
generality, we may assume that Σβ ∩Q+ 6= ∅. Given a > 0, we choose the following curves,
that are smooth because of Case 1:
γ1(t) =
(
F (a− t
4a
, a+
t
4a
), a− t
4a
, a+
t
4a
)
=
{ (
fα(
√
t), a− t
4a
, a+ t
4a
)
if t ≥ 0(
fβ(
√−t), a− t
4a
, a+ t
4a
)
if t ≤ 0
}
,
γ2(t) =
(
F (a− t
4a
,−a− t
4a
), a− t
4a
,−a− t
4a
)
=
{ (
fα(−
√
t), a− t
4a
,−a− t
4a
)
if t ≥ 0(
fβ(
√−t), a− t
4a
,−a− t
4a
)
if t ≤ 0
}
.
Then, we have
lim
t→ 0
t > 0
dn
dtn
(
fα(
√
t)
)
= lim
t→ 0
t < 0
dn
dnt
(
fβ(
√−t)) = lim
t→ 0
t > 0
dn
dtn
(
fα(−
√
t)
)
∀n ∈ N,
and consequently
lim
u→ 0
u > 0
dn
dun
fα(u) = lim
u→ 0
u < 0
dn
dun
fα(u) ∀n ∈ N.
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Thanks to Case 1, we can assure that the gluing function is smooth everywhere except
at (0, 0). The smoothness of F at (0, 0) is obtained by applying the Inverse Function
Theorem to Π at p.
Let us prove the converse. We suppose that LG1, LG2 and LG3 hold. It is enough
to show that Σ is a Lorentzian smooth surface in a neighborhood of B0. Indeed, as the
function F can be used to define a parametrization of Σ in a neighborhood of B0, we only
need to exhibit the Lorentzian character of the surface along B0.
Firstly, we need to prove that f ′α(0) = f
′
β(0) = 0. If p ∈ Σ, then the proof is trivial.
Otherwise, we have to prove that if any of those two equalities do not hold, then F is
not smooth. We know that B0 contains at least one orbit of the light-like orbital Op. We
suppose {(xo, y, y) ∈ L3/y > 0} ⊆ B0 and we consider {(y, y) / y > 0}. It is easy to see
that the gradient of F is not continuous along {(y, y) / y > 0} when any of the equalties
f ′α(0) = f
′
β(0) = 0 are not true. This is a contradiction because F is a smooth function.
Secondly, we prove the surface along B0 is Lorentzian. If p ∈ B0, then TpΣ =
Span{lims→0 α′(s) = (0, 0, 1), lims→0 β′(s) = (0, 1, 0)}, which is Lorentzian. Next, we
focus on studying the metric along the light-like orbits contained in B0. If we sup-
pose {(xo, y, y) ∈ L3/y > 0} ⊆ B0, then either Σα ∩ R+ 6= ∅ or Σβ ∩ Q+ 6= ∅. We
assume the first one holds and we take (xo, a, a) with a > 0. Now, choose the curve
ω(t) = (F (at, a), at, a) for t ≤ 1. Certainly, ω(1) = (xo, a, a) and so, using that f ′α(0) = 0,
we compute ω′(1) = (−a2f ′′α(0), a, 0). Then, the vector
−2
a(1 + a2(f ′′α(0))2)
ω′(1) + (0, 1, 1)
is light-like, it belongs to T(xo,a,a)Σ and it is not proportional to (0, 1, 1), so T(xo,a,a)Σ is a
Lorentzian plane.
The proof for the other light-like orbits is analogous. 
Remark. It should be noticed that we have shown that f ′α(0) = f
′
β(0) = 0 when F is
smooth. Then, α and β are perpendicular to 〈~x〉, and so, there cannot exist a singularity
at p. Another consequence of this fact is that for each A2-invariant immersion, the curves
{αi : i ∈ I} ∪ {β} are smooth.
5.6 Classification of Lorentzian A2-invariant surfaces
As a summary of all the results obtained along the previous subsections, we exhibit the
classification of Lorentzian A2-invariant surfaces. As a previous step, we need the following
definition.
Definition 5.12 Let
{β : J→ Q}
⋃
{αi : Ji → R : i ∈ I}
be a countable family of smooth curves such that αi is time-like and Ji ⊆ R is an interval
∀i ∈ I, and J is either an interval or S1. We will say that these curves are in general
position if they satisfy the following three conditions:
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P1. ∀s ∈ J such that β(s) ∈ 〈~x〉, there exist ε > 0 and i ∈ I satisfying
• β(s) ∈ Closure(trace(αi)), and
• Σβ|Jo
⋃
Σαi is a smooth surface, where Jo =]so − ε, so + ε[∩J.
P2. ∀i ∈ I, there exist ε > 0 and so ∈ Closure(J) such that
• lims→so β(s) ∈ Closure(trace(αi)), and
• Σβ|Jo
⋃
Σαi is smooth, where Jo =]so − ε, so + ε[∩J.
P3. Using P1 and P2, there can be defined two injective maps,
P1 : {s ∈ J : β(s) ∈ 〈~x〉} −→ I and P2 : I −→ {so ∈ Closure(J) : lim
s→so
β(s) ∈ 〈~x〉},
verifying P2(P1(s)) = s for all s ∈ J such that β(s) ∈ 〈~x〉.
Remark 5.13 In the previous definition, when we say Σβ|Jo
⋃
Σαi is smooth, it means that
Σβ|Jo
⋃
Σαi joint to an appropriate A2-invariant subset of Oβ(s) is smooth.
Theorem 5.14 Let M be a connected surface and φ : M −→ L3 an immersion. Then,
(M,φ∗(g)) is Lorentzian and A2-invariant if and only if either
1. φ(M) is a Lorentzian fundamental symmetric surface (described in Theorem 5.5), or
the union of such surface and one, two, three or four light-like orbits.
2. φ(M) is the union of the rotational surfaces generated by a family of curves in general
position,
{β : J→ Q} ∪ {αi : Ji → R : i ∈ I},
and the corresponding family of light-like patches,
{Bso : lim
s→so
β(s) ∈ 〈~x〉};
that is
φ(M) = Σβ
⋃(⋃
i∈I
Σαi
)⋃(⋃
{Bso : lim
s→so
β(s) ∈ 〈~x〉}
)
.
5.7 An algorithm to construct A2-invariant Lorentzian surfaces
not contained in any fundamental region
To finish the study of A2-invariant Lorentzian surfaces, we give an algorithm to construct
many examples of this kind of surfaces, that are not contained in any fundamental region.
1. Given δ > 0, choose a smooth function ϕ : (−δ2, δ2) −→ R.
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2. We consider the functions fα : Jα ⊆ (−δ, δ) −→ R and fβ : Jβ ⊆ (−δ, δ) −→ R,
defined as
fα(s) = ϕ(s
2) and fβ(s) = ϕ(−s2),
where Jα and Jβ are intervals such that 0 lies in the closure of both of them and
(f ′α(s))
2 < 1 for all s ∈ Jα.
3. We define the following curves, α : Jα −→ R and β : Jβ −→ Q, given by
α(s) = (fα(s), 0, s) and β(s) = (fβ(s), s, 0).
4. Choose B0 ⊂ {(ϕ(0), y, z) ∈ L3 : y2 = z2} to be A2-invariant and such that Σα ∪
Σβ ∪B0 is a topological surface.
5. The surfaces Σα and Σβ, generated by α and β respectively, glue smoothly and
Σ = Σα
⋃
Σβ
⋃
B0 is an A2-invariant Lorentzian surface. The gluing function (see
Theorem 5.11) is given by
F (y, z) = ϕ(z2 − y2).
In addition, if we start with two functions, fα and fβ, such that they are analytic in
0, fα(0) = fβ(0) and the corresponding graphs in R and Q generate Lorentzian surfaces
that glue smoothly with Lorentzian metric along the union (which means that the gluing
function F is smooth), then we can show the existence of a smooth function, ϕ, that allows
us to write those graphs as
α(s) = (ϕ(s2), 0, s) and β(s) = (ϕ(−s2), s, 0).
This result constitutes a kind of converse when starting from analytic data.
The following pictures illustrate the last four subsections. Picture A shows a surface
touching the axis twice, and crossing all fundamental regions in both cases. Picture B shows
a surface touching the axis at three points, crossing four fundamental regions around the
first point, three regions around the second point and just one region around the final
point.
Picture A Picture B
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6 First variation of the Willmore functional in a semi-
Riemannian manifold
In contrast with the pure rotational case, i. e., the one associated with the group A1,
now, we will use a direct variational approach to study the case of space-like axis. This
means we will avoid the principle of symmetric criticality. Thus, it is necessary to obtain
the Euler-Lagrange equations associated with the problem (IεΓ(M,L
3);S) or equivalently
(IεΓ(M,L
3);W). These equations were computed in [39], when the target space was a
Riemannian three-space with constant curvature. However, now we have semi-Riemannian
target spaces, namely Lorentzian three-spaces. On the other hand, the constancy of the
curvature is not enough for our purposes. In fact, we will need to make some suitable
conformal changes, in the Lorentz-Minkowski metric, which, obviously, will not preserve
the constancy of the curvature. Consequently, the variational setting will be as general as
possible and later, computations will be particularized to our purposes. To start with, we
introduce some preliminaries following the notation of [39].
Let M be a compact orientable smooth surface with boundary (maybe empty) and
(M¯, g¯) a 3-dimensional semi-Riemannian manifold. Let φ : M → M¯ be a non-degenerate
immersion. Only in this section, Iφ(∂M)(M, M¯) will denote the space of non-degenerate
immersions that fix the boundary, φ(∂M), without further conditions on the normal field
along the common boundary.
A variation of φ in Iφ(∂M)(M, M¯) is nothing but a smooth map, Φ : M× (−δ, δ) −→ M¯
satisfying the following conditions:
1. For each v ∈ (−δ, δ), the map φv : M −→ M¯, defined by φv(m) = Φ(m, v), belongs
to Iφ(∂M)(M, M¯), and
2. φ0 = φ.
It should be noticed that φ∗v(g¯) is non-degenerate for any v ∈ (−δ, δ), and Φ(m, v) = φ(m),
for any m ∈ ∂M. Now, we can use all the paraphernalia of geometrical objects along a map.
In particular, we can talk about vector fields along Φ, or in other words, cross sections of
the induced vector bundle Φ∗(TM¯) over M × (−δ, δ). Thus, we can define the following
vector field along Φ,
V(m, v) = Φ∗
(
∂
∂v
(m, v)
)
.
In particular, it holds V(m, v) = 0, ∀m ∈ ∂M. This, when restricted to v = 0, provides a
vector field along φ which vanishes along ∂M, called the variational vector field
V(m) = V(m, 0) = Φ∗
(
∂
∂v
(m, 0)
)
.
Therefore, the tangent space Tφ
(
Iφ(∂M)(M, M¯)
)
is made up of those vector fields along φ
that vanish along ∂M.
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We consider the Willmore variational problem which is associated with the functional
W : Iφ(∂M)(M, M¯) −→ R defined by
W(ψ) =
∫
M
(
H2ψ + Rψ
)
dAψ +
∫
∂M
κψ ds,
where Hψ denotes the mean curvature function of (M, ψ), Rψ is the sectional curvature of
the target space, (M¯, g¯), restricted to the tangent plane dψ(TM) and κψ is the geodesic
curvature of ∂M in (M, ψ∗(g¯)). Now, we wish to determine the sufficient and necessary
conditions for φ to be a critical point of the above functional, in other words, a Willmore
surface of the conformal space (M¯, [g¯]). Therefore, we need to compute the differential of
W at φ, i. e., δW(φ) : Tφ
(
Iφ(∂M)(M, M¯)
) −→ R. Given V ∈ Tφ (Iφ(∂M)(M, M¯)), consider
a variation Φ : M × (−δ, δ) −→ M¯ with V(m) = V(m, 0) = Φ∗
(
∂
∂v
(m, 0)
)
, ∀m ∈ M. To
simplify the notation, we put Mv = (M, φ
∗
v(g¯)), Hv = Hφv , Rv = Rφv , κv = κφv , dAv = dAφv ,
and then
δW(φ)[V] =
{
∂
∂v
[∫
Mv
(
H2v + Rv
)
dAv +
∫
∂M
κv ds
]}
v=0
. (7)
We will compute this step by step. First, we control the action on the boundary. To do
so, we recall that we are using variations that fix the boundary, φ(∂M). Let {ν, T} be a
unitary positively oriented frame field on φ(∂M), where T is tangent to φ(∂M) and ν is
the outward normal to φ(∂M). Since T does not depend on v, {νv, T} is the orientation of
φ(∂M) in φv(M), for each v. Moreover, the principal curvature vector field, η = ∇¯TT , of
φ(∂M) in (M¯, g¯), does not depend on v, and so{
∂
∂v
∫
∂M
κv ds
}
v=0
= −
∫
∂M
g¯(η, ∇¯Vνv)ds = −
∫
∂M
g¯
(
η⊥, DνV⊥
)
ds, (8)
where ⊥ indicates normal component and D the normal connection of (M, φ) in (M¯, g¯).
To obtain the second equality we have used an argument similar to that used in the
Riemannian case, [39].
Remark. Regarding (8), it should be noticed that under the boundary conditions we are
considering in this paper (i. e., space of surfaces immersed in L3, with the same causal
character, the same boundary and the same Gauss map along the common boundary),
DνV
⊥ = 0 and so {
∂
∂v
∫
∂M
κv ds
}
v=0
= 0,
which is not surprising, because the total curvature of the boundary is a constant under
these boundary conditions.
To obtain the variation of the two-dimensional integral appearing in (7), we need some
formulae which can be obtained by using standard variational arguments and that we
collect in the following
Lemma 6.1 The following statements hold
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1. Let H(m, v) be the vector field along the variation Φ that measures the mean curvature
vector field of (M, φv) at m ∈ M, then{
D ∂
∂v
H
}
v=0
=
1
2
[
4V⊥ + A˜(V⊥) + εRic(Nφ, Nφ)V⊥
]
+DV>H,
where 4 is the Laplacian relative to the normal connection, D, A˜ is the Simons’
operator (see [34]), Ric is the Ricci tensor of (M¯, g¯) and ε = g¯(Nφ, Nφ).
2. The variation of the area element is given by the following formula{
d
dv
(dAv)
}
v=0
= −2g¯(H,V) dA+ dθ,
where dA = dA0 and θ is the one-form defined by θ(Z) = dA(V
>, Z).
Remark. The proof of 1 can be found in [39]. The proof of 2 is almost the same as in the
Riemannian case.
Next, we use the above lemma joint the fact that H2v = εg¯(H,H) to obtain{
∂
∂v
[(
H2v + Rv
)
dAv
]}
v=0
=
[
εg¯(4V⊥,H) + V>(H2) + (∂Rv
∂v
)
v=0
]
dA
+g¯
(
εA˜(H) + Ric(Nφ, Nφ)H− 2(H2 + R)H,V⊥
)
dA+ (H2 + R) dθ.
On the other hand, (H2 + R) dθ = d ((H2 + R) θ)− (V>(H2 + R)) dA. Since θ vanishes on
∂M, we have ∫
M
(H2 + R) dθ = −
∫
M
(
V>(H2 + R)
)
dA.
It is easy to see that Proposition 1.2. in [39] remains true in a semi-Riemannian setting.
Then, we make use of it to have{
∂
∂v
∫
Mv
(
H2v + Rv
)
dAv
}
v=0
=
∫
M
[
g¯(R(H),V⊥) + V⊥(RV)
]
dA
+ ε
∫
∂M
g¯(H, DνV
⊥)ds,
where R = ε(4+ A˜) + (Ric(Nφ, Nφ)− 2(H2 + R)) I is a kind of Schro¨dinger operator, I is
the identity map and RV(Φ(m, v)) = Rv(m). Finally, we combine this formula with (8) to
get
δW(φ)[V] =
∫
M
[
g¯(R(H) + (∇RV)⊥,V⊥)] dA+ ∫
∂M
g¯(εH− η⊥, DνV⊥)ds,
where (∇RV)⊥ = εNφ(RV)Nφ is the normal component of the gradient of RV.
These computations can be summarized in the following result which gives the first
variation of the Willmore functional in a semi-Riemannian manifold, (M¯, [g¯])
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Theorem 6.1 In the previous setting, (M, φ) is a Willmore surface in (M¯, [g¯]) with bound-
ary date φ(M), if and only if∫
M
[
g¯(R(H) + εNφ(R
V)Nφ,V
⊥)
]
dA+
∫
∂M
g¯(εH− η⊥, DνV⊥)ds = 0,
for any V ∈ Tφ
(
Iφ(∂M)(M, M¯)
)
.
From now on, we assume the boundary conditions we are considering along this paper.
Namely, let Γ = {γ1, γ2, . . . , γn} be a finite set of non-null regular curves in M¯ with γi
⋂
γj =
∅, if i 6= j and choose No to be a unitary vector field along Γ which is orthogonal to Γ
and has constant causal character, ε, on the whole Γ. Then, we consider the space of
immersions, IεΓ(M, M¯), made up of those immersions, φ : M −→ M¯ satisfying
φ(∂M) = Γ, Nφ = No along ∂M and g¯(Nφ, Nφ) = ε.
In this case (see the above remark), Dν(V)
⊥ = 0 and therefore, the boundary term van-
ishes. Consequently, the Willmore surfaces with prescribed Gauss map along the common
boundary in (M¯, [g¯]) are characterized by the equation∫
M
[
g¯(R(H) + εNφ(R
V)Nφ,V
⊥)
]
dA = 0, ∀V ∈ Tφ
(
IεΓ(M, M¯)
)
. (9)
An easy computation shows 4H = (4H)Nφ and A˜(H) = εH‖dNφ‖2Nφ, allowing us to
reduce (9) to∫
M
[
ε4H +H (‖dNφ‖2 + Ric(Nφ, Nφ)− 2(H2 + R))+ εNφ(RV)] g¯(Nφ,V⊥)dA = 0,
(10)
for any V ∈ Tφ
(
IεΓ(M, M¯)
)
.
7 A2-invariant Riemannian solutions
A2-invariant Riemannian surfaces in L
3 were classified in Theorem 5.4. Each surface of
this type is generated by a curve, α, immersed in either R˜+ or R˜−. This curve evolves
according to the motions of A2 to produce the symmetric surface
Σα = {ξt(α(s)) : s ∈ I, t ∈ R},
lying in either R+ or R− respectively.
At this time, our aim consists of finding which curves generate surfaces Σα which are
Riemannian solutions of the O(2, 1) Nonlinear Sigma Model. Since
(
I−1∂Σα(M,L
3);S
)
is
equivalent to
(
I−1∂Σα(M,L
3);W
)
, the above problem is reduced to finding which curves α
generate Riemannian Willmore surfaces with prescribed time-like Gauss map along the
boundary, ∂Σα. The solution is made explicit in the following result. For a better under-
standing, we recall Lemma 5.1, where we showed that the Lorentz-Minkowski metric, g,
on both R+ and R− is conformal to a semi-Riemannian product of a de Sitter plane and a
space-like Lorentzian circle.
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Theorem 7.1 Let α be a space-like curve immersed in either R˜+ or R˜−. Then, Σα is a
Riemannian solution of the O(2, 1) Nonlinear Sigma Model, that is, a Riemannian Will-
more surface with prescribed Gauss map along the common boundary in (L3, g), if and only
if α is a free elastica in the de Sitter plane
(
R˜+, 1
f2+
g
)
or in the de Sitter plane
(
R˜−, 1
f2−
g
)
,
respectively.
Proof: We consider the case where α is immersed in R˜+, since the other case is analogous.
The proof is obtained from a chain of three steps.
Step 1: We make use of the conformal invariance of the Willmore functional. In this
setting, the suitable boundary conditions for the problem are Γ = ∂Σα andNo = NΣα . Even
more, as Σα is the image of an immersion from [a1, a2]×R, we deduce that M = [a1, a2]×R.
Notice that I−1∂Σα(M,R
+) is an open set of I−1∂Σα(M,L
3). Using this fact, as well as the
conformal invariance of the Willmore functional, it is easy to see that Σα is a Riemannian
Willmore surface with prescribed Gauss map along the common boundary in (L3, g), if
and only if Σα is a solution of (I
−1
∂Σα
(M,R+);W), where W is the Willmore functional of(
R+, 1
f2+
g
)
.
From now on, we denote with a bar all the elements in
(
R+, 1
f2+
g
)
. Also, to simplify
the notation, we put N¯α = N¯Σα and H¯α = H¯Σα . Denote by R¯α the sectional curvature
of
(
R+, 1
f2+
g
)
along Σα and by K¯α the Gaussian curvature of Σα with the induced metric
from
(
R+, 1
f2+
g
)
.
Step 2: We compute the term N¯α(R¯
V). The surface Σα is a critical point of the problem
(I−1∂Σα(M,R
+));W) if and only if, (10) holds on every non-null polygon contained in Σα, for
ε = −1. However, it will be interesting to obtain a characterization of the critical points
of (I−1∂Σα(M,R
+);W) as the solution of an equation involving terms that depend only on
Σα. In this sense, one needs to manipulate the term N¯α(R¯
V) because, a priori, it is the
only one that depends on V. Pick a point p ∈ Σα, and compute R¯V along a curve, γ, with
γ(0) = p and γ′(0) = N¯α(p). Let φα : I ×R −→
(
R+, 1
f2+
g
)
be the parametrization of Σα
defined as φα(s, t) = ξt(α(s)). Write α(s) = (α1(s), 0, α3(s)) so that
1
f2+
g(α′, α′) = 1, then
a unitary normal vector to Σα can be computed to be
N¯α(φα(s, t)) = N¯α(s, t) = ξt((α
′
3(s), 0, α
′
1(s)) = (α
′
3(s), α
′
1(s) sinh t, α
′
1(s) cosh t).
Given V ∈ Tφα
(
I−1∂Σα(M,R
+))
)
with compact support (remember we are working with non
null polygons in Σα), an associated variation of φα is just
Φ : (−δ, δ)× I ×R −→
(
R+,
1
f 2+
g
)
, Φ(v, s, t) = φα(s, t) + vV(φα(s, t)).
Without loss of generality, we can assume V> = 0. In this case, there exists a func-
tion f : I × R −→ R with compact support, such that V = fN¯α, and so Φ(v, s, t) =
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φα(s, t) + vf(s, t)N¯α(s, t). Given a point Φ(vo, so, to), then R¯
V(Φ(vo, so, to)) is the sec-
tional curvature of the plane generated by {(∂sΦ)(vo, so, to), (∂tΦ)(vo, so, to)}. Recall that(
R+, 1
f2+
g
)
=
(
R˜+, 1
f2+
g
)
× (H+, dt2) and denote by Π1 :
(
R+, 1
f2+
g
)
−→
(
R˜+, 1
f2+
g
)
and
Π2 :
(
R+, 1
f2+
g
)
−→ (H+, dt2) the canonical projections. It is clear that R¯(Φs,Φt,Φt,Φs) =
R˜(Es, Et, Et, Es), where R¯ is the curvature tensor of
(
R+, 1
f2+
g
)
and R˜ stands for the
curvature tensor of
(
R˜+, 1
f2+
g
)
, Es = dΠ
1(∂sΦ) and Et = dΠ
1(∂tΦ). Therefore,
R¯V(Φ(vo, so, to)) =
R˜(Es, Et, Et, Es)
1
f2+
g(∂sΦ, ∂sΦ)
1
f2+
g(∂tΦ, ∂tΦ)− ( 1f2+ g(∂sΦ, ∂tΦ))2
.
Observe that the normal vector at φα(so, to) is N¯α(so, to) = γ
′(0), where
γ(τ) = φα(so, to) + τN¯α(so, to) = Φ
(
τ
f(so, to)
, so, to
)
.
To compute the value of R¯V along γ, we have
R˜(Es, Et, Et, Es) = τ 2(∂tf
f
)2[R˜(Uo, V1, V1, Uo) + 2τR˜(Uo, V1, V1, U1) + τ 2R˜(U1, V1, V1, U1)],
being Uo = (α
′
1, 0, α
′
3), U1 = (
∂sf
f
α′3 + α
′′
3, 0,
∂sf
f
α′1 + α
′′
1) and V1 = (α
′
3, 0, α
′
1). Also
1
f 2+
g(∂sΦ, ∂sΦ)
1
f 2+
g(∂tΦ, ∂tΦ)−
(
1
f 2+
g(∂sΦ, ∂tΦ)
)2
=
α43 + b1τ + b2τ
2 + b3τ
3 + b4τ
4
(α3 + τα′1)4
,
where b1, b2, b3 and b4 are functions that do not depend on τ . Then,
R¯V(Φ(
τ
f(so, to)
, so, to)) =
= τ 2
(
∂tf
f
)2 (α3 + τα′1)4 [R˜(Uo, V1, V1, Uo) + 2τR˜(Uo, V1, V1, U1) + τ 2R˜(U1, V1, V1, U1)]
α43 + b1τ + b2τ
2 + b3τ 3 + b4τ 4
.
Since α3 > 0, we obtain
N¯α(R¯
V)(φ(so, to)) =
d
dτ |τ=0
(
R¯V
(
Φ
(
τ
f(so, to)
, so, to
)))
= 0.
Step 3: The solutions come from clamped elasticae in the de Sitter plane
(
R˜+, 1
f2+
g
)
.
The computation we did in the last step allows one to characterize the solutions, Σα, of
(I−1∂Σα([a1, a2]×R,R+);W) as the solutions of the following Euler-Lagrange equation
−4H¯α + H¯α
(‖dN¯α‖2 + Ric(N¯α, N¯α)− 2(H¯2α + R¯α)) = 0 in Σα. (11)
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Using ‖dN¯α‖2 = 4H¯2α − 2 det(−dN¯α) and K¯α = R¯α − det(−dN¯α), equation (11) turns out
to be equivalent to
−4H¯α + H¯α
(
2H¯2α + 2K¯α − 4R¯α + Ric(N¯α, N¯α)
)
= 0.
However, R¯α = 0 because it is a mixed sectional curvature in the semi-Riemannian
product, [27], namely
(
R+, 1
f2+
g
)
=
(
R˜+, 1
f2+
g
)
× (H+, dt2). Also, Σα =
(
trace(α), 1
f2+
g
)
×
(H+, dt2) is a semi-Riemannian product and so K¯α = 0. Recall dΠ
1(∂sφ) = α
′, dΠ1(∂tφ) =
dΠ2(N¯α) = 0, and
(
R˜+, 1
f2+
g
)
has sectional curvature 1, then we get Ric(N¯α, N¯α) = −1.
Bearing in mind dΠ2(∂sφ) = 0, we compute the mean curvature:
H¯α =
1
2
(∇¯∂sφ∂sφ)⊥ +
1
2
(∇¯∂tφ∂tφ)⊥ =
1
2
((dΠ1)−1(∇˜α′α′))⊥ = −1
2
k˜αN¯α,
where ∇¯ is the Levi-Civita connection of
(
R+, 1
f2+
g
)
, ∇˜ is the Levi-Civita connection
of
(
R˜+, 1
f2+
g
)
and k˜α is the curvature of α in
(
R˜+, 1
f2+
g
)
. As a consequence, we obtain
H¯α = −12 k˜α and 4H¯α = −12 k˜′′α. By using all these computations, we obtain that Σα is a
solution of (I−1∂Σα([a1, a2]×R,R+);W) if and only if
2k˜′′α − k˜3α + 2k˜α = 0. (12)
Finally, we check that this equation characterizes the elasticae in
(
R˜+, 1
f2+
g
)
.
In Section 4, we computed the equation of both space-like and time-like elastic curves in
(AdS2,
1
h2
g), see (5). Recall that in that section, the axis 〈~x〉 was time-like, B = {~x, ~y, ~z}
was an orthonormal basis, AdS2 = {~v ∈ L3 : 〈~v, ~y〉 > 0, 〈~v, ~z〉 = 0} and h(p) = 〈~p, ~y〉,
being ~p the position vector of the point p. Now, notice that
(
R˜+, gˆ = − 1
f2+
g
)
is an anti de
Sitter space, and, with this new metric, 〈~x〉 is also a time-like axis. So, a time-like curve
in
(
R˜+, gˆ
)
is an elastica if and only if 2kˆ′′− kˆ3 + 2kˆ = 0, where kˆ is the geodesic curvature
of the curve. Both gˆ and 1
f2+
g have the same Levi-Civita connection. Thus, by comparing
the Frenet equations, it is easy to see that kˆ = −k˜, where k˜ is the geodesic curvature in(
R˜+, 1
f2+
g
)
. And so, a space-like curve is a critical point of
∫
α
k˜2 in
(
R˜+, 1
f2+
g
)
, if and only
if
2k˜′′ − k˜3 + 2k˜ = 0.
This ends the proof of the theorem. 
Remark. The solutions of (12) are
κ¯α(s) = C cn
(√
1− C
2
2
(s− ao), C˜
)
,
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where C ∈ R \ {−√2,√2} and ao ∈ R are arbitrary constants and C˜2 = C22C2−4 . If C2 < 2,
s ∈ R; in other case, s ∈ R \
⋃
n∈Z
ao + (2n+ 1)E′√C2
2
− 1
, being E′ the complete elliptic
integral of first kind with modulus
√
1− C˜2.
8 A2-invariant Lorentzian solutions
Along this section, we describe the class of A2-invariant Lorentzian solutions. Firstly, we
consider the case when the surfaces are contained in one fundamental region, i. e., we deal
with the fundamental solutions. Certainly, this is the easy but basic case. As one can
guess, two classification theorems are obtained according to the nature of the profile curve.
On one hand, we obtain Lorentzian solutions, Σα, contained in either R
+ or R− which are
generated by time-like free elasticae in the de Sitter plane. On the other hand, we also
obtain a second class of Lorentzian solutions, that lie in either Q+ or Q−, coming from free
elasticae in the hyperbolic plane. To be precise, we consider the following problem: Let γ
be a time-like curve in either R˜+ or R˜−, or a curve in either Q˜+ or Q˜−. What does it have
to satisfy in order to make Σγ be a solution? or equivalently, What does γ have to satisfy
in order to make Σγ be a Willmore surface with prescribed space-like Gauss map along the
boundary?
The answer to this problem is given in the next pair of statements. We omit their
proofs because they are quite similar to that of Theorem 7.1 with only technical changes.
Theorem 8.1 Let α be a time-like curve immersed in either R˜+ or R˜−. Then, Σα is a
Lorentzian solution of the O(2, 1) Nonlinear Sigma Model, that is, a Lorentzian Willmore
surface with prescribed Gauss map along the common boundary in (L3, g), if and only if,
α is a free elastica in the de Sitter plane
(
R˜+, 1
f2+
g
)
or in the de Sitter plane
(
R˜−, 1
f2−
g
)
,
respectively.
Theorem 8.2 Let β be a curve immersed in either Q˜+ or Q˜−. Then, Σβ is a Lorentzian
solution of the O(2, 1) Nonlinear Sigma Model, that is, a Lorentzian Willmore surface
with prescribed Gauss map along the common boundary in (L3, g), if and only if, β is
a free elastica in the hyperbolic plane
(
Q˜+, 1
h2+
g
)
or in the hyperbolic plane
(
Q˜−, 1
h2−
g
)
,
respectively.
Nevertheless, it seems convenient to give the curvature functions of the above solution
generatrices.
Time-like free elastic curves in
(
R˜+, 1
f2+
g
)
and
(
R˜−, 1
f2−
g
)
are those time-like curves
with curvature
κ˜(s) = C cn
(
i
√
1 +
C2
2
(s− ao), C˜
)
, for s ∈ R \
⋃
n∈Z
ao + (2n+ 1)√
1 + C
2
2
E′
 , (13)
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where C ∈ R, ao ∈ R are arbitrary constants, C˜2 = C22C2+4 and E′ is the complete elliptic
integral of first kind with modulus
√
1− C˜2.
Free elastic curves in
(
Q˜+, 1
h2+
g
)
and
(
Q˜−, 1
h2−
g
)
are those curves with curvature
κ˜γ(s) = C cn
(√
C2
2
− 1 (s− ao), C˜
)
, (14)
for s ∈

R \
⋃
n∈Z
ao + 2n+ 1√
1− C2
2
E′
 if C2 < 2
R if C2 > 2
 ,
where C ∈ R \ {√2,√2} and ao ∈ R are arbitrary constants, C˜2 = C22C2−4 and E′ is the
complete elliptic integral of first kind with modulus
√
1− C˜2.
Moreover, we already know the existence of a wide family of A2-invariant Lorentzian
surfaces which are not contained in a unique fundamental region. In other words, they are
obtained by pasting fundamental rotational surfaces. Then, we investigate the existence
of A2-invariant Lorentzian solutions which can be obtained by the gluing mechanism. The
following theorem provides the connection between both the variational approach and the
gluing mechanism.
Theorem 8.3 Given a surface M , let φ ∈ I1Γ(M,L3) be a A2-invariant immersion whose
image intersects at least two different fundamental regions. Then, (M,φ) is a Lorentzian
solution of the O(2, 1) Nonlinear Sigma Model, that is, a Lorentzian Willmore surface with
prescribed Gauss map along the boundary in (L3, g), if and only if, φ(M) is a A2-invariant
connected piece (with boundary) of one of the following surfaces:
• A Lorentzian plane orthogonal to the axis.
• A one-sheet hyperboloid with arbitrary radius, centered at any point p ∈ 〈~x〉 and with
axis p+ 〈−→z 〉 (see Subsection 5.3).
Proof: Given a surface M , and a A2-invariant Lorentzian immersion φ ∈ I1Γ(M,L3), we
know φ(M) is generated by a curve β in Q and a countable family of time-like curves αi
in R, that are in general position. It should be noticed (see Theorems 8.1 and 8.2) that φ
is a critical point of (I1Γ(M,L
3);S), if and only if, the following five conditions hold:
1. trace(β) ∩ Q˜+ consists of free elastic curves in
(
Q˜+, 1
h2+
g
)
,
2. trace(β) ∩ Q˜− consists of free elastic curves in
(
Q˜−, 1
h2−
g
)
,
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3. trace(αi) ∩ R˜+ consists of time-like free elastic curves in
(
R˜+, 1
f2+
g
)
∀ i,
4. trace(αi) ∩ R˜− consists of time-like free elastic curves in
(
R˜−, 1
f2−
g
)
∀ i, and
5. φ|K is a critical point of
(
I1φ(∂K)(K,L
3);WK
)
for any non-null polygon K ⊆ M , such
that both K
⋂
(R+ ∪ R−) and K⋂(Q+ ∪ Q−) are not empty.
The last condition holds if and only if, for any non-null polygon K, (10) is satisfied for all
V ∈ Tφ (I1Γ(K,L3)). Notice that Nφ(RV) = 0 in this case, because L3 is flat. Therefore, if
φ satisfies the first four conditions, the last one is satisfied too.
Now, we wish to control the curves αi for each i. It is known, for each αi, the existence
of a function, fi :]− ε, ε[→ R, such that αi(t) = (fi(t), 0, t) is a parametrization of αi, in a
neighborhood of trace(αi)
⋂〈~x〉. Even more, we know that f ′i(0) = 0 (see proof of Theorem
5.11). The curvature function of αi :]0, ε[−→
(
R˜+, 1
f2+
g
)
, can be computed to be
κi(t) :=
−f ′i(t) + tf ′′i (t) + (f ′i(t))3
(1− (f ′i(t))2)3/2
.
Since f ′i(0) = 0, we obtain that limt→0 κi(t) = 0. On the other hand, the curvature of a
time-like free elastic curve in
(
R˜+, 1
f2+
g
)
is given by (13). If we use the properties of the
elliptic cosinus of Jacobi, it is easy to check that the module of (13) is equal or greater
than |C|. So, condition 3 holds if, and only if, αi is a geodesic of
(
R˜+, 1
f2+
g
)
. A similar
reasoning works for αi :]− ε, 0[−→
(
R˜−, 1
f2−
g
)
. As a conclusion, we obtain that conditions
3 and 4 hold if and only if αi is a geodesic in both
(
R˜+, 1
f2+
g
)
and
(
R˜−, 1
f2−
g
)
for all i.
Next, we work with β. For each piece of trace(β)
⋂
Q˜+, there exists so in the closure
of the domain of β, such that p = lims→so β(s) ∈ 〈~x〉 and ∃i ∈ I satisfying αi = αso
(see Definition 5.12). Then, there exists a function fβ, defined on ] − ε, ε[, such that
β(t) = (fβ(t), t, 0) provides a parametrization of β. Again, we compute the curvature
function of β :]0, ε[−→
(
Q˜+, 1
h2+
g
)
, obtaining
κ(t) :=
f ′β(t)− tf ′′β (t) + (f ′β(t))3
(1 + (f ′β(t))2)3/2
.
Bearing in mind that f ′β(0) = 0, (see the proof of Theorem 5.11), we also obtain limt→0 κ(t) =
0. We compare this expression with the curvature function of an elastica in
(
Q˜+, 1
h2+
g
)
,
see (14). If C2 < 2, then the absolute value of the curvature is equal or greater than |C|;
otherwise, if s denotes the arc-length parameter, κ(s) is a periodic function that takes the
value 0 at s = ao + (2n + 1)E/
√
C2
2
− 1, and the value C at s = ao + 4nE/
√
C2
2
− 1, for
all n ∈ Z, where E is the complete elliptic integral of first kind with modulus C˜. Now, we
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combine the behavior of (14) with both limt→0 κ(t) = 0 and limt→0 β(t) ∈ 〈~x〉, to conclude
that condition 1 holds if, and only if, β is a geodesic in
(
Q˜+, 1
h2+
g
)
. A similar argument
can be used to see that condition 2 holds if and only if β is a geodesic in
(
Q˜−, 1
h2−
g
)
.
At this point, we take advantage on the knowledge one has on the geodesics of both
the hyperbolic plane and the de Sitter one. Notice that we are regarding both surfaces as
half-plane Poincare´ models. We recall that the geodesics of the hyperbolic plane are those
curves whose trace is either a ray perpendicular to the boundary or half a circle centered at
the boundary. In the de Sitter plane, the time-like geodesics are those curves whose trace
is either a ray perpendicular to the boundary or half of any of the connected components
of a time-like hyperbola centered at any point of the boundary. Consequently, condition 1
holds if and only if, β can be reparametrized, in Q˜+, as either:
• β(t) = (A, t, 0) for t ∈]0, b[⊆]0,+∞[, where A ∈ R, or
• β(t) = (A+ ρ cos(t), ρ sin(t), 0) for t ∈]0, a[⊆]0, pi[, where A ∈ R and ρ > 0.
Certainly, the same argument can be used for condition 2, just by replacing Q˜+ by Q˜−;
]0,∞[ by ] − ∞, 0[ and ]0, pi[ by ] − pi, 0[. Since β is C∞, we conclude that β
intersects 〈~x〉 at least once, even more, it is either
• a segment perpendicular to 〈~x〉, or
• a connected piece of a circle in (Q, g) centered at any point of 〈~x〉.
As an important consequence, the cardinal of {αi : i ∈ I} is either 1 or 2. Based on the
geodesics of the de Sitter plane, a similar reasoning can be applied to each αi, obtaining
that conditions 3 and 4 hold if and only if for each i, αi not only intersects 〈~x〉 but also it
is either:
• a connected segment in (R, g) perpendicular to 〈~x〉, or
• a connected piece of a connected component of a time-like Lorentzian circle in (R, g),
centered at any point of 〈~x〉.
The only remaining detail consists of finding which combinations of parametrizations of β
and {αi : i ∈ I} give rise to C∞ gluing functions (recall Theorem 5.11). The proof of the
following assertions are left to the reader:
1. If β(t) = (A, t, 0) for an arbitrary constant A ∈ R, then the only α that gives a C∞
gluing function is α(t) = (A, 0, t). In this case, the surface generated by α and β is
a A2-invariant connected piece of plane {(A, y, z)/y, z ∈ R}.
2. If β is a piece of the circle in (Q, g) with radius ρ > 0 and center (A, 0, 0), that contains
the point (A+ ρ, 0, 0), then to obtain a C∞ gluing function in that point, α must be
a piece of the future-pointing connected component of the time-like Lorentzian circle
with radius ρ and center (A, 0, 0).
39
3. If β is a piece of the circle in (Q, g) with radius ρ > 0 and center (A, 0, 0), that
contains the point (A− ρ, 0, 0), then, to obtain a C∞ gluing function in that point, α
must be a piece of the past-pointing connected component of the time-like Lorentzian
circle with radius ρ and center (A, 0, 0).
Finally, in the last two cases, i. e., when β is a piece of circle in (Q, g), the surface generated
by {β} ∪ {αi : i ∈ I} is just a A2-invariant connected piece of a one-sheet hyperboloid
with center p ∈ 〈~x〉, and axis p+ 〈−→z 〉. 
A2-invariant A2-invariant Lorentzian A2-invariant Lorentzian
Riemannian solution solution immersed in Q+ solution immersed in R+
9 A3-invariant Surfaces in L
3
In this section, we obtain, up to similarities in the Lorentz-Minkowski space, the whole
class of solutions of the O(2, 1) Nonlinear Sigma Model which are symmetric under the
group A3. As above, the first step consists of finding the symmetric points, i. e., the immer-
sions that are A3-invariant. In this sense, we will consider the corresponding fundamental
regions where one can get fundamental symmetric surfaces, well-known in the literature as
rotational surfaces with light-like axis, see for example [19]. Then, we will pay attention
to the, a priori, reasonable problem of gluing two fundamental symmetric surfaces which
are contained in different fundamental regions. Nevertheless, we will see that a gluing
mechanism does not work in this case, so we cannot paste two rotational surfaces with
light-like axis, lying in different fundamental regions, to provide an A3-invariant surface.
Given ~x ∈ L3 a light-like vector, we choose a basis B = {~x, ~y, ~z}, such that: (1) ~y is
a light-like vector with 〈~x, ~y〉 = −1, and (2) ~z is a unitary space-like vector orthogonal
to the plane Span{~x, ~y}. From now on, we will use coordinates with respect to B, so
g ≡ −2dx dy + dz2. In L3 \ 〈~x〉 we will distinguish the following fundamental regions :
S+ = {(x, y, z) ∈ L3 : y > 0}, and S− = {(x, y, z) ∈ L3 : y < 0}.
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Put S = {(x, y, z) ∈ L3 : z = 0} and T = {(x, y, z) ∈ L3 : y = 0}, and consider the
following open half planes:
S˜+ = S+ ∩ S = {(x, y, 0) ∈ L3 : y > 0}, and
S˜− = S− ∩ S = {(x, y, 0) ∈ L3 : y < 0}.
We also have the following parabolas, that are orbits under the action of A3:
P+ = {(x, 1, z) ∈ L3 : −2x+ z2 = 0} = {(t2/2, 1, t) ∈ L3 : t ∈ R}, and
P− = {(x,−1, z) ∈ L3 : 2x+ z2 = 0} = {(−t2/2,−1, t) ∈ L3 : t ∈ R}.
It should be noticed that P+ and P− are space-like in L3 with metric dt2. Next, we define
positive functions
l+ : S˜
+ −→ R, l+(x, y, 0) = y, and
l− : S˜− −→ R, l−(x, y, 0) = −y.
In this setting, it is not difficult to check the following warped product decompositions
(S+, g) = (S˜+, g)×l+ (P+, dt2), and
(S−, g) = (S˜−, g)×l− (P−, dt2).
Furthermore, when we make the obvious conformal changes, it is easy to see that the sur-
faces
(
S˜+, 1
l2+
g
)
and
(
S˜−, 1
l2−
g
)
are anti de Sitter planes with curvature −1. Consequently,
we obtain the following result.
Lemma 9.1
(
S+, 1
l2+
g
)
and
(
S−, 1
l2−
g
)
are semi-Riemannian products of an anti de Sitter
plane and a space-like parabola.
The following result classifies the A3-invariant surfaces. In particular, it proves that the
surfaces of this class lie in one fundamental region.
Theorem 9.1 Let M be a connected surface and φ : M −→ L3 a non-degenerate im-
mersion. Then, (M,φ∗(g)) is A3-invariant if and only if one of the following statements
hold:
1. If (M,φ∗(g)) is Riemannian, there exists a space-like curve, α, immersed in either
S˜+ or S˜−, such that φ(M) = {ςt(trace(α))/t ∈ R}.
2. If (M,φ∗(g)) is Lorentzian, there exists a time-like curve, α, immersed in either S˜+
or S˜−, such that φ(M) = {ςt(trace(α))/t ∈ R}.
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Proof: It is clear that, given any non-null curve, α, immersed in either S˜+ or in S˜−, then,
the surface parametrized by X(s, t) = ςt(α(s)) provides an A3-invariant surface, [19]. If α is
space-like, then the surface is Riemannian, and, if α is time-like, the surface is Lorentzian.
It is also easy to see the converse, given an A3-invariant surface immersed in either S
+
or S−, then, there exists a non-null curve, α immersed in either S˜+ or S˜− such that the
surface is parametrized as X(s, t) = ςt(α(s)) and so it is A3-invariant.
Thus, we only need to check that there do not exist A3-invariant surfaces intersecting
the plane T. First, notice that the orbits contained in T are always light-like, so Riemannian
A3-invariant surfaces intersecting the plane T cannot exist.
On the other hand, let us assume there exists a Lorentzian A3-invariant surface im-
mersed in L3, φ(M), intersecting the plane T. Then, φ(M) ∩ S+ and φ(M) ∩ S− are the
union of a countable family of A3-invariant surfaces generated by time-like curves in S˜
+
and S˜−, respectively. Note that the boundary of each of these curves has only one point
in 〈~x〉, because of its causality. Therefore, we must check that none of the following cases
hold:
1. There exist two time-like curves α+ :]0, δ[−→ S˜+ and α− :]− δ, 0[−→ S˜− (δ > 0) such
that
(a) lims→0 α+(s) = lims→0 α−(s) is a point of 〈~x〉.
(b) The surfaces generated by both curves can be glued, obtaining a smooth A3-
invariant Lorentzian surface.
2. There exist two time-like curves both in either S˜+ or S˜−, satisfying (a) and (b).
3. There exists a time-like curve in either S˜+ or S˜−, that generates an A3-invariant
surface that glue smoothly with 〈~x〉, or a part of it, and the induced metric along
the union is Lorentzian.
To do so, we study the behavior of the surfaces generated by a curve immersed in S˜+ and a
curve immersed in S˜−, in a neighborhood of 〈~x〉. Let α+ :]0, δ[−→ S˜+ be a time-like curve
such that lims→0 α+(s) ∈ 〈~x〉. We define r+ as
r+ = {lim
s→0
ςt(α
+(s))/t ∈ R} = {lim
s→0
α+(s) + λ~x/λ > 0}.
Let α− :]− δ, 0[−→ S˜− be a time-like curve such that lims→0 α−(s) ∈ 〈~x〉. We define r− as
r− = {lim
s→0
ςt(α
−(s))/t ∈ R} = {lim
s→0
α−(s) + λ~x/λ < 0}.
Then, cases 1 and 2 are not possible, because in both cases, the surfaces obtained after
the gluing are not a C∞ surface in a neighborhood of the point in which both curves glue.
A necessary condition for case 3 to hold, is that the curve obtained by gluing α and r+
or r− (depending on if α is immersed in S˜+ or S˜−, respectively) must be C∞. But in that
case, the tangent plane of the surface along r+ or r− is {(x, 0, z)/x, z ∈ R}, so the induced
metric is not Lorentzian along the union. 
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Finally, the last result classifies the A3-invariant surfaces which are also solutions of
the O(2, 1) Nonlinear Sigma Model.
Theorem 9.2 Let α be a non-null curve immersed in S. Then, Σα = {ςt(trace(α))/t ∈
R} is a non-degenerate solution of the O(2, 1) Nonlinear Sigma Model, that is, a non-
degenerate Willmore surface with prescribed Gauss map along the common boundary in
(L3, g), if and only if α is a free elastica in the anti de Sitter plane
(
S˜+, 1
l2+
g
)
or in the
anti de Sitter plane
(
S˜−, 1
l2−
g
)
, respectively.
The proof is analogous to the one of Theorem 7.1, so it is left to the reader. We only
have to recall that the curvature function for free elasticae in the de Sitter plane were made
explicit at the end of Section 4, but in our case, we have to substitute ε2 by ε.
A3-invariant Riemannian solution A3-invariant Lorentzian solution
10 Appendix: A Gauss-Bonnet formula for non-null
polygons
The Lorentzian version of the Gauss-Bonnet formula given in [8] is only true when the
boundary, Γ = {γ1, γ2, . . . , γn}, is made exclusively of time-like pieces. However, we are
considering a more general setting where some pieces of the boundary might be space-like
while others can be time-like. Therefore, we need to extend the Gauss-Bonnet formula to
this more general context.
Let (S, g) be a Lorentzian surface. We choose an orientation joint a time-orientation
in S. For any unitary vector ~w ∈ TpS, denote by ~w⊥ ∈ TpS the unique unitary vector
such that 〈~w, ~w⊥〉 = 0 and the ordered basis {~w, ~w⊥} is positively oriented. By choosing
such basis and expressing vectors by their corresponding coordinates, we can define the
concept of hyperbolic angle, [8], made by a pair of time-like vectors. Let ~u,~v be two unitary
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time-like vectors, if they are future-pointing (or past-pointing), the angle, ∠[~u,~v], from ~u
to ~v is the number θ such that
Aθ · ~u = ~v, with Aθ =
(
cosh θ sinh θ
sinh θ cosh θ
)
.
Once we have defined the angle between two future-pointing (or past-pointing) unitary
time-like vectors, we can define the angle between arbitrary unitary vectors according to
the following cases: [25]:
1. If ~u is future-pointing and ~v past-pointing (or viceversa) unitary time-like vectors,
define
∠[~u,~v] = ∠[~u,−~v].
2. If ~u and ~v are unitary space-like vectors, then ~u⊥ and ~v⊥ are unitary time-like vectors
and so, we define
∠[~u,~v] = ∠[~u⊥, ~v⊥].
3. Finally, if ~u is time-like and ~v space-like, we define
∠[~u,~v] = ∠[~u,~v⊥]; ∠[~v, ~u] = ∠[~v⊥, ~u].
With these definitions, Lemma 1 of [8] still holds, see [25].
The main purpose of the next step is to realize, a` la Euler, the geodesic curvature of
any non-null curve, δ(s), in S. Without loss of generality, we may assume that δ(s) is
arclength parametrized, with Frenet apparatus {T (s) = δ′(s), T⊥(s)}, curvature function
κ, and Frenet equations
∇TT = ε2κT⊥, ∇TT⊥ = −ε1κT,
where ∇ stands for the Levi-Civita connection of (S, g), ε1 = g(T, T ) and ε2 = g(T⊥, T⊥).
On the other hand, let Z(s) be a unitary time-like vector field parallel along δ(s). By
choosing Z(0) future-pointing, then it is so at every point because parallel displacement
preserves time-orientation. Notice that Z⊥(s) is also parallel along δ(s). Now, if we denote
by ϕ(s) = ∠[T (s), Z(s)], the conclusion is
ϕ′(s) = −κ(s). (15)
To check this formula, we will distinguish two cases:
1. If δ(s) is time-like, the proof can be found in [8].
2. If δ(s) is space-like, then, in the basis {Z(s), Z⊥(s)}, we have
A−ϕ(s) · Z(s) = ±T⊥(s), (16)
A−ϕ(s) · Z⊥(s) = ∓T (s), (17)
depending on whether T⊥ is future-pointing or past-pointing, respectively. Next, we
differentiate (16) with respect to s, compare it with the Frenet equations and finally,
combine with (17) to obtain (15).
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After this point, we can follow step by step the proof of [8], valid for time-like polygons
(i. e., non-null polygons with time-like boundary) to obtain the following result.
Gauss-Bonnet formula for non null polygons: Let (S,g) be a Lorentzian surface
and let K ⊂ S be a non-null polygon such that ∂K is a simple closed curve made up of
a finite number of smooth non-null curves, δj(s), 1 ≤ j ≤ r. Suppose that δj starts at
pj ∈ S with initial unitary speed ~tj and ends at pj+1 ∈ S with terminal unitary speed
~uj, where pr+1 = p1. Denote the exterior angles at vertices as follows: θ1 = ∠[~u1,~t2],
θ2 = ∠[~u2,~t3],. . .,θr−1 = ∠[~ur−1,~tr] and θr = ∠[~ur,~t1]. In this framework, we have
−
∫
K
K dA+
∫
∂K
κ ds+
r∑
j=1
θj = 0,
where K stands for the Gaussian curvature of (S, g) and κ denotes the geodesic curvature
along ∂K.
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