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Ethan Jost and Morten H. Christiansen
10  Statistical Learning as a Domain-General 
Mechanism of Entrenchment
10.1 Introduction
The birth of the statistical learning literature is often traced back to Reberʼs (1967) 
seminal study on implicit learning using an artificial grammar learning paradigm. 
However, to fully understand the relationship between such early implicit learning 
studies and the current notion of statistical learning, it is important also to consider 
its conception. The theory of perceptual learning by J. J. Gibson and Gibson (1955) 
paved the way for accounts of learning with a basis in sensory experience. In the 
Gibsonsʼ theory of perceptual learning, which has close parallels to current ideas about 
entrenchment (Schmid, 2007), repeated experience with a percept enhances oneʼs 
ability to discriminate between it and other percepts. This chapter argues that a com-
municative system characterized by entrenchment, as posited in this volume, likely 
relies to a considerable extent on the ability to track, learn, and use underlying asso-
ciative relationships between linguistic elements and structures in comprehension 
and production.
When considering the origin of statistical learning as a theoretical construct, it is 
also important to consider the early work of Miller and Selfridge (1950), who thought 
that a reliance on transitional probabilities may be similar to the way in which gram-
mar is learned. Other research informed by both Millerʼs work and the theory of percep-
tual learning espoused by J. J. Gibson and Gibson (1955) demonstrated that frequent 
co-occurrence due to underlying structure improved participantsʼ recall of letter 
sequences (Miller, 1958) and that learning the positional relationships between lin-
guistic units (i.e., morphemes) occurs as an experiential process of familiarization 
with the temporal positions in which such units are frequently encountered (Braine, 
1963). This laid the foundation for future research investigating the close relationship 
between frequent co-occurrence and the strength and automaticity of recall at various 
levels of linguistic analysis.
From the beginning, research on implicit learning related to language was focused 
on the way(s) in which units of linguistic information are formed. Some of the early 
explanations for the ways in which this learning happened relied on experience-
based accounts, as just described. However, experience-independent theories of lan-
guage acquisition quickly became the dominant perspective primarily because of the 
widespread acceptance of the “poverty of the stimulus” argument (Chomsky, 1965; 
Crain, 1991). Saffran, Aslin, and Newportʼs (1996) research gave the psychology of 
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language an experience-dependent statistical learning mechanism by which at least 
one aspect of linguistic knowledge (words) could be learned and demonstrated that 
this could be accomplished fairly rapidly even at an early stage in development; sta-
tistical learning can thus be thought of as the acquisition of distributional information 
from perceptual input.
Although the exact nature of the distributional information learners are thought to 
be sensitive to varies from study to study, this chapter aims to bring together research 
from multiple perspectives to provide a thorough overview of the field. The kinds of 
statistics that learners are using in each task and study are highlighted and contrasted, 
particularly when such differences are important from a theoretical standpoint. With 
the uncovering of this learning mechanism and the increased weight given to connec-
tionist ideas about how the items and structure of language can emerge from the input 
(Elman, 1990), experience-dependent accounts of language learning and processing 
have again become central to the psychology of language. Building on these ideas, 
we define statistical learning1 for the purpose of this chapter as the process through 
which learners uncover the structure of the input from its distributional properties 
(Frost, Armstrong, Siegelman, & Christiansen, 2015).
10.1.1 Implicit Learning Meets Statistical Learning
Since the resurgence of experience-dependent accounts of language in the 1990s, 
attempts have been made to synthesize the original implicit learning literature with the 
newer research on statistical learning (e.g., Conway & Christiansen, 2006; Perruchet & 
Pacton, 2006). Researchers have begun to question the “implicitness” of statistical 
learning, and the related artificial grammar paradigms that are common within the 
implicit learning literature. This is particularly relevant to discussions of entrench-
ment processes, as automaticity—or unconscious activation—is usually considered 
a feature of entrenchment (Schmid, 2007; for more details, see Hartsuiker & Moors, 
Chapter 9, this volume); the naming of an entrenched visual stimulus (i.e., an apple) 
does not require conscious processing in healthy adults. However, considering the 
manner in which most statistical learning paradigms are designed, with explicit 
familiarity judgments used at test, the relative amount of conscious processing that 
learners rely on has been debated.
1 Note that the term statistical learning means something quite different in psychology than it does 
in the field of mathematics and machine learning (Vapnik, 1999). Also, there are a number of other 
learning theories within psychology that are neither at odds with statistical learning nor do they 
necessarily fall under the same umbrella, such as discriminative learning (Baayen, 2010). Such ideas 
about contextual learning can rather be thought of as parallel processes that also help to explain the 
way that learners gain knowledge from input, in conjunction with cognitive mechanisms such as 
statistical learning.
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Within most statistical learning studies, self-report data and the mere fact that 
the instructions are incidental are used as evidence for implicit processing. Recent 
work has put this to the test, with evidence both for (Kim, Seitz, Feenstra, & Shams, 
2009) and against (Bertels, Franco, & Destrebecqz, 2012) implicit interpretations of 
statistical learning. Further research has shown that access to the statistical relation-
ships within two artificial languages can be consciously controlled, demonstrating 
that at least some aspects of the learned relationships are available for explicit pro-
cessing (Franco, Cleeremans, & Destrebecqz, 2011). Early artificial grammar learn-
ing research pointed toward diminished performance when participants were given 
explicit instructions (Reber, 1976), although newer research suggests that the dura-
tion of stimulus presentation may modulate this relationship, with longer presenta-
tions leading to an improvement in learning when instructions are explicit, at least in 
the visual domain (Arciuli, Torkildsen, Stevens, & Simpson, 2014). There appears to 
be a strong argument for the implicit and incidental nature of statistical learning, but 
some room for explicit processing should be built into accounts of statistical learning. 
Some of the issues in understanding the implicit nature of statistical learning are due 
to the lack of coherence between the implicit and statistical learning literatures but 
may be resolved in time as the two become more closely integrated.
Perruchet and Pacton (2006) claimed that although the two literatures have grown 
increasingly similar in terms of methodology, implicit learning relies more on the pro-
cess of chunking as an explanation of learning (see Gobet, Chapter 11, this volume), 
whereas the statistical learning literature is primarily interested in exploring the role 
of distributional information. However, these computations do not need to be inter-
preted as dichotomous; depending on the properties of the input, they could both 
occur in what we think of as statistical learning (Franco & Destrebecqz, 2012).
Tracking conditional probabilities may lead to the formation of chunks at later 
stages of learning, which then become elements themselves between which condi-
tional probabilities may be tracked. In fact, recent models of language acquisition 
have demonstrated the feasibility of such a process (McCauley & Christiansen, 2014; 
Monaghan & Christiansen, 2010). Thinking of chunks as the outcome of statisti-
cal learning provides a direct connection with entrenchment: Throughout learning, 
frequently co-occurring elements and structures become more deeply entrenched, 
strengthening such representations.
10.1.2 Statistical Learning as a Mechanism of Entrenchment
This perspective fits in nicely with the notion of entrenchment in language and pro-
motes the idea of statistical learning as a mechanism of entrenchment. Entrenchment 
itself is often thought of as a process, but it can also be viewed as an effect. In this way, 
statistical learning can itself be thought of as part of the process by which entrenchment 
can occur. The well-established effect of frequency on processing linguistic elements 
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and structures (Oldfield & Wingfield, 1965) can be viewed as a measure of entrench-
ment in language, although new, more sensitive measures such as meaning-dependent 
phonetic duration and reading time effects may lead to a more nuanced view of the 
entrenchment process (Jolsvai, McCauley, & Christiansen, 2013). Therefore, a continu-
ously updated relationship due to the tracking of distributional information and associ-
ated formation of meaningful units can lead to varying degrees of entrenchment for any 
particular element. This interpretation of entrenchment would relate to the learning 
of a word from a continuous stream of speech (Saffran, Aslin, & Newport, 1996) and 
to the formation of chunks including frequently co-occurring nonadjacent morphemes 
(Gómez, 2002), along with other linguistic structures.
However, statistical learning is not a mechanism of entrenchment solely in the 
linguistic domain. In the auditory domain, it may also pertain to the learning of tone 
sequences (Saffran, Johnson, Aslin, & Newport, 1999), whereas in the visual domain, 
it may relate to the extraction of probabilistic information and structure from visual 
scenes (Fiser & Aslin, 2002). This points to another key aspect of statistical learning—
specifically, its domain-general nature. Statistical learning can take place between 
stimuli within various sensory modalities (Conway & Christiansen, 2005), and sta-
tistical relationships between actions, labels, and referents can be tracked across 
situations (Yu & Smith, 2007). Along with other domain-general cognitive processes, 
including attention, memory, communicative inference, and general world knowl-
edge, we can understand language as being built on a foundation that is not specific 
to language (for a detailed overview of this perspective, see Christiansen & Chater, 
2008). Understanding statistical learning as domain-general is also important for 
considering the ways in which language and statistical learning interact with other 
aspects of cognition.
10.2 Statistical Learning in Multiple Domains
The domain-generality of statistical learning has been extensively studied since the 
advent of the modern statistical learning literature. This aspect of the statistical learning 
mechanism is important for a number of reasons. To begin with, it tied into assump-
tions about implicit learning, proposed by Reber (1993), who hypothesized that implicit 
learning was a phylogenetically ancient and conserved cognitive ability. Given that 
other species possess complex communication but not language, this meant that arti-
ficial grammars with nonlinguistic elements ought to be learnable by humans and 
likely some other extant species. However, strong theories of cognitive modularity 
argue that the cognitive architecture is built out of domain-specific modules (Fodor, 
1983). Thus, experimental findings in which similar cognitive processes were used by 
different hypothesized modules (e.g., between vision and language) provided counter-
evidence to such claims. Due primarily to these theoretical motivations, a number of 
researchers have attempted to elucidate the extent of the generality of this mechanism.
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10.2.1  Statistical Learning at Multiple Levels  
of Linguistic Processing
The first studies of statistical learning focused on the learnability of wordlike units 
from a continuous stream of syllables based solely on the different transitional prob-
abilities within versus between “words” in infants (Saffran, Aslin, & Newport, 1996) 
and adults (Saffran, Newport, & Aslin, 1996). In adults, it was found that additional 
prosodic cues at word boundaries facilitated learning.
Within the statistical learning literature, this type of relationship between syl-
lables would come to be defined as an adjacent dependency (e.g., /tu-pi-ro/da-pu-ki/). 
It was suggested to be analogous to the type of statistical relationship formed between 
syllables within words versus between words in terms of lexical processing; the syl-
lable transitions that are found within words (pi-ro) have higher transitional proba-
bilities than the syllable transitions that exist between words (ro-da). The conditional 
probabilities that are tracked between adjacent items in a sequence lead to the learn-
ing of these frequently co-occurring items.
Another type of dependency that has become part of statistical learning parlance 
is the nonadjacency (e.g., a/X/d where a predicts d with various random interven-
ing elements instantiating X; Gómez, 2002). The nonadjacent dependency in statisti-
cal learning paradigms was argued to be similar to the type of relationship found 
between auxiliaries and inflectional morphemes (e.g., was running; had beaten) and 
number agreement across multiple words (e.g., the dogs out in the yard are howling).
These studies, when combined with the research on adjacent dependencies, point 
to powerful learning mechanisms that may underlie entrenchment across a variety 
of linguistic domains. That is, learners seem to be sensitive to continuously updated 
statistical–probabilistic relationships not only between items that are temporally 
adjacent but also across intervening items, so long as the intervening items are suf-
ficiently variable. Additional evidence from the event-related potentials literature has 
demonstrated that the brain processes syllable-to-syllable transitions in Saffran-style 
statistical learning paradigms differently within versus between words, as greater 
N100 amplitudes were found at between-word syllable boundaries than at within-word 
syllable boundaries (Sanders, Newport, & Neville, 2002). The N100 is often thought to 
reflect early bottom-up sensory processing (van den Brink, Brown, & Hagoort, 2001).
10.2.2 Statistical Learning in Different Domains
It is important to note that the basic units of learning (syllables) in these statistical 
learning paradigms are the same as what are thought of as one of the most basic 
units of language; thus, these nonword stimuli are typically described as linguistic 
in nature (Newport & Aslin, 2004). However, the stimuli used in statistical learn-
ing paradigms are not limited to language-like items. Statistical learning has been 
studied in a number of other domains, including audition, vision, and touch.
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10.2.2.1 Audition
If statistical learning was domain-specific and only related to the way in which lan-
guage is learned and processed, then statistical relationships among nonlinguistic 
elements should not be learnable. This appears not to be the case, because the ability 
to learn from the transitional probabilities in sequences of auditory tones has been 
well described in the literature. Saffran and colleagues (1999) first reported the sensi-
tivity of adults and infants to the underlying statistical relationships between tones, 
using the same type of dependency previously investigated using syllables (Saffran, 
Aslin, & Newport, 1996; Saffran, Newport, & Aslin, 1996). The ability of participants 
to track adjacent dependencies between tones that are inherently nonlinguistic indi-
cates that statistical learning is likely a domain-general mechanism.
Other kinds of acoustic information have also been used in statistical learning 
studies, with varying results depending on the properties of the acoustic stimuli (Creel, 
Newport, & Aslin, 2004). Interestingly, certain aspects of the stimulus (e.g., pitch reg-
ister, timbre) led to different patterns of sensitivity in learning nonadjacency versus 
adjacency structure in the stimulus stream, suggesting that Gestalt-like properties of 
the stimulus may shape learning in different ways. Other reports of statistical learn-
ing have relied on artificial grammars using musical stimuli, further demonstrating 
the domain-general nature of statistical learning (e.g., Bly, Carrión, & Rasch, 2009). This 
domain-generality indicates that language is subserved by neural mechanisms that are 
used for processing a variety of input, and/or that the same general computational 
principle operates across perceptual and cognitive domains.
10.2.2.2 Vision
Auditory input is still somewhat language-like, as in that sensory modality is also used 
for listening to speech. Vision is a sensory domain further removed from language 
processing, and to find that statistical learning of visual sequences is possible would 
strengthen claims about this mechanismʼs domain-general nature. Evidence of visual 
statistical learning began with a study examining infant looking times to statistically 
determined patterns of shapes, finding differences in looking times between familiar 
and unfamiliar patterns (Kirkham, Slemmer, & Johnson, 2002; Fiser & Aslin, 2002). 
The statistical coherence between elements within these visual scenes led to their 
entrenchment as higher order representations. The features of visual stimuli often 
consist of color, shape, and positional information with various types of biases exist-
ing between learning these features versus objects (Turk-Browne, Isola, Scholl, & 
Treat, 2008), similar to the effect of the stimulus-level differences noted in auditory 
statistical learning. For example, when two features, such as color and shape, per-
fectly covary within each object in a triplet, participants struggle to identify acceptable 
triplets when tested on only one of the two features (either color or shape). However, 
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when shape and color are decoupled during training and vary across objects, the 
underlying pattern for each feature can be learned independently. In terms of devel-
opment, adults and children seem to show similar underlying neural processes when 
learning sequential information in the visual domain, with stable P300 responses 
across age groups to visual stimuli that are highly predictive of a target stimulus (Jost, 
Conway, Purdy, Walk, & Hendricks, 2015).
10.2.2.3 Touch and Other Domains
Touch is another modality in which statistical learning has been studied. Conway 
and Christiansen (2005) investigated whether statistical structure could be learned 
purely from tactile input. They found that performance with tactile input is similar to 
performance in the visual modality, although auditory learning was superior to both 
when the same artificial grammar was used in each modality. Further theories point 
toward the use of a statistical learning mechanism as a basis for social understanding 
(Lieberman, 2000; Ruffman, Taumoepeau, & Perkins, 2012) and motor skill learning 
(Robertson, 2007).
These findings lead to interesting questions about what kinds of constraints are 
placed on learning due to the nature of stimuli in different sensory modalities. For 
example, auditory information is usually encountered in rapid succession and is 
quite transient in nature. Thus, basic sensory processing mechanisms for auditory 
input are tuned to this bias in presentation. Visual input varies across time as well, 
but is much more stable, and thus statistical learning studies incorporating visual 
stimuli require longer interstimulus intervals to achieve the same levels of learning 
as in audition (Emberson, Conway, & Christiansen, 2011). One possible explanation 
for the patterns of similarity and differences in statistical learning across domains is 
the existence of multiple modality-specific mechanisms, each using the same under-
lying computational principles but subject to different modality-specific constraints 
(Frost et al., 2015).
The evidence of statistical learning across different modalities and domains sug-
gests that entrenchment might not be a language-specific phenomenon. Examples 
such as the incidental categorization of single tones into triplets due to frequent 
co-occurrence in a continuous stream (e.g., Saffran et al., 1999) and the extraction 
of statistical structure from visual scenes (e.g., Fiser & Aslin, 2002, Kirkham et al., 
2002) provide compelling arguments for statistical learning as a domain-general 
process of entrenchment. The construction of holistic units out of basic elements is 
a hallmark of entrenchment. Building tone triplets out of a sequence of single tones 
based on co-occurrence may not be perfectly analogous to the process by which lin-
guistic structures are thought to be entrenched, but it does capture the basic proper-
ties of a process that, as described earlier, may operate at various levels of linguistic 
processing as a foundation for the formation of such associations.
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10.3 Statistical Learning in Development
This section focuses on developmental changes in statistical learning abilities, and 
how such changes may affect language development (for an extended review, see 
Misyak, Goldstein, & Christiansen, 2012). The human infant is born into a world full 
of input from which it must extract structure (Goldstein et al., 2010; James, 1890). 
Although this may seem to be a difficult task, the infantʼs environment, experience, 
and biology constrain the kinds of input to which it is sensitive (Elman et al., 1996). 
However, actually extracting structure from the input requires some kind of learning 
mechanism; this is where statistical learning comes into play.
Reber (1993) hypothesized that implicit learning was developmentally invariant 
due to its basic adaptive value and ancient phylogenetic roots. Therefore, if Reber 
were correct, robust statistical learning mechanisms should be present from an early 
age. Indeed, infant studies formed the foundation for modern research on statisti-
cal learning, as humans seem to possess powerful statistical learning abilities from 
infancy (Saffran, Aslin, & Newport, 1996; Saffran et al., 1999). By at least 8 months, 
infants can track an aspect of the speech stream that allows them to learn words, and 
they appear to do so in a way similar to adults (Saffran, Newport, & Aslin, 1996). In 
the domain of vision, older children from ages 6 to 12 years have been found to pos-
sess neural correlates of learning similar to adults in a simple sequential learning 
paradigm, giving credence to Reberʼs claim in a nonlinguistic task (Jost et al., 2015). 
Amso and Davidow (2012) have also provided compelling evidence for developmental 
invariance in statistical learning of environmental regularity by examining saccadic 
eye movements and reaction times to probabilistically determined object relation-
ships in infants and adults.
Deeper investigation into the developmental invariance of statistical learning has 
provided some counterevidence, forcing a reappraisal of Reberʼs original position. From 
birth, infants have the ability to segment continuous speech using statistical infor-
mation, as evidenced by event-related potentials (Teinonen, Fellman, Näätänen, 
Alku, & Huotilainen, 2009). However, infants may be sensitive to different com-
ponents of auditory information than adults because infants do not track statisti-
cal relationships defined by relative pitch whereas adults do (Saffran & Griepentrog, 
2001). In another study by Saffran (2001), adults and children both performed above 
chance on measures of learning following exposure to an artificial grammar con-
taining predictive dependencies, but adults consistently outperformed children. 
Although this may have been due to differences in memory ability, given that chil-
dren consistently performed worse on longer strings while adults did not show the 
same effect, the influence of other cognitive processes on statistical learning ability 
along with widely varying amounts of experience with stimuli in various domains 
(i.e., sensitivity to relative pitch) may contribute to developmental differences in sta-
tistical learning abilities.
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The first study of nonadjacency learning in adults and infants also found that 
infants possess adultlike abilities to track such dependencies (Gómez, 2002). How-
ever, developmental differences in the ability to learn from nonadjacent dependen-
cies have also been found (Gómez & Maye, 2005). Twelve-month-old infants were 
unable to learn the predictive relationship between nonadjacent elements in a task 
that infants aged 15 months and older were able to perform. At this point, it seems 
likely that true developmental invariance is not a characteristic of statistical learn-
ing and that studies reporting such findings do not include a sufficient range of ages 
across development.
This growing literature on statistical learning in development not only demonstrates 
the existence of statistical learning abilities at early stages of development but also pro-
vides a window into the interaction between experience and cognitive development. 
It seems clear that infants have access to cognitive mechanisms that contribute to the 
entrenchment of lexical items as well as certain aspects of linguistic structure. However, 
sensitivity to certain statistical properties of speech from the very onset of develop-
ment as opposed to others may bias the types of language learning we see in develop-
ment. Considering that neonates have the ability to learn syllable chunks by tracking 
adjacent dependencies, a mechanism for the construction of lexical items seems to exist 
very early in development (Teinonen et al., 2009).
The idea that humans, and infants in particular, are guided by statistical struc-
ture when learning, due to a fundamental attempt to reduce uncertainty (E. J. Gibson, 
1991; Gómez, 2002), provides an explanation for the way in which language develops. 
Sensitivity to the adjacent structures in language provides quite a bit of information 
and allows for syllables to become associated with one another to form words, and for 
words to become associated with one another, forming chunks; sensitivity to the non-
adjacent structures in language provides a means through which more complex asso-
ciations required for learning certain aspects of morphology and syntax, for example, 
constructional schemas, are developed. In this way, statistical learning contributes to 
entrenchment of both linguistic elements and linguistic structures.
10.4  Individual Differences in Statistical Learning 
and Language
Reber (1993) stated that because of the fundamentally ancient nature of implicit 
learning, it was unlikely that there would be profound individual variation in related 
abilities. Although he later reconsidered this claim (Reber & Allen, 2000), his initial 
hypothesis has had a great deal of influence on the field of statistical learning. How-
ever, recent evidence has pointed toward individual variation in statistical learning 
abilities, and studies of this evidence have also attempted to elucidate how these 
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individual differences contribute to differences in language abilities (see for a dis-
cussion, Frost et al., 2015).
Shafto, Conway, Field, and Houston (2012) provided developmental evidence 
for direct links between individual differences in statistical learning and language 
abilities. Prelinguistic infants aged 8.5 months had their learning abilities evalu-
ated on a visuospatial statistical learning task and then were assessed 5 months 
later for their early language skills using the MacArthur–Bates Communicative Devel-
opment Inventory. Early statistical learning abilities were found to predict language 
development: Infants who were able to track the statistical relationships in the 
visual learning paradigm showed better language outcomes than those who did not. 
More longitudinal studies investigating the relationship between statistical learning 
and language would greatly benefit our understanding of their relationship (Arciuli 
& Torkildsen, 2012).
Other individual differences studies with adult participants have demonstrated 
covariation between statistical learning and language abilities. One study found that 
individualsʼ performance on a visual statistical learning task was correlated with per-
formance on a task designed to test linguistic knowledge by querying whether they 
were able to decipher a predictable word in degraded auditory conditions (Conway, 
Bauernschmidt, Huang, & Pisoni, 2010). Individualsʼ statistical learning scores have 
also been found to be a better predictor of language comprehension than performance 
on a verbal working memory task (Misyak & Christiansen, 2012). Another study in 
which implicit learning was identified as a distinct cognitive ability found it to be 
associated with verbal analogical reasoning (Kaufman et al., 2010).
The previous discussion of adjacency and nonadjacency learning has painted a 
picture of two similar computations performed over the same kinds of stimuli but 
with varying spatiotemporal signatures. It seems plausible that they contribute to the 
entrenchment of linguistic features at multiple levels of processing and are recruited 
preferentially depending on the structure of the statistical relationships between 
stimuli. Misyak, Christiansen, and Tomblin (2010) found an association between sta-
tistical learning ability and reading time at the main verb in a sentence containing an 
object-relative clause (e.g., the reporter that the senator attacked admitted the error). 
Individuals who were better at learning the nonadjacent dependencies in the statis-
tical learning task also processed the long-distance dependency between the head 
noun and main verb more efficiently in a self-paced reading paradigm. Importantly, 
the better learners did not show significantly faster reading times when reading 
the main verb in subject-relative clauses (e.g., the reporter that attacked the senator 
admitted the error).
A similar reading-time effect exists for individuals who are more sensitive to a 
grammar relying on the learnersʼ ability to track adjacent dependencies (Misyak & 
Christiansen, 2010). The better an individual was at learning the adjacent dependen-
cies in a statistical learning task, the more interference they experienced when pro-
cessing subject–verb number agreement with conflicting local information (e.g., the 
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key to the cabinets was rusty). This suggests that such learners are hypersensitive to 
adjacent relations even when it was misleading, as all sentences of this type were 
grammatical. Of note, individual differences in adjacent and nonadjacent statistical 
learning ability are not correlated with one another (Misyak & Christiansen, 2010).
The individual differences literature on statistical learning further clarifies the 
relationship between statistical learning and language. Findings demonstrating that 
better statistical learning abilities are related to greater language skill validate the 
idea that statistical learning itself is a contributing factor in language learning and 
processing, although a direct causal link cannot be inferred because of the correla-
tional nature of these findings. The nuanced literature surrounding the relationships 
among adjacent statistical learning, nonadjacent statistical learning, and language 
also contributes to the idea that this domain-general process plays an important role 
in language. It remains to be seen whether the same underlying neural circuitry sub-
serves adjacent and nonadjacent statistical learning, although some recent findings 
suggest that both can be tracked simultaneously under certain conditions (Vuong, 
Meyer, & Christiansen, 2016).
Individuals with greater experience tracking the types of relationships involved 
in processing sentences with nonadjacent dependencies should not only show higher 
performance on language tasks involving such dependencies, they should also 
show similar performance on tasks that rely on the same types of structure in other 
domains. This is consistent with other evidence pointing toward the effect that fre-
quency has on processing (e.g., Reali & Christiansen, 2007; Wells, Christiansen, 
Race, Acheson, & MacDonald, 2009). As individuals track the same types of relation-
ships over and over in language, we would expect them to learn the underlying asso-
ciations between elements that reduce uncertainty if they possess a mechanism for 
extracting such patterns. Wells et al. (2009) demonstrated that experience with the 
reading of relative clause sentences facilitates object-relative clause reading times 
in adults, demonstrating the importance of experience for language processing and 
also providing compelling evidence for the plasticity of entrenchment throughout 
development. Learners track relationships between linguistic elements over the course 
of experience and use the information in these relationships to continuously update 
their expectations and representations: Statistical learning abilities can be thought 
of as mediating the effect of linguistic experience. Thus, even adults can become bet-
ter at processing complex linguistic structures once those structures have become 
entrenched through experience-dependent learning mechanisms, indicating that it 
is a continuous, lifelong process of learning in language use (for a discussion, see 
Christiansen & Chater, 2016a).
The individual differences literature shows that there is variation across individ-
uals in how good they are at picking up regularities given their linguistic experience. 
These differences highlight the importance of statistical learning in the entrenchment 
of linguistic structures, and linguistic relationships more generally; increased experi-
ence with certain structures leads to more automatic processing of those structures.
14440-11_CH10-4thPgs.indd   237 10/17/16   1:53 PM
Brought to you by | University Library of Southern Denmark - Syddansk Universitetsbibliotek
Authenticated
Download Date | 5/28/18 4:57 PM
238   Jost and Christiansen
10.5  Statistical Learning in Models and Theories  
of Language Learning and Processing
Statistical learning is clearly related to some aspects of language learning and pro-
cessing. Can models and theories of language learning and processing incorporate 
this mechanism and show that it helps to explain linguistic development?
Usage-based approaches to language (e.g., Goldberg, 2003; Tomasello, 2003) 
argue that grammatical knowledge is learned through the chunking and entrench-
ment of multiword utterances, rather than relying on innate language-specific knowl-
edge (e.g., Pinker, 1999). Language users have since been shown to rely on such 
chunks when processing language (for a review, see Arnon & Christiansen, 2016). 
For example, young children are able to repeat words in highly frequent nonidio-
matic chunks more rapidly and accurately than when the same words form lower 
frequency chunks (Bannard & Matthews, 2008). Adults have also been found to 
have a processing advantage for high-frequency multiword chunks (Arnon & Snider, 
2010; Janssen & Barber, 2012), an effect that is modulated by the meaningfulness of 
the utterance (Jolsvai et al., 2013). This set of findings indicates the importance of 
entrenchment to language processing and also highlights the importance of conven-
tionalized form–meaning mappings, supporting construction grammar approaches 
to language (e.g., Goldberg, 2003). Language users seem to chunk multiple words 
together in ways that improve processing; these constructions are best understood 
as entrenched linguistic elements.
How might statistical learning operate as a mechanism for the construction of 
such chunks? Sensitivity to statistical relationships, such as the backward transitional 
probabilities that infants as young as 8 months are capable of tracking (Pelucchi, Hay, 
& Saffran, 2009), has been built into certain models attempting to understand how 
children might form their early lexicon through the construction of these entrenched 
chunks. The peaks and dips in forward transitional probability have also been iden-
tified as potential cues for placing phrasal boundaries when computed over word 
classes (Thompson & Newport, 2007).
McCauley and Christiansen (2011) created a model that is capable of tracking 
the statistical relationships between single words and, based on these relationships, 
forming chunks. The model is trained on corpora of child-directed speech from the 
CHILDES (Child Language Data Exchange System) database (MacWhinney, 2000), 
giving it a naturalistic input from which to learn. The model is able to accurately 
place boundaries between phrases and also outperforms competing models when 
attempting to reproduce the utterances of the children in the corpora. In addition, 
the model parallels child performance in an artificial grammar learning paradigm 
(Saffran, 2002) when the learning takes place over individual items, rather than 
classes of items, mirroring its relative performance in the analyses of language pro-
duction and comprehension, contradicting the findings of Thompson and Newport 
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(2007). This model demonstrates that entrenched units can be formed on the basis of 
distributional information alone, identifying statistical learning as a mechanism of 
entrenchment in the contexts of both natural and artificial language.
10.6 Conclusion
The ability to track and learn probabilistic dependencies between elements seems 
to be a property of the way that humans learn in multiple domains. Whether the 
elements are tones (Saffran et al., 1999), syllables (Saffran, Aslin, & Newport, 1996; 
Saffran, Newport, & Aslin, 1996), wordlike units (Gómez, 2002), visual scenes (Fiser 
& Aslin, 2002), or complex audiovisual stimuli (Mitchel, Christiansen, & Weiss, 2014; 
van den Bos, Christiansen, & Misyak, 2012), humans are able to learn about the sta-
tistical structure underlying their co-occurrence. This evidence points toward statis-
tical learning as a robust, domain-general process (Saffran & Thiessen, 2007), likely 
implemented in separate modality-specific neural networks relying on similar com-
putational principles (Frost et al., 2015).
The manner in which statistical learning operates, by tracking relational and 
distributional information for items across space and time, leads to the entrench-
ment of learned relationships. The degree of entrenchment varies among items as 
a function of frequency (Reali & Christiansen, 2007), meaningfulness (Jolsvai et al., 
2013), and predictability (Aslin, Saffran, & Newport, 1998) and is fundamentally 
plastic throughout the lifespan (Wells et al., 2009). This general understanding of 
how statistical learning leads to the construction of units that contain meaning fits 
well into emergent, experience-based theories about language (i.e., Bybee, 2006; 
Christiansen & Chater, 2016a, 2016b; Elman et al., 1996; Goldberg, 2003) and identi-
fies it as integral to theories postulating that language learning and processing rely 
on sensitivity to multiple cues in the input (Christiansen, Allen, & Seidenberg, 1998). 
Highly entrenched items can be stored as chunks, which can become the building 
blocks of language in development (McCauley & Christiansen, 2011) and which can 
also affect language processing (Bannard & Matthews, 2008). These entrenched rep-
resentations are built up over the course of development as a result of statistical 
learning, allowing higher level linguistic features to be learned.
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