We study the structure of analytic continuation of solutions of an even rank system of linear ordinary differential equations of Okubo normal form (ONF). We develop an adjustment of the method by using the Euler integral for evaluating the connection formulas of the Gauss hypergeometric function 2F1(α, β, γ; x) to the system of ONF. We obtain recursive relations between connection coefficients for the system of ONF and ones for the underlying system of half rank.
Introduction
The Gauss hypergeometric differential equation
is transformed into a system of first-order differential equations of the form As a generalization of this system, Okubo ([10] , [11] ) studies a rank n system of linear differential equations of the form (xI n − T ) du dx = Au, (1.3) where u is an n-vector of unknown functions, A is an n × n constant matrix, T is an n × n diagonal constant matrix, and I n denotes the n × n identity matrix. We call (1.3) a system of linear differential equations of Okubo normal form (ONF).
In this paper we shall study the structure of analytic continuation of solutions of a rank 2n system of ONF of the form (xI 2n − T ) dU dx = A P U,
where U = U (x) is a 2n-vector of unknown functions, T, A ∈ M(n; C), P ∈ GL(n; C) are matrices such that T and A ′ = P −1 AP are diagonal, t is a complex number satisfying det(tI n − T ) = 0, and ρ j (j = 1, 2) are complex constants.
The Gauss hypergeometric equation is intimately related to the Euler-Darboux equation. Our system (1.4) is obtained through the process of making the relation of the two equations clear. Set
In the case that γ = 0, which is done by using the relation E(α, β, γ)(ξ − η) δ = (ξ − η) δ E(α + δ, β + δ, γ + δ(δ + α + β − 1)) (1.5)
with a suitable choice of the parameter δ, the partial differential equation
is called the Euler-Darboux equation. Darboux ([3, §347] ) shows that by setting f = ξ λ ϕ(t), t = η/ξ, with a fixed constant λ, the equation (1.6) is reduced to the ordinary differential equation
which is the hypergeometric equation with the parameters a, b, c replaced by α, −λ, 1 − λ − β, respectively. Set
Miller ( [9] ) notices that the space of particular solutions of (1.6) of the form f = ξ λ ϕ(η/ξ) coincides with the space of solutions of the system of partial differential equations E(α, β, 0)f = 0, L 2 (λ)f = 0, (1.7)
since the second equation implies f = ξ λ ϕ(η/ξ). Let us consider a 1-dimensional section of this system obtained by taking η for a constant, and show that the section is also reduced to the hypergeometric equation. We first make the substitution f = (ξ − η) −β g. Then, using the relation (1.5) and the relation
we obtain the system of partial differential equations
L 2 (λ + β)g = 0.
(1.8)
Eliminating the term of ∂ 2 g/∂ξ∂η from this system by becomes a solution of the equation (1.6) under the condition ℜα < 0, ℜβ < 0. Set
If h(ζ) is a solution of the ordinary differential equation In view of affinity of the system of ONF for the Euler transformation we may extend L 1 (λ), L 2 (λ) to rank n differential operators of ONF as
where A is an n × n constant matrix and T ′ is an n × n diagonal constant matrix. For a solution w(ζ) of the system of ONF L 1 (T ′ , A; ρ + α + β − 1)w = 0 (1.17)
we define
provided that ℜα < 0 and ℜβ < 0. Then, similarly to the integral (1.14), u(ξ, η) becomes a solution of the system of partial differential equations E(α, β, 0)u = 0, L 2 (T ′ , A; ρ)u = 0.
The operator L 2 (T ′ , A; ρ) also satisfies the relation
So, similarly to (1.8) and (1.13), setting α = 1 + ρ j ′ , β = −ρ j , ρ = −1 − ρ j ′ , and u = (ξ − η) ρj v, where j ∈ {1, 2} and j ′ denotes the complement of j in {1, 2}, namely, (j, j ′ ) = (1, 2) or (2, 1), we can transform the system (1.19) into the system E(1 + ρ 1 + ρ 2 , 0, ρ 1 ρ 2 )v = 0, L 2 (T ′ , A; −1 − ρ 1 − ρ 2 )v = 0, (1.20) which is not altered if ρ 1 and ρ 2 are interchanged. The quantities ρ 1 , ρ 2 and A in (1.20) correspond to −a, −b and 1 − c in (1.13), respectively. Our system (1.4) is obtained as a 1-dimensional section of the system (1.20). The author introduced the system (1.4) firstly in [15] , and then used it to establish an algorithm for constructing all irreducible semisimple systems of ONF having rigid monodromy in [16] . Haraoka ([4] ) constructs integral representations of solutions of the system (1.4) using the integral equivalent to (1.18), and shows by following the author's algorithm that solutions of all irreducible semisimple systems of ONF can be represented by the integral of Euler type.
In this paper we study connection problems between local solutions of the system (1.4) by using the integral (1.18). We are especially concerned with the relation between connection coefficients of the system (1.4) and ones of the system (1.17).
Preliminary
In this section we give transformations for obtaining the system (1.4) from the system (1.20), and recall Haraoka's results on integral representations of solutions of the system (1.4).
Transformation of equations
and write
for short. Remark 2.1. Applying the change of variable (1.12) to the differential operator defining u 2 in (1.2), we obtain
The differential operator M (T ′ , A) corresponds to this operator.
Similarly to (1.9) we have the following proposition.
Proposition 2.1. We have
Proof. By direct calculation.
Then the system of partial differential equations (1.20) is transformed into a system of first-order partial differential equations for a 2n-vector
Proof. The system of partial differential equations
is equivalent to the system (1.20). By virtue of Proposition 2.1 and the definition of the operators M and N we can write this system in the form
The first equation of this system and M v − v 2 = 0 are equivalent to the first two equations of the system (2.1). Besides, the second equation and N v − v 2 = 0 are equivalent to the last two equations of the system (2.1).
Using the relations
we can write the system (2.1) in a Pfaffian system of the form
where
For a fixed constant η 0 the 2n-vector function
The change of variables
where t is a constant, transforms the system (2.3) into the system of ONF
5)
Proof. The change of variable (2.4) leads to
Substituting this formula into the right hand side of
and then substituting V = I n P U , we obtain the system (2.5).
Integral representation of solutions
We denote by w(ρ; ζ) a solution of the system of ONF
Recall the notation j ′ for j = 1, 2:
Proposition 2.4. For j = 1, 2, let w(−ρ j − 1; ζ) be a solution of the system (2.6) with ρ = −ρ j − 1. Then the integral
is a solution of the system (1.20), provided that
Proof. The change of variables v = (ξ − η) −ρj u leads to a system
It is trivial that the integral
satisfies the first equation of this system. Similarly to (1.16), we have
Here in the last equality we have used (2.7) and
Combining Propositions 2.4 and 2.2, we see that for j = 1, 2, the integral
becomes a solution of the Pfaffian system (2.2) under the condition (2.7). Substituting η = η 0 and then
, we obtain the following proposition.
Proposition 2.5. For j = 1, 2, let w(−ρ j − 1; ζ) be a solution of the system (2.6) with ρ = −ρ j − 1. Then the integral
where M η0 (T ′ , A) denotes the operator M (T ′ , A) with η replaced by η 0 , becomes a solution of the system (2.3). Moreover, the integral
becomes a solution of the system of ONF (2.5).
Even if the integrals (2.8) and (2.9) are divergent, they make sense in the sense of the finite part of a divergent integral (see [7, 2.3.3] ). For example, in the case that C is a segment from η 0 to ξ in (2.8), the integral (2.8) is divergent if ℜρ j ≤ −1 or ℜρ j ′ ≥ 0; however, the integral makes sense in the sense of the finite part if ρ j ∈ Z <0 and ρ j ′ ∈ Z ≥0 . We do not assume the conditions for convergence of the integrals stated below, and treat them as the finite part of a divergent integral when they are divergent.
Solutions characterized by local behavior
We reverse our way of investigation. Namely, we start with the system (1.4) and then determine the system (2.6).
Assumptions
Consider the system (1.4). We write T in the form
where t i = t j (1 ≤ i = j ≤ p + 1) and n 1 + n 2 + · · · + n p = n. We assume that
No three t i (1 ≤ i ≤ p + 1) lie on a straight line.
Renumbering the t i 's if necessary, we fix an assignment of the arguments
Besides, we fix a real number θ p+1 such that
When we write
in the same partition as T , namely, A ij ∈ M(n i , n j ; C), we may assume that the diagonal blocks A ii (1 ≤ i ≤ p) are of Jordan canonical form, since a transformation of the form U = Q I n Ū , where
changes the system (1.4) into the same system with A ij and P replaced by Q i −1 A ij Q j and Q −1 P , respectively. We assume that A 11 , A 22 , . . . , A pp are diagonal, and set for 1 ≤ i ≤ p
where µ k = µ h (k = h) and m 1 + m 2 + · · · + m q = n. Throughout this paper we assume that
Nonholomorphic solutions near singular points: generic case
First, we treat the case that none of the ρ j 's is an eigenvalue of the matrix A. In this case we assume that
in addition to (3.1)-(3.4). The system (1.4) is a Fuchsian system with singularities x = t 1 , . . . , t p+1 and ∞. Note that
The Riemann scheme of the system (1.4) is
where λ (ℓ) denotes an exponent λ with its multiplicity ℓ,
Applying the general theory of local solutions near a regular singular point (e.g. [7, Chapter 1]), we have the following theorems. We use the notation ε m (k) = the k-th unit m-vector.
there exists a unique solution of the system (1.4) of the form
which is convergent for |x − t p+1 | < min 1≤k≤p |t k − t p+1 |.
Theorem 3.2. For 1 ≤ j ≤ 2, 1 ≤ h ≤ n there exists a unique solution of the system (1.4) of the form
which is convergent for |x − t p+1 | > max 1≤k≤p |t k − t p+1 |.
Reducible case (i)
Next, we treat the case that one of the ρ j 's is an eigenvalue of the matrix A. Put
and assume that
in addition to (3.1)- (3.4) . In this case the coefficient A P has the form
and the system (1.4) has a solution of the form U = U ′ 0 mq . Here U ′ satisfies the system of ONF of rank
Note that
The Riemann scheme of the system (3.7) is 
Besides, for 1 ≤ h ≤ n there exists a unique solution of the system (3.7) of the form
The series are convergent for |x − t p+1 | > max 1≤k≤p |t k − t p+1 |.
Reducible case (ii)
Lastly, we treat the case that both of the ρ j 's are an eigenvalue of the matrix A. Put
with the conditions (3.1)- (3.4) . In this case the coefficient A P has the form
and the system (1.4) has a solution of the form U = U ′′ 0 mq−1+mq . Here U ′′ satisfies the system of ONF of
The Riemann scheme of the system (3.8) is
exists a unique solution of the system (3.8) of the form 
Besides, for 1 ≤ h ≤ n − m q−1 − m q and n − m q + 1 ≤ h ≤ n there exists a unique solution of the system (3.8) of the form
Solutions of the underlying system
Let us fix a complex number η 0 . We define t
, and define
Using this T ′ and the matrix A in the system (1.4), we set up the system of ONF
which we call the underlying system associated with the system (1.4). We define the assignment of the arguments θ
Moreover, we set θ
. In addition to the assumptions (3.1)-(3.4) we assume that
Moreover, we assume that the parameter ρ satisfies
Nonholomorphic solutions near singular points
The Riemann scheme of the system (4.2) is
, there exists a unique solution of the system (4.2) of the form
there exists a unique solution of the system (4.2) of the form
In P ′ we specify the branch of w t ′ i ,k,h (ρ; ζ) by the assignment of argument
where the path of integration is a segment or a curve in P ′ with initial point t ′ i and terminal point ζ, and the branch of the integrand is determined by the following assignment of the arguments
Proof. It suffices to prove (4.8) for ζ near t
By the way similar to (1.16) we can easily see that u(ζ) becomes a solution of (4.2). Substituting the expansion (4.5) with ρ replaced by ρ ′ , we have
Changing the variable of integration τ to s by τ = t
and hence
This implies (4.8).
Holomorphic solutions in the plane cut from one singular point
Under the specification (4.7) we havẽ
, where the path of integration is the ray from t ′ i to ∞ along the right-hand side of the cut
, and the branch of the integrand is determined by the following assignment of the arguments
Similarly to the integral (4.9) in the proof of Theorem 4.3 we see thatũ(ζ) becomes a solution of (4.2). It is trivial thatũ(ζ) is holomorphic in P 
where u(ζ) denotes the integral (4.9) in the proof of Theorem 4.3. On the other hand, when we analytically continuew t ′ i ,k,h (ρ; ζ) along the circle, we obtaiñ
So the solution defined bỹ
is not only holomorphic in P ′ i but also single-valued near ζ = t ′ i , and then must be 0 under the assumption (4.4). Lastly, using the formula of Γ-function Γ(z)Γ(1 − z) = π sin πz , we obtain (4.10). 
Connection coefficients for the underlying system
In this subsection we explain the dependence on ρ of connection coefficients for the system (4.2). The following results are due to R. Schäfke. See his papers [12] and [13] in detail. First, we consider the connection coefficients between solutions near finite singular points. In P ′ , under the specification (4.7), let us express
Theorem 4.6 ([13, (3.6) Satz]). We have 
It is well known ( [2] , [6] , [1] ) that these satisfy the system of Poincaré rank one
which does not depend on ρ. Moreover,
themselves do not depend on ρ. Indeed, substituting (4.8) and then reversing the order of integration, we have
we have
which means that
does not depend on ρ. As for y t ′ ν ,k,h (H ν ; z), using the representation
we can prove its independence from ρ similarly to
Since the y t ′ ν ,k,h (H ν ; z)'s are linearly independent, the coefficients must be uniquely determined and hence not depend on ρ. The equality of the coefficients and those for ρ = 0 leads to (4.12).
Next, we consider the connection coefficients between solutions near a finite singular point and ones near infinity. SetP
For ζ ∈P ′ we determine the assignment of argument of ζ − η 0 and ζ − t
InP
′ let us express w t ′ i ,k,h (ρ; ζ) by a linear combination of solutions near ζ = ∞ as
To prove this theorem we prepare a lemma. We denote by [ ] m the m-th row of a matrix or the m-th component of a column vector.
Lemma 4.8 (cf. [4, Proposition 3.1]). Suppose that all of the residue matrices
where n ′ + n ′′ ≤ n. Then for n ′ + 1 ≤ m ≤ n ′ + n ′′ the m-th component of any solution of this system is a constant. Moreover, if the analytic continuation of a solution u(ζ) along a closed curve encircling a singular point coincides with itself multiplied by a constant different from 1, then the solution u(ζ) satisfies
Proof. Trivial.
Proof of Theorem 4.7. By direct calculation we see that
where the matrices B i are defined by
Hence by Lemma 4.8 we have
Similarly, fork = l we have
On the other hand, we have
for m = m 1 + · · · + m l−1 +h. These facts and the (m 1 + · · · + m l−1 +h)-th component of the relation (4.14) 
These are not only solutions of the system (4.13) but also independent from ρ. The independence from ρ of
can be proved by the same way as that of
where M ∓ i (τ ) denotes the subpath of M ∓ i from τ to ∞. As for y ∞,k,h (H ∞ ; z), substituting (4.5) and then integrating term by term, we have
we obtain
which does not depend on ρ. Now let us consider the difference of e
For any l, 1 ≤ l ≤ q, replacing ρ by −µ l − 1 in this formula and subtracting the resulting formula from this formula, we find
by virtue of (4.15) in Theorem 4.7. Since the y ∞,k,h (H ∞ ; z)'s are linearly independent, the quantity
must be uniquely determined and hence not depend on ρ, which leads to (4.16). 
, and δ is a sufficiently small positive number, and set
For ξ ∈ S ′± i we consider the integrals 
The branches of integrand of W S ′± i ;ab sing ,k,h along ab are determined by the assignment of arg(ξ − ζ), arg(ζ − η 0 ) and arg(ζ − t ′ i ) tabulated in Table 5 .1 or 5.2. Similarly to the integral (2.8) in Proposition 2.5, the integrals (5.1) satisfy the system 
Integrals associated with the solutions near finite singular points
We use the notation Σ [1, ∞) , and so on. 
Proof. The equality of the analytic continuation of W
and the integral W
follows from the continuity of the arguments arg(ξ − ζ), arg(ζ − η 0 ) and arg(ζ − t
, where we specify θ
Substituting this expansion into W
Changing the variable of integration ζ to s by ζ = η 0 + (ξ − η 0 )s, we obtain
Then we have
which leads to (5.4).
Theorem 5.2. Assume that ν 1 / ∈ Z <0 and ν 1 − λ i,k / ∈ Z ≥0 . The analytic continuation of the integral
coincides with the integral W
To prove this theorem we prepare a lemma.
where w(−ν 1 − 1; ζ) is a solution of (4.2), satisfies 6) provided that
which leads to (5.6). Here we have used (5.7) and
in the last equality.
Proof of Theorem 5.2. The equality of the analytic continuation of W
Provided that |ξ − t 
where the initial coefficient is given by
Changing the variable of integration ζ to s by ζ = t
. So the integral on the right-hand side is expressed by the Gauss hypergeometric function as
Combining this with (ξ
, we have (5.5).
We next consider the integrals W
(ν 1 , ν 2 ; ξ), which make sense if ξ is in C \ Σ 
where the double-signs correspond.
Proof. It is trivial that W
. Since the factor
If we extend the assignment of the arguments arg(ξ − t 
On the other hand, the assignment of arg(ξ − ζ) for W Table 5 .2 satisfies
This means that the analytic continuation of W
across the ray Σ
in the multiplier factor e 2π √ −1ν1 .
To find the behavior of W
we analytically continue it along a circle of center t 
). Carefully tracing how the arguments change along the path, we obtain
. This means that
, which leads to (5.8).
Now we shall investigate the integral W
is the solution of the underlying system (4.2) with ρ = −ν 1 − 1 stated in Theorem 4.4.
. Besides, we have
Substituting the formula (4.10) with ρ = −ν 2 − 1 and ρ ′ = −ν 1 − 1 intoṽ(ξ) and then reversing the order of integration, we obtaiñ
Substituting this formula into (5.10), we havẽ
This implies (5.9).
Integrals associated with the solutions near infinity
Similarly to Theorem 5.1, we can prove the following theorem.
(the double-signs correspond).
Proof. Omitted.
Theorem 5.7. Assume that ν 1 / ∈ Z <0 and ν 2 − µ k / ∈ Z <0 . The analytic continuation of the integral
Proof. If we extend the assignment of arg(ξ − ζ) for ξ ∈ S
On the other hand, the assignment of arg(ξ − ζ) for W Table 5 , we obtain
Allowing for the assignment of the arguments of ξ − ζ, we have
where arg(ζ − ξ) = arg(ζ − η 0 ) = ψ and the double-signs correspond. Changing the variable of integration ζ to s by ζ = η 0 + ξ − η 0 s , we can easily see that the integral on the right-hand side is equal to
Hence we have
which implies (5.11).
is holomorphic for ξ ∈ C \ {η 0 + se
Here the double-signs correspond.
To find the behavior of W 
near ξ = ∞, which leads to (5.12). 
Reducible cases
Proof. We can apply Lemma 5.3 to the integrals W
, and obtain
Combining this expression with the definition of A ′ and with the facts stated in the proof of Theorem 4.7, we obtain (5.13) and (5.14), respectively.
Relations of the integrals
In this section we investigate relations of the integrals defined in the preceding section, and then translate the relations to those for solutions of the system (1.4) in the next section.
We assume that
2)
and for ξ ∈ S
Proof. Applying the Cauchy theorem to the triangles △(η 0 , ξ, t ′ i ) and △(η 0 , ξ, ∞), we have
respectively. Comparing the branches of these integrals and those of the integrals W
, we can easily see that the relations above hold. Set
where the double-signs correspond. As a corollary to Theorems 5.1, 5.2, 5.7 and 5.8, we have the following theorem. Proof. The integrals V
(ν 2 , ν 1 ; ξ) not only satisfy the system (5.3) but also have the same asymptotic behavior as ξ −→ t ′ i . This implies that the integrals coincide with each other. As for other integrals, the coincidence when ν 1 and ν 2 are interchanged follows from their asymptotic behavior also.
Remark 6.1. From Theorems 5.2, 5.4 and 5.7 we see that V S ′± i ;ab sing ,k,h (ν 1 , ν 2 ; ξ) and its analytic continuation satisfy
Rewriting the relations stated in Theorem 6.1 in terms of V
Combining (6.4) with (5.8) and (6.5) with (5.12), we obtain the following relations.
Theorem 6.3. We have
, we have
Substituting this into (6.4), we obtain (6.6). Similarly, representing (5.12) by V
Substituting this into (6.5), we obtain (6.7).
In the relations (6.4) and (6.5) interchanging ν 1 and ν 2 and then using Theorem 6.2, we obtain
where the double-signs correspond. Solving the simultaneous equations (6.4) and (6.8) with respect to
, and (6.5) and (6.9) with respect to V
, we have the following relations.
where the double-signs correspond and j ′ denotes the complement of j in {1, 2}, namely, (j, j ′ ) = (1, 2), (2, 1). Now, let us recall the connection formulas (4.11) in P ′ and (4.14) inP ′ . Note that we have determined the assignment of argument of ζ − t 12) and for ξ ∈ S (6.13) where
Proof. We give the proof only for (6.12). Substituting (4.11) with ν = i + 1 and ρ = −ν j − 1 into the integral
Here the holomorphy of the integral of the term hol(ζ − t ′ i+1 ) can be proven by representing the term as a linear combination ofw t ′ ν ,k,h (−ν j − 1; ζ) (ν = i + 1) and then applying Theorem 5.5. Substituting this relation into (6.10) and then substituting (4.12) with ν = i + 1 and ρ = −ν j − 1 into the result, we have
Lastly, substituting (6.6) with i replaced by i + 1, we have
which implies (6.12) since the identity
holds.
Theorem 6.6. For ξ ∈ S ′− i we have
15) and for ξ ∈ S
Proof. First, we prove (6.15). Substituting (4.14) with ρ = −ν j − 1 into the integral W
Substituting this relation into (6.10) and then substituting (4.16) with ρ = −ν j − 1 into the result, we obtain Figure 6 .1: Deformation of the path η 0 ξ Lastly, substituting (6.7), we have
which leads to (6.15) by virtue of the identity (6.14). Next, we prove (6.16) . Note that the assignment of argument of ζ − t 
holds. Here, from Figure 6 .1 (b) we see that the relation
holds. Besides, from Theorem 5.7 we see that the relation
holds. Using these relations instead of the first and the second relations of Theorem 6.1, we can establish the relation (6.16) in a similar way to (6.15).
Connection formulas
Taking account of the transformation (2.4), we see that the integrals
become solutions of the system (1.4). We shall establish relations between these integrals and the local solutions U sing,k,h (x) defined in Section 3, and then rewrite the connection formulas among the integrals
From now on in the case that the endpoint b of the path ab is equal to ξ we omit ξ in the superscript, namely, we write 
Generic case
First, we consider the connection formulas for the system (1.4) in the case that none of the ρ j 's is an eigenvalue of the matrix A. We assume the conditions (3.1)-(3.4), (3.5) and (4.3).
Proof. Under the transformation (2.4), ξ −→ η 0 is equivalent to x −→ ∞. From Theorem 5.1 we find
Here the initial term satisfies
which implies (7.1). Similarly, from Theorem 5.6 we obtain (7.2).
± i we determine the assignment of argument of x − t i as
Under the assignment (5.2) and (7.3) we have
Substituting (7.5) into (5.5), we find
i . This implies (7.4).
. This implies (7.6). Combining Theorems 6.4, 6.5 and 6.6 with Propositions 7.1, 7.3 and 7.2, we obtain the following conclusions.
Theorem 7.4. For 1 ≤ i ≤ p the coefficients C ∞,j,h;ti,k,h in the connection formula
Besides, the coefficients C S ± i ∞,j,h;tp+1,k,h in the connection formula
Proof. Substituting (7.1) and (7.4) into (6.10) ν1=ρ1,ν2=ρ2 and then interchanging j and j ′ , we obtain (7.7) with (7.8). Similarly, substituting (7.2) and (7.6) into (6.11) ν1=ρ1,ν2=ρ2 and then interchanging j and j ′ , we obtain (7.9) with (7.10).
Theorem 7.5. For 1 ≤ i ≤ p − 1 the coefficients C ti+1,k,h;ti,k,h in the connection formula
are given by
(7.12) Besides, for 2 ≤ i ≤ p the coefficients C ti−1,k,h;ti,k,h in the connection formula
(7.14)
Proof. Substituting (7.4) and the same expression with i replaced by i + 1 into (6.12) ν1=ρ1,ν2=ρ2 , we obtain (7.11) with (7.12). Similarly, substituting (7.4) and the same expression with i replaced by i − 1 into (6.13) ν1=ρ1,ν2=ρ2 , we obtain (7.13) with (7.14).
in the connection formula 16) where the double-signs correspond.
Proof. Substituting (7.4) and (7.6) into (6.15) ν1=ρ1,ν2=ρ2 for x ∈ S + i and (6.16) ν1=ρ1,ν2=ρ2 for x ∈ S − i , we obtain (7.15) with (7.16).
Remark 7.1. The quantities γh ;t ′ i ,k,h (−ρ j ′ − 1) and γ
which does not depend on ρ, and (
do not depend on η 0 also.
Reducible case (i)
Next, we consider the connection formulas for the system (3.7). We assume the conditions (3.1)-(3.4), (3.6) and (4.3). Thanks to Proposition 5.9, we obtain the following results. (1 ≤h ≤ n, 1 ≤ k ≤ q − 1, 1 ≤ h ≤ m k ). (1 ≤k ≤ r i+1 , 1 ≤h ≤ ℓ i+1,k , 1 ≤ k ≤ r i , 1 ≤ h ≤ ℓ i,k ). (1 ≤k ≤ q − 1, 1 ≤h ≤ mk,
Reducible case (ii)
Finally, we consider the connection formulas for the system (3.8). We assume the conditions (3. (1 ≤k ≤ q − 2, 1 ≤h ≤ mk, 1 ≤ k ≤ r i , 1 ≤ h ≤ ℓ i,k ),
