The most serious terrorist threat we face today may come from radiological dispersion devices and unsecured nuclear weapons. It is imperative for national security that we develop and implement radiation detection technology capable of locating and tracking nuclear material moving across and within our borders. Many radionuclides emit gamma rays in the 0.2 -3 MeV range. Unfortunately, current gamma ray detection technology is inadequate for providing precise and efficient measurements of localized radioactive sources. Common detectors available today suffer from large background rates and have only minimal ability to localize the position of the source without the use of mechanical collimators, which reduces efficiency. Imaging detectors using the Compton scattering process have the potential to provide greatly improved sensitivity through their ability to reject off-source background. We are developing a prototype device to demonstrate the Compton imaging technology. The detector consists of several layers of pixelated silicon detectors followed by an array of CsI crystals coupled to photodiodes. Here we present the concept of our detector design and results from Monte Carlo simulations of our prototype detector.
INTRODUCTION
Development of technologies for detecting and characterizing radiation from various nuclear materials is important for many fields, including homeland security, astrophysics, and medical imaging. Unfortunately, in many cases we now largely use detection technologies that were developed in the 1960s. While sufficient for some purposes, these technologies have proved inadequate for remote sensing of radioactive nuclear materials -a crucial capability required for enhanced homeland security. Passive gamma ray detection is the most direct means of providing this capability, but current detectors are severely limited in sensitivity and detection range due to confusion from off-source backgrounds, and they cannot precisely localize sources when they are detected.
With the construction of our prototype we expect to develop new techniques that will lead to passive gamma ray detectors capable of localizing sources and rejecting backgrounds from irrelevant directions, thereby providing the improved sensitivity needed for remote nuclear material sensing. In addition, we also intend to explore identification of shielded neutron sources and shielded material (by detecting gamma rays originated from neutron activation of the shielding material) at close distances. The core technique to accomplish this goal is Compton imaging, which is based on the fact that Compton scattering (scattering of a gamma ray from an electron) preserves information about the direction and energy of incident gamma rays if the scattering byproducts can be precisely measured.
In parallel with the development of detector hardware, we will also confront the challenges associated with reconstructing Compton scatter data. Dealing with the complexities of Compton image reconstruction, as opposed to restrictions in available detector technologies, is now argueably the critical problem to be addressed en route to achieving the full potential offered by Compton detectors. We intend to adopt an image reconstruction technique used frequently in the astronomy community and adapt it to our purposes.
DETECTOR DESIGN
Central to the design of a Compton imager is the choice of component detector technologies. There are two driving requirements: (1) an efficient scattering detector, where the primary recoil electron (and any secondary interactions of the scattered photons) can be tracked with reasonable accuracy, and (2) an absorbing detector to efficiently measure the full energy and direction of the scattered photon(s). For the scattering detectors, a low-Z, low density material is required to minimize Coulomb scattering and thereby enable electron tracking. Even if electron tracking is not employed, however, low-Z detectors are still required to minimize Doppler ambiguities in the Compton scatter reconstruction.
1 (The bound electrons have non-zero bound orbital momentum that introduces uncorrectable uncertainties into the kinematic reconstruction, resulting in additional angular blur. This effect worsens with increasing Z of the scattering medium.) In addition, there must be a sufficient total thickness of active material to achieve reasonable detection efficiency. Gas detectors, for example, could provide good electron tracking capability, but they must be impractically thick (several meters) to yield reasonable detection efficiency. Furthermore, the best gas detectors use xenon, which at Z = 54 results in significant Doppler angular blur. We therefore choose solid-state silicon detectors for the scattering medium.
At present, silicon is the only detection medium where recoil electron tracking has been amply demonstrated.
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A stack of many thin silicon detectors simultaneously provides good detection efficiency and electron tracking capability. For a fixed number of readout channels, the choice of layer thickness is a tradeoff 4 between electron tracking precision (where thinner is better), detection efficiency (where thicker is better), and ruggedness (where thicker is better). In our prototype, there are three silicon detector planes. Each silicon plane consists of a 16×20 array of 3 mm × 3 mm silicon pads, resulting in an active area of 4.8 × 6.0 cm 2 in each plane. The detectors are 300 microns thick.
For the absorbing detectors, a high-Z, high density detector with good energy and spatial resolution is required to precisely measure the full energy and direction of the Compton scattered photon(s). Segmented scintillators such as CsI(Tl) are being developed for this purpose, 2, 3 but their marginal energy and spatial resolution severely limits imaging system performance. To achieve optimum system performance, millimeter spatial resolution and few-percent energy resolution are required. Due to Doppler broadening, further improvements in detector performance do not yield significant imaging enhancements. Position-sensitive germanium detectors are one option being investigated, 5 but germanium detectors must be operated at cryogenic temperatures, making them problematic for use in space experiments or ground-based emergency response applications. Cadmium zinc telluride (CZT) detectors will provide the needed performance at room temperature. But even to this date it is difficult to obtain large numbers of good quality CZT detectors. The price is also a driving concern along with the time constraint under which this prototype is being constructed. Figure 1 shows that the imaging performance with CZT as an absorbing detector is expected to be near the Doppler limit if ∼ 1 mm spatial resolution can be achieved.
Even though we believe that an improved absorbing detector is the single most important development that can be made to enhance imaging performance, we chose a CsI/PIN photodiode array as an absorbing detector for our prototype due to its availability and reduced cost. Each CsI/PIN detector of the array is ∼ 12 mm × 14 mm × 10 mm in size. Individual detectors are arranged in a 6×7 detector array whose front face covers ∼ 8.4 × 8.6 cm 2 . The CsI(Tl) detectors were built by St. Gobain, which also supplied photodiodes and charge-sensing preamps for each channel.
Simple geometrical considerations suggest that the best spacing of detector components is to have 2.5 cm separation between silicon planes, and 6 cm separation between the last silicon plane and the CsI array. We are designing an enclosure that will allow us to easily vary the spacing so that we may study various configurations with real data.
The readout system for the detector is a custom-designed and built system from IDEAS, 6 based on their VA/TA preamp/trigger ASIC chip combination, and controlled by their VA-DAQ data acquisition system. The readout system is currently in production and we expect to take delivery in summer 2004. In the meantime, we have been able to read data from and evaluate the CsI array using an ORTEC amplifier and an MCA readout interface. A calibration was performed using several radionuclide sources and the observed energy to ADC response function is reasonably linear. Values for the energy resolution varied from 22% at 511 keV to 10% at 1.275 MeV. The observed electronic noise of the readout system was about 50 keV (1σ) at room temperature. The absolute photopeak efficiency for one CsI crystal when the source was placed 12.7 cm (5 in.) away ranged from 9 × 10 −5 at 511 keV to 8 × 10 −6 at 1.3 MeV. These numbers should only be considered estimates, due to the fact that we have observed variations in the behavior of the array correlated with the temperature of the enclosure which contains the readout electronics. To control the temperature, we plan to run the preamplifiers at a lower voltage and use an air cooling system in the future.
DETECTOR SIMULATION
A simulation for our detector prototype has been written with GEANT4.
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GEANT4 is a toolkit for simulating the passage of particles and radiation through matter. We are interested in studying our detector response to gamma ray sources, and thus we rely on the electromagnetic physics package of GEANT4. One area where we have supplemented the core GEANT4 package concerns low energy Compton scattering. The issue arises when one considers the differences between a free electron at rest and an electron bound in an atomic shell with some non-zero angular momentum. In Compton scattering, an atomically bound target electron results in three main differences from the free electron case: the overall scattering probability is decreased, the angular differential scattering cross section is decreased for small angles at lower energies, and the scattered photon energy is "broadened" from its free electron value. The standard GEANT4 treatment of Compton scattering assumes a free electron at rest and therefore does not adequately describe the process in the low-energy regime. The GLECS package 8 is an extension to GEANT4, and provides a more correct model of Compton scattering at low energies. We have used the GLECS package in the simulation of our detector.
A mass model was created that includes the most significant components of the detector. The mass model is shown in Figure 2 . Not shown in Figure 2 (but included in the model) are two aluminum boxes that surround the CsI and silicon components. The model includes: three planes of silicon mounted in G10 circuit board material, a 6×7 array of CsI crystals, a PIN diode attached to each crystal composed of a silicon volume embedded in an aluminum-oxide base, generic electronics material mounted on G10 circuit boards behind the crystal array, and the aluminum box enclosures. The generic electronics material is a composite of various materials common to electronic components (lead, tin, aluminum, copper, iron, silicon, oxygen). To reduce the model complexity, the three silicon planes in the model are not divided into individual pixels, rather this is done during the data analysis stage.
The CsI array portion of the simulation was verified by comparing simulation data to real data collected with the temporary MCA data aquisition system. An energy resolution effect is added to the simulated recorded energy deposits in the CsI crystals. The exact value for the energy resolution is chosen to provide the best match to the real data. Figure 3 shows real data and simulation data for a 137 Cs source located 10 cm from the front of the CsI array. The real data has an energy threshold cut at 115 keV to eliminate the electronics noise. The full absorption peak at 662 keV and the Compton edge are clearly visible, as is a backscatter peak at ∼ 200 keV. The simulation shows good agreement with the real data over the entire energy range. Upon receipt of the full read-out system from IDEAS, a similar comparison between data and simulation can be performed for the silicon detectors.
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IMAGE RECONSTRUCTION TECHNIQUES
Reconstructing an image of the source with data from a Compton imager is a challenging task. This is due to the fact that given a set of recorded energy deposits in the detector, we can not determine the exact point of incidence, rather we can only calculate the Compton scatter angleφ from the relation
where E 1 is the energy deposit in the scattering detector, and E 2 is the energy deposit in the absorbing detector. The true source location is known to lie somewhere on the cone defined by this angle, where the apex of the cone is at the hit position in the scattering detector (see Figure 4 ). If this cone is projected onto an image plane, an elliptical ring is formed which contains the source position. In some cases the entire ring is contained in the image plane, in other cases part of the ring falls off the image plane and the shape is parabolic.
Several techniques have been developed in an attempt to overcome the inherent ambiguity of Compton image reconstruction. There is currently no general analytical solution to the problem, though solutions for idealized detectors do exist. 9 Other approaches utilize the Maximum Likelihood Expectation Maximization (MLEM) technique, in which a large matrix describing the response of the detector is used to find the most probable location of the source for each detected event.
10 This approch suffers from the large matrix sizes required to describe the system, and associated computational times. More recently, a list-mode MLEM technique has been developed, 11 which decreases the enormity of the system matrix by computing the system matrix elements on the fly, but is still quite daunting. We are studying two image reconstruction methods for our prototype Compton camera: a simple backprojection of image cones, and a Maximum Likelihood Ratio (MLR) technique based largely on methods utilized in analysis of astronomical data.
Scatter Cone Back-Projection
The back-projection of scatter cones onto an image plane is perhaps the simplest method of producing an image from Compton scatter data. The technique we use here follows closely the approach described by Wilderman. plane some distance from the detector, an elliptical ring will be formed on the image plane. The equation describing the intersection of the cone with the image plane is
where n is the unit vector defining the cone axis, λ = cosφ, (x 1 , y 1 , z 1 ) is the position of the interaction in the scattering detector, and z s is the z-position of the image plane. If one records many events, the overlapping rings will combine to identify the source position.
Using the simulation which has been described, data were generated for 662 keV photons striking the detector from an on-axis (x=0 cm, y=0 cm) point source located at z=20 cm from the first silicon plane. The image plane is placed at z=20 cm, and covers from -10 to +10 cm in the x and y dimensions. The image plane is divided into a 100×100 grid of pixels. When the back-projection cone is traced onto the image plane, it forms a conic section which must have either zero or an even number of intersections with the image plane edges. Instead of examining each pixel to determine if the back-projection cone intersects it, a more efficient algorithm is to begin at one of the edge intersects and march towards another intersect until all intersects have been accounted for (see Wilderman 12 for a complete description). Figure 5 shows back-projected rings for five events for the on-axis source. In an ideal detector, the rings would all pass through the origin. Due to spatial and energy resolution effects, and because some events do not deposit all of the 662 keV in the detector, the rings from the realistic detector do not all pass through the origin. Figure 6 shows the source image for about 4500 events. An off-axis point source was also simulated at x=y=5cm. The image for about 3500 events is shown in Figure 7 . The x and y projections of the off-axis image in Figure 7 are shown in Figures 8 and 9 . The true position of the source (x=y=5 cm) is indicated by the dashed lines. The true position of the source is accurately identified in both the on and off-axis cases.
Because the simulated source position and the interaction positions in the scattering and absorbing detectors are known, we can calculate the scatter angle from simple geometrical relations. This angle is denoted by φ geom , and can be compared with the scatter angle reconstructed from the detector energy deposits (φ) by defining a quantity called the angular resolution measure (ARM) as ARM =φ − φ geom . The ARM distribution is shown in Figure 10 Figure 5 . Back-projected image rings for five events. Figure 6 . On-axis point source image using scatter cone backprojection. detector (solid line), the ARM is approximately Gaussian with a FWHM of 9.2 degrees. If there is no selection of events based on energy deposit (dashed line), a tail appears in the ARM distribution due to an incorrect determination of the scatter angle caused by the fact that energy has escaped the detector.
Although a cone back-projection approach can identify a strong source, the method uses no information about the characteristics of the detector response and is vulnerable to confusion from background events. A more sophisticated approach is needed to realize the full potential of the detector, and an MLR technique is being studied to fulfill this requirement.
Maximum Likelihood Ratio
The MLR method is very powerful because it can simultaneously test for the presence of a statistically significant source above background and, if a source is detected, place statistical constraints on the position and intensity of the source. The method developed here is a variation of the technique used by the COMPTEL experiment to image cosmic gamma ray sources. The process begins by creating a point spread function (PSF) which describes the behavior of our detector. The PSF is the response of the imaging detector for an input source distribution (in this case a point source), defined in an appropriate dataspace. We use a 3D PSF, where one dimension is the scatter angleφ (from Equation 1), and the other two dimensions are the x-y coordinates where the backprojection cone axis intersects the image plane. The PSF takes the shape of a 3D cone, shown in Figure 11 , with the apex of the cone located at the source position in the xy plane. The cylindrical feature present along the axis of the cone is caused by events which have escaped the detector without depositing the full energy of the incident photon. Because the PSF is symmetrical about theφ axis, it is convenient to reduce the PSF to two dimensions,φ and r, where r = x 2 + y 2 . The 2D PSF is shown in Figure 12 . Simulation events from an on-axis point source are used to fill the 2D PSF, then the 2D PSF is unfolded into the 3D PSF for use in the analysis routine, assuming azimuthal symmetry.
Events collected from the detector are used to create a PSF for the data. The simulated on-axis PSF is placed at various trial positions with different (x,y) coordinates in the image plane. The simulated PSF at each trial position is then convolved with a geometry function which describes how the on-axis PSF changes shape as it moves off-axis. The geometry function is shown in Figure 13 . It was created by assuming a photon starts at some (x,y) position in the image plane, and calculating the probablity that the photon can hit both the scattering and absorbing detectors assuming a straight-line trajectory. At each trial source position the simulated PSF is statistically compared to binned real data in the 3D space using a likelihood ratio test. Two hypothesis are simultaneously tested: H 0 is the hypothesis that there is only background, H 1 is the hypothesis that there is background plus a source present. A model for the background was created using a simple simulation wherein monoenergetic photons were thrown at the detector from all directions in space. The amplitude of the background and source are free parameters, such that the two hypotheses can be written as
where s 1 is the background scale factor, s 2 is the source scale factor, B is the background distribution, P SF (x, y) is the source distribution at the trial position (x,y), and g is the geometry function. A minimization routine is used to find the value of s 1 which gives the best fit between the data and the background model. At each trial (x,y) position, the best value for s 2 is determined, while s 1 remains fixed.
The likelihood ratio is defined as R = (where e i is the expected data and n i is the real data for each dataspace bin i). For mathematical simplicity, a log likelihood is usually employed, which leads to the result that the parameter λ = 2lnR is distributed as χ 2 with three degrees of freedom (the x and y locations account for two degrees of freedom, and the source amplitude is the third). From this, confidence intervals can be generated on the location and intensity of any source that might be found. Figure 14 shows the λ statistic at different (x,y) trial positions for a simulated on-axis point source. A total of 10,000 background events chosen at random from the background model were added to 1,000 data events from the simulated source. The signal to noise ratio (SN R) is computed using the ARM distribution. For signal events, the ARM distribution is summed between ±FWHM to get the number of signal events Proc. of SPIE Vol. 5540 131 N S , and the ARM distribution for the background events is summed over the same interval to get the number of background events N B that might be confused with source events. The SN R is then defined as
The combination of 1,000 source and 10,000 background events gives a SN R of about 8.
Trial positions covering -10 cm to 10 cm in x and y were used. As can be seen in Figure 14 , the source is detected above the background, and the correct location is reconstructed. One can now produce some measure of statistical certainty on the source location by identifying all pixels for which
where the λ critical values can be looked up in a table and depend on the number of degrees of freedom n and the desired confidence level α. For three degrees of freedom, λ critical = 3.53 for the 1σ confidence region, 8.03 for the 2σ confidence region, and 14.16 for the 3σ confidence region. Figure 15 shows the three confidence regions when the critical values are applied to the data in Figure 14 . The 3σ confidence region is dark grey, the 2σ region light gray, and the 1σ region white. Figure 16 shows the pixel mask for a SN R of about 4. In this case, the uncertainty regions are larger than the SN R = 8 case, as expected. The true source location falls outside the 1σ region but inside the 2σ region.
The expected value of λ max depends on the SN R. For low SN R, the source will not dominate the background, and the MLR will be small. For high SN R, the source will dominate, and the MLR will be large. Figure 17 shows the value of λ max as a function of SN R for simulated data (points and solid line), and the expected value from evaluation of a χ 2 integral (dashed line). The agreement gives confidence that the PSF approximations are reasonable.
The MLR technique was also applied to an off-axis source at (x = 5cm, y = 5cm). Figure 18 shows the λ parameter for different (x,y) trial positions in the image plane. The SN R ratio was about 8. Figure 19 shows the 1σ, 2σ, and 3σ confidence regions for the data in Figure 18 , and Figure 20 shows the confidence regions for a SN R of about 4. The image location is now clearly off-axis and the location accuracy is reasonably good. There appears to be a small shift of the reconstructed position towards the origin compared to the true location. This may be an indication that the simple geometry function we are using to describe the effect of moving the PSF off-axis needs to be more sophisticated. We have now demonstrated the ability of the MLR technique to locate on-and off-axis sources amongst background events. The algorithm developed above is based mostly on a technique for analysis of astronomical data, but shows potential for use in ground based experiments as well.
The value of λ max is related to the flux of the source, and in theory one can extract the value of the flux 132 Proc. of SPIE Vol. 5540 and assign some statistical uncertainty to it using a similar procedure as was used for the source location. We expect to add the ability to measure the source flux to our algorithm as the next improvement.
CONCLUSIONS AND FUTURE WORK
The development of improved technologies to detect nuclear materials is imperative for homeland security and emergency response applications. Compton imaging detectors have the potential to meet this need. We have designed a prototype detector to demonstrate the feasability of the technology. We have completed fabrication of the silicon plane scattering detectors and the array of CsI absorbing detectors. We are eagerly anticipating the arrival of the data aquisition sytem, after which work will continue in earnest to produce images of radioactive sources.
A Monte Carlo simulation of our prototype detector is being actively developed with the GEANT4 toolkit. The performance of the CsI array portion of the simulation was verified through comparision with real data from a 137 Cs source. Using the simulation, two methods of image reconstruction are being studied. A simple scatter cone back-projection method was studied and may be sufficient to demonstrate the operation of the detector at the lowest level. However, to realize the true potential of our prototype, an image reconstruction technique is being developed based on a MLR method commonly used in the astronomy community. The MLR method developed for our prototype and described above has shown the ability to locate the source in simulations of an on-and off-axis monoenergetic source with monoenergetic background events added. There is still much work to be done with the MLR algorithm which includes: investigating how to determine the source flux, applying the algorithm to sources with more realistic (not monoenergetic) spectra, applying the algorithm to extended source distributions, and investigating how to determine the z-position of the source.
In the long-term future, we will also attempt to incorporate electron tracking into our detector. We look forward to integrating our detector components and image reconstruction algorithms into a fully functional Compton imaging system in the near future.
