1 The Model
PLDA
We take a linear-Gaussian generative model M. We suppose that we have i-vectors of the same conversations recorded simultaneously by different channels or different noisy conditions. Then, an. i-vector φ ijk of speaker i, session j recorded in a channel l can be written as:
where µ is speaker independent term, V is the eigenvoices matrix, y i is the speaker factor vector, U is an the eigenchannels matrix, x ij and ǫ ijl is a channel offset. The term x ij must be the same for all the recordings of the same conversation. The term ǫ ijl accounts for the channel variability. We assume the following priors for the variables:
x ∼ N (x|0, I) (3)
where N denotes a Gaussian distribution; and D is a full rank precision matrix. φ is an observable variable and y and x are hidden variables.
Notation
We are going to introduce some notation:
• Let Φ d be the development i-vectors dataset.
• Let Φ t = {l, r} be the test i-vectors.
• Let Φ be any of the previous datasets.
• Let θ d be the labelling of the development dataset. It partitions the N d i-vectors into M d speakers. Each speaker has H i sessions and each session can be recorded by L ij different channels.
• Let θ t be the labelling of the test set, so that θ t ∈ {T , N }, where T is the hypothesis that l and r belong to the same speaker and N is the hypothesis that they belong to different speakers.
• Let θ be any of the previous labellings.
• Let Φ i be the i-vectors belonging to the speaker i.
• Let Y d be the speaker identity variables of the development set. We will have as many identity variables as speakers.
• Let Y t be the speaker identity variables of the test set.
• Let Y be any of the previous speaker identity variables sets.
• Let X d be the channel variables of the development set.
• Let X t be the channel variables of the test set.
• Let X be any of the previous channel variables sets.
• Let X i = [x i1 , x i2 , . . . , x iHi ] be the channel variables of speaker i.
• Let M = (µ, V, U, D) be the set of all the model parameters.
2 Likelihood calculations
Definitions
We define the sufficient statistics for speaker i. The zero-order statistic is the number of observations of speaker i N i . The first-order and second-order statistics are
We define the centered statistics as
We define the session statistics as
where L ij is the number of channels for the conversation ij. We define the global statistics
Data conditional likelihood
The likelihood of the data given the hidden variables for speaker i is
We can write this likelihood in other form if we define:
Posterior of the hidden variables
The posterior of the hidden variables can be decomposed into two factors:
Conditional posterior of X i
The conditional posterior of X i is
Using equations (3) and (18) ln
where
Equation (29) has the form of a product of Gaussian distributions. Therefore
Posterior of y i
The marginal posterior of y is
We can use Bayes Theorem to write
Simplifying
Then
Using equations (2), (18) and (34)
Marginal likelihood of the data
The marginal likelihood of the data is
Taking equations (18), (2), (3) (34) and (45)
3 EM algorithm
E-step
In the E-step we calculate the posterior of y and X with equation (24) 3.2 M-step ML
We maximize the EM auxiliary function Q(M)
Taking equation (23)
we define
Finally, we need to evaluate the expectations E Y [ỹ ij ] and E Y ỹ ijỹ T ij and compute Rỹ and C.
(68)
M-step MD
We assume a more general prior for the hidden variables:
To minimize the divergence we maximize
(100)
The transform (y, x) = φ(y ′ , x ′ ) such as y ′ and x ′ has a standard prior is
We can transform µ, V and U using that transform
Objective function
The EM objective function is equation (52) summed for all speakers
4 Likelihood ratio
Given a model M we can calculate the ratio of the posterior probabilities of target and non target as shown in [1] :
where we have defined the plug-in likelihood ratio R (Φ t , M). To get this ratio we need to calculate P (Φ|θ, M). Given a model M, the y 1 , y 2 , . . . , y M ∈ Y are sampled independently from P (y|M). Besides, given the M and a speaker i the set Φ i of i-vectors produced by that speaker are drown independently from P (Φ|y i , M). Using these independence assumptions we can write:
Then, the likelihood of Φ is
where K(Φ) = N i=1 P (φ j |y 0 , M) is a term that only dependent on the dataset, not θ, so it vanishes when doing the ratio and we do not need to calculate it. What we need to calculate is:
Q (Φ i ) = P (y 0 |M)
and the likelihood ratio is:
Making y 0 = 0 we can get use (39), (2) to calculate Q (Φ)
Given a set of training observations Φ 1 of a speaker 1 with statistics N 1 and F 1 ; and a set of test observations Φ 2 of a speaker 2 with statistics N 2 and F 2 . To test if the speakers 1 and 2 are the same speaker the log-likelihood ratio is ln R (Φ t , M) = 1 2 − ln |L 3 | + γ 
(125)
Using that γ 3 = γ 1 + γ 2 :
ln R (Φ t , M) = 1 2 ln |L 1 | + ln |L 2 | − ln |L 3 | + 2γ
