Shifts of finite type and Fibonacci Harps  by Crannell, Annalisa et al.
Applied Mathematics Letters 20 (2007) 138–141
www.elsevier.com/locate/aml
Shifts of finite type and Fibonacci Harps
Annalisa Crannella,∗, Stephen Mayb, Lindsay Hilbertb
a Department of Mathematics, Franklin and Marshall College, P.O. Box 3003, 7604-3003 Lancaster, PA, United States
b Department of Mathematics, North Carolina State University, Raleigh, NC 27695-8205, United States
Received 21 January 2005; received in revised form 13 February 2006; accepted 9 March 2006
Abstract
We make an explicit connection between the Fibonacci Harp (or Fibonacci String) and two well-known dynamical systems:
subshifts of finite type and the baker’s map on the unit interval. In particular, we show that the boundary of the Fibonacci Harp
is an embedding of a commonly studied shift of finite type in the unit interval. Moreover, every shift of finite type embeds as the
boundary of a lattice harp.
c© 2006 Elsevier Ltd. All rights reserved.
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A fractal harp (often called a fractal string) is a one-dimensional version of a fractal drum: a bounded open
subset of R whose boundary is a fractal. In Fractal Geometry and Number Theory, Lapidus and van Frankenhuysen
introduce the Fibonacci Harp, a “harp” whose strings have lengths 1, 1/2, 1/4, 1/8, . . . with multiplicity respectively
1, 1, 2, 3, . . .. That is, if {Fk} is the Fibonacci sequence, there are Fk+1 intervals of length 2−k in the harp. The authors
note [1, p. 28] that “[this harp] does not seem to have been considered previously in the literature”. We show that the
boundary of the Fibonacci Harp is an embedding of a commonly studied shift of finite type in the unit interval.
We will look at the shift map σ applied to the space of sequences on two symbols: Σ {0, 1} =
{s1s2s3 . . . | sk ∈ {0, 1}}. As is usual, we define σ : Σ {0, 1} → Σ {0, 1} by σ(s1s2s3 . . .) = s2s3 . . .. We may
write x = (.x1x2 . . .)2 ∈ [0, 1] ⊂ R in base-2 notation and define the obvious projection π : Σ {0, 1} → [0, 1]
by π(s1s2 . . .) = (.s1s2 . . .)2. This projection combined with the shift map leads naturally to the one-dimensional
baker’s map b : [0, 1] → [0, 1], which is defined by b(x) = 2x(mod 1). (In many texts, the baker’s map sends the
discontinuity to 0; for this work, we use b(1/2) = b(1) = 1). It is well known that the baker’s map on the interval
is nearly a factor of the shift map, meaning that π(σ(s)) = b(π(s)) for almost all s ∈ Σ {0, 1}. The lone exception
involves 1/2: π(σ(1000 . . .)) = π(000 . . .) = 0, whereas b(π(1000 . . .)) = b((.1000 . . .)2) = b(1/2) = 1.
We can also consider σ restricted to invariant subspaces called subshifts. One example of a subshift on two symbols
is
Σ = {s ∈ Σ {0, 1} | between successive ‘0’s in s, there are an odd number of ‘1’s} .
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(We will return to this example at the end of the work.) Shifts of finite type are subshifts that specify a finite list of
forbidden words; a word is a block without gaps. We will concern ourselves with the following example of a shift of
finite type:
Σ{00} = {s ∈ Σ {0, 1} | sksk+1 = 00 for every k ≥ 1} .
We show that the projection S{00} = π(Σ{00}) ⊂ [0, 1] is the boundary of a Fibonacci Harp.
By its construction, S{00} is the set of points in [0, 1] that have a base-2 expansion with no consecutive ‘0’s. The
smallest element of S{00} is 1/3 = .010101 . . ., so clearly S{00} ⊂ [1/3, 1]. (From here forward, we drop the “sub-2”
notation when describing base-2 expansions of real numbers.) A standard dynamical systems approach to describing
S{00} is to set C1 = [1/3, 1], and for every k > 1, define Ck+1 = Ck ∩ b−1(Ck). Note that {Ck} forms a nested
sequence of closed sets. Moreover, because b(S{00}) ⊂ S{00}, we can see that S{00} ⊂ Ck for every k, and therefore
S{00} ⊂ C∞ = ∩∞k=1 Ck .
However, because we are interested in the strings that form fractal harps, we will describe S{00} not by the
intermediate sets Ck , but by the sets that we remove from [0, 1], that is, by the strings of the harp. For the purposes of
Lapidus and van Frankenhuysen, a fractal harp is completely determined by the sequence of lengths of its strings [1,
p. 12], so we will concentrate our analysis on describing these lengths.
To simplify notation, we will write A(x1x2 . . . xk) = (.x1x2 . . . xk0, .x1x2 . . . xk10), an open interval of width
1/(3 . . .2k−1). The smallest interval containing S{00} is C1 = [0, 1/3]. At the first stage, we remove from C1 the
interval (1/2, 2/3) = A(10) that is mapped immediately outside C1. At the second stage, we remove another interval:
b−1(A(10)) ∩ C1 = (3/4, 5/6) = A(110). At this point, something new starts to happen. At the third stage, we now
remove two intervals:(
3
8
,
5
12
)
= A(0110) and
(
7
8
,
11
12
)
= A(1110).
Here we can see how the induction will proceed. At stage k, we will remove from C1 intervals of the form
A(.x1x2 . . . xk0). If x1 = 0, then in stage k + 1, we will remove the new interval A(.10x2 . . . xk0), but not
A(.00x2 . . . xk0)—this latter lies outside C1. On the other hand, if x1 = 1, then in stage k + 1, we will remove two
new intervals: A(.11x2 . . . xk0) and A(.01x2 . . . xk0). It is from this induction that the Fibonacci sequence appears in
the number of intervals we remove.
What elements remain in C∞? We can see that every point in C∞ has a base-2 expansion containing no pair of
consecutive ‘0’s. This follows because if x = (.x1x2 . . . xk00 . . .), then bk(x) = (.00 . . .) ∈ [0, 1/3), so x ∈ C∞. This
allows us to see that C∞ ⊂ S{00}; above we showed that S{00} ⊂ C∞, and so we get the equality C∞ = S{00}.
The Fibonacci Harp described in [1, page 28] has length 4. If we shrink it down by a factor of 6, we get the
harp sitting in the interval [1/3, 1]: the removed intervals form the strings: that is, this harp has Fk strings of length
1/(3 · 2k). It does not seem, however, that anyone has yet remarked upon the connection between the Fibonacci Harp
and the well-known shift of finite type, Σ{00}.
A self-similar harp is called a lattice if the scaling factors that describe the self-similarity form a discrete additive
subgroup in R [1, p. 36]. For example, the Fibonacci Harp can be described using the iterated function system defined
by the two transformations f (x) = x/4 and g(x) = 2+ x/2 on the interval [0, 4]; the scaling factors are 1/4 and 1/2.
We claim that the link between shifts of finite type and lattice harps holds generally.
Proposition 1. Let W = {wi } be a finite collection of words and ΣW be the shift of finite type that forbids words in
W. If the projection SW = π(ΣW ) is the boundary of a self-similar harp, then that harp is of lattice type.
Proof. Let L be the length of the longest word in W . We may define a larger finite collection U = {ui } that contains all
possible length-L words that are forbidden by W . Let [a, b] ⊂ [0, 1] be the smallest interval containing SW . Because
ΣW is a shift of finite type, we can see that both a and b have a base-2 expansion that is periodic—that is, a and b are
rational. For each ui ∈ U , let (ai , bi ) be the largest open interval in the complement of SW containing ui . (We will
see examples below that show that (ai , bi ) and (a j , b j ) might coincide even when i = j ). Each of these finitely many
intervals has rational endpoints: e.g., bi is the smallest element of SW larger than ui , so the base-2 expansion of bi is
eventually periodic. All strings of the harp are eventual pre-images of these intervals and so have length (bi − ai)/2k
for some k. Thus, the strings of the harp have lengths which are rational multiples of one another, and accordingly,
any finite collection of scaling factors for the harp must form a discrete additive subgroup. 
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Fig. 1. The strings of the Harp bounded by S5. Upward arrows point to a pre-image that adds a ‘0’ (comes from the left side of [0, 1]), and
downward arrows point to a pre-image that adds a ‘1’ (comes from the right side of [0, 1].
We will look at some examples. For odd n, define Σn to be the subshift which disallows
– the word ‘00’,
– any even run of ‘1’s between successive ‘0’s, and
– any run of ‘1’s longer than n.
For example, Σ1 disallows the words 00 and 11, and so it contains only two elements (0101 . . . and 1010 . . .); Σ3
disallows 00, 0110, and 1111; Σ5 disallows 00, 0110, 011110, and 111111; and so on. Then Σ1 ⊂ Σ3 ⊂ Σ5 ⊂ · · · ⊂
Σ. (Σ is the first example of a subshift presented in this work.)
For every odd n > 1, the set Sn is a Cantor set: we will show that like S{00}, it is the boundary of a harp. (More
exactly, Sn is the boundary of the union of n + 1 lattice fractal harps: we will explain this clarification more fully
below). As before, we will determine the lengths and the number of intervals that we remove at each stage of the
construction of Sn . To simplify the exposition that follows, we will use the following notation. When k consecutive
‘1’s appear in a base-2 expansion, we will substitute ‘[k]’: so 7/16 = .0111 = .0[3].
What form does an interval in Scn take? That is, what do the “strings” of our harp look like? There are two such
type of intervals. The largest interval in Sc5 containing the “forbidden” 7/8 = .11100 = .1101¯ is (.11 0[5], .11 10).
But 3/8 = .0110 is so close to the forbidden .010[6] that both are contained in the larger interval (.01 0[5], 011 10),
which we will call B5(0110). In general, we define
An(x1x2 . . . xk) = (.x1x2 . . . xk 0[n], .x1x2 . . . xk 10) and
Bn(x1x2 . . . xk) = (.x1x2 . . . xk 0[n], .x1x2 . . . xk1 10).
These intervals have lengths (2n −1)/((2n +1)2k) and (2n +1)/(3(2n+1 −1)2k) respectively. Note that Bn(0[2k −1])
contains both An(0[2k − 1]) and An(0[2k]).
From here, it will be helpful to refer to Fig. 1, the “Removal Diagram” for S5. In this diagram, upward arrows
mean that the pre-image adds a ‘0’ (comes from the left side of [0, 1]), and downward arrows mean that the pre-image
adds a ‘1’ (comes from the right side of [0, 1]). All of the numbers that begin with forbidden words of length 6 lie in
intervals that appear in stages 0 through 5.
We begin with In = [.01, .[n]0], the smallest closed interval containing Sn . At stage 0 in the construction of Sn ,
we remove the points that get mapped outside of this interval; that is, we remove An(·) = (.0[n], .10). (Note that
A5(·) contains the forbidden numbers 1/2 = .100000 and 5/8 = .101000, among others). At stage 1, we remove
b−1(An(·)) ∩ In = An(1), which contains, for example, the forbidden 3/4 = .110000. More generally, for k < n,
An([k]) has two pre-images: b−1(An([k])) = An(0[k])∪An([k+1]). The first of these two intervals lies in Bn(0[k−1])
(if k is even) or Bn(0[k]) (if k is odd), so we remove this large interval at stage k or k −1. Because An([n]) lies outside
of In , there are no strings of the form An([k]) for k ≥ n.
As we argued for S{00}, the interval Bn(00x3 . . . xk) lies outside In , so b−1(Bn(0x2 . . . xk)) ∩ In consists of the one
interval Bn(10x2 . . . xk). For k < n, it is easy to see that b−1(Bn(1x2 . . . xk)) ∩ In consists of two intervals.
At stage k ≥ n, all intervals all have the form Bn(x1x2 . . . xk). How many intervals are there at this stage? Let Nk
be the number of intervals removed from In at the kth stage, and let N jk be the number of intervals at the kth stage that
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start with j ‘1’s. Note that k is odd if and only if j is. We get the following recurrence equalities for k > n:{
N0k+1 = N1k + N3k + . . . + Nnk = Nk = Nk−1 for k odd
N jk+1 = N j−1k for j = 1, . . . , n.
The first condition says we can not begin with two or more consecutive ‘0’s; the second says we many not begin with
more than n consecutive ‘1’s. It is easy to see that the odd terms echo the even terms. Let n = 2m + 1. For even
k ≥ 2n, we can use this echo with the recurrence equalities to get a recurrence formula for the total number of strings
in the kth stage:
Nk = Nk−2 + Nk−4 + . . . + Nk−2m .
So for any odd n > 1, we can describe the number of strings of the fractal harp whose boundary is Sn by means of
a linear recurrence relation of order n − 1; see for example [2, pp. 346–361]. A particularly nice case of this is when
n = 3; in this case the number of intervals removed at stage k, for even k > 3, is given by the recurrence relation
Nk+4 = Nk+2 + Nk . Notice that this is exactly the Fibonacci series restricted to the even stages. In other words, S3 is
also the boundary of a harp based on the Fibonacci series!
The set Sn is not self-similar, but it is composed of n + 1 self-similar pieces. To see this, begin with the interval
In = [.01, .[n]0] and remove the n intervals An([·]), . . . , An([n − 1]). This leaves us with the n + 1 intervals
[.01, .0[n]], [.1 01, .1 0[n]], . . . , [.[n]01, .[n] 0[n]]. Choose one of these intervals: [.[k] 01, .[k] 0[n]]. We can define
(n + 1)/2 affine maps from this interval into itself whose images are
[.[k]01 01, .[k]01 0[n]]
[.[k]0111 01, .[k]0111 0[n]]
. . .
[.[k]0[n]01, .[k]0[n] 0[n]].
It is easy to see that the scaling factors of these maps are 1/4, 1/16, . . . , (1/4)(n+1)/2 and that iterating these maps on
the interval [.[k] 01, .[k] 0[n]] generates a self-similar fractal. By the form of the allowable sequences that these maps
admit, moreover, we can see that the union of these n + 1 fractals is exactly Sn .
Now that we understand the structure that generates Sn , we can examine the fractal harp whose boundary is S,
the image in [0, 1] of our first example of a subshift. Σ is not a shift of finite type; it is, however, the closure of a
countable union of shifts of finite type. The smallest interval containing S is [1/3, 1]; the first string we pluck out
of this interval is A∞(·) = (1/2, 2/3). Notice that this is also the first interval removed from S{00}. At every stage
k ≥ 0, we remove one interval of the form A∞([k]) with length 6−12−k . Also, for k = 2 j or k = 2 j + 1, with j ≥ 1,
we remove 2 j − 1 intervals of the form B∞(x1x2 . . . xk) = (.x1 . . . xk1, .x1 . . . xk1 10); each such interval has length
3−12−k . Reorganizing these intervals by length, we see S bounds a fractal harp whose strings have length
1
6
,
1
12
,
1
24
,
1
48
,
1
96
, . . . ,
1
6 · 22 j−1 ,
1
6 · 22 j , . . .
with respective multiplicities 1, 2, 2, 4, 4, . . . , 2 j , 2 j , . . .. We do not know whether general classes of shifts (other
than those of finite type) project to the boundaries of lattice harps.
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