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Abstract
A recently introduced representation by a set of Wang tiles—a generalization of the traditional Periodic Unit Cell based
approach—serves as a reduced geometrical model for materials with stochastic heterogeneous microstructure, enabling an
efficient synthesis of microstructural realizations. To facilitate macroscopic analyses with a fully resolved microstructure
generated with Wang tiles, we develop a reduced order modelling scheme utilizing pre-computed characteristic features
of the tiles.
In the offline phase, inspired by the computational homogenization, we extract continuous fluctuation fields from the
compressed microstructural representation as responses to generalized loading represented by the first- and second-order
macroscopic gradients. In the online phase, using the ansatz of the Generalized Finite Element Method, we combine
these fields with a coarse finite element discretization to create microstructure-informed reduced modes specific for a
given macroscopic problem.
Considering a two-dimensional scalar elliptic problem, we demonstrate that our scheme delivers less than a 3% error
in both the relative L2 and energy norms with only 0.01% of the unknowns when compared to the fully resolved
problem. Accuracy can be further improved by locally refining the macroscopic discretization and/or employing more
pre-computed fluctuation fields. Finally, unlike the standard snapshot-based reduced-order approaches, our scheme
handles significant changes in the macroscopic geometry or loading without the need for recalculating the offline phase,
because the fluctuation fields are extracted without any prior knowledge on the macroscopic problem.
Keywords: Wang tiling, Microstructure-informed modes, Reduced order modelling, Heterogeneous materials
1. Introduction
Reduced Order Modelling (ROM) has become an estab-
lished way to accelerate numerical analyses by exploiting
the information contained in previously obtained solutions
(snapshots)—be it time-steps/load increments [1] or solu-
tions to other parametrizations [2]—to construct an ap-
proximation space better suited to the investigated prob-
lem. ROM is thus particularly appealing to problems such
as optimization/parameter identification [2], system con-
trol [3], or real-time simulations [4, 5, 6, 7, 8, 9], i.e. scenar-
ios where the increased cost of an offline phase (collecting
and processing snapshots) can be amortized in the subse-
quent calculations. Many strategies in multi-scale mod-
elling have a similar multi-query character; ROM thus al-
lows for significant acceleration of FE2-like computational
homogenization approaches [10, 11, 12] and closely related
applications in multi-scale topology optimisation [13, 14].
Email addresses: martin.doskar@fsv.cvut.cz (Martin
Dosˇka´rˇ), jan.zeman@cvut.cz (Jan Zeman), pkrysl@ucsd.edu (Petr
Krysl), novakja@fsv.cvut.cz (Jan Nova´k)
1.1. Local reduced models
In general, the projection-based ROM works particu-
larly well for problems with a relatively low-dimensional
parametrization space (e.g. variation in geometrical or
loading parameters, or prescribed macroscopic strain) and
mild non-linearities [15, 16]. To avoid a significant in-
crease in dimensions of the reduced approximation spaces
for more severe non-linearities, several strategies were pro-
posed that approximate a solution manifold with multi-
ple reduced approximation subspaces along with proce-
dures allowing for interpolating/transition among them,
e.g. [17, 18, 19]. Besides these local approaches in terms of
parametrization partitioning [18] or solution characteris-
tics [17, 19], ROM can be utilized locally in problem’s sub-
domains; for instance, Kerfriden et al. [15] proposed using
reduced modes only in regions without localized damage.
In the FE2 setting, Oliver et al. [11] split a Representa-
tive Volume Element into a linear subdomain and a region
of softening cohesive bands, extracting reduced modes for
each subdomain separately. Radermacher and Reese [16]
introduced an adaptive sub-structuring ROM in forming
process simulations, in which only the parts of the do-
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Figure 1: (a) A set of sixteen Wang tiles τ1, . . . , τ16 with the compressed microstructural representation used in the work (including a detail
of the finite element discretization in (b)) and (c) an illustration of a step in the tiling procedure (with partially assembled microstructural
geometry and finite element discretization). In the next step of the assembly algorithm, either τ9 or τ10 will be placed at the position
highlighted in grey.
main with mild non-linearity were reduced while highly
non-linear regions remained fully resolved. Similarly, Ni-
roomandi et al. [20] combined global ROM with the Gen-
eralized Finite Element Method (GFEM), introduced lo-
cally in a patch near simulated surgical cut, in order to
capture localized solution characteristics efficiently. Using
Partition of Unity (PU) [21], underlying the previously
mentioned GFEM approaches, Iba´n˜ez et al. [22] recently
proposed a local variant of Proper Generalized Decompo-
sition.
Still, the parametrization space of problems with fully
resolved, stochastic microstructural details is inherently
too high-dimensional, see Section 5.2.2 for an explicit ex-
ample, and hence difficult to address within the standard
ROM setting. Even though Kerfriden et al. [15] adopted
a ROM strategy for fracture modelling in domains with a
stochastic microstructure, only the parameters of a dam-
age model varied within the macroscopic domain. Con-
sequently, the regions excluding the damage localization,
which were accelerated with ROM, effectively behaved ho-
mogeneously in the linear regime. Numerical strategies
based solely on PU/GFEM thus seem to be better suited
for simulations with stochastic microstructural details.
1.2. Alternatives based on Partition of Unity
Covering linear problems, Strouboulis et al. [23] intro-
duced a dictionary of pre-computed local solutions to se-
lected microstructural features, which were then used as
enrichment functions within the Generalized Finite El-
ement Method (GFEM). Fish and Yuan [24] proposed
a multiscale enrichment method, combining Partition of
Unity and responses of a periodic microstructure repre-
sentation to unit loading cases from the computational ho-
mogenization [25]. Efendiev et al. [26] developed the Gen-
eralized Multiscale Finite Element Method which extracts
local enrichments in problem’s subdomains from a collec-
tion of pre-computed general responses using eigenvalue
analyses. In a similar spirit but without pre-calculations,
Plews and Duarte [27] generated the microstructure-
specific enrichments on-the-fly by subjecting subdomains
with finer discretization to boundary values obtained from
a coarse global solution, building on the local-global en-
richment framework [28]. Outside the GFEM family of
approaches, the recently proposed Coarse Mesh Conden-
sation Multiscale method [29], subsequently extended to
non-periodic microstructures and non-conforming coarse-
scale discretization [30], is conceptually similar to the
aforementioned as it combines a coarse scale approxi-
mation of a strain field with parallel calculations of lo-
calization fields within (potentially overlapping) subdo-
mains. In contrast to older works of Zohdi and cowork-
ers, e.g. [31, 32], in which a domain-decomposition-like ap-
proach with a regularized approximation at subdomains’
interfaces was adopted, the parametrization of the localiza-
tion fields is linked to the coarse strain field via an L2-norm
projection in [29, 30].
1.3. Our contribution
In the series of our previous works [33, 34, 35], we
have introduced the framework of Wang tiles as a suitable
extension of the (Statistically Equivalent) Periodic Unit
Cell methodology for modelling microstructural geome-
try of random heterogeneous materials. We have shown
that replacing the unit cell based representation with a
set of domains—Wang tiles—with predefined mutual com-
patibility enables an efficient generation of stochastic mi-
crostructural realizations that feature suppressed periodic-
ity artefacts [33, 34, 35] Even though the spurious period-
icity is significantly reduced in the generated microstruc-
tural samples, they are still composed of only a handful
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of tiles. The Wang tile concept thus provides a finite-size
discrete parametrization space of all realizations.
Combining both GFEM and ROM approaches recalled
above and benefiting from the discrete microstructure
parametrization, we develop a reduced order modelling
scheme for problems with fully resolved microstructural
details generated by the tile-based approach. We first re-
call the essentials of Wang tile concept and its use in mod-
elling heterogeneous materials in Section 2. Next, inspired
by computational homogenization approaches as in [24],
we propose a method for extracting the characteristic re-
sponses of the compressed microstructural representation
to parametrized macroscopic loading in Section 3. These
general, tile-wise defined responses are constructed such
that they can be assembled in the same way a microstruc-
tural sample is synthesized from the individual Wang tiles,
and they serve as an approximation to the fluctuation part
of a macroscopic solution. Section 4 then introduces the
macroscopic numerical scheme that combines the general
pre-computed characteristic responses using the General-
ized Finite Element ansatz to generate the microstructure-
informed reduced modes, specific for a given macroscopic
problems. We illustrate the proposed methodology with
two-dimensional, scalar, elliptic examples in Section 5, and
discuss the obtained results in Section 6. Finally, we sum-
marize the proposed scheme and outline its possible exten-
sions in Section 7.
2. Wang tiles as microstructural ROM
The concept of Wang tiles was originally proposed as an
equivalent problem in predicate calculus [36]: instead of
proving a logical statement of a certain class directly, it was
converted to a question whether a set of square tiles with
codes attributed to their edges can tile an infinite plane
such that the adjacent tiles have the same code on the cor-
responding edges. Later, this abstract concept was applied
in the Computer Graphics community as a convenient for-
malism for encoding continuity constraints when assem-
bling pre-generated modules into larger blocks—tilings.
Adopting the tile concept has enabled fast synthesis of
point patterns with desired blue noise spectrum [37, 38]
and naturally looking textures [39, 40, 41]. The latter ap-
plications inspired utilisation of the tile concept in mod-
elling materials with random heterogeneous microstruc-
tures [33].
Currently, characterization of a microstructural geome-
try in a compressed form is mostly based on a Periodic
Unit Cell (PUC) representation (under different names
such as Repeating Unit Cell [42], Statistically Similar
Representative Volume Element [43], Statistically Opti-
mal Representative Unit Cell [44], or Statistically Equiv-
alent Periodic Unit Cell [45]). Although such compres-
sion is lossless only for a narrow range of materials with a
periodic arrangement of constituents, the modelling error
caused by the periodicity and limited variability is negli-
gible in standard concurrent multiscale schemes, such as
FE2 [46]. On the other hand, the PUC-based compression
is unsuitable for generating microstructural geometry for
macroscale analyses with a fully resolved microstructure
for two reasons: (i) it produces only a single, hence de-
terministic, sample and (ii) the produced microstructural
sample exhibits artificial periodicity. Wang tile concept
addresses both drawbacks, and allows to avoid compu-
tationally intensive optimization algorithms traditionally
used to generate an ensemble of stochastic microstructural
samples [45].
In the Wang tile (cube) concept, a material microstruc-
ture is represented with a set of square (or cubical) do-
mains with codes attributed to their edges (or faces). In-
terior of each tile is designed such that (i) the contained
microstructural geometry remains continuous across the
parts of tile boundary with the same code and (ii) when
assembled following the compatibility constraints posed by
the codes, the resulting tile assembly resembles the orig-
inal microstructure in terms of microstructural features,
assessed typically via spatial statistics; see the illustration
in Fig. 1.
So far, three design strategies have been proposed: an
optimization approach to minimize a discrepancy between
spatial statistics of the reference specimen and generated
assemblies [33], a sample-based strategy [34], and a level-
set based framework for particulate and foam-like mi-
crostructures [35]. However, most of the methods devel-
oped for generating PUC can in principle be modified to
adopt the generalized periodicity constraints of Wang tiles.
Unlike mathematicians that focus mainly on tile sets for
strictly aperiodic tiling, see the overview in [47, Chapter
11], we prefer stochastic tile sets introduced by Cohen et
al. [39] because these sets perform better in terms of sup-
pressing periodic artefacts [34, 35] and are less constrained
in their construction. Using the assembly algorithm de-
scribed next, a sufficient condition for a tile set is that it
contains at least one tile for each admissible code combina-
tion on the left and top tile edges. Otherwise, the number
of tiles and code distribution within the set can be chosen
arbitrarily, e.g., to control the distribution of individual
tile types in the assembled tilings. Individual microstruc-
tural samples are generated with a stochastic assembly
algorithm that sequentially fills a grid of a predefined size
with tile instances from the set. For each position in the
grid, the algorithm identifies potential candidate tiles from
the set based on the codes of previously placed neighbour-
ing tiles, randomly selects one tile from the candidates,
places it, and proceeds to the next grid position. A step
of the assembly algorithm is shown in Fig. 1.
From the perspective of Liu and Shapiro [48], who de-
fine a model of a material microstructure as a process
capable of generating microstructural samples with sim-
ilar spatial statistics, Wang tile concept can be seen as
a reduced model with spatially local modes (with PUC
being a trivial instance with one mode only). Character-
istic microstructural features are compressed into the set
of tiles in the offline phase, while geometries of individ-
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Figure 2: Decomposition of (a) a Direct Numerical Solution resolving all microstructural details into (b) a homogeneous part and (c)
fluctuations caused by the presence of heterogeneities.
ual microstructural samples are generated almost instantly
when required. The tile-based representation thus can be
advantageously used in. e.g., analyses of the Represen-
tative Volume Element (RVE) size [49, 50]. The concept
can also serve as a microstructural generator for Monte-
Carlo-based simulations investigating the influence of mi-
crostructural variability on a macroscopic response.
3. Extracting characteristic fluctuation fields
The idea of approximating fluctuation fields in mi-
crostructural samples generated by means of Wang tiles
was first outlined in Nova´k et al. [51]; see Fig. 2 for an illus-
tration. Aiming at stress enrichments for Hybrid-Trefftz fi-
nite element formulation such as [52], Nova´k and coworkers
proposed extracting tile-wise defined fields from a response
of a selected tiling to a prescribed macroscopic strain un-
der periodic boundary conditions. Continuity of traction
forces across the corresponding tile edges was incorporated
in the objective function during the optimisation-based tile
design, resulting in a trade-off between randomness in the
system and traction jumps [51].
Here, we present a method for extracting the charac-
teristic response of a compressed system in primal vari-
ables. Unlike [51], the tile-wise defined fields are continu-
ous across the corresponding edges by construction and the
method is non-intrusively applicable to allmexisting mi-
crostructural compressions. Our only assumption is that
the finite element discretization of individual tile domains
ΩT is geometrically compatible across the edges with the
same code.
We illustrate the method with a scalar, elliptic problem
represented by heat conduction. Combining the Fourier
law
q(x) = −K(x)∇θ(x) , ∀x ∈ Ω , (1)
which links temperature θ and heat flux q fields in a given
domain Ω via a conductivity tensor K, with the conser-
vation of the heat flux (neglecting any heat sources and
sinks)
∇ · q(x) = 0 (2)
yields the governing equation
−∇ · (K(x)∇θ(x)) = 0 . (3)
Similarly to the ansatz traditionally used in computa-
tional homogenization, we assume that a solution field for
each tile T in a tile set S can be decomposed, using a
Taylor expansion, into a macroscopic part controlled by
a prescribed macroscopic (potentially higher-order) gradi-
ents and the fluctuation part caused by the presence of het-
erogeneities in the microstructure. Restricting ourselves to
the second-order Taylor polynomial, we assume the tem-
perature field θ(x) in the form
θ(x) = G(1) · x+ 1
2
x ·G(2) · x+ θ˜(x) , ∀x ∈ ΩT , ∀T ∈ S,
(4)
where G(i), i ∈ {1, 2}, is the prescribed ith-order macro-
scopic gradient playing the role of generalized loading and
θ˜(x) is the fluctuation complement.
Following the standard finite element procedures for
solving the weak form of Eq. (3), we construct a stiffness
matrix for each tile independently, and we reorder and
split the unknowns u into the interior, ui, and exterior, ue,
part, resulting in a set of linear equations for each tile T
in the form:[
KTee K
T
ei
KTie K
T
ii
] [
uTe
uTi
]
=
[
fTe
(
G(1),G(2)
)
fTi
(
G(1),G(2)
)] . (5)
Note that the force term is induced by the prescribed
macroscopic gradients and the degrees of freedom (DOFs)
correspond to the fluctuation part of the ansatz in Eq. (4).
The interior DOFs are then condensed out for each tile,
leaving us with load vector fˆT and effective stiffness ma-
trix KˆT as the Schur complement of KTii from the original
problem (5):
KˆT = KTee − KTei KTii
−1
KTie , (6)
fˆT = fTe − KTei KTii
−1
fTi , (7)
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where the explicit dependence on the macroscopic gradi-
ents has been omitted for the sake of brevity.
To enforce continuity of the solution across individual
tiles, the remaining boundary DOFs are renumbered and
assembled into us such that the corresponding DOFs at
edges with the same code share the same number through-
out the tile set. While uniquely enumerating DOFs that
belong exclusively to a tile edge is straightforward, enu-
merating vertex DOFs requires an analysis of the tile set
described in [35, Section 2.3] in order to identify how many
unique DOFs are needed for the vertices. Depending on
the code distribution within the set, it may happen that
certain vertices will never coincide during the tile assem-
bly, thus constituting separate vertex group with distinct
DOFs. This typically happens for tile sets derived from the
vertex-defined Wang tiles [53]. In the three-dimensional
setting, where individual Wang tiles are defined by codes
attributed to domain faces, a similar analysis must be per-
formed also for edge DOFs; see [35, Section 2.3] for details.
Finally, treating each tile as a macro-element, the effec-
tive tile stiffness matrices and loading vectors are assem-
bled according to the DOF numbering,
KS = A
T ∈S
KˆT and fS = A
T ∈S
fˆT , (8)
forming a system that encodes a collective response of all
tiles in the set to a prescribed loading,
KSus = fS . (9)
Without loss of generality, we assume all tile domains
are centred, making them virtually stacked one atop
each other. However, their interaction is facilitated only
through the shared DOFs.
3.1. Constraints
The assembled set problem, Eq. (9), must be equipped
with additional constraints. First, the problem is ill-posed
because it contains a zero-energy mode. This can be fixed
either by prescribing a value for one DOF or by imposing
the average value constraint∫
ΩS
θ˜ dx = 0 , (10)
where ΩS =
⋃
T ∈S Ω
T .
Second, additional constraints are needed to prevent
the fluctuation field from compensating for the prescribed
loading. This corresponds to prescribing suitable bound-
ary conditions at the microscale problem in the computa-
tional homogenization, e.g. [25].
In the standard first-order computational homogeniza-
tion, the fluctuation field θ˜ is required to satisfy∫
Ω
∇θ˜ dx =
∫
∂Ω
θ˜nds = 0 , (11)
where n denotes the outer normal to the RVE domain
boundary ∂Ω. This is typically ensured either with the
uniform Dirichlet, periodic, or uniform Neumann type of
boundary conditions. Albeit the particular selection is
a modelling choice, periodic boundary conditions are the
most frequent due to their fastest convergence of effective
properties with respect to the size of an RVE, e.g. [54].
Loosely inspired, we implement the following three op-
tions, in which we
i) set all fluctuation DOFs to zero at the tile boundaries,
θ˜|∂ΩT = 0 , ∀T ∈ S ; (12)
ii) enforce vanishing gradient of the fluctuation field tile-
wise, ∫
∂ΩT
θ˜nds = 0 , ∀T ∈ S ; (13)
iii) require zero gradient of θ˜ within the tile set on aver-
age, ∫
∂ΩS
θ˜n ds = 0 , (14)
where ∂ΩS =
⋃
T ∈S ∂Ω
T , similarly to Eq. (10).
Treating second-order fluctuations is more involved.
Since we assume the classical first-order constitutive and
conservation equations and we want to pose the extrac-
tion of characteristic modes as a boundary value problem,
we cannot straightforwardly enforce a direct analogue of
Eq. (11) for the second-order gradient. Addressing this
limitation in the finite strain setting, Kouznetsova and
coworkers [55, 56] derived a constraint on the fluctuation
part of the solution that ensures the equality between the
prescribed second-order gradient and its average over a
Periodic Unit Cell, see [55, Appendix A]. Adapted to the
illustrative problem of heat conduction, Kouznetsova et
al.’s condition reads∫
∂Ω
θ˜ (x⊗ n+ n⊗ x) ds = 0 , (15)
where ⊗ denotes the vector outer product defined in the
index notation as (n⊗ x)ij = nixj .
Similarly to the previous paragraph, constraint (15) can
be ensured
i) point-wise (leading to the same constraints as in
Eq. (12)),
ii) tile-wise∫
∂ΩT
θ˜ (x⊗ n+ n⊗ x) ds = 0 , ∀T ∈ S , (16)
iii) set-wise ∫
∂ΩS
θ˜ (x⊗ n+ n⊗ x) ds = 0 . (17)
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Figure 3: An example of a tile-wise defined fluctuation field obtained for G(1)=
[
1.0 0.0
]T
and considering boundary conditions (13).
Note that, unlike the finite strain problem in [55, Appendix
A], the second order gradient for the scalar problem is by
definition symmetric. Hence, conditions (16) and (17) con-
stitute only three constraints for a two-dimensional scalar
problem.
All constraints introduced above are linear in the fluc-
tuation field θ˜. Therefore, within the finite-element imple-
mentation, they can be recast to the form
Cu = 0 , with C =
C0CI
CII
 , (18)
where C0, CI, and CII are related to the elimination of the
zero-energy mode, and enforcing first- and second-order
gradients, respectively.
However, depending on the particular constraint choice
and the distribution of edge codes with the tile set, ma-
trix C can be rank-deficient. This deficiency arises in sev-
eral situations. For instance, a tile with periodic codes
(i.e. the same codes on the opposite edges) automatically
satisfies Eq. (13). In a similar manner, a tile set with
an equal occurrence of individual codes on opposite edges
yields trivial CI for Eq. (14).
In principle, it is possible to list all such situations and
handle them during the assembly of matrix C. Yet, in
order to avoid an involved analysis of codes in a tile set
and complicated assembly, we perform the singular value
decomposition of the rank-deficient matrix C and replace
it with Cˆ containing the right-singular vectors related to
non-zero singular values as its rows.
Ultimately, the modified constraints represented by Cˆ
are enforced via Lagrange multipliers λ, forming the final
saddle-point problem[
KS CˆT
Cˆ 0
] [
us
λ
]
=
[
fS
0
]
. (19)
Once solved for the exterior DOFs us common to all
tiles, the remaining interior DOFs follow from back-
substitution1 in Eq. (5),
uTi = K
T
ii
−1 (
fTi − KTieuTe
)
. (20)
3.2. Field options
In the illustrative linear two-dimensional problem, five
basic macroscopic loading cases suffice, consecutively pre-
scribing a unit value to the individual components of the
first-, G(1), and second-order, G(2), macroscopic gradient,
respectively. Each load case is further complemented with
one of the constraint options mentioned above. Unlike
in computational homogenization, where a particular type
of boundary conditions is assumed a priori, we combine
the characteristic responses of the compressed system ex-
tracted for different constraint options to enrich the basis
of the fluctuation approximation space.
While this approach allows for a range of combinations
regarding which gradients are prescribed and restricted,
we consider only three choices for the rest of the paper, la-
belled as 1st, 1st∨2nd, and 1st∧2nd, respectively. The first
1In the case of zero fluctuations prescribed at tile boundaries,
i.e. Eq. (12), the above described treatment is only formal. In prac-
tice, solving Eq. (19) is skipped, and only the interior DOFs are
sought for because no information is effectively communicated across
individual tiles.
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(a) (b) (c)
Figure 4: Illustration of (a) a global approximation ψ(x) assembled from the tile-wise defined fluctuation field, (b) a standard macroscopic
shape function N(x) used as a Partition of Unity function in the Generalized Finite Element Method, and (c) the final microstructure-informed
reduced mode N(x)ψ(x).
choice denotes the fluctuation fields extracted by prescrib-
ing and constraining only the first-order macroscopic gra-
dient, i.e. G(2) = 0 and only the constraints (12)–(14) are
considered. The second choice stands for the case where
the first and second-order macroscopic gradients were pre-
scribed independently, i.e. extending the set of fields from
the previous choice with additional ones obtained similarly
by setting G(1) = 0 and prescribing only the second-order
gradient along with constraints (12), (16), or (17). Finally,
the last choice corresponds to the setup in which both gra-
dients are prescribed simultaneously and all constraints are
successively imposed.
The first option thus results in six fluctuation fields
(arising from two unit loading cases and three constraint
types), while the latter two yield 15 fluctuation fields (two
unit loading cases for the first- and three for the sym-
metric second-order macroscopic gradient combined again
with three constraint types).
4. Macroscopic numerical scheme
From the procedure outlined in the previous section,
each tile carries a set of tile-wise defined fields, which can
be assembled using the same procedure as in generating
microstructural geometry in order to define a set of contin-
uous approximation basis functions ψi in the macroscopic
domain Ω; see Fig. 4 Note that the tile-wise defined fields
are universal in the sense that they are not extracted with
respect to a particular macroscopic geometry, arrangement
of tiles in Ω, or loading; each ψi approximates the mi-
crostructural response to a constant or linear macroscopic
gradient. However, the general macroscopic problem (with
arbitrary geometry and loading) usually does not yield a
uniform macroscopic gradient in the domain. Thus, the
macroscopic numerical scheme must be able to locally in-
terpolate between individual ψi basis functions.
To facilitate such an interpolation, we resort to the Gen-
eralized Finite Element Method (GFEM) strategy [57, 58,
59]. We assume two levels of finite element discretiza-
tion for the macroscopic problem. The first level com-
prises the fine discretization that comes directly from the
tile-wise discretization already used to pre-compute the
tile characteristic fluctuation fields. Recall that the in-
dividual tile discretizations must be geometrically and
topologically compatible for the strategy outlined in Sec-
tion 3 to work. Hence, these discretizations can be assem-
bled along with the microstructural geometry, yielding nf
shape functions Nf (x) defining a finite element approxi-
mation space Uf = span{Nfi }, in which ψi’s are defined,
i.e. span {ψi} ⊂ Uf .
The second level contains a coarse discretization of the
macroscopic domain Ω that does not resolve microstruc-
tural features. With nc shape functions N ci (x), it serves
two purposes: (i) the related approximation space Uc,
Uc = span {N ci }, captures the homogeneous part of the so-
lution (recall that ψi approximate only fluctuations caused
by material heterogeneity), and (ii) the shape functions
form a Partition of Unity basis for interpolating between
individual ψi’s.
Following the GFEM ansatz, we seek a solution to a
macroscopic problem in the form
θ(x) =
nc∑
i=1
N ci (x)a
0
i +
nc∑
i=1
nr∑
j=1
N ci (x)ψj(x)a
j
i
=
nc∑
i=1
nr∑
j=0
N ci (x)ψj(x)a
j
i , x ∈ Ω ,
(21)
where nr denotes the number of provided fluctuation fields
and ψ0 is artificially defined as a constant unit function.
In order to avoid difficulties common to GFEM, namely
the questions of imposing essential boundary conditions
and numerical integration, we adopt the perspective of Re-
duced Order Modelling. We benefit from the availability
of the fine discretization of the macroscopic domain; plug-
ging the fine discretization in the form
θ(x) =
nf∑
i=1
Nfi (x)ui , x ∈ Ω , (22)
into the weak form of Eq. (3) yields the standard, fine-scale
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(a) (b)
Figure 5: The resulting temperature field θ from a Direct Numerical Simulation (DNS) of a square domain with a microstructure assembled
from 5× 5 tiles and subjected to a macroscopic temperature gradient [0.6 0.3]T under (a) periodic boundary conditions and (b) Dirichlet
boundary conditions.
system of linear equations
Kfu = ff . (23)
However, instead of solving Eq. (23), we approximate
u ≈ Φ a , (24)
where the matrix Φ ∈ Rnf×nc(nr+1) collects as its columns
the individual products N ci (x)ψj(x) from Eq. (21) pro-
jected onto Uf , and a contains the related aji DOFs. The fi-
nal reduced system to solve thus follows from the Galerkin
projection,
ΦTKfΦ︸ ︷︷ ︸
Kr
a = ΦTff︸ ︷︷ ︸
fr
, (25)
where the projection supersedes numerical integration in
the standard GFEM.
Regarding the imposition of essential boundary condi-
tions at the macroscale, we exclude the prescribed DOFs
from Φ. Their presence is then indirectly imposed by the
action of relevant elements. Consequently, the unknown
aji ’s corresponding to macroscopic elements influenced by
the prescribed values are not set to zero by construction.
Note also that the projection strategy enables trivial
switching to fully resolved microstructural details in parts
of the macroscopic domain when desired, see Section 5.2.1.
5. Numerical examples
For the numerical examples in this section, we used the
two-dimensional set of 16 Wang tiles depicted in Fig. 1.
Geometry of each tile was discretized using linear trian-
gular elements. On average, each tile contained approx-
imately 25,500 DOFs and 50,500 elements, which are re-
fined along the inclusion boundaries.
Both material phases (depicted in light and dark grey)
are considered as linear isotropic with conductivities K =
10I for the matrix phase and K = 100I for the inclu-
sion phase, respectively, where I denotes the second-order
identity tensor.
Please, note that the discussion of the results is deferred
to Section 6.
5.1. Uniformly loaded square sample
As the first example, we considered a simple square do-
main composed of five tiles in each direction with the size
of the domain scaled to unity. The domain was loaded with
a uniform macroscopic gradient
[
0.6 0.3
]T
with bound-
ary conditions similar to the standard first-order com-
putational homogenization: periodic and Dirichlet ones,
see Fig. 5.
5.1.1. PUC
As a sanity check, we first tested the proposed frame-
work with a trivial case of a Wang tile set—a Periodic
Unit Cell. The self-compatible tile 16 from the set shown
in Fig. 1 was chosen as the PUC and the microstructure-
informed modes were recomputed considering only this
tile. Note that in the particular case of PUC, the tile-
wise and set-wise constraints coincide and thus only one
has to be considered in order to avoid ill-posedness of the
reduced problem.
As expected, due to the linearity of the problem, the
proposed reduced numerical scheme (ROM) yields exactly
the same results as the Direct Numerical Simulation (DNS)
even for a very coarse macroscopic discretization contain-
ing two elements, depicted in Fig. 6a, when the periodic
boundary conditions are assumed. Moreover, only the fluc-
tuation modes extracted under the periodic constraints
and the first order macroscopic gradient, Eq. (13), are suf-
ficient in this case. However, the same conclusions do not
hold when a domain with the same periodically repeating
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(a) (b) (c)
Figure 6: The magnitude of discrepancy between the direct numerical simulation and the result of the proposed reduced scheme for a square
domain with periodic microstructure: a two-element coarse discretization (a) with only selected fluctuation fields obtained under the periodic
constraint Eq. (13) and (b) with all fluctuation fields labelled 1st, and (c) a refined discretization with all fluctuation fields considered. Edges
of the macroscopic discretization are plotted in the light grey colour.
(a)
(b)
Figure 7: Evolution of the relative L2-norm error (L2 ) and the relative error in energies (E) with a uniform refinement of the macroscopic
discretization for the simple square domain with (a) a periodically repeating microstructure under the Dirichlet boundary conditions and
(b) a microstructure assembled from the set of 16 tiles under both periodic and Dirichlet boundary conditions. Average and the standard
deviation of results obtained for 50 different realizations are plotted in (b). Data labels correspond to the different choices of fluctuation
fields: 1st denotes the fields extracted with prescribing only the first-order macroscopic gradient; 1st ∨ 2nd and 1st ∧ 2nd stand for the case
when the first and second-order macroscopic gradients were prescribed independently or simultaneously, respectively. Additionally, a case
when no fluctuation fields are considered (labelled w/o) is plotted for comparison.
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microstructure is subjected to the macroscopic gradient
under the Dirichlet boundary conditions.
In such a case, the numerical scheme only approxi-
mates the reference solution. Figure 6a illustrates the
discrepancy between DNS and ROM solutions with the
coarsest macroscopic discretization (which was sufficient
for the previous loading) and only the modes extracted
under periodic constraints. Enriching the approximation
space with fluctuation fields obtained under the Dirichlet-
type constraints localizes the solution discrepancy predom-
inantly to the tile edges; see Fig. 6b. The local differ-
ence both in its magnitude and localization can be fur-
ther improved by refining the macroscopic discretization,
e.g. Fig. 6c.
In addition to the local discrepancy, we quantify the
error of ROM solution using (i) a relative L2-norm of the
results difference,
L2 =
‖θDNS − θROM‖L2
‖θDNS‖L2
, (26)
where
‖θ‖L2 =
(∫
Ω
θ2(x) dx
) 1
2
, (27)
and (ii) a relative error in energy,
E =
|EDNS − EROM|
EDNS
, (28)
with
E• =
∫
Ω
1
2
∇θ•(x) ·K(x) ·∇θ•(x) dx . (29)
Figure 7a illustrates the evolution of these errors with a
uniform refinement of the macroscale discretization. The
results are shown for three choices of fluctuation fields: 1st,
1st∨2nd, and 1st∧2nd; recall their definition in Section 3.2.
In addition, the results for a case when no fluctuation fields
are assumed is also plotted (labelled as w/o) to highlight
the influence of fluctuation fields on the errors.
5.1.2. Set of 16 tiles
Finally, the same analysis is repeated for a domain with
a microstructure assembled from the full tile set instead
of a single PUC. The global errors shown in Fig. 7b were
obtained as an average over 50 stochastic realizations. Re-
sults for both the periodic and Dirichlet boundary condi-
tions and different fluctuation field choices are reported.
For the sake of brevity, we omit 1st ∧ 2nd fluctuation field
choice in Fig. 7b because its results were very close to those
of 1st ∨ 2nd.
5.2. L-shape domain
As the second example, we chose an L-shaped domain
with values θˆb = 0 and θˆr = 5 prescribed at the bottom
(AB) and right (ED) edge of the domain, respectively; see
the illustration in Fig. 8. The domain was scaled such that
its both ends had a unit length. However, the number of
tiles s along each edge varied, giving a notion of scale sep-
aration of the problem. This time, only the non-periodic
microstructures assembled with Wang tilings were investi-
gated.
θˆr = 5
1 (s tiles)
1
θˆb = 0
1 (s tiles)
1
p
x
y
A B
C D
EF
Figure 8: Illustration of L-shape domain problem. Values θˆ are
prescribed at the grey-shaded edges. The red dashed line (with the
parametrization coordinate p) indicates a cross-section along which
the local error profile was extracted. The triangulation depicts the
initial coarse discretization for the macroscopic problem.
Similarly to the previous section, we ran 10 realizations
for s ∈ {5, 10, 15, 20} with four sequential refinements and
different fluctuation field choices, and we recorded the
global errors L2 and E; see Fig. 9. Similarly to the results
in Fig. 7b, only the 1st and 1st∨2nd fluctuation field choices
are eventually shown, because the results of 1st ∨ 2nd and
1st ∧ 2nd were almost identical.
Figure 10 illustrates the point-wise convergence for one
microstructure realization for s = 5 with a solution pro-
file along the cross-section depicted in Fig. 8. The cross-
section was chosen such that it cuts through the centres
of tiles. However, similar trends were observed also in the
cross-section coinciding with the tile edges.
5.2.1. Local refinement
As mentioned in the previous section, adopting the
viewpoint of Reduced Order Modelling with GFEM as a
mean of constructing the final reduced modes allows for
straightforward switching to a discretization resolving all
microstructural details in selected regions. As an illustra-
tion, Fig. 11a depicts a solution to the L-shape problem
for one realization with s = 3. The plot of local differ-
ences, Fig. 11b, reveals that the largest local errors are
expectedly concentrated around the re-entrant corner.
Thus, a region containing 3 tiles around the corner was
marked for the local refinement and the analysis was re-
peated. Local errors of this refined model are shown
in Fig. 11c. Global errors reduced from 2.654 × 10−3 to
1.393×10−3 for L2 , and from 1.055×10−2 to 5.712×10−3
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(a)
(b)
Figure 9: Evolution of the relative errors (a) L2 and (b) E in the
L-shape domain problem with a uniform refinement of the macro-
scopic discretization and different combinations of the considered
fluctuation fields and values of s = {5, 10, 15, 20}. The average and
standard deviation of the results were obtained from 10 different
microstructure realizations.
for E, respectively. Note that, given the small separation
of scales (only 27 tile domains were present in the domain
altogether), the local refinement leads to a significant in-
crease in unknowns from 0.14% to 11.16% of all DOFs
present in the domain.
5.2.2. Comparison against ROM
In order to put the number of necessary modes into per-
spective of the classical snapshot-based Reduced Order
Modelling strategy, we devise the following test: While
keeping the same microstructural geometry as the one
shown in Fig. 1, we replace the unstructured finite ele-
ment discretization with a regular, pixel-based mesh, in
which two triangular elements with alternating orienta-
tion constitute one pixel. Each tile is then represented
with 100 × 100 nodes and 19,602 finite elements. Conse-
quently, each microstructural realization features the same
discretization and hence solutions of the illustrative L-
shape domain example can be straightforwardly stored as
a snapshot without the need for a remapping/projection
Figure 10: The point-wise convergence of a solution profile taken
along the cross-section depicted in Fig. 8 with a dashed red line and
parametrized with a relative coordinate p ∈ [0.0, 1.0]. All results are
shown for s = 5. Different line colours correspond to consecutive
refinements of the initial macroscopic discretization (the legend also
states the ratio between the number of ROM and DNS degrees of
freedom).
onto a fixed mesh.
We generate 10,000 distinct microstructural realiza-
tions for the L-shape domain with s = 4 and solve
the temperature field for each. We then perform Sin-
gular Value Decomposition for the matrix containing in-
dividual snapshots as its columns; Fig. 12a displays the
eigenvalue magnitudes. Next, we replace the GFEM-
based microstructure-informed modes Ψ in the analysis
with n eigenmodes corresponding to n largest eigenvalues
and compute the response of the compressed system for
n ∈ {50, 100, 250, 400, 500, 550, 1000} and plot the global
errors L2 and E in Figures 12a and 12b, respectively. The
errors of the snapshot-based ROM are also compared with
the scheme proposed in this work applied to the above
mentioned discretization.
Finally, keeping the same geometrical setup, we also con-
sider modified loading conditions such that zero temper-
ature is fixed at the inner vertical edge (BC) and θˆ = 5
is prescribed at the top edge (FE). To illustrate the uni-
versality of our GFEM-based modes when compared to
the standard snapshot-based ROM, we test reusing the
snapshot-based modes from the previous loading condi-
tions and report the corresponding errors in Fig. 13.
5.2.3. Time comparison
Even though comparing the wall-clock time is always bi-
ased by the implementation, chosen solvers, and the hard-
ware configuration, we provide calculation times of our
implementation (limited to the setup described below) for
the sake of completeness.
Originally, the whole framework was developed and
tested using an in-house MATLAB R© implementation.
However, similarly to other interpreted languages,
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(a) (b) (c)
Figure 11: An example of (a) a DNS solution for s = 3 and the local errors of the reduced scheme without (b) and with (c) the microstructure
fully resolved in the highlighted region.
(a) (b) (c)
Figure 12: Results of the snapshot-based Reduced Order Modelling (labelled as sROM) scheme described in Section 5.2.2 for the L-shape
domain example with s = 4: (a) eigenvalues from Singular Value Decomposition of 10,000 collected snapshots, and the relative (b) L2-norm
error L2 and (c) error E in energies computed for 50 unique microstructure realizations both contained in the snapshots (in blue) and not
used in the training phase (in green), compared to the proposed microstructure-informed reduced scheme (in red).
(a) (b)
Figure 13: Comparison of the standard snapshot-based Reduced Order Modelling strategy (sROM) and the proposed microstructure-informed
reduced scheme (in red) in terms of (a) L2-norm error L2 and (b) error E in energies computed for 50 unique microstructure realizations
with the modified loading conditions. The basis for sROM was computed from the snapshots obtained under the original loading conditions.
The blue lines correspond to errors related to microstructural realizations considered during snapshot extraction, while the green lines depict
results of realizations not contained in the original training phase.
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Figure 14: Average computational time of a reduced problem relative
to DNS measured for 10 different microstructural realizations. All
reported times were obtained using a workstation equipped with an
IntelR© XeonTM Gold 6144 3.50 GHz processor and 256 GB RAM.
MATLAB R© is inefficient with low-level raw loops, which
should be replaced with a suitable vectorization whenever
possible. Unfortunately, the construction of the reduced
basis Φ cannot be efficiently vectorized in MATLAB R©. In
order to provide a fair comparison, solvers for both DNS
and ROM were eventually implemented as a C/C++ MEX
functions2, using Eigen [60] as a C++ library for linear al-
gebra. Moreover, the construction of the stiffness matrix
K and the reduced basis Φ was parallelized using OpenMP
interface.
Figure 14 shows the average computational time needed
for reduced problems relative to the time needed to solve
DNS. The refinement levels correspond to the errors given
in Figures 9 and 10. An iterative solver with precondi-
tioning was employed for DNS while ROM-related linear
system of equations were solved using a direct sparse solver
based on the Cholesky decomposition with pivoting.
6. Conclusions
Incorporating the pre-computed fluctuation fields as
a basis for constructing the microstructure-informed re-
duced modes enables analyses of models with fully resolved
microstructural details with a fraction of degrees of free-
dom compared to the fully detailed model. The compari-
son against the coarse discretization without enrichments,
recall Fig. 7, clearly demonstrates that a similar reduction
in unknowns cannot be achieved without modes which ef-
ficiently approximate the local character of the solution.
Even for the coarsest discretizations with four orders of
magnitude fewer DOFs than the fully resolved models,
both the relative global errors L2 and E were already
below 3% in all examples.
2https://www.mathworks.com/help/matlab/call-mex-file-
functions.html
Higher accuracy can be achieved in two ways: (i) by
considering more fluctuation fields when constructing the
microstructure-informed reduced modes, recall Eq. (21), or
(ii) by refining the coarse discretization of the macroscopic
domain. Irrespectively whether the domain is loaded in
such a way it exhibits a constant (Section 5.1) or varying
(Section 5.2) macroscopic gradient, the benefits of refin-
ing the discretization while assuming only 1st fluctuation
fields prevail only to a certain threshold. With the size of
macroscopic elements below the size of a tile, adding the
fluctuation fields obtained also for the second-order macro-
scopic gradient results in lower errors and better conver-
gence rate. Interestingly, the convergence rate of L2 was
almost identical for 1st case in all tested values of s, while
it exhibited dependence on s in 1st ∨ 2nd case of L2 and
in both cases of E.
Except for the simplest example of a uniformly loaded
domain with periodic microstructure, we also observed
only a minor difference between the fluctuation fields ob-
tained for the first- and second-order macroscopic gra-
dient prescribed separately (1st ∨ 2nd) or simultaneously
(1st ∧ 2nd), with the latter option slightly outperforming
the former for refined macroscopic discretizations in terms
of solution errors.
Local discrepancy between the reduced models and DNS
appears in two forms. First, more uniformly distributed
discrepancy arises from an insufficiently coarse macro-
scopic discretization unable to capture the overall kine-
matics of the problem, see Fig. 11b. The straightforward
remedy here is to refine the dicretization. For instance,
the local solution profile in Fig. 10 improves significantly
already upon the first refinement; the second refinement
then yields the solution of the reduced scheme that is al-
most indistinguishable from DNS.
The second form of discrepancy reflects the underlying
microstructure and stems from an inaccurate approxima-
tion by the pre-computed fluctuation fields; compare e.g.
Figures 6a and 6b. Taking into account more fluctuation
fields improves these local errors. Yet, because the num-
ber of fluctuation fields is limited, some errors will always
linger (albeit with a diminishing magnitude). These er-
rors localize mainly along tile boundaries, where the effect
of the modelling assumptions during the extraction of the
fluctuation fields is the most pronounced; see for instance
the local discrepancies at tile edges next but parallel to
the domain boundary in Fig. 6c.
Finally, the solution of the reduced model can be further
enhanced by resorting to the fine, microstructure-resolving
discretization in selected parts of the macroscopic domain
as demonstrated in Section 5.2.1; see also Fig. 11.
Admittedly, the proposed microstructure-informed re-
duced scheme requires more degrees of freedom than the
standard snapshot-based ROM, recall Section 5.2.2 and
Fig. 12. The reported reduction in degrees of freedom
thus may seem unsatisfactory given the fact that we are
dealing with a linear, scalar problem. However, as fol-
lows from Fig. 13, any significant change in macroscopic
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loading necessitates recalculation of the basis for the stan-
dard ROM. Results from Section 5.2.2 show that problems
with fully resolved stochastic microstructures are inher-
ently high dimensional, despite the linearity of the consid-
ered constitutive material law. Even a very small problem
with s = 4 and a simplified finite element discretization re-
quires≈ 500 modes for an acceptable accuracy. Thus, even
in the most favourable case, at least 500 simulations with
fully resolved microstructures must be performed in or-
der to extract a relevant basis for the snapshots-based Re-
duced Order Modelling scheme. Note that for the vertex-
based tile set considered throughout this work, the L-shape
problem with s = 4 allows for 265 ≈ 3 × 1019 unique mi-
crostructure realizations; however, the drop threshold in
the number of required modes seems to be proportional
to the number of tile positions multiplied by tile types,
i.e. 48 × 16 = 768 in this particular case. By contrast,
our fluctuation fields are pre-computed only once at the
level of tiles and they can be re-used for different macro-
scopic analyses when transformed into the microstructure-
informed reduced modes using the GFEM ansatz.
Following from our tentative comparison, the computa-
tional time of our reduced scheme depends on the macro-
scopic discretization and the size of the original problem.
In general, the reduction in computational cost is not di-
rectly proportional to the reduction in the number of un-
knowns. For the coarsest macroscopic mesh, the reduced
scheme takes from a half to one fifth of the time needed
to solve DNS, with a more favourable comparison hold-
ing for larger problems. Time savings upon refinement
follow from the interplay between the assembly of the re-
duced system, including construction of the reduced modes
and the subsequent Galerkin projection, and solution of
the reduced system of linear equations, which inherits the
sparsity pattern of the coarse discretization. Eventually,
there is a threshold at which the time saved by solving
a smaller system cannot compensate for the time needed
to construct the system. Albeit the time comparison is
pertinent to the adopted Galerkin projection at the global
matrix level, i.e. following exactly Eq. (25), and other
implementations are possible, similar observations are a
common problem of all reduced order modelling strategies,
and additional accelerations such as Hyper-reduction [61]
or Discrete Empirical Interpolation Method [62] should be
incorporated to further improve their performance.
7. Summary
Corroborating the potential the Wang tiling concept
has in modelling heterogeneous materials with stochastic
microstructure, we have introduced a numerical scheme
which reduces the number of unknowns in macroscopic
analyses with underlying microstructural geometry gener-
ated from a set of Wang tiles.
Unlike our previous work [33], which approximates
stress fields in heterogeneous materials and must be di-
rectly incorporated in creating the compressed microstruc-
tural representation, we have developed a procedure that
extracts primal-unknown fluctuation fields non-intrusively,
and can be therefore used with any existing Wang-tile
based representation. Inspired by computational ho-
mogenization, we extract the characteristic fluctuation
fields as collective responses of individual Wang tiles to
a parametrized loading, represented in our case with uni-
form and linear macroscopic gradients.
Since the extracted fields defined at the tile level are by
construction continuous across edges with the same code,
they can be assembled within a macroscopic domain in
the same manner as the microstructural geometry, creat-
ing an approximation for the fluctuation part of the solu-
tion providing the macroscopic domain is homogeneously
loaded. These approximations are finally transformed into
a microstructure-informed reduced modes using the Gen-
eralized Finite Element Method’s ansatz in order to locally
interpolate between individual approximations and thus to
adapt to a non-uniform macroscopic loading.
We have illustrated the proposed approach with two nu-
merical examples. Even with a relatively coarse discretiza-
tion (containing less than 0.01% of the unknowns in the
unreduced problem), we were able to achieve less then 3%
error in the relative L2-norm and energy difference. We
demonstrated that the accuracy is further improved by (i)
refining the macroscopic discretization and (ii) considering
more pre-computed fluctuation fields. Moreover, the pro-
posed numerical scheme allows for a simple transition to
a fully-resolved/high-fidelity model in regions of interest.
Admittedly, compared to the traditional, snapshot-
based Reduced Order Modelling scheme, our approach re-
quires more modes for a comparable accuracy. This stems
from the fact that, unlike the standard applications where
the modes are obtained from a very similar macroscopic
problems, our modes are pre-computed without any infor-
mation on the macroscopic geometry or loading. However,
we have demonstrated that problems with a fully resolved
stochastic microstructure inherently possess a high dimen-
sional solution manifold and, consequently, a high number
of training problems must be solved in order to extract ac-
curate basis when the loading changes significantly. Con-
versely, our pre-computed fields are universal and can be
used in various macroscopic analyses.
Even though the proposed methodology for extracting
the characteristic responses and reusing them in macro-
scopic analyses was illustrated with the simplest case of
a two-dimensional, scalar problem, it can be straightfor-
wardly applied to elasticity and three-dimensional appli-
cations as well. This only requires replacing the particular
form of constraints (Eqs. (12)–(17)) with a form related
to a chosen problem and/or considering the corresponding
unit load cases.
In principle, the same procedure can be also used for a
non-linear material response. In such a case, the extrac-
tion of fluctuations fields for the unit load cases is insuffi-
cient. Instead, the space of the parametrized macroscopic
loading during the fields’ extraction must be carefully ex-
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plored, e.g. [63], and the pre-computed fields stored and
post-processed using, for instance, Proper Orthogonal De-
composition approach [64]. However, applicability of such
an approach depends on the number of resulting fields,
since too many fields needed to capture the characteris-
tic fluctuations in microstructural response render the re-
duced model inefficient. Covering material non-linearities
within the proposed framework constitutes the next step
in our research.
Related to the non-linearities is also a question of numer-
ical efficiency. Similarly to other reduced order modelling
schemes, reducing the number of unknowns in our strategy
does not translate directly to the same reduction in com-
putational times, which is critical in non-linear problems.
As a remedy, Hyper-reduction [61], Discrete Empirical In-
terpolation Method [62], and many other methods have
been developed to approximate the Galerkin projection
in Eq. (25) with only a subset of unknowns/quadrature
points; see e.g. a brief overview in [65]. Our preliminary
tests with Hyper-reduction indicate that modifications
of these methods are necessary for our microstructure-
informed modes, because these methods have been devel-
oped primarily for modes with global support. However,
due to the GFEM-based construction, our modes have a
local support inherited from the macroscopic discretiza-
tion. Consequently, the standard strategies for choosing
the suitable subset of unknowns do not work in our case.
Therefore, efficient implementation and the right choice
and modifications of the acceleration methods remains an
open question to be investigated.
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