The paper deals with the Dirichlet problem for the nonstationary Stokes system in a cone. The authors obtain existence and uniqueness results for solutions in weighted Sobolev spaces and study the asymptotics of the solutions at infinity.
Introduction
Although the stationary Stokes system in domains with singular boundary points is well studied (see, e. g., [3, 11, 18, 19, 20, 23] ), there are only few papers dealing with the nonstationary Stokes system in such domains. One of them is our recent paper [14] for the problem in a 3-dimensional cone, the 2-dimensional case was studied in [22] . The present paper is a continuation of [14] and deals with the Dirichlet problem for the nonstationary Stokes system ∂u ∂t − ∆u + ∇p = f, −∇ · u = g in K × (0, ∞),
u(x, t) = 0 for x ∈ ∂K, t > 0, u(x, 0) = 0 for x ∈ K,
where K is a 3-dimensional cone with vertex at the origin. In [14] , we obtained existence, uniqueness and regularity results for solutions of the problem (1), (2) in weighted Sobolev spaces, where the weight function is a power of the distance from the vertex of the cone. However, the results in [14] are not optimal, for example, in the case that the cone K is contained in a half-space. One goal (but not the main goal) of the present paper is to improve the results for this particular case. When considering solutions of the problem (1), (2) , the question on the behavior of the solutions both in a neighborhood of the vertex of the cone and at infinity arises. We deal here with the asymptotics of the solution at infinity. The asymptotics near the vertex of the cone is the subject of a forthcoming paper. Concerning the behavior at infinity, the results for the Stokes system are completely different from those for the heat equation and other parabolic problems given in [4] , [5] - [8] , [12, 13] . We show in this paper that the solution is a finite sum of singular terms and a (more regular) remainder, where the singular terms depend on the eigenvalues of the Beltrami operator δ with Neumann boundary conditions on the intersection ∂Ω of ∂K with the unit sphere S 2 . In the case of the heat equation and other parabolic problems, such singular terms do not appear. It is a feature of the nonstationary Stokes system that eigenvalues of two different operator pencils appear in solvability and regularity results. Besides the eigenvalues of the Neumann problem for the Laplace operator, one has to consider the eigenvalues of the pencil generated by the stationary Stokes system. In analogous results for other parabolic problems (see [5, 6, 7] ), only the eigenvalues of one operator pencil play a role.
The paper consists of three sections. Sections 1 and 2 are concerned with the parameter-depending problem sũ − ∆ũ + ∇p =f , −∇ ·ũ =g in K,ũ = 0 on ∂K,
which arises after the Laplace transformation with respect to the time t. Here, s is a complex number, Re s ≥ 0, s = 0. Section 1 deals with the solvability of this problem in weighted Sobolev spaces In Subsections 1.3 and 1.4, we recall the main results of [14] . In particular, an existence and uniqueness result for solutions of this problem in the space E 2 β (K) × V 1 β (K) was obtained in [14] . Here V l β (K) denotes the weighted Sobolev space of all functions (vector-functions) with finite norm
while E l β (K) is the weighted Sobolev space with the norm
r = |x| denotes the distance of the point x from the vertex of the cone. As was shown in [14] , there are two neighboring β-intervals for which an existence and uniqueness result in the space E − λ1 < β < 1 2 and 1 2 < β < min µ2 + 1 2 , λ1 + 3 2
Here, λ1 and µ2 are positive numbers depending on the cone. More precisely, λ1 is the smallest positive eigenvalue of the operator pencil L(λ) generated by the Dirichlet problem for the stationary Stokes system, while µ2 is the smallest positive eigenvalue of the operator pencil N (λ) generated by the Neumann problem for the Laplacian, respectively (µ2(µ2 + 1) is the smallest positive eigenvalue of the operator −δ with Neumamn boundary conditions, see Subsection 1.3). The eigenvalue λ1 is not greater than 1 since λ = 1 is always an eigenvalue of the pencil L(λ). In the case λ1 < 1, the inequalities (6) for β are sharp. However, the existence and uniqueness result given in [14] can be improved in the case that λ1 is equal to 1 and simple. This is done in Section 1.5. For example, the eigenvalue λ = 1 is the smallest positive eigenvalue and simple if K\{0} is contained in a half-space α1x1 + α2x2 + α3x3 > 0. In this case we obtain the following weaker conditions on β, under which an existence and uniqueness result in the space E 
Here λ2 is the eigenvalue of L(λ) with smallest real part > 1. The uniqueness of the solution holds even for −µ2 − 1 2
(see Lemma 1.6). Furthermore, we prove a regularity assertion for the solution (ũ,
and Kg dx = 0, then it follows from Lemmas 1.4 and 1.9 of the present paper thatũ ∈ E 2 γ (K) andp ∈ V 1 γ (K). This is not true, if the integral ofg over K is not equal to zero. Then we can represent (ũ,p) as a sum of singular terms and a remainder (ṽ,
), we obtain the decomposition
with the formulas (33), (34) for u
and c1, where η is a smooth function on (0, ∞), η(r) = 0 for r < 1/2 and η(r) = 1 for r > 1. In the case γ > µ2 + 1 2 , additional singular terms appear, i. e., we obtain a decomposition
are singular functions depending on the eigenvalues of the Beltrami operator with Neumann boundary conditions (see Theorems 2.1 and 2.2).
In Section 3, we consider the time-dependent problem (1), (2) . The results of Section 1 enable us to obtain solvability results in weighted Sobolev spaces and regularity results for the solutions. Partially, these results can be found in our paper [14] . In the present paper, we weaken the conditions on the weight parameter β for the the case that λ1 = 1 is the smallest positive eigenvalue of the pencil L(λ) and simple. In particular, there exists a unique solution (u, p) ∈ W 2,1
. By means of the results of Section 3, we describe the asymptotics of this solution at infinity. We prove that the velocity u is a finite sum of terms
and a remainder v ∈ W 2,1
, and derive point estimates for the kernels K 
Solvability of the parameter-depending problem
Let Ω is a subdomain of the unit sphere S 2 with smooth (of class C 2,α ) boundary ∂Ω and let K = x ∈ R 3 : ω = x/|x| ∈ Ω} be a cone with vertex at the origin. We consider the boundary value problem
Here, s be an arbitrary complex number, Re s ≥ 0. This section is concerned with the existence and uniqueness of solutions in the space
Weighted Sobolev spaces on the cone
For nonnegative integer l and real β, we define the weighted Sobolev spaces V 
is equivalent to the E
Normal solvability of the operator A β
We introduce the following operator pencils L(λ) and N (λ) generated by the Dirichlet problem for the stationary Stokes system and the Neumann problem for the Laplacian in the cone K, respectively. For every complex λ, we define the operator L(λ) as the mapping
where r = |x| and ω = x/|x|. The properties of the pencil L are studied, e.g., in [10] . In particular, it is known that the numbers λ,λ and −1 − λ are simultaneously eigenvalues of the pencil L(λ) or not. The eigenvalues in the strip −2 ≤ Re λ ≤ 1 are real, and the numbers 1 and −2 are always eigenvalues of the pencil L(λ).
If Ω is contained in a half-sphere, then λ = 1 and λ = −2 are the only eigenvalues in the interval [−2, 1] (cf. [10, Theorem 5.5.5]). We denote the eigenvalues with positive real part by λj , j = 1, 2, . . ., while λ−j = −1 − λj are the eigenvalues with negative real part,
Here, 0 < λ1 ≤ 1 and −2 ≤ λ−1 < −1. Note that the eigenvalues λj and λ−j have the same geometric and algebraic multiplicities. The operator N (λ) is defined as
As is known (see e.g. [10, Section 2.3]), the eigenvalues of this pencil are real, and generalized eigenfunctions do not exist. The spectrum contains, in particular, the simple eigenvalues µ1 = 0 and µ−1 = −1 with the eigenfunction φ1 = const. The interval (−1, 0) is free of eigenvalues. Let µj , j = 1, 2, . . ., be the nonnegative eigenvalues, and let µ−j = −1 − µj be the negative eigenvalues of the pencil N (λ), Note that the condition on the eigenvalues of the pencils L(λ) and N (λ) in Theorem 1.1 is necessary (cf. [14, Lemmas 2.7, 2.8]). In [14] it was also shown that the following regularity assertion for solutions of the problem (8) is true.
We assume that one of the following two conditions is satisfied:
(i) β < γ and the interval −γ − 1/2 ≤ λ ≤ −β − 1/2 does not contain eigenvalues of the pencil N (λ),
(ii) β > γ and the strip −β + 1/2 ≤ Re λ ≤ −γ + 1/2 is free of eigenvalues of the pencil L(λ).
Here, the constant c is independent of f , g and s.
Bijectivity of the operator A β
The following lemma is essentially proved in [14] . Lemma 1.3 Suppose that Re s ≥ 0, s = 0 and −µ2 − 1/2 < β < λ1 + 3/2. Then A β is injective.
P r o o f. By [14, Lemma 2.10], the operator A β is injective if −µ2 − 1/2 < β < λ1 + 3/2 and β = −1/2. We prove the injectivity for β = −1/2. Let ζ be a smooth function with compact support which is equal to one near the vertex of the cone K, and let η = 1 − ζ. Furthermore, let ε be a sufficiently small positive number. Suppose that (u, p)
where
. By [14, Lemma 2.5], the functional F is continuous both on V , we assume in addition that g satisfies the condition (9) 
1.5 The case that the eigenvalue λ 1 is equal to 1 and simple As was mentioned above, the number λ = 1 is always an eigenvalue of the pencil L(λ) with the corresponding constant eigenvector (0, 1). In the case that Ω is contained in a half-sphere, the eigenvalues λ = 1 and λ = −2 are simple (have geometric and algebraic multiplicity 1), and all other eigenvalues lie outside the strip −2 ≤ Re λ ≤ 1.
We assume in this subsection that (as in the just described case), the smallest positive eigenvalue of the pencil L(λ) is λ1 = 1 and that this eigenvalue is simple. Since the strip −2 ≤ Re λ ≤ 1 contains only real eigenvalues of the pencil L(λ) (cf. [10, Theorem 5.3.1]), it follows then that
Then the results of Lemma 1.3 and Theorem 1.2 can be improved. Lemma 1.5 Suppose that Re s ≥ 0, s = 0, λ1 = 1 and that λ1 is a simple eigenvalue of the pencil
. Then the kernel of A β is trivial (see Lemma 1.3) and the range of A β is closed (see Theorem 1.1). Thus, it suffices to show that the problem (8) 
. We show that u ∈ E 2 β (K) and p−c ∈ V 1 β (K) for a certain constant c. Let ζ be a two times continuously differentiable function with compact support in K which is equal to one in a neighborhood of the vertex of the cone K, and let , then the kernel of A β is not trivial.
P r o o f. 1) Let ζ, η be the same smooth functions as in the proof of Lemma 1.5. Furthermore, let
. We assume that the kernel of A * β is trivial and, consequently, A β is an isomorphism onto E 0
Suppose that −Re λ2 + 1 2
2) Let φ be an eigenfunction of the pencil N corresponding to the eigenvalue µ2. In the proof of [14, Lemma 2.17] we constructed a vector function (U, P ) with the leading terms p0 = r µ 2 φ(ω) and u0 = −s −1 ∇p0 which has the following properties:
(By Lemma 2.4, the vector functions (UN , PN ) constructed in Lemma 2.3 have these properties for µ = µ2 and N ≥ 1.) However, ηP ∈ V
Since λ1
3) Let (U, P ) be the same vector function as in the second part of the proof, and let max(−µ2 −
. Then
) have a nonempty intersection for µ2 + 1 2 < β < min(µ2 + 5 2 , Re λ2 + ), we can choose γ such that
. Suppose that max(
is a nonzero element of ker A β . The proof is complete.
Finally, we prove the following regularity assertion for the solutions of the problem (8) which improves Lemma 1.4. Lemma 1.9 Suppose that Re s ≥ 0, s = 0, λ1 = 1 and that λ1 is a simple eigenvalue of the pencil L(λ). Furthermore, we assume that
In the case max(β, γ) > 1 2 , min(β, γ) < 5 2 , we assume in addition that g satisfies the condition (9).
, there exist a number β ′ between β and γ such that
) > 0. Without loss of generality, we may assume that β > γ. We consider the following cases.
. In this case, the interval −β − 1 2
does not contain eigenvalues of the pencil N (λ) and Lemma 1.
2)
+ Re λ2. Then the strip
− γ contains at most the simple eigenvalue λ1 = 1 of the pencil L(λ) with the constant eigenvector (0, 1).
γ (K). Using regularity results for solutions of elliptic problems in the spaces V 
Repeating this argument, we obtain the same result for γ < β − 2. Since the solution is unique in the space
3) µ2 > 2 and + min(µ2, Reλ2 + 1). Then we can choose a number γ ′ such that max(γ,
As was shown in part 1), we obtain (u,
. The proof of the lemma is complete.
2 Behavior of solutions of the parameter-depending problem at infinity 
. However, this is not true in general if γ > . We show that then the solution is a sum of some singular terms and a remainder
Special solutions of the parameter-depending problem
In the sequel, let ν(x) denote the distance of the point x from the boundary ∂K. Obviously, the function ν is positively homogeneous of degree 1. In the neighborhood ν(x) < δ|x| of the boundary ∂K with sufficiently small δ, the function ν is two times continuously differentiable and satisfies the equality |∇ν| = 1. Furthermore, the vector ∇ν(x) is orthogonal to ∂K at any point x ∈ ∂K\{0}. For an arbitrary vector function v in the neighborhood ν(x) < δ|x| of ∂K, we define vν = v · ∇ν and vτ = v − vν ∇ν.
Obviously vτ · ∇ν = 0 near ∂K. Now, let µ be an eigenvalue of the pencil N (λ), and let φ be an eigenfunction corresponding to this eigenvalue. Then the function
is a solution of the Neumann problem ∆p0 = 0 in K, ∇p0 · ∇ν = 0 on ∂K\{0}. Furthermore, let χ be a two times continuously differentiable function on (0, ∞) such that χ(r) = 1 for 2r < δ and χ(r) = 0 for r > δ. We define
and √ s is the square root of s with positive real part. Then the following assertion holds.
Lemma 2.1 Let p0 and u0 be the functions (13) and (14), respectively. Then
and
with a constant c independent of s and r. Furthermore, u0 = 0 on ∂K\{0}.
The remainders R1 and R2 in Lemma 2.1 are
Here [∆, χ] denotes the commutator of ∆ and χ. Since ∇χ( ) is equal to zero for 2ν < δr, the terms R1, R2 satisfy the estimate (15) . Obviously, the terms v It follows from the last lemma that
Next, we construct functions UN and PN with the leading terms u0 and p0, respectively, such that
where k ≤ N . We introduce the polynomials
for integer k ≥ 0 (P3 = 0 if k = 0) which satisfy the equalities
. Then the following lemma holds. Lemma 2.2 Let f and g be positively homogeneous of degree µ in the neighborhood ν(x) < δ|x| of ∂K. Then the functions
satisfy the equations
in the neighborhood ν(x) < δ|x| of ∂K, where R1, R2 have the form
Furthermore, uτ = 0 and uν = s −1/2 P1(0) g on ∂K\{0}.
P r o o f. Since P2(0) = 0, we have uτ = 0 and uν = s −1/2 P1(0) g on ∂K\{0}. One easily checks that
Here, the functions ∇ · g ∇ν and ∇ · fτ are homogenous of degree µ − 1. Furthermore,
This proves the lemma.
Next, we construct special singular functions with the leading part (u0, p0) defined by (13) and (14). Lemma 2.3 Let µ be an eigenvalue of the pencil N (λ) with the eigenfunction φ, and let p0 and u0 be the functions (13) and (14), respectively. There exist functions uj , pj of the form
. ., and functions wj , qj of the form
such that the functions 
where f and g are finite sums of terms of the form
respectively, with nonnegative integers d ≥ N + 2 and j, k ≤ N . The remainders R1, R2 vanish for 2ν < δr and for ν > δr and satisfy the estimate
for r > |s| −1/2 . 2) The function UN satisfies the boundary condition UN = 0 on ∂K\{0}. P r o o f. For the case N = 0, we refer to Lemma 2.1. We assume that we already constructed the functions UN , PN for a certain N ≥ 0. Then
Here f1, g1 are finite sums of terms of the form (16), (17) 
in the neighborhood ν(x) < δ|x| of ∂K such that
where f3 and g3 are finite sums of terms of the the form (16), (17) , respectively, with d ≥ N + 3 and integers j ≤ N + 1, k ≤ N . Furthermore,
Consequently, there exists a solution p ′ of the Neumann problem
which has the form
(see, e. g., [9, Lemma 6.1.13]). Here ψN+1 = 0 if µ − N − 1 is not an eigenvalue of the pencil N (λ). We set
Analogously to Lemma 2.1, we get the representations
where F , G are finite sums of terms of the form (16) 
We consider the functions
Obviously, uN+1, pN+1, wN+1 and qN+1 have the desired form, and the function UN+1 satisfies the boundary condition UN+1 = 0 on ∂K\{0}. Furthermore, we obtain
).
Remark 2.1 1) In the case µ = 0, where u0 = 0 and p0 is constant, we can obviously set UN = u0 = 0 and PN = p0 for arbitrary N .
2) Logarithmic terms in the representation of UN and PN appear only in the case N > 0 if at least one of the numbers µ − 1, µ − 2, . . . , µ − N is an eigenvalue of the pencil N (λ). In fact, the logarithm appears at most with an exponent N ′ ≤ N , where N ′ is the number of eigenvalues of the pencil N (λ) in the set {µ − 1, µ − 2, . . . , µ − N }.
In the following, η is a two times continuously differentiable function on (0, ∞), η(r) = 0 for r < 1/2, η(r) = 1 for r > 1. Furthermore, we define
Then the following assertion holds.
Lemma 2.4
Let µ be an eigenvalue of the pencil N (λ) with the eigenfunction φ. Furthermore, let UN , PN be the functions described in Lemma 2.3. Then
for β + µ < N + 1 and
, where c is a constant independent of s. Here, N ′ is the number of eigenvalues of the pencil N (λ) in the set {µ − 1, µ − 2, . . . , µ − N }, and
P r o o f. By Lemma 2.3,
and ηs ∇ · UN = ηs χ(r −1 ν) e −ν √ s g + ηs R2, where f, g are sums of terms of the form (16) and (17), respectively, and R1, R2 satisfy the estimate (18) . Obviously,
Here, N ′ is the number of eigenvalues of the pencil N (λ) in the set {µ − 1, µ − 2, . . . , µ − N } (cf. Remark 2.1). Since
we get
The same estimate holds for ηsR1. Thus, (19) holds. Analogously, we obtain
where N ′′ is the number of eigenvalues of the pencil N (λ) in the set {µ − 1, µ − 2, . . . , µ − N − 1}. Furthermore, one can easily show that
This implies
Thus, the desired estimate for ∇ · (ηsUN ) holds in the case β + µ < N + 1 2 . If N ′ = 0, i. e., µ − 1, µ − 2, . . . , µ − N are not eigenvalues of the pencil N (λ), then UN and PN do not contain logarithmic terms (see Remark 2.1) and we have
We defineÛN+1(x, s) = |s| −(µ+1)/2 UN+1 |s| 1/2 x, |s| −1 s , i. e.,ÛN+1(x, s) arises if we replace log r by log(|s| 1/2 r) in the representation of UN+1(x, s). Then
Furthermore,
One can easily show that
and, consequently,
This proves the inequality
for the case N ′ = 0. The proof of the lemma is complete.
Using Lemma 2.4, we can construct special solutions (V, Q) of the problem
with the leading term ηs(u0, p0), where p0, u0 are the functions (13), (14) with a nonnegative eigenvalue µ of the pencil N (λ). . Moreover, ηSUN = 0 on ∂K\{0}. Suppose that
Then by Theorem 1.2, there exists a pair (v,
and µ ≥ 0. Hence ηsPN + q = 0. This proves the corollary.
In the case µ = µ1 = 0, the vector function (V, Q) in Corollary 2.1 depends on s. In the case µ = 0, we have N = 0, U0 = u0 = 0 and P0 = p0 is a constant. If we choose v = 0, q = (1 − ηs) p0, we get the solution (V, Q) = (0, p0) of the problem (21) . Obviously, q ∈ V 
Asymptotics of the solution
Let µj , j = 1, 2, . . ., denote the nonnegative eigenvalues of the pencil N and let φ j,k , k = 1, . . . , σj , be orthonormalized eigenfunctions corresponding to µj. Then the functions φ −j,k = φ j,k are also eigenfunctions corresponding to the negative eigenvalues µ−j = −1 − µj . For arbitrary integer j = 0, and k = 1, . . . , σj , we set (cf. (13) , (14))
, and q (j,k) n , n = 1, 2, . . . , be the functions described in Lemma 2.3 for the eigenvalue µ = µj and the eigenfunction φ = φ j,k . For arbitrary integer N ≥ 0 we define (cf. Lemma 2.3)
Let µ−j = −1 − µj be a negative eigenvalue of N (λ) and let γ > −µ−j −
. Then we denote by Mj,γ the smallest integer such that Mj,γ > γ − µj − 3 2 and set
.
If the numbers β − are not eigenvalues of the pencil N (λ), then (u, p) admits the decomposition
γ (K) and J β,γ denotes the set of all j such that β − 1 2
with a constant c independent of s.
P r o o f. We assume first that γ ≤ β + 1 2
. Then − 1 2
< γ −µj −1 < 0 for j ∈ J β,γ and consequently, Mj,γ = 0. It follows from (8) that
Obviously, the functional F is continuous on V 1 −β (K),
By [14, Lemma 2.5], the functional F is also continuous on V 
Hence, it follows from [14, Lemma 2.6] that
, this implies
with a remainder q ∈ V 0 γ−1 (K), where
One easily checks that ηsu
For |s| = 1, we obtain the estimate . Suppose the assertion of the theorem is true for some γ > β > − 1 2
Furthermore, it follows from Lemma 2.4 that (s
is not an eigenvalue of
, it follows from the induction hypothesis that (u, p) = ηs(r)
Consequently,
Here, ηs (U
γ (K) and V = 0 on ∂K\{0}. For |s| = 1, we obviously get
Therefore, by the first part of the proof, we have
Combining (24) with (23), we get
Moreover, the desired estimate for v, q and the coefficients c j,k holds if |s| = 1. Thus, the assertion of the lemma is true for all γ > β.
A formula for the coefficients
Let j ≥ 1, i.e., µj ≥ 0. Then we denote by Mj the smallest integer greater than µj − λ1. By Corollary 2.1, there exist solutions (V (j,k) , Q (j,k) ) of the problem (21) which have the form
. For the eigenvalue µ1 = 0, the pair (V, Q) = (0, 1) is a solution of the form (25) (see Remark 2.1).
We introduce the bilinear forms
A(u, p, v, q) = as(u, p, v, q) − as(v, q, u, p).
P r o o f. Under the assumptions of the lemma, we have
This proves the lemma. .
Furthermore, the following assertion holds.
Lemma 2.7
If i, j are positive integers, µj < µi + 1 and γ > µi + 1/2, then A ηsU
for k = 1, . . . , σj, l = 1, . . . , σi.
P r o o f. Let SR be the intersection of the cone K with the sphere |x| = R. Then
for large R and µj − µi < 1, we obtain A ηsU
We consider the leading terms
of P i,l,γ and P (j,k) M j and the leading terms
. Obviously,
Here,
i. e., BR → 0 as R → ∞ if µj < µi + 1. Analogously,
tends to zero as R → ∞ if µj < µi + 1. This proves the lemma.
Using the last two lemmas, we can prove the following theorem.
Theorem 2.1 Suppose that Re s ≥ 0, s = 0, and that (u,
Using Lemma 2.4 and (32), we get
This proves (28) in the case |s| = 1.
If s is an arbitrary number in the half-plane Re s ≥ 0, s = 0, we set x = |s| −1/2 y and definê
Obviously, (û,p) is a solution of the Dirichlet problem for the system
where p
In particular, we get
We conclude from this and from (26) that c j,k (s) = |s| −µ j /2 c j,k (|s| −1 s) and q(x) = |s| 1/2q (|s| 1/2 x). Using the equalities
and ĝ
Analogously, the inequality
holds. The proof is complete.
The set of all µj , j ∈ Jγ , contains the simple eigenvalue µ1 = 0. The corresponding singular functions in (26) are
Furthermore, the constant pair (0, |Ω| −1/2 ) is the solution (V (1) , Q (1) ) in Corollary 2.1 for the eigenvalue µ1 = 0. Consequently, the coefficient of (u
) in Theorem 2.1 is given by the formula
In particular, the term c1(s) (u
) does not appear in the asymptotics of (u, p) if g satisfies the condition (9) . In this case, the condition on γ in the last theorem can be weakened.
Theorem 2.2 Suppose that
If g satisfies the condition (9) and γ − 1 2
is not an eigenvalue of the pencil N (λ), then (u, p) admits the decomposition
where Jγ is the same set as in Theorem 2.
, and the coefficients c j,k are given by the formula (27). The remainder (v, q) and the coefficients c j,k satisfy the estimates (28) and (29) with a constant c independent of s.
P r o o f. Let γ
′ be an arbitrary real number such that γ ′ ≤ γ and
). Then it follows from Lemma 1.
contains the eigenvalues µj with index j ∈ Jγ , j = 1. For these eigenvalues, the inequalities −1 < γ − µj − 
for j ∈ Jγ , j = 1. Obviously, µj < µi + 1 for i, j ∈ Jγ \{1}. Therefore, Lemma 2.7 implies (27) for j ∈ Jγ , j = 1, k = 1, . . . , σj . Analogously to the proof of Theorem 2.1, we obtain (30) and (31) for |s| = 1. The functions v (j,k) and q (j,k) belong to the spaces E 2 δ (K) and V 1 δ (K), respectively, where
, 2 − γ). Therefore, analogously to the proof of Theorem 2.1, the estimate
holds for |s| = 1. This proves (29) in the case |s| = 1. Since the operator Aγ is injective by Lemma 1.3, we also obtain the estimate (28) in the case |s| = 1. In the case |s| = 1, the estimates (28) and (29) can be obtained by means of the transformation x = |s| −1/2 y as in the proof of Theorem 2.1.
At the end of the section, we estimate the functions V (j,k) and Q (j,k) in the formula (27) for the coefficients c j,k (s), j ∈ Jγ . In the case j = 1 (i.e., µj = 0), the functions V (j,k) = 0 and
in Theorems 2.1 and 2.2, it suffices to consider the case 0 < µj < min(λ1, µ2) + 1. Obviously, the number Mj in the definition of U
is not greater than 1. More precisely, we have Mj = 0 if µj < λ1 and Mj = 1 if λ1 ≤ µj < λ1+1.
Therefore, the functions U (j,k) M j and P (j,k) M j contain only logarithmic terms if µj ≥ λ1 and µj − 1 is an eigenvalue of the pencil N (λ) (see Remark 2.1). In the case 0 < µj < µ2 + 1, µj = 1, this is not possible since the intervals (−1, 0) and (0, µ2) are free of eigenvalue of the pencil N (λ).
In the next lemma, we obtain point estimates of the solutions of the problem (8) . Let N where l is a nonnegative integer, β and σ are real numbers, 0 < σ < 1. and c is independent of f, g, s.
P r o o f. 1) We assume first that |s| = 1 and that χ = χ(r) is a smooth cut-off function equal to one near r = 0, χ(r) = 0 for 2r 2 > 1. Since f and g are zero on the support of χ, we get 
Solvability results
Let Q = K × R+ = K × (0, ∞). By W In the case β > 1/2, we assume in addition that and g(x, 0) = 0. Furthermore, we assume that λ1 = 1, that λ1 is a simple eigenvalue of the pencil L(λ) and that β satisfies the inequalities − max − µ2 − 1/2, −Re λ2 + 1/2 < β < min µ2 + 1/2 , Re λ2 + 3/2 , β = ±1/2, β = 5/2.
In the case 1/2 < β < 5/2, we assume in addition that g satisfies the condition (39). Then there exists a uniquely determined solution (u, p) ∈ W
