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ON NON-SEPARABLE GROWTHS OF ω SUPPORTING MEASURES
PIOTR BORODULIN-NADZIEJA AND TOMASZ Z˙UCHOWSKI
Abstract. We present several ZFC examples of compactifications γω of ω such that
their remainders γω\ω are nonseparable and carry strictly positive measures.
1. Introduction
A compact space K is called a growth of ω if there is a compactification γω of a
countable discrete space ω such that K is homeomorphic to the remainder γω\ω. It is
well-known that every separable compact space is a growth of ω. Moreover, every such
space carries a strictly positive (regular probability Borel) measure, i.e. measure that is
positive on every nonempty open subset.
Stone spaces of subalgebras of P(ω)/fin are natural examples of growths of ω. Recall
that due to Parovicˇenko theorem every Boolean algebra of size at most ω1 can be em-
bedded in P(ω)/fin. In particular, under Continuum Hypothesis the Lebesgue measure
algebra Bor([0, 1])/λ=0 can be embedded in P(ω)/fin. Since the Stone space of mea-
sure algebra is nonseparable and supports a measure, under CH there is a nonseparable
growth of ω supporting a measure. On the other hand, under Open Coloring Axiom the
measure algebra cannot be embedded in P(ω)/fin (see [DH00]). Therefore, it is natural
to ask the following question:
Problem 1.1 ([DP15]). Is there a ZFC example of a non-separable growth of ω supporting
a measure?
In terms of Boolean algebras we ask if there is (in ZFC) a non-σ-centered Boolean
algebra supporting a measure (loosely speaking, a non-trivial piece of measure algebra)
which can be embedded in P(ω)/fin.
Notice that compact spaces supporting measures are ccc. Even constructing a ZFC
example of a ccc nonseparable growth of ω is not a trivial task - in [vM79] van Mill offered
a bottle of Jenever for such example1. The award apparently went to Bell (see [Bel80,
Example 2.1] and [vM82, Example 3.2]) and later on another examples were found (see
e.g. [Tod00, Theorem 8.4]). Recently, Drygier and Plebanek ([DP15]) have constructed
2010 Mathematics Subject Classification. Primary 03E75, 28A60, 28E15, 54D40.
The first author was partially supported by National Science Center grant no. 2013/11/B/ST1/03596
(2014-2017).
1See [vM79] for the definition of Jenever. Unfortunately the authors are not aware of any offer of
this kind for finding a ZFC example of such space which additionally supports a measure.
1
a nonseparable growth of ω carrying a strictly positive measure under the assumption
b = c.
We present three ZFC constructions of compactifications of ω providing a positive
answer to the raised question:
Theorem 1.2. There exists a compactification γω of ω such that its remainder γω\ω is
not separable and supports a measure.
Although all of the constructions are the Stone spaces of some Boolean subalgebras
of P(ω)/fin, they are of quite different nature.
The first example (see Section 3) is a subalgebra of Bor(2ω) generated by all clopen
subsets of 2ω and some sequence {Uα : α < c} of open sets, where each Uα serves to kill
certain candidates for a countable dense set in the resulting Stone space. It is proved that
this algebra has required properties with the Lebesgue measure λ being strictly positive
on it and, moreover, it can be embedded into P(ω)/fin in such way that λ is transferred
to the asymptotic density. This in a sense strengthen the result of Frankiewicz and
Gutek that under CH one can construct an embedding of the Lebesgue measure algebra
into P(ω)/fin with such property (see [FG81]).
The second example (see Section 4) is constructed using methods from [Tod00, Theo-
rem 8.4]. The non-σ-centerdness is a result of certain maximality property of the algebra.
Contrary to the case of the first example, although it supports a strictly positive mea-
sure, it is not clear how this measure looks like. Its existence is deduced from the Kelley
criterion based on the notion of an intersection number. This example appears also in
[BNI] although there the existence of measure is proved using forcing methods. It is
worth to mention that this example can be easily modified to obtain some additional
properties, e.g. in [BNI] it is proved that under add(N ) = non(M) we can additionally
require that this Boolean algebra does not contain an uncountable independent family
and its Stone space has a countable π-character.
Ironically, after carrying out the above constructions, we have realized that Bell’s
example of ccc non-separable growth of ω mentioned above also supports a measure. Bell
constructed a non-σ-centered Boolean subalgebra of P(ω)/fin. We show (see Section 5)
that it can embedded to Bor([0, 1])/λ=0. It is, however, not clear if it can be done in a
way that the asymptotic density is transferred to the Lebesgue measure.
2. Preliminaries
In the sequel, we shall consider Boolean subalgebras of the quotient algebra P(ω)/fin.
For every such algebra B, its Stone space ULT(B) (of ultrafilters on B) is a continuous
image of ULT(P(ω)/fin) ≃ βω\ω, where by βω we denote the Cˇech-Stone compactifica-
tion of ω. Therefore, in that case ULT(B) is a remainder γω\ω of some compactification
γω of ω. Recall that ULT(B) is separable iff B is σ-centered.
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By B+ we understand the family of all positive elements of B. If B is a Boolean
algebra and A ∈ B, then by Â = {x ∈ ULT(B) : A ∈ x} we denote the corresponding
clopen subset of ULT(B).
By a measure µ on a Boolean algebra B we mean a finitely additive probability
measure. We call it a strictly positive measure if µ(B) > 0 for each B ∈ B+ (in this case
we say also that B supports the measure µ). If µ is a measure on B, then µ̂ defined by
µ̂(Â) = µ(A) is a finitely additive measure on the algebra of clopen subsets of ULT(B).
The measure µ̂ can be uniquely extended to a (regular Borel probability) σ-additive
measure µ on ULT(B). Note that if µ is strictly positive, then µ is a strictly positive
measure on ULT(B).
Therefore, Theorem 1.2 is an immediate consequence of the following statement.
Theorem 2.1. There exists a non-σ-centered Boolean algebra B ⊆ P(ω)/fin that sup-
ports a measure.
Recall some standard notions concerning the Cantor space 2ω. For any ϕ ∈ 2<ω by
[ϕ] = {x ∈ 2ω : ϕ ⊆ x} we denote the basic subset of 2ω corresponding to ϕ. We shall
consider the Lebesgue measure λ on 2ω, defined as the unique Borel probability measure
on 2ω such that λ([ϕ]) = 2−k for any k ∈ ω and ϕ ∈ 2k. We say that a subset A ⊆ 2ω
depends on a set of coordinates I ⊆ ω, which we denote A ∼ I, if A = B×2ω\I for some
B ⊆ 2I .
We will consider also the asymptotic density defined on elements of the algebra
P(ω)/fin. It is usually defined on subsets of ω as a function
d(A) = lim
n→∞
|A ∩ n|
n
provided the limit exists. As d(A) = 0 for any finite A ⊆ ω, we can naturally transfer
this function to the asymptotic density on P(ω)/fin, which we will also denote by d.
3. Construction using an almost disjoint family
Fix an enumeration {Pα : α < c} of all countable subsets of 2
ω and let {Bα : α < c}
be an almost disjoint family in P(ω). Denote A0 = Clop(2ω).
For α < c let Pα = {tαn : n ∈ ω} ⊆ 2
ω and Bα = {mαi : i ∈ ω} ⊆ ω, where m
α
i < m
α
j for
i < j. Define a sequence (ϕαn)n of elements of 2
<ω in the following way:
ϕα0 = t
α
0 |{mα0 }, ϕ
α
1 = t
α
1 |{mα1 ,mα2 }, ϕ
α
2 = t
α
2 |{mα3 ,mα4 ,mα5 }, etc.
Define
Uα =
⋃
i∈ω
[ϕαi ]
and observe that Uα ⊆ 2
ω is an open set. Let Fα = U
c
α.
Finally, let A = alg (A0 ∪ {Uα : α < c}).
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Theorem 3.1. The Boolean algebra A has the following properties
• A is not σ-centered,
• A supports λ,
• there is a Boolean embedding Ψ: A → P(ω)/fin such that λ(A) = d(Ψ(A)) for
each A ∈ A.
We will prove the above theorem in a sequence of propositions and lemmas. We begin
with an easy observation.
Remark 3.2. For each α < c we have Pα ⊆ Uα, as Uα contains a basic neighbourhood of
tαn for every n ∈ ω.
Proposition 3.3. The Boolean algebra A is not σ-centered.
Proof. We will switch to topological language and we will prove that the Stone space
of A is not separable. Consider an arbitrary {xn : n ∈ ω} ⊆ ULT(A). For every n ∈ ω
let tn = xn|A0 ∈ ULT(A0) ≃ 2
ω, which means that {A ∈ Clop(2ω) : tn ∈ A} = {A ∈
Clop(2ω) : A ∈ xn}. There exists an α < c such that {tn : n ∈ ω} = Pα. By Remark
3.2 we have Fα ∩ Pα = ∅, so tn /∈ Fα for each n ∈ ω. As 2ω is a metric 0-dimensional
space, for every n ∈ ω there exists An ∈ Clop(2ω) satisfying tn ∈ An and An ∩ Fα = ∅.
Therefore, we have An ∈ xn, hence Fα /∈ xn for every n ∈ ω. Thus we have shown that
F̂α ∩ {xn : n ∈ ω} = ∅, which means that {xn : n ∈ ω} is not dense in ULT(A). 
For each α < c and i ∈ ω let Cαi ⊆ ω be the minimal set with the property [ϕ
α
i ] ∼ C
α
i
(so, e.g. Cα0 = {m
α
0} and so on).
Remark 3.4. For every α < c we have Uα ∼ Bα (thus also Fα ∼ Bα). Moreover,
Cαn ⊆ Bα\n for α < c and n ∈ ω.
To prove that A supports the measure λ, we need the following lemma.
Lemma 3.5. Assume that U ⊆ 2ω is an open set and the set {α1, . . . , αm} ⊆ c is such
that U ∩ Fα1 ∩ . . . ∩ Fαm 6= ∅. Then λ
(
U ∩ Fα1 ∩ . . . ∩ Fαm
)
> 0.
Proof. Assume that U and {α1, . . . , αm} are as above. Without loss of generality we can
assume that U = [τ ], where τ ∈ 2M for some M ∈ ω.
For every n ∈ ω define
Xn = [τ ]
∖ m⋃
j=1
n⋃
i=0
[ϕ
αj
i ].
Let
In =M ∪
m⋃
j=1
n⋃
i=0
C
αj
i
and observe that In is the minimal set with property Xn ∼ In.
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According to our assumption [τ ] *
⋃m
j=1
⋃
i∈ω[ϕ
αj
i ]. Hence, for each n the set Xn is
open and nonempty and so λ(Xn) > 0.
Claim 3.6. There exists N ∈ ω such that the family {IN}∪{C
αj
i : i > N, j ∈ {1, . . . , m}}
is pairwise disjoint.
Proof. Since the family {Bα : α < c} is pairwise almost disjoint, there exists N ≥M such
that for every different i, j ∈ {1, . . . , m} we have Bαi ∩Bαj ⊆ N . Therefore, by Remark
3.4 we get Cαik ∩C
αj
l = ∅ for every different i, j ∈ {1, . . . , m}, k > N and arbitrary l ∈ ω.
If i ∈ {1, . . . , m} and k 6= l, then Cαik ∩ C
αi
l = ∅. Moreover, again using Remark 3.4 we
have C
αj
k ⊆ ω\M for every k > N and j ∈ {1, . . . , m}. 
Now we prove that the set U ∩ Fα1 ∩ . . . ∩ Fαm = [τ ]
∖⋃m
j=1
⋃
i∈ω[ϕ
αj
i ] is λ-positive:
λ
(
[τ ]
∖ m⋃
j=1
⋃
i∈ω
[ϕ
αj
i ]
)
= λ
(
XN ∩
m⋂
j=1
∞⋂
i=N+1
[ϕ
αj
i ]
c
)
⋆
= λ(XN)
m∏
j=1
λ
( ∞⋂
i=N+1
[ϕ
αj
i ]
c
)
≥ λ(XN)
(
1−
∞∑
i=N+1
λ([ϕ
αj
i ])
)m
= λ(XN)
(
1 − 2−(N+1)
)m
> 0,
where the equality (⋆) holds because by Claim 3.6 the sets XN and [ϕ
αj
i ], for j ∈
{1, . . . , m} and i > N , depend on pairwise disjoint sets of coordinates. 
Proposition 3.7. The measure λ is strictly positive on A.
Proof. Every element of A is a finite union of elements of the form
C ∩ Uβ1 ∩ . . . ∩ Uβn ∩ Fα1 ∩ . . . ∩ Fαm
for some C ∈ Clop(2ω) and α1, . . . , αn, β1, . . . , βm < c. Every such element is equal to
U ∩ Fα1 ∩ . . . ∩ Fαm for some open U ⊆ 2
ω, hence using Lemma 3.5 we get that it is
λ-positive (provided it is non-empty). Therefore, every nonzero A ∈ A is λ-positive. 
We are going to find a Boolean embedding of the algebra A into P(ω)/fin transferring
the Lebesgue measure to the asymptotic density. First, it is easy to see that there is an
embedding Ψ0 : A0 → P(ω)/fin with the above property. For example, it can be induced
by f : 2<ω → P (ω) such that f(σ) = {k ∈ ω : k = σˇ mod 2n}, where n is the length of
σ and σˇ is the natural number represented by σ in the binary system (such f sends [0]
to even numbers, [01] to numbers equal 1 modulo 4 and so on).
We want now to extend Ψ0 to a Boolean embedding Ψ: A → P(ω)/fin. To define
such Ψ, we need only to define Ψ(Uα) for any α < c. We will use the following Lemma
3.8 proved as Theorem 1.1 in [Buc53]:
Lemma 3.8. If A0 ⊆∗ A1 ⊆∗ A2 . . . ⊆ ω is a sequence of sets having an asymptotic
density, then there exists a set A ⊆ ω having an asymptotic density such that An ⊆
∗ A
for all n ∈ ω and d(A) = supn∈ω d(An).
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Fix α < c. Recall that Uα =
⋃
i∈ω[ϕ
α
i ] and let Bn ⊆ ω be a representative of the
equivalence class of Ψ0
(⋃n
i=0[ϕ
α
i ]
)
for n ∈ ω. The sequence (Bn : n ∈ ω) meets the
requirements of Lemma 3.8, thanks to properties of Ψ0. Let B be the set, whose existence
is proved by Lemma 3.8 for the sequence (Bn)n. We extend Ψ0 by defining Ψ0(Uα) = B
•.
Proposition 3.9. The function Ψ0 defined above on A0 ∪ {Uα : α < c} can be extended
to a Boolean homomorphism Ψ : A→ P(ω)/fin.
Proof. By Sikorski’s Extension Criterion (see [Kop89, Theorem 5.5]) and the definition
of A we need only to prove that
(3.1)
(
C ∩
n⋂
i=1
Uβi ∩
m⋂
j=1
Fαj = ∅
)
=⇒
(
Ψ0(C) ∩
n⋂
i=1
Ψ0(Uβi) ∩
m⋂
j=1
(
Ψ0(Uαj )
)
c
= 0
)
for every C ∈ Clop(2ω) and α1, . . . , αm, β1, . . . , βn < c. We shall proceed by induction
on n.
For n = 0 the assumption C ∩
⋂m
j=1 Fαj = ∅ means that C ⊆
⋃m
j=1Uαj , so by the
definition of Uα’s we get C ⊆
⋃m
j=1
⋃
i∈ω[ϕ
αj
i ]. As C is compact, there exists N ∈ ω
such that C ⊆
⋃m
j=1
⋃N
i=0[ϕ
αj
i ], hence by the properties of Ψ0 on Clop(2
ω) we have
Ψ0(C) ≤
⋃m
j=1Ψ0
(⋃N
i=0[ϕ
αj
i ]
)
. By Lemma 3.8 we know that Ψ0
(⋃n
i=0[ϕ
α
i ]
)
≤ Ψ0(Uα)
for each α < c and n ∈ ω. Therefore, we get Ψ0(C) ≤
⋃m
j=1Ψ0(Uαj ) and so Ψ0(C) ∩⋂m
j=1
(
Ψ0(Uαj )
)
c
= 0.
Assume now that we have proved (3.1) for every element of the form C ∩
⋂n
i=1 Uβi ∩⋂m
j=1 Fαj , where n ≤ N . Take C ∈ Clop(2
ω) and α1, . . . , αm, β1, . . . , βN+1 < c such that
(3.2) C ∩
N+1⋂
i=1
Uβi ∩
m⋂
j=1
Fαj = ∅.
Claim 3.10. There exists such K ∈ ω that the sets [ϕ
βN+1
K ] and C ∩
⋂N
i=1 Uβi ∩
⋂m
j=1 Fαj
depend on disjoint sets of coordinates.
Proof. We have C ∼ l for some l ∈ ω. As {Bα : α < c} is an almost disjoint family, there
exists K ≥ l such that BβN+1\K is disjoint from
⋃N
i=1Bβi ∪
⋃m
j=1Bαj . By Remark 3.4
we have [ϕ
βN+1
K ] ∼ C
βN+1
K ⊆ BβN+1\K and
C ∩
N⋂
i=1
Uβi ∩
m⋂
j=1
Fαj ∼ l ∪
N⋃
i=1
Bβi ∪
m⋃
j=1
Bαj ,
thus the proof is complete. 
Fix such K ∈ ω. As [ϕ
βN+1
K ] ⊆ UβN+1 , by (3.2) we get(
C ∩
N⋂
i=1
Uβi ∩
m⋂
j=1
Fαj
)
∩ [ϕ
βN+1
K ] = ∅.
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If two sets depending on disjoint sets of coordinates have empty intersection, then at
least one of them has to be empty. As [ϕ
βN+1
K ] 6= ∅, we get
C ∩
N⋂
i=1
Uβi ∩
m⋂
j=1
Fαj = ∅.
Now, by inductive assumption
Ψ0(C) ∩
N⋂
i=1
Ψ0(Uβi) ∩
m⋂
j=1
(
Ψ0(Uαj )
)
c
= 0,
hence
Ψ0(C) ∩
N+1⋂
i=1
Ψ0(Uβi) ∩
m⋂
j=1
(
Ψ0(Uαj )
)
c
= 0.
Thus, we have proved (3.1) and we are done. 
Now we shall prove that the homomorphism Ψ: A→ P(ω)/fin transfers the Lebesgue
measure to the asymptotic density. In this proof we will not use any specific properties
of Uα’s, but rather the properties of Ψ0 on A0 and the definition of Ψ(Uα) for α < c.
Proposition 3.11. For every A ∈ A we have λ(A) = d(Ψ(A)).
Proof. Let
A
′ = {A ∈ A : λ(A ∩ C) = d(Ψ(A ∩ C)) for each C ∈ Clop(2ω)}.
Claim 3.12. If A ∈ A′, then A ∩ Uα ∈ A′ and A ∩ Fα ∈ A′ for each α < c.
Proof. Let A ∈ A′ and α < c. We will only show that A ∩ Uα ∈ A′. The proof for Fα is
analogous. Fix C ∈ Clop(2ω).
Denote Cn =
⋃n
i=0[ϕ
α
i ], so that we have Uα =
⋃∞
n=0Cn, where the union is increasing.
Since A ∈ A′ and C ∩ Cn is clopen for each n we have
(3.3) λ
(
A ∩ C ∩ Uα
)
= sup
n∈ω
λ
(
A ∩ C ∩ Cn
)
= sup
n∈ω
d
(
Ψ
(
A ∩ C ∩ Cn
))
.
Denote A′ = A ∩ C. As Ψ is a homomorphism, for every n ∈ ω we have Ψ(A′ ∩ Cn) ≤
Ψ(A′ ∩ Uα), and thus
(3.4) sup
n∈ω
d
(
Ψ
(
A′ ∩ Cn
))
≤ d
(
Ψ
(
A′ ∩ Uα
))
.
Also, A′ ∩ Uα = (A′ ∩ Cn) ∪
(
A′ ∩ (Uα\Cn)
)
for each n ∈ ω and hence
(3.5) Ψ(A′ ∩ Uα) = Ψ(A
′ ∩ Cn) ∪
(
Ψ(A′) ∩Ψ(Uα\Cn)
)
.
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By the definition of Ψ we get d(Ψ(Uα)) = supn∈ω d(Ψ(Cn)) for every α < c and so
d
(
Ψ(Uα\Cn)
)
n→∞
−−−→ 0.
Therefore, we have
(3.6) d
(
Ψ(A′) ∩Ψ(Uα\Cn)
)
n→∞
−−−→ 0.
Finally, by (3.4), (3.5), (3.6) and the definition of A′ we get
d
(
Ψ
(
C ∩A ∩ Uα
))
= sup
n∈ω
d
(
Ψ
(
C ∩A ∩ Cn
))
,
and so by (3.3) we have
(3.7) d
(
Ψ
(
C ∩ (A ∩ Uα)
))
= λ
(
C ∩ (A ∩ Uα)
)
.
As C was arbitrary, A ∩ Uα ∈ A′.
We can show that A∩Fα ∈ A
′, using the fact that λ
(
A∩C∩Fα
)
= infn∈ω λ
(
A∩C∩Dn
)
for every C ∈ Clop(2ω) and Dn = Ccn for each n and proceeding in the similar manner
as above. 
Now, subsequently using the above claim we can show that if
A = C ∩ Uβ1 ∩ . . . ∩ Uβk ∩ Fα1 ∩ . . . ∩ Fαm ,
where C ∈ Clop(2ω) and α1, . . . , αm, β1, . . . , βk < c, then A ∈ A′ and so, in particular,
λ(A) = d(Ψ(A)). Finally, as every element of A can be written as a disjoint union of
elements of the form as above, we prove the statement of Proposition 3.11 by the fact
that the Lebesgue measure and the asymptotic density are finitely additive. 
Corollary 3.13. The homomorphism Ψ: A → P(ω)/fin is injective and so it is a
Boolean embedding.
Proof. Assume that A ∈ A satisfies Ψ(A) = 0. We have d(Ψ(A)) = 0, hence by Propo-
sition 3.11 we get λ(A) = 0, which implies, by Proposition 3.5, that A = ∅. 
4. Construction using slaloms.
In this section we present another construction announced in the introduction. It is
motivated by [Tod00, Theorem 8.4]. In [BNI] the authors showed that the constructed
Boolean algebra supports a strictly positive measure using the following theorem due to
Kamburelis:
Theorem 4.1. A Boolean algebra A supports a measure if and only if there is a measure
algebra M such that M ”Aˇ is σ-centered”.
We will prove the existence of strictly positive measure using a more classical tool:
Kelley’s criterion.
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Definition 4.2. Let A be a Boolean algebra and let A ⊆ A+ be nonempty. For every
finite sequence s = (A1, . . . , An) of elements of A let
κ(s) =
max{|I| : I ⊆ {1, . . . , n} and
⋂
i∈I Ai 6= 0}
n
.
Define the intersection number of A by
κ(A) = inf{κ(s) : s ∈ A<ω}.
Theorem 4.3 (Kelley’s criterion). Let A be a Boolean algebra. The following conditions
are equivalent:
• A supports a measure,
• A+ =
⋃
n Cn, where κ(Cn) > 0 for each n.
We will consider a slightly stronger property than the above (see [DP08]).
Definition 4.4. We call a Boolean algebra A appoximable if for every 0 < δ < 1 there
is a family (Cn)n such that A+ =
⋃
Cn and κ(Cn) > δ.
A slalom is a set S ⊆ ω × ω such that S(n) ⊆ 2n and |S(n)| < 2n for every n ∈ ω.
Denote by S the family of all slaloms. For a slalom S denote S|n = S ∩ (n× 2
n). Let
Ω = {(S, n) : n ∈ ω, S ∈ S, S ⊆ (n× 2n)}.
For each S ⊆ ω × ω define
TS = {(T, n) ∈ Ω: S|n ⊆ T}.
For (S, n) ∈ Ω let
T(S,n) = {(T,m) ∈ Ω: m ≥ n, T|n = S}.
It will be convenient to make the following simple observations available.
Lemma 4.5. Let A, B ∈ S. Then
(1) A ⊆ B if and only if TB ⊆ TA,
(2) T(A∪B) = TA ∩ TB,
(3) if F is finite and
⋂
F∈F TF is finite, then there is k ∈ ω such that
⋃
F∈F F (k) = 2
k,
(4) if A is such that {TA : A ∈ A}/fin is centered, then
⋃
A ∈ S.
Let
W = {S ∈ S :
∑
|S(n)|/2n <∞}.
Now, we are ready to define the main object of this section. Let
T = alg
(
{TA : A ∈ W} ∪ {T(S,n) : (S, n) ∈ Ω}
)
.
Let K be the Stone space of T/fin. Since Ω is countable, T/fin can be embedded in
P(ω)/fin and so K is a growth of ω.
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Theorem 4.6. The Boolean algebra T/fin is an approximable non-σ-centered Boolean
algebra. Consequently, K is a growth of ω supporting a measure.
Let
X = {f ∈ ωω : ∀n f(n) < 2n}.
Proposition 4.7. T/fin is not σ-centered.
Proof. Suppose towards contradiction that T/fin is σ-centered. In particularW =
⋃
Wn,
where {TW : W ∈ Wn}/fin is centered for each n. By Lemma 4.5 (4) Wn =
⋃
Wn ∈ S
for each n. Now, pick f ∈ X to be such that f(n) /∈ Wn(n). Clearly, f ∈ W but f /∈ Wn
for every n. A contradiction. 
Proposition 4.8. T/fin is approximable.
Proof. Let 0 < δ < 1. For (S, n) ∈ Ω define
Wδ(S,n) = {W ∈ W : W|n = S and
∑
k>n
|W (k)|/2k < 1− δ}.
It is easy to see that
W =
⋃
(S,n)∈Ω
Wδ(S,n).
We claim that even something stronger is true.
Claim 4.9. For each infinite A ∈ T there is (S, n) ∈ Ω and V ∈ Wδ(S,n) such that
TV ∩ T(S,n) ⊆ A.
Proof. It is sufficient to consider only elements of the form
A =
(
T cV0 ∩ T
c
V1
∩ · · · ∩ T cVl
)
∩
(
TVl+1 ∩ · · · ∩ TVL
)
.
Also, thanks to Lemma 4.5(2)
A =
(
T cV0 ∩ T
c
V1
∩ · · · ∩ T cVl
)
∩ TV ,
where V = Vl+1 ∪ · · · ∪ VL ∈ W. Now, since A is infinite, Vi * V for each i ≤ l. Let
n be big enough so that Vi ∩ (n × 2ω) * V|n. Let S = V|n. It is plain to check that
TV ∩ T(S,n) ⊆ A. 
Claim 4.10. κ({TW ∩ T(S,n) : W ∈ W
δ
(S,n)}/fin) > δ for each (S, n) ∈ Ω.
Proof. Fix (S, n) ∈ Ω. For W ∈ Wδ(S,n) let
AW = {f ∈ X : f(k) /∈ W (k) for k > n}.
Of course λ(A(i,j)) = 1− 1/2
i for i > k. Since
AW =
⋂
(i,j)∈W,i>n
A(i,j)
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and
∑
i>n |W (i)|/2
i < 1− δ we have that
λ(AW ) > δ.
Let (Vi)i<k be a sequence of elements of Wδ(S,n). There is I ⊆ k such that |I| ≥ δ · k
and there is f ∈
⋂
I AVi . Therefore,
⋃
I Vi ∈ W, just because f(k) /∈
⋃
I Vi(k) for k > n.
By Lemma 4.5(3)
⋂
I TVi is infinite. Moreover, Vi ∩ (n× 2
n) = S for every i ≤ l and so⋂
I TVi ∩ T(S,n) is infinite and the claim is proved. 
For n ∈ ω let
C(S,n) = {A ∈ A : ∃W ∈ W
δ
(S,n) TW ∩ T(S,n) ⊆
∗ A}/fin.
Claim 4.9 implies that (C(S,n))(S,n)∈Ω is a fragmentation of A. By Claim 4.10 κ(C(S,n)) > δ
for each (S, n) ∈ Ω. 
5. Bell’s construction
In this section we will describe Bell’s construction of a ccc non-separable growth of
ω from [Bel80] (mentioned in the introduction) and we will show that it supports a
measure.
Let P = {f ∈ ωω : f(n) ≤ n + 1 for each n ∈ ω} and N = {f ↾ n : f ∈ P, n ∈ ω}.
Denote T = {π ∈ Nω : π(n) ∈ ωn+1 for each n ∈ ω}.
For each s ∈ N define Cs = {t ∈ N : s ⊆ t} and for every π ∈ T let
Cπ =
⋃
n∈ω
Cπ(n).
Finally, let B = alg ({Cπ : π ∈ T}). Since N is a countably infinite set, B/fin can
be embedded to P(ω)/fin and so the Stone space of B/fin is a growth of ω. It is not
difficult to see that B/fin is not σ-centered (see [Bel80]). It is also ccc. In fact Bell
proved that this space is σ-n-linked for each n ∈ ω, i.e. for every n we have B+ =
⋃
i Ci
where Ci is n-linked for every i (i.e.
⋂
F 6= ∅ whenever F ∈ [Ci]n). Plainly, σ-n-linked
spaces are ccc.
We will show that Bell’s space supports a measure. More precisely, we will show
that B/fin is isomorphic to a certain subalgebra of Bor([0, 1])/λ=0. This implies σ-n-
linkedness (see also [DS94]), so our theorem generalizes Bell’s result.
Endow X =
∏
n∈ω{0, . . . , n + 1} with the product topology and notice that X is
homeomorphic to the Cantor set. For each s ∈ N let [s] = {t ∈ X : s ⊆ t} (the basic
open subset of X corresponding to s). For every π ∈ T define Vπ =
⋃
n∈ω[π(n)]. Finally,
let C = alg ({Vπ : π ∈ T}).
Proposition 5.1. The Boolean algebra B/fin is isomorphic to C.
Proof. Define f : {Cπ : π ∈ T} → {Vπ : π ∈ T} by f(Cπ) = Vπ for π ∈ T . We claim that
such f can be extended to a function f¯ : B → C inducing a Boolean isomorphism of
B/fin and C.
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By the Sikorski’s Extension Criterion we only need to prove that
n⋂
i=1
Cπ′i ∩
m⋂
j=1
Ccπj is finite ⇐⇒
n⋂
i=1
Vπ′i ∩
m⋂
j=1
V cπj = ∅
for every π1, . . . , πm, π
′
1, . . . , π
′
n ∈ T .
First, assume that there exists t ∈
⋂n
i=1 Vπ′i ∩
⋂m
j=1 V
c
πj
for some π1, . . . , πm,
π′1, . . . , π
′
n ∈ T . As
⋂n
i=1 Vπ′i is an open subset of X , there exists k ∈ ω such that
[t|k] ⊆
⋂n
i=1 Vπ′i, thus t|k ∈
⋂n
i=1Cπ′i.
Since t does not extend any of πj(i) for j = 1, . . . , m and i ∈ ω, for each l ≥ k we have
t|l ∈ Ct|k ∩
m⋂
j=1
Ccπj ⊆
n⋂
i=1
Cπ′i ∩
m⋂
j=1
Ccπj ,
hence the latter set is infinite.
On the other hand, assume thatD =
⋂n
i=1Cπ′i∩
⋂m
j=1C
c
πj
is infinite for some π1, . . . , πm,
π′1, . . . , π
′
n ∈ T .
Claim 5.2. There is t ∈ X and M ∈ ω such that t|l ∈ D for each l ≥M .
Proof. We will construct t inductively by finding the sequence of its initial segments
(tk)k≥M . First, notice that as D is infinite, it must contain arbitrarily long sequences
from N . In particular, there is M > m and tM ∈ ωM ∩ D. Now, assume that we have
tk of length k, such that tM ⊆ tk and tk ∈ D. We will show that there is p ≤ k + 1 such
that tkˆp ∈ D and that will finish the proof.
Clearly, tkˆr ∈
⋂n
i=1Cπ′i for every r ≤ k + 1. So, we need only to find p ≤ k + 1 such
that tkˆp ∈
⋂m
j=1C
c
πj
. Notice that if tkˆr does not extend πj(k) for some j ≤ m, then
tkˆr ∈ Ccπj . Hence, as k > m, there is p ≤ k + 1 such that tkˆp ∈
⋂m
j=1C
c
πj
.
Let t be the unique element of X such that tk ⊆ t for each k ≥ M . 
Let t be as in Claim 5.2. Then t ∈
⋂n
i=1 Vπ′i, since t extends π
′
i(l) for each i = 1, . . . , n
and l ∈ ω. Also, t ∈
⋂m
j=1 V
c
πj
. Otherwise there would be j ∈ {1, . . . , m} and l ∈ ω such
that t extends πj(l). But then t|r would extend πj(l) for some r > M , a contradiction
with Claim 5.2. So,
n⋂
i=1
Vπ′i ∩
m⋂
j=1
V cπj 6= ∅
and we are done.

The above lemma allows us to look for a strictly positive measure on C instead of
B/fin. Denote by λ the standard product measure on X (defined by λ([s]) = 1
(n+1)!
for
s ∈ N ∩ ωn).
Proposition 5.3. The measure λ is strictly positive on C.
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Proof. Notice that the set of nonempty elements of
P = {[s] ∩
m⋂
j=1
V cπj : s ∈ N, π1, . . . πm ∈ T}
forms a π-base for C. So it is enough to show that every nonempty element of P is
λ-positive or, equivalently, that
λ
(
[s] ∩
m⋃
j=1
Vπj
)
< λ([s])
for s ∈ N, π1, . . . πm ∈ T such that [s] ∩
⋂m
j=1 V
c
πj
6= ∅.
Suppose towards contradiction that
(5.1) λ
(
[s] ∩
m⋃
j=1
Vπj
)
= λ([s])
for some s ∈ ωK ∩N , where K ∈ ω, and π1, . . . πm ∈ T satisfying [s] ∩
⋂m
j=1 V
c
πj
6= ∅.
For each n ≥ 1 denote An =
⋃m
j=1
⋃n−1
i=0 [πj(i)] and notice that An is a disjoint union of
sets of the form [t], t ∈ ωn. Therefore, for each n > K the set [s] ∩ Acn is also a disjoint
union of such basic subsets. By the assumption ∅ 6= [s]∩
⋂m
j=1 V
c
πj
and so the set [s]∩Acn
is nonempty. Therefore, for every n > K we have
(5.2) λ
(
[s] ∩Acn
)
≥
1
(n+ 1)!
.
For every l ∈ ω the set Al+1\Al is a disjoint union of at most m subsets of form [t],
where t ∈ ωl+1, thus
(5.3) λ
(
Al+1\Al
)
≤ m ·
1
(l + 2)!
.
Lemma 5.4. For every n > 3m we have
m ·
∞∑
l=n
1
(l + 1)!
<
1
n!
.
Proof. The series
∑∞
l=n
1
(l+1)!
is a remainder term at x = 1 of the n-th order Taylor
polynomial of the function g(x) = ex at 0. The Lagrange form of the remainder gives us
∞∑
l=n
1
(l + 1)!
=
ex
(n+ 1)!
for some x ∈ [0, 1], thus
m ·
∞∑
l=n
1
(l + 1)!
≤
e ·m
n
·
1
n!
,
and we are done. 
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Fix n > max(K, 3m). Using (5.2), (5.3) and Lemma 5.4 we get
λ
(
[s] ∩
m⋃
j=1
Vπj ∩A
c
n
)
= λ
(
[s] ∩
∞⋃
l=n
(Al+1\Al)
)
≤ m ·
∞∑
l=n
1
(l + 2)!
<
1
(n+ 1)!
≤ λ
(
[s] ∩ Acn
)
,
which contradicts the assumption (5.1).

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