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ABSTRACT
We present a positive correlation between the mass of dense molecular gas (Mdense) of ∼100 pc scale circumnuclear
disks (CNDs) and the black hole mass accretion rate (MBH˙ ) in atotal of10 Seyfert galaxies, based on data
compiled from the literature and an archive (median aperture θmed=220 pc). A typical Mdense of CNDs is 10
7–8
M , estimated from the luminosity of the dense gas tracer, the HCN(1–0) emission line. Because dense molecular
gas is the site of star formation, this correlation is virtually equivalent to the one between thenuclear star-formation
rate and MBH˙ revealed previously. Moreover, the M Mdense BH– ˙ correlation was tighter for CND-scale gas than for
the gas on kiloparsec or larger scales. This indicates that CNDs likely play an important role in fueling black holes,
whereas greater than kiloparesecscale gas does not. To demonstrate a possible approach for studying the CND-
scale accretion process with the Atacama Large Millimeter/submillimeter Array, we used a mass accretion model
where angular momentum loss due to supernova explosions is vital. Based on the model prediction, we suggest
that only the partial fraction of the mass accreted from the CND (Macc˙ ) is consumed as MBH˙ . However, Macc˙ agrees
well with the total nuclear mass ﬂow rate (i.e., MBH˙ + outﬂow rate). Although these results are still tentative with
large uncertainties, they support the view that star formation in CNDs can drive mass accretion onto supermassive
black holes in Seyfert galaxies.
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1. INTRODUCTION
The mass accretion onto a supermassive black hole (SMBH,
with a mass of M 10BH 6 M ) is commonly believed to
produce the enormous amount of energy observed as an active
galactic nucleus (AGN; Antonucci 1993; Urry & Pado-
vani 1995). However, the physics of the angular momentum
transfer of the accreting gas remains unclear (Alexander &
Hickox 2012 for a review). SMBHs have been claimed to
reside at the centers of galaxies with spheroidal components,
and there is a correlation between MBH and the properties of the
host galaxies, such as bulge mass (Mbulge) and stellar velocity
dispersion ( *s ). This, a so-called co-evolutionary relationship
(Magorrian et al. 1998; Ferrarese & Merritt 2000; Tremaine
et al. 2002; Marconi & Hunt 2003; Gültekin et al. 2009;
Kormendy & Ho 2013 and references therein), indicates that
bulges and SMBHs evolved together, by regulating each other.
Thus, to understand the mechanism of the angular momentum
transfer of the accreting gas at various spatial scales (from a
host galaxy to an accretion disk), which is directly connected to
the mass accumulation of an SMBH, is of great importance to
unveil the currently unknown co-evolutionary mechanism.
Recent numerical simulations have shown that the radial
streaming of gas caused by major mergers can efﬁciently feed
the central SMBH, which triggers a powerful AGN as well as
starbursts (e.g., Hopkins et al. 2008; Hopkins & Quataert 2010).
While such a violent mechanism would be vital for fueling
luminous quasars, rather secular processes induced by, for
example, barred gravitational potential, galaxy−galaxy interac-
tions, or even joint effects of star formation and large-scale
dynamics (e.g., Shlosman et al. 1990; Barnes & Hernquist 1992;
Kormendy & Kennicutt 2004; Hopkins & Hernquist 2006;
Jogee 2006; Rocca-Volmerange et al. 2015), or minor mergers
(e.g., Mihos & Hernquist 1994; Taniguchi 1999; Kaviraj 2014),
would be sufﬁcient to explain lower-luminosity activity, such as
that observed in Seyfert galaxies (e.g., Hopkins & Hern-
quist 2009; Treister et al. 2012). The lack of enhanced signatures
of major mergers or strong interactions in local Seyfert galaxies
supports this view (Gabor et al. 2009; Cisternas et al. 2011).
Although large-scale structures, like a bar, would efﬁciently
transport gases toward the central region (e.g., Sakamoto
et al. 1999; Sheth et al. 2005), there is little or no clear
difference in that scale morphologies between AGN hosts and
inactive galaxies (e.g., Mulchaey & Regan 1997; Martini
et al. 2003; Simões Lopes et al. 2007; Cheung et al. 2015;
Cisternas et al. 2015). Even for smaller-scale morphologies,
such as nuclear bars and nuclear spirals (e.g., Shlosman
et al. 1990; Hopkins & Quataert 2010), this trend holds, at least
in late-type galaxies (typical hosts of Seyfert nuclei, e.g.,
Martini et al. 2003; Hunt & Malkan 2004). Regarding early-
type galaxies, on the other hand, Simões Lopes et al. (2007)
found that Seyfert nuclei preferentially accompany dusty
structures. Thus, the presence of a nuclear dusty (equivalently
gaseous) structure is necessary, but not sufﬁcient, to trigger
AGNs. To summarize, there is apparently no unique mech-
anism in Seyfert galaxies at 100 pc from the center, and direct
triggers of AGN activity should exist at the innermost 100 pc
region.
At that spatial scale, many studies have proposed that the
inﬂowing gas would form a circumnuclear disk (CND)4 due to
the remaining angular momentum (e.g., Thompson et al. 2005;
Ballantyne 2008; Kawakatu & Wada 2008; Vollmer et al.
2008). Indeed, such dense molecular gas disks have been found
observationally around Seyfert nuclei (e.g., Krips et al. 2007;
Hicks et al. 2009, 2013; Davies et al. 2012; Sani et al. 2012;
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4 A CND refers to a massive gaseous disk with sizes of ∼1–100 parsec [pc] in
this work.
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Izumi et al. 2013, 2015; García-Burillo et al. 2014), though few
of them have been resolved spatially. Recently, Hicks et al.
(2013) reported on systematic differences at the CND scale
between active and inactive galaxies: Seyfert galaxies showed
more centrally concentrated proﬁles of both the stellar
continuum and H2 1–0 S(1) line emission with enhanced H2
luminosity. Therefore, molecular surface brightness is clearly
elevated in CNDs of Seyfert galaxies.
Because a CND would be a massive reservoir of molecular
gas, we can reasonably expect active star formation there.
Observationally, prominent star formation has been found as a
(circum-)nuclear starburst (e.g., Heckman et al. 1995; Cid
Fernandes et al. 2004; Imanishi & Wada 2004; Davies
et al. 2007; Diamond-Stanic & Rieke 2012; Alonso-Herrero
et al. 2013; Esquej et al. 2014). Interestingly, there are
correlations between the star-formation rate (SFR) and the
black hole accretion rate (MBH˙ ) in Seyfert galaxies, which are
tighter when the SFR is measured in closer vicinity to the
AGN, whereas it is weaker for larger-scale (kpc) SFRs
(Diamond-Stanic & Rieke 2012; Esquej et al. 2014). From a
theoretical viewpoint, such a correlation would indeed be
predicted to exist due to various mechanisms (e.g., Kawakatu
& Wada 2008; Hopkins & Quataert 2010).
On the origin of the MSFR BH– ˙ correlation, we should
consider the results of Davies et al. (2007), who showed a time
delay of 50–200Myr between the onset of star formation and
the peak epoch of AGN activity (see also Schawinski
et al. 2009; Wild et al. 2010). That delay might be compelling
evidence of a causal connection between these activities: that
star formation provides the fuel for the SMBH (Section 5). As a
candidate mechanism to make such a link, Hopkins & Quataert
(2010) suggested, for example, the importance of a series of
gravitational instability and the resulting stellar gravitational
torque based on hydro-dynamic simulations (see also Hop-
kins 2012). Inside the central r 10 pc, they predicted that an
m=1 mode (single-armed spiral) develops, which efﬁciently
removes the angular momentum of the gas. Indeed, a nuclear
trailing spiral (but m= 2) has been observed in the central
∼50 pc of the type 1 Seyfert galaxy NGC 1566 (Combes
et al. 2014). However, the prevalence in other Seyfert galaxies
is unclear, considering that there is no morphological difference
between active and inactive galaxies at100 pc. More directly
connected to star formation, mass loss from evolved stars
(Norman & Scoville 1988; Ciotti et al. 1991; Padovani &
Matteucci 1993; Davies et al. 2007) or angular momentum loss
due to supernova (SN)-driven turbulence (Wada & Nor-
man 2002; Kawakatu & Wada 2008; Wada et al. 2009; Hobbs
et al. 2011) can also enhance mass accretion.
To determine the properties of cold molecular gas (e.g.,
mass, distribution, kinematics) it is essential for further
progress because it takes the bulk of the gas mass in the
nuclear region of galaxies (e.g., Honma et al. 1995). Such
dense gas could be a source of fuel to an SMBH as well as a
stellar nursery. Thus, it should contain information on the
origin of the AGN−starburst connection. From this perspec-
tive, the pioneering work of Yamada (1994) showed a linear
correlation between X-ray luminosity and CO(1–0) luminosity
in some AGNs, where CO(1–0) emission lines were measured
with single-dish telescopes (i.e., spatial resolution greater than
a kiloparsec). Monje et al. (2011) updated that result with
improved statistics, again based on single-dish measurements.
However, the origin of these correlations is still unclear as is
the case for the MSFR BH– ˙ correlations. Whether there is any
dependence of the correlation strength on the probed spatial
scale has not yet been investigated. Here, we note that, if we
use dense gas tracers for our investigation rather than the
conventional CO(1–0) line that traces total molecular gas,
including diffuse and/or foreground ones, we can expect less
contamination, at least from the foreground component (e.g.,
galactic disks). Moreover, dense gas is indeed the source of
massive star formation. Thus, to provide further insights on the
AGN−starburst connection more directly and to understand the
underlying mass accretion processes at the CND scale, it would
be desirable to establish a correlation between AGN activity
and some molecular properties based on emission lines that
faithfully trace star-forming regions, to check the variation in
the spatial scale probed, and to explore the origin of the
correlations.
1.1. This Work
In this work, motivated by the idea above, we explored the
possible correlation between MBH˙ and the mass of the CND-
scale molecular gas as a natural extension of the previous
galactic-scale measurements (Yamada 1994; Monje
et al. 2011). The mass of dense molecular gas (Mdense) was
investigated preferentially for the reasons above. Thus, we
compiled currently available data for a typical dense gas tracer
at the millimeter band, speciﬁcally, the HCN(1–0) emission
line (Section 2.1). This allows us to straightforwardly compare
results with the MSFR BH– ˙ correlations, because Mdense is
directly convertible to SFR (e.g., Gao & Solomon 2004b). The
detailed spatial distribution (or gas surface density) and
kinematics of dense molecular gas, however, cannot be
discussed in this paper as most CNDs have not been
spatiallyresolved at this point. Such a study will be possible
with future high-resolution observations provided by, e.g., the
Atacama Large Millimeter/submillimeter Array (ALMA).
The rest of this paper is organized as follows. In Section 2,
we describe the details of the data and derivation of each
physical parameter used. Section 3 describes our regression
analysis. The resulting correlation plots between HCN(1–0)
luminosity and 2 10 keV– X-ray luminosity, or, almost
equivalently, between Mdense and MBH˙ , are presented in
Section 4. Section 5 is dedicated to a discussion of an SN-
driven turbulence model (Kawakatu & Wada 2008) for
demonstrative purposes, though this is not deﬁnitive currently.
Our conclusions are summarized in Section 6.
2. DATA DESCRIPTION
Here, we describe the details of the emission line, sample
galaxies, and the procedure to estimate the physical quantities
used. The results are listed in Tables 1 and 2. Cosmology with
H0=70 km s
−1 Mpc−1, ΩM=0.3, ΩΛ=0.7 was adopted
throughout this work. We included galaxies classiﬁed as
Seyfert 1.5, 1.8, and 1.9 into the Seyfert 1 category to maintain
consistency with Esquej et al. (2014).
2.1. Line Selection
We used the HCN(1–0) emission line (rest frame frequency,
nrest=88.631 GHz) as a proxy for Mdense. The critical density
for collisional excitation with H2 (ncr) is ~105 cm−3 in the
optically thin limit. This line is one of the brightest ones in the
3 mm wavelength band in nearby galaxies after CO(1–0).
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Table 1
Properties of the Sample Galaxies
Target DL Morphology AGN Type Log (L2 10 keV– ) Ref. 1 Log ( ¢LHCN) qres Ref. 2 Log (MBH) Ref. 3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Interferometric data (IT sample)
NGC 1068 16.3 (R)SA(rs)b 2 43.02±0.30 (1) 7.40±0.07 0.38 (7) 6.96±0.02 (24), maser
NGC 1097 18.2 SB(s)b 1 40.84±0.30 (2) 6.71±0.06 0.16 (8) 8.15±0.10 (25), gas
NGC 2273 26.4 SB(r)a 2 42.73±0.30 (1) 6.70±0.05 0.38a (9) 6.89±0.02 (26), maser
NGC 3079 16.0 SB(s)c edge-on 2 42.02±0.30 (1) 6.94±0.04 0.39a (10) 7.90±0.63 (27, 28), *sMBH –
NGC 3227 16.6 SAB(s)a pec 1.5 42.07±0.30 (2) 6.32±0.08 0.24a (9) 7.18±0.30 (29), stellar
NGC 4051 10.0 SAB(rs)bc 1.5 41.13±0.30 (2) 5.58±0.05 0.14a (9) 6.13±0.14 (30), reverberation
NGC 4579 21.8 SAB(rs)b 1.5 41.33±0.30 (2) 5.93±0.13 0.20 (11) 7.76±0.45 (27, 28), *sMBH –
NGC 5033 12.5 SA(s)c 1.9 40.91±0.30 (2) 5.87±0.05 0.18a (10) 7.38±0.46 (27, 28), *sMBH –
NGC 6951 20.4 SAB(rs)bc 2 Lb Lb 6.24±0.04 0.30a (9) 7.10±0.50 (27, 28), *sMBH –
NGC 7469 70.8 (R’)SAB(rs)a 1.2 43.17±0.30 (2) 7.44±0.04 0.19 (12) 6.97±0.05 (30), reverberation
Single Dish Data (SD sample)
Cen A 7.8 S0 pec 2 41.90±0.30 (3) 7.24±0.07 1.1 (13) 7.65±0.04 (31), gas
Circinus 6.2 SA(s)b 2 42.62±0.30 (1) 7.24±0.07 1.7 (14) 6.23±0.08 (32), maser
IRAS 05189-2524 188.2 - 2 44.20±0.30 (4) 8.71±0.08 26 (15) 7.42±0.40 (27, 28), *sMBH –
Mrk 273 166.5 pec 2 42.87±0.30 (2) 8.81±0.14 23 (16) 9.17±0.05 (33), maser
Mrk 331 80.3 Sa 2? 40.70±0.30 (4) 8.53±0.15 27 (17) 6.81±0.47 (27, 28), *sMBH –
NGC 34 85.3 pec 2 42.00±0.30 (4) 8.02±0.07 12 (15) 7.71±0.52 (27, 28), *sMBH –
NGC 660 12.2 SB(s)a pec 2 39.40±0.30 (4) 7.31±0.11 1.7 (18) 7.12±0.47 (27, 28), *sMBH –
NGC 931 72.2 SAbc 1 43.29±0.30 (2) <8.06 15 (19) 7.54±0.60 (27, 28), *sMBH –
NGC 1068 16.3 (R)SA(rs)b 2 43.02±0.30 (1) 8.13±0.02 2.2 (20) 6.96±0.02 (24), maser
NGC 1097 18.2 SB(s)b 1 40.84±0.30 (2) 7.54±0.09 1.7 (21) 8.15±0.10 (25), gas
NGC 1365 23.5 SB(s)b 1.8 42.25±0.30 (2) 8.26±0.10 6.4 (19) 7.50±0.51 (27, 28), *sMBH –
NGC 1667 65.7 SAB(r)c 2 42.37±0.30 (5) 8.71±0.11 14 (19) 7.82±0.45 (27, 28), *sMBH –
NGC 2273 26.4 SB(r)a 2 42.73±0.30 (1) 6.96±0.22 5.5 (19) 6.89±0.02 (26), maser
NGC 3079 16.0 SB(s)c edge-on 2 42.02±0.30 (1) 7.91±0.10 5.5 (17) 7.90±0.63 (27, 28), *sMBH –
NGC 3147 40.3 SA(rs)bc 2 41.40±0.30 (4) 7.96±0.07 5.5 (22) 7.42±0.50 (27, 28), *sMBH –
NGC 4258 6.4 SAB(s)bc 1.9 40.57±0.30 (2) 6.09±0.04 0.9 (16) 7.56±0.03 (34), maser
NGC 4388 36.3 SA(s)b edge-on 2 43.20±0.30 (2) 6.88±0.25 4.9 (16) 6.92±0.01 (26), maser
NGC 4593 38.8 (R)SB(rs)b 1 42.80±0.30 (2) 7.05±0.28 5.3 (16) 6.89±0.09 (30), reverberation
NGC 4945 8.6 SB(s)cd edge-on 2 42.22±0.30 (6) 8.15±0.09 2.2 (23) 6.46±0.03 (35), maser
NGC 5005 13.5 SAB(rs)bc 2 40.02±0.30 (2) 7.75±0.12 4.7 (17) 7.84±0.45 (27, 28), *sMBH –
NGC 5033 12.5 SA(s)c 1.9 40.91±0.30 (2) 7.21±0.09 2.6 (19) 7.38±0.46 (27, 28), *sMBH –
NGC 5135 59.3 SB(s)ab 2 43.10±0.30 (1) 8.11±0.10 16 (19) 7.24±0.46 (27, 36), *sMBH –
NGC 5194 6.6 SA(s)bc pec 2 41.54±0.30 (1) 6.63±0.02 9.0 (20) 6.60±0.49 (27, 28), *sMBH –
NGC 5347 33.6 (R’)SB(rs)ab 2 42.39±0.30 (1) <7.06 7.0 (19) 6.73±0.55 (27, 28), *sMBH –
NGC 5506 26.6 Sa pec edge-on 1.9 43.01±0.30 (2) 6.50±0.46 3.6 (16) 7.87±0.49 (27, 28), *sMBH –
NGC 5548 74.5 (R’)SA(s)0/a 1.2 43.42±0.30 (2) <6.69 10 (16) 7.73±0.12 (30), reverberation
NGC 6814 22.4 SAB(rs)bc 1.5 42.18±0.30 (2) 7.10±0.12 6.2 (19) 7.05±0.06 (30), reverberation
NGC 6951 20.4 SAB(rs)bc 2 Lb Lb 7.43±0.01 2.8 (20) 7.10±0.50 (27, 28), *sMBH –
NGC 7130 70.0 Sa pec 1.9 43.10±0.30 (1) 8.26±0.11 19 (19) 7.48±0.46 (27, 36), *sMBH –
NGC 7469 70.8 (R’)SAB(rs)a 1.2 43.17±0.30 (2) 8.46±0.16 15 (19) 6.97±0.05 (30), reverberation
NGC 7479 34.2 SB(s)c 2 41.17±0.30 (5) 7.99±0.12 12 (17) 7.61±0.46 (27, 28), *sMBH –
NGC 7582 22.6 (R’)SB(s)ab 1 42.60±0.30 (4) 7.65±0.12 3.1 (18) 7.56±0.51 (27, 28), *sMBH –
Notes. Column 1: name of the sample galaxy. Column 2: luminosity distance to the object in [Mpc]. Column 3: morphology of the host galaxy recorded in NED (http://ned.
ipac.caltech.edu ). Mrk 331 is classiﬁed asSa based on the record in HyperLeda (no record in NED). Column 4: AGN type. We follow the classiﬁcation of Maiolino & Rieke (1995) for
the RSA Seyfert samples. For the non-RSA Seyfert samples, we mostly adopt the classiﬁcation by NED. If the type of Mrk 331 is not clear, then we follow the one in Gao & Solomon
(2004a). In order to be consistentwith Esquej et al. (2014), we recategorize types 1.5, 1.8, and 1.9 into type 1 in the subsequent plots. Columns 5 and 6: the logarithmic scale value of
absorption-corrected 2 10 keV– luminosity in [erg s−1] and its reference. Zero padding is applied to some data. This quantity is used to estimate LBol of the AGNs.
a For NGC 2273, NGC 3227, NGC 4051, and NGC 6951 in the IT sample, we used the line ﬂuxes measured for the central 3 arcsec region as reported in Sani et al. (2012). Similarly, for
NGC 3079 and NGC 5033, 5 and 3 arcsec apertures are used as shown in Lin et al. (2016). Systematic uncertainty is included. We assume 10% and 15% for the statistical and systematic
uncertainties unless mentioned in the reference. Columns 10 and 11: the logarithmic scale value of black hole mass in M[ ] with the reference and the method for the estimation.
b We used [O IV] line luminosity to estimate LBol (Diamond-Stanic et al. 2009; Rigby et al. 2009). Columns 7–9: the logarithmic scale value of HCN(1–0) line luminosity in [K km s
−1 pc2],
the aperture used to measure the luminosity in [kpc], and the reference for them.
References: (1) Marinucci et al. (2012), (2) Liu et al. (2014), (3) de Rosa et al. (2012), (4) Brightman & Nandra (2011), (5) Panessa et al. (2006), (6) Lutz et al. (2004), (7) Kohno et al. (2008),
(8) Martín et al. (2015), (9) Sani et al. (2012), (10) Lin et al. (2016), (11) from ALMA archive (this work), (12) T. Izumi et al. (2016 in preparation), (13) Wild & Eckart (2000), (14) Curran
et al. (2001), (15) Privon et al. (2015), (16) Jiang et al. (2011), (17) Gao & Solomon (2004a), (18) Baan et al. (2008), (19) Curran et al. (2000), (20) Krips et al. (2008), (21) Kohno et al.
(2003), (22) Solomon et al. (1992a), (23) Wang et al. (2004), (24) Lodato & Bertin (2003), (25) Onishi et al. (2015), (26) Kuo et al. (2011), (27) Gültekin et al. (2009), (28) HyperLeda, (29)
Davies et al. (2006), (30) Bentz & Katz (2015) and references therein, (31) Neumayer (2010), (32) Greenhill et al. (2003), (33) Klöckner & Baan (2004), (34) Miyoshi et al. 1995, (35)
Greenhill et al. (1997), (36) Garcia-Rissmann et al. (2005).
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Unlike CO(1–0), which traces total molecular gas (i.e., both
dense and diffuse/foreground gas; ~ -n 10cr 2 3 cm−3), the
HCN(1–0) emission emanates selectively from dense molecular
gas where stars are born (Gao & Solomon 2004a, 2004b; Wu
et al. 2005). Thus, using HCN(1–0) may be more suitable
physically to investigate any possible link between circum-
nuclear star formation and AGN activity.
Indeed, molecular gas at a CND is typically so dense and
warm (  -n 10H 4 52 cm−3, kinetic temperature 100 K; e.g.,
Davies et al. 2012; Izumi et al. 2013; Viti et al. 2014) that CO
molecules are readily excited to higher rotational states (e.g.,
Kamenetzky et al. 2014). However, converting the line ﬂux of
high-J CO into that of CO(1–0) would cause large uncertainty,
unless spatially resolved information is available. Thus, it was
better to continue to use the =J 1 0– transition line that can
selectively trace dense gas, such as HCN(1–0), to esti-
mate Mdense.
The HCN(1–0) line becomes more intense in AGNs with
respect to the CO, HCO+, and CS emission lines, compared to
starburst galaxies (e.g., Kohno 2005; Krips et al. 2008; Davies
et al. 2012; Izumi et al. 2016). This may be a consequence of
either an abnormal chemical composition due to AGN
feedback, excitation (gas density, temperature), optical depth,
infrared-pumping, or even a combination of them. However,
the line optical depth of HCN(1–0) is almost always beyond
unity in most objects (i.e., the intensity gets more or less
saturated even if HCN abundance is enhanced in AGNs). Thus,
the potential variation in abundance will not severely affect our
conclusions as long as we estimate Mdense from HCN(1–0) line
luminosity via the virial theorem. Using a mass conversion
factor speciﬁcally estimated for AGNs (Krips et al. 2008) will
also help to reduce this uncertainty.
2.2. Interferometric Data
We compiled high-resolution (aperture <500 pc) interfero-
metric data for the HCN(1–0) emission line from the literature
and the ALMA archive to estimate Mdense of CNDs of nearby
Seyfert galaxies. There is currently very little information on
such high-resolution HCN(1–0) data, which ultimately limits
the number of our sample galaxies (called the interferometric
sample ≡ IT sample). The data were obtained with the Plateau
de Bure Interferometer=PdBI (NGC 2273, NGC 3227, NGC
4051, and NGC 6951: Sani et al. 2012 and references therein,
NGC 3079 and NGC 5033: Lin et al. 2016), the Nobeyama
Millimeter Array=NMA (NGC 1068: Kohno et al. 2008),
and ALMA (NGC 10975: Martín et al. 2015, NGC 45796:
ALMA archive, and NGC 74697: T. Izumi et al. 2016 in
preparation). For the detailed data analysis, we directreadersto
those references. Regarding each of the PdBI sources, the line
ﬂux/luminosity in the literature was measured with an aperture
(3″–5″), rather than a single synthesized beam. This enabled us
to cover the entire area of each CND in all cases. In NGC 1097,
NGC 4579, and NGC 7469, though the line ﬂux/luminosity
measured with single synthesized beams placed at the AGN
positions were used, their CNDs were not resolved with the
adopted beams. Thus, we covered almost the entire area of each
CND in these samples as well. For NGC 1068, there are higher
resolution (∼100 pc) data with PdBI (García-Burillo et al.
2008; Viti et al. 2014). Nevertheless, we used the NMA data
mentioned above (380 pc resolution), considering the relatively
large CND of this galaxy (∼300 pc in diameter; García-Burillo
et al. 2014). This enabled us to make a fair comparison among
the targets because we could compile the line ﬂuxes/
luminosities from the entire area of each CND. Note that the
ALMA archival data (NGC 4579) were analyzed further with
the Common Astronomy Software Applications (CASA ver.
4.2.2; McMullin et al. 2007; Petry & CASA Development
Team 2012). The details of this can be found in the Appendix.
We excluded galaxies showing an absorption feature in the
Table 2
Mdense and MBH˙ of the Sample Galaxies
Target Log(Mdense) Log(MBH˙ )
(1) (2) (3)
Interferometric Data (IT sample)
NGC 1068 8.40±0.31 −1.55±0.42
NGC 1097 7.71±0.30 −4.10±0.42
NGC 2273 7.70±0.30 −1.91±0.42
NGC 3079 7.94±0.30 −2.76±0.42
NGC 3227 7.32±0.31 −2.70±0.42
NGC 4051 6.58±0.30 −3.78±0.42
NGC 4579 6.93±0.33 −3.56±0.42
NGC 5033 6.87±0.30 −4.02±0.42
NGC 6951 7.24±0.30 −3.29±0.42
NGC 7469 8.44±0.30 −1.36±0.42
Single Dish Data (SD sample)
Cen A 8.24±0.31 −2.91±0.42
Circinus 8.24±0.31 −2.05±0.42
IRAS 05189−2524 9.71±0.31 −0.03±0.42
Mrk 273 10.27±0.32 −1.74±0.42
Mrk 331 9.53±0.34 −4.25±0.42
NGC 34 9.02±0.31 −2.79±0.42
NGC 660 8.31±0.32 −5.59±0.42
NGC 931 <9.06 −1.21±0.42
NGC 1068 9.13±0.30 −1.55±0.42
NGC 1097 8.54±0.31 −4.10±0.42
NGC 1365 9.26±0.32 −2.48±0.42
NGC 1667 9.71±0.32 −2.34±0.42
NGC 2273 7.96±0.37 −1.91±0.42
NGC 3079 8.91±0.32 −2.76±0.42
NGC 3147 8.96±0.31 −3.48±0.42
NGC 4258 7.09±0.30 −4.39±0.42
NGC 4388 7.88±0.39 −1.32±0.42
NGC 4593 8.05±0.41 −1.82±0.42
NGC 4945 9.15±0.31 −2.52±0.42
NGC 5005 8.75±0.32 −4.96±0.42
NGC 5033 8.21±0.31 −4.02±0.42
NGC 5135 9.11±0.32 −1.45±0.42
NGC 5194 7.63±0.30 −2.50±0.42
NGC 5347 <8.06 −2.32±0.42
NGC 5506 7.50±0.55 −1.56±0.42
NGC 5548 <7.69 −1.04±0.42
NGC 6814 8.10±0.32 −2.58±0.42
NGC 6951 8.43±0.30 −3.29±0.42
NGC 7130 9.26±0.32 −1.45±0.42
NGC 7469 9.46±0.34 −1.36±0.42
NGC 7479 8.99±0.32 −3.73±0.42
NGC 7582 8.65±0.32 −2.07±0.42
Note. Column 1: name of the target galaxy. Columns 2 and 3: logarithmic
values of Mdense M[ ] and MBH˙ M[ yr−1]. Numbers in Table 1 are used to
estimate these values (see the derivation in Section 2).
5 ID=2011.0.00108.S.
6 ID=2012.1.00456.S.
7 ID=2012.1.00165.S.
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HCN(1–0) line from the IT sample. Indeed, NGC 4945 and
Centaurus A (both in the ALMA archive) showed prominent
absorption features at their nuclei. We also excluded NGC
5194 (M51) from the IT sample because it exhibited a possible
feature of maser ampliﬁcation in the HCN(1–0) emission
(Matsushita et al. 2015).
Thus, we assessed the HCN(1–0) line ﬂux/luminosities for a
total of 10 Seyfert galaxies (six type 1 and four type 2). The
median distance of the samples was 17.4 Mpc. For each AGN
from the literature, we used the line ﬂux/luminosity listed in the
reference, measured with an aperture sufﬁcient to encompass the
whole CND, as noted above. Thus, the sampled spatial scale
differed among galaxies (median value qmed=220 pc). Note
that the angular sizes of the target CNDs were at most a few
arcseconds (e.g., Izumi et al. 2013, 2015), which is well below
the maximum recoverable angular scale of the interferometers
mentioned above. Consequently, the missing ﬂux is not a major
problem.
2.2.1. Line Luminosity of HCN(1–0)
HCN(1–0) line luminosity ¢LHCN was calculated as
⎜ ⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎞
⎠
⎛
⎝⎜
⎞
⎠⎟
n¢ = ´ D
´ +
- -
-
-
L S v
D
z
K km s pc
3.25 10
Jy km s GHz
Mpc
1 , 1
HCN
1 2
7
1
rest
2
L
2
1( ) ( )
where DS v, DL, and z indicate the velocity-integrated line ﬂux
of HCN(1–0), the luminosity distance to the object, and the
redshift of the object, respectively (Solomon et al. 1992b;
Solomon & Vanden Bout 2005). For the data taken from the
literature, we simply used the listed DS v after correcting DL.
For NGC 4579 and NGC 7469, we measured DS v in a zeroth
moment map, which was computed with the CASA task
immoments without any clipping after subtracting the under-
lying continuum emission. The velocity ranges for the
integration were chosen carefully to fully cover the full width
at zero intensity of the HCN(1–0) lines, but not to be so large as
to introduce unnecessary noise. The rms noises for these maps
were measured in areas free of HCN(1–0) emissions.
2.2.2. Mass of Dense Molecular Gas
Assuming that the HCN(1–0) emission is emanating from an
ensemble of virialized, non-shadowing (in space and velocity)
clouds, we can estimate Mdense of the CND as (e.g., Solomon
et al. 1990),
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where Tb is the brightness temperature of the emission line. We
direct readers to Papadopoulos et al. (2012) for a more
sophisticated formalism that accounts for the departure from the
assumptions above. Although the conversion factor (XHCN) would
span a wide range, we adopt XHCN=10 M (Kkm s−1 pc2)−1
throughout this work. This factor was speciﬁcally estimated for
nearby AGNs through a multi-transitional non-local thermody-
namic equilibrium analysis of the single-dish-based data (IRAM
30m; Krips et al. 2008). We adopted 0.30 dex uncertainty for this
factor, as estimated by the authors above, which dominates the
total uncertainty of Mdense.
2.2.3. Black Hole Mass
MBH is used to discuss AGN properties (Section 2.4) and
mass accretion mechanisms (Section 5). We favored values
derived from stellar or gas kinematics (NGC 1097 and NGC
3227), Very Long Baseline Interferometry (VLBI) maser
observations (NGC 1068 and NGC 2273), and reverberation
mapping (NGC 4051 and NGC 7469). We ﬁxed a virial factor
of f=4.3 for the reverberation method (Grier et al. 2013;
Bentz & Katz 2015).8 For the other galaxies, the *s compiled in
HyperLeda9 (Makarov et al. 2014) were applied to the *sMBH–
relationship constructed by Gültekin et al. (2009). An intrinsic
scatter (0.44 dex) accompanying the relation was also taken
into account when estimating the total uncertainty in MBH.
2.2.4. Bolometric Luminosity and Mass Accretion Rate
An absorption-corrected 2 10 keV– hard-X-ray luminosity
(L2 10 keV– ) cataloged in published papers was considered a
proxy for the bolometric luminosity of the AGN (L ;Bol e.g.,
Ho 2008). The bolometric correction of Marconi et al. (2004)
was applied to the L2 10 keV– . The uncertainties in the LBol
would be mainly driven by the scatter on the correction and the
time variability of the L2 10 keV– , which, generally, are
signiﬁcantly larger than the statistical error in the L2 10 keV– .
We adopted 0.30 dex uncertainty for each, which is likely to be
sufﬁcient. Adding these in quadrature, 0.42 dex uncertainty
was set for LBol.
The mass accretion rate onto an SMBH was subsequently
estimated using the following relationship (Alexander &
Hickox 2012),
⎛
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where h = 0.1 is a typical value for mass-to-energy conversion
efﬁciency in the local universe (Marconi et al. 2004). Any
uncertainty accompanying this relationship was not taken into
account. Thus, the total uncertainty of MBH˙ is the same as that
of LBol, i.e., 0.42 dex. Note that models predict a drop of the η
in a low accretion phase (Narayan & Yi 1995) due to
theadvection of matter in an accretion disk. In that case, the
estimated value above would be the lower limit of MBH˙ . We
ignore this potential inﬂuence here, but that may be a subject of
future studies.
Regarding NGC 6951, we could not ﬁnd an absorption-
corrected L2 10 keV– in the literature. However, rather than
discarding this valuable sample with high-resolution HCN(1–0)
measurements, we used another proxy for LBol, speciﬁcally an
[O IV] line luminosity (L O IV[ ]). The line ﬂux collected by
Diamond-Stanic et al. (2009) and the bolometric correction of
LBol=810 × L O IV[ ] (for type 2 Seyfert galaxies; Rigby
et al. 2009) were applied. The uncertainty in this LBol was
assumed to be at the same level as that derived from L2 10 keV–
for simplicity: i.e., 0.42 dex.
8 http://www.astro.gsu.edu/AGNmass/
9 http://leda.univ-lyon1.fr
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2.3. Single-dish Data
To investigate the impact of an aperture for sampling ¢LHCN
in this study (Section 3), we compiled HCN(1–0) ﬂux data for
nearby Seyfert galaxies obtained with single-dish telescopes
from the literature. Again, the number of HCN(1–0) detections
limited the total number of our sample (the single-dish sample
≡ SD sample). We excluded merging galaxies from our
sample, because we could not judge from which galaxy (or
both) the line emission came, considering the coarse spatial
resolution. The angular resolutions of the telescopes were, 29″
(IRAM 30 m), 57″ (SEST), 44″ (OSO), 72″ (NRAO 12 m), 62″
(FCRAO 14 m), and 19″ (NRO 45 m), respectively, at the nrest
of HCN(1–0). These resolutions typically correspond to more
than a few kpc and sometimes even reach >10 kpc at the
distance of the sample galaxies. This indicates that these
observations traced dense molecular gas existing over a bulge-
scale (typically a few kpc) or larger (i.e., an entire galaxy). We
should also emphasize that the spatial resolution of ∼ a few kpc
would be insufﬁcient to separate a CND (100 pc scale) from
other components in that central region, such as a kpc-scale
circumnuclear starburst ring (e.g., Izumi et al. 2013, 2015).
We adopted the same procedure described in Section 2.2 to
achieve Mdense, MBH, LBol, and MBH˙ . In most cases, we had no
choice but to use the *sMBH– relationship (Gültekin
et al. 2009) to estimate MBH. This *s was collected mainly
from HyperLeda, and otherwise from the literature. A total of
32 samples (12 type 1 and 20 type 2) were assessed. Their
median distances and spatial resolutions were 26.5 Mpc and
5.5 kpc, respectively.
2.4. Comments on the AGN Sample
We ﬁrst note that neither the IT nor SD sample is homogeneous,
because they were simply complied from the literature or the
archive. Around 75% and 60% of our IT and SD samples,
respectively, belong to the revised Shapley-Ames (RSA) catalog
(Sandage & Tammann 1987; Maiolino & Rieke 1995), which
includes Seyfert galaxies brighter than =B 13T mag. The RSA
sample is a magnitude-limited one, sensitive to low-luminosity
AGNs. However, as shown in Table 1, the morphology of our
sample was mostly the barred spiral (SAB or SB type), which
clearly contrasts against the broader distribution of the whole RSA
Seyfert sample.
Figure 1 shows the distribution of the LBol, MBH, and lEdd of
our sample AGNs. Here, lEdd denotes the Eddington ratio in
the luminosity regime.10 The logarithmic median values of
(LBol, MBH, lEdd) are (42.80, 7.14, −2.43) and (43.41, 7.42,
−2.08) for the IT and SD samples, respectively. The resulting
lEdd is distributed over a wide range: i.e., ∼5 orders of
magnitude. This might suggest the limited applicability of
Equation (3) for all of our samples under the ﬁxed value of
η=0.1, because it has been predicted that the accretion disk
will change its state at l ~ -10Edd 3 (e.g., Abramowicz &
Fragile 2013). We nevertheless stick to the current estimation
of MBH˙ because the actual η is not observationally constrained
for low-lEdd objects.
Based on these data, the SD sample seems to be slightly biased
toward higher-luminosity objects than the IT sample, likely
because there are few high-luminosity (or highlEdd) AGNs in the
very nearby universe (e.g., D 20L Mpc), where the CND
could be spatially well separated from, for example, the
surrounding starburst ring, at the HCN(1–0) emission line in
past interferometric observations. However, we could not clearly
reject the null hypothesis that both the IT and the SD samples are
drawn from the same distribution. Indeed, the Kolmogorov
−Smirnov (KS) test of the IT and SD distributions shown in
Figure 1 returned marginal (or even high) p-values, which were
(0.33, 0.75, 0.75) for (LBol, MBH, lEdd), respectively. Thus,
admitting the poor statistics of the sample and taking the
relatively large uncertainty for each parameter into account, we
ignored any (possible) systematic difference in the intrinsic AGN
properties between the two sample groups. In this way, the only
difference between the two sample groups that inﬂuences our
study is Mdense, which directly reﬂects the orders-of-magnitude
different spatial scales for HCN(1–0) measurements (Figure 2):
our whole sample exhibits a positive correlation between the
Figure 1. Distributions of (a) bolometric luminosity LBol, (b) black hole mass
MBH, and (c) Eddington ratio lEdd of the sample galaxies. Data obtained with
interferometers (IT sample: red, vertical line) and single-dish telescopes (SD
sample: black, horizontal line) are shown.
10 lEdd=LBol/LEdd, where LEdd [erg s−1]=1.26×1038 MBH M[ ].
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spatial resolution and the HCN(1–0) line luminosity with a
correlation coefﬁcient of -+0.71 0.080.07 (excluding the upper limits on¢L ;HCN see Section 3 for details of the correlation analysis).
3. REGRESSION ANALYSIS
Figure 3 shows the observed scatter plots of the quantities in
Tables 1 and 2, indicating the maximum number of data points
currently available. Excluding those with upper limits, the
median values of ( ¢LHCN, L2 10 keV– , Mdense, MBH˙ ) were (6.51,
42.02, 7.51, −3.03) and (7.75, 42.37, 8.75, −2.41) for the IT
and SD samples, respectively, on a logarithmic scale.
Regarding the IT sample, one might see a trend of positive
correlations in both plots, indicating the importance of CNDs
as an external driver of AGN activity. To study such a view
quantitatively in more detail, we applied the linear regression
method developed by Kelly (2007) for the two sets of
variables: ( ¢LHCN, L2 10 keV– ) and (Mdense, MBH˙ ). Because we
used the same XHCN and the ﬁxed η in Equation (3) for all
sample galaxies, and the conversion factors from L2 10 keV– to
LBol (Marconi et al. 2004) are comparable in the luminosity
range of our sample, these two sets produce virtually equivalent
correlations. However, we should also note that any uncertainty
in η and the conversion from LBol to MBH˙ were not taken into
account, which could have inﬂuenced our results. Nevertheless,
we argue that our work is an important step to better understand
the physical link between the content of circumnuclear
molecular gas and the AGN event. Further progress from the
theoretical and the observational sides is required to reﬁne
these data.
The procedure for the analysis is available from the IDL
Astronomy User’s Library11 as linmix_err. This is a
Bayesian-based algorithm that can handle errors on both axes,
upper limits on the dependent variable, and the intrinsic scatter.
It also returns a linear correlation strength. The assumed
formula for the regression is
z a b x= + ´ +log log , 4( )
where α, β, and  are the intercept, slope, and intrinsic scatter
of a two-dimensional regression line for variables (ξ, ζ). Here, 
is assumed to follow a Gaussian distribution with a mean zero
and a constant variance of s int2 (we show values of sint as the
intrinsic scatter). However, each measurement for the variable
(ξ, ζ) can be expressed as (xi, yi), which have random
measurement errors (x i, , y i, ). Thus, x= +xi i x i,
and z= +yi i y i, .
The linmix_err procedure uses a Markov-chain Monte
Carlo (MCMC) technique to draw random parameter sets from
the probability distributions constructed from the measured
data: i.e., it returns posterior parameter distributions. In this
work, we regard the posterior mode and the range around it that
encompasses the 68% fraction of the distribution as our best-ﬁt
value and uncertainty for each regression parameter. We used
´3 104 random draws returned by the MCMC sampler with
the Metropolis–Hastings algorithm. Note that the linmix_-
err models the prior distribution of the independent variable
using a weighted mixture of K-Gaussians. Although Kelly
(2007) recommended using K=3 to be ﬂexible enough for a
wide variety of distributions, we instead used K=1,
considering the small numberof samples. The canonical
Spearman rank correlation coefﬁcient and the corresponding
null-hypothesis probability were also derived with r_corre-
late in IDL to simplify the results.
4. RESULTS FROM REGRESSION ANALYSIS
4.1. Positive M Mdense BH– ˙ Correlation
Based on the method described in Section 3, we achieved the
posterior distribution of each regression parameter deﬁned in
Equation (4). For example, Figure 4 shows the distributions for
the M Mdense BH– ˙ correlation. The resulting best-ﬁt parameters are
summarized in Table 3 and the regression lines constructed with
these values are overlaid on Figure 3 as the best-ﬁt lines. We now
focus on the M Mdense BH– ˙ correlation because it gives more
physically meaningful information than the ¢L LHCN 2 10 keV– –
correlation, although both will yield the same conclusions. We
conﬁrmed a similar correlation in the ﬂux–ﬂux plane as well.
The estimated parameters for both the IT and SD samples
have relatively wide ranges, reﬂecting their limited statistics.
Nevertheless, there was a positive correlation between these
two quantities, particularly for the IT sample, as supported by
the positive slope and the high correlation coefﬁcient (>0.77);
that is, the more gas, the more active the AGN. Here, the
canonical null-hypothesis probability returned by r_corre-
late (0.033) also showed statistical signiﬁcance at the 5%
level. Because MBH˙ is seemingly independent of MBH (Collin &
Kawaguchi 2004), our results suggest the importance of CNDs
as the external drivers of AGN activity.
4.2. Virtual Equivalence to the SFR–MBH˙ Correlations
To ignite and maintain AGN activity, a sufﬁcient amount of
molecular gas (= fuel) and the presence of physical mechanisms
to cause mass accretion are required. The former condition is
surely satisﬁed for our sample because the measured Mdense of the
CND is enough to keep the current MBH˙ well beyond 100Myr.
Given the low MBH˙ (0.1 M yr−1) and the likely prevalence of
dusty, compact structures in the central regions of Seyfert galaxies
(Martini et al. 2003; Simões Lopes et al. 2007), indicating the
coexistence of gaseous CNDs, as observed in our sample galaxies,
Figure 2. Scatter plot of the spatial resolution and HCN(1–0) line luminosity
including both the IT sample (blue circle) and the SD sample (black square).
There is a positive correlation between these two quantities (correlation
coefﬁcient = -+0.71 0.080.07). The doubled symbols denote type 2 AGNs hereafter.
11 http://idlastro.gsfc.nasa.gov
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then the ﬁrst condition could be satisﬁed in most Seyfert galaxies
as well.
However, measured circumnuclear (i.e., 100 pc scale)
SFRs tend to far exceed MBH˙ , by more than ∼10 times, in
Seyfert galaxies (e.g., Diamond-Stanic & Rieke 2012). This
indicates that most of the dense gas in the CNDs would be
consumed by such star formation. Even so, Mdense is massive
enough to keep the current nuclear activity (i.e., +M SFRBH˙ )
over ∼10–100Myr so long as there is no massive outﬂow.
From this perspective, we can state that the M Mdense BH– ˙
correlation in Figure 3 is virtually equivalent to the MSFR BH– ˙
correlations (Diamond-Stanic & Rieke 2012; Esquej
et al. 2014). Thus, our results support the existence of the
MSFR BH– ˙ correlation in an individual way. One advantage of
using cold molecular measurements is that, today, we can
achieve quite high resolutions with ALMA. This is essential in
probing the CND scale of relatively distant galaxies. Moreover,
less spectral contamination from an AGN itself is expected at
millimeter/submillimeter bands than at optical/IR ones. Note
that we can reproduce the slope of the MSFR BH– ˙ correlations at
the CND scale using that of the M Mdense BH– ˙ correlation and the
linear conversion from Mdense to SFR (Gao & Solomon 2004b).
We conﬁrmed that this was not the case for the CO-derived
molecular gas mass, which is also convertible to SFR
(Kennicutt & Evans 2012). This supports the more appropriate
use of the HCN(1–0) emission line to rebuild the MSFR BH– ˙
correlation, as described in Section 1.1.
Our regression analysis also revealed that the correlation was
tighter for the IT sample than the SD sample in a statistical
sense (Figure 3, Table 3). That is, the IT sample showed a
smaller scatter (s = -+0.52int 0.290.34 dex) and a higher correlation
coefﬁcient (r > 0.77) than the SD sample (s = -+1.19int 0.210.18 and
r = -+0.35 0.240.18), in the M Mdense BH– ˙ plane. This dependence
again traces that of the MSFR BH– ˙ correlations and indicates that
CND-scale gas can be an external regulator of mass accretion
further inward, whereas an entire galacticscale does not.
5. DISCUSSION
In the previous section, we showed that there is a positive
and fairly strong correlation between Mdense and MBH˙ at CNDs,
indicating that a more active AGN resides in a more gas-rich
CND. However, as is also the case for the MSFR BH– ˙
correlation, this result does not indicate the physical mech-
anism(s) of mass accretion at this spatial scale. Thus, here we
try to speculate on accretion mechanisms (or the triggers of
AGN activity) particularly from the perspective of the AGN-
starburst connection. This could lead to important progress in
the study of AGN fueling because accretion processes (even the
dominant one) at 100 pc scale remain unknown. Note that
simple Eddington-limited accretion does not explain these
Seyfert galaxies because the observedlEdd are well below unity
(Figure 1).
To date, one of the most compelling pieces of evidence for a
causal connection between AGNs and (circumnuclear) star-
burst activities would be the observed ∼50–100 Myr time delay
between the onset of each activity (Davies et al. 2007;
Schawinski et al. 2009; Wild et al. 2010). This supports the
view that the preceding star formation event subsequently
provides fuel for the AGN. With this in mind, we focused on
the following scenario showing a direct connection between
anAGNand starburst: angular momentum loss due to SN-
driven turbulence (Wada & Norman 2002; Kawakatu &
Wada 2008; Wada et al. 2009). Note that there are other
scenarios that also support a direct AGN−starburst connection,
such as mass loss from evolved stars (Norman & Scoville 1988;
Ciotti et al. 1991; Padovani & Matteucci 1993; Davies
et al. 2007). Consequently, our discussion does not provide a
comprehensive, complete view of CND-scale accretion. Rather,
Figure 3. Observed scatter plot of (a) ¢L LHCN 2 10 keV– – and (b) M Mdense BH– ˙ , on a logarithmic scale. Blue circles and black squares indicate that the HCN(1–0) emission
was obtained with interferometers (median aperture q = 220med pc; IT sample) and single-dish telescopes (q = 5.5 kpc;med SD sample), respectively. The best-ﬁt
regression lines are shown by the blue solid and the black dashed line for the IT and SD samples, respectively. See also Section 2 for the derivation of each parameter
and Section 3 for the details of the regression analysis. The best-ﬁt regression parameters can be found in Table 3. Note that the interferometric data of NGC 6951 was
not plotted in (a) because of the lack of absorption-corrected 2 10 keV– X-ray luminosity in the literature.
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Figure 4. Posterior distributions for the intercept (α), slope (β), intrinsic scatter (sint), and correlation coefﬁcient (ρ) for the M Mlog logdense BH( )– ( ˙ ) relationship
(Figure 3(b)). Colors indicate the IT (blue, vertical line) and SD (black, horizontal line) samples, respectively. The width of each bin is ﬁxed to 0.05 in these plots.
Note that the regression analysis for the ¢L Llog logHCN 2 10 keV( )– ( )– yields essentially similar parameter distributions.
Table 3
Results from the Regression Analysis
Data Median Aperture Nsample α β sint ρ p
(1) (2) (3) (4) (5) (6) (7) (8)
¢L LLog LogHCN 2 10 keV( )– ( )– Correlation
IT sample 220 pc 9 -+34.77 2.632.64 -+1.06 0.390.40 -+0.59 0.230.30 -+0.89 0.230.07 0.058
SD sample 5.5 kpc 28 -+38.29 2.522.52 -+0.46 0.320.33 -+1.04 0.140.19 -+0.31 0.190.19 0.210
M MLog Logdense BH( )– ( ˙ ) Correlation
IT sample 220 pc 10 - -+13.45 5.253.90 -+1.41 0.560.70 -+0.52 0.290.34 >0.77 0.033
SD sample 5.5 kpc 29 - -+7.80 3.763.77 -+0.62 0.520.42 -+1.19 0.210.18 -+0.35 0.240.18 0.270
Note.We assumed the formulation of z a b x= + ´ +log log (Section 3) for two regression pairs of (ξ, ζ) = ( ¢LHCN, L2 10 keV– ) and (Mdense, MBH˙ ). Column 1: type
of the sample. Column 2: the median aperture for HCN(1–0) measurement. Column 3: number of the sample used for the analysis. Data with an upper limit on ¢LHCN
(or Mdense) are excluded. Columns 4–7: the intercept (α), slope (β), intrinsic scatter (sint), and correlation coefﬁcient (ρ) of the regression. The quoted values
correspond to the mode of the posterior distribution and the range around it that encompasses a 68% fraction of the distribution, based on the estimation from the IDL
code linmix_err (Kelly 2007). Note that the distribution of ρ of the IT sample does not show a clear turnover for the case of M Mlog logdense BH( )– ( ˙ ) correlation. We
thus show the lower limit of ρ instead, i.e.,  r0.77 1.00 contains 68% of the posterior distribution. Column 8: null-hypothesis probability returned by the IDL
code r_correlate.
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we seek to demonstrate one possible approach to tackle the
fueling problem, which may be expanded inmuch greater
detail with future high-resolution, high-sensitivity observations
provided by ALMA.
5.1. Angular Momentum Loss Due to SN-driven Turbulence
SNe II occur after a certain time delay from the onset of the
starburst episode. That delay is 10–50Myr for a starburst event
with a e-folding timescale (tSB) of 10Myr (Davies et al. 2007).
The delay naturally becomes longer as tSB increases. Indeed,
along with large uncertainty, tSB can be as long as 100 Myr
(e.g., Schawinski et al. 2009; Wild et al. 2010; Alonso-Herrero
et al. 2013). Thus, SN-driven accretion may explain the
observed ∼50–100Myr delay between the onsets of starbursts
and AGNs.
According to the numerical simulations of Wada & Norman
(2002) and Wada et al. (2009), SNe inject strong turbulence into a
CND, which effectively removes the angular momentum of the
gas and increases MBH˙ . From the observational side, a circum-
nuclear SFR is typically 0.1–1 Me yr
−1 (Diamond-Stanic &
Rieke 2012) for the IT sample. Integrating the Salpeter initial mass
function over a stellar mass range of 0.1–125Me yields an SN II
rate of ∼0.007 SFR (Wada et al. 2009). Then, the current SN rate
of the IT sample is~ - -10 103 2– yr−1. Because even a CND with
a lowSN rate ( ´ -5.4 10 5 yr−1) shows a highly turbulent motion
in the numerical simulation (Wada et al. 2009), it would seem
reasonable to expect turbulence-driven accretion to occur in the
sample CNDs. Moreover, kinematic analysis of the H2 1–0 S(1)
emission line clearly revealed that CNDs are highly turbulent, with
a velocity dispersions of 50 km s−1 (Hicks et al. 2009).
Then we applied an analytical form of the SN-driven
accretion model developed by Kawakatu & Wada (2008) to our
observations. A typical MSFR BH˙ is a few–10 in this model
(see also Kawakatu & Wada 2009), which is consistent with the
observations. Based on the viscous accretion model (Prin-
gle 1981), they derived a mass accretion rate expected at the
innermost radius (rin) of a CND as
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟*pa m= S-
M r
E C r
r
GMM yr
3 . 5acc in
1 SN SN SN dense in
in
3
BH
˙ ( ) ( ) ( )
In this model, the turbulent pressure is assumed to be in
hydrodynamical equilibrium with gravity in the vertical direction.
The so-called viscous-alpha parameter was invoked to express the
viscous coefﬁcient as n a u=r r h rt SN t( ) ( ) ( ), where u rt ( ) and h
(r) are the turbulent velocity and the scale height of the disk at
radius r from the center. ESN is the total energy injected by a
single SN (i.e., 1051 erg), and mSN is the heating efﬁciency per unit
mass that bridges ESN and the kinetic energy of the matter. This
energy input from SNe is balanced with dissipation due to the
turbulence. C*, Sdense, and G are the star-formation efﬁciency
(º MSFR dense), the gas surface density of the disk12, and the
gravitational constant, respectively.
Regarding the dependence of Equation (5) on each
parameter, we emphasize the following two points that match
observations well.
1. H2 surface brightness:recent VLT integral ﬁeld unit
observations of the 2.12 μm H2 1–0 S(1) emission line
revealed that CNDs of active galaxies show systematically
higher H2 surface brightness than those of inactive galaxies
(Hicks et al. 2013). If we assume thatenhanced H2 is a
reﬂection of gas mass, this is consistent with the form
of µ SMacc dense˙ .
2. Black hole mass:from Tables 1 and 2, we found NGC
1097 and NGC 2273 have comparable Mdense, whereas
their MBH˙ are totally different, i.e., NGC 1097 shows a
∼150 times smaller value. However, NGC 1097 has a
∼20 times larger MBH than NGC 2273. Thus, we expect
that including MBH in a negative form into MBH˙ like
µ -MBH1 would better reproduce the trend in MBH˙ . This is
indeed the proposed formulation of Macc˙ .
These points provided our motivation to apply Equation (5) to the
actual observations. The negative dependence on MBH indicates
that a suppressed scale height of the disk, due to strong gravity
from the SMBH itself, reduced the turbulent viscosity inside the
disk, and Macc˙ accordingly. We also note that Equation (5) does
not necessarily disagree with the results of Collin & Kawaguchi
(2004), who claimed that black hole mass accretion seemed to be
independent of MBH, because we now include not only MBH but
also Sdense as controlling parameters of mass accretion.
One might question whether ongoing star formation can
have a direct link with the ongoing AGN activity in terms of
the timescale. According to Kawakatu & Wada (2008), the
viscous timescale from the radius r of the CND (tvis) can be
determined by the viscous coefﬁcient nt as
t n a u= =
r r
r h r
6vis
2
t
2
SN t ( ) ( )
( )
Putting r=30 pc, ut(r= 30 pc)=50 km s−1, h(r= 30 pc)=
30 pc (these are typically observed values in H2 1–0 S(1) disks;
Hicks et al. 2009) and a = 1SN , we obtain t ~ 1 Myrvis , which
is comparable to the dynamical time. However, using the free-
fall time from the radius r′ to the center (tff), the viscous
timescale inside the accretion disk is
t ta~ ¢h r , 7vis
ff
disk
2( )
( )
where adisk denotes the viscous-alpha parameter in the accretion
disk (Shakura & Sunyaev 1973; Pringle 1981). We consider the
accretion disk with ¢ =r 0.1pc (thetypical size of water maser
disks; Kuo et al. 2011) around the SMBH with 107 M . Recent
numerical simulations reported a = -0.01 0.1disk due to
magneto-rotational instability in the disk (e.g., Machida &
Matsumoto 2003). Thus, putting a = 0.1disk and (h/r′)=0.01
(typical value assumed in standard disk models) in Equation (7),
we obtain t ~ 20 Myrvis . Consequently, we suggest that the total
accretion timescale from the CND to the center is at most a few
´10 Myr. This is smaller than the typical tSF (100 Myr,
Schawinski et al. 2009; Wild et al. 2010; Alonso-Herrero
et al. 2013). Therefore, it does seem to be plausible for CNDs
and the star formation that occurs inside them to have a causal link
with ongoing AGN activities.
5.1.1. Comparison with Observations
Next we compared the model-predicted accretion rates with
the observed values. We restricted the analysis to the IT sample
only, because galactic-scale molecular gas would have no
relevance to current AGN activity, as we saw in Section 4.12 We use the subscript dense considering the high densities of the CNDs.
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Again, we note that this discussion is rather speculative with
large uncertainties, and should be tested with larger samples
based on future observations. One important issue is that most
of the CNDs are not resolved spatially at the HCN(1–0)
emission line, so we cannot measure Sdense directly. Thus, we
simply assume that the dense gas is uniformly distributed
within a CND and then reduce Equation (5) to
⎜ ⎟
⎛
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Here, the model-simulated ﬁducial values of m = -10SN 3 -M 1
and a ~ 1SN are used (Wada & Norman 2002).
Regarding the outer radii (rout) of disks, we assume that they
are identical to the HWHM of the H2 1−0 S(1) emission disks
(Hicks et al. 2009). The values are listed in Table 4 after
correcting the distance to each object. A basis of this
assumption is the fact that 100 pc scale spatial distributions
of the H2 1−0 S(1) emission line and those of the CO and HCN
emission lines are almost identical in NGC 1068 (Müller
Sánchez et al. 2009; García-Burillo et al. 2014) and in NGC
1097 (Hicks et al. 2009; K. Kohno et al. 2016, in preparation).
With this constraint, we will focus on the IT sample with the
high-resolution H2 1–0 S(1) kinematic information in Hicks
et al. (2009), speciﬁcally, NGC 1097, NGC 3227, NGC 4051,
and NGC 7469, in the following analysis. Note that we
excluded NGC 1068 from this speciﬁc investigation because
the innermost regions of its CND show considerably complex
substructures that are likely reﬂecting strong AGN feedback
events (Hicks et al. 2009), which violates our assumption of the
uniform gas distribution inside a CND.
For the disk inner radius (rin), Kawakatu & Wada (2008)
simply deﬁned it as the dust sublimation radius, which we
believe has limited meaning. Because we are now trying to apply
the SN-driven turbulence model, star formation must occur prior
to SN explosions. However, we would not expect star formation
in the gas disk with a temperature as high as, for example,
>1000 K. Alternatively, we consider two other radii. The ﬁrst is
the radius at which the fractional abundance ( f ) of H2 becomes
equivalent to that of H I, i.e., f (H2)=f(H I). We argue this
because stars are born from molecular gas. In close vicinity to
AGNs, strong X-ray irradiation can substantially alter gas
physics and chemistry (the X-ray dominated region=XDR;
Lepp & Dalgarno 1996; Maloney et al. 1996). Thus, we calculate
this radius (denoted as rX) following Equation (2) of Maloney
et al. (1996). According to their calculation, we can estimate rX
as the radius at which the ratio of X-ray energy deposition rate
per particle takes = -H nlog 27.5X H( ) . Note that in the region
with < -H nlog 27.5X H( ) , the gas temperature is ∼10 s–100 K.
A gas volume density of =n 10H 62 cm−3 (here, we regard=n nH H2) is adopted based on a recent high-resolution multi-
transitional study toward the center of NGC 1068 (Viti
et al. 2014), though another value in the range of ~ -n 10H 5 72
cm−3 would not change our argument. The X-ray luminosity in
Table 1 was used here to derive rX, listed in Table 4. However,
even if molecular hydrogen exists, stars cannot be formed unless
the gas becomes gravitationally unstable. Thus, we estimated the
radius at which the Toomre-Q parameter (e.g., Toomre 1964)
became unity, i.e.,
k
pº S =Q
r c
G
1, 9s
dense
( ) ( )
where κ is the epicyclic frequency, cs (∼1 km s−1) is the sound
speed, and G is the gravitational constant. The spatially averaged
gas surface density pS ~ M rdense dense out2 was used. The radius
rQ in Table 4 was derived in this way. Using these two radii, we
regard the effective innermost radius as =r r rmax ,in,eff X Q[ ].
To obtain C*, we used SFR measured with a comparable
aperture to that of the HCN(1–0) measurements, as * =C
MSFR dense. This SFR was estimated with the 11.3 μm PAH
emission (Diamond-Stanic & Rieke 2012; Esquej et al. 2014).
Because of the mechanism invoked by the model, we consider
that there is no star formation inside rin,eff .
Following the above, we estimated Macc˙ with Equation (8),
as tabulated in Table 4. The uncertainty was assumed to be
primarily driven by that of M Mdense BH for simplicity, because
that of the other parameters is not well constrained. Note that
this Macc˙ is now an accretion rate at rin,eff . Figure 5 compares
the resulting Macc˙ with the observed MBH˙ . According to this
SN-driven accretion model, one can ﬁnd ~M Macc BH˙ ˙ in NGC
7469 and NGC 3227, indicating that most of the mass accreted
from their rin,eff goes to black hole accretion. In contrast to
Table 4
Parameters of the CNDs for the Model Prediction
Target rout rX rQ SFR/aperture Ref. C* MLog acc( ˙ ) MLog wind( ˙ ) Ref.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
NGC 1097 28.8 0.38 2.1 0.14/250 1 2.7×10−9 −3.32±0.32 L L
NGC 3227 34.9 0.95 2.0 0.07/60 2 3.4×10−9 −2.87±0.43 L L
NGC 4051 7.6 0.46 0.43 0.11/140 1 2.9×10−8 −2.22±0.33 −2.39 3, 4
NGC 7469 30.8 2.2 0.84 1.19/260 2 6.0×10−9 −1.20±0.30 −1.22 5
Notes. Column 1: name of the sample galaxy that has both the interferometric HCN(1–0) emission data and high resolution H2 1–0 S(1) data obtained with integral
ﬁeld unit instruments (Hicks et al. 2009). Column 2: the outermost radius of the CND in units of parsecs. Column 3: the critical radius that satisﬁes the condition of
=f fH H2 I from XDR calculations (Maloney et al. 1996). Column 4: the critical radius in units of parsecsthat satisﬁes the condition of Q=1. Column 5: estimated
SFR M[ yr−1] based on the 11.3 μm PAH emission and the (geometrically averaged) circular aperture for the measurement in units of parsecs. Column 6: reference
for Column 5. Column 7: estimated SFE in units of yr−1 by using SFR in Column 5 andMdense of the CND as * =C MSFR dense. Column 8: logarithmic scale value of
the mass accretion rate at =r r rmax ,in,eff Q X[ ] based on the SN-driven turbulence model (Kawakatu & Wada 2008). We assume that the uncertainty is driven by that
of M Mdense BH for simplicity. Columns 9 and 10: logarithmic scale value of the observed mass outﬂow rate in the X-ray warm absorber and UV absorber found in the
literature, and references therein.
References. (1) Diamond-Stanic & Rieke (2012), (2) Esquej et al. (2014), (3) Krongold et al. (2007), (4) Kraemer et al. (2012), (5) Blustin et al. (2007).
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these objects, MBH˙ was only ~10% or less of Macc˙ in NGC
1097 and NGC 4051, respectively. Thus, only a small fraction
of the accreting gas from the CND contributed to growing the
SMBHs in these galaxies. In the latter case, we need some
other process(es) to account for the missing mass ﬂows.
5.1.2. Other Components of the Mass Budget–Gaseous Outﬂow
In a more realistic situation, we suggest ¹M Macc BH˙ ˙ in
general. Indeed, this view is true because the accreted mass
from the CND can be expelled in other ways, such as nuclear
winds (e.g., Genzel et al. 2010). Such winds may compensate
for the discrepancy between Macc˙ and MBH˙ in NGC 1097 and
NGC 4051. In this scenario, if the mass ﬂow at the accretion
disk scale can be solely ascribed to either black hole accretion
(MBH˙ ) or the winds (Mwind˙ ), the following relation should hold.
= + ºM M M M . 10acc BH wind nuclear˙ ˙ ˙ ˙ ( )
This situation is described schematically in Figure 6.
Unfortunately, Mwind˙ is available only for NGC 7469 and
NGC 4051 (Table 4) in the literature. Here, we considered the
winds observed as X-ray/UV warm absorbers because these
components are highly likely to be located in close vicinity to
the accretion disks. However, AGN winds observed in atomic
or molecular lines would be emanating from regions far outside
the broad-line region (i.e., the narrow-line region), of which
Mwind˙ are substantially mass-loaded by the surrounding ISM.
Finally, we compare Macc˙ with Mnuclear˙ in Figure 7. Only the
uncertainty of MBH˙ is shown here because that of Mwind˙ is not
clearly stated in the references. However, we note that the
uncertainty of Mwind˙ may be substantially large because it
critically depends on the currently unconstrained nuclear
geometry and volume ﬁlling factor of the outﬂowing gas. That
aside, it is remarkable that both NGC 7469 and NGC 4051
show good agreement of ~M MCND nuclear˙ ˙ (Figure 7). Note that
NGC 7469 already showed ~M MCND BH˙ ˙ , i.e., Mwind˙ is not so
prominent compared to MBH˙ for this object.
Based on these results, it seems that we are likely describing
the balance of mass ﬂows at the nuclear regions of Seyfert
galaxies (Equation (10)). However, our results are tentative due
to the small sample sizeand are based on simpliﬁed
assumptions. Moreover, not all of the expected uncertainties
are included in Figures 5 and 7. Thus, high-resolution
observations of dense molecular gas with ALMA to measure
Sdense directly, and for example, high-sensitivity UV/X-ray
spectroscopy to measure Mwind˙ , are needed to further improve
our understanding of circumnuclear mass accretion processes,
including other mechanisms beyond this SN-driven accretion
model.
5.2. Implications for the Evolution of AGNs
As shown in Equations (5) and (8), Macc˙ in the SN-driven
accretion model depends negatively on MBH, i.e., µ -M Macc BH1˙ .
This is a totally different dependence from those assumed in
Eddington-limited accretion (∝MBH) and Bondi accretion
(µMBH2 ). Because of this dependence, for a given Mdense (orSdense), it becomes more difﬁcult for an SMBH to grow as its
MBH becomes larger. Observationally, the growth factor of
MBH in the coming ∼100Myr is at most ∼2, considering the
low MBH˙ currently observed, unless massive inﬂows occur
from the host galaxies into the CNDs to forcibly enhance
Sdense. Because the total lifetime of AGNs would be~ -108 9 years (e.g., Marconi et al. 2004), most of the SMBH
accretion would have occurred in the distant past, at the early
epoch of their evolution, when M MBH dense was surely
satisﬁed. Kawaguchi et al. (2004) claimed that most of
thegrowth of SMBHs occurred in the super-Eddington phase
when they were young, whereas the growth rate in the sub-
Eddington phase is modest. Such super-Eddington accretion
can be allowed in this SN-driven model, for example, for an
SMBH with = -M 10BH 5 6 M embedded in a CND ofM 10dense 8 M , judging from Equation (8).
However, it is highly challenging to form SMBHs with
M 10BH 9 M typically found in local elliptical galaxies (e.g.,
Kormendy & Ho 2013) and high-redshift quasars even at >z 6
(e.g., Mortlock et al. 2011) with this SN-driven accretion. If
such black holes accumulated their mass within 109 year
(Marconi et al. 2004), the average mass accretion rate would be
∼1 M yr−1. Even if we assume a quite high C*, such as 10
−7
yr−1, which is an upper value observed in submillimeter
galaxies (Solomon & Vanden Bout 2005),1010 M molecular
gas should be accumulated in the CND within 109 years and
should remain there for almost over the entire period of SMBH
growth. This mass is comparable to the total (i.e., galactic
scale) amount of dense molecular gas observed in high-redshift
quasars (e.g., Wang et al. 2011) as well as nearby galaxies (see
the case of the SD sample in Figure 3(b)). This, in turn,
indicates the difﬁculty offorming highmass-end SMBHs
because it is highly unlikely for a galaxy to conﬁne all of its
molecular gas inside the CND (central ∼100 pc).
Regarding lower-mass SMBHs, by assuming ~10% of the
total dense molecular gas of the galaxy is in the CND, it would
be possible to form an SMBH with ~108 M , based on the
same speculation described above. Black holes in this mass
range ( M 10BH 8 M ) could have been formed following a
downsizing trend (Ueda et al. 2003, 2014) because high-
redshift galaxies tend to show higher C* (Solomon & Vanden
Figure 5. Scatter plot of the mass accretion rate at the effective innermost
radius (rin,eff ) of the CNDs (Macc˙ ) predicted by the SN-driven turbulence model
(Kawakatu & Wada 2008), and the black hole accretion rate (MBH˙ ). The
overlaid lines indicate that MBH˙ is 100% (green, dashed), 10% (cyan, dot-
dashed), and 1% (magenta, dotted) of Macc˙ . In NGC 3227 and NGC 7469, we
found ~M MBH acc˙ ˙ , indicating that most of the mass accreted from rin,eff
directly went to the black hole accretion. However, M MBH acc˙ ˙ in NGC 1097
and NGC 4051. Although not all of the uncertainties are explicitly included in
both Macc˙ and MBH˙ , this discrepancy would suggest other sources of mass ﬂow,
e.g., disk winds (see also Figures 6 and 7).
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Bout 2005), which controls Macc˙ . To make high mass-end
SMBHs ( M 10BH 9 M ), we need some other mechanism(s),
such as mergers of black holes or long-lasting mass inﬂows
from intergalactic space.
6. CONCLUSIONS
Motivated by the MSFR BH– ˙ correlation, (e.g., Diamond-
Stanic & Rieke 2012; Esquej et al. 2014), we investigated the
correlation between the mass of dense molecular gas (Mdense)
traced by the HCN(1–0) emission line and the black hole mass
accretion rate (MBH˙ ) in nearby Seyfert galaxies, with a Bayesian-
based regression analysis. Most of the data were compiled from
the literature and/or the ALMA archive. Because of the high
spatial resolution provided by the interferometers (PdBI, NMA,
and ALMA), we could probe molecular gas at the CND scale.
Our main conclusions are summarized as follows.
1. There is a positive correlation between Mdense and MBH˙ at
the CND scale. Because dense molecular gas is the site of
star formation, this correlation is virtually equivalent to
the (nuclear) MSFR BH– ˙ correlations found so far. Thus, it
seems that we succeeded in rebuilding the MSFR BH– ˙
correlations individually from the perspective of cold
molecular gas observations.
2. The M Mdense BH– ˙ correlation is signiﬁcantly tighter for the
sample where the HCN(1–0) emission line was measured
at the CND scale (IT sample; median aperture=220 pc)
than for the sample measured at the galactic scale (SD
sample; median aperture=5.5 kpc). This is again
consistent with the trend found in the MSFR BH– ˙
correlations, suggesting that CND-scale molecular gas
plays an important role in fueling AGNs, whereas the
galactic-scale molecular gas does not.
3. Assuming that star formation in CNDs directly provides
fuel for AGNs, we adopted an SN-driven turbulent
accretion scenario (Kawakatu & Wada 2008). Although
there are still large observational uncertainties in the
parameters needed for the model (and not all of the
uncertainties are explicitly addressed in this study), direct
comparisons of the model-predicted Macc˙ (=mass accre-
tion rate at the innermost radius of the CND to further
inwards) with MBH˙ were conducted. We found that only a
partial fraction (from 10% to ~100%) of Macc˙ was
converted into MBH˙ in general.
4. On the other hand, we also found good agreement
between Mnuclear˙ = +M MBH wind˙ ˙ (mass outﬂow rate as
nuclear winds) and model-predicted Macc˙ in NGC 4051
and NGC 7469. This result would suggest that we now
Figure 6. Schematic of the SN-driven turbulent accretion model, describing the parameters used for Figures 5 and 7. The vertical height of the circumnuclear disk
(CND) is supported by the turbulent pressure due to SN explosions. rin,eff and rout are the effective innermost radius and the outermost radius, respectively, of the CND
(see Section 5.1.2 for details). This CND, with a gas mass of Mdense, fuels the nuclear (accretion disk scale) events at the rate of Macc˙ in the form of either black hole
mass accretion (MBH˙ ) or nuclear wind (Mwind˙ ). We combine these two events into Mnuclear˙ .
Figure 7. Scatter plot of the mass accretion rate at the effective innermost
radius (rin,eff ) of the CNDs (Macc˙ ) predicted by theSN-driven turbulence model
(Kawakatu & Wada 2008), and the total nuclear mass ﬂow rate at the nuclear
(accretion disk scale) region ( ºM Mnuclear BH˙ ˙ + M ;wind˙ see also Figure 6). The
overlaid lines indicate that Mnuclear˙ is 1000% (green, dashed), 100% (cyan, dot-
dashed), and 10% (magenta, dotted) of Macc˙ . There is remarkable agreement
between Mnuclear˙ and Macc˙ in NGC 4051 and NGC 7469.
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might be describing the balance of mass ﬂow in the
nuclear regions of these Seyfert galaxies, though this
view is based on the tentative and simpliﬁed assumptions
in this work. We suggest that high-resolution observa-
tions of dense molecular gas with ALMA to accurately
measure Sdense, as well as, for example, high-sensitivity
spectroscopic observations of nuclear winds in the UV/
X-ray bands, are needed to better understand the validity
of this SN-driven accretion model.
Because we used the SN-driven accretion model as a
demonstration of one possible approach for studying CND-
scale accretion processes in the ALMA era, we should, of
course, test other models (e.g., massloss from evolved stars)
quantitatively by increasing the number of high-resolution
measurements of CND-scale dense gas.
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APPENDIX
ARCHIVAL DATA OF NGC 4579
NGC 4579 (luminosity distance=21.7 Mpc) was observed
with ALMA on 2014 April 25 with 37 antennas as a Cycle 1 early
science program (ID=2012.1.00456.S, PI=E. Murphy). Base-
line lengths range from 16.4 to 558.2m. The observations were
conducted in a single pointing with a ∼60″ ﬁeld of view, which
fully covered the nuclear region of this galaxy. The phase tracking
center was set to (aJ2000.0, dJ2000.0)=(12h37m43 6, +11°49′
02 0). The HCN(1–0) emission line was covered in the lower
side band (LSB), whereas the upper side band was used to
improve the sensitivity to the underlying continuum emission.
Both side bands in total covered ∼7.5 GHz width. The velocity
spacing was originally ∼1.65 km s−1 (488.281 kHz), but we
binned 30 channels to achieve 50 km s−1 resolution to improve
the signal-to-noise ratio. The bandpass, phase, and absolute ﬂux
were calibrated with J1229+0203, J1239+0730, and Ceres,
respectively. The total on-source time was ∼0.2 hr and the typical
system temperature was ∼50−75 K.
The reduction and calibration of the data were conducted with
CASA version 4.2 (McMullin et al. 2007; Petry & CASA
Development Team 2012) in standard manners. The raw visibility
data was extracted from the ALMA archive.13 The HCN(1–0)
data cube was reconstructed with the CASA task CLEAN
(gain=0.1, threshold=0.5 mJy, weighting=natural). The
achieved synthesized beam was 1 96× 1 83 (207 pc× 193 pc)
with P.A.=−37°.75. The rms noise in the channel map was
∼0.70 mJy beam−1 after the primary beam correction, which was
Figure 8. (a) Spatial distributions of the HCN(1–0) emission (color) and the underlying 95 GHz continuum emission (contour) of the central 1.2 kpc region of NGC
4579. The central cross indicates the AGN position. The contours are, 10, 100, 150, 200, 250, 300, 350, 400, 450, and 500σ, where 1σ=0.196 mJy beam−1
(maximum=109 mJy beam−1). The 1σ noise level in the HCN(1–0) integrated intensity map is 0.126 Jy beam−1 km s−1. The value at the AGN position is 0.437 Jy
beam−1 km s−1 (∼3.5σ). The bottom-left white ellipse indicates the synthesized beam for the HCN(1–0) emission (1 96 × 1 83, P.A.=−37.75°). (b) The HCN
(1–0) spectrum extracted at the AGN position with a single synthesized beam. We integrated over the velocity range of 1100−1700 km s−1 as indicated by the
horizontal black, solid line, to make the moment-0 map shown in (a).
13 https://almascience.nao.ac.jp/alma-data/archive
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measured at the areas free of line emissionbut close to the
line emitting regions. The underlying continuum emission
(n = 95 GHz;rest synthesized beam was 1 89× 1 68, P.A. =
−43°.39) was subtracted in the uv plane before making the line
map. The rms noise in this continuum map was 0.20 mJy beam−1.
We further analyzed this line cube with MIRIAD (Sault
et al. 1995). Figure 8 shows the integrated intensity map of
HCN(1–0) (we used the MIRIAD task MOMENT to make this map
without any clipping) and its spectrum extracted at the nucleus.
The moment-0 value at the nucleus (0.437± 0.126 Jy
beam−1 km s−1) was used to derive ¢LHCN andMdense in this work.
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