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Abstract
The infinitesimal transformations that leave invariant a two-covariant symmetric tensor are
studied. The interest of these symmetry transformations lays in the fact that this class of
tensors includes the energy-momentum and Ricci tensors. We find that in most cases the class
of infinitesimal generators of these transformations is a finite dimensional Lie algebra but also,
in some cases exhibiting a higher degree of degeneracy, this class is infinite dimensional and may
fail to be a Lie algebra.
PACS number: 04.20.-q, 04.20.Cv, 02.40.-k, 02.40.Hw, 02.40.Yy
Mathematics Subject Clasification: 83C99, 53A45, 53D05, 58A10, 58A17
1 Introduction
The interest in the study of symmetries in General Relativity is long-standing. Some of them,
namely isometries and affine transformations and their infinitesimal counterparts, Killing vector
fields and affine vector fields, are well understood since long ago [1], [2], [3], [4].
In the last twenty years, there has been an steady interest in curvature collineations, Ricci collineations
and even matter (Einstein) collineations [5], [6], [7], [8]. Their infinitesimal counterparts, namely
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collineation fields, are characterized by the vanishing of the Lie derivative of the curvature tensor
(resp., the Ricci or the energy-momentum tensor). Collineation fields are thus an extension of the
aforementioned Killing fields and affine fields in that every Killing vector field is an affine vector
filed which in turn is a curvature collineation field and also a Ricci and a matter collineation field.
However it is well known that collineation fields present new features. Indeed, contrarily to the case
of Killing and affine fields, the class C of curvature (resp., Ricci and matter) collineation fields is
a real vector space which may be infinite dimensional; this is due to the dependence on arbitrary
functions, which also results in the fact that a collineation field needs not to be smooth and, as a
consequence, C may not be a Lie algebra [7].
We shall here concentrate in infinitesimal Ricci and matter collineations. Our results are also useful
in the study of curvature collineations because any of them is necessarily a Ricci collineation too.
In our view, although most recent work on the subject the spacetime metric (from which the Ricci
tensor is derived) is given a significant presence in the approach to the problem, paying attention
to the metric is rather hindering than helpful.
Given a 4-manifold M and a smooth field of symmetric 2-covariant tensors T , we shall concentrate
on finding the class CT of vector fields X such that LXT = 0 and try to find out whether the
number of dimensions of CT is finite, whether X is smooth and whether CT is a Lie algebra.
The answer to these questions depend, but not exclusively, on the rank of T . Particularly, if
rankT = 4, T itself can be taken as a non-degenerate metric tensor and the collineation equation is
actually a Killing equation and, as it is well known [1], CT is a Lie subalgebra of X (M), the class
of smooth vector fields, and dim CT ≤ 10.
For rankT < 4, we come across an assorted casuistry which depends not only on the rank of T but
also on the derivatives of T . We aim to set up a classification of the tensor fields T according to its
class CT of collineation fields. The first variable to consider is the rank and different methods and
techniques are suitable for different ranks, e. g. for rank three tensors the method is more similar
to that used in studing the Killing fields whereas techniques imported from simplectic mechanics
are best suited for rank one tensors. Whimsical as it could seem, the order in which the different
ranks are presented here is dictated by their progressive degree of difficulty.
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The classification we obtain is rather simple if only the generic, i. e. less degenerate, cases are
considered. However as the degree of degeneracy increases, an intricated mess of cases and subcases
arises. This is why we clos the paper with a Summary section.
2 Collineation fields
Let T be a 2-covariant symmetric smooth tensor field on a 4-manifold M. A T -collineation field
(shortly, a collineation field) is a vector field X such that
LXT = 0 (1)
Notice that the definiton requires that X is of class C1 at least but in general it does not guarantee
that X is smooth.
Furthermore, as a consequence of the fact that [LX,LY] = L[X,Y], provided that X and Y are of
class C2 at least, it is obvious that the class of smooth collineation fields is a Lie algebra.
The case rankT = 4 having been discussed, and finished off, in the Introduction, we shall assume
that rankT < 4, constant. Hence in the neighbourhood of every p ∈ M it exists a base of Λ1M,
{φa}a=1...4 such that
1
T = ηαβφ
α ⊗ φβ , with ηαβ = diag(+1 r. . . +1,−1 s. . . −1) , r + s = m (2)
(Greek indices run from 1 to m, upper case indices A,B, . . . run from m + 1 to 4, latin indices
a, b, . . . run from 1 to 4 and the summation convention is always understood unless the contrary is
explicitely stated.) The 1-forms φα being independent, we have that φ1 ∧ . . . ∧ φm 6= 0 and the set
of 1-forms {φα}α=1...m is called a T -frame.
Let us now expand the Lie derivatives of any φν as LXφ
ν = Mνβφ
β +MνBφ
B . Including this and
(2) it easily follows that equation (1) is equivalent to
LXφ
ν =Mνβφ
β with ηανM
ν
β = ηβνM
ν
α (3)
that is, the matrix Mνβ is an so(r, s)-valued function on M.
1As there is no distinguished metric it is pointless to wonder whether this base is orthonormal or not.
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Any two T -frames, {φα}α=1...m and {φ˜
α}α=1...m, are connected through an η-orthogonal transfor-
mation:
φ˜α := Rαβφ
β , where RµαR
ν
βηµν = ηαβ (4)
i.e. Rαβ is a field of η-orthogonal matrices. For the sake of brevity, we shall refer hereafter to these
transformations as T -rotations.
The differential system associated to T is
HT =
⋃
x∈M
T⊥x , where T
⊥
x = {Yx ∈ TxM|Tx(Yx,_) = 0}
It is a differential system of constant rank 4−m (see [9], sections V.3 and V.4) and the associated
Pfaff system is PT = H
⊥
T ⊂ Λ
1M.
T is said to be holonomous if its associated Pfaff system is integrable and, in such a case, local
charts (y1, . . . y4) exist such that φα = aαβ(y
b) dyβ —see ref. [9], Lemma V.4.10. In terms of these
coordinates,
T = Tαβ(y
b) dyα ⊗ dyβ and X = Xα
∂
∂yα
+XA∂A , ∂A :=
∂
∂yA
, (5)
where Tαβ(y
b) = ηµνa
µ
α(yb) aνβ(y
b).
3 Collineations of a rank 3 tensor
If rankT = 3, it is obvious that T is holonomous and local charts exist such that the expressions
(5) hold. We write N := ∂4 and T = Tαβdx
α ⊗ dxβ , with detTαβ 6= 0 and then decompose the
collineation field as
X = Z+ f N where f is a function
and Z = Zα∂α is tangent to the submanifolds y
4 = constant.
It is obvious that T (N, _) = 0, which implies that LfNT = f LNT and therefore, equation (1)
amounts to
LZT + fLNT = 0 (6)
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The projections of this over N and over the submanifolds y4 = constant respectively yield
[N,Z] = 0 and LZT + 2fK = 0 (7)
where K := 12 ∂4Tαβdy
α ⊗ dyβ or, in components,
∂4Z
α = 0 and ∇(αZβ) + fKαβ = 0 (8)
where ∇ is the Levi-Civita connection for the non-degenerate metric Tαβ on the hypersurfaces
y4 = constant. The second of these equations looks like a non-homogeneous Killing equation
(parametrized with y4 ) and the question is: does it admit solutions Zα that do not depend on y4
for some appropriate f?
If Kαβ = 0, i. e. LNT = 0, the answer is obvious because it reduces to a Killing equation in 3
dimensions. The collineation field is then X = Z + f N, where f is arbitrary and Z is a Killing
vector for the non-degenerate metric T in each submanifold y4 constant.
If Kαβ 6= 0, things are not so simple. Let us start from equations (8) —that are equivalent to (7)—,
the second of them implies that
∇αZβ = Ωαβ − fKαβ with Ωαβ +Ωβα = 0 (9)
The integrability conditions imply new equations on Ωαβ and f . These can be derived by means of
the Lie derivative of a connection —see ref. [2], section I.4 . We have that
LZ∇µTκλ −∇µLZTκλ = −
(
LZΓ
α
µκ
)
Tαλ −
(
LZΓ
α
µλ
)
Tκα (10)
with
LZΓ
α
µκ = ∇µ∇κZ
α − ZρR αρµκ (11)
Then, as for the Levi-Civita connection ∇µTκλ = 0, from (10) it easily follows that also
LZΓ
α
µκ =
1
2
Tαλ (∇µLZTκλ +∇κLZTµλ −∇λLZTµκ) (12)
where TαλTλµ = δ
α
µ .
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Combining then equations (8), (12), (11) and including (9), we arrive at:
∇µΩκλ = Z
ρRρµκλ +∇λ (fKµκ)−∇κ (fKµλ) (13)
Furthermore, for the connection we have that2 —see [2], equation (I.4.14)—
∇νLZΓ
κ
µλ −∇µLZΓ
κ
νλ = −LZR
κ
νµλ
which, including (12) yields
LZRνµλκ = −2fR
ρ
[κνµKλ]ρ − 2∇[ν∇κ
(
fKµ]λ
)
+ 2∇[ν∇λ
(
fKµ]κ
)
.
As ν, µ, . . . = 1, 2, 3 and both sides of this equation have the same symmetries as a Riemann tensor,
it is equivalent to one of its traces, namely:
LZRνλ = 2f
(
KµκRνµλκ −R
α
(νKλ)α
)
+∇α∇α (fKνλ) +∇ν∇λ
(
fKµµ
)
− 2∇(ν∇α
(
fKαλ)
)
(14)
Then, using a relation analogous to (10) for tensors —see [2], equation (I.4.9)— we obtain the
hierarchy of relations
LZ∇α1 . . .∇αnRνλ = Hα1...αnνλ
(
f, f‖α . . . f‖β1...βn+2 , . . .
)
where f‖α...β := ∇β . . .∇αf ,
similarly as in the theory of Killing vectors (see [1], chapter 8).
What has been done so far amounts to analysing the integrability conditions derived from the
commutation of ∇µ and ∇ν . Let us now turn to the commutation of ∇ν and N = ∂4.
The first of equations (7) implies that [LZ,LN] = 0 which, applied to the second equation (7) yields
LZKαβ + ∂4 (fKαβ) = 0 or, rising the index with T
µα,
LZK
µ
β + f˙K
µ
β + fK˙
µ
β = 0 (15)
where f˙ := ∂4f and K˙
µ
β := ∂4K
µ
β.
2Notice that the definition of the Riemann tensor in [2] and the common definition in other references cited in
this text differ in one sign, which we have included
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Similarly, by applying the commutation relation [LZ,LN] = 0 to equations (12), (14) and to the
whole above hierarchy, we should obtain further algebraic relations connecting Zλ, Ωµν , f , f˙ , f|µ,
f˙|µ, f‖µν , etc, which we shall not write explicitely.
Also, applying ∂4 to (9) and including (8) we have that
∂4Ω
ν
µ = ∂4
(
fKνµ
)
+ Γ˙νµαZ
α
where Γ˙νµα := ∂4Γ
ν
µα = ∇µK
ν
α +∇αK
ν
µ −∇
νKµα and, using (15) it follows that
∂4Ωµν = 2Ωλ[νK
λ
µ] + 2Z
λ∇[µKν]λ (16)
Turning now back to equation (15), unless K˙µβ ∝ K
µ
β, it permits to derive f as a linear function
of Zλ and Ωµν . Indeed, if K˙
µ
β is not proportional to K
µ
β, it exists M
α
µ such that M
α
µK
µ
α = 0 and
MαµK˙
µ
α = 1; therefore
f = −Mαµ LZK
µ
α = −M
α
µ
(
Zβ∇βK
µ
α +K
µ
βΩ
β
α −K
β
αΩ
µ
β
)
(If there are more than one independent matrixMαβ fulfilling the above trace equalities, it will result
in constraints connecting Zα and Ωµβ.)
Substituting then this f in equations (8), (13) and (16) we obtain a closed partial differential system
on Zα and Ωµν (with no extra functions). If it is integrable, each solution is parametrized by six
real numbers, namely Zα(0) and Ωµν(0), i. e. the values of the unknowns at one point. The above
mentioned hierarchy of integrability conditions then act as constraints on these parameters and the
number of dimensions of the collineation algebra CT is at most six.
If, on the contrary, K˙µβ = bK
µ
β, then equation (15) implies that
LZK
µ
β + (f˙ + bf)K
µ
β = 0 , for some b ,
which allows to derive f˙ as a linear function of Zα, Ωµν and f . Indeed, as K
µ
β 6= 0, it exists N
α
β
such that NαµK
µ
α = 1; therefore
f˙ + bf = −Nαµ LZK
µ
α = −M
α
µ
(
Zβ∇βK
µ
α +K
µ
βΩ
β
α −K
β
αΩ
µ
β
)
(17)
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Now, applying ∂4 to both sides of equation (13), we obtain that (see the Appendix)
f‖α
(
KλαKµκ −KµβK
β
κT
αλ
)
= W λµκ (18)
where W λµκ is a linear function of Z
α and Ωµν . In some cases this permits to derive f‖α as a linear
function of Zα, Ωµβ and f . Indeed, K
λαKµκ −KµβK
β
κTαλ can be seen as a linear map from the
4-dimensional space f‖α into the 4×10 spaceW
λ
µκ and it can be inverted whenever (a) it is injective,
which only fails to happen if KαµK
µ
β = 0 or K
α
µ ∝ δ
α
µ, and (b) the right hand side W
λ
µκ fulfills some
conditions, i. e. some linear constraints on Zα, Ωµβ and f .
This f‖α, written as a linear function of Z
α, Ωµβ and f , together with (8), (9), (13) and (17), yields
a partial differential system on the variables Zα, Ωµν and f . If it is integrable, each solution is
parametrized by seven real numbers, namely Zα(0), Ωµν(0) and f(0), the values of the variables at
a point. The above mentioned hierarchy of integrability conditions are to be taken as constraints
on these parameters and the number of dimensions of the collineation algebra CT is at most seven.
4 Collineations of a rank 1 tensor
If rankT = 1, it can be written locally as T = ±φ⊗ φ , φ ∈ Λ1M , and the collineation condition
LXT = 0 is equivalent to LXφ = 0, which means that, locally, a function f exists such that
(a) iXφ = f and (b) iXdφ = −df (19)
which is a linear system on X whose compatibility depends on f and on the ranks of the differential
forms φ and dφ. The general solution If can be written as
If = Xf + I0
where Xf is a particular solution and I0 = {Y| iYφ = iYdφ = 0} is the general solution of the
homogeneous system.
To study the compatibility of (19), we invoke the following corollary of Darboux theorem — see [9],
Theorem VI.4.1—
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Theorem 1 Given φ ∈ Λ1(M), they exist a canonical coordinate system p1, p2, q
1, q2 and a function
ψ, such that
φ = dψ + e1p1dq
1 + e2p2dq
2 , with e1 ≥ e2 e1, e2 = 0, 1 (20)
A remark on notation is appropriate: hereon a stroke means partial derivative, so v|a := ∂av :=
∂v/∂xa, a = 1, . . . 4; particularly in canonical coordinates (qi, pj), we shall write
v|i := ∂iv :=
∂v
∂qi
and v|j := ∂jv :=
∂v
∂pj
, i, j = 1, 2
Writing now X and df in canonical coordinates, we have
X = Xi ∂i +Xi ∂
i , df = f|idq
i + f |idpi
and (19.b) amounts to
− eiXi = f|i , eiX
i = f |i (21)
Then, substituting this and (20) into (19.a), we obtain that the latter amounts to
Xiφi +Xiφ
i = f , with φi := ψ|i + eipi and φ
i := ψ|i (22)
According to the values of e1 and e2, different cases are possible, which we shall analyse separately:
[1.nd] (dφ)2 6= 0. Then Ω := dφ is a symplectic form and e1 = e2 = 1.
In this case the class of the differential form φ is 4 —see [9], Section VI.1.3— and Darboux
theorem states more precisely that canonical local charts exist such that ψ = 0, that is
φ = p1dq
1 + p2dq
2. Equation (21) then implies that
Xi = −fi and X
i = f i , or X = −{f,_} ,
where { , } is the Poisson bracket with elementary Poisson brackets: {qi, pj} = δ
i
j , i, j = 1, 2.
Substituting this in equation (22), it becomes
2∑
i=1
pif
|i = f (23)
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which, by Euler theorem, means that f(qi, pj) is an homogeneous function of the first degree
in the variables pj. The general collineation field is thus X = −{f,_} , where f ∈ Λ
0M is a
solution of (23).
[1.d] (dφ)2 = 0 but dφ ∧ φ 6= 0 which, including Darboux Theorem, implies that φ = dψ + p1 dq
1
with dψ ∧ dp1 ∧ dq
1 6= 0. In this case, local charts of canonical coordinates exist such that
dφ = dq2 + dp1 ∧ dq
1 , i. e. e2 = 0 and e1 = 1. Combining then equations (22) and (21), we
obtain that
X1 = −f|1 , X
1 = f |1 , f = f(p1, q
1) and X2 = f − p1 f
|1 (24)
The component X2 is not determined and the general collineation field is
X = f |1 ∂1 − f|1 ∂
1 + (f − p1 f
|1) ∂2 +X2 ∂
2 (25)
where f(p1, q
1) and X2(pi, q
j) are arbitrary functions of their respective variables.
[1.d.h] (dφ)2 = dφ ∧ φ = 0 but dφ 6= 0. In this case φ is integrable and a local chart exists such
that φ = p1dq
1 combining then equations (22) and (24), we obtain that
f − p1f
|1 = 0 or, equivalently f = p1 F (q
1)
There is no constraint on the components X2 and X2 and the general collineation field,
X = F (q1) ∂1 − p1F
′(q1) ∂1 +X2 ∂2 +X2 ∂
2 , (26)
which contains three arbitrary functions, namely F (q1), X2(pi, q
j) and X2(pi, q
j).
[1.d.0] dφ = 0. Then, it exists ψ such that φ = dψ, i.e. (locally) an exact differential. The
equation iXdφ = −df implies that f = C, constant, with no further restrictions on X. The
other equation, iXφ = C, then reads Xψ = C and, in a local chart {x
a}a=1...4, such that
x1 = ψ, the general collineation field is
X = C
∂
∂x1
+
4∑
ν=2
Xν
∂
∂xν
(27)
with Xν(xa) arbitrary.
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5 Collineations of a rank 2 tensor
Now T = ηαβ φ
α⊗φβ, with ηαβ = diag (1, σ) , σ = ±1. In what follows it will be helpful to consider
the 2-forms dφα and the exterior products
Υα := dφα ∧ φ1 ∧ φ2 and Σαβ := dφα ∧ dφβ . (28)
Under a T -rotation (4) we have that
dφ˜α = dRαβ ∧ φ
β +Rαβ dφ
β and φ˜1 ∧ φ˜2 = det(Rαβ)φ
1 ∧ φ2 ,
and, as det(Rαβ) = ±1, it follows that
Υ˜α := ±RαβΥ
β (29)
Now, let Ω ∈ Λ4M be a volume tensor (Ω 6= 0) and let us define lα by Υα = lαΩ. The relation (29)
implies that l˜α := ±Rαβl
β and, as Rαβ is a T -rotation, we have that
ηαβl
αlβ is invariant by T -rotations
As a consequence, unless ηαβ = diag(1,−1) and Υ
1 = Υ2, we can allways perform a T -rotation such
that one of the exterior products Υα vanishes. (We can label the 1-forms φβ so that this is Υ1.)
Therefore, T can be classified in one of the following types:
2.I Υ1 = 0 , Υ2 6= 0
a Σ11 6= 0
b Σ11 = 0
2.N Υ1 = Υ2 6= 0
2.H Υ1 = Υ2 = 0
[Notice that Type 2.N only occurs if ηαβ = diag(1,−1) ].
5.1 Type 2.I.a
Proposition 1 If Σ11 6= 0, Υ1 = 0 and Υ2 6= 0, then two differential forms ψα ∈ Λ
1M, α = 1, 2,
exist such that
dφ1 = ψα ∧ φ
α , dφ2 = r dφ1 +
s− r2
2l
φ1 ∧ φ2 − 2l ψ1 ∧ ψ2 . (30)
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where
Σ12 = rΣ11 , Σ22 = sΣ11 and Υ2 = lΣ11 , l 6= 0 (31)
The differential forms ψα are uniquely determined and {φ
α, ψβ}α,β=1,2 is the canonical base for the
tensor T .
Proof: The first expression in (30) follows immediately from Υ1 = 0 —see ref. [9], Chapter V,
Proposition 4.12 . Then the fact that Σ11 = −2φ1 ∧ φ2 ∧ ψ1 ∧ ψ2 6= 0 implies that {φ
α, ψβ}α,β=1,2
are independent.
The 1-forms ψα are determined apart from the gauge freedom:
ψ′β = ψβ +Bαβφ
α with Bαβ = Bβα (32)
We now write dφ2 = Pαβ ψα∧φ
β+aφ1∧φ2+mψ1∧ψ2 and, including that Σ
11 = −2φ1∧φ2∧ψ1∧ψ2,
we have from (31) that
m = −2l , 2r = Pαα , s = 2al + det(P
α
β)
Under the gauge transformations (32) the components of dφ2 change according to:
P ′αβ = P
α
β −mBβνǫ
αν , a′ = a−Bναǫ
νβPαβ +mBβ1Bα2ǫ
βα
whereas m = −2l and Pαα = 2r are gauge invariant. We can therefore choose the gauge matrix
Bβα so that the traceless part P
′α
β vanishes. That is, the base 1-forms ψα can be chosen so that
Pαβ = r δ
α
β and the second and third expressions in (30) follow immediately.
Notice also that the above choices exhaust the gauge freedom. ✷
As rankT = 2, equation (3) reads
LXφ
α = bDαβφ
β , where Dαβ := η
ανǫνβ =

 0 1
−σ 0

 , (33)
ǫνβ = −ǫβν , ǫ12 = 1 and b is a function. Therefore it follows that
LX
(
φ1 ∧ φ2
)
= 0 and LXdφ
α = Dαβ db ∧ φ
β + bDαβ dφ
β
12
Then for Υα we have that LXΥ
1 = bΥ2 and, as Υ1 = 0 and Υ2 6= 0, it follows that b = 0 which,
substituted in (33) yields
LXφ
α = 0 (34)
On their turn, these equations imply that LXdφ
α = 0 which lead to LXΣ
αβ = LXΥ
α = 0 and
Xl = Xr = Xs = 0 (35)
Including this and equation (30), LXdφ
α = 0 implies that
LXψα ∧ φ
α = 0 and LXψ1 ∧ ψ2 + ψ1 ∧ LXψ2 = 0 ,
whence it easily follows that
LXψα = 0 (36)
Summarizing, if T is type 2.I.a, first we find the canonical base {φa}a=1...4, where φ
3 := ψ1 and
φ4 := ψ2, and its dual base {Ya}a=1...4. Then the collineation equations supplemented with their
integrability conditions amount to LXφ
a = 0 or, writing X = XaYa and dφ
a = −12 C
a
bcφ
b ∧ φc ,
dXa −XbCabcφ
c = 0 (37)
If this partial differential system is integrable, each solution is parametrized by the values Xb0 at
one point. Therefore the dimension of the collineation algebra for type 2.I.a tensors is at most 4.
The integrability conditions of (37) put some further constraints on the parameters Xb0. These
integrability conditions are obtained by taking the exterior derivative and read LXdφ
a = 0 or, in
terms of the coefficients Cabc,
XCabc = 0 (38)
Locally this amounts to [XCabc]0 = 0, which is an algebraic constraint on X
b
0, plus d (XC
a
bc) = 0.
Using the fact that d and LX commute, the latter is equivalent to:
XCabc|e = 0 , where C
a
bc|e := YeC
a
bc
Iterating this procedure, we obtain that (38) implies that
Cabc|e1...enh
∣∣∣
0
Xh0 = 0 , n ∈ N (39)
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which is an infinite homogeneous linear system on the parameters Xb0. Provided that its rank is not
greater than 4, the codimension of the collineation algebra for type 2.I.a tensors is precisely this
rank, otherwise T admits no collineation fields.
5.2 Type 2.I.b
Proposition 2 If Υ2 6= 0, Υ1 = 0 and Σ11 = 0, then two differential forms φA ∈ Λ1M, A = 3, 4,
exist such that
dφ2 =
s
2
φ1 ∧ φ2 + φ3 ∧ φ4 , dφ1 = r φ1 ∧ φ2 + vα φ
α ∧ φ3 . (40)
where either vα = (0, 0), vα = (1, v) or vα = (v, 1). Besides Σ
12 = rΥ2 and Σ22 = sΥ2 .
The differential form φ4 is determined up to the gauge transformation, φ′4 = φ4 +mφ3, where m is
an arbitrary function.
Proof: Consider Θ := dφ2 −
s
2
φ1 ∧ φ2. By the hypothesis, Θ ∧ Θ = 0, which implies that Θ is
simple and φA, A = 3, 4, exist such that Θ = φ3 ∧ φ4. These φA present an obvious SL(2) gauge
freedom.
As Υ2 6= 0, the four 1-forms {φa}a=1...4 are independent. Writing then dφ
1 in this base and
including that Σ12 = rΥ2, it immediately follows that dφ1 = r φ1 ∧ φ2 + PαB φ
α ∧ φB and, as
Σ11 = 0, det (PαB)α=1,2;A=3,4 = 0; therefore vα and PB exist such that PαB = vαPB . Then the
gauge freedom in the definition of φB can be used to make PB = δ
3
B and, if vα 6= 0, either v1 = 1
or v2 = 1. ✷
As rankT = 2, equation (3) reads LXφ
α = bDαβφ
β , whence it follows that LX
(
φ1 ∧ φ2
)
= 0 and
for the binary wedge products Υα we have that LXΥ
1 = bΥ2 . Then, as Υ1 = 0 and Υ2 6= 0, it
follows that b = 0 and therefore
LXφ
α = 0 , α = 1, 2 (41)
Now two cases must be separately considered:
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Case 2.I.b.1: If vα 6= 0, then either vα = (1, v) or vα = (v, 1). Now the integrability conditions
for equations (41) imply that LXdφ
α = 0, which leads to LXΣ
αβ = LXΥ
2 = 0 and therefore
Xr = Xs = 0. Substituting this in equation (40) we readily obtain that:
LX
(
φ3 ∧ φ4
)
= 0 and Xvα φ
α ∧ φ3 + vαφ
α ∧ LXφ
3 = 0
which, including that either v1 = 1 or v2 = 1, lead to:
LXφ
3 = 0 and LXφ
4 ∧ φ3 = 0 (42)
Equations (41) and (42) can then be unified as
LXφ
a = δa4 f φ
3 , for some function f . (43)
which is equivalent to: dXa =
(
XeCaec + fδ
a
4δ
3
c
)
φc, where as before X = XaYa and C
a
bc are the
commutation coefficients in this base.
This is a first order partial differnetial system on the unknowns Xa but, due to the occurrence of
the unknown function f , it is not in closed form. However, in some cases the integrability conditions
could help to determine f .
The integrability condition for the equation (43), a = 4, yields
M = f
(
C44βφ
3 ∧ φβ + dφ3
)
+ df ∧ φ3 , with M := −
1
2
XC4cbφ
c ∧ φb (44)
where the fact that dφa = −12 C
a
bc dφ
b ∧ dφc has been included.
Now, if φ3 ∧ dφ3 6= 0, we can obtain f = f(Xc), which closes the differential system (43). If it is
integrable, then the solution depends on the four real parameters Xa0 , which are submitted to the
hyerarchy of constraints that follow from the full integrability conditions of the system (43), and
dim C ≤ 4.
If, on the contrary, φ3 ∧ dφ3 = 0, then it exists ψ such that dφ3 = φ3 ∧ψ and equation (44) implies
that M = φ3 ∧ µ, for some µ. Moreover, the integrability condition for equation (44) leads to
f φ3 ∧ d
(
C44βφ
β
)
+ dM − C44βM ∧ φ
β = 0
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or, separating f in all terms,
f φ3 ∧
[
d
(
C44βφ
β
)
−
1
2
C4cb|4 φ
c ∧ φb
]
= Fecb(X
a)φe ∧ φc ∧ φb (45)
which, provided that the right hand side does not vanish, permits to derive f = f(Xa), which closes
the partial differential system (44); therefore dim C ≤ 4.
We do not analise the highly non-generic case that neither equation (44) nor equation (45) can be
solved for f , which would require furhter study.
Case 2.I.b.0: If vα = 0, then by (40) we have that
dφ2 =
s
2
φ1 ∧ φ2 + φ3 ∧ φ4 , and dφ1 = r φ1 ∧ φ2
The exterior derivative of the latter yields dr∧φ1∧φ2− rφ1∧φ3∧φ4 = 0, which implies that r = 0,
i. e. dφ1 = 0 and locally a function y exists such that φ1 = dy. The condition (41) then implies
that Xy = C, constant, and two cases must be considered depending on whether s does vanish or
not:
2.I.b.0.nd If s 6= 0, then dφ2 is simplectic and we can apply the results in section 4, case 1.nd.
Using canonical coordinates, φ2 = pi dq
i, i = 1, 2, and X = −{f,_} , where pif
|i = f . As a
consequence, f is a solution of the partial differential system:
pi∂
if = f , {y, f} = C . (46)
In order to study its integrability, consider the minimal integrable submodule H ⊂ X (M)
containing P = pj∂
j and Y = {y,_}. It is obvious that 2 ≤ dimH ≤ 4 and that df ∈ H⊥.
Therefore,
• if dimH = 4, then df = 0 and there are no T -collineations at all, and
• if dimH < 4, then 0 < dimH⊥ ≤ 2 is the number of arbitrary functions on which f is
built of.
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2.I.b.0.d If s = 0, then dφ2∧dφ2 = 0 but, as Υ2 6= 0, we also have that dφ2∧φ2 6= 0, the results in
section 4, case 1.d apply and canonical coordinates can be chosen such that φ2 = dq2+p1 dq
1 ,
φ1 = dp2 and
X = f |1∂1 − f|1∂
1 + (f − p1f
|1) ∂2 +X
2∂2 , f = f(p1, q
1) (47)
with X2 = C − f
|1∂1y + f|1∂
1y − (f − p1f
|1) ∂2y, where the condition iXφ1 = C has been
included.
5.3 Type 2.N
This case only occurs when σ = −1, i. e. ηαβ = diag(1, −1). We shall write Σ
11 = tΥ1, Σ12 = rΥ1
and Σ22 = sΥ1.
Proposition 3 If Υ1 = Υ2 6= 0, then two differential forms, φ3 and φ4, exist such that
dφ1 =
t
2
φ1 ∧ φ2 + φ3 ∧ φ4 , dφ2 = dφ1 + (r − t)φ1 ∧ φ2 + Pαβ φ
α ∧ φβ+2 . (48)
with detPαβ = r − (s+ t)/2 and the differential forms φ
α+2 are determined up to the gauge trans-
formation φ′α+2 = Lανφ
ν+2 where Lαν is a SL(2) valued function.
Proof: Consider Θ := dφ1 − t2 φ
1 ∧ φ2. As Θ ∧Θ = 0, it is simple and two differential forms, φ3
and φ4, exist such that Θ = φ3 ∧ φ4. Moreover, as Υ1 6= 0, φ1 ∧ φ2 ∧ φ3 ∧ φ4 6= 0.
Then, as (dφ2 − dφ1) ∧ φ1 ∧ φ2 = 0, we have that dφ2 − dφ1 = aφ1 ∧ φ2 + Pαβ φ
α ∧ φβ+2 and,
including the values of Σµν we derive that a = r − t and det(Pαβ) = r − (s + t)/2. ✷
Proposition 4 (a) If t+ s− 2r 6= 0, then φ3 and φ4 can be chosen so that
Pαβ =
√
|2r − s− t|
2
Kαβ , with Kαβ = diag(1, κ) , κ = sign(2r − s− t) (49)
The differential forms φ3 and φ4 are uniquely determined and {φa}a=1...4 is the canonical base
for the tensor T .
(b) If t+ s− 2r = 0, then φ3 and φ4 can be chosen so that Pαβ = vαδ
1
β.
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Proof:
(a) By the gauge φ′α+2 = Lανφ
ν+2 , where Lαν ∈ SL(2), the matrix Pαβ transforms as P
′
αβ =
PανL
ν
β . Therefore, by an appropriate choice of the gauge, we can get Pαβ in the shape (49).
(b) In this case det(Pαβ) = 0 and therefore Pαβ = vαwβ. Then the SL(2) gauge can be chosen so
that wβL
β
ν = δ1ν . ✷
The value of det(Pαβ) is T -frame dependent. Indeed, by a T -rotation we have that
Σ˜αβ = RαµR
β
νΣ
µν − dRαµ ∧ dR
β
ν ∧ φ
µ ∧ φν +
(
Rαν dR
β
µ +R
β
ν dR
α
µ
)
∧ φµ ∧ dφν , (50)
where Rαν is a O(1, 1) matrix valued function. Using that we obtain
Rαν =

 cosh ζ sinh ζ
sinh ζ cosh ζ

 , and dRαβ = RανDνβ dζ
whence it easily follows that dRαµ ∧ dR
β
ν = 0.
Particularly we have that:
Σ11 +Σ22 − 2Σ12 = e−2ζ
[
Σ˜11 + Σ˜22 − 2Σ˜12 − 2 dζ ∧ (φ1 − φ2) ∧ (dφ1 − dφ2)
]
and, as Υ˜1 = eζ Υ1, this amounts to
e3ζ (t˜+ s˜− 2r˜)Υ1 = (t+ s− 2r)Υ1 − 2 dζ ∧ (φ1 − φ2) ∧ d(φ1 − φ2)
which finally leads to
e3ζ
(
t˜+ s˜
2
− r˜
)
=
(
t+ s
2
− r
)
+ (P24 + P14) ζ3 − (P23 + P13) ζ4 (51)
where dζ = ζa φ
a.
Proposition 5 For type 2.N tensors it always exists a T -frame such that 2r˜ − t˜− s˜ = 0.
18
Proof: If 2r− t− s 6= 0 —case (a) in Proposition 4— and we look for a rotated T -frame such that
2r˜ − t˜− s˜ = 0, equation (51) yields
κζ3 − ζ4 + κJ = 0 , where J :=
√
|r − (s+ t)/2 ,
which obviously has many solutions, ζ. ✷
Corollary 1 For type 2.N tensors it always exists a T -frame such that
dφ1 =
t
2
φ1 ∧ φ2 + φ3 ∧ φ4 , d
(
φ2 − φ1
)
=
s− t
2
φ1 ∧ φ2 +
[
w (φ2 − φ1) + uφ2
]
∧ φ3 . (52)
with either (a) w = 1 or (b) w = 0 and u = 1 or 0
Proof: It follows easily from propositions 4 and 5; then the gauge freedom in φ3 can be used to
suitably scale w and u. ✷
Proposition 6 If u = 0 and s+ t = 2r, a T - frame can be found such that t˜ = s˜ = r˜.
Proof: If u = 0, including equation (51), we have that t+ s− 2r = 0 is invariant by T -rotations.
Furthermore, using the transformation (50), we easily arrive at:
Σ˜11 − Σ˜22 = Σ11 − Σ22 + 2 dζ ∧
(
φ1 ∧ dφ2 − φ2 ∧ dφ1
)
and, as Υ˜1 = eζ Υ1,
(t˜− s˜) eζ Υ1 = (t− s)Υ1 + 2 dζ ∧
(
φ1 ∧ dφ2 − φ2 ∧ dφ1
)
.
Therefore, by a suitable choice of ζ we can make t˜ = s˜. ✷
As rankT = 2, equation (3) reads
LXφ
α = bDαβφ
β , (53)
whence it follows that LX
(
φ1 ∧ φ2
)
= 0 and, as Υ1 = Υ2, we have that LXΥ
1 = bΥ1 .
The integrability conditions
LXdφ
α = Dαβ
(
b dφβ + db ∧ φβ
)
(54)
must also be considered.
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Proposition 7 The necessary condition for equations (53) and (54) to have a solution is that
(0) either u = 0 and therefore φ2 − φ1 is integrable, and
db = wLX φ
3 + b˜αφ
α or (55)
(1) u 6= 0, in which case
LX
(
uφ3
)
= −2bu φ3 (56)
LX
(
u−1 [φ4 − w φ2]
)
= 3b u−1
(
φ4 − w φ2
)
− 2b φ2 + fuφ3 (57)
db = − (X log u+ b[u+ 2w]) φ3 +
1
2
(Xt− bs) φ1 −
1
2
(Xs− bt) φ2 , (58)
where f is some function.
Proof: From equation (53) we have that LX(φ
2−φ1) = −b(φ2−φ1), whose integrability condition
implies that:
LX d(φ
2 − φ1) = −db ∧ (φ2 − φ1)− b d(φ2 − φ1) (59)
Its external product by φβ yields
ǫβα φ1 ∧ φ2 ∧
([
δ2αXuφ
3 + bu φ3
]
+
[
δ2αu− wVα
]
LX φ
3 + Vα db
)
= 0
which amounts to:
φ1 ∧ φ2 ∧
[
LX
(
uφ3
)
+ 2bu φ3
]
= 0 and φ1 ∧ φ2 ∧
(
db− wLX φ
3 + bu φ3
)
= 0 , (60)
where equation (52) has been included.
If u 6= 0, the first of these equations means that LX
(
uφ3
)
= −2bu φ3 + Aαφ
α. Besides, the
integrability conditions (54) can be further exploited to obtain that
Xt− bs− 2b1 = 0 , Xs− bt+ 2b2 = 0 (61)
LX
(
uφ3
)
= −2bu φ3 (62)
φ3 ∧
(
LXφ
4 − (3b+X log u)φ4 + [w(X log u+ 2b) + 2b u] φ2 + bw(φ2 − φ1)
)
= 0 . (63)
Then equations (56) to (58) follow immediately.
If on the contrary u = 0, the first of equations (60) is identically satisfied and the other implies
equation (55). ✷
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Subtype 2.N.1: This corresponds to u 6= 0 and equations (56) to (58) hold. We take the base
φˆ1 := φ1, φˆ2 := φ2, φˆ3 := uφ3 and φˆ4 := u−1(φ4 − wφ2), and equations (53) and (56) to (58) can
be written as
LXφˆ
a =
(
bUac + fδ
a
4δ
3
c
)
φˆc , db = (XBc + bEc) φˆ
c (64)
where a, c = 1 . . . 4, the only nonvanishing Uac are U
1
2 = U
2
1 = 1, U
3
3 = U
4
2 = −2 and U
4
4 = 3, and
Bc =
(
1
2
t, −
1
2
s,
w
u
, 0
)
, Ec =
(
−
1
2
s,
1
2
t, −1−
2w
u
0
)
Let {Ya} be the dual base of {φˆ
a}, with dφˆa = −
1
2
Cˆacbφˆ
c ∧ φˆb, and X = XˆaYa. The first of
equations (64) then reads dXˆa =
(
XˆeCˆaec + bU
a
c + fδ
a
4δ
3
c
)
φˆc. Therefore, equation (64) is a partial
differential system on the unknowns Xˆa and b.
Although this PDS is not in closed form, due to the presence of an arbitrary function, the integra-
bility conditions may help to determine f . Indeed, after a little algebra, the integrability condition
for equation (64) with a = 4 becomes
M = f
(
Cˆ44βφˆ
3 ∧ φˆβ + dφˆ3
)
+ df ∧ φˆ3 (65)
where
M := −
(
1
2
XCˆ4cb + b
[
Cˆ4abU
a
c −
1
2
U4a Cˆ
a
cb
]
+ U4b XBc
)
φˆc ∧ φˆb
Now, if φˆ3∧dφˆ3 6= 0, we have that f φˆ3∧dφˆ3 = φˆ3∧M and we can obtain f = f(Xˆc, b), which closes
the differential system (64). If it is integrable, then the solution depends on the five real parameters
Xˆa0 and b0. Similarly as in previous cases, these parameters are submitted to the hierarchy of
constraints that follow from the full integrability conditions, and dim C ≤ 5.
If, on the contrary, φˆ3 ∧ dφˆ3 = 0, then it exists ψ such that dφˆ3 = φˆ3 ∧ψ and equation (65) implies
that M ∧ φˆ3 = 0, that is a µ exists such that M = φˆ3 ∧ µ. Moreover, the integrability condition for
equation (65) leads to
f φˆ3 ∧ d
(
Cˆ44βφ
β
)
+ dM − Cˆ44βM ∧ φˆ
β = 0
or, separating f in all terms,
f φˆ3 ∧
[
d
(
Cˆ44βφ
β
)
−
(
1
2
Cˆ4cb|4 − 2Bc|4δ
2
b + 3Bc|4δ
4
b
)
φˆc ∧ φˆb
]
= Fecb(Xˆ, b) φˆ
e ∧ φˆc ∧ φˆb (66)
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which, provided that the right hand side does not vanish, permits to derive f = f(Xˆc, b) and then
dim C ≤ 5.
Similarly as in case 2.I.b.1 above, we do not consider the residual nongeneric subcase that neither
equation (65) nor equation (66) can be solved for f .
Subtype 2.N.0: This corresponds to u = 0 and w = 0 or 1 and, including Proposition 6, equations
(52) read
dφ1 =
t
2
φ1 ∧ φ2 + φ3 ∧ φ4 , d
(
φ2 − φ1
)
= w (φ2 − φ1) ∧ φ3 , (67)
Therefore φ2 − φ1 is integrable and, as Σ11 6= 0, dφ1 is symplectic, canonical charts (pi, q
j), with
i, j = 1, 2, and two functions u and y exist such that
φ1 = pi dq
i , φ2 − φ1 = y du , y > 0 (68)
Equation (53) then leads to LX(φ
2−φ1) = −b (φ2−φ1) which, written in terms of u and y, implies
that a one variable function B(u) exists such that
Xu = B(u) , −by = Xy + yB′(u) (69)
where B′ means the derivative.
From equation (53) we also have that LXφ
1 = bφ2, which in terms of canonical coordinates reads
(Xi − bpi) dq
i + pj dX
j − yb du = 0 (70)
where we have written X = Xj∂j +Xi∂
i (as in section 4). Their components are
Xi + vi
(
yB′ +Xy
)
+ pj ∂iX
j = 0 , with vi :=
1
y
pi + u|i (71)
pj ∂
iXj +
(
yB′ +Xy
)
u|i = 0 (72)
where u|i := ∂iu and u
|i := ∂iu.
If we now write the components Xj as
Xj =
1
z2
(
ξpj + η rj
)
, with pj := pj , r
j := rj = (p2,−p1) and z
2 := pip
i , (73)
equation (71) becomes
Xj
(
δji + viy
|j
)
+ ∂iξ + vi
(
yB′ +Xjy|j
)
= 0 (74)
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Case 2.N.01: If 1 + vly
|l ≡ y(1 + y|lu|l) + ply
|l 6= 0, we can derive:
Xi = −
yB′ +Xjy|j
1 + vky|k
vi − pj ∂lX
j
(
δli −
viy
|l
1 + vky|k
)
, (75)
Now equations (72) together with the first of equations (69) are to be taken as a partial differential
system on the two unknowns Xj . Using equation (75) and after a little algebra, this PDS can be
written as
∂iξ −
u|i
1 + vky|k
y|l∂lξ −X
i + u|i
yB′ +Xjy|j
1 + vky|k
= 0 (76)(
u|l −
u|jvj
1 + vky|k
y|l
)
∂lξ −B −
yB′vlu
|l
1 + vky|k
+Xj
(
u|j −
vlu[
|l
1 + vky|k
y|j
)
= 0 (77)
Including now the decomposition (73), η can be derived from one of these equations whenever
(
pju
|j
) (
rly|l
)
6= 0 or
(
1 + vky
|k
)
(rju|j) 6=
(
vku
|k
)
(rjy|j) , (78)
the remaining two equations then yielding a PDS to be fulfilled by the unknown ξ.
On the contrary, if none of the above inequalities hold, η is arbitrary, does not occur in the PDS
and we are left with three equations on the unknown ξ.
In any case, the PDS looks like:
Hαξ = mαξ + nα ,
with α running either from 1 to 2 (resp., 1 to 3). Using the commutation relations we then find the
minimal integrable modulus H containing the fields Hα.
The solution ξ then depends on an arbitrary function of 4 − dimH variables. The component η is
either determined or arbitrary, depending on whether the inequalities (78) do hold or do not, and
the components Xj can be derived from (75).
Case 2.N.00: In case that y(1 + y|lu|l) + ply
|l = 0, equation (74) implies the constraint
y|l∂lξ = yB
′ +Xjy|j (79)
and its general solution is
Xi = −∂iξ + ζv|i (80)
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the component ζ being arbitrary. Including these, equations (72) and (69) become
∂iξ −Xi − ζu|i = 0 (81)
u|l∂lξ = X
lu|l + ζvlu
|l −B (82)
Now, if u|i 6= 0, the first of these equations permits to obtain
ζ =
(
δiju
|iu|j
)−1
δklu
|k
(
∂lξ −X l
)
, (83)
which substituted in equations (79), (81) and (82) yields a PDS to be fulfilled by ξ. The discussion
about its solution is then similar to that in case 2.N.01 above.
If, on the contrary u|i = 0, after a little algebra equations (79), (81) and (82) yield: η = rl∂
lξ and
the PDS:
pi∂
iξ = ξ , u|i∂
iξ = B , y|l∂lξ − y|l∂
lξ = yB′ (84)
The discussion about the existence of a solution is then similar to that in case 2.N.01 above.
5.4 Type 2.H
In this case, Υα = 0 and T is holonomous. Therefore coordinates xa, a = 1 . . . 4, exist such that
T = Tαβ(x
a) dxα⊗dxβ, with detTαβ 6= 0, and three cases must be separately considered depending
on m := rank {dx1, dx2, dTαβ}, which ranges from 2 to 4:
Case 2.H.0 If m = 2, then ∂ATαβ = 0, A = 3, 4.
Case 2.H.1 If m = 3, the coordinates can be chosen so that
T11 = x
3 , T12 = u , T22 = v with ∂4u = ∂4v = 0
Case 2.H.2 If m = 4, the coordinates can be chosen so that T11 = x
3 , T12 = u , T22 = x
4 .
Type 2.H tensors will be dealt in much the same way as rank 3 tensors. We first write the
collineation field as
X = Z+ fANA where f
A are two functions , A = 3, 4 , NA = ∂A
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and Z = Zα∂α is tangent to the submanifolds x
B = constant, B = 3, 4.
It is obvious that T (NA, _) = 0, which implies that LfANAT = f
ALNAT and therefore, equation
(1) amounts to
[NA,Z] = 0 and LZT + 2f
AKA = 0 (85)
where KA :=
1
2 ∂ATαβdx
α ⊗ dxβ or, in components,
∂AZ
α = 0 and ∇(αZβ) + f
AKA|αβ = 0 (86)
where ∇ is the Levi-Civita connection for the non-degenerate metric Tαβ on the hypersurfaces
xB = constant. The second of these equations looks like a non-homogeneous Killing equation
(parametrized with xB ) and the question is: does it admit solutions Zα that do not depend on xB
for some appropriate fA?
In case 2.H.0, KA|αβ = 0, A = 3, 4, the answer is obvious because coordiantes x
3 and x4 are mere
parameters and equation (86) reduces to a Killing equation in 2 dimensions. The collineation field
is then X = Z + fANA, where f
A are arbitrary and Z is a Killing vector for the non-degenerate
rank 2 metric T in each submanifold xB = constant .
In case 2.H.1, K3|αβ 6= 0 and K4|αβ = 0. Then equations (86) do not involve the function f
4,
which is arbitrary. The coordinate x4 is only a parameter and the problem has reduced to finding
the collineation fields of a rank two tensor on each submanifold x4 = constant, which is similar to
the problem treated in section 3.
The generic case is 2.H.2, i. e. KA|αβ 6= 0, A = 3, 4. Similarly as in section 3, equations (86) imply
that:
∇αZβ = Ωαβ − f
AKA|αβ with Ωαβ +Ωβα = 0 (87)
And the successive integrability conditions that follow from the commutation relations for ∇α and
∇µ imply a hierarchy of new equations on Ωαβ and f , namely
∇µΩκλ = RZ[λTκ]µ + 2∇[λ
(
fAKA|κ]µ
)
(88)
ZR = RfAKA|αβT
αβ + 2∇α∇α
(
fAKA|νβT
νβ
)
− 2∇α∇ν
(
fAKA|αν
)
(89)
and so on, where we have included that, as the dimension is two, Rαµκλ = RTλ[αTµ]κ .
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As for the commutation of the derivatives ∂A and ∇α applied to Zα, we readily obtain that:
∂AΩαβ = 2Ωλ[βK
λ
A| α] + 2Z
ν∇[αKA|β]ν − 2f
BKA|ν[αK
ν
B| β] (90)
∂Af
BKB|αβ + f
B
(
∂AKB|αβ − 2KA|ν(αK
ν
B| β)
)
+ Zν∇νKA|αβ + 2KA|ν(αΩ
ν
β) = 0 (91)
In the case 2.H.2 we have that
Tαβ =

 x3 u
u x4

 , Tαβ = 1
∆

 x4 −u
−u x3

 , with ∆ := x3x4 − u2
and
KA|αβ =
1
2
u|AEαβ + δ
A−2
α δ
B−2
β , with Eαβ =

 0 1
1 0

 .
Then equation (91) yields
2 ∂Af
Bu|B + f
BNAB = LA(Z,Ω) , ∂Af
B + fCNBAC = L
B
A(Z,Ω) (92)
with
NAB := 2u|AB +
1
∆
(
2uu|Au|B − u|Bx
A′ − u|Ax
B′
)
,
NBAC := −
1
∆
(
u|Au|Cx
B − uu|Aδ
B
C − uu|Cδ
B
A + δ
B
Aδ
B
Cx
B′
)
,
LA and L
B
A are linear functions of Z
α and Ωαβ, a “stroke” means “partial derivative” and A
′ 6= A.
Equations (88) and (90) give all derivatives of Ωαβ in terms of Z
α, Ωµν , f
B and ∂νf
B,and equations
(92) can be taken as a linear system of six equations for the six unknowns fB and ∂Af
B. If the
matrix of the system has rank six, this is a Cramer’s system and we can derive
fB = FB(Zν ,Ωαβ) , ∂Af
B = FBA(Z
ν ,Ωαβ)
Substituting the above relations in equations (86), (88) and (90), we obtain a closed partial differ-
ential system on Zν and Ωαβ whose solutions are parametrized by three real parameters, namely
the values of Zν and the skewsymmetric 2× 2 matrix Ωαβ at one point.
Of course, some constraints will follow from the fact that FBA = ∂AF
B . These, together with the
hierarchy of integrability conditions, will result in a homogeneous linear system of conditions on the
parameters Zν(0) and Ωαβ(0). Therefore CT is a Lie algebra and dimCT ≤ 3.
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If the linear system (92) is not Cramer’s, we can at least derive ∂Af
B = L˜BA(Z,Ω, f
C). Now, (88)
and (90) give all derivatives of Ωαβ and therefore some integrability conditions will follow, namely
ǫβα
(
∂βf
A
[
−NCBAKC|αµ + ∂BKA|αµ +KB|ναK
ν
A| µ
]
+∂µf
AKB|νβK
ν
A| α − ∂νf
AK νB| βKA|αµ
)
= WBµ (93)
where WBµ is a linear function of Z
ν , Ωαβ and f
B. This is to be seen as a linear system of four
equations on the four unknowns ∂νf
B and, in case that the rank is four, we can derive ∂νf
B =
FBβ /Z,Ω, f
A) which, together with ∂Af
B = L˜BA(Z,Ω, f
C) and equations (86), (88) and (90) yield
a closed partial differential system on the unknowns Zν , Ωαβ and f
B. The general solution is a
vector space whose dimension is at most five. Therefore CT is a Lie algebra and dim CT ≤ 5.
In the case 2.H.1 we shall do similarly and, as K4|αβ = 0, the component f
4 does not occur in
any equation and is arbitrary. Therefore CT = C
(0)
T + span{∂4}, where the vector fields in C
(0)
T are
characterized by Xx4 = 0.
Equation (91) also impies that ∂4f
3 = 0 and that:
∂3f
3K α3| β + f
3 ∂3K
α
3| β + Z
ν∇νK
α
3| β −K
α
3| νΩ
ν
β) +Ω
α
νK
ν
3| β = 0 (94)
If K α3| β and ∂3K
α
3| β are independent, then we can derive
f3 = F (Zν ,Ωαβ) , ∂3f
3 = F 3(Z
ν ,Ωαβ)
and close the partial differential system (86), (88) and (90). Its solutions depending on the three
real parameters Zν(0) and Ωαβ(0), which are further constrained by the hierarchy of integrability
conditions, the space CT = C
(0)
T is a Lie algebra whose dimension is at most three.
If, on the conbtrary, K α3| β and ∂3K
α
3| β are not independent, then as K
α
3| β 6= 0, we can at least
derive ∂3f
3 = F3(Z,Ω, f
3). Now the integrability conditions that follow from equations (88) and
(90) yield a linear system of two equations on ∂νf
3. Generically this is a Cramer’s system and can
be solved for to derive ∂νf
3 = Fν(Z,Ω, f) and, together with equations (86), (88) and (90), finally
close a partial differential system on Zν , Ωαβ and f
3. The general solution depends on four real
parameters, namely Zν(0), Ωαβ(0) and f
3(0), which are further constrained by the hierarchy of
integrability conditions. Therfore the space C
(0)
T is a Lie algebra whose dimension is at most four.
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6 Summary
We finally present an outline of the classification of covariant second order tensors, according to their
respective classes of collineation fields, CT , and summarize what has been proved along previous
sections. As a rule, it seems that for generic cases CT is a finite dimensional Lie algebra, whereas in
nongeneric cases, i. e. some equalities do hold, CT is not a Lie algebra and has an infinite number
of dimensions.
Rank 4 tensors: T can be viewed as a non-degenerate metric on M, CT is the corresponding
Killing algebra and dim CT ≤ 10.
Rank 3 tensors: Local charts exist such that T = Tαβ(y
a) dyα ⊗ dyβ , a = 1 . . . 4 , α, β = 1 . . . 3.
Write then X = Z+ f N, where T (N,)= 0, and consider Kαβ := LNTαβ.
• If Kαβ = 0, then the collineation fields are: X = Z+X
4∂4, with X
4 arbitrary and Zy4 = 0.
CT is not a lie algebra but the subclass C
0
T = {X ∈ CT | Xy
4 = 0} is a Lie algebra that has at
most six dimensions.
• If ∂4Kαβ is not proportional to Kαβ , then CT is a Lie algebra and dimCT ≤ 6.
• If ∂4Kαβ ∝ Kαβ, but K
αβKβµ 6= 0 and Kαβ is not proportional to Tαβ, then CT is a Lie
algebra and dimCT ≤ 7.
Our analysis of two residual, degenerate cases, has been left incomplete and they probably involve
arbitrary functions, i.e. CT is infinite dimensional. These cases correspond to ∂4Kαβ ∝ Kαβ and,
either KαβKβµ = 0 or Kαβ ∝ Tαβ .
Rank 1 tensors: We write T = φ⊗ φ and distinguish several cases:
Type 1.nd dφ is simplectic and, in canonical coordinates (qi, pj), the collineation fields are
X = f |i∂i − fd|j∂
j
where f(qi, pj) is homogeneous and of first degree on the “momenta” pj.
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Type 1.d Characterised by dφ ∧ dφ = 0 and dφ ∧ φ 6= 0. Then coordinates (qi, pj) exist such that
X = f |1∂1 − f|1∂
1 + (f − p1f
|1) ∂2 +X2∂
2
where f(p1, q
1) and X2(pi, q
j) are arbitrary.
Type 1.dh Characterised by dφ ∧ dφ = dφ ∧ φ = 0; coordinates (qi, pj) exist such that
X = F ∂1 − p1F
′∂1 +X2∂2 +X2∂
2 ,
where F (q1), X2(pi, q
j) and X2(pi, q
j) are arbitrary functions.
Type 1.d0 In this case dφ = 0 and coordinates xa, a = 1 . . . 4 exist such that
X = C∂1 +
4∑
i=2
Xi∂i
where C is a constant and the three functions Xi(qj, pl) are arbitrary.
Rank 2 tensors: We take the canonical expression T = ηµνφ
µ ⊗ φν , and classify T on the basis
of the volume forms Σµν = dφµ ⊗ dφν and Υµ = dφµ ⊗ φ1 ⊗ φ2.
Type 2.I.a There is a T -frame in which Σ11 6= 0, Υ1 = 0 and Υ2 6= 0 and a canonical base
{φa}a=1...4 exists such that LXφ
a = 0. In this case dimCT ≤ 4.
Type 2.I.b There is a T -frame in which Σ11 = Υ1 = 0 and Υ2 6= 0. Then, by Proposition 2, it
exists a base, φα, α = 1 . . . 4, in which the differential forms dφα have the canonical expression
(40). Two cases arise according to the values of vα:
Case 2.I.b.1 If vα 6= 0, then it exists a base in which LXφ
a = fδa4 φ
3, for some f .
If φ3 ∧ dφ3 6= 0 or φ3 ∧ d
(
C44bφ
b − 12 C
4
cb|4φ
c ∧ φb
)
6= 0, then it results that CT is a Lie
algebra and dimCT ≤ 4. Otherwise X might contain arbitrary functions and therefore
CT is not a Lie algebra has an infinite number of dimensions.
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Case 2.I.b.0.nd If vα = 0 and Σ
22 6= 0, then φ1 = dg and dφ2 is simplectic; in canonical
coordinates the collineation field is X = f |i∂i− f|i∂
i , where f(qi, pj) is a solution of the
Pfaff system H⊥ defined in (46). The collineation field X might depend on an arbitrary
function of two variables at most.
Case 2.I.b.0.d If vα = Σ
22 = 0, then canonical coordinates exist in which X is given by
equation (47) and it contains an arbitrary function of two variables.
Type 2.N This case, Υ1 = Υ2 6= 0, only occurs if the tensor T has no definite sign. According
to Proposition 3, a canonical base {φa}a=1...4 exists such that the exterior derivatives dφ
α are
given by equation (52) with either u 6= 0 or u = 0 and Σ11 = Σ22.
Subtype 2.N.1 If u 6= 0, X is the solution of the partial differential system (64), which
involves an arbitrary f . Thus the system is not closed and, provided that either φˆ3∧dφˆ3 6=
0 or that equation (66) can be solved for f , the class CT is a Lie algebra and dim CT ≤ 5.
In the residual nongeneric case that φˆ3 ∧ dφˆ3 = 0 and that equation (66) cannot be
solved for f , the partial differential system might not close and X might contain arbi-
trary functions. Therefore CT might not a Lie algebra and have an infinite number of
dimensions.
Subtype 2.N.0 This corresponds to, u = 0 and w = 0 or 1, then canonical coordinates exist
such that
φ1 = pi dq
i , φ2 − φ1 = y du , y > 0 .
An arbitrary one variable function B(u) appears.
Case 2.N.01 Characterized by y(1 + u|ly
|l) + ply
|l 6= 0. The components Xj are deter-
mined by equation (75). As for the components Xj , if one of the inequalities (78)
holds, then η := p1X
2−p2X
1 is determined in terms of ξ := pjX
j , which is a solution
of a 2-equations linear partial differential system and, provided that it is integrable,
ξ is determined up to the addition of an arbitrary function of two variables at most.
If no inequality (78) holds, then η is arbitrary and ξ is a solution of a 3-equations
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linear partial differential system and, provided that it is integrable, ξ is determined
up to the addition of an arbitrary function of one variable at most.
Case 2.N.00 This is characterized by y(1 + u|ly
|l) + ply
|l = 0 and if u|l 6= 0, the
components Xj are given by (80) and (83). The component η is determined by
(89) and the component ξ is a solution of equations (79) and (82), a linear partial
differential system and, provided that it is integrable, ξ is determined up to the
addition of an arbitrary function of two variables at most.
If on the contrary u|l 6= 0, then Xj are given by (80) and include an arbitrary
function, besides η = p1∂
2ξ−p2∂
1ξ and ξ is a solution of the linear partial differential
system (84) and, provided that it is integrable, it is determined up to the addition
of an arbitrary function of one variable at most.
Therefore the class of collineation fields is infinite dimensional and is not a Lie algebra.
Type 2.H If Υ1 = Υ2 = 0, local charts exist such that T = Tαβdx
α ⊗ dxβ, a = 1 . . . 4, α, β = 1, 2.
Writing then X = Z+ fA∂A, with Z = Z
ν∂ν , and KA|αβ :=
1
2 ∂ATαβ , A = 3, 4,
Case 2.H.0 If KA|αβ = 0, then CT = C
(0)
T + span{∂3, ∂4} where C
(0)
T is characterized by
ZxB = 0, we have that
C
(0)
T is a Lie algebra whose dimension is at most 3 and f
B are arbitrary functions.
Case 2.H.2 If KA|αβ 6= 0, A = 3, 4, then
• either the system (92) is Cramer’s and CT is a Lie algebra whose dimension is at
most three
• or else, if the system (93) is Cramer’s, CT is a Lie algebra whose dimension is at
most five.
We have left unsolved the case when neither (92) nor (93) are Cramer’s systems. This is
a highly nongeneric instance that would require further study.
Case 2.H.1 K4|αβ = 0 but K3|αβ 6= 0, then we can expand: CT = C
(0)
T + span{∂4} where
C
(0)
T is characterized by Xx
4 = 0. Then either the system (94) is Cramer’s and C
(0)
T is a
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Lie algebra whose dimension is at most three or else, the analogous of equation (93) is
a Cramer’s system and C
(0)
T is a Lie algebra whose dimension is at most four. In both
instances f4 is an arbitrary function. We have neither considered the nongeneric case in
which neither (92) nor (93) are Cramer’s systems.
Notice that, as cases 2.H.0 and 2.H.1 involve arbitrary functions, the corresponding classes
of collineation fields are infinite dimensional and are not Lie algebras.
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Appendix: The derivation of equation (18)
To derive equation (18) we apply ∇µ and ∂4 respectively to equations (16) and (13) and then
substract. Other facts that must be taken into account are that
∂4∇µΩ
λ
κ −∇µ∂4Ω
λ
κ = Γ˙
λ
µαΩ
α
κ − Γ˙
α
µκΩ
λ
α ,
with
Γ˙αµκ := ∂4Γ
α
µκ = ∇µK
α
κ +∇κK
α
µ −∇
αKµκ ,
and that:
∂4∇
λ (fKµκ) = ∇
λ∂4 (fKµκ)− 2K
αλ∇α (fKµκ)− fT
αλ
(
Γ˙ναµKνκ + Γ˙
ν
ακKµν
)
∂4∇κ
(
fKλµ
)
= ∇κ∂4
(
fKλµ
)
+ f
(
Γ˙λκαK
α
µ − Γ˙
α
µκK
λ
α
)
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In case that K˙αµ = bK
α
µ, it follows that
∂4
(
fKαµ
)
= (f˙ + bf)Kαµ and ∂4 (fKµκ) = (f˙ + bf)Kµκ + 2fKακK
α
µ
Using all that, after a little algebra we finally obtain
f|α
(
KλαKµκ −KµβK
β
κT
αλ
)
= W λµκ
with
W λµκ := −∇(µ
[
(f˙ + bf)Kλκ)
]
+
1
2
∇λ
[
(f˙ + bf)Kµκ
]
+
1
2
Zα
(
R˙ λαµκ −∇µΓ˙
λ
κα
)
+ Γ˙λα(µΩ
α
κ) −
1
2
Γ˙αµκΩ
λ
α − f
(
TαλΓ˙να(µKνκ) −
1
2
Γ˙νµκK
λ
ν +K
αλ∇αKµκ −∇
λ
[
KακK
α
µ
])
(95)
which, as f˙ + bf is a function of Z, is a linear function of Zα, Ωµν and f .
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