Abstract. Various versions of the classical definitions of (one-and twosided) almost periodicity for functions on groups with values in a uniform space are formulated and their equivalence is shown.
Introduction
The first generalization of continuous periodic f : R → C in the direction of almost periodicity seems due to Bohl 1893 and independently Esclangon 1904, see [13] , [29] ; these "quasi-periodic" functions, which appeared in astronomical perturbation problems, are in their simplest form n j=1 c j sin(a j t) with given a = (a 1 , . . . , a n ) ∈ R n , in genereal they are, with given fixed a ∈ R n , those that can be approximated, uniformly on R, by expressions n k=1 c k A k with c k ∈ C and A k (t) = e i(m1a1+...+mnan)t with m j integers (or restrictions of continuous functions on a n-dimensionable torus) [38, p. 145 /146], [29] .
Bohr's almost periodic (=ap) functions of 1923 [14] , [15] , [16] were defined as those continuous f : R → C which had, for any ǫ > 0, sufficiently many ǫ-periods τ , i.e. |f (t + τ ) − f (t)| < ǫ for all t ∈ R (definitions 3.11 and 3.7 below).
Bochner 1927 characterized these ap functions as those f : R → C which for any sequence (s m ) from R admitted a subsequence (s mn ) so that (f (s mn +· )) converges uniformly on R [9] ; in [10] he extended Bohr's theory to f : R → Banach space.
With the Haar measure Bohr's theory has been extended to locally compact groups and then 1934 by von Neumann [42] to C-valued functions on arbitrary groups. Maak's definition is a combinatorial reformulation of von Neumann's definition, this simplifies the proofs of the main theorems (existence of a mean, Fourier series, approximation theorem) [36] .
Finally in [11] Bochner and von Neumann extended all this to f : G → X with arbitrary group G and X = locally convex topologically complete linear space (exactly for such an extension von Neumann introduced these X [43] ). Formally subsumed by the Bochner von Neumann theory but introduced independently are the weakly ap functions of Amerio [1] (f : R → B Banach space with f ap in the weak topology), needed for his proof that the solutions of the mixed problem for the wave equation are time-ap [2] . (These functions should not be confused with the weakly ap (complex valued) functions in the sense of Eberlein, see e.g. [20] , [8] . ) Though the definitions of ap of Bohr, Bochner, von Neumann/Maak are quite different, implicit in the papers mentioned above is their equivalence.
As documented by several recent articles, this seems no longer general knowledge; also, these equivalences have not been formulated explicitly, especially with respect to what range spaces X are admissible; for non-abelian groups, even von Neumann was not aware that his left ap implies right ap (this is due to Maak [38, p. 153] ).
These were some of the reasons for writing this note. Also, in the non-abelian case, some of the characterizations in Theorem 4.1 below seem to be new.
Not touched upon this note: A) Characterization via uniform approximation by "trigonometric polynomials" (with coefficients of unitary irreducible finite-dimensional complex representations of G): For this the existence of an (ergodic) mean is needed, meaning restrictive conditions on the range space X [43] , [11] , [37] , [22, p. 85] , [23] , [26, p. 198 Corollary] , [27, p. 112] B) For further (also "non-uniform") characterizations of ap see [12, Theorem 2] , [41] , [45] . C) Some of the results below hold also for semigroups, with a sharpening of Maak's definition of ap, to get still an approximation theorem: [39, p. 45/46] , [40] , [22, Anhang] , [23] , [26, p. 198] , [27, p. 112] . D) There is an extensive literature on "almost periodic" functions on semigroups, there von Neumann's definition is used verbatim for semigroups, getting only some kind of asymptotic almost periodicity, they are no longer almost periodic in the intuitive sense as in the group case: [20] , [8] for example. Already for f :
E) For G = R n (or locally compact G) there are several "concrete" gereralizations of Bohr's ap functions which include discontinuous periodic functions: Stepanoff-, Weyl-, Besicovitch-ap functions, ap distributions, for these see e.g. [38, p. 228-231] and the references there, [46, Chapt VI, § 9 p. 206-208], [7, (1.9) , (2.17), (2.19), Example 3.2], also the references in [3] . E.g. by [5, (3.6) 3)] one has, if 1 < p < ∞, with all "⊂" strict
F) "Abstract" generalizations of ap are almost automorphic, Levitan- 
Assumptions and Notation
In the following N := {1, 2, . . . , } and R resp. C denotes the real resp. complex field, in the usual topology. Topological notions are as in Kelley [31] .
G always denotes a topological group, i.e. a group and a topological space with (x, y) → xy resp. x → x −1 (x, y)-continuous on G×G resp. x-continuous on G (e.g. [30, p 16] ); no separation, countability or completeness conditions are assumed; the discrete topology and thus arbitrary abstract groups are included. N = N (e) will denote the set of neighborhoods of the unit e of the topology of G.
X or (X, U ) denotes a nonempty uniform space [31, p. 176 ] with set of vicinities U , and unique topology on X induced by U [31, p. 178]; again no separation, countability or completeness axioms are assumed. If ∅ = M ⊂ X, M with the
Standard assumption in all of the following will be (2.1) G is a topological group, X a uniform space with uniformity U .
Later we will repeatedly use [31, p. 176, 179] .
in Y uniform convergence is defined with
(Y, V ) is again a uniform space, and so is C(G × G, X) with corresponding V × . We say that an M ⊂ X satisfies von Neumann's countability axiom (A 0 ) [43, p. 4 Def. 2b (2) ] if the following holds
An M ⊂ X is called totally bounded if to each U ∈ U there exist n ∈ N, x 1 , . . . , x n ∈ M such that:
A uniform X is called topologically complete if each closed totally bounded set M from X is complete (each Cauchy net from M converges to some x ∈ M ).
Later we will need Here a net (y j ) j∈J from (X, U ) is called a Cauchy net if to each U ∈ U there exists a j U ∈ J with (y k , y l ) ∈ U for all k, l ∈ J with j U ≤ k, j U ≤ l.
Proof. See Kelley [31] , proof of 32 Theorem, p. 198/199.
Definitions of Almost Periodicity
In the following, G is a topological group, X = (X, U ) a uniform space, Y = C(G, X) of (2.3). The Nap used here should not be confused with the Nap introduced by Levitan (see [33] , [34] , [35, 
Cauchy net is defined after Theorem 2.1. 
This, for abelian G, is Bochner's Definition [9, p. 143, Satz XXI, f "normal"], [10, p.154] .
Since the "B" is needed later for Bohr's definition, we use nn, sn, ss.
Definitions 3.5 b), c), d) are again analogous to Definitions 3.3b, c, d.
For a still sufficient weakening see Bohr [19] .
Lemma 3.10. For G, X, U as in (2.1) and any f : G → X, the following two statements are equivalent:
The same holds for the P R and also for the P .
2)" and the P r and P cases follow similarly.
So if in Definition 3.9a the "P L left Frd" is replaced by "P L right Frd", one gets the same function class; similarly for Definition 3.9b.
Here the Bap must not be confused with the more general Besicovitch ap (see e.g. [38, p. 228/229]).
Lemma 3.12. For G, X, U , f as in Lemma 3.10, (3.3) and (3.4) are equivalent, with
is right-relatively dense. The same holds for the P R and the P .
Proof. As for Lemma 3.10, with K also K −1 is compact.
Replacing "left rd" in Definition 3.11a by "right rd" gives the same function class, similarly for Definition 3.11b.
For the P (f, U ) see also Corollary 4.3.
Such f are ∈ C(G, X), uniformly continuous f are Luc and Ruc; see also Corollary 4.3 and Question 3, a ⇔ b ⇔ c ⇔ d.
However, Luc does in general not imply Ruc: See Example 6.15. For abelian G, the 4 definitions L,R,LR, -coincide in all the Definitions above. With Lemmas 3.10 and 3.12 one gets further equivalent properties. For abelian G, with Lemma 5.2 the "and Luc" resp. "and Ruc" can be ommitted, else not by Example 6.15. AP (R, C) = {(L)Bap} gives then Bohr's ap functions [14] . Corollary 4.3. With (2.1) and fixed f ∈ C(G, X) the following 6 statements are equivalent ("All P are" means "For each U ∈ U the P (f, U ) is ": see Definitions 3.6, 3.7, 3.8) :
Classical Characterizations of Almost Periodicity
(1) All P are LFrd (2) X) and a ∈ G also the translates a f and
is totally bounded and f is strongly uniformly continuous, i.e. to each U ∈ U exists a neighborhood W of unit e in G with
Corollary 4.7. With (2.1) and Z another uniform space, f ∈ AP (G, X) and So for example, if X is a topologically complete group satisfying (A 0 ) for U L [or U R ] (see (6.2)), all 29 properties of Theorem 4.1 and (4.4) are equivalent; this holds especially for X a complete metrizable group, so for Banach spaces.
Sometimes however "complete" is too strong an assumption: A Banach space B in its weak topologiy is topologically complete if (and only if) B is reflexive (Example 6.7); but (B, w) is complete if and only if B is finite-dimensional [21, p. 55, III.1.(5f)] (the same holds for dual B ′ in its w ′ -topology). Also the more familiar (A 1 ) axiom is in many cases too strong: One can show that if the weak topology of a normed space X satisfies (A 1 ), then X is finitedimensional; the same holds for dual B ′ in the w ′ -topology, B a Banach space. See however Example 6.7.
The Proofs
Proof of Theorem 4.1, for fixed G, X and f ∈ C(G, X):
I. ZMap ⇔ ZNap for Z ∈ {L, R, LR, −} where Z = − means Map ⇔ Nap:
This follows from the Definition 3.1 of ZMap, Definition 3.2 of ZNap and of totally bounded (2.6); for example f Nap ⇒ f Map: By (2.2) to U ∈ U there is V ∈ U with V = V −1 and V • V ⊂ U , f Nap means there are a 1 , . . . , a n ∈ G so that to each u ∈ G there is j u ∈ {1, . . . , n} with (f (sa ju t), f (sut)) ∈ V for all t ∈ G.
This follows from Theorem 2.1, since the C(G, X) resp. C(G × G, X) used in Definitions 3.2 are uniform spaces by section 2.
For the following we need k A j one has G = n j=1 B kj and (g k (ut), g k (vt)) ∈ W if u, v ∈ B kj for the same j, t ∈ G, j ∈ I := {1, . . . , n}, k ∈ I.
For β = (β 1 , . . . , β n ) ∈ I n define C β := n k=1 B kβ k . Then β∈I n C β = G : To x ∈ G and k ∈ I exists β k,x ∈ I with x ∈ B kβ kx , so x ∈ C β(x) , β(x) := (β 1x , . . . , β nx ). The C β form a partition of G in the sense of Definition 3.1a for the g 1 , . . . , g n simultaneously:
If u, v ∈ same C β , β = (β 1 , . . . , β n ), then u, v ∈ B kβ k for all k ∈ I imply (g k (ut), g k (vt)) ∈ W for all t ∈ G, k ∈ I. These C β , β ∈ I n now also form a partition for f and U in the sense of Definition 3.1d: Fix β ∈ I n , s, t ∈ G, u, v ∈ this C β ; to s there is k s ∈ I with s ∈ A ks , so
Furthermore, since u, v ∈ same C β , (C β ) a partition for all g k by the above, one has (5.2) (f (a ks ut), f (a ks vt)) ∈ W.
Iff ( IV. The 16 ZS, Z ∈ {L, R, LR, −}, S ∈ {M ap, N ap, nnap, snap} are all equivalent:
This follows from I, II, III.
V. Map ⇒ (For all U ∈ U the P (f, U ) is left F-relatively dense) ⇒ FBap ⇒ Bap: By Definition 3.1d to U ∈ U there exist A 1 , . . . , A n ⊂ G and a j ∈ A j , 1 ≤ j ≤ n with n j=1 A j = G and (f (sut), f (sa j t)) ∈ U for s, t ∈ G and u ∈ A j ; replacing s by sa
jx x ∈ P (f, U ) or x ∈ F P (f, U ) with F := {a 1 , . . . , a n } : P (f, U ) is left F-relatively dense and thus weakly Frd and weakly rd as needed in Definitions 3.9d, 3.11d.
2nd ⇒: With U, V of (2.2) to P := P L (f, V ) exists F = {a 1 , . . . , a n } with P F = G by Lemma 3.10. Define A j = P a j , then (Definition 3.1a) .
This follows from Lemma 3.10 as in VI, or with VI for f (x −1 ).
This follows from V, VI, VII and III.
IX. All P (f, U ) LFrd ⇒ all P (f, U ) Lrd ⇒ LRBap ⇒ LBap and f Luc: The first two "⇒" follow from the definitions and Lemma 3.12; Lemma 5.2 below gives the last "⇒".
Lemma 5.2. With (2.1), f LBap implies f Ruc, f RBap implies f Luc.
Proof. For given U ∈ U one has to show (f (
The second implication follows by applying the first to f (x −1 ).
X. LBap and f LUC ⇒ LMap:
Luc gives an open neighborhood W of e in G with (f (x), f (y)) ∈ V 1 for all x, y ∈ G with xy −1 ∈ W . K compact gives a 1 , . . . , a n ∈ K with K ⊂ n j=1 W a j . Define A j := P W a j , 1 ≤ k ≤ n. Then n j=1 A j = G : x ∈ G = P K gives x = τ a with τ ∈ P, a ∈ K, so x = τ wa j for some j and w ∈ W , i.e. x ∈ this A j .
The A 1 , . . . , A n satisfy Definition 3.1a for f and U : Fix j ∈ {1, . . . , n}, assume u, v ∈ A j , t ∈ G : then u = τ wa j with τ ∈ P, w ∈ W , so A := (f (ut), f (wa j t)) = (f (τ wa j t), f (wa j t)) ∈ V 1 , similarly B := (f (τ a j t), f (a j t)) ∈ V 1 , C := (f (wa j t), f (a j t)) ∈ V 1 by the definition of W , wa j t(a j t)
XI. LRBap ⇒ RBap and f Ruc ⇒ RMap:
Apply IX and X to f (x −1 ) (see III).
XII. All P (f, U ) Lrd ⇔ LBap and f Luc ⇔ RBap and f Ruc ⇔ Map: This follows from IX, X, XI, III, V.
XIII. Bap ⇒ FBap and F uc:
We first need
Proof by contradiction: Else there exists U 0 ∈ U such that to each neighborhood
Here (a N ) N ∈N (e) , (b N ) are nets from K,(w N ) is a net from G with w N → e; hence there exists subnets (
, this is a contradiction with our choice of the a N , w N , b N .
Lemma 5.4. f Bap implies f uc (Definition 3.13d).
Proof. By Definitions 3.11d and 3.7d, to V ∈ U there exists a compact K ⊂ G with KP K = G, P :
To s, t ∈ G exist a, b, c, d ∈ K and τ, τ ′ ∈ P with s = aτ b, t = cτ 
T is weakly Frd: To the above K, W (the latter can be choosen open) there
2); by assumption there exists F = {a 1 , . . . , a n } ⊂ G with F P F = G, P : 
Proof of Corollary 4.5. With a −1 A j resp. A j a −1 resp. A Proof of Corollary 4.9. We omit the proof for X = non-abelian group. If X is an abelian topological group, f, g ∈ AP (G, X), (s j ) a net from G, there exists a subnet (t β ) with (f t β ) and (g t β ) Cauchy, commutativity of "+" and (2.2) give (f + g) t β Cauchy; similar in the other cases. One could also use Corollary 4.7. Then the closure f (G) is also totally bounded with (2.2), K := f (G) ⊂ M = M of Corollary 4.11, K is also complete. By 32 Theorem of [31, p. 198 ] K is compact. Since M satisfies (A 0 ), K also satisfies (A 0 ). By Lemma 5.6 below, K satisfies (A 1 ), there exists a sequence (U n ) n∈N of U n ∈ U which form a basis for U K , one can assume U n+1 ⊂ U n , n ∈ N.
Let there now be given arbitrary sequence (s n ) n∈N from G. f snap means there exists a subnet (s n(j) ) j∈J so that (
(f [nj ] ) Cauchy implies: If m ∈ N is given, and, by (2.2), to
For fixed s, t ∈ G, (f (ss n(j) t)) j∈J is Cauchy in K = f (G); K being complete, there exists F (s, t) ∈ K with f (ss n(j) t) → F (s, t). So to m there is j = j(s, t, m) ∈ J with (f (ss n(j) t), F (s, t)) ∈ V m and k m ≤ j. With (5.6) one gets (f (ss q(m) t),
See also [26, Lemma 11 , and the remarks after it].
Proof. By (A 0 ) there exists a sequence (U n ) n∈N from U with ∞ n=1 U n = U . The (U n ) form a basis for U : Else there exist U 0 ∈ U and (u n , v n ) ∈ U n with (u n , v n ) not in U 0 , n ∈ N. Since X is compact, there exists a subnet (u n(j) ) j∈J ) of (u n ) and u ∈ X with u n(j) → u. Similarly there are a subnet (v m(k) ) := (v n(j(k)) ) of (v n(j) ) and v ∈ X with v m(k) → v. Since (m(k)) is a subnet of (n(j)), u m(k) → u. Now given U n , choose V n with (2.2); by the above there is k with (u,
Since this holds for any n, (u, v) ∈ ∞ n=1 = U . This implies, with (2.2), v m(k) → u, and then (u m(k) , v m(k) ) ∈ U 0 for some k, a contradiction.
6. Examples
R, x, y, z ∈ X, becomes a uniform space with
it satisfies (A 1 ) and so (A 0 ). C(G, X) of (2.3) is then again semimetric with d(f, g) := sup{d(f (s), g(s)) | s ∈ G} ; the same holds for X seminormed linear with ||f || := sup{||f (s)|| X : s ∈ G} 2. Any topological group G becomes a uniform space with U L , and also with U R , where U L := {U ⊂ G × G | U ⊃ V U for some V ∈ N (e)} with N (e) = set of neighborhoods of unit e of G, and
Both uniformities induce the same topology in G, the original one. They coincide if and only if [30, p. 21-23] (6.1) to any V ∈ N (e) there is W ∈ N (e) with xW x −1 ⊂ V for all x ∈ G.
For non-abelian non-compact G however, U L and U R are in general not equivalent: See example 16. Special cases: X a linear topological space over a topological field, for example X seminormed linear, a Banach space B, or distribution spaces as
3. If X is a topologically complete topological group satisfying (A 0 ) for U L (or U R ), then for this X and any G the 29 conditions of Theorem 4.1 and Corollary 4.11 are equivalent; this holds especially for X complete metric group, so any Banach space. If X is a topological abelian group, the X with the induced uniformity (see example 2) satisfies (A 0 ) if and only if (6.2) there exists a sequence of V n ∈ N (e) with 10. Already for G = (R, +) there exist X and f ∈ AP (R, X) with f not ssap (Definition 3.5, = Bochner's characterisation), X is even a locally convex topological linear space which is topologically complete: X = l ∞ (R, C) with the w'-topology induced by l 1 (R, C) in l ∞ = dual l 1 (R, C) ′ , (f (t))(s) := e ist , s, t ∈ R. The same holds for this f and X = C R with the topology of pointwise convergence on R, this X is even complete. For such an f with X = Banach space in its weak topology see [27, p. Theorem 1] . The f is ap since f (·)(s) ∈ AP (R, C) for each fixed s ∈ R, so (y, f (·)) converges uniformly absolutely if y ∈ l 1 , (y, f (·)) ∈ AP (R, C) by Corollary 4.9 and 4.4. f not ssap: If a n → ∞ and f (a n ) → ϕ pointwise on R, then ϕ is a character on R and Lebesgue-measurable, then continuous, so ϕ(s) = e iωs with some ω ∈ R (e.g. 12. Example 10 shows, that Corollary 4.11 becomes false without "F (G) has (A 0 )", for G, X, f of Example 10 even "F (G) has (A 0 )" holds, one cannot omit the closure of f (G). (ϕ, ψ ∈ f (G), ϕ(r) = ψ(r) for rational r, ϕ, ψ continuous ⇒ ϕ = ψ.)
13. Also f (G) complete is essential for Corollary 4.11: For G, f of example 10 and X = BC(G, C) = {f : R → C | f continuous bounded} with the topology of pointwise convergence one has (A 0 ) even for X, f ∈ AP (R, X), still f is not ssap
