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1. Introduction 
Deductive databases (see [8]) extend relational databases in the following sense: 
they consist not only of the extensional definitions of the facts in the database, but 
also of an intensional part, namely rules which allow us to deduce new facts (i.e. 
new tuples in the relations defined by the rules) to be added to the database. 
Henceforth, answering queries is not a mere retrieval of information, but may re- 
quire computations. Very often, the rules of the deductive database are simple 
transcripts of the properties of the data items one is trying to define, and hence are 
recursive rules. Then, the problem of efficiently evaluating the recursive queries 
associated with such rules becomes crucial. Many strategies try to optimize the 
evaluation of recursive queries (see [2] for a complete and readable survey) by 
avoiding irrelevant computations as much as possible. One such strategy, efficient 
for most usual cases of recursive queries, is the computation of a well-chosen least 
fixpoint. The basic idea of the method is to "push the selection through recursion", 
thus transforming binary relational queries into unary fixpoint equations. 
This method lies in between compiled and interpreted strategies for replying to 
queries; on one hand, the method for generating the "object program" replying to 
the queries is given at a syntactic level, via fixpoints, once and for all (as in compiled 
methods), on the other hand, the actual evaluation is done stepwise, building pro- 
gressively the parts of the object program, together with the intermediate queries, 
instanciated as needed uring the course of computation (as in interpreted strategies) 
[21. 
The advantage of our method, besides optimizing the answers to the queries by 
computing exclusively relevant facts, is its very wide range of applicability: it applies 
to most kinds of rules excluded by usual strategies. Our method is strongly inspired 
by [10] but generalizes it: we can optimize queries defined by cyclic rules, whereas 
in [10, 15] only acyclic and chain rules are treated. In [15] an " i f  and only i f"  
criterion is given for optimizing chain rules, whereas we have sufficient criteria for 
optimizing a much wider class of rules. Our method also applies without any change 
to nonlinear rules and rules which are not range restricted: such rules are usually 
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out of the range of application of optimization strategies: for instance 8 out of the 
11 usual strategies urveyed in [2] exclude either kind of rules. 
We first motivate our method with a simple example, then briefly present he 
technicalities, then present more elaborate xamples, and finally conclude with a 
short discussion. 
2. Examples 
Example I. Consider the PARENT database, which is described by a two-column 
relation, the columns "parent"  and "chi ld";  an instance of this relation is defined 
below: 
PARENT parent child 
John John Jr 
Mary John Jr 
Rosalie Mary 
Rosalie Martin 
Peter Martin 
Define now the ancestor elation by the rules 
ancestor(x, y) ~- parent(x, y), 
(1) 
ancestor(x, y) *-- parent(x, z) & ancestor(z, y), 
i.e. by reducing to a single rule 
ancestor(x, y) ~- parent(x, y) + parent(x, z) & ancestor(z, y) (2) 
where + denotes the set-theoretic union, i.e. the "or "  relation, and & denotes the 
"and"  relation, i.e. the " jo in"  of the relations parent and ancestor here. D is the 
domain of the database, namely the union of the columns parent and child. 
In PARENT assume the query: select ancestor" where child = John Jr; we wish 
to answer that query by evaluating only relevant facts, without computing the whole 
ancestor elation. To this end, we will transform the definition (1) into a fixpoint 
equation; then the definition of the least fixpoint according to Theorem 3 naturally 
leads to a computation which evaluates only the relevant ancestors, namely those 
of John Jr. Note that the above query can be shortened into ancestor(?, John Jr). 
Define p(Y)  {x]parent(x,y) for some y in Y} = parent(?, Y), and a(Y)= 
{x]ancestor(x,y) for some y in Y} =ancestor(?, Y). Then (2) is equivalent o 
a(y) = p(y) + p(a(y)). (3) 
Henceforth, a is the least fixpoint of the function ~p defined on P(D) by (p(a)= 
p + p o a, where + denotes the set-theoretic union, and P(D) is ordered by inclusion. 
Now, if we are interested in the evaluation of a particular query, e.g. a(John Jr), 
then again a least fixpoint anwers all our problems: letting c~=a(John Jr), o~ is the 
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least fixpoint of ~0': ~0'(a) =p( John Jr) +p(a);  the computation method of Theorem 
3 gives the answer to that query in two inductive steps, computing only relevant 
facts, i.e. 
~o'(O) = p( John Jr) = {John, Mary}, 
q~'2(0) = p( John Jr) +p({John,  Mary}) 
: {John, Mary, Rosalie} : ¢3(0). 
In the case of the present example, this computation is optimal. 
On the same database PARENT, consider now the query: select child f rom 
ancestor where parent = Rosalie, i.e. in shorthand notation ancestor(Rosalie, ?). Ob- 
viously, (3) cannot help in solving the present query. However, let 
p ' (X)  = parent(X, ?) = {Yl for some x in X, parent(x,y)}, 
a'(X) = ancestor(X, ?) = {y I for some x in X, ancestor(x, y)}. 
Then (2) is equivalent o 
a'(x) = p'(x) + a'(p'(x)), (4) 
and the query ancestor(Rosalie, ?) can be solved by computing a'(Rosalie) by fix- 
point methods. However, there is a change in the domains to which we apply the 
fixpoint methods. We can no longer apply them directly to the domain D of 
elements, where D is the set of all the elements in the columns parent or child. We 
must now apply the fixpoint method in the domain E = (P(D) --* P(D)) of monotone 
functions from P(D) into P(D). E, ordered by inclusion, i.e. e<e '  iff for all X: 
e(X)Ce ' (X)  is also a complete lattice, and the function ¢ defined by ¢(e)= 
p '+eop ' ,  for any e in E, is a continuous function from E into E. Henceforth, a '=  
fix ~0 - sup { ¢'(0) I n 6 N } =p'+p'2 +p,3 q_ . . .  ; which immediately ields a'(Rosalie) - 
p'(Rosalie) +p'2(Rosalie) +p'3(Rosalie) + . . . .  {Mary, Martin, John Jr}. 
Fixpoint techniques can even do more for you than would expect! In the previous 
example, we were interested in optimizing the computation of an answer to a query: 
we can also use the fixpoint techniques to transform a query whose solution is too 
complicated, or for which we have no algorithm for finding the solution, into a 
simpler equivalent query, whose solution we know how to compute. 
This is shown by the next example, for which most usual methods fail when trying 
to "push the selection through recursion", due to the nonlinearity [1, 14], with the 
exception of the method recently proposed in [15] which is successful. 
Example 2 [13]. Consider again the database PARENT of Example 1, and define 
the n-generations ancestor elation by 
n-ancestor(x, y) *-- parent(x, xl) & parent(xl,x2) & ... & parent(x, j,y) 
n-ancestor(x, y) *-- n-ancestor(x, j ) & n-ancestor(xl, x2) (5) 
&... & n-ancestor(x, 1,Y). 
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So, t he n-generations ancestor relation selects ancestors or descendants every n th gener- 
ation; for instance, the 2-generations ancestor elation would select grandparents, 
grandparents of  grandparents, etc. Letting as above n-a(x)=n-ancestor(?,x), (5)
is equivalent to n-a(x)=p' (x)+(n-a)" (x) .  This last fixpoint equation, being ex- 
ponential, is much harder to solve. However, using computat ion induction, we can 
prove that the fixpoint equations 
a = q + a", (6) 
b - q+c:b ,  (7) 
where c is suitably defined, have the same solution. If a=sup a,, (respectively 
/3 = sup/3,,) is the solution of  (6) (respectively (7)), then we can check easily that: Vn 
/3,,_<o',,, and Vn 3m a,, _< /3,,,  whence a=/3  by computat ion induction. Now (7) is 
a regular equation, hence its least fixpoint is very easily computed with a WHILE  
loop; henceforth the evaluations of the queries corresponding to (6) are solved also 
by the same WHILE  loop. 
3. The fixpoint methods 
We first recall the basic tool upon which our method relies, namely a suitably 
chosen fixpoint theorem, then briefly describe how the method proceeds, and finally 
illustrate it with a couple of  examples which give a fairly good idea of  its generality. 
Recall first that 
(1) a complete lattice E is a partially ordered set such that every subset has a least 
upper bound and a greatest lower bound. This implies that E has a least element, 
which will be denoted ± or 0; 
(2) a function f is said to be continuous iff it preserves least upper bounds of 
chains, namely if 
f ( sup{e , , lneN})  sup{f (e , , ) lne~ } for all chains {e , , Ine~l  }. 
Fixpoint Theorem 3 [16]. Let E be a complete lattice, and f :  E ~ E a continuous 
function. Then f has a least f ixpoint fix f such that f(f ix f )  - fix f ,  and for  all e in 
E, f(e) e = fix f <_ e. Moreover, fix f can be computed by fix f sup{f" (±)  I n c 
~}. 
We will also use a stronger fixpoint theorem by assuming the weaker hypothesis 
that the functions are only monotone instead of  continuous. Then, the fixpoint will 
be computed by transfinite induction instead of ~o-induction. For finite domains 
however, this will make no difference whatsoever because the induction will stop 
after a finite number of  steps anyway. 
Given a database with domain D, D being the set of  all elements in the database, 
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the domain to which our fixpoint theorem will be applied is the complete lattice of 
continuous (or in some cases only monotone) functions E= (P(D)--, P(D)). P(D), 
the powerset of D ordered by inclusion is a complete lattice, and E, ordered by f<g 
iff Vxf(x)<g(x) ,  is also a complete lattice. 
E is endowed with the following operations, which all preserve continuity, in the 
sense that i f f ,  g are continuous and • is any one of the operations defined below, 
f *g  is continuous: 
(i) sum +: ( f+  g)(x) =f(x) + g(x) (set-theoretic union), 
(ii) composition o: fog(x  ) =f(g(x)), 
(iii) weak intersection N : ( f  n g)(x) =f(x) n g(x) (set-theoretic ntersection), 
(iv) strong intersection ~ : ( f  ~ g)(x) = {y I 3t ~ x, y ~f({ t}) ng({ t})}. 
Note that 
( f  ~] g)(x) ~ ( f  n g)(x). 
The method we propose proceeds as follows: 
(1) Associate with each deductive rule its connection graph [10] defined as 
follows: vertices are labeled by the variables occurring in the rule, and for each rela- 
tion R(x,y) occurring in the rule, there is an edge going from vertex x to vertex y, 
which is labeled by R. See [3] for graph theory prerequisites. 
(2) Use the connection graphs associated with the various deductive rules to write 
down, for each recursively defined relation A, a pair of fixpoint equations describ- 
ing the queries A(x, ?) and A(?,y) [11]. For most usual queries, only one of these 
two equations will suffice; both equations are needed solely for the case of mutually 
crossed recursions, as in Example 4 below. 
More precisely, we assign to the right-hand side of each rule defining A two func- 
tionals q~x, ~0y such that 
(i) ~Ox, q~y:Ea ~ E, 
(ii) Co x, q~y are built from the extensional description of the database using the 
operations o, ~] ,n  and an if-then-else, 
(iii) ~0 X and ~0y are continuous, 
(iv) the rule we started with is equivalent o the fixpoint equations 
A(x, ?) = ~Ox(A(x, ?),A (?, y)), 
A(?,y) = q~y(A(x, ?),A(?,y)). 
With each rule R, we thus associate the functionals ~Ox(R),(oy(R); then, if the 
relation A is defined by the rules R 1 .. . . .  Rn, the queries A(x, ?) and A(?,y) can be 
answered by solving the fixpoint equations 
A (x, ?) = (q~x(R1) + ... + ~Ox(Rn))(A x, ?), A (?, y)), 
A(?,y) = (¢py(Rl) + -.. + ~py(Rn))(A(x, ?),A(?,y)). 
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For queries of the form A(x,?) or A(?,y), this leads to an optimal evaluation 
strategy, computing only relevant facts, because we solve the fixpoint equation at 
the syntactic level only, and evaluate the actual value of the solution only for the 
values selected for the query. This amounts to "pushing selection as far as possible 
through recursion". Note that x can be a single value, or a set of values. It can also 
help in answering queries of the form A(a,b) or A(a,a), e.g. by first computing 
A(a,?), then checking for A(a,b), but then, the evaluation strategy is no longer 
guaranteed to be optimal. 
We finally illustrate the power of our method by a more interesting example. 
Example 4. Consider again the database PARENT of Example 1, together with the 
extensionally defined relation P(x,y), and define the new relation Q(x,y) by the 
rules 
Q(x, y) ~- P(x, z,) & Q(z, y) & Q(y, x) & P(z, u), 
Q(A, y) *- P(z, x) & Q(Rosalie, z), (8) 
QCx; y) ~- P(x, z) & P(c, y). 
Q(x,y) 
() 
P(x,z) & Q(z,y) & Q(y,x) & P(z,u) 
P ~ Rosalie 
o/o 
(.)(x.y) ~ P(z.x) & Q(Rosalie, z) Qcx,y) 4-- p(x,z) & p(z,y) 
Fig. 1. 
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The connection graphs corresponding to the rules of Q are pictured in Fig. 1. This 
gives an example of a rule which is not range restricted [2] and whose connection 
graph is nonconnected and cyclic. Note that the recursively defined relation Q can- 
not be interpreted as one of the usual relations on the database PARENT, such as 
cousin, ancestor, etc. 
Let D= {John, Mary, Rosalie, Peter, John Jr, Martin} be the set of all the 
elements in the database, and for X, Y included in D 
p(Y)  = P(?, Y), p ' (X)  = P(X, ?), 
q(Y) = Q(?, Y), q'(X) = Q(X, ?). 
Then, using the connection graphs pictured in Fig. 1, the deductive rules (8) can 
immediately be translated into the following fixpoint equations: 
q(Y) = q'( Y) [-] p(q( Y) n p(D)) + p'(q'(Rosalie)) +p2(y), 
q'(X) = q(X) ~ q ' (p ' (X)np(D))  (9) 
+ {if Xnp'(q'(Rosalie)) ~ 0 then D else 0} +p'Z(x). 
These equations are then solved in the domain E= (P(D)--. P(D)) of monotone 
functions from D into D by the usual fixpoint techniques: we note that the func- 
tionals corresponding to our fixpoint equations are in fact continuous from E into 
E. We can thus define a sequence of approximations by 
qo(Y) = q~(X) = O, 
and for n in N, 
q,+l(Y) = q'~(Y) ~ p(q,(Y)  N p(D)) +p'(q~(Rosalie)) +pZ(y),  
q'n+,(X) = qn(X) ~ q'n(P'(X) Op(D)) 
+ {if XNp'(q'~(Rosalie)) g: 0 then D else 0} +p'Z(x), 
and the least fixpoint of (9) is (q~o,q~'o) defined by 
q~o=sup{qn ln~} and q~=sup{q ' , ln~ }. 
Assume now we are interested in the query q(John Jr) = Q(?, John Jr). We need 
to evaluate the following subqueries: q'(Rosalie), q'( John Jr) and q(Rosalie), which 
are all relevant for the computation of q(John Jr). Using the above method, we 
obtain 
q~(Rosalie) = qz(Rosalie) = 0, 
q~o(Rosalie) = q~(Rosalie) = John Jr. 
Whence we deduce immediately (in fact just one computation step is enough) that 
q~o(John Jr) = q~(John Jr) = O, 
q~o(John Jr) = q2(John Jr) = Rosalie. 
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We now briefly discuss the power and limitations of  our method. We state first 
our main result. 
Theorem 5. Let R be a binary relation defined by a set o f  recursive Horn clauses 
whose connection graphs do not contain subgraphs of  the form as in Fig. 2. 
Then, there exist monadic f ixpoint equations whose solutions give optimal 
answers to the queries R(x, ?) and R(? ,y ) fo r  arbitrary sets x and y. 
The proof  proceeds by cases and by induction; since it is rather long and technical 
we refer the reader to [11], where it is extensively given. 
Corollary 6. Queries of  the form R(x, ?) on relations deft'ned by chain rules can 
always be answered by solving a monadic recursive f ixpoint equation. 
4. Discussion 
Our method is quite general; it can be used to answer via fixpoint techniques most 
queries of  the form A (x, ?) or A (?, y), where A is a recursively defined binary rela- 
tion. The idea is to propagate the selections through recursion, as in [10, 15], in 
order to avoid useless computations. However, we allow for more flexibility in that 
our functions can take sets as arguments and perform operations on sets if so need- 
ed; this enables us to answer via unary recursion and fixpoints a class of  queries 
wider than the chain queries usually considered. When the functions can take only 
basic elements as arguments, instead of sets thereof, it is shown in [15] that this pro- 
pagation of  selection through recursion can be performed if and only if the query 
is a " regular"  chain query. 
The difference between the methods of  [15] and ours is twofold: 
(1) The unary recursion we advocate concerns functions which can take sets as 
arguments, hence is more powerful than the monadic programs considered in [15]; 
technically, the computations corresponding to our unary recursions can no longer 
Fig. 2. 
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be described by the finite derivation trees of [15]. This explains why we can translate 
into unary recursions queries more general than the "regular" ones. 
(2) We do not restrict our attention to chain queries; the fact that the queries are 
chain queries is also essential in proving part of the fundamental results of [15]. 
As already noted in the examples, our method can optimize a class of programs 
much wider than the usually considered chain, linear or acyclic programs; for in- 
stance in Example 4, the rules defining Q are nonlinear, cyclic (hence nonchain), and 
nonrange-restricted, since some variables in the head of the rule do not appear 
in its body (thus leading to a nonconnected connection graph). 
This method can also be extended to rules which are more general than Horn 
clauses; we can allow e.g. for quantifiers in the rules, we merely have to assume the 
not-too-stringent extra hypothesis that the domains of the database are finite, and 
apply the following theorem. 
Fixpoint Theorem 7. Let E be a finite lattice, and f : E ~ E a monotone function. 
Then f has a least fixpoint fix f=sup{f~(  ±) ] n~ N}. 
Proof. E, being finite, is complete. ± is the least element of E, hence ± _ f (±) ;  
if f is monotone, we obtain by induction fn (±)  <fn  + I(_L), for all n E IN. The se- 
quence {f~(±),  n ~ N } is thus increasing and, since E is finite, it is stationary, i.e. 
for some n, f~(±)=f '+ l (±)=m=sup{f ' (±) ln6  N}. Then m is obviously a fix- 
point of f ;  m is also the least fixpoint of f ,  since for any other fixpoint e, ± ---e 
implies for all n ~ N, f" (  ± ) <_f"(e) = e, whence m < e. 
In the case of finite domains we can even bound uniformly the number of itera- 
tions needed to reach the fixpoint [6]. 
The sufficient condition given in Proposition 5 is obviously unnecessary, as 
shown by the following example. 
Example 8. Let A (x, y) be defined by the rules 
A (x, y) ~- P(x, z) & Q(z, y) & R(x, z') & S(z', y) & A (z', z), 
A (x, y) ~ P(x, y) 
corresponding to the connection graph in Fig. 3. 
For B in {A, P, Q, R, S} let 
BI(Y) =B(?, Y), B2(Y ) = B(Y, ?). 
Then, if Y= {y} is a singleton, the query A(?, {y}) can be translated into the fix- 
point equation 
A(?, {y}) = Al({Y}) = {(RI o(Sl({y})NAl))  ~] PI} OQl({y})+Pl({y}), 
where S l ({y})nA 1is the function (p defined as follows: 
(s~({y}) n A 1)(z) = ~0(z) : A ~(z) n s~({y}). 
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Fig. 3. 
Note that the above equation is correct only for a query selecting a single element 
y. If we replace y by a set Y, then we would obtain a much more complicated fix- 
point equation, due to the necessity of keeping track of the intertwined constraints 
on the indivivual variables uch as z and z' occurring in the rule. 
Our method of associating fixpoint equations with queries can even be extended 
to deal with non binary relations. One method is to substitute connection hyper- 
graphs for connection graphs, another method is to use projection functions. Con- 
sider the following rather tricky example, due to Nivat [9]. 
Example 9. Let A(xI,x2,x3) be defined by 
A (x I , x2, x3) ~- E (x l ,  x 2, x 3), 
A (X 1 , X2, X3) *-- C(x  1 , Y, X3) & A (y, t, x2) & D(t,  x3), 
where C, D, E are extensionally defined relations. For B in {A, C,E}  define the 
functions 
B12~3(XI,X2) = {x313x 1CXI,X2f£g2,B(X1,X2,X3)}, 
BI ~2,3(X1) = {(x2,x3) ] :::Ix 1 (~ XI ,  B(X1 ,x2,x3)}, 
and similarly for permutations of the indices. 
Then queries on single arguments of A can be answered by solving the syslem of 
fixpoint equations 
A23 ~ I(X2,X3) E23 ~ I(x2,x3) + C23 . 1(A23 . l(D2 . l(x3),x2),x3), 
A13~2(xi ,x3) =E i3~2(x i ,x3)+A12~3(C i3~2(x i ,x3) ,D2~l (X3) ) ,  
AI2 ,3(xi,x2) = Ei2~3(xl ,x2)+ {Cl2~3(xl , l r l (Z))(- ' lO I .2(Tr2(z))}, 
where z= select(xl,x2) in A 3 ~ 12(x2). 
The ~i are the projections 7r i (x l ,x2) -x :  for i= 1,2. 
The method here advocated is thus a quite general method for replying to queries 
on recursively defined relations of arity _> 2, by using equivalent monadic recursive 
programs, which operate on relations of arity 1. This method is thus related to the 
theoretical problem of transforming inductions of dimension 2 2 into inductions of 
dimension 1 [5,7] and also to the study of fixpoint hierarchies [4]. We ga\re a suffi- 
cient condition for the applicability of our method (Proposition S), and saw that the 
actual range of applications of the method is much wider than the set of Horn clause 
programs satisfying that sufficient condition. Finding the exact range of applicabili- 
ty, or at least a better approximation to it, is a field open to investigations of both 
practica1 and theoretical interest. 
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