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The Zeeman splitting and degree of circular polarization (DCP) of photoluminescence (PL) from
type-II submonolayer ZnTe/ZnSe quantum dots (QDs) have been investigated in magnetic ﬁelds up
to 18 T. To explain the observed relative intensities and energy positions of the σ+ and the σ− PL, a
non-Boltzmann distribution for holes with ultra-long spin-ﬂip time, conﬁned to submonolayer QDs,
is proposed. The g-factor of electrons, located in the ZnSe barriers, was obtained from ﬁtting the
temperature dependence of the DCP, and its value is in excellent agreement with that of bulk ZnSe.
The g-factor of type-II excitons was extracted by analyzing the Zeeman splitting, from which the
g-factor of holes conﬁned within submonolayer ZnTe QDs was found to be ∼2.65 ± 0.40. This
value is considerably larger than that in bulk ZnTe. Tight-binding calculations using an sp3s* model
were employed to understand the origin of such an increase. The results of the simulation match the
experiment and show that the enhancement of the hole g-factor is mostly caused by a reduced
orbital contribution to Zeeman splitting arising from the submonolayer thickness of these
QDs. Published by AIP Publishing. https://doi.org/10.1063/1.5041478
I. INTRODUCTION
In recent years, there has been intense interest in manip-
ulating electron and hole spin states in semiconductor
quantum dots (QDs) for applications in spintronics and
quantum information processing.1–5 For these applications,
the conﬁnement of the wavefunction of the charge carriers in
QDs plays a key role in the enhancement of Zeeman split-
ting6,7 and the prolongation of spin-ﬂip time.8,9 These effects
have been reported for electrons in several material
systems.10–15 For holes conﬁned in QDs, theoretical studies
have predicted that its spin-ﬂip time can be longer than for
conﬁned electrons.16–19 Along with the enhancement of the
Zeeman splitting due to the quantum conﬁnement, holes in
QDs have attracted increased attention as carriers for spin-
based applications. However, experimental results of
g-factors or spin-ﬂip time of holes in II-VI QD systems are
rarely reported.
Herein we report the discovery of a very long spin-ﬂip
time and large enhancement of Zeeman splitting for the
holes conﬁned in type-II ZnTe/ZnSe submonolayer QDs,
supporting the use of holes in these QDs for spintronic and
quantum information applications. The g-factors of excitons,
electrons, and holes in type-II submonolayer ZnTe/ZnSe
QDs were obtained by studying circularly polarized magneto-
photoluminescence (magneto-PL). The g-factor of the
QD-bound type-II excitons (with holes conﬁned in ZnTe
QDs and electrons located in ZnSe barriers) was extracted
from the Zeeman splitting. The observed energy and intensity
relations between the σ+ and the σ− polarized emissions are
explained by a non-Boltzmann distribution model, with a
positive g-factor for holes and a hole spin-ﬂip time longer
than the recombination lifetime of excitons, which for ZnTe/
ZnSe QDs is more than 100 ns. Within this model, the
g-factor of electrons was estimated from the temperature
dependence of the degree of circular polarization (DCP) and
was shown to agree well with values available in the litera-
ture. The g-factor of holes conﬁned within ZnTe QDs was
then calculated from the g-factors of excitons and electrons,
and was found to be positive and one order of magnitude
larger than the values reported for bulk ZnTe. Tight-binding
calculations based on an sp3s* model were employed to theo-
retically determine the g-factor of the holes conﬁned in
ZnTe/ZnSe QDs. The results of the simulation are in excel-
lent agreement with the experimentally determined values.
The calculations showed that the enhancement of the g-factor
of holes is mostly caused by a reduced orbital contribution to
Zeeman splitting due to the submonolayer nature of the QDs.
II. EXPERIMENTAL RESULTS AND DISCUSSION
The type-II ZnTe/ZnSe stacked submonolayer QDs
investigated here are grown using a combination of
migration-enhanced epitaxy and molecular beam epitaxy (see
Refs. 20 and 21 and the references therein). Circularly
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polarized magneto-PL measurements were performed at the
National High Magnetic Field Laboratory at temperatures
between 0.36 K and 30 K with magnetic ﬁelds up to 18 T
applied in the Faraday geometry (see Ref. 22 for more
details). The 405 nm continuous wave (cw) light excitation
from a temperature controlled laser diode was injected into a
365 μm ﬁber and delivered to the sample in a 3He cryostat.
The PL was analyzed by a circular polarizer consisting of an
achromatic quarter wave plate and a linear polarizer. The σ+
and σ− circularly polarized PL components were selected by
reversing the polarity of the magnetic ﬁeld. The collected PL
was injected into a 550 μm ﬁber and delivered to a single
grating spectrometer equipped with a thermoelectrically
cooled CCD detector.
Figure 1(a) shows the PL spectra at 0.36 K of σ+ and σ−
polarized emission at a magnetic ﬁeld of 18 T. An important
observation is that the intensity of σ+ polarized emission is
higher than that of σ− polarized emission. To better observe
the energy difference between σ+ and σ− polarized emis-
sions, we plot the normalized σ+ and σ− PL for selected
values of magnetic ﬁeld at T = 0.36 K in Fig. 1(b). As
expected, at B = 0 T, the differently polarized bands coincide.
With increasing magnetic ﬁeld, the spectrum of the σ+ polar-
ized emission shifts to higher energies while that of the σ−
polarized emission shifts to lower energies. We note that
while the observed shift is much smaller than the width of
the PL, the shift is clear as it pertains to a whole band and
not only to its maximum. Therefore, we observed the rela-
tively rare case where σ+ polarized emission with higher
energy shows higher emission intensity, which we will
discuss below.
We start from the energy relation between σ+ and σ−
polarized emissions. A schematic diagram of the Zeeman
splitting of the excitons’ spin states which coincide with the
observed relative energies of σ+ and σ− polarized emission is
shown in Fig. 1(c). For the type-II excitons, the g-factor of
electrons located in the ZnSe barrier is positive.23 The holes
are conﬁned in the ZnTe QDs. The ground state of holes con-
ﬁned in QDs is the heavy hole like state,24,25 which has spin
Jz ¼+ 32, with at least 200 meV energy splitting between
heavy and light hole energy levels.24 Based on optical
selection rules, as shown in Fig. 2, the bright exciton with
JZ ¼ 1 consists of a spin-up electron and a spin-down hole
whose recombination will emit a σ− photon, while that with
JZ ¼ þ1 consists of a spin-down electron and a spin-up hole
whose recombination will emit a σ+ photon. Therefore, since
the spin-up (JZ ¼ þ1) excitons have higher energy than the
FIG. 1. (a) PL spectra at 0.36 K of σ+
and σ− polarized emission under a
magnetic ﬁeld of 18 T. (b) Normalized
PL spectra under different magnetic
ﬁeld at 0.36 K. σ+ is shown in blue
while σ− is shown in red. The dashed
lines trace the peaks of the spectra at
increasing magnetic ﬁelds. (c) Zeeman
splitting of the two exciton spin states.
FIG. 2. Zeeman splitting of the ground states of electron and heavy hole for the case of (a) ghh . ge . 0, (b) ge . ghh . 0, and (c) ghh , 0. The double-
arrows indicate the spin states associated with σ+ and σ− polarized emission, corresponding to the JZ ¼ þ1 and JZ ¼ 1 excitons, respectively. Here, the
valence band states are in hole representation.
144306-2 Ji et al. J. Appl. Phys. 124, 144306 (2018)
spin-down (JZ ¼ 1) excitons, the g-factor of the excitons is
positive, as the energy splitting between the σ+ and the σ−
polarized spectra, given by26
Eσþ  Eσ ¼ ghhμBB geμBB ¼ gXμBB, (1)
is positive in our case (here ghh, ge, and gX are the g-factors
of heavy holes, electrons, and the type-II excitons; μB is the
Bohr magneton and B is the magnetic ﬁeld applied in the
Faraday geometry).
Since the g-factor of electrons, located in ZnSe barriers,
is positive23 (see also discussion below), the spin-up elec-
trons have higher energy than the spin-down electrons. We
therefore show in Fig. 2 all possible situations of sign and
relative magnitude of the heavy holes g-factor. According to
both Eq. (1) and Fig. 2, the heavy holes g-factor in ZnTe
QDs ought to be positive and larger than the g-factor of elec-
trons in ZnSe to ensure that excitons with JZ ¼ þ1 have
higher energy than those with JZ ¼ 1.
To ﬁnd the value of the gX in Eq. (1), we plot the
average peak energy splitting between σ+ and σ− polarized
spectra, extracted from a Gaussian ﬁtting of each polarized
PL band, as a function of magnetic ﬁeld at different tempera-
tures in Fig. 3(a). The errors are determined by combining
the uncertainty of ﬁtting and the difference between the
results of several sets of measurements, and they are one
order of magnitude smaller than the values of energy split-
ting. The errors are mostly related to the inhomogeneity of
the QD sample, since the excitations were on different
regions of the sample, so that the polarized PL were collected
from different groups of QD stacks for different sets of mea-
surements. This agrees with the fact that the g-factors are
dependent on the size of QDs, which will be shown later by
the calculations. Therefore, the average peak energy splitting
extracted from a Gaussian ﬁtting corresponds to the average
g-factors of different sets of QDs. However, it is surprising
that the splitting at lower temperatures is much larger than
the splitting at higher temperatures since the g-factors should
not have strong temperature dependence.27
We attribute this observation to the multiple-band nature
of the PL spectra in our samples as discussed previously in
Refs. 20 and 28. To conﬁrm this, we ﬁtted each polarized PL
spectrum with two internal Gaussian bands as shown in
Fig. 3(b) as an example for 18 T at 0.36 K. According to our
previous study of the multi-band nature of the submonolayer
ZnTe/ZnSe QDs,20,21,25,28 the more Gaussian bands we used
to ﬁt the PL spectra, the better match of the ﬁtted curves and
the observed PL line shape. However, the more Gaussian
bands used in the ﬁtting, the more sensitive the ﬁtting param-
eters to the initial conditions, which makes the ﬁtting less
reliable. Therefore, on balance we always use two Gaussian
bands to represent two different size-groups (larger ones and
smaller ones) of QDs. The peak energy difference between
the two internal Gaussian bands for each polarization is
about 50 meV, comparable to the expected energy difference
between a lower and upper band for different QD sizes. The
peak energy difference between the corresponding internal
Gaussian bands for σ+ and σ− emission is ∼2 meV, the same
as the peak energy difference between the full polarized
spectra at 30.5 K as shown in Fig. 3(c). However, since the
DCP, deﬁned as
Iσþ  Iσ
Iσþ þ Iσ , of the internal Gaussian band
with a higher energy is larger than that of the internal
Gaussian band with a lower energy at low temperatures, the
overall σ+ spectrum is effectively shifted to higher energies at
low temperatures. Therefore, the apparent energy splitting of
the polarized spectra at 0.36 K is effectively enhanced. The
fact that the PL band with a lower energy is less circularly
polarized agrees with our previous work on the optical
anisotropy of the ZnTe QDs.28 Indeed, the internal Gaussian
PL bands with lower energy correspond to larger QDs,
which are characterized by larger structure anisotropy, result-
ing in a stronger mixing of the circularly polarized exciton
states and lowering the DCP.28 With increasing temperature,
the DCP of all bands decreases, so that the related contribu-
tions to the peak energy splitting are reduced and the energy
differences eventually saturate. The saturation is indeed
observed above 26 K, so the magnetic ﬁeld dependences of
peak energy splitting coincide, as seen in Fig. 3(a).
Therefore, the peak energy splitting via one Gaussian ﬁtting
at relatively high temperatures is assumed to relate purely to
the average Zeeman splitting of the spin states. We use
Eq. (1) to ﬁt the magnetic ﬁeld dependence of peak energy
splitting between σ+ and σ− polarized spectra at 26.3 and
FIG. 3. (a) Average peak energy split-
ting with error bars between σ+ and σ−
polarized spectra as a function of mag-
netic ﬁeld of the superconducting
magnet at different temperatures.
Dashed lines are linear ﬁts. (b) and (c)
PL spectra of σ+ and σ− polarized
emission under magnetic ﬁeld 18 T at
0.36 and 30.5 K, respectively. The
dashed lines are ﬁttings with two
Gaussian bands.
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30.5 K. The ﬁtting gives the average gX ¼ 1:65+ 0:3. We
emphasize here that this exciton g-factor and the resulting
hole g-factor are in good agreement with the simulations, as
shown later. Therefore, it supports the model that the large
Zeeman splitting at low temperatures is due to the contribu-
tion of multiple bands. Otherwise, the experimentally ﬁtted
g-factor would be much (3–4 times) larger than the calcu-
lated results for QDs with any possible parameters.
Next we consider the origin of the difference in the
intensities of σ+ and σ− polarized emissions. Experimentally,
σ+ polarized emission has a higher photon energy, as well as
higher PL intensity. This can arise from the differences in
either their recombination oscillator strengths or exciton pop-
ulations of JZ ¼ þ1 and JZ ¼ 1 states, since
Iþ= / Pþ=  Oþ=, where I+/-, P+/-, and O+/- are the PL
intensity, population, and oscillator strength of the exciton
JZ ¼ þ1 and JZ ¼ 1 states, respectively.26 The following
discussion will show that a special population distribution of
electron and hole spin states rather than the difference in
recombination oscillator strengths leads to the difference in
the intensities of σ+ and σ− polarized emission.
For the conventional case of a Boltzmann distribution of
the excitons in a two level system (see, e.g., Ref. 26 and ref-
erences therein), the JZ ¼ 1 state would be more populated
than the JZ ¼ þ1 state. Therefore, the emission intensity of
σ− polarized emission would be higher (negative DCP),
which contradicts the experimental observations [Fig. 1(a)]
unless the recombination oscillator strength of the JZ ¼ þ1
state is larger than that of the JZ ¼ 1 state. Even if the
recombination oscillator strength of the JZ ¼ þ1 state is
larger than that of the JZ ¼ 1 state, there is a contradiction
with experiment if the system follows a Boltzmann distribution.
For increasing temperature, the population of the JZ ¼ þ1
state will increase, resulting in a decreasing difference in the
population of the two spin states for the system following a
Boltzmann distribution. Because the oscillator strengths are
temperature independent, the PL intensity of the JZ ¼ þ1
state would increase, whereas the PL intensity of the JZ ¼ 1
state would decrease with the increasing temperature. As a
result, the experimentally positive DCP, deﬁned as
Iσþ  Iσ
Iσþ þ Iσ ,
would increase with increasing temperature and reach a
maximum determined by the oscillator strength of the JZ ¼ þ1
state. This again contradicts the experimental observation of
the temperature dependence of DCP shown in Figs. 3(b),
3(c), and 4(a).
Thus, we conclude that in our system the exciton occu-
pation for JZ ¼ þ1 and JZ ¼ 1 states does not follow the
two-state Boltzmann distribution and that the population of
the JZ ¼ þ1 type-II excitons is higher than that of the exci-
tons in the JZ ¼ 1 state. This is only possible if distribu-
tions of either electrons or holes or both do not follow the
Boltzmann distribution and a spin-ﬂip time for at least one of
the carriers is longer than the observed exciton radiative
recombination time, which is 40–100 ns in type-II ZnTe/
ZnSe QDs.20
For further analysis, we note that the excitation laser
used in the experiment was not circularly polarized and the
photon energy was above the ZnSe bandgap, so that the
photo-generated charge carriers are initially equally distribu-
ted in their spin states. The electrons are located in the ZnSe
barriers, so it is reasonable to assume that the electron spin-
ﬂip time is the same as in bulk ZnSe, which is quite
short.20,29 Thus, the electron spin states are in thermal equi-
librium, following the Boltzmann distribution, before the
type-II excitons are formed. Therefore, the −1/2-spin state
FIG. 4. (a) Temperature dependence of
DCP at 10 T. The line is ﬁtted to
Eq. (2). (b)–(d) The ﬁtting parameters
with error bars for the temperature
dependence of DCP at different mag-
netic ﬁelds, ﬁtted to Eq. (2). Lines are
drawn to guide the eye.
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electrons have a higher population. As for the holes, since
they are scattered into the QDs with the assistance of phonons,
their spin states are assumed to be equally occupied before the
formation of type-II excitons. Thus, in the beginning, there are
more type-II excitons formed with JZ ¼ þ1 than those with
JZ ¼ 1 because there are more spin −1/2 electrons.
However, to observe the effect of such electron and hole
distributions via luminescence, the distributions have to be
preserved before charge carriers recombine. This is only pos-
sible if spin-ﬂip time of holes is longer than exciton radiative
recombination time (40–100 ns in type-II ZnTe/ZnSe QDs20).
Indeed, it is predicted theoretically16–19 that the holes con-
ﬁned in QDs can have very long spin-ﬂip time because of
the suppression of hyperﬁne interaction of holes with lattice
nuclei compared to that of electrons, of the weak contribution
of elastic phonons to spin ﬂip due to the discrete hole states,
and the spin-orbit mixing being inhibited by the motional
quantization of holes in QDs.
Finally, with increasing temperature, the Boltzmann dis-
tribution of the electron spin states approaches an equal dis-
tribution, resulting in the decrease in the difference of the
population of JZ ¼ þ1 and JZ ¼ 1 excitons. Therefore, the
DCP decreases with increasing temperature in agreement
with the experimental observations.
Within the above discussed model, in which the differ-
ence of PL emission from two exciton spin states is domi-
nated by the unequal distribution of the electron spin states,
the DCP can be expressed as30,31
DCP ¼
1 exp ln (r) ΔE
kT
 
1þ Cs þ exp ln (r) ΔEkT
  , (2)
where ΔE ¼ geμBB is the energy splitting of the electron spin
states only; k is the Boltzmann constant and T is the tempera-
ture; r is the ratio of recombination oscillator strengths of σ+
and σ− polarized emission; and Cs is a constant that includes
contributions from spin-ﬂip time and structural anisotropy.30
The electron Zeeman-energy splitting dominates the decreas-
ing behavior of the DCP with increasing temperature at
T  ΔE=k. The ratio of recombination oscillator strengths
dominates the DCP at the high temperatures where the ratio
of the electron (and thus exciton) populations approaches 1.
The contribution from spin-ﬂip time and structural anisotropy
dominates the saturation value of the DCP in the low temper-
ature limit. From the equation, it is clear that the stronger the
structural anisotropy of the QDs, the smaller the degree of
circular polarization for the emission from the QDs, support-
ing the previous statement that lower-energy emission bands
from larger-size and more-anisotropic QDs are less circularly
polarized. We use data for 10 T magnetic ﬁeld to plot the
DCP as a function of temperature in Fig. 4(a), and ﬁt it
employing Eq. (2). The ﬁtting gives ge ¼ 1:0+ 0:1,
Cs ¼ 0:26+ 0:04, and r ¼ 1:1+ 0:1, while the uncertainty
is determined from the standard errors of the ﬁtting parame-
ters. We applied the same ﬁtting procedure to DCPs obtained
for magnetic ﬁelds higher than 8 T, where the anisotropic
splitting is overcome by the Zeeman splitting; the ﬁtting
parameters and the standard errors are consistent for different
magnetic ﬁelds, as shown in Figs. 4(b)–4(d). The small ratio
of the recombination oscillator strength agrees with the pro-
posed model of long spin-ﬂip time for holes in ZnTe submo-
nolayer QDs, so that the large DCP is largely related to the
distribution of the electron spin states. We notice that the
ﬁtted electron g-factor monotonically decreases with increas-
ing magnetic ﬁeld. This is explained by the contribution to
FIG. 5. (a) Dependence of the calcu-
lated hole g-factor on QD thickness for
RQD = 25a. The range of possible
experimental values for the hole
g-factor is indicated by the gray region.
(b) The dependence of the exciton
energy on QD thickness. The red line
shows the experimental PL peak
energy.
FIG. 6. (a) Inﬂuence of size ﬂuctua-
tions on the calculated hole g-factor for
QDs with one or two Te layers. The
range of possible experimental values
for the hole g-factor is indicated by the
shaded region. (b) The dependence of
the exciton energy on QD size. The red
line shows the experimental PL energy.
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the PL from the anisotropic (nearly) dark states, with emis-
sion that is not circularly polarized.32
As deﬁned in Eq. (1), the g-factor of heavy holes in QDs
can be calculated as ghh ¼ gX þ ge ¼ 2:65+ 0:4. This value
is signiﬁcantly larger than the hole g-factor in bulk ZnTe
(ghh ¼ 6κ þ 272 q ¼ 0:85, using the formula in Ref. 26 and
the Luttinger parameters from Ref. 33). To better understand
the measured value of the hole g-factor, we performed atom-
istic, tight-binding calculations as described in Ref. 34. An
sp3s* model is used with strain included via the valence
force ﬁeld method. A constant, static magnetic ﬁeld is incor-
porated in the tight-binding approach via a Peierls transfor-
mation,35 with interaction with atomic orbital angular
momentum and spin included with an atomic Zeeman term.
For ZnTe and ZnSe, we used the tight-binding parameters
from Ref. 36, adjusted to account for spin-orbit coupling that
reproduces the splitting of the split off band.37 We performed
calculations for disk-like QDs with thickness and diameter
deﬁned in terms of the ZnTe lattice constant, a = 6.085.
The calculations were performed for strained QDs by setting
the ZnTe QD within a ZnSe matrix and relaxing the lattice of
the QD and ZnSe barrier matrix into the lowest energy con-
ﬁguration. Results for strained QDs with 1, 2, 3, 5, and 7
layers of Te in the QD (corresponding to thicknesses of a/2,
a, 3a/2, 5a/2, and 7a/2, respectively) at a ﬁxed radius of 25a
(the lateral size corresponds to that estimated in Ref. 25) are
shown in Fig. 5. The corresponding PL emission energies are
found by assuming the electron is at the ZnSe band edge in
this type II structure, without including the exciton binding
energy, which is small (on the order of 10s of meV) com-
pared to the emission energy because the electron and hole
are spatially separated in the type II structure. The calculated
PL energies are compared with the experiment in Fig. 5(b).
The energies for QDs with one Te layer are in good to excel-
lent agreement with those we observed experimentally. For
thick QDs, the predicted g-factor for the ground state (heavy)
holes falls well below the experimental value. However, as
the QD thickness is reduced, the predicted hole g-factor
increases and approaches the experimental value.
At this QD radius, the hole g-factor is still underesti-
mated, except for the thinnest QDs. However, for QDs as
thin as one or two layers of Te, ﬂuctuations in the thickness
of the QD should have a substantial effect. To test the effect
of these size ﬂuctuations, we have calculated the hole
g-factor for QDs with 1 or 2 layers of Te and different RQD.
As shown in Fig. 6, for RQD where the predicted exciton
energy matches the measured PL peak energy, the hole
g-factor is close to the experimental result.
The g-factor for the ground state (heavy) holes is a sensi-
tive function of both the QD thickness and radius, increasing
substantially for small thicknesses and radii. Accounting for
these small sizes in both radius and thickness is essential for
understanding the experimentally observed hole g-factor. The
contributions to the hole g-factor from other effects, such as
additional localization of the hole due to electron-hole
binding to form the exciton and different choices for materials
parameters, have little effect on the value of the hole g-factor.
To better understand why the g-factor for the ground
state (heavy) holes has this strong increase at small QD thick-
nesses and radii, we have calculated the contributions of hole
spin (through the atomic Zeeman splitting), atomic orbital
angular momentum and orbital motion in the QD to the hole
g-factor. The contribution from the hole spin and the atomic
orbital angular momentum changes very little with QD dot
size as shown in Fig. 7. The large change in the hole g-factor
comes from a quenching of the angular momentum from
orbital motion in small dots. The contribution to the g-factor
from orbital motion in the QD has the opposite sign, compet-
ing against the larger contribution from the spin. As a result,
quenching the contribution from orbital motion increases the
g-factor in small QDs.
In summary, by investigating circularly polarized
magneto-PL of type-II submonolayer ZnTe/ZnSe QDs, we
observed evidence for long spin-ﬂip time (more than 100 ns)
of holes in submonolayer QDs, which leads to a
non-Boltzmann distribution of exciton spin states. Through
quantitative analysis of the Zeeman energy splitting and tem-
perature dependence of the DCP, we obtained g-factors of
the type-II excitons, electrons, and heavy holes. The g-factor
of holes in QDs is signiﬁcantly enhanced due to the submo-
nolayer nature of QDs, and it is strongly dependent on the
thickness and radius of QDs, as conﬁrmed by atomistic tight-
binding calculations.
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