ABSTRACT Rate compatible modulation (RCM) has high spectrum efficiency and achieves seamless and blind rate adaptation in wide range of channel conditions. However, due to many convolution operations at symbol nodes, the belief propagation decoding algorithm of RCM has a high level of computational complexity. In this paper, we investigate the low complexity algorithms for fast decoding of RCM. Instead of computing the outgoing messages at symbol nodes via multi-level convolutions, we first design a novel two-level computing structure (2L-RCM) for symbol nodes in the probability-domain, each level is composed of one set of multiplications followed by one set of additions. Based on 2L-RCM, we derive Log-2L-RCM decoding algorithm in the log-domain, which converts the multiplications and additions of 2L-RCM into additions and Jacobian logarithms, respectively. Furthermore, we propose some approximate algorithms to reduce the complexity of Jacobian logarithms. In particular, the improved Max-Log-RCM (IMax-Log-RCM) algorithm obtains good performance-complexity trade-off. The simulation results and the numerical analyses show that IMax-Log-RCM achieves only 0.3-dB worse decoding performance than the original decoding algorithm with much fewer additions.
I. INTRODUCTION
Adaptive transmission techniques are effective approaches to improve the bandwidth utilization under time varying channel. Adaptive modulation and coding (AMC) [1] , [2] selects the best combination of channel coding and modulation under the estimated channel condition. Superposition coded modulation (SCM) provides a more flexible rate adaptive approach than AMC by adjusting the number of layers according to channel condition [3] . However, the high spectrum efficiency of AMC and SCM depends on the instant and accurate channel estimation, which cannot be obtained simultaneously. In addition, they only achieves stair-shaped rates due to the limited number of rate combinations or layers. Although smoother rate adjustment can be achieved through the combination of AMC (or SCM) and rateless codes (e.g Raptor codes [4] ), the joint control of the physical layer and link layer results in a huge cost to the sender and receiver. To tackle these two problems, some seamless and blind rate adaptation schemes, such as Strider [5] , Spinal [6] , analog fountain codes (AFC) [7] and rate compatible modulation (RCM) [8] , [9] , were proposed recently. In particular, RCM generates the symbols via a sparse mapping matrix and achieves rate adaptation by varying the number of transmitted symbols.
propagation (BP) algorithm provides a powerful tool for iterative decoding of RCM. Unfortunately, the standard RCM-BP decoding algorithm requires a large number of computations. This is because the outgoing messages of symbol nodes have to be calculated by many convolution operations. As a result, the number of multiplications and additions required by symbol nodes increases exponentially with the size of weight set of the mapping matrix. For example, in the original probability-domain BP decoding algorithm, a total of 2576 multiplications and 2464 additions are required by each symbol node per iteration when the weight set of mapping matrix is {±1, ±2, ±4, ±4} [12] . Although some decoding algorithms have been proposed to save the multiplications and additions, such as the ZigZag de-convolution [8] , the binary convolution structure [13] , the well-known forward-backward algorithm [15] , and the parallel belief propagation decoding algorithm (RCM-PBP) [16] , it is still a great challenge to implement a high throughput probability-domain decoder based on current hardware processing capabilities.
Just like the key ideas to solve the decoding complexity of Turbo codes and low-density parity-check (LDPC) codes, the messages exchanged between processing nodes can be expressed and calculated by log likelihood ratio (LLR) in RCM. The LLR-based decoding algorithm and its approximate form, called LT-Log-CS and Max-Log-CS respectively [17] , [18] , were proposed for RCM to convert most of the multiplications into additions and table lookup operations. However, due to the large number of lookup tables of LT-Log-CS and the significant performance degradation of Max-Log-CS, it is critical to develop the decoding algorithms for RCM to provide an efficient trade-off between performance and complexity.
In this paper, we investigate the low complexity decoding algorithms for RCM in the probability-domain and the logdomain, respectively. The main contributions of this paper are summarized as follows.
First, we propose a novel computing structure for symbol nodes in the probability-domain. Instead of the multi-level convolution (ML-RCM) structure in the original decoding algorithms, we calculate the outgoing messages of symbol nodes via two-level computation (2L-RCM) structure, each level of which is composed of one set of multiplications followed by one set of additions. Owing to this regular computing structure, 2L-RCM requires fewer multiplications than ML-RCM. More importantly, this structure is very suitable for deriving the log-domain decoding algorithm.
Second, we derive the LLR-based Log-2L-RCM decoding algorithm from 2L-RCM. Log-2L-RCM converts the multiplications and additions of 2L-RCM into additions and Jacobian logarithms, respectively. Compared with LT-Log-CS [18] , Log-2L-RCM has simpler form and saves lots of additions and table lookup operations.
Third, we propose some approximate algorithms to reduce the complexity of multi-variable Jacobian logarithms in Log-2L-RCM. Max-Log-RCM and Max2-Log-RCM take the maximum value and the two maximum values into the calculation, respectively. However, neither of these two algorithms balances the decoding performance and the complexity well. At the expense of a small number of additions over MaxLog-RCM, the improved Max-Log-RCM (IMax-Log-RCM) outperforms Max-Log-RCM about 1.7dB gain and achieves only 0.3dB away from the original decoding algorithm. As a result, IMax-Log-RCM provides an efficient method to obtain the compromise between performance and complexity.
The rest of this paper is organized as follows. Section II discusses the related decoding algorithms in the literatures. Section III briefly reviews RCM and its standard BP decoding algorithm in the probability-domain. Section IV presents 2L-RCM algorithm in the probability-domain. Based on 2L-RCM, the log-domain Log-2L-RCM algorithm is derived in Section V-A, and the IMax-Log-RCM algorithm is proposed in Section V-B. Section VI provides some simulation and numerical results to evaluate the decoding performance and computational complexity of these proposed algorithms. Finally, the conclusions are drawn in Section VII.
II. RELATED WORK A. DECODING ALGORITHMS OF RCM
In RCM, a block of information bits is mapped into a series of multi-level symbols by a low density matrix. As the bit-to-symbol mapping is in essence compressive sensing (CS) [19] , [20] , RCM demonstrates a promising application of the emerging CS theory in wireless communications.
Although the problem of CS decoding from noisy measurements has been heavily discussed [21] - [23] , CS-BP [24] provided a solution to decode noisy CS under certain restrictions. It considered a sparse mapping matrix whose nonzero entries were drawn from Rademacher distribution, and adopted BP algorithms for decoding. However, the outgoing messages of symbol nodes have to be calculated by convolving many probability distribution functions (PDFs). It greatly increases the decoding complexity compared with the message passing algorithms for binary channel codes, such as LDPC decoding. A standard solution will be to perform convolution processing in frequency-domain via fast Fourier transform (FFT) and inverse FFT (IFFT), in order to convert convolutions to multiplications and de-convolutions to divisions.
Cui et al. [8] , [9] proposed RCM that applied CS to practical wireless communications and designed a sparse integer from the channel capacity perspective. The decoding algorithm of RCM is a variation of CS-BP and therefore has similar complexity as CS-BP. The research works on reducing the decoding complexity of RCM can be divided into two categories. The first category is to design the appropriate weight set of mapping matrix to reduce decoding complexity while acquiring high spectrum efficiency. To achieve this goal, the extrinsic information transfer chart (EXIT) was adopted by [12] to analyze the decoding procedure and find good weight set in terms of high spectrum efficiency. RCM-VWS schemes employed different weight sets based on channel status to reduce the decoding complexity significantly while preserving the same achievable rate [13] , [14] . The second category is to design high efficiency computing structures for symbol nodes to reduce the required number of multiplications. Cui et al. [8] proposed to compute convolutions in the time-domain, which was more efficient than the computation in the frequency-domain used by CS-BP. In addition, Cui also devised the ZigZag de-convolution method to further reduce the requirements of multiplications. Rao et al. [13] adopted the binary tree convolution structure to reuse some intermediate partial convolutions and save zero multiplications. Although the forward-backward algorithm [15] has not been applied to the decoding of RCM by the existing literatures, its idea can indeed be used for RCM to reduce the computations of symbol nodes. However, these probability-domain methods still have very high complexity and make it difficult to implement an efficient decoder. For example, due to the large number of multiplications, the FPGA-based decoder adopting the probabilitydomain algorithm was forced to select the serial structure and only achieved 30Mbps decoding throughput [25] . Although the RCM-PBP algorithm proposed by [16] could reduce the decoding complexity significantly without decoding performance degradation, the number of multiplications is still too large to implement the partial parallel decoder.
B. LOG-LIKELIHOOD RATIO DECODING
The better solution to the complexity problem of decoding RCM would be to convert the computations of the probability-domain into the log-domain. Using LLR offers implementation advantages over using probabilities, because multiplications are replaced by additions and the normalization step is eliminated. This method is widely applied to the fast decoding algorithms for channel codes, such as Turbo codes and LDPC codes.
The optimal decoding algorithm for Turbo codes is maximum a posteriori (MAP) estimation. In order to reduce decoding complexity, the well known Log-MAP algorithm [13] converts the multiplications of probabilities to the additions of their log values. The complexity of the multi-variable Jacobian logarithm in Log-MAP algorithm is of the key importance to the decoder design. In the case of two variables, the Jacobian logarithm is equivalent to the larger variable plus a correction term. Max-Log-MAP algorithm only keeps the larger variable and sets the correction term to zero, thus it is suboptimal and has performance degradation of about 0.4dB in low SNR regions. Subsequently, there are many sub-optimal variants, such as the table-lookup Log-MAP, constant Log-MAP [27] , linear Log-MAP [29] , and dividing Log-MAP [28] , etc., are usually used in practice to implement high-throughput decoders while maintaining desired decoding performance. Log-MAP algorithm is also applied to the decoding of binary LDPC codes [30] and nonbinary LDPC codes [31] . Some different approximate methods, including min-sum algorithm [32] , [33] and its variants, are employed by Log-MAP algorithms for LDPC codes to reduce the complexity.
Nevertheless, the main difficulty in applying LLR to RCM is that symbol nodes require multi-level convolutions instead of multiplications. Directly using LLR as messages cannot bring any benefit to the decoding of RCM. The log-domain LT-Log-CS algorithm [17] , [18] converts the convolutions of probabilities into the polynomials of some exponential terms. After this conversion, the LLR form messages exchanged between processing nodes can be calculated by additions and table lookup operations. Analyses show that these proposed LLR decoding algorithms can reduce multiplications by about 90%. Whereas, to obtain the performance close to the original decoding algorithm, LT-Log-CS will consume a large number of storage resources to realize the lookup tables. Moreover, LT-Log-CS does not obtain the simplest expression and requires some extra computations. As a result, a partial parallel decoder adopting LT-Log-CS achieves only 60Mbps decoding throughput when the clock frequency is 300MHz [18] . In order to reduce the complexity of LT-Log-CS, the approximate algorithm Max-Log-CS eliminates the table lookup operations by taking into account only the maximum exponent in the calculation. However, it incurs a significant performance loss, especially at high SNRs.
III. A REVIEW OF RCM AND BP DECODING ALGORITHM
Let X = {x 1 , x 2 , · · · , x N } ∈ {0, 1} N be the bit-vector. In RCM, a multi-level symbol-vector S = {s 1 , s 2 , · · · , s M } is generated by weighted sum operations
where is an M × N low-density random mapping matrix, each row of which has only n, (n N ) entries that are nonzero and take values from a weight set W = {w 1 , w 2 , · · · , w n }. Fig. 1 provides a bipartite graph representation of RCM encoding, one set of nodes represents binary variable nodes and the other set represents symbol nodes, each connecting edge between one variable node and one symbol node corresponds to a nonzero entry of . The noisy version symbol-vectorS = (s 1 ,s 2 , · · · ,s M ) obtained from the wireless channel isS
where e is the vector of channel noise.
FIGURE 1.
Bipartite graph of RCM encoding.
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Let us take a connecting pair of variable node x i and symbol node s j as an example to present the BP decoding algorithm, the weight on the connecting edge between them is w ij . Denote N j as the set of neighboring variable nodes of s j and N j \ i as the set N j excluding x i . Denote M i as the set of neighboring symbol nodes of x i and M i \ j as the set M i excluding s j . Then, s j = i ∈N j w i j x i . Let U ij represents the message from x i to s j and V ji represents the message from s j to x i . In order to simplify the derivation of the equations, we omit the iteration indices to describe the BP decoding algorithm, as follows.
1) Initialization:
Initial the message sent from x i to s j with the a-priori probability of x i = 0.
2) Processing at Symbol Node:
w i j x i , its PDF P j\i is calculated by convolution
where ( * ) is the convolution of PDFs. The distribution of the weighted variables should be P(
. Then, V ji is computed based on P j\i , the received symbols j and the noise PDF P e as
3) Processing at Variable Node: For variable node x i , compute p i\j (0) and p i\j (1) via multiplication by
Then, for neighboring symbol node s j , compute U ij via division and normalization (1) . (7) 4) Decision and Output:
Step 2) and step 3) are repeated until the maximum iteration times is reached. For variable node x i , a hard decision is made by:
where
. The complexity of RCM decoding algorithm mainly comes from the processing at symbol nodes, where the outgoing messages are calculated by convolving the PDFs of their neighboring variable nodes. In the following of this paper, we will focus on the complexity of symbol nodes.
In most of the research works, the computation of PDF P j\i is realized by the multi-level convolution structure [8] , [13] , as depicted by (4), we name the decoding algorithms adopting this structure as ML-RCMs. However, the complexity of the original ML-RCM is very high, one symbol node requires a total of 2(nK − K + 1)(n − 1) multiplications and 2(K − 1)(n − 1) 2 additions in each iteration, where K = n n =1 |w n | + 1, w n ∈ W is the size of RCM coded symbol alphabet [12] . Although the methods proposed by [8] , [13] and [15] can be applied to ML-RCM to reduce the computations of (4), the complexity of ML-RCMs still prohibits the implementation of efficient RCM decoders. What's more, it is difficult to convert the computing structure of ML-RCM into the calculation of LLR in the log-domain for the potential of faster decoding.
IV. LOW COMPLEXITY DECODING ALGORITHM IN THE PROBABILITY-DOMAIN
In this section, we present 2L-RCM decoding algorithm in the probability-domain. Instead of computing the messages of symbol nodes via multi-level convolutions in ML-RCMs, 2L-RCM adopts the two-level computing structure, each level of which is composed of one set of multiplications followed by one set of additions. The first level of multiplicationsadditions provides a new structure for (4) , and the second level of multiplications-additions performs the calculation of (5). Owing to the regular structure, 2L-RCM has lower complexity than ML-RCMs. More importantly, this structure is also the preparation for the derivation of Log-2L-RCM decoding algorithm in the log-domain, which will be presented in next section.
A. 2L-RCM Decoding Algorithm
The proposed 2L-RCM decoding algorithm mainly focuses on the first level calculation for P j\i . The basic idea is to represent the multi-level convolutions by the binary vector sets. With these sets, the multi-level convolutions are able to rewritten as the sum of the probabilities of some binary vectors.
Symbol node s j has n neighboring variable nodes included in N j , with their values, we build the following binary vector set X that contains all the 2 n possible binary vectors:
For one vector x ∈ X, the variable nodes whose values are equal to 0 are included in the subset N j ( x 0 ) ⊆ N j , and the variable nodes whose values are equal to 1 are included in the subset
Then, the probability of x can be calculated based on the messages U ij (0) or U ij (1) sent from all the neighboring variable nodes of s j by
FIGURE 2. The symbol node structure of 2L-RCM decoding algorithm.
From the principle of BP decoding algorithm, we know that the decoding results will not be affected if U ij (0) and U ij (1) are calculated by (10) instead of the normalization operation of (7).
Then, p( x) is simplified to
Comparing (9) and (11), it can be found that the multiplication operations of U ij (1) from the neighboring variable nodes in N j ( x 1 ) are all saved and p( x) is just the product of U ij (0) from the neighboring variable nodes in N j ( x 0 ).
Next, we consider s j\i and calculate the PDF P j\i . We define X k i the subset of X contains all the binary vectors whose x i = 0 and the weighted sums are equal to k, where k is one value in the RCM coded symbol alphabet.
, the sum of probabilities of the binary vectors included in X k i is calculated by
P j\i is the PDF of s j\i and P j\i (k) is one element in P j\i representing the probability of s j\i = k. P j\i (k) is calculated based on the messages from the neighboring variable nodes
which means that the weighted sum of the neighboring variable nodes except x i is k. Thus, P j\i (k) can be calculated by
It can be observed from (12) and (13) that we can obtain P j\i (k) via dividing P j (X k i ) by the common factor U ij (0).
Similar to the scaling operation in (10), P j\i (k) can be scaled up by U ij (0) without affecting the decoding results. As a result, the computation for P j\i (k) can be replaced by the computation (12) for P j (X k i ), which is the first level of multiplications-additions. P j (X k i ) will be substituted into (5) for the computation of V ji , which is the second level of multiplications-additions.
On the contrary, if we denote X k i as the vector subset contains all the binary vectors whose x i = 1 and weighted sums are equal to k. Then (12) and (14) will be changed to
and
Regardless of which part of vectors X k i contains, the decoding results are the same. In next section, we will take the vector subset with x i = 0 as X k i to describe the log-domain decoding algorithm.
In 2L-RCM, the symbol node has a computing structure of two-level multiplications-additions, which consists 4 steps of computations, as shown in Fig. 2 . The first level of computation is on the left side of the dash line and is composed VOLUME 6, 2018 of Lv1-1 and Lv1-2, where Lv1-1 calculates 2 n p( x) by multiplications, and Lv1-2 picks p( x) whose x ∈ X k i and calculates P j (X k i ) for every neighboring variable node by additions. The second level of computation is composed of Lv2-1 and Lv2-2, which are on the right side of the dash line in Fig. 2 and perform the multiplications and additions in (5), respectively.
B. ANALYSIS OF COMPUTATIONAL COMPLEXITY
The computational complexity of the probability-domain decoding algorithm is measured in terms of the required number of multiplications and additions in each iteration to decode a received symbol. The complexity of the symbol node is analyzed according to the 4 steps of computations in Fig. 2 as follows.
1) Lv1-1 Computes p( x) From (11):
There are 2 n binary vectors in X, their probabilities p( x) are calculated by multiplications. Denote p n ( x), (0 ≤ n ≤ n) as the probability of one binary vector with n elements equal to 0. Obviously, p 0 ( x) = 1, and p 1 ( x) is equal to one of the messages U ij (0) sent from the neighboring variable nodes of s j . Thus, n + 1 binary vectors do not require any multiplication to compute their probabilities. For the other 2 n − n − 1 binary vectors with more than one elements equal to 0, each of them requires one multiplication for calculation. For example, p 2 ( x) is the product of two p 1 ( x), p 3 ( x) is the product of one p 1 ( x) and one p 2 ( x), and so on. Therefore, through the step by step operation, 2 n − n − 1 multiplications are required to calculate p( x) for all the 2 n possible binary vectors contained in X.
2) Lv1-2 Computes P j (X k i ) From (12): This step calculates P j (X k i ) for all n neighboring variable nodes of s j by additions. Assume there are η k possible binary vectors in 
As can be observed from the above analysis, the complexity of ML-RCM is O(n 3 ) and the complexity of 2L-RCM is O(2 n ) in terms of the number of multiplications. The ratio of the number of multiplications of 2L-RCM to those of ML-RCM is depicted in Fig. 3 , where K is set to n + 1. As can be observed from this figure, 2L-RCM has lower complexity than ML-RCM when n < 12, however, 2L-RCM requires more multiplications when n ≥ 12. Fortunately, it was pointed out by [12] that RCM could achieve a high spectrum efficiency when the weight set has a moderate size, i.e., n = 8 or n = 10. Therefore, 2L-RCM has lower complexity than ML-RCM when adopting the appropriate weight set for high spectrum efficiency. More importantly, the computation of 2L-RCM has a regular computing structure composed of 4 steps of operations. Based on this structure, the log-domain decoding algorithm can be easily derived.
V. DECODING ALGORITHMS IN THE LOG-DOMAIN
For the probability message U ij calculated by (6) and (7), its LLR form can be written as
where LU (0) ij and LV ji are the LLR form initial message and the message sent from s j to x i , respectively. The advantage of using LLR in variable nodes is obvious because multiplications in (6) are replaced by additions in (17) and the normalization operation of (7) is eliminated. For a variable node with m neighboring symbol nodes, 2m − 1 additions are required to calculate all the m outgoing messages in each iteration. After T iterations, a hard decision is made by
For the message V ij sent from symbol node s j to variable node x i , its LLR form message is written as
However, because of the multi-level convolutions of V ji in ML-RCMs, it is difficult to directly get any benefit by using LLR. In the following of this section, we derive the LLR expression of LV ji based on 2L-RCM, that is Log-2L-RCM.
A. LOG-2L-RCM DECODING ALGORITHM
Since LU ij = ln(U ij (0)/U ij (1)), we have exp(LU ij ) = U ij (0)/U ij (1) . Then, p( x) in (9) can be expressed as the function of LU ij .
Next, we considering variable node x i and derive the detail LLR expression of (19) . The derivation process is similar to (12), (13) and (14) in 2L-RCM.
First, P j\i (k) is derived as the function of LU ij as follows.
Since
we have
Next, define e(k) as the noise level ins j when s j\i = k, it is expressed by
If we model the channel noise as additive white Gaussian noise (AWGN) with N (0, σ 2 ), the computation in (19) can be written as
As can be observed from (23) and (27) , the LLR expressions of messages in symbol nodes are essentially multivariable Jacobian logarithm functions.
By comparing the derivation of 2L-RCM and Log-2L-RCM, we learn some of the following relations between the computations of them: 1) The multiplications in 2L-RCM are converted into the additions in Log-2L-RCM;
2) The multi-variable additions in 2L-RCM are converted into the multi-variable Jacobian logarithm operations in Log-2L-RCM. Thus, corresponding to the two-level multiplication-addition computing structure of 2L-RCM, Log-2L-RCM has a regular computing structure of twolevel additions and Jacobian logarithms, and is composed of 5 steps of computations, as shown in Fig. 4 . Lv1-1 and Lv2-1 just require additions, which are converted from the multiplications of Lv1-1 and Lv2-1 in 2L-RCM; Lv1-2 and Lv2-2 only perform Jocabian logarithms, which are converted from the additions of Lv1-2 and Lv2-2 in 2L-RCM; Lv2-3 performs the subtraction in (27) , which is equivalent to one addition.
The main difference between Log-2L-RCM and LT-Log-CS proposed by [18] lies in the way of calculating β( x). In LT-Log-CS, β( x) is calculated for each neighboring variable node individually. In particular, β( x) for variable node x i is the sum of all the LLR messages sent from the neighboring variable nodes in N j \ i. Besides, the computation of β( x) has to plus n − 1 extra terms of ln(1 + e λ ). On the contrary, Log-2L-RCM calculates all the 2 n β( x) which are VOLUME 6, 2018 shared by all the neighboring variable nodes, and only partial β( x) whose x ∈ X k i are picked out for computing α(X k i ) of x i . Moreover, owing to the operation in (20) , β( x) is just the sum of the LLR messages sent from the variable nodes in N j ( x 0 ), and is independent of the messages sent from the variable nodes in N j ( x 1 ), meanwhile, the extra terms in LT-Log-CS are removed. As a result, Log-2L-RCM saves great number of additions for the calculation of β( x) compared with LT-Log-CS.
B. IMAX-LOG-RCM DECODING ALGORITHM
The realization of Jacobian logarithm has a crucial influence on the decoding performance and complexity. In the case of two variables, the Jacobian logarithm is
That is, the MAX * (λ 1 , λ 2 ) operation is equivalent to finding the maximum of the two inputs and then adding a correction term f c (λ) = ln(1 + e −λ ), λ > 0. The multivariable Jacobian logarithm can be decomposed into the parallel recursive or sequential recursive form of two-variable Jacobian logarithm, where the parallel recursive form is depicted in (29) and Fig. 5(a) for 4 variables as an example.
Thus, the complexity of η-variable Jacobian logarithm is equivalent to η − 1 two-variable Jacobian logarithms.
Due to the high complexity of the correction term f c (λ), it is demanded to find a good implementation for f c (λ) that should be simple and accurate enough. Some methods can be applied to f c (λ) to obtain some approximate forms of Log-2L-RCM algorithm, such as table-lookup Log-2L-RCM, constant Log-2L-RCM [27] , and linear Log-2L-RCM [29] , etc. These approximate methods can achieve the performance very close to Log-2L-RCM, meanwhile, they reduce the complexity by converting MAX * (λ 1 , λ 2 ) operation into several comparisons, additions and table lookup operations. Another type of methods is to reduce the number of variables for the Jacobian logarithm. Denote λ max _1 and λ max _2 as the maximum value and the second maximum value of all variables, respectively. Max-Log-RCM sets the correction term to zero and approximates MAX * (λ 1 , λ 2 , λ 3 , λ 4 ) as λ max _1 . Max2-Log-RCM approximates MAX * (λ 1 , λ 2 , λ 3 , λ 4 ) as MAX * (λ max _1 , λ max _2 ). Max-Log-RCM obtains the extremely simple implementation at the expense of a significant degradation of decoding performance, especially in high SNR regions. Since one more variable is reserved, Max2-Log-RCM could obtain better performance than Max-Log-RCM, but its complexity is almost twice as much as that of Max-Log-RCM. The complexity of these approximate methods are listed in Table 1 , in which the linear method is adopted for the calculation MAX * (λ max _1 , λ max _2 ) of Max2-Log-RCM. As can be observed from this table, the other methods have much higher complexity than Max-Log-RCM methods. Because there are so many Jacobian logarithms in Log-2L-RCM, the approximate method should be investigated for Jacobian logarithm to further reduce its computational complexity while maintaining the decoding performance. To achieve this goal, we propose IMax-Log-RCM.
IMax-Log-RCM adopts an improved parallel recursive structure for multi-variable Jacobian logarithm as shown in Fig. 5(b) for 4 variables as an example, where all MAX * (λ 1 , λ 2 ) are reduced to max(λ 1 , λ 2 ) operation except the last one is implemented with more accurate correction term. Thus, the η-variable Jacobian logarithm is decomposed into η − 2 max(λ 1 , λ 2 ) operations and one MAX * (λ 1 , λ 2 ) operation. One input of the MAX * (λ 1 , λ 2 ) is the maximum value λ max _1 , and the other input is the r-th maximum value λ max _r , r is randomly chosen from [2, η/2 + 1], where η/2 is the smallest integer that is larger or equal to η/2. Then, η-variable Jacobian logarithm is approximated as
If the linear method is applied to f c (λ max _1 − λ max _r ) to correct the error induced by the max operation, η-variable Jacobian logarithm can be approximately calculated by η − 1 comparisons and 2 additions when η > 1. Since a comparison operation has the same complexity as an addition, it is regarded as an addition-equivalent operation. Therefore, the complexity of η-variable Jacobian logarithm (η > 1) in IMax-Log-RCM is equal to η + 1 additions. As a result, η-variable Jacobian logarithm in IMax-Log-RCM requires only 2 more additions than Max-Log-RCM, and requires much fewer additions than the linear Log-2L-RCM and Max2-Log-RCM, especially when η is large.
It can be observed from (30) that IMax-Log-RCM is very similar to Max2-Log-RCM except that the second input is λ max _r instead of λ max _2 . However, λ max _r is equal to λ max _2 with very high probability. According to the tree-structure shown in Fig. 5(b) , we derive the functions for calculating the probabilities of λ max _r being one of λ max _2 to λ max _5 , as given in Table 2 . For any η, λ max _r is equal to λ max _2 with a probability of greater than 50%. For the weight set TABLE 2. Probability distribution of λ max _r , let µ = η/2 . W = {±1, ±2, ±4, ±4}, the upper part of Table 3 lists the number and percentage of different η-variable Jacobian logarithms in one symbol node, the lower part of this table lists the total probabilities of λ max _r , which are calculated based on the functions given in Table 2 . For all the Jacobian logarithms in one symbol node, the probabilities of λ max _r = λ max _2 and λ max _r = λ max _3 are about 72.7% and 25.0%, respectively. The probability of λ max _r ≤ λ max _4 is less than 2.3%. Due to the very high probability of λ max _r ≥ λ max _3 , IMax-Log-RCM could achieve near Max2-Log-RCM performance with lower complexity.
C. ANALYSIS OF COMPUTATIONAL COMPLEXITY
In this subsection, we analyze the complexity of Log-2L-RCM and IMax-Log-RCM. As the presentation in Section V-B, all the computations of the log-domain decoding algorithm are converted into additions by the approximate methods. In the case of the linear approximation, η-variable Jacobian logarithm is equivalent to 3(η − 1) additions in Log-2L-RCM and η + 1 additions in IMax-Log-RCM. Thus, the complexity of Log-2L-RCM and IMax-Log-RCM can be measured in terms of the number of additions required by each symbol node per iteration.
Referring to the complexity analysis of 2L-RCM in Section IV-B and the transformation relations between 2L-RCM and Log-2L-RCM, the complexities of Log-2L-RCM and IMax-Log-RCM are analyzed as follows.
1) Lv1-1 Computes β( x) From (21):
This step requires 2 n − n − 1 additions for all the 2 n possible binary variable vectors.
2) Lv1-2 Computes α(X k i ) From (23) : For Log-2L-RCM, the required additions are 3n
Next, we analyze the required additions by IMax-Log-RCM. There are η k possible values in X k i , k η k = 2 n−1 , where k has K − |w ij | possible values. There is only one possible binary vector whose weighted sum is equal to the minimum value of k and one vector for the maximum value of k, thus these two values of k do not require any operation. For α(X k i ) with η k ≥ 2, η k + 1 additions are required to calculate. Hence, to obtain α(
+ K − |w ij | − 4 additions are required. For all n variable nodes, the total required additions are n × 2 n−1 (27) : This step requires 2K (n − 1) + 2 additions. (27) : For x i , each term in (27) is one Jacobian logarithm for K −|w ij | variable. Thus, Log-2L-RCM requires 3 × (K − |w ij | − 1) additions and IMax-Log-RCM requires K − |w ij | + 1 additions. For all the n neighboring variable nodes, Log-2L-RCM requires 6(K − 1)(n − 1) additions and IMax-Log-RCM requires 2(K + 1)(n − 1) + 4 additions. (27) : This step subtracts the second term from the first term and requires n subtractions, which are equivalent to n additions.
4) Lv2-2 Computes the Two Terms of ln
k exp(·) in
5) Lv2-3 Computes the Subtraction in
Summarizing the above results, the number of additions required by Log-2L-RCM is a,Log = (3n + 2)2 n−1
and the number of additions required by IMax-Log-RCM is a,IMax−Log = (n + 2)2 n−1
The number of additions required by Max-Log-RCM is the sum of the number of additions and multiplications of 2L-RCM plus n additions in step 5), which can be calculated by a,Max−Log = (n + 2)2 n−1
It is worth noting that Log-2L-RCM requires 2K multiplications to calculate the PDF of channel noise for each symbol node before starting the iterative decoding. These multiplications are not included in the complexity analysis.
VI. ALGORITHMS COMPARISON
In this section, the simulation and numerical results are provided to evaluate the performance and computational complexity of decoding algorithms.
A. DECODING PERFORMANCE
The primary evaluation metric of decoding performance for RCM is throughput (in bits/s/Hz). In RCM, every two consecutive coded symbols are transmitted as the I and Q component of a constellation symbol. For each block of information bits, the sender may keep generating and transmitting the symbols with a given step size until an acknowledgment is received from receiver or the maximum number of transmission is reached. At the receiver, the RCM symbols are accumulated for decoding. If the decoded bits pass the CRC check, an acknowledgment will be delivered to the sender, otherwise, increment symbols are needed to perform next round of decoding. Therefore, the average throughput of RCM is defined as the ratio of the number of correctly received source bits to the number of transmitted constellation symbols.
Simulations are carried out under complex AWGN channels at integer channel SNRs from 5dB to 25dB. The parameters of simulations in this paper are set as follows. The length of information block is set to be N = 480, the maximum number of symbols for transmission is set to M max = 1920 and the progressive transmission step is set to be M = 15. The weight set W = {±1, ±2, ±4, ±4} is considered for the evaluation because it could achieve an overall high throughput for SNR range from 5dB to 25dB [8] . The preset number of iterations is T = 10.
In Log-2L-RCM and IMax-Log-RCM, the linear approximation for the correction term is [29] f c (λ) = max(ln 2 − |λ|/4, 0). Fig. 6 shows the throughput of different decoding algorithms, including ML-RCM/2L-RCM, linear Log-2L-RCM, Max-Log-RCM, IMax-Log-RCM and LT-Log-CS [18] .
As can be seen from Fig. 6 , although all of the decoding algorithms have almost the same throughput when SNR ≤ 10dB, their throughputs are significantly different when SNR > 10dB. Linear Log-2L-RCM and LT-Log-CS still maintain close performance to ML-RCM, however, MaxLog-RCM performs about 2dB worse than ML-RCM at the throughput is 5bits/s/Hz due to its low approximate accuracy. In contrast, IMax-Log-RCM shows very good performance close to Max2-Log-RCM, it outperforms Max-Log-RCM by a factor of about 1.7dB gain and only 0.3dB away from ML-RCM when the throughput is 5 bits/s/Hz. From the perspective of throughput at SNR=25dB, Max-Log-RCM will bring a capacity loss as much as 8.3%, while the capacity loss of IMax-Log-RCM is about 2.1%.
We also simulate the performance of Log-2L-RCM and IMax-Log-RCM adopting table-lookup and constant approximate methods, which are not given in Fig. 6 . The results show that table approximation using lookup-tables of eight values has almost the same performance as linear approximation, and both of them perform 0.2dB coding gain compared with the constant approximation.
It is worth noting that the effects of approximation error on RCM and Turbo are not the same. Max-Log-MAP of turbo decoding causes performance degradation about 0.4dB in low SNR regions, on the contrary, Max-Log-RCM of RCM decoding causes non negligible performance loss in high SNR regions (SNR > 10dB). The reasons should be further studied.
B. NUMERICAL RESULTS OF COMPLEXITY
The computations of different decoding algorithms at symbol nodes are listed in Table 4 . For the probability-domain decoding algorithms, the ML-RCM proposed by [8] adopts binary tree convolution structure, the ML-RCM proposed by [13] uses Zigzag decovolution method, and ML-RCM-FB is the ML-RCM adopting forward-backward algorithm. As can be observed from this table, 2L-RCM has the lowest complexity among all the probability-domain decoding algorithms, and it requires only 25% multiplications and 54% additions of the original ML-RCM [12] .
For the log-domain decoding algorithms, our proposed Log-2L-RCM and Max-Log-RCM have much lower complexity than LT-Log-CS and Max-Log-CS proposed by [18] , respectively. In particular, Log-2L-RCM requires only 4089 additions, however, LT-Log-CS requires 11058 additions and 1178 table lookup operations. It is rather remarkable that each lookup table in LT-Log-CS is implemented by a RAM with 164 entries to guarantee high approximation accuracy [18] , which will consume a large number of storage resources when implemented by hardware. On the other hand, Max-Log-RCM requires 1749 additions, which is just 21% of 8726 additions required by Max-Log-CS. Furthermore, IMax-Log-RCM achieves closer performance to ML-RCM than Max-Log-RCM at the expense of 324 additions, which are only 18% of those 1749 additions required by Max-Log-RCM.
VII. CONCLUSION
In this paper, we investigate the low complexity algorithms for fast decoding of RCM in the probability-domain and log-domain to achieve efficient decoders. Both of our proposed decoding algorithms, 2L-RCM and Log-2L-RCM, have regular computing structure and relatively lower computational complexity than those proposed by the existing literatures. Furthermore, the proposed IMax-Log-RCM algorithm transforms all computations in symbol nodes into additions by approximation and obtains good compromise between performance and complexity. In particular, for the considered weight set W = {±1, ±2, ±4, ±4} of mapping matrix, IMax-Log-RCM outperforms Max-Log-RCM 1.7dB gain and achieves only 0.3dB away from original decoding algorithm when the throughput is 5bits/s/Hz at the cost of only 324 more additions than Max-Log-RCM. Based on these results, we conclude that IMax-Log-RCM decoding algorithm provides an attractive solution to implement iterative decoding of RCM. Moreover, the lower complexity decoding algorithms could be obtained by combining the algorithms presented in this paper with RCM-PBP [16] .
The BP decoding algorithm employed by RCM was originally proposed in [24] for sparse signal recovery in compressive sensing setting. Both RCM and AFC modify this algorithm for the case of the input signal is binary in the seamless rate adaptation. That is, CS-BP, AFC and RCM have similar decoding algorithms. Therefore, the algorithms proposed by this paper can also be extended to decoding AFC and CS-BP. 
