Initial-boundary value problems for the linear 2D Zakharov-Kuznetsov equation posed on bounded rectangles and on a channel-like strip are considered. We suggest a condition on a part of the boundary such that the evolution problem posed on a bounded rectangle has no critical restrictions on its size. The similar results are obtained both for a 2D strip and a 3D groove with no limitations on their width and gauge. Exponential decay rates of solutions for the original problems are established.
Introduction
We are concerned with initial-boundary value problems (IBVPs) posed on bounded rectangles, on a strip or on a groove for the equation
where Δ denotes the Laplace operator in either two-dimensional or three-dimensional case. Eq. (1.1) is a linearization of the Zakharov-Kuznetsov (ZK) equation
around its steady-state solution u ≡ 0. Eq. (1.2) itself is a multi-dimensional analog of the well-known Korteweg-de Vries (KdV) equation
with plasma physics applications [33] . The linearization of (1.3), i.e., Indeed, if x ∈ R, t > 0, the linear traveling term u x in (1.4) can be easily scaled out by a simple change of variables; whereas u x cannot be safely ignored for problems posed on finite and semi-infinite intervals without changes in the original domain. Once stability issues for bounded spatial regions are considered, a size of domains appears to be restricted by certain critical conditions. An important result regarding these conditions is the explicit description of a spectrum-related countable critical set [27] 5) while studying the controllability and stabilization of solutions for (1.4) . The set N provides qualitative difficulties when the length of a spatial interval coincides with some of its elements [27] . More results on control and stabilizability for the KdV equation can be found in [28, 29] . Quite recently, the interest on dispersive equations became to be extended to multi-dimensional models such as the Kadomtsev-Petviashvili (KP) and ZK equations. As far as the ZK equation is concerned, the results on IVP and IBVP can be found in [8, 9, 11, 21, 23, 15, 18, 26, 22, 31, 32] . Our work has been inspired by [30] where (1.2) posed on a strip bounded in x variable was concerned with. Studying this paper, we have found that the term u xyy in (1.2) delivers additional dissipation which may ensure decay of solutions. For example, the term u xyy provides the exponential decay of small solutions in a channel-type domain; namely, in a half-strip unbounded in x direction [19] . However, there are restrictions on a width of a channel when the Dirichlet boundary conditions on its walls are imposed. On the other hand, there are no restrictions on the width of a strip for regular and weak solutions to the corresponding IBVP for the 2D ZK-Burgers equation [16] 
It has been showed in [7] that the above restrictions are stipulated by the spectral properties of the corresponding stationary operator. More precisely, considering (1.1) posed on a rectangle
with the simplest Dirichlet-type boundary data, one can see that stabilizability of its solutions fails if L > 0 and B > 0 solve 2π 6) i.e., if a rectangle D is of a critical size which is similar to the situation for the KdV equation posed on an interval. In other words, (1.6) is a 2D generalization of (1.5).
The following question arises naturally:
• How one can avoid the critical restrictions for the ZK equation?
Our idea is to show that there are specific boundary conditions, namely u = u xy , such that corresponding IBVPs both for bounded and unbounded domains possess solutions that decay exponentially without size restrictions, at least in a linear framework. A similar boundary condition has been used in [20] . From the physical point of view, such type of conditions describes flows along a porous surface which permits a liquid to penetrate the channel walls. Moreover, it can be interpreted as a modification of the Robin boundary condition.
The main results of our paper are the existence and uniqueness of global-in-time regular solutions for (1.1) posed on bounded rectangles, on a strip and on a groove with the second-order boundary condition on a part of a spatial domain, and the exponential decay rate of these solutions independent of critical size limitations.
The paper has the following structure. Section 1 is the Introduction. Section 2 contains formulation of the problem on rectangles and an auxiliary lemma. In Section 3 we prove the existence and uniqueness theorems. Section 4 is devoted to the problem posed on a strip. In Sections 5, 6 we provide necessary a priori estimates for principal stabilization results. Finally, Section 7 is devoted to 3D generalizations of the model.
Problem on a rectangle
Let L, B, T be finite positive numbers. Define
We consider in D T the following IBVP: 
Then u ≡ 0.
Proof. Let u = 0. Multiplying (2.5) by ū and integrating over D, one has
Due to (2.6) and (2.7), the left-hand side of this identity is equal to zero. If λ = 0, then u = 0 and assertion is proved. If λ = 0, then we set v = u x and (2.5)-(2.7) becomes 
Existence and uniqueness
In this section we state the existence result for problem in
and for all t ∈ (0, T )
Proof. To prove this theorem we use the semigroup approach and appropriate a priori estimates. First we write (2.1)-(2.4) as an abstract evolution equation
subject to the initial condition
with the domain
3.1.
Our aim is to apply the Lumer-Phillips theorem [24] .
We prove this lemma by the Galerkin method: let {w i (y)} i∈N with w i (0) = 0 be a basis in
where h i (x), i = 1, . . . , N , solve the system
Solvability of (3.9), (3.10) can be proved similarly to [18, 30, 31] . Thus, to pass to the limit as N → ∞, one should obtain necessary a priori estimates. Multiplying (3.9) by h j , summing up and integrating over D, we get
Therefore, A is a dissipative operator. Hence, for N sufficiently large this becomes
Making the similar steps with the weight 1 + x, we get
N which jointly with (3.11) implies
Multiply (3.9) by −xh j x to obtain
Therefore,
Taking into account (3.12), this reads
To obtain the last estimate, we multiply (3.9) by x 3 h j and integrate in x ∈ (0, L) to get
Notice that
Taking in mind (3.13), we conclude that
Estimates (3.11)-(3.14) imply (3.8) with v N in place of v. Taking the limit as N → ∞, we get a solution v
we fix x > 0 and, for some constant C ∈ R, consider the following boundary value problem for z = v x :
Its solution is given as
sense, and v ∈ D(A). Lemma 3.1 is thereby proved.
3.2.
By the semigroup theory, see [24] , the dissipative operator A generates a strongly continuous semigroup of contractions
To see that u(x, y, t) satisfies (3.4) we provide the following estimates.
Multiply (2.1) by u and integrate over
Integrating in t ∈ (0, T ) gives
Integrating in t ∈ (0, T ), (3.20) becomes
which yields (3.4). The proof of Theorem 3.1 is completed. 2
Problem on a strip
, [12] . We study the following IBVP:
To handle the problem posed on a strip S, we act as follows. First, performing
For some b > 0 and k = 0, 1, 2 define
The following result holds. 
Then for all finite positive numbers L, T there exists a unique solution to (4.4)-(4.6) such that
Proof. We exploit the Faedo-Galerkin method. Define the approximate solutions of (4.4)-(4.6) in the form
where {w j (y)} is an orthonormal with respect to L 2 (0, B) basis in H 2 (0, B); w j (0) = 0, j = 1, . . . , N . Taking into account (4.5), functions g j (x, t) solve the following KdV-type system: 
for some b > 0 and N ∈ N (see, for instance, [12] ). Multiply (4.7) by g j (x, t) and sum up from j = 1 till j = N . Integrating the result over R, we get
This implies 
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Taking k derivatives with respect to x in (4.7), we get
Thus, for k = 0, 1, 2, 3, (4.10) and (4.11) become
In turn, differentiating (4.7) with respect to t, we compute
Due to (4.13), (4.14), we get 
then by (4.12) and (4.15) one has u N xx
Similarly, the equality 
Regularity of u 0 (x, y) assures the desired regularity of solutions. Uniqueness can be showed by the usual way. Theorem 4.1 is thereby proved. 2 
r, T ). (4.20)
We shall need this to establish the exponential decay of solutions in S.
Exponential decay for rectangles
To prove the exponential decay of the L 2 norm of solutions to problem (2.1)-(2.4), we need some observability inequalities.
We multiply (2.1) by (T − t)u and integrate over
Hence,
with Φ(T, L, B) defined by (3.19).
5.2.
In conditions of Theorem 3.1, it holds
Indeed, if (5.2) is false, then there exists a sequence u n (x, y, t) of solutions to (2.1)-(2.4) such that
On the other hand, by (3.4) and compactness arguments, there exists a subsequence u n k (x, y, t) such that
and
and, moreover,
Therefore, Φ(T, L, B) ≡ 0 which implies
Hence, due to Lemma 2.1, u ≡ 0 in D T . This contradicts u 0 being arbitrary, and (5.2) is thereby true.
5.3.
We provide now the first main result of this work. 
Proof. Combining (5.1) and (5.2), one has u 0 2 ≤ CΦ with C = M + 2. (Note that M and, hence, C depends implicitly on R.) Therefore,
Decay for a strip
In this section we prove two results on the exponential decay of solutions to problems posed on a strip: the first theorem considers strong solutions with exponential but implicitly powered decay rate; whereas the second one concerns weak solutions decaying exponentially with the power depending explicitly only on a strip height. 
Proof. The proof of estimates similar to (3.3), (3.4) and (5.1) is given in the same way as above. The compactness of the spacial domain, however, fails for S. Therefore, estimate (5.2) requires a special attention. Our aim is to prove that given T > 0 and B > 0 there exists M = M (T ) such that solutions to (4.4)-(4.6) satisfy
where Φ = Φ(T, B) is defined as in (3.19) with the norms in L 2 (S). Let (6.1) be false. Then for all M > 0 it holds
and, taking M = n ∈ N, one gets a sequence u n of solutions to (4.4)-(4.6) such that
Till the end of this Section the following notations are adopted:
By Remark 4.1, for all r > 0 one assures
Since the embedding of H 1 (S r ) into Y is compact, the above inclusion and (4.20) yield that
It follows by Aubin's compactness theorem that the space of functions satisfying (4.20) is compactly embedded in L 2 (0, T ; Y ). Extracting a subsequence of {u n } still denoted by {u n }, one sees that it converges weakly in L 2 (0, T ; H 1 (S r )) and strongly in L 2 (0, T ; L 2 (S Br )). Using a diagonal process, we conclude that for any T, r > 0 there exists
Hence, by the Vitali convergence theorem,
Using arguments identical to those of Section 5 we conclude that (6.1) holds, and Theorem 6.1 is thereby proved. 2
Then for all finite B > 0 a weak solution of (4.4), (4 It is easy to see that
We insert this into (6.2) to obtain
we find that
Giving back the superscript m and denoting κ = 4b/B 2 , this implies
Recalling that u = lim u m , the result follows. 2
3D model
In this section we develop the ideas applied in two-dimensional case for the linear 3D Zakharov-Kuznetsov equation.
For real positive B 1 and B 2 , let x ∈ R and y ∈ (0,
and consider in Q T = G × (0, T ) the following IBVP:
∂ z u x (x, y, B 2 , t) = u(x, y, B 2 , t), (7.3) u(x, y, z, 0) = u 0 (x, y, z). IBVPs similar to (7.1)-(7.4) have been intensively studied in [30, 31] . Due to linearity of (7.1), it follows that there is a unique regular solution to (7.1)-(7.2) and its regularity depends only on initial data. Acting in the same way as in Section 4, we find
u xx ∈ L ∞ (0, T ; H 1 (G)); (7.8)
). (7.9) Similarly to (4.20) , the following assertion is true: For any real constant r > 0, it holds
, r, T ), (7.10) where ∇ is the gradient in G. Then (7.14) gives (7.11) which completes the proof. 2
Remark 7.1. For 3D model it is possible to get the result similar to Theorem 6.1. Indeed, it is known (see [30] , for instance) that embedding of
) is compact for all finite r > 0 and for all t ∈ (0, T ). Repeating arguments of Section 6, we prove that This allows to prove the exponential decay of strong solutions in a 3D groove. In this way, however, the exponent power could not be provided explicitly.
