Abstract. The Neumann problem of linear elasticity is singular with a kernel formed by the rigid motions of the body. There are several tricks that are commonly used to obtain a non-singular linear system. However, they often cause reduced accuracy or lead to poor convergence of the iterative solvers. In this paper, four different well-posed formulations of the problem are studied through discretization by the finite element method, and preconditioning strategies based on operator preconditioning are discussed. For each problem we derive preconditioners that are independent of the discretization parameter. Preconditoners that are robust with respect to the first Lamé constant are constructed for the pure displacement formulations, while a preconditioner that is robust in both Lamé constants is constructed for the mixed formulation. It is shown that, for convergence in the first Sobolev norm, it is crucial to respect the orthogonality constraint derived from the continuous problem. Based on this observation a modification to the conjugate gradient method is proposed that achieves optimal error convergence of the computed solution.
1. Introduction. The presented paper discusses numerical techniques for solving the singular problem of linear elasticity. Let Ω ⊂ R 3 be the body subjected to volume forces f : Ω → R 3 and surface forces h : ∂Ω → R 3 . The body's displacement u : Ω → R 3 is then found as a solution to
with µ > 0, λ ≥ 0 the Lamé constants of the material, I the identity matrix, ǫ(u) = In this work we focus on analysis of the Lagrange multiplier method and the conjugate gradient method for the singular problem (1.1). Well-posedness of both the methods is discussed and efficient preconditioners are established based on operator preconditioning [8] . Further, connections between the two methods and the question of whether they yield identically converging numerical solutions are elucidated.
The manuscript is structured as follows. In §2 the necessary notation is introduced and shortcomings of pinpointing and CG are illustrated by numerical examples. Section 3 discusses Lagrange multiplier formulation and two preconditioners for the method. Section 4 deals with the preconditioned CG method and two preconditioners are proposed. Further, it is revealed that if the variational origin of the discretized problem is ignored, the method, in general, will not yield convergent solutions. A variational setting is introduced to modify the CG to yield a convergent method. Section §5 discusses well-posedness and preconditioning of an alternative formulation of (1.1). The proposed formulation leads to a symmetric, positive definite linear system. In §3-5 we assume that λ and µ are of comparable magnitude in order to put the focus on proper handling of the rigid motions. In §6 we consider the case where λ ≫ µ. The focus here is on a well-known and simple technique to remove the problems of locking, namely the mixed formulation of linear elasticity. This formulation yields robust approximation and preconditioning in λ when care is taken of proper handling of the rigid motions. Finally, conclusions are drawn in §7.
2. Preliminaries. Let V be the Sobolev space of vector (or scalar or tensor) valued functions, which, together with their weak derivatives of order one, are in space L 2 (Ω). We denote (·, ·) the L 2 inner product of functions in V while · is the corresponding norm. The standard inner product of V is (u, v) 1 = (u, v) + (∇u, ∇v), u, v ∈ V and · 1 shall be the induced norm. For any Hilbert space V its dual space is denoted as V ′ and we use capital or calligraphy letters to denote operators, e.g. A :
Finally, ·, · is the duality pairing between V ′ and V . The space R n is considered with the l 2 inner product x ⊤ y = x i y i (invoking the summation convention), x, y ∈ R n and the norm |x| = √ x ⊤ x. For clarity of notation bold fonts are used to denote vectors and operators(matrices) in R n that represent functions and operators from finite dimensional finite element approximation space V h ⊂ V with respect to its nodal basis {φ i } We refer to [8, ch 6 .] for a detailed discussion of the properties of the mappings, e.g. invertibility, and note here that M : V h → V ′ h is represented by a matrix M = µ h M π h −1 . In particular, the mass matrix M, M ij = (φ j , φ i ) represents the Riesz map with respect to the L 2 -inner product, M u, v = (u, v), u ∈ V h . On the other hand the duality pairing between V ′ h and V h is represented by the l 2 inner product f, v = f ⊤ v, f = µ h f . We remark that for V h set up on a sequence of non-uniformly refined triangulations of Ω, the l 2 inner product u ⊤ v may not provide a converging approximation of (u, v) and the distinction between the two becomes crucial for the construction of converging methods.
Finally, Korn's inequalities on V = H 1 (Ω) 3 and Z ⊥ = {v ∈ V ; (v, z) = 0, z ∈ Z}, Z = {v ∈ V ; ǫ(v) = 0} are invoked, see [9, To motivate our investigations, we present three numerical examples which discuss performance of CG and pinpointing for solving (1.1) . That the pinpointing can be a suitable method for treating a singular problem is shown in the first example which considers the Poisson problem with Neumann boundary conditions. However, the method in not a cure-all as the second example shows that it does not work well for (1.1). In the third example, the singular elasticity problem is therefore solved with preconditioned CG. The employed preconditioner ignores the rigid motions leading to lack of convergence and unbounded iterations.
Bochev and Lehoucq [10] report an increase in iteration count due to pinpointing for a nonpreconditioned CG in the context of singular Poisson problem. However, Krylov methods are in practice rarely applied without a preconditioner. For this reason, Example 2.1 solves the singular Poisson problem in two and three dimensions by means of pinpointing and a preconditioned CG, where algebraic multigrid (AMG) from the Hypre library [11] is used as a preconditioner. We will see that the preconditioned method yields convergent numerical solutions without increasing the iteration count.
Example 2.1.
and the singular Poisson equation
with unique exact solution obtained by subtracting its mean value |Ω| −1 Ω u dx from a manufactured u. The value of the exact solution is prescribed as a constraint for the degree of freedom at the (bottom) lower left corner of the domain, which is triangulated such that the computational mesh is refined towards the origin.
To discretize the system continuous linear Lagrange elements 1 from the FEniCS library [12] were used. The resulting linear system was solved by the preconditioned CG method implemented in the PETSc library [13] , taking HypreAMG with default settings as a preconditioner. The iterations were started from a random initial guess and a relative preconditioned residual magnitude of 10
was required for convergence.
The number of iterations together with error and convergence rate based on the H 1 norm are reported in Table 2 .1. Pinpointing yields numerical solutions u h that converge with optimal rate. The number of iterations is bounded. Following the performance of pinpointing in the singular Poisson problem, the same approach is now applied to (1.1) in Example 2.2. Here, we will observe that fixing the solution datum in vertices of the mesh leads to slightly increased iteration counts. More importantly, we will see that the method in general does not yield converging solutions.
Example 2.2. We consider the singular elasticity problem (1.1) with µ = 384, λ = 577 and Ω obtained by rigid deformation of the box − 3 , −y) with respect to the rigid motions of Ω where the orthogonality is enforced in the L 2 inner product. The solution is pictured in Figure 2 .1. We note that in this example a uniform triangulation is used.
To obtain from (1.1) an invertible linear system, the exact displacement was prescribed in four different ways, cf. Table 2 .2 below. (3•) constrains six degrees of freedom in three corners of the body such that in i-th corner there are i components prescribed. This choice is motivated by the dimensionality of the space of rigid motions, cf. [3] . The fact that fixing three points in space is sufficient to prevent the body from rigid motions motivates (1⊲) where all three components of displacement are prescribed on vertices of a single triangular element on ∂Ω. However, with mesh size decreasing this constraint effectively becomes a constraint for a single (mid)point. Thus in (3⊲) the displacement in three arbitrary triangles is fixed. Finally in (3•) the displacement is prescribed in three corners of the body.
The iterative solver used the same tolerances and parameters as in Example 2.1. In particular, default settings of the multigrid preconditioner were utilized and the iterations were started from random initial vectors.
The number of iterations together with error and convergence rates based on the H 1 norm are reported in Table 2 .2. Note that all the considered pinpointing strategies lead to moderately increased iteration counts. The increase is most notable for (1⊲), which effectively constrains a single point as the mesh is refined. On the other hand, strategies (3⊲) and (3•) , that always constrain all three components of the displacement in at least three points, yield the slowest growth rates. However, neither strategy yields convergent numerical solutions. In fact, the numerical error can often be seen to increase with resolution. In the final example a preconditioned CG method will be applied to solve the singular elasticity problem with data such that the compatibility conditions (1.2) are met. Based on whether or not the components of the kernel are removed from the converged vector, we will see that the method yields convergent/divergent numerical solutions. We will also see that the iteration counts are not bounded.
Example 2.3. We consider again the problem from Example 2.2. As the data satisfy (1.2), the discrete linear system is solvable and amiable to solution by the preconditioned CG method. The mass matrix is added to the singular system matrix in order to obtain a positive definite matrix in the construction of the preconditioner based on AMG. We consider two cases where the converged vector is either postprocessed by removing from it the components of the nullspace or no postprocessing is applied. We note that in this example the iterations are started from a zero initial vector and the relative tolerance of 10 −10 is used as a convergence criterion. The number of iterations together with error and convergence rates based on the H 1 norm are reported in Table 2 .3. We observe that the method yields convergent solutions only if postprocessing is applied. This is expected as the current preconditioner introduces components of the nullspace into the solution even if the iterations are started from a right hand side and initial vector (here zero) that are orthogonal to the kernel. We note that in exact arithmetic, the CG method without preconditioner will maintain orthogonality. We further observe that the choice of preconditioner leads to unbounded iteration counts. Examples 2.1-2.3 have illustrated some of the issues that might be encountered when solving the singular problem (1.1) with the finite element method. In particular, the following questions may be posed: (i) What is the cause of the poor convergence properties of pinpointing? (ii) What should be the optimal preconditioner for CG? (iii) What should be the optimal preconditioner for the Lagrange multiplier formulation?
With questions (ii) and (iii) answered in detail in the remainder of the text let us briefly comment on the first question. As will become apparent, the singular problem with a known kernel, such as (1.1), possesses all the information necessary to formulate a well-posed problem and a convergent numerical method. In this sense, coming up with a datum to be prescribed in the pinpointed nodes is theoretically redundant, but usually required for implementation. Further, as pointed out in [10] there are stability issues with prescribing point values of H 1 functions for d ≥ 2. However, we note that we have not explored settings of HypreAMG that could potentially improve convergence properties of the method in Example 2.2.
Lagrange multiplier formulation. Let
3 denote the space of rigid motions of Ω, m = dim Z. For compatible data a unique solution u of (1.1) is required to be linearly independent of functions in Z. To this end a Lagrange multiplier p ∈ Q, Q = R m is introduced which enforces orthogonality of u with respect to Z. The constrained variational formulation of (1.1) seeks u ∈ V, p ∈ Q such that
for some basis vectors
as Au, v = a(u, v) and Bq, u = −b(u, q). We note that in (3.2) operator B ′ is the adjoint of B. Existence and uniqueness of the solution to (3.2) follows from the Brezzi theory [14] , see also [15, ch 3.4] . The proof shall utilize the inequalities given in Lemma 3.1.
Lemma 3.1. Let u ∈ V and ω(u) be the skew symmetric part of the displacement gradient ∇u and u x , v y ∈ V the rigid rotations around vectors x, y ∈ R 3 . Then
Proof. Inequalities (3.4a) follow from the orthogonal decomposition ∇u = ǫ(u) + ω(u). Inequalities (3.4b) and (3.4c) follow from the definitions of the terms and the Young's inequality. Finally (3.4d) is a special case of (3.4a) and (3.4c).
Proof. We proceed by establishing the Brezzi constants. First, the bilinear form a is shown to be bounded with respect to the · 1 . Indeed, by Cauchy-Schwarz inequality and inequalities (3.4a), (3.4b)
with α * = 2µC and C = C(Ω) the constant from (2.3). To verify boundedness of b let G ∈ R m×m be the Gram matrix of the basis of Z with entries G ij = (z i , z j ). By assumption of complete basis 2 Note that (h, v) is to be understood as the L 2 inner product over ∂Ω of Z, G is a positive definite matrix. Further G = G ⊤ and we let 0 < λ * ≤ λ * be, respectively, the smallest and largest eigenvalues of G. Then
and b is bounded with constant β * = √ λ * . Finally, we show that the inf-sup property of b is satisfied. By (3.4d)
with D ∈ R m×m a block diagonal matrix D = diag(I, R) and R ∈ R 3×3 such that R ij = e i ⊤ e j for axes of rigid rotations e i . Denoting C the largest eigenvalue of the symmetric positive definite generalized eigenvalue problem for matrices D and G we have
We remark that Theorem 3.2 implies that the operator A :
2) is an isomorphism. In particular, conditions (1.2) need not to hold for there to exist a unique solution of (3.1).
In order to find the solution of the well-posed (3.2) numerically, conditions from Theorem 3.2 must hold with discrete spaces V h ⊂ V , Q h ⊂ Q, see [16] or [15, ch 3.4] . Note that Q h = Q in the case studied here. Typically, satisfying the discrete inf-sup condition presents an issue and requires choice of compatible finite element discretization of the involved spaces, e.g. Taylor-Hood or MINI elements [17] for the Stokes equations. For the conforming discretization V h ⊂ V the following result shows that the discrete inf-sup condition holds. ≥ β * |p|. Proof. Since the continuous inf-sup condition holds the statement follows from Fortin's criterion [16] and we shall construct Fortin's projector Π : V → V h such that Πu 1 ≤ C u 1 with C independent of h and b(u − Πu, q) = 0 for any q ∈ Q h . For given u ∈ V we consider u h = Πu ∈ V h the satisfies
Then, testing the equation with
follows from (3.4a), (3.4b). Thus u h 1 ≤ C c u 1 and the projector is bounded. Following Theorems 3.2, 3.3 and operator preconditioning [8, 18] the Riesz map B 1 :
defines a preconditioner for discretized (3.2) whose condition number is independent of h. This follows from Brezzi constants in Theorems 3.2, 3.3 being free of the discretization parameter. However the constants depend on the skewness of the basis of Z and material parameters. To remove the former dependency, an orthonormal basis of the space of rigid motions shall be constructed. 
constitutes an orthonormal basis of the rigid motions of Ω with respect to the L 2 inner product. Clearly, the basis for an arbitrary body can be obtained from Z by a Gram-Schmidt process. However, we shall advocate here a construction derived from physical considerations. The construction was originally presented by the authors in [19] .
Lemma 3.4. Let c = |Ω| −1 (x, 1) be the center of mass of Ω, I Ω the tensor of inertia [20, ch 4.] of Ω with respect to c
and (λ i , v i ), i = 1, 2, 3 the eigenpairs of the tensor. Then the set
is the L 2 orthonormal basis of rigid motions of Ω. Proof. Note that by construction I Ω is a symmetric positive definite tensor. Thus λ i > 0 and there exists a complete set of eigenvectors v i ⊤ v j = δ ij . We proceed to show that the Gram matrix of the proposed basis is an identity. First (v i , v j ) = |Ω|δ ij by orthonormality of the eigenvectors. Further, for ) ) and in the nontrivial case i = j the product is zero since c is the center of mass. Finally
We remark that the rigid motions of the body are in the constructed basis given in terms of translations along and rotations around the principal axes of the tensor that describes its rotational kinetic energy.
Note also, that the construction can be generalized to yield an orthonormal basis with respect to different inner products. In particular, let Z h = span {z k } m k=1 ⊂ V h be functions approximating Z. For u h ∈ V h let u = π h u be a coefficient vector in the nodal basis of V h . The l 2 orthonormal basis of Z h can be created using Lemma 3.4 by replacing (u, v) with u ⊤ v. The differences between the bases are shown in Figure 3 .1 where the defining principal axes of the L 2 and l 2 orthonormal basis of rigid motions are drawn. If Ω is uniformly triangulated the bases are practically identical. However, the l 2 basis changes in the presence of a non-uniform mesh refinement. The assumption of orthonormal basis in (3.1) modifies the Brezzi constants in Theorem 3.2 (and Theorem 3.3). More specifically the Gram matrix of Z becomes identity and β * = 1 while β * newly depends only on the domain size. In turn, if (3.1) is considered with the orthonormal basis of the space of rigid motions, then B 1 (see (3.5) ) is a suitable preconditioner for (3.2) with a condition number dependent only on the geometry and material parameters.
To address the dependence on material parameters, we shall at first assume that µ and λ are comparable in magnitude. The case λ ≫ µ is postponed until §6.
3.2. Robust preconditioning of the singular problem. Parameter robust preconditioners for the Lagrange multiplier formulation of the singular elasticity problem (3.1) can be analyzed by the operator preconditioning framework of [8] . The preconditioners are constructed by considering (3.2) in parameter dependent spaces, e.g. [21] , which are equivalent with V as a set, but 
The forms (3.7) define functionals · E and · M over V such that
Lemma 3.5. Let · E and · M be the functionals (3.8).
Then · E and · M define norms on V equivalent with the
Together with Lemma 3.1 we thus establish
To complete the equivalence, let C = C(Ω) be the constant from Korn's inequality (2.2). Then
with c = C for 2µ > 1 and c = 2µC otherwise. Finally, for equivalence of the E-norm, the Korn's inequality for u ∈ Z ⊥ , see (2.3) also Theorem 3.2, yields
with C = C(Ω), while from (3.4d) in Lemma 3.1
for u ∈ Z. Thus E and H 1 norms are equivalent on Z ⊥ and Z respectively. The proof is completed by observing that u Z and u Z ⊥ are orthogonal in the E inner product
and consider as preconditioners for (3.2) the operators
and
Note that the mappings (3.10) are the Riesz maps with respect to the inner products which induce norms (3.9). We proceed with analysis of the properties of B E . Proof. We shall show that the first assertion holds by establishing the Brezzi constants. Recall the definition of the bilinear form a given in (3.3). Then, by the Cauchy-Schwarz inequality and (3.4a) in Lemma 3.1, the inequality a(u, v) ≤ a(u, u) a(v, v) holds. In turn
and a is bounded with respect to E norm with a constant α
E and the form is E elliptic on Z ⊥ with constant α * = 1. To compute the boundedness constant of the form b, the orthogonal decomposition u = u Z + u Z ⊥ is used together with equality (p i z i , p j z j ) = |p| 2 which is due to orthonormality of the basis of the space of rigid motions. In turn
We have β * = 1. Finally, β * = 1 in the inf-sup property
As all the constants are independent of material parameters, the second assertion follows from the first one by operator preconditioning [8, ch 5.] . Using Theorem 3.6 it is readily established that the condition number of the composed operator B E A : W → W is equal to one. We further note that discretizing operator B E leads to discrete nullspace preconditioners of [22, ch 6.] . While the spectral properties of B E are appealing, the preconditioner is impractical. Consider B E as a matrix representation of the Galerkin approximation of 
2).
Proof. As in the proof of Theorem 3.6 we establish that a(u, v)
Finally we comment on the assumption of existence of the constant C. Assume the contrary. Then there is u ∈ Z ⊥ such that e(u) = 1, w(u) = 0 and the u unbounded. However, such u violates Korn's inequality (2.3).
We remark that Theorem 3.7 required an additional assumption 2µ ≥ 1. The assumption is not restrictive as it can be always achieved by scaling the equations such that the inequality is satisfied. Note also that the discrete preconditioner based on B M is such that B M −1 = diag(A + M, I), with M the mass matrix. The system to be assembled is therefore sparse.
Following Theorem 3.7 the condition number of the preconditioned operator B M A : W → W depends solely on the constant C from Korn's inequality (2.3). An approximation for the constant is provided by the smallest positive eigenvalue λ + min of the problem
In Table A .1, Appendix A, the constant has been computed for two different domains; a cube from Example 2.2 and a hollow cylinder. In both cases C ≈ 1 can be observed. In order to demonstrate h robust properties of B M , the problem from Example 2.2 is discretized on V h ⊂ V and the resulting preconditioned linear system is solved by the minimal residual (MinRes) method [23] . Here the approximation of the preconditioner is provided by an algebraic multigrid (AMG), leading to the discrete operator
The saddle point system was assembled and inverted using cbc.block, the FEniCS library for block matrices [24] . The results of the experiment are presented in Table 4 .2. Clearly, the number of iterations required for convergence is independent of the discretization. Moreover, the method yields numerical solutions which converge in the H 1 norm with the optimal rate 3 on both the uniform and nonuniform meshes, cf. A drawback of the Lagrange multiplier formulation is the cost of solving the resulting indefinite linear system. Let us denote κ the condition number of an indefinite matrix A. Under simplifying assumptions on the spectrum [25, ch 3.2] gives the following bound on the relative error in residual r n at step n
The result should be contrasted with a similar one for the error e n at the n-th step of CG method on positive definite matrix A, e.g. [26, thm 38.5],
While the above estimates are known to give the worst case behaviour of the two methods, the faster rate of convergence of CG motivates investigating formulations of (1.1) to which the conjugate gradient method can be applied.
4.
Conjugate gradient method for discrete singular problems. We consider a variational formulation of (1.1) for
Denoting a : V × V → R, l : V ′ → R the bilinear and linear forms defined by (4.1), we note that the problem is not well-posed in V . Indeed, the compatibility conditions (1.2) restrict the functionals for which the solution can be found to l ∈ Z 0 = {f ∈ V ′ ; f, z = 0, z ∈ Z}. Moreover, only the part of u in Z ⊥ is uniquely determined by (4.1). More precisely we have the following result. Proof. The complete proof can be found as Theorem 11.2.30 in [27] . Note that boundedness and ellipticity of a on Z ⊥ with · 1 are proven as part of Theorem 3.2. We remark that if (1.2) holds then u ∈ Z ⊥ solves (4.2) if and only if (u, 0) solves the Lagrange multiplier problem (3.2). Further, the well-posed variational problem (4.2) is not suitable for discretization by the finite element method as the approximation leads to a dense linear system. A sparse discrete problem to which the conjugate gradient method shall be applied is therefore derived from (4.1).
Recall m = dim Z, n = dim V h and let
. Discretizing the variational problem (4.1) leads to a linear system
where A ∈ R n×n such that A ij = a(φ j , φ i ) and vector b ∈ R n , b i = l, φ i . Note that we shall consider (4.3) for a general right hand side, that is, not necessarily a discretization of l ∈ Z 0 . We proceed by reviewing properties of the discrete system.
Due to symmetry and ellipticity of the bilinear form a on Z ⊥ there exists respectively m vectors z k and n − m eigenpairs (γ i , u i ), γ i > 0 such that Az k = 0, z k ⊤ u i = 0, Au i = γ i u i and u i ⊤ u j = δ ij . From the decomposition of A it follows that the system (4.3) is solvable if and only if z k ⊤ b = 0 for any k and the unique solution of the system is u ∈ span {u i } n−m i=1 . We note that the last statement is the Fredholm alternative for (4.3). As a further consequence of the decomposition it is readily verified that given compatible vector b, the solution of (4.3) is u = B A b with B A such that B A y = i γ i −1 (u i ⊤ y) u i . The matrix B A is the pseudoinverse [28] or natural inverse [29, ch 3.] of A.
We note that any vector from R n can be orthogonalized with respect to the kernel of A by a projector P Z = I − ZZ ⊤ , where Z ∈ R n×m is the matrix consisting of l 2 orthonormal basis vectors of the kernel.
With b such that Z ⊤ b = 0 the solution u of linear system (4.3) can be computed by the conjugate gradient method, e.g. [30] . Let u 0 be the starting vector for the iterations. Then, assuming exact arithmetic and no preconditioner, the method preserves the component of
In particular, Z ⊤ u 0 = 0 is required to obtain a solution orthogonal to the kernel. On the other hand, let B be the CG preconditioner. Then the iterations introduce components of the kernel to the solution even if Z ⊤ u 0 = 0, unless the range of B is orthogonal to Z.
Preconditioned CG for singular elasticity problem.
A suitable preconditioner for (4.3) is obtained by a composition with the P Z projector and we shall consider B M = P Z (A + M) −1 where M is the mass matrix. That the preconditioner leads to bounded iteration count (and converging numerical solutions) is demonstrated in Table 4 .1, cf. left pane. The preconditioner is also compared with a different preconditioner based on the approximation of the pseudoinverse B A . The approximation can be constructed by passing a kernel of the operator to the multigrid preconditioner, in the form of the l 2 orthonormal basis vectors, see [13] . Note that the preconditioners perform similarly in terms of iteration count, however, for large systems the pseudoinverse is cheaper.
We remark that in terms of operator preconditioning, the preconditioner based on the pseudoinverse can be interpreted as a Riesz map Z 0 → Z ⊥ defined with respect to the inner product induced by the bilinear form a. Recall that a is symmetric and elliptic on Z ⊥ . On the other hand B M approximates a mapping Z 0 → V → Z ⊥ . Having established preconditioners for the indefinite system stemming from the Lagrange multiplier formulation (3.2) and the positive semi-definite problem stemming from (4.1), we shall finally discuss approximation properties of the computed solutions. To this end the problem from Example 2.2 is considered with f perturbed by rigid motions. Note that with the new functional l the problem (3.2) is well-posed while in (4.3) a compatible right hand side b will be obtained by projector P Z .
Results of the experiment are listed in Table 4 .2. The Lagrange multiplier method converges with an optimal rate on both the uniformly and non-uniformly discretized mesh, cf. Figure 3. 1. On the other hand, solutions to (4.3) converge to the true solution only on the uniform mesh while there is no convergence with nonuniform discretization. Note that this is not signaled by growth of Table 4 .2: (top) Convergence properties of the Lagrange multiplier formulation (3.2) and (bottom) the singular formulation (4.1) utilizing l 2 orthogonal basis of the nullspace to invert the system (4.3). Only the multiplier formulation yields solutions converging on uniform and nonuniform meshes. Relative tolerances of 10 −11 and 10 −10 are used for MinRes and CG respectively. the iterations -for both methods the iteration counts are bounded. Note also that MinRes takes about twice as many iterations as CG.
From the experiment we conclude that the conjugate gradient method for (4.3), as applied so far, in general does not yield converging numerical solutions of (4.1). It is next shown that the issue is due projector P Z = I − ZZ ⊤ which the method uses and which is derived from the discrete problem. In particular, we show that P Z is not a correct discretization of a projector used in the continuous problem (4.2) (and (3.2)). Following the continuous problem, a modification to CG is proposed, which leads to a converging method.
Conjugate gradient method with Z
0 , Z ⊥ projectors. Consider the variational problem (4.2) which was proven well-posed in Theorem 4.1 under the assumptions l ∈ Z 0 ⊂ V ′ and u ∈ Z ⊥ ⊂ V . In this respect, there are two subspaces associated with (4.2) and we shall define two projectors P :
where
is the L 2 orthonormal basis of the space of rigid motions (e.g. constructed by Lemma 3.4). Similar projectors were discussed in [10] for the singular Poisson problem. We note that f, P u = P ′ f, u and thus P ′ is the adjoint of P . Note also that the two projectors are present in the multiplier formulation (3.2).
Lemma 4.2. Let f ∈ V ′ and P, P ′ be the projectors (4.4). Then (u, p) ∈ V × Q solves (3.2) with the right hand side (v, q) → f, v + 0, q if and only if u ∈ Z ⊥ and u solves (4.2) with the right hand side P ′ (f ). Proof. It suffices to establish the relation between the right hand sides. Using orthogonality of the basis it follows from testing (3.2) with (z k , 0) that p k = f, z k . Substituting the obtained Lagrange multiplier, the new right hand side of (3.
To derive a matrix representation of the projectors with respect to nodal basis
2 orthogonal basis of the space of rigid motions. Then and P = (I − YY ⊤ M) is the representation of P while P ′ is represented by P ⊤ . We remark that in addition to Y, the rigid motions Z h = span {z k } m k=1 can be represented in R n by an additional matrix W = MY, which is µ h applied to functionals v → (z k , v). Following [8] the matrices Y, W are termed respectively the primal and dual representation of Z h . Observe that in (4.5) matrix P uses the primal representation for u while the vector is expanded in the dual representation by P ′ . Moreover, L 2 orthogonality of Z h yields y i ⊤ w j = δ ij . Finally note that the projectors P ⊤ , P are implicitly present in the linear system which is the discretization of the multiplier problem (3.2) with the orthogonal basis of rigid motions
Further the solution is such that Pu = 0. The situation where the continuous problems (3.2), (4.2) and the discrete problem (4.6) use different projectors for the left and right hand sides contrasts with (4.3) which utilizes P Z to obtain consistent right hand side and the solution is such that P Z u = 0 as well. This observation together with the lack of convergence of the CG method, cf. Table 4 .2, motivate that the CG method on (4.3) is used with the following two modifications: (i) the iterations are started from vector P ⊤ b, (ii) P is applied to the final solution.
The effect of the proposed modifications is shown in Table 4 .3. The problem from Example 2.2 is considered on a non-uniform mesh and CG on (4.3) is applied with different combinations of projectors used to obtain the right hand side from incompatible vector b and to orthogonalize the converged solution. We observe that only the case (P ⊤ , P) 4 yields optimal convergence. With (P Z , P) the rate is slightly smaller than one. In the remaining two cases the solution do not converge suggesting that for convergence P must be applied to the solution.
The results shown in Table 4 .3 are satisfactory in a sense that preprocessing the right hand side with P ⊤ and postprocessing the solution with P improved the convergence properties of the CG method for (4.3). However, the modifications alter the original discrete problem and thus the properties of the new problem should be discussed. We note that in the discussion Z, Y are respectively I and M orthogonal basis of the nullspace of A. Further, the transformation matrix between the basis is c ∈ R m×m such that Z = Yc and we have Y ⊤ MZ = c.
First, admissibility of the modified right hand side P ⊤ b is considered. Using the transformation matrix it holds that Z ⊤ P ⊤ b = 0 and thus P ⊤ b is compatible and the solution can be obtained by a pseudoinverse (or equivalently by CG). The computed solution of the new linear system then satisfies Z ⊤ u = 0. However, the continuous problem requires orthogonality Y ⊤ Mu = Ch. As the two conditions are related through
, orthogonality in the L 2 inner product depends on similarity of the mass matrix with identity. This is essentially a condition on the mesh and |Y ⊤ MZ| ≥ C is possible (as observed in Table 4 .3).
To enforce orthogonality constraint Y ⊤ Mu = 0 without postprocessing we shall finally consider linear system Au = P ⊤ b and require Pu = 0 for uniqueness. In this case the solution is not provided by pseudoinverse B A . However, a similar construction based on the generalized eigenvalue problem can be used instead. 
5. Natural norm formulation. An attractive feature of the variational problem (4.1) is the fact that the resulting linear system is amiable to solution by the CG method, which when modified following §4 yields converging solutions. However, the projectors P ′ , P are only applied as pre and postprocessor and the CG loop (Lanczos process) is in this respect detached from the continuous problem. Moreover the method requires a special preconditioner that handles the nullspace of matrix A. A formulation which leads to a positive definite linear system requiring only a regular (not nullspace aware) preconditioner shall be studied next.
the L 2 orthogonal basis of the space of rigid motions. Futher let l ∈ Z 0 . There exists a unique u ∈ V such
(5.1)
Moreover u ∈ Z ⊥ . Proof. Recall that the bilinear form above is the inner product (u, v) E from (3.7) which induces an equivalent norm on V , cf. Lemma 3.5. The existence and uniqueness of the solution now follow from the Lax-Milgram lemma. Testing the equation with v = z i yields (u, z i ) = 0 and in turn u ∈ Z ⊥ . We remark that the solution of (5.1) and (4.2) are equivalent because l ∈ Z 0 . Note also that Theorem 3.7 gives equivalence bounds (1 + C)
and in turn the Riesz map with respect to the inner product (u, v) M = a(u, v) + (u, v) defines a suitable h robust preconditioner for (5.1). Finally, observe that the L 2 orthogonality of decomposition u = u Z + u Z ⊥ , u Z = (u, z k )z k is respected by the inner product (·, ·) E , see (3.7). The norm u E , see (3.8) , thus considers Z and Z ⊥ with L 2 and a induced norms which are the natural norms for the subspaces.
Using (4.5) the natural norm formulation (5.1) leads to a positive definite linear system
where we recognize a dense matrix from the discretization of B E preconditioner of the Lagrange multiplier formulation, cf. Theorem 3.6. Therein the inverse of the matrix was of interest. However, Table 5 .1. Optimal convergence rate is observed with both uniform and nonuniform meshes. Moreover, the CG iteration count with the proposed Riesz map preconditioner approximated by AMG(A + M) remains bounded. An interesting observation is the fact that the error in the orthogonality constraint is smaller in comparison to the Lagrange multiplier formulation, cf. Table 4 .2.
6. Nearly incompressible materials. So far we have assumed that µ and λ are comparable in magnitude. In this section we handle the case where λ ≫ µ and the material is nearly incompressible. The variational problems (3.1), (4.1), (5.1) studied thus far were based on the pure displacement formulation of linear elasticity (1.1) and H 1 conforming finite element spaces were used for their discretization. Due to the locking phenomenon the approximation properties of their respected solutions are known to degrade for nearly incompressible materials with λ ≫ µ, (equivalently Poisson ratio close to 1/2), see e.g. [15, ch 6.3] . Moreover, the incompressible limit presents a difficulty for convergence of iterative methods in the standard form.
Methods robust with respect to increasing λ can be formulated using a discretization with nonconforming elements, [27, ch 11.4] . However, this method fails to satisfy the Korn's inequality. To the authors' knowledge the only finite element method that is both robust in λ and satisfies Korn's inequality is [31, 32] . In addition to problems with the discretization, standard multigrid algorithms do not work well for large λ and special purpose algorithms must be used [33] . For this reason we resort to a more straightforward solution of the mixed formulation where an additional variable, the solid pressure p, is introduced. Let the solid pressure be defined as p = λ∇ · u so that (3.1) is reformulated as
Note that the problem is singular, since any pair u ∈ Z, p = 0 can be added to the solution. In fact such pairs constitute the kernel of (6.1). To obtain a unique solution we shall as in §3, require that u is orthogonal to the rigid motions Z. We assume that the basis of Z is orthonormal.
(6.2) Equation (6.2) is a double saddle point problem
To show well-posedness of the constrained mixed formulation (6.2) the abstract theory for saddle points problems with small (note that that λ ≫ 1) penalty terms [15, ch 3.4 ] is applied. To this end we introduce the bilinear forms a(u, v) = Au, v ,
c((p, y), (q, x)) = Cp, q so that (6.2) is recast as
The space Q × Y will be considered with the norm (p, x) = p 2 + |x| 2 , while V is considered with the H 1 norm. Following [15, thm 4.11 ] the problem (6.4) is well-posed provided that the assumptions of Brezzi theory hold and in addition c is continuous and c and a are positive
We review that continuity and V -ellipticity of a on Z ⊥ was shown in Theorem 3.2 and as a(z, z) = 0, z ∈ Z, the form is positive on V . Moreover, by Lemma 3.1, Cauchy-Schwarz inequality and orthonormality of basis
It is easy to observe that continuity and positivity of the bilinear form c hold and thus (6.4) is well-posed provided that the inf-sup condition is satisfied. We note that the proof requires extra regularity of the boundary. Lemma 6.1. Let Ω with a smooth boundary and b be the bilinear form over
Proof. Let p ∈ Q and x ∈ Y given. Following [27, thm 11.2.3] there exists for every p, v
The element v * is constructed from the unique solution of the Poisson problem
Orthogonality of v * and (6.5a) yields that
Further, by Cauchy-Schwarz and Young's inequalities
Using (6.5b) and Lemma 3.1 gives
We remark that none of the constants of the problem (6.4) depends on λ despite the norm of Q × Y being free of the parameter, cf. also [34, 35] . Observe also that with H 1 norm on V the boundedness constant of a depends on µ, cf. Theorem 3.2, and thus the parameter shall be included in the norm to get a µ independent preconditioner. Finally, note that tighter bounds (e.g. in the proof of Lemma 6.1) can be obtained if the space V is considered with the norm u → µ ǫ(u) 2 + u 2 .
Motivated by the above, we shall consider as the preconditioner for the well-posed problem (6.4) a Riesz map B :
where M was defined in (3.7). Similar preconditioners for the Dirichlet problem has been discussed in [35] . Remark 6.1 (Lemma 6.1 in the discrete case). The continuous inf-sup condition can be extended to Taylor-Hood discretizations in the following way. We consider V h ⊂ V , Q h ⊂ Q approximated with the lowest order Taylor-Hood element. Given p h ∈ Q h both the element v * h ∈ V h and w h ∈ Q h from Lemma 6.1 are found as the solution to the mixed Poisson problem
The problem is well-posed due to the weak inf-sup condition
Since z ∈ V h a direct calculation shows that the orthogonality condition (6.7) is satisfied. Both in the above and in the construction of the proof of Lemma 6.1 we relied on a well-posed mixed Poisson problem to obtain orthogonality with respect to the kernel. We note that stable Stokes element P 2 − P 0 does not allow for such a construction and does not give h uniform bounds.
To show that the preconditioner (6.8) is robust with respect to λ, the problem from Example 2.2 is considered with µ = 1 and λ ∈ 1, 10 8 . The spaces V and Q are approximated by lowest order Taylor-Hood elements for which the discrete inf-sup condition from Lemma 6.1 holds following Remark 6.1. The non-trivial blocks of the preconditioner are inverted using algebraic multigrid and the system is solved using the MinRes method requiring reduction of the preconditioned residual norm by a factor of 10 10 for convergence. From the results of the experiment, summarized in Table 6 .1, it is evident that the iteration count is bounded in λ as well as in the discretization parameter. 7. Conclusions. We have studied the singular Neumann problem of linear elasticity. Four different formulations of the problem have been analyzed and mesh independent preconditioners established for the resulting linear systems within the framework of operator preconditioning. We have proposed a preconditioner for the (singular) mixed formulation of linear elasticity, that is robust with respect to the material parameters. Using an orthonormal basis of the space of rigid motions, discrete projection operators have been derived and employed in a modification to the conjugate gradients method to ensure optimal error convergence of the solution. . Following the analysis in Theorems 3.6 and 3.7 negative bounds equal to -1 are expected for both preconditioners. Further, the positive eigenvalues are bounded from above by 1. Finally, λ + min = −1 for B E while the constant C = C(Ω) from the Korn's inequality determines the bound for B M .
In the experiment, Ω as a cube from Example 2.2 and a hollow cylinder with inner and outer radii 
