This paper provides an overview of different experimental SDN/NFV control and orchestration architectures aiming at integrating the multi-layer (packet/optical) transport networks and distributed DC infrastructures (core cloud, edge computing) of the ADRENALINE testbed. The proposed SDN/NFV solutions enable the development and testing of end-to-end 5G and IoT services supporting a wide variety of use cases from different vertical industries, such as automotive, e-health, energy, media or smart cities. To this end, the ADRENALINE testbed is adopting the following technologies to meet the stringent requirements of 5G and IoT; i) high-capacity, flexible and cost/energy-efficient software-defined optical transmission technologies for access, metro and core networks; ii) highly-scalable packet technologies for aggregation and switching of flows with quality of service (QoS); iii) core datacenters and edge computing for the deployment of virtualized network functions (VNFs) and cloud services.
. Multi-layer transport network and distributed DC infrastructure of the ADRENALINE testbed.
TRANSPORT NETWORK AND CLOUD INFRASTRUCUTRE OF THE ADRENALINE TESTBED
The ADRENALINE testbed features an SDN/NFV multi-layer (packet/optical) transport network and edge/core cloud platform for end-to-end 5G and IoT services deployed with open source software and COTS hardware ( Fig. 1) . It is composed of a fixed/flexi-grid DWDM core network, a packet transport network for the edge and metro segments, and a distributed core and edge cloud platform.
The fixed/flexi-grid DWDM core network includes a photonic mesh network with 4 nodes (2 ROADMs and 2 OXCs) and 5 bidirectional DWDM amplified optical links of up to 150 km (610 km of G.652 and G.655 optical fiber deployed). The S-BVT is provided by the EOS platform. The EOS platform enables to implement flexible programmable (SDN-enabled) optical transmission systems, based on modular transceiver architectures.
The packet transport network leverages on cost-effective OpenFlow switches deployed on COTS and using Open vSwitch (OVS) technology. There are a total of ten OpenFlow switches distributed in the edge (access) and metro (aggregation) network segments. The edge packet transport network is composed of four edge nodes, providing connectivity to 5G base stations and IoT access gateways (offered by CTTC LENA emulator, EXTREME testbed, and IoTWorld testbed [3] ) and two OpenFlow switches located in the central offices. The edge nodes are lightweight servers based on Intel Next Unit of Computing (NUC) since they have to fit in cellsite or street cabinets. The metro packet transport network is composed of 4 OpenFlow switches. The two nodes connected to the optical core network are packet switches based on OVS but with a 10 Gb/s XFP tunable transponder using the service of alien wavelength.
The distributed core and edge cloud platform is composed by one core-DC, two small-DCs, and four microDCs, leveraging virtual machines (VM) and container (CT)-based technologies. These DCs can be used to offer both cloud and NFV services (known as NFV Infrastructure Point of Presence -NFVI-PoP). Specifically, VMcentric host virtualization is used for the core-DC and small-DCs, and CT-based technology, less secure but lightweight, for micro-DCs. The core-DC is composed of three compute nodes (HPC servers with a hypervisor to deploy and run VMs) and each small-DC with one compute node. The four micro-DCs are integrated in the edge nodes, together with the OpenFlow switch. The intra-DC packet network of the core-DC, is composed of four OpenFlow software switches as well. Two out of the four OpenFlow switches are also equipped with a 10 Gb/s XFP tunable transponder connecting to the optical core network using the service of alien wavelength. Figures 2 and 3 depict the four considered SDN/NFV control and orchestration architectures for the ADRENALINE testbed. For simplicity, the infrastructure layer is composed of transport packet and optical switches providing connectivity to compute nodes (i.e., HPC servers to deploy VMs or lightweight servers to deploy CTs). The ETSI NFV MANO architectural framework [4] identifies three functional blocks; the Virtualized Infrastructure Manager (VIM), the VNF Managers (VNFMs), and the NFV Orchestrator (NFVO). The VIM is responsible for controlling and managing the NFV infrastructure (NFVI) compute, storage and network resources. The VNFM is responsible for the lifecycle management (i.e., creation, configuration, and removal) of VNF instances running on top of VMs/CTs managed by the VIM. The NFVO has two main responsibilities; the orchestration of NFV infrastructure resources across multiple VIMs (resource orchestration), and the lifecycle management of NFV network services (network service orchestration). The network service orchestration is responsible to coordinate groups of VNF instances that jointly realize a more complex function The VIM is commonly implemented using a cloud controller based on OpenStack. It interfaces with the NFV reference implementations (i.e. OPNFV and OSM) using the OpenStack API. OpenStack enables to segregate the resources into availability zones for different tenants and to instantiate the creation/ migration/ deletion of VMs and CTs (computing service), storage of disk images (image service), and the management of the VM/CT's network interfaces and network connectivity (networking service). For example, OpenStack compute service (Nova) manages pools of compute nodes with many choices available for hypervisor technology (e.g., KVM, VMWare, Xen) or container technology. OpenStack networking service (Neutron) manages networks and IP addresses, providing flat networks or VLANs to separate traffic between hosts. For example, the OpenStack Neutron service enables to configure the virtual switch (e.g., OVS) within a compute node (e.g. creation of new ports connecting new VMs/CTs, configuration of forwarding rules) through an SDN controller. Thus, this SDN controller could theoretically integrate the control of transport packet and optical switches (for the intra-DC and inter-DC networks) and provide end-to-end connectivity between VMs/CTs. It would allow to have a single cloud controller acting as a VIM, as shown in Fig. 2a . However, the current definition of the Neutron plugin does not support all the specific functionalities that would be required to control the transport switches (packet or optical). The OpenStack Neutron service assumes that between the compute nodes there is a network that does not require any configuration (e.g., Layer 2 network), and therefore, it just focuses on the configuration of the L2 virtual switches at the compute nodes. Therefore, OpenStack framework cannot be used to orchestrate both cloud and transport network resources unless specific extensions are developed.
EXPERIMENTAL SDN/NFV CONTROL AND ORCHESTRATION ARCHITECTURES
To overcome this limitation, the ETSI NFV MANO framework has also defined the WAN infrastructure Manager (WIM), as a particular VIM. In this scenario, the VIM (i.e., OpenStack cloud controller) is responsible for controlling and managing the NFVI-PoP's resources (i.e., DCs resources), whilst the WIM is used to establish connectivity between NFVI-PoP's (Fig. 2b) . The WIM can be performed by a dedicated Transport SDN controller (e.g. OpenDaylight, ONOS, Ryu) in charge of managing the packet and optical switches. However, the main limitation of this approach is that currently the interface between the NFVO and the WIM is not widely implemented and still lacking maturity. Thus, the transport SDN controller cannot be integrated in the current NFVO deployments.
Moreover, a single SDN controller comprising multiple network nodes featuring diverse technologies provided by different vendors that are controlled through standard interfaces (e.g. OpenFlow) is not realistic. Current transport networks are fragmented into multiple vendor domains with its own control plane technology (e.g., SDN, GMPLS, PCE, proprietary) because of the need of configuring vendor-proprietary parameters (e.g., FEC in the optical transceivers). The solution we have previously proposed is to deploy a Transport SDN (T-SDN) orchestrator (Fig. 3a) that acts as a unified transport network operating system (controller of controllers). The T-SDN orchestrator allows providing end-to-end connectivity services, at a higher, abstracted level, of heterogeneous network technologies regardless of the specific control plane technology employed in each domain through the use of the common Transport API defined in [5] . The Transport API enables to abstract a set of control plane functions used by an SDN Controller, allowing the T-SDN orchestrator to uniformly interact with heterogeneous control domains. This abstraction enables the T-SDN orchestrator to virtualize the network, that is, to partition the physical infrastructure and dynamically create, modify or delete multiple co-existing virtual tenant networks (VTN), independent of the underlying transport technology and network protocols.
Additionally, it is neither realistic to have a single VIM acting as the global cloud controller. DCs are geographically distributed in multiple sites (at the core and the edge of the network). For administrative issues, each DC can be managed independently through their own cloud controller acting as a VIM. Moreover, a single cloud controller directly controlling thousands of compute nodes spread in multiple DCs does not scale. Additionally, we should also consider some limitations in the current cloud controller implementations. For example, OpenStack does not currently allow controlling both VMs and CTs with a single controller, and current deployments use two separated controllers, one for VMs, and another for CTs. In our approach, on top of the multiple cloud controllers we deploy a cloud orchestrator (Fig. 3b ) that enables to deploy federated cloud services for multiple tenants across private distributed DC infrastructures (micro, small, core) as well as public clouds (e.g. Amazon web services, Windows Azure). Private distributed DC infrastructures can be controlled with different software implementations (e.g. OpenStack, CloudStack or OpenNebula). The considered cloud orchestrator may act as a parent VIM and interface with the NFVO, within a hierarchical VIM architecture. However, the cloud orchestrator should support the OpenStack API, since it has become the de facto interface between the VIM and the reference NFVO implementations. There are two OpenStack projects aiming at developing a hierarchical OpenStack architecture. It would enable to develop a cloud orchestrator based on OpenStack (e.g. Trio2o and Tricircle) and use the OpenStack API as both the southbound interface (SBI) with the OpenStack controllers as well as the northbound interface (NBI) with the NFVO implementations. This solution is under development, and is limited to the use of OpenStack in all the multiple DCs. Alternatively, the NFVO should perform the orchestration of the NFV infrastructure resources (i.e. DCs resources) across the multiple VIMs by directly interfacing with the multiple VIMs, instead of the cloud orchestrator. To overcome the above limitations, we propose to deploy a Global Service Orchestrator (GSO). The GSO is deployed on top of the T-SDN orchestrator, the cloud orchestrator, and the NFV orchestrator. It is responsible to provide global orchestration of end-to-end services by decomposing the global network service into cloud services, connectivity services, and NFV services, and forwarding these service requests to the Cloud Orchestrator, the T-SDN orchestrator and the NFV Orchestrator. On the one hand, the GSO can dynamically provide network services by coordinating the instantiation and configuration of groups of cloud services (i.e., VM/CT instances) and NFV services (i.e., VNFs), and the connectivity services between them and the service end-points. On the other hand, the GSO is responsible for the dynamic lifecycle management of network slices. Each network slice is composed of virtual resources (VTN, computing and storage, and VNF) that exists in parallel and isolated for different tenants (e.g., vertical industries, virtual operators) in order to deliver the tenantspecific requirements (e.g., security, latency, resiliency, bandwidth). Recent open source software implementations partially addressing some functions of the proposed GSO are OPEN-O, ECOMP, and ONAP.
CONCLUSIONS
The integration of transport SDN networks in the cloud orchestration or NFV orchestration has not been properly addressed yet. The more pragmatic solution is the use of a global service orchestrator interfacing all parties (SDN orchestrator, NFV orchestrator, cloud orchestrator) in order to provide the required end-to-end services.
