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Abstract. Consider the reduced free product of C∗–algebras, (A,ϕ) = (A1, ϕ1) ∗ (A2, ϕ2), with
respect to states ϕ1 and ϕ2 that are faithful. If ϕ1 and ϕ2 are traces, if the so–called Avitzour
conditions are satisfied, (i.e. A1 and A2 are not “too small” in a specific sense) and if A1 and A2
are nuclear, then it is shown that the positive cone, K0(A)+, of the K0–group of A consists of
those elements g ∈ K0(A) for which g = 0 or K0(ϕ)(g) > 0. Thus, the ordered group K0(A) is
weakly unperforated.
If, on the other hand, ϕ1 or ϕ2 is not a trace and if a certain condition weaker than the
Avitzour conditions hold, then A is properly infinite.
Introduction and statement of the main results.
The reduced free product of C∗–algebras [17], [2], (see also the book [21]), is the ap-
propriate construction in Voiculescu’s theory of freeness [17], [21]. Given unital C∗–algebras
A1 and A2 with states ϕ1 and, respectively, ϕ2, whose GNS representations are faithful, we
denote the corresponding reduced free product by
(A,ϕ) = (A1, ϕ1) ∗ (A2, ϕ2). (1)
Recall that ϕ is a trace if and only if both ϕ1 and ϕ2 are traces. Moreover, [7], ϕ is faithful if
and only if both ϕ1 and ϕ2 are faithful.
The K-theory of A can be calculated, at least when A1 and A2 are nuclear, by the following
theorem of Emmanuel Germain.
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Theorem 1 ([12], [13]). Let A be a reduced free product C∗–algebra as in (1), and suppose
that A1 and A2 are nuclear. Then there is an exact sequence of K–groups,
Z ∼= K0(C) (K0(i1),−K0(i2))−→ K0(A1)⊕K0(A2) K0(j1)+K0(j2)−→ K0(A)
↑ ↓
K1(A)
K1(j1)+K1(j2)←− K1(A1)⊕K1(A2) (K1(i1),−K1(i2))←− K1(C) = 0,
where ik:C→ Ak is the unital ∗–homomorphism and where jk:Ak → A is the unital embedding
arising from the construction of the reduced free product (1).
It follows in particular that
K0(A) = K0(j1)(K0(A1)) +K0(j2)(K0(A2)) (2)
whenever A1 and A2 are nuclear.
Let us consider the case where both ϕ1 and ϕ2 are traces. The pair (A1, ϕ1), (A2, ϕ2) is
then said to satisfy the Avitzour condition (c.f. [2]) if there exist unitaries
a ∈ A1, b, c ∈ A2 (3)
which satisfy
ϕ1(a) = 0, ϕ2(b) = ϕ2(c) = 0 = ϕ2(b
∗c). (4)
Is this is the the case, then A is simple and ϕ is the unique tracial state on A ([2]). It was
proved in [10] that under the same conditions, then A is of stable rank one.
Let P (A) denote the set of projections in A, set Pn(A) = P (Mn(A)), and set P∞(A) =
∪∞n=1Pn(A). Murray-von Neumann equivalence of projections yields an equivalence relation on
P∞(A), denoted by ∼. (If p ∈Mn(A) and q ∈Mm(A), then p ∼ q if there exists v ∈Mn,m(A)
such that vv∗ = p and v∗v = q.) Moreover, if p, q ∈ P∞(A), then p . q if p is equivalent to a
subprojection of q.
By the definition of the K0-group of a (unital) C
∗-algebra, we have a map [ · ]0:P∞(A)→
K0(A), and [p]0 = [q]0 if p ∼ q. The image of this map is called the positive cone of K0(A),
and is denoted by K0(A)
+. The scale of K0(A) is defined to be the subset { [p]0 | p ∈ P (A)}
of K0(A)
+, and it is denoted by Σ(A). In the present case, where A is unital and has a
faithful trace, (K0(A),K0(A)
+) is an ordered abelian group (with g ≤ h if h− g ∈ K0(A)+).
Notice that the trace ϕ on A induces a state K0(ϕ):K0(A)→ R given by K0(ϕ)([p]0− [q]0) =
ϕ(p)− ϕ(q). Notice also that [p]0 ≤ [q]0 if p . q.
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The ordered group K0(A) is said to be weakly unperforated if whenever ng ≥ 0 for some
positive integer n and some g ∈ K0(A) it follows that g ≥ 0.
The order structure of theK0-group of the Choi algebra and its generalizations, C
∗
r (Zn ∗ Zm),
n ≥ 2, m ≥ 3, was considered in [1]. They proved that for each t ∈ ( 1nZ + 1mZ) ∩ (0, 1)
there is a projection in C∗r (Zn ∗ Zm) of trace t. They could not decide whether all elements
g ∈ K0(C∗r (Zn ∗ Zm)) of positive trace can be realized by projections, (i.e. are positive) or if
K0(C
∗
r (Zn ∗ Zm)) is weakly unperforated. Theorem 2 below answers both of these questions
in the affirmative.
Jesper Villadsen [16] has recently proven that not all simple C∗-algebras have weakly
unperforated K0-groups. This shows that it will be hard (if not impossible) to obtain general
theorems about the positive cone of the K0-group of arbitrary simple C
∗-algebras. In the light
of Villadsen’s example and of our theorem below, we conclude that the class of reduced free
product C∗-algebras (that we are considering) behaves rather nicely.
Theorem 2. Let A be a reduced free product C∗–algebra as in (1), where ϕ1 and ϕ2 are
faithful traces. Suppose that there are unitaries as in (3) which satisfy (4), and suppose that
(2) holds (which is the case if A1 and A2 are nuclear). It follows that
K0(A)
+ = {g ∈ K0(A) | K0(ϕ)(g) > 0} ∪ {0}
and
Σ(A) = {g ∈ K0(A) | 0 < K0(ϕ)(g) < 1} ∪ {0, 1}.
It follows easily from this theorem that K0(A) is weakly unperforated. Moreover,
K0(ϕ)(K0(A)) = K0(ϕ1)(K0(A1)) +K0(ϕ2)(K0(A2)) ⊆ R,
and if G denotes the subgroup {g ∈ K0(A) | K0(ϕ)(g) = 0} of K0(A), then
K0(A) = K0(ϕ)(K0(A))⊕G,
K0(A)
+ = {(t, g) ∈ K0(ϕ)(K0(A))⊕G | t > 0} ∪ {(0, 0)}.
The group G is, in other words, the infinitesimal subgroup of K0(A).
It is a consequence of A being of stable rank one, that the map [ · ]0:P∞(A) → K0(A)
induces an injection (and hence a bijection)
P∞(A)/∼ −→ K0(A)+.
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Under the conditions of Theorem 2 this bijection is an order isomorphism when P∞(A)/∼ is
equipped with the order relation . and when K0(A)
+ is equipped with the algebraic order
relation (as above). Thus, by using Theorem 2 to find K0(A)
+ and Σ(A), we can also classify
Murray–von Neumann equivalence classes of projections in A and find their ordering.
Remark 3. The assumption in Germain’s Theorem above that A1 and A2 be nuclear can
be loosened somewhat to the assumption that Ak be K–nuclear in the GNS representation of
ϕk (k = 1, 2). For the definition of this concept and the properties mentioned below, see [14,
§4]. A C∗–algebra A is K–nuclear in a given representation π if either A is nuclear or if
A = C∗r (G) for a K–amenable group G and π is the reduced regular representation. Moreover,
if (A,ϕ) = (A1, ϕ1) ∗ (A2, ϕ2) where each Aj is K–nuclear in the GNS representation of ϕj ,
then A is K–nuclear in the GNS representation of ϕ. Thus, Theorem 2 also applies to the case
of the reduced free product of finitely many C∗–algebras.
Consider now the case where either ϕ1 or ϕ2 is not a trace. Then, as remarked above, ϕ
is not a trace. If there are unitaries as in (3) satisfying (4) and if a and b are in the centralizer
of ϕ1, respectively, ϕ2, then by Avitzour’s theorem ([2]), A is simple and does not admit a
tracial state.
Recall that a projection p in a C∗-algebra A is said to be infinite is it is equivalent to a
proper subprojection of itself. If there exist two mutually orthogonal subprojections p1 and
p2 of p such that p ∼ p1 ∼ p2, then p is said to be properly infinite. A unital C∗-algebra
A is called infinite, respectively, properly infinite, if its unit is infinite, respectively, properly
infinite. Note that no infinite C∗–algebra has a faithful, tracial state and that no properly
infinite C∗–algebra has a tracial state. A simple unital C∗-algebra is said to be purely infinite
if all its non-zero hereditary subalgebras contain an infinite projection (see [5]). It is an open
problem whether every simple unital C∗-algebra, that does not admit a trace, must be purely
infinite. The theorem below should be viewed in the light of that question.
Theorem 4. Let A be a reduced free product C∗–algebra as in (1). Suppose that ϕ is faithful
and is not a trace and suppose there are unitaries as in (3) satisfying (4). Then A is properly
infinite. Hence
Σ(A) = K0(A)
+ = K0(A). (5)
(Note that we assume less than Avitzour required, because we do not ask unitaries to be
in the centralizers of states.)
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When proving these theorems, we define and make use of the intermediate concept of
eigenfree C∗–algebras. Although the only C∗–algebras we prove are eigenfree are the reduced
free product C∗–algebras having unitaries as required in Theorems 2 and 4, we believe that
more general reduced free product C∗–algebras are eigenfree. We have written our proofs in
terms of eigenfreeness in order to allow for easy use in possible generalizations.
§1. Preliminaries
Basic to our investigation of projections in free product C∗–algebras is the following
result, which can be found in [1], and can also be derived from Voiculescu’s multiplicative free
convolution [18]. See [8, 2.7] for a related result and see [9] for a detailed proof.
Proposition 1.1. Let A be a C∗–algebra and ϕ a faithful state on A having faithful GNS
representation. Suppose p, q ∈ A are projections that are free with respect to ϕ. If ϕ(p) < ϕ(q)
then ||p(1− q)|| < 1 and there is v ∈ A such that v∗v = p and vv∗ ≤ q.
Another useful and well–known fact is the following. (The proof is a particularly easy
example of free etymology.) As usual, we employ the notation, for subsets S1, S2, . . . , Sm of
A,
Λo(S1, S2, . . . , Sm)
def
= {a1a2a3 · · · an | n ∈ N, aj ∈ Sιj , ι1 6= ι2, ι2 6= ι3, . . . , ιn−1 6= ιn}.
Lemma 1.2. Let (A,ϕ) be a C∗–noncommutative probability space and let B be a subset of
A. Suppose u ∈ A is a unitary, that ϕ(u) = 0 and that B and {u, u∗} are free. Then B and
u∗Bu are free.
Proof. We may suppose B is a subalgebra of A containing the unit of A. By the freeness
assumption, for b ∈ B, ϕ(u∗bu) = 0 if and only if ϕ(b) = 0. To show that B and u∗Bu are
free it thus suffices to show that
ϕ(b1(u
∗b2u)b3(u
∗b4u) · · · bn−2(u∗bn−1u)bn) = 0 (6)
whenever n is odd, n ≥ 3, bj ∈ B, ϕ(bj) = 0, (2 ≤ j ≤ n − 1), and for j = 1 and j = n
either bj = 1 or ϕ(bj) = 0. However, the word b1u
∗b2ub3 · · · u∗bn−1ubn is easily seen to equal
an alternating product in {b ∈ B | ϕ(b) = 0} and {u, u∗}. By freeness of B and {u, u∗}, (6)
holds.

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Lemma 1.3. Let I be an index set and let (Aι, ϕι) be a C
∗–noncommutative probability space,
(ι ∈ I), where each ϕι is faithful. Let (B,ψ) be a C∗–noncommutative probability space with
ψ faithful. Let
(A,ϕ) = ∗
ι∈I
(Aι, ϕι)
be the reduced free product C∗–algebra. Given unital ∗–homomorphisms, πι:Aι → B, such that
ψ ◦πι = ϕι and (πι(Aι))ι∈I is free in (B,ψ), there is a ∗–homomorphism, π:A→ B such that
π|Aι = πι and ψ ◦ π = ϕ.
Proof. Let B0 be the C
∗–subalgebra of B generated by
⋃
ι∈I πι(Aι) and let ψ0 = ψ|B0 . If the
GNS representation associated to ψ0 is faithful on B0, then by Voiculescu’s construction [17],
(see also [21]), (B0, ψ0) is canonically isomorphic to
∗
ι∈I
(Aι, ϕι)
via an isomorphism having the desired properties The faithfulness of ψ, however, shows that
ψ0 is faithful, hence has faithful GNS representation.

The following example shows that the hypothesis that ψ be faithful is essential, and
cannot be replaced with the weaker hypothesis that the GNS representation of ψ be faithful.
Example 1.4. Using the notation of [8], let
(B1, ψ1)
def
= (
p
C
3/4
⊕ C
1/4
) ∗ (
q
C
2/3
⊕ C
1/3
).
Let B = M2(B1) and let ψ be the state on M2(B1) given by ψ(
b11 b12
b21 b22
) = ψ1(b11). Although
ψ is not faithful, clearly the GNS representation of ψ is faithful on B. Let
(A1, ϕ1) = (
r
C
3/4
⊕ C
1/4
),
(A2, ϕ2) = (
s
C
2/3
⊕ C
1/3
),
and
(A,ϕ)
def
= (A1, ϕ1) ∗ (A2, ϕ2).
Then s is Murray–von Neumann equivalent in A to a proper subprojection of r. Let ρj :Aj → B
be the unital ∗–homomorphisms such that ρ1(r) =
(
p 0
0 0
)
and ρ2(s) =
(
q 0
0 1
)
. Then ψ◦ρj = ϕj .
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But there cannot be a ∗–homomorphism ρ:A → B such that ρ(r) = ρ1(r) and ρ(s) = ρ2(s),
because ρ2(s) is not equivalent to a subprojection of ρ1(r).
§2. Matrices of free random variables.
Theorem 2.1. Let n ∈ N and suppose (A,ϕ) is a ∗–noncommutative probability space having
random variables xij ∈ A, (1 ≤ i ≤ j ≤ n) and a unital subalgebra B ⊆ A such that
(i) xii is a semicircular element with ϕ(x
2
ii) = 1, (1 ≤ i ≤ n);
(ii) xij is a circular element with ϕ(x
∗
ijxij) = 1, (1 ≤ i < j ≤ n);
(iii) the family of sets of random variables,
(
B, ({xii})1≤i≤n, ({x∗ij , xij})1≤i<j≤n
)
(7)
is free.
Let (eij)1≤i,j≤n be a system of matrix units for Mn(C). Consider the noncommutative proba-
bility space (A⊗Mn(C), ϕ⊗ trn), where trn is the tracial state on Mn(C). Consider also the
random variable
x =
1√
n
( ∑
1≤i≤n
xii ⊗ eii +
∑
1≤i<j≤n
(xij ⊗ eij + x∗ij ⊗ eji)
)
.
Then x is semicircular and {x} and B ⊗Mn(C) are free.
Proof. Voiculescu, using his matrix model [20], proved in [19] that x is semicircular. Moreover,
from [6] it follows that {x} and 1⊗Mn(C) are free.
Let 1n denote the unit of Mn(C) and let idn denote the identity map on Mn(C). For
p ∈ N and a ∈ A⊗Mn(C), let
[xp]ϕ⊗tr = x
p − (ϕ⊗ trn)(xp) · (1⊗ 1n),
[a]ϕ⊗id = a− (ϕ⊗ idn)(a).
Lemma 2.2. Let m ∈ N and p1, p2, . . . , pm ∈ N. Let d0, d1, . . . , dm ∈ 1⊗Mn(C) and
assume that (id⊗ trn)(dj) = 0 whenever 1 ≤ j ≤ m− 1. Let
y = d0[x
p1 ]ϕ⊗trd1[x
p2 ]ϕ⊗tr · · · dm−1[xpm ]ϕ⊗trdm. (8)
Then (ϕ⊗ idn)(y) = 0.
Note that (ϕ⊗ trn)(y) = 0 by freeness of {x} and 1⊗Mn(C). The lemma gives more,
namely that every matrix entry of y has zero expectation.
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Proof. To show that (ϕ⊗ idn)(y) = 0 it will suffice to show that
(ϕ⊗ trn)
(
(1⊗ e1i)y(1⊗ ej1)
)
= 0. (9)
whenever 1 ≤ i, j ≤ n. But absorbing 1 ⊗ e1i into d0 and 1 ⊗ ej1 into dm, we see that
(1⊗ e1i)y(1⊗ ej1) is a word having the same form as y. As mentioned above, the freeness of
{x} and 1⊗Mn(C) then implies (9).

Continuing with the proof of Theorem 2.1, take arbitrary m ∈ N, p1, p2, . . . , pm ∈ N and
a0, a1, . . . , am ∈ B ⊗Mn(C) such that (ϕ⊗ trn)(aj) = 0 for every 1 ≤ j ≤ m − 1. To prove
the theorem it will suffice to show that (ϕ⊗ trn)(z) = 0, where
z = a0[x
p1 ]ϕ⊗tra1[x
p2 ]ϕ⊗tr · · · am−1[xpm ]ϕ⊗tram.
Writing aj = [aj ]ϕ⊗id + (ϕ⊗ idn)(aj) and distributing, we write z as a sum of 2m+1 terms,
z = [a0]ϕ⊗id[x
p1 ]ϕ⊗tr[a1]ϕ⊗id[x
p2 ]ϕ⊗tr · · · [am−1]ϕ⊗id[xpm ]ϕ⊗tr[am]ϕ⊗id+
+ [a0]ϕ⊗id[x
p1 ]ϕ⊗tr[a1]ϕ⊗id[x
p2 ]ϕ⊗tr · · · [am−1]ϕ⊗id[xpm ]ϕ⊗tr(ϕ⊗ idn)(am)+
+ · · · +
+ (ϕ⊗ idn)(a0)[xp1 ]ϕ⊗tr(ϕ⊗ idn)(a1)[xp2 ]ϕ⊗tr · · · (ϕ⊗ idn)(am−1)[xpm ]ϕ⊗tr[am]ϕ⊗id+
+ (ϕ⊗ idn)(a0)[xp1 ]ϕ⊗tr(ϕ⊗ idn)(a1)[xp2 ]ϕ⊗tr · · ·
· · · (ϕ⊗ idn)(am−1)[xpm ]ϕ⊗tr(ϕ⊗ idn)(am).
Since each (ϕ⊗ idn)(aj) ∈ 1⊗Mn(C) and since if 1 ≤ j ≤ m − 1 we have (ϕ⊗ trn) ◦
(ϕ⊗ idn)(aj) = 0, it follows from the freeness of {x} and 1⊗Mn(C) that ϕ⊗ trn of the last
term is zero. Each of the remaining 2m+1 − 1 terms is of the form
t = b0
[
aj(1)
]
ϕ⊗id
b1
[
aj(2)
]
ϕ⊗id
· · · bk−1
[
aj(k)
]
ϕ⊗id
bk
where 1 ≤ k ≤ m, 0 ≤ j(1) < j(2) < · · · < j(k) ≤ m and
b0 =
{
1⊗ 1n if j(1) = 0
(ϕ⊗ idn)(a0)[xp1 ]ϕ⊗tr · · · (ϕ⊗ idn)(aj(1)−1)[xpj(1) ]ϕ⊗tr if j(1) > 0,
if 1 ≤ l ≤ k − 1 then
bl = [x
pj(l)+1 ]ϕ⊗tr(ϕ⊗ idn)(aj(l)+1)[xpj(l)+2 ]ϕ⊗tr · · · (ϕ⊗ idn)(aj(l+1)−1)[xpj(l+1) ]ϕ⊗tr
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and
bk =


[xpj(k)+1]ϕ⊗tr(ϕ⊗ idn)(aj(k)+1)[xpj(k)+2]ϕ⊗tr · · ·
· · · (ϕ⊗ idn)(am−1)[xpm ]ϕ⊗tr(ϕ⊗ idn)(am) if j(k) < m
1⊗ 1n if j(k) = m.
From Lemma 2.2, we see that (ϕ⊗ idn)(bl) = 0 whenever 0 ≤ l ≤ k, except when l = 0
and j(0) = 0 or when l = k and j(k) = m, (i.e. when b0 = 1⊗ 1n or bk = 1⊗ 1n). Thus,
excepting the cases just mentioned, every matrix entry of each bl belongs to the ∗-subalgebra
of A generated by {xij | 1 ≤ i ≤ j ≤ n} and evaluates to 0 under ϕ. In addition, every
matrix entry of each [aj ]ϕ⊗id belongs to B and evaluates to zero under ϕ. Hence it follows
from the freeness of (7) that every matrix entry of t evaluates to zero under ϕ. Therefore,
each (ϕ⊗ trn)(t) = 0 and hence (ϕ⊗ trn)(z) = 0.

§3. Eigenfreeness
Definition 3.1. Let A be a unital C∗–algebra with state ϕ. We say that (A,ϕ) is eigenfree if
there is a unital ∗–endomorphism, ρ, of A and a Haar unitary with respect to ϕ, u ∈ A, such
that ρ(A) and {u} are ∗–free in (A,ϕ) and ϕ ◦ ρ = ϕ.
Proposition 3.2. Let A1 6= C and A2 6= C be unital C∗–algebras having faithful states ϕ1
and, respectively, ϕ2. Let
(A,ϕ) = (A1, ϕ1) ∗ (A2, ϕ2)
be the C∗–algebra reduced free product. If there are unitaries a ∈ A1 and b, c ∈ A2 such that
ϕ1(a) = 0 and ϕ2(b) = ϕ2(c) = 0 = ϕ2(b
∗c) then (A,ϕ) is eigenfree by an endomorphism
ρ such that K0(ρ):K0(A) → K0(A) restricts to the identity map on the image of K0(Aj) →
K0(A), (j = 1, 2).
Proof. Let ρk, (k = 1, 2), be the
∗–homomorphisms
ρk:Ak → A
defined by ρ1(x) = a
∗bxb∗a and ρ2(y) = ba
∗yab∗. Then each ρk is injective. Moreover, since
ϕ1(x) = 0 implies ϕ(a
∗bxb∗a) = 0 and ϕ2(y) = 0 implies ϕ(ba
∗yab∗) = 0, we have ϕ◦ρk = ϕk,
(k = 1, 2). Let us show that ρ1(A1) and ρ2(A2) are free. It will suffice to show that ϕ(z) = 0
whenever z ∈ Λo(ρ1(Ao1), ρ2(Ao2)). But for such a word, z, no cancellation occurs and we see
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that z is equal to an element of Λo(Ao1, A
o
2), so by freeness, ϕ(z) = 0. By [7], the state ϕ is
faithful. It then follows from Lemma 1.3 that there is a ∗–endomorphism, ρ, of A such that
ρ ◦ jk = ρk, (k = 1, 2) and ϕ ◦ ρ = ϕ.
Let u = a∗cac∗. Clearly u is a Haar unitary in (A,ϕ). We now show that {u} and ρ(A)
are ∗–free in (A,ϕ), which will complete the proof that (A,ϕ) is eigenfree. By the freeness of
ρ1(A1) and ρ2(A2), spanΛ
o(ρ1(A
o
1), ρ(A
o
2)) is dense in ρ(A)
o. Therefore, it will suffice to show
that ϕ(z) = 0 whenever
z ∈ Λo(a∗b(Ao1)b∗a, ba∗(Ao2)ab∗, {un | n ∈ N} ∪ {(u∗)n | n ∈ N}).
Expand each u as a∗cac∗ and each u∗ as ca∗c∗a. Now the only cancellations which may occur
are
(a∗bxb∗a)(a∗cac∗) = a∗bx(b∗c)ac∗
(ca∗c∗a)(a∗bxb∗a) = ca∗(c∗b)xb∗a
(a∗cac∗)(ba∗yab∗) = a∗ca(c∗b)a∗yab∗
(ba∗yab∗)(ca∗c∗a) = ba∗ya(b∗c)a∗c∗a,
for x ∈ Ao1 and y ∈ Ao2. Making these cancellations, z is seen to be equal to an element of
Λo(Ao1, A
o
2), so by freeness ϕ(z) = 0.
Since ρ on the copies of Aj in A is conjugation by a unitary, we easily see that K0(ρ) is
the identity map on the image of K0(Aj)→ K0(A), (j = 1, 2).

Proposition 3.3. Let A be a C∗–algebra with state ϕ and let n ∈ N. If (A,ϕ) is eigenfree
by an endomorphism ρ and some unitary then (A⊗Mn(C), ϕ⊗ trn) is eigenfree by the endo-
morphism ρn
2 ⊗ idn, where trn is the tracial state on Mn(C) and idn is the identity map on
Mn(C).
Proof. Let ρ and u be as in Definition 3.1. Because ϕ ◦ ρ = ϕ and using [21, 2.5.5(iii)], the n2
unitaries,
u, ρ(u), ρ2(u), . . . , ρn
2−1(u),
are Haar unitaries and the family
(ρn
2
(A), {u}, {ρ(u)}, . . . , {ρn2−1(u)})
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is ∗–free. Using the continuous functional calculus, we find semicircular elements xii ∈ A
such that ϕ(x2ii) = 1, (1 ≤ i ≤ n), and circular elements xij ∈ A such that ϕ(x∗ijxij) = 1,
(1 ≤ i < j ≤ n), such that
(
ρn
2
(A), ({xii})1≤i≤n, ({xij})1≤i<j≤n
)
is ∗–free. Let (eij)1≤i,j≤n be a system of matrix units for Mn(C) and let
x =
1√
n
( ∑
1≤i≤n
xii ⊗ eii +
∑
1≤i<j≤n
(xij ⊗ eij + x∗ij ⊗ eji)
)
.
Then by Theorem 2.1, x is semicircular and ρn
2
(A) ⊗Mn(C) and {x} are free. Using the
continuous functional calculus we obtain a Haar unitary, v ∈ C∗({x}), which then satisfies
that ρn
2
(A)⊗Mn(C) and {v} are ∗–free.
Thus the endomorphism ρn
2 ⊗ idn of A ⊗ Mn(C) and the Haar unitary v give that
(A⊗Mn(C), ϕ⊗ trn) is eigenfree.

§4. The tracial case
In this section we prove Theorem 2, which follows from the proposition below, in con-
junction with Proposition 3.2.
Proposition 4.1. Let A be a unital C∗–algebra with faithful, tracial state τ and suppose that
(A, τ) is eigenfree by an endomorphism ρ. Suppose that G is a subgroup of K0(A) on which
K0(ρ) is the identity map. Then
G ∩K0(A)+ = {x ∈ G | K0(τ)(x) > 0} ∪ {0} (10)
and
G ∩ Σ(A) = {x ∈ G | 0 < K0(τ)(x) < 1} ∪ {0, 1} (11)
Proof. Since τ is a faithful trace on A, the inclusion ⊆ is clear in both (10) and (11). To
show ⊇ in (10), let x ∈ G have K0(τ)(x) > 0. Then there is n ∈ N and there are
projections p, q ∈ A⊗Mn(C) such that x = [p] − [q]. We now use Proposition 3.3; let
ρn denote the endomorphism ρ
n2 ⊗ idn and let un ∈ A⊗Mn(C) denote the Haar uni-
tary such that ρn(A⊗Mn(C)) and {un} are ∗–free. Then x = [ρn(p)] − [ρn(q)]. Thus
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(τ ⊗ trn)(ρn(p)) > (τ ⊗ trn)(ρn(q)). Moreover, by Lemma 1.2, ρn(p) and u∗nρn(q)un are free
and clearly the traces of ρn(q) and u
∗
nρn(q)un are the same. So by Proposition 1.1, u
∗
nρn(q)un,
and thus also ρn(q), is equivalent in A⊗Mn(C) to a subprojection, say r, of ρn(p). Then
x = [ρn(p)− r] ∈ K0(A)+. This proves (10).
The truth of (11) now follows similarly. Indeed, if x ∈ G satisfies 0 < K0(τ)(x) < 1
then by (10) there is n ∈ N and a projection p ∈ A⊗Mn(C) such that x = [p] = [ρn(p)].
Let e = 1 ⊗ e11 ∈ A⊗Mn(C), where e11 is a rank–one projection in Mn(C). Then since
K0(τ)(x) < 1 we have (τ ⊗ trn)(p) < (τ ⊗ trn)(e). Clearly e = ρn(e). By the same argument
as was applied above in the proof of (10), we see that ρn(p) is equivalent to a subprojection,
say s, of e. Thus x = [s] ∈ Σ(A).

In fact, the above proposition together with Proposition 3.2 proves the following result,
which is more general than Theorem 2.
Proposition 4.2. Let A be a reduced free product C∗–algebra as in (1), where ϕ1 and ϕ2
are faithful traces. Suppose that there are unitaries as in (3) which satisfy (4). Consider the
subgroup
G = K0(j1)(K0(A1)) +K0(j2)(K0(A2)) ⊆ K0(A).
Then
G ∩K0(A)+ = {x ∈ G | K0(ϕ)(x) > 0} ∪ {0}
and
G ∩ Σ(A) = {x ∈ G | 0 < K0(ϕ)(x) < 1} ∪ {0, 1}.
§5. The non–tracial case.
In this section we will prove Theorem 4.
We will make use of the comparison theory for positive elements in a C∗–algebra that
was introduced by J. Cuntz [3], [4] (see also [15]), and which we describe in the definition and
proposition below.
Definition 5.1. Let A be a unital C∗–algebra with positive cone denoted A+ and let a, b ∈
A+. Write
a . b
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if there is a sequence, (xn)
∞
n=1, in A such that lim x
∗
nbxn = a.
If ϕ is a state on A, define the function, Dϕ:A
+ → [0, 1] by
Dϕ(a) = lim
ǫց0
ϕ(fǫ(a)),
where
fǫ(t) =


0 if 0 ≤ t ≤ ǫ
(t− ǫ)/ǫ if ǫ ≤ t ≤ 2ǫ
1 if t ≥ 2ǫ.
(If ϕ were a trace then Dϕ would be a dimension function.)
Proposition 5.2 ([3], [4], [15]). Let A be a unital C∗–algebra. Then
(i) the relation . on A is transitive and reflexive;
(ii) ., when restricted to the projections of A, gives the usual Murray–von Neumann or-
dering.
Let a, b ∈ A+ and x ∈ A. Then
(iii) if fǫ(a) . b for every ǫ > 0, then a . b;
(iv) if a ≤ b then a . b;
(v) if f :R+ → R+ is a continuous function with f(0) = 0 then f(a) . a;
(vi) xx∗ . x∗x;
(vii) Dϕ(p) = ϕ(p) if p ∈ A is a projection;
(viii) ϕ(a) =
∫ ||a||
0
Dϕ(ft(a))dt.
Lemma 5.3. Let A be a unital C∗–algebra and let ϕ be a faithful state on A. Suppose that p
is a projection in A, a ∈ A+ and p and a are free with respect to ϕ.
(i) If Dϕ(a) < ϕ(p) then a . p.
(ii) If ϕ(p) < Dϕ(a) then p . a.
Proof. Let A′′ denote the von Neumann algebra generated by the image of A under the GNS
representation of ϕ, and denote also by ϕ the normal extension of ϕ to A′′.
For (i), it will suffice to show that fǫ(a) . p for every ǫ > 0. Set
q = χ[ǫ,∞)(a) ∈ A′′.
Then fǫ(a) ≤ q ≤ fǫ/2(a), fǫ(a)q = fǫ(a), and p and q are free with respect to ϕ. Therefore
ϕ(q) ≤ ϕ(fǫ/2(a)) ≤ Dϕ(a) < ϕ(p),
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and hence, by Proposition 1.1, ||q(1− p)|| < 1. Setting λ = 1− ||q(1− p)||2, it follows that
q(1− p)q ≤ ||q(1 − p)||2q = (1− λ)q,
so qpq ≥ λq. Hence
λfǫ(a) = λfǫ(a)
1/2qfǫ(a)
1/2 ≤ fǫ(a)1/2qpqfǫ(a)1/2 = fǫ(a)1/2pfǫ(a)1/2,
which implies that
fǫ(a) . λfǫ(a) ≤ fǫ(a)1/2pfǫ(a)1/2 . pfǫ(a)p ≤ p.
For (ii), choose ǫ > 0 such that ϕ(fǫ(a)) > ϕ(p). Set
q = χ[ǫ,||a||](a) ∈ A′′.
Then, as above, p and q are free with respect to ϕ and fǫ(a) ≤ q ≤ fǫ/2(a), so ϕ(p) < ϕ(q),
whence ||p(1− q)|| < 1. Setting λ = 1− ||p(1− q)||2 we get λp ≤ pqp ≤ pfǫ/2(a)p which gives
that
p . λp ≤ pfǫ/2(a)p . f1/2ǫ/2 (a)pf
1/2
ǫ/2 (a) ≤ fǫ/2(a) . a.

Lemma 5.4. Let A be a unital C∗–algebra and let ϕ be a state on A that is not a trace. Then
there are a ∈ A+ and a unitary u ∈ A such that
Dϕ(a) < Dϕ(u
∗au).
Proof. Suppose for contradiction thatDϕ(a) = Dϕ(u
∗au) for every a ∈ A+ and unitary u ∈ A.
Then by Proposition 5.2(vii),
ϕ(a) =
∫ ||a||
0
Dϕ(ft(a))dt =
∫ ||a||
0
Dϕ(u
∗ft(a)u)dt =
∫ ||a||
0
Dϕ(ft(u
∗au))dt = ϕ(u∗au)
for every a ∈ A+ and every unitary u ∈ A. But then ϕ would be a trace.

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Lemma 5.5. Let A be a unital C∗–algebra and ϕ a faithful state on A. Suppose that (A,ϕ)
is eigenfree by the endomorphism ρ and unitary v, and suppose that ϕ is not a trace. Then
for every n large enough, the identity is a properly infinite projection in A⊗Mn(C).
Proof. By Lemma 5.4 there are a ∈ A+ and a unitary u ∈ A such that Dϕ(a) < Dϕ(u∗au).
Let (eij)1≤i,j≤n be a system of matrix units for Mn(C) and for 1 ≤ l ≤ n let fl =
∑l
j=1 ejj .
Let k, n ∈ N be such that
Dϕ(a) <
k
n
<
k + 1
n
< Dϕ(u
∗au).
Then in A⊗Mn(C) and for every m ∈ N
Dϕ⊗trn(ρ
m(a)⊗ 1n) =Dϕ(a) < (ϕ⊗ trn)(1⊗ fk) <
< (ϕ⊗ trn)(1⊗ fk+1) < Dϕ(u∗au) = Dϕ⊗trn(ρm(u∗au) ⊗ 1n).
(12)
By Proposition 3.3, (A⊗Mn(C), ϕ⊗ trn) is eigenfree by the endomorphism ρn2 ⊗ idn and a
unitary w ∈ A⊗Mn(C). Thus, by Lemma 1.2, w∗(ρn2(A) ⊗Mn(C))w and ρn2(A)⊗Mn(C)
are free. Hence, from (12) and Lemma 5.3, w∗(1⊗fk+1)w . ρn2(u∗au)⊗1n and ρn2(a)⊗1n .
w∗(1⊗ fk)w, which shows that in A⊗Mn(C)
1⊗ fk+1 . ρn
2
(a)⊗ 1n . 1⊗ fk. (13)
From this one easily obtains that 1⊗ fn . 1⊗ fl in A⊗Mn(C) whenever k ≤ m, l ≤ n. This
again shows that 1 ⊗ fk is properly infinite in A⊗Mn(C) and, furthermore, the identity of
A⊗Mm(C) is properly infinite whenever m ≥ k.

Lemma 5.6. Let A be a unital C∗–algebra and ϕ a faithful state on A. Suppose that (A,ϕ) is
eigenfree by an endomorphism ρ and some unitary. Suppose that ϕ is not a trace. Let n ∈ N
be such that 1⊗ 1n ∈ A⊗Mn(C) is properly infinite. If p, q ∈ ρn2(A) ⊗Mn(C) are nonzero
projections then p . q and q . p in A⊗Mn(C).
Proof. Since 1⊗ 1n is properly infinite, there is a sequence, (rj)∞j=1, of mutually orthogonal
projections in A⊗Mn(C), each equivalent to 1⊗ 1n. Let ρn denote the ∗–endomorphism
ρn
2⊗idn of A⊗Mn(C) and let ϕn denote the state ϕ⊗ trn of A⊗Mn(C). Since ρn(1⊗ 1n) =
1⊗ 1n, we find a sequence (pj)∞j=1 of projections in ρn(A⊗Mn(C)) such that each pj is
equivalent in ρn(A⊗Mn(C)) to p and pj ≤ ρn(rj). Since limj→∞ ϕn(pj) = 0, by replacing
p by some pj if necessary, we may assume without loss of generality that ϕn(p) < ϕn(q).
16 DYKEMA, RØRDAM
By Lemma 3.3, there is a Haar unitary wn ∈ A⊗Mn(C) such that the image of ρn and
{wn} are ∗–free. By Lemma 1.2, p and w∗nqwn are free. Moreover, ϕn(w∗nqwn) = ϕn(q). By
Proposition 1.1, p . w∗nqwn, so p . q. By symmetry we get also q . p.

Lemma 5.7. Let A be a unital C∗–algebra and ϕ a faithful state on A. Suppose that (A,ϕ)
is eigenfree and that ϕ is not a trace. Then the unit, 1, of A is properly infinite.
Proof. Using Lemma 5.5, let n ∈ N be such that 1⊗ 1n is properly infinite. Let ρ be a ∗–
endomorphism by which (A,ϕ) is eigenfree and let ρn denote the
∗–endomorphism ρn
2 ⊗ idn
of A⊗Mn(C). Identify the unit, 1 ∈ A, with e = 1⊗ e11 ∈ A⊗Mn(C), where e11 ∈ Mn(C)
is a minimal projection. By Lemma 5.6, 1⊗ 1n is equivalent to a subprojection, r, of e,
which is thus properly infinite. Since r is properly infinite, it has orthogonal subprojections,
r1, r2, r3, r4 such that each rj is equivalent to r. Replacing r with ρn(r) and each rj with ρn(rj)
if necessary, we may assume without loss of generality that r, r1, r2, r3, r4 ∈ ρn(A⊗Mn(C)).
Then, by Lemma 5.6, e−r . r3 and e−r . r4. Hence e = r+(e−r) . r1+r3 and e . r2+r4.
This shows that e, and thus the unit, 1, of A, is properly infinite.

Having proved that A is properly infinite, (5) now follows from [5, 1.4], since the set, P ,
of all properly infinite projections in A is seen to satisfy the conditions (Π1), (Π2), (Π3) and
(Π4) of [5]. Therefore, Theorem 4 follows from Proposition 3.2 and Lemma 5.7.
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