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Vorwort des Herausgebers
Liebe Leserinnen und Leser,
In Ihren Händen halten Sie einen Band unserer Buchreihe „Berichte aus dem DLR-Institut für
Verkehrssystemtechnik“. In dieser Reihe veröﬀentlichen wir spannende, wissenschaftliche The-
men aus dem Institut für Verkehrssystemtechnik des Deutschen Zentrums für Luft- und Raum-
fahrt e.V. (DLR) und aus seinem Umfeld. Einen Teil der Auﬂage stellen wir Bibliotheken und
Fachbibliotheken für ihren Buchbestand zur Verfügung. Herausragende wissenschaftliche Arbei-
ten und Dissertationen ﬁnden hier ebenso Platz wie Projektberichte und Beiträge zu Tagungen
in unserem Hause von verschiedenen Referenten aus Wirtschaft, Wissenschaft und Politik.
Mit dieser Veröﬀentlichungsreihe verfolgen wir das Ziel, einen weiteren Zugang zu wissenschaft-
lichen Arbeiten und Ergebnissen zu ermöglichen. Wir nutzen die Reihe auch als praktische Nach-
wuchsförderung durch die Publikation der wissenschaftlichen Ergebnisse von Dissertationen un-
serer Mitarbeiter und auch externer Doktoranden. Veröﬀentlichungen sind wichtige Meilensteine
auf dem akademischen Berufsweg. Mit der Reihe „Berichte aus dem DLR-Institut für Verkehrs-
systemtechnik“ erweitern wir das Spektrum der möglichen Publikationen um einen Baustein.
Darüber hinaus verstehen wir die Kommunikation unserer Forschungsthemen als Beitrag zur na-
tionalen und internationalen Forschungslandschaft auf den Gebieten Automotive, Bahnsysteme
und Verkehrsmanagement.
Die Qualität und Robustheit von Daten zur Objekt- und Gefahrenerkennung als verlässliche
Grundlage für Fahrerassistenz zu verbessern, ist das Ziel der im vorliegenden Band veröﬀent-
lichten Dissertation. Dazu wurden Daten eines Laserscanners und einer Kamera verarbeitet und
fusioniert. Systematisch wurden Algorithmen entwickelt, prototypisch umgesetzt und mit simu-
lierten und realen Daten getestet. Mit diesem Ansatz der Sensordatenfusion und Bilderkennung
können Objekte zuverlässig erkannt und verfolgt und atypische Situationen als Gefahren erkannt
werden. Auf einem soliden methodischen Fundament basierend ist diese Arbeit ein wichtiger
Beitrag für die Entwicklung zuverlässiger Fahrerassistenz – und damit auch für eine sichere
Mobilität der Zukunft.
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nur inhaltlich sondern auch was die Begeisterung für eine bestimmte Insel angeht. Als weitere
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Schwerpunkte der vorliegenden Arbeit sind die automatische Erkennung und Verfolgung von Ob-
jekten in Fahrsituationen sowie die Ableitung von potentiellen Gefahren. Hierzu werden die Daten
eines Laserscanners und einer Kamera verarbeitet und fusioniert. Die Arbeit stellt neue Metho-
den der unmittelbaren Umfelderfassung dar und dient als Grundlage für innovative Assistenz-
und Automationssysteme im Fahrzeug. Solche Systeme unterstützen den Fahrer zur Erhöhung
der Fahrsicherheit, der Verkehrseﬃzienz und des Komforts.
Die entwickelten Methoden sind auf unterschiedlichen Abstraktionsebenen angesiedelt:
Auf Sensordatenebene werden die Daten vorbereitet und reduziert. Insbesondere liegt der Fo-
kus auf der Erkennung von Fahrschwankungen aus Kamerabildern und auf der Erkennung des
Fahrkorridors als Interessenbereich aus den Daten mehrerer Sensoren.
Auf Objektebene ﬁndet die zentrale Datenfusion statt. Durch die Auswahl einer konkurrierenden
Objektfusion wird eine hohe Sensorunabhängigkeit, Zuverlässigkeit und Verfügbarkeit erreicht.
Hierzu werden im Vorfeld Objektbeobachtungen aus beiden Sensoren extrahiert. Diese werden
zur Objekterkennung und -verfolgung fusioniert, mit besonderem Fokus auf die Robustheit ge-
genüber manövrierenden Objekten, Messausreißern, split- und merge-Eﬀekten und der partiellen
Beobachtbarkeit der Objekte.
Auf der Anwendungsebene der Arbeit wird die frühzeitige Erkennung von potentiellen Gefah-
rensituationen vorgestellt. Hierzu wurde ein statistischer Ansatz entwickelt, in dem Gefahren als
atypische Situationen behandelt werden. Dieser allgemeingültige und erweiterbare Ansatz wird
beispielhaft auf Basis der Objektdaten umgesetzt.
Die vorgestellten Ansätze wurden systematisch entwickelt, prototypisch und modular implemen-
tiert sowie mit simulierten und realen Daten getestet. Die Ergebnisse zeigen hierbei eine Stei-
gerung der Qualität und Robustheit der Daten, so dass ein wichtiger Beitrag zur Verbesserung




Sensor Data Fusion and Image Processing for Object and Hazard Detection
The present work deals with automatic detection and tracking of objects in driving situations
as well as derivation of potential hazards. To do this, the data of a laser scanner and a camera
is processed and fused. The work provides new methods in the area of immediate environment
detection and modeling. Thus, it creates a basis for innovative driver assistance and automation
systems. The aim of such systems is to improve driving safety, traﬃc eﬃciency and driving
comfort.
The methods introduced in this work can be classiﬁed into diﬀerent abstraction levels:
At sensor data level, the data is prepared and reduced. In this work, the focus is especially set
on the detection of driving oscillations from camera images and on the detection of the driving
corridor from the data of diﬀerent sensors, used later as the primary area of interest.
At object level the central data fusion is done. High reliability, availability and sensor independency
are achieved by choosing a competitive object fusion approach. As an input of the data fusion,
object observations from camera and laser scanner data are extracted. These are then fused at
the aim of object detection and tracking, where aspects such as robustness against manoeuvring
objects, measurement outliers, split and merge eﬀects, as well as partial object observability are
addressed.
At application level, early detection of potential hazards is addressed. A statistical approach has
been chosen and developed, in which hazards are handled as atypical situations. This general
and expandable approach is exemplarily shown based on the detected object data.
The presented strategies and methods have been developed systematically, implemented in a
modular prototype and tested with simulated and real data. The test results of the data fusion
system show a win in data quality and robustness, with which an improvement of driver assistance




Fusión de Datos de Sensores y Procesado de Imágenes para la Detección de Objetos y Peligros
La presente tesis se enfoca en la detección y el seguimiento automático de objetos en situaciones
de conducción así como en la derivación de posibles peligros. Para tales efectos, los datos de un
escáner láser y de una cámara son procesados y fusionados. El trabajo presenta nuevos métodos
de percepción y modelado del entorno inmediato. Éste sirve de fundamento al desarrollo de
innovadores sistemas de asistencia y automatización en la conducción. Tales sistemas aspiran a
incrementar la seguridad de la conducción, la eﬁciencia del tráﬁco y el confort.
Los métodos desarrollados se ubican a diferentes niveles de abstracción:
A nivel de datos de sensores los datos son preprocesados y reducidos. El foco está en el reco-
nocimiento de las oscilaciones de la conducción en base a las imágenes de la cámara así como
en el reconocimiento del corredor de conducción actual en base a una fusión de los sensores,
usado más adelante como area de interés.
A nivel de objetos se lleva a cabo la fusión central de datos. Gracias a un planteamiento com-
petitivo de fusión de objetos es posible lograr una alta independencia de los sensores, ﬁabilidad
y disponibilidad. Para ello se extraen primero observaciones de objetos del escáner láser y la cá-
mara. Éstas son fusionadas con el ﬁn del reconocimiento y seguimiento de objetos, con especial
interés en la robustez frente a objetos maniobrantes, a valores dudosos, a efectos de partido y
mezclado de objetos y a la observabilidad parcial de los objetos.
A nivel de aplicación la pronta detección de posibles peligros es tratada. Para ello, un enfoque
estadístico ha sido desarrollado en el cual los peligros son tratados como situaciones atípicas.
Esta general y ampliable estrategia es ejempliﬁcada con los datos de la detección de objetos.
Los métodos presentados han sido desarrollados sistemáticamente, implementados prototípi-
camente y testados con datos simulados y reales. Los resultados de las pruebas muestran un
incremento de la calidad y robustez de los datos, con lo se puede lograr una mejora en el




Assistenz- und Automationssysteme in Fahrzeugen dienen insbesondere der Erhöhung der Fahr-
sicherheit und der Verkehrseﬃzienz sowie der Verbesserung des Fahrkomforts. Für diese Funktio-
nalitäten werden Informationen über das Umfeld, das Fahrzeug und den Fahrer benötigt. In dieser
Arbeit wird der Fokus auf die Umfelderkennung gelegt, wobei die Sensordatenverarbeitung und
-fusion zentrale Bausteine darstellen. Hierbei lehnt sich die Arbeit an den am Institut für Ver-
kehrssystemtechnik (Transportation Systems, TS) des DLR1 etablierten Entwicklungsprozess
für Assistenz- und Automationssysteme an. Dieser beinhaltet die Analyse von Fahrsituationen,
die Erprobung von Assistenz und Automation in simulierter Umgebung sowie deren Umsetzung
und Erprobung in realen Systemen.
1.1 Assistenz und Automation zur Erhöhung der Fahrsicherheit
Individuelle Mobilität ist zweifelsohne ein wichtiger Bestandteil des Lebens. Durch das stetig
anwachsende Verkehrsaufkommen werden oft die Sicherheit, die Eﬃzienz und der Komfort im
Kontext des Verkehrs negativ beeinﬂusst. Durch Assistenz und Automationssysteme wird die-
sen Eﬀekten entgegengewirkt, wobei die Erhöhung der Fahrsicherheit an erster Stelle steht.
Unterschiedliche Fahrsituationen, wie die in Abbildung 1-1 schematisch zusammengefassten,
beinhalten Gefährdungen, die gegebenenfalls zu echten Gefahren bis hin zu Unfällen führen kön-
nen. Beispiele sind: eine Kollision mit einem Fahrzeug im toten Winkel (1), ein Auﬀahrunfall
(2), das unbewusste Verlassen der Fahrbahn (3), der Kontrollverlust bei Glatteis (4) oder über-
höhter Geschwindigkeit (5), die Vorfahrtmissachtung an einer Kreuzung (6) oder die Kollision
mit einem Fußgänger (7).
Eine Gefahr wird anhand ihrer Eintrittswahrscheinlichkeit und ihrer Folgen (z.B. eines Schadens)
bewertet. Eine solche Bewertung hängt von zahlreichen Aspekten ab, wie beispielsweise der
Dynamik der Szene, den Fahrern und deren Zustand, sowie der Infrastruktur.
Durch auf diese Aspekte bzw. einzelne Faktoren ausgerichtete Assistenz und Automation in
Fahrzeugen können Unfälle vermieden oder wenigstens deren Folgen verringert werden, was
jeweils der Reduktion ihrer Eintrittswahrscheinlichkeit bzw. ihres Schadenumfangs entspricht.
Es gibt zahlreiche Beispiele für solche Systeme, die in Serienfahrzeugen vermehrt zu ﬁnden sind.
Passive Sicherheitssysteme wie Gurtstraﬀer oder Airbag sind inzwischen weitgehend Standard.
Für viele aktive Systeme gilt dies ebenso, wobei gerade in diesem Segment aktuell ein rasches
Wachstum zu beobachten ist. Beispiele für aktive Systeme sind Antiblockiersystem (ABS) und
Elektronisches Stabilitätsprogramm (ESP) zum Stabilisieren des Fahrzeugs, sowie Abstandsre-
gelautomat (ACC2), Spurhalteassistent (LDW3) und Notbremsassistent (NBA) zum Führen des
Fahrzeugs.
1DLR - Deutsches Zentrum für Luft- und Raumfahrt e.V. in der Helmholtz Gemeinschaft.
2ACC – Adaptive Cruise Control





Abbildung 1-1: Konzept von Gefährdung und Gefahr am Beispiel von typischen Fahrsituationen (siehe
Beschreibung im Text).
Um ihre Funktion zu erfüllen, verfügen Assistenz- und Automationssysteme im Allgemeinen über
Sensorsysteme zur Gewinnung von Informationen über die Fahrsituation. Diese Informationen
betreﬀen das Umfeld, das Fahrzeug und den Fahrer. Beispielsweise erkennt ein ACC ein führen-
des Fahrzeug anhand eines Radars oder Lidars. Immer häuﬁger ist der Einsatz von Kameras zur
Umfelderfassung zu beobachten, da es sich bei diesen um passive und preiswerte Sensoren han-
delt. Mit einer Kamera lassen sich unter anderen Informationen zu Fahrstreifenmarkierungen,
umgebenden Objekten oder Verkehrszeichen erkennen. Zusätzlich können ebenso Informatio-
nen aus digitalen Karten oder aus der Kommunikation mit anderen Verkehrsteilnehmern oder
mit der Infrastruktur verwendet werden (Car2Car oder Car2Infrastructure). Ein ESP benötigt
Beschleunigungs- und Drehzahlsensoren zur Abschätzung des Fahrzeugzustands. Müdigkeitser-
kennungssysteme verwenden NIR-Kameras4, um das Gesicht des Fahrers zu erfassen.
Die steigende Zahl an komplexen Assistenz- und Automationssystemen erfordert immer leis-
tungsfähigere Erkennungssysteme, die ein komplettes Bild der Fahrsituation im Umfeld des Fah-
rers mit hoher Zuverlässigkeit, Genauigkeit und Verfügbarkeit liefern. Zusätzlich bestehen die
Herausforderungen darin, die Anzahl von Erkennungssystemen und deren Komponenten in Gren-
zen zu halten, diese zu vernetzen und ein einheitliches und dabei insbesondere widerspruchsfreies
Bild der Fahrsituation an alle Anwendungen in einem Fahrzeug zu liefern.
1.2 Sensordatenverarbeitung und -fusion als Grundlage für Assis-
tenz und Automation
Die Bestimmung der Informationen über die Fahrsituation geschieht im Kontext von Assistenz-
und Automationssystemen in Fahrzeugen mit geeigneten Sensoren und Methoden. Zu jeder In-
formation können die Daten von Einzelsensoren verarbeitet oder mehrere Sensoren in bestimmter
Kombination gemeinsam betrachtet werden, was unter der Bezeichnung Sensordatenfusion zu-
sammengefasst wird. Durch diesen Ansatz werden im Allgemeinen folgende Vorteile erzielt:
• Erweiterung der erfassbaren Informationen: Die Informationen zweier Sensoren können
zusammengefügt werden, um neue Dimensionen, Merkmale, Eigenschaften und Arten von
4NIR-Kamera: Nahinfrarot-Kamera
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Gefahren zu erkennen, die als Grundlage für Automations- und Assistenzsysteme dienen.
• Erweiterung des Erfassungsbereichs: Der Erfassungsbereich zweier oder mehr Sensoren
wird zusammengefügt, um eine größere Reichweite oder Öﬀnungswinkel zu erreichen.
• Erhöhung der Genauigkeit: Durch Beobachtungen einer Größe durch mehrere Sensoren
kann die Genauigkeit erhöht (bspw. Positionsgenauigkeit oder Herkunftsrichtung einer Ge-
fährdung) und damit eine bessere Assistenz oder Automation erreicht werden.
• Erhöhung der Zuverlässigkeit: Mehrere Sensoren führen zu einer höheren Zuverlässigkeit
der Daten. Die Raten von false positives und false negatives können reduziert werden.5
• Erhöhung der Verfügbarkeit: Die Folgen von temporären Einschränkungen der Aufnah-
mesysteme (von niedrigen Datenraten bis hin zu kurzzeitigen Ausfällen) können durch
Sensordatenfusion reduziert werden.
• Erhöhung der Robustheit: Unter Robustheit eines Systems versteht sich dessen Fähigkeit,
seine Funktion auch bei Schwankungen der Umgebungsbedingungen aufrecht zu erhalten
(bspw. Robustheit gegen Ausreißer, Ausfall eines Sensors und Rauschen in den Daten).
Es ist ersichtlich, dass durch die Verwendung von Sensoren mit unterschiedlichen physikalischen
Erfassungsprinzipien diese Vorteile besonders zum Tragen kommen können.
Nichtsdestotrotz treten bei der Sensordatenfusion in der Praxis einige Probleme auf, die zu
berücksichtigen sind. Die Fusion mehrerer Sensoren geht stets mit einer Erhöhung der Komple-
xität des Systems einher. Dadurch kann die Zuverlässigkeit der Ausgabe beeinträchtigt werden.
Des Weiteren sind sowohl die Datenrate als auch die benötigte Rechenzeit in einem Fusionssys-
tem höher als bei einzelnen Sensoren, was zu einer Reduktion der Verfügbarkeit führen kann.
Die Verwendung mehrerer Sensoren erfordert hochgenaue räumliche und zeitliche Referenzie-
rungsinformationen. Werden diese im Laufe der Zeit ungenauer, so wird die Genauigkeit und
Zuverlässigkeit des Fusionssystems ebenso gefährdet.
Im Zusammenhang mit der in dieser Arbeit verfolgten Objekterkennung ﬁnden sich die hier
diskutierten Ziele und Schwierigkeiten wieder. Zum Beispiel wird die detaillierte Erkennung aller
Objektarten (mit Klassiﬁkation und Eigenschaften) angestrebt. Die Position der Objekte soll
dabei sehr genau geschätzt und mit einer hohen Frequenz verfolgt werden. Die Dynamik der
Objekte lässt sich dabei nicht immer mit einfachen Modellen beschreiben. Da in der Regel false
positives auftauchen können, ist es von großem Wert, dass diese keinen negativen Einﬂuss auf
die Verfolgung der tatsächlich vorhandenen Objekte haben.
Analog dazu werden bei der Gefahrenerkennung diese Ziele und Schwierigkeiten sichtbar. Bei-
spielsweise können durch Fusion Gefahren frühzeitiger festgestellt werden, als bei einzelnen Sen-
soren. Durch die zuverlässigeren Daten aus einer Fusion kann die Aufgabe der Gefahrenerkennung
ebenso zuverlässiger durchgeführt werden. Allerdings muss auch mit zum Teil widersprüchlichen
Daten gerechnet werden, die in der Fusion geklärt werden sollen.
5Ein false negative ist ein Sensorfehler (genannt Typ I), bei dem ein existierendes Objekt durch den Sensor nicht
erfasst wird. Ein false positive ist ein Sensorfehler (genannt Typ II), bei dem der Sensor Werte liefert, obwohl
sich kein Objekt in dem Erfassungsbereich beﬁndet (Phantomobjekte). Diese Fehler können beispielsweise
durch Sensorverschmutzung, die physikalischen Objekteigenschaften oder das Signal-Rausch-Verhalten (signal-





Abbildung 1-2: Großanlagen des Instituts TS: a) ViewCar, b) Messbrücke, c) dynamischer Fahrsimulator
und d) FASCar.
1.3 Der Entwicklungsprozess von Assistenz und Automation
Am Institut TS umfasst ein üblicher Entwicklungsprozess für Assistenz- und Automationssyste-
me mehrere Schritte, von der Analyse der Fahrsituationen im realen Verkehr, über die Erprobung
in simulierter Umgebung, bis hin zur Umsetzung in realer Welt bzw. realen Fahrversuchen.
Ein typischer Design- und Entwurfsprozess beginnt mit der Identiﬁkation des Bedarfs für Assis-
tenz und Automation. Hierfür werden Unfälle sowie das Fahrerverhalten in speziﬁschen Situatio-
nen analysiert. Für diesen Zweck verfügt das Institut TS über unterschiedliche Versuchsplattfor-
men und infrastrukturelle Messeinrichtungen – siehe Beispiele in Abbildung 1-2. Beispielsweise
werden mit dem in dieser Arbeit verwendeten Versuchsfahrzeug ViewCar (Abbildung 1-2.a)
Testfahrten im realen Verkehr durchgeführt. Das Fahrzeug verfügt über geeignete Sensoren zur
Erfassung von Informationen über das Umfeld, das Fahrzeug und den Fahrer. Im Zusammenhang
mit diesem Prozessschritt werden die Methoden zur automatischen Erkennung von Fahrsitua-
tionen genutzt und kontinuierlich weiterentwickelt sowie mithilfe geeigneter Referenzsysteme
geprüft.
Auf Basis dieser Informationen entstehen neue Konzepte für Assistenz und Automation. Diese
werden zunächst in der virtuellen Welt modelliert und implementiert. Hierfür stehen am In-
stitut TS mehrere Fahrsimulatoren zur Verfügung (siehe exemplarisch Abbildung 1-2.c). Hier
erfolgen eine erste Erprobung sowie die Evaluation aller maßgeblichen Aspekte in einer kontrol-
lierten Versuchsumgebung. Im Simulator können bestimmte Fahrsituationen aus Sicherheits-,
Wiederholbarkeits- oder Aufwandsgründen umfassend und sinnvoller getestet werden, als im
realen Verkehr. Auch die Methoden der Fahrsituationserkennung werden in der Simulation ein-
gesetzt, validiert und getestet.
Ein letzter Schritt in der Prozesskette besteht in der prototypischen Umsetzung gereifter Kon-
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zepte in der realen Welt, um sie dort zu validieren. Für diesen Zweck wurde beispielsweise das
FASCar aufgebaut (siehe Abbildung 1-2.d). Ebenso wie die Sensorik und die Erkennungssysteme
ﬁndet sich hier auch eine Aktuatorik für aktive Eingriﬀe in die Fahrdynamik.
Um den Austausch von Daten und Informationen und die Übertragbarkeit der Methoden zwi-
schen den Versuchsanlagen zu ermöglichen, wurde im Institut TS eine einheitliche dienstbasierte
Systemarchitektur entwickelt [61]. Hiermit können die Informationen in Diensten verarbeitet und
zur Verfügung gestellt werden (wie bspw. unterschiedliche Umfeld- oder Gefahrenerkennungsme-
thoden). Dabei sind die entwickelten Systeme von Sensoren, Plattformen und Konﬁgurationen
unabhängig und auf unterschiedlichen Versuchsträgern übertragbar. Ein weiterer Vorteil des Ein-
satzes dieser Systemarchitektur ist die Festlegung eines einheitlichen Modells der Fahrsituation.
Die Sensordatenverarbeitung bzw. -fusion kann somit an einer einzigen Stelle durchgeführt und
die Ergebnisse von mehreren Anwendungen verwendet werden. Damit wird das Einfügen oder
Austauschen von Systemen erleichtert.
Die vorliegende Arbeit wird an den hier beschriebenen Entwicklungsprozess und die Systemar-
chitektur angelehnt. Hierzu wird das ViewCar für die Problemanalyse und prototypische Im-
plementierung der entwickelten Methoden für Objekt- und Gefahrenerkennung verwendet. Die
Simulationsumgebung wird für genaue Untersuchungen der Methoden in kontrollierten und wie-
derholbaren Bedingungen eingesetzt. Insbesondere kann in der Simulationsumgebung die Ge-
fahrenerkennung umfassend untersucht werden. Hierbei können Gefahren durch die Verkehrssi-
mulation gezielt erzeugt und der Ansatz der Gefahrenerkennung validiert werden. In weiteren
Schritten können die Methoden der Objekt- und Gefahrenerkennung an ein reales Fahrzeug (bei-
spielsweise das FASCar) angepasst und validiert werden, wie im Ausblick dieser Arbeit erwähnt
wird.
1.4 Verwendete Sensoren
In dieser Arbeit werden ein Laserscanner und eine Mono-Kamera ausgerichtet auf den vorderen
Fahrzeugbereich verwendet. Der Laserscanner bietet eine hohe Zuverlässigkeit, Entfernungsge-
nauigkeit und Reichweite, liefert jedoch außer der Entfernung und Reﬂektanz einzelner Punkte
keine weiteren direkten Informationen über die Objekte. Zusätzliche Informationen, wie zum
Beispiel Geschwindigkeit und Größe, werden durch eine entsprechende Verarbeitung der Rohda-
ten gewonnen. Die Kamera zeichnet mehr Information über die Szenerie auf (Formen, Linien,
Texturen, Schatten usw.) und hat zudem in der Regel eine höhere Winkelauﬂösung als der
Laserscanner. Die Informationen müssen jedoch über eine Bildverarbeitung gewonnen werden,
von der letztendlich die Erkennungswahrscheinlichkeit abhängt. Zudem reduziert sich die Erken-
nungsgenauigkeit mit zunehmender Entfernung.
Tabelle 1-1 listet die Stärken und Schwächen beider Sensoren auf und verdeutlicht dabei, wie
sie sich durch Fusion gegenseitig ergänzen können.
1.5 Zielsetzung, Forschungsfragen und Beitrag der Arbeit
Das Ziel dieser Arbeit besteht in der automatischen Erkennung und Verfolgung von dynamischen
und statischen Objekten im unmittelbaren Umfeld des Fahrzeugs sowie der Ableitung potentieller
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Gefahrensituationen. Die Objekterkennung wird anhand der Verarbeitung und Fusion der Da-
ten einer Kamera und eines Laserscanners erreicht. Ortungsdaten und Informationen aus einer
digitalen Karte sind ebenfalls vorhanden und werden unterstützend verwendet. Die darauf auf-
bauende Gefahrenerkennung erfolgt in einer abstrakten Ebene und wird universell gehandhabt.
Sie wird exemplarisch anhand von Objektdaten vorgestellt und dient damit als Eignungskriterium
der entwickelten Objekterkennungsmethoden.
Die zentrale Fragestellung der Arbeit ist folgende: welche Chancen und Probleme stellt die Fusion
der Daten einer Kamera und eines Laserscanners in der Detektion von Objekten im unmittelbaren
Umfeld des Fahrzeugs im Blick auf die frühzeitige Erkennung von potentiellen Gefahren in der
Fahrsituation dar?
Diese Frage wird in folgende weitere technische Fragen aufgeschlüsselt: Wie können die Daten
aus einem oder unterschiedlichen Sensoren für die Objekterkennung und Verfolgung so verar-
beitet bzw. fusioniert werden, dass qualitativ hochwertige Objekthypothesen entstehen? Diese
sollen zudem robust sein, gegenüber
• sich verändernden Perspektiven der Objekte,
• manövrierenden Objekten
• und unsicheren aktuellen Sensordaten.
Wie kann die notwendige Verarbeitung der Kamera- und Laserscannerdaten die Anforderun-
gen der Objekterkennung weitestgehend erfüllen? Wie kann die Menge der zu verarbeitenden
Sensordaten auf den wesentlichen Bereich reduziert werden?
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Abbildung 1-3: Modulare Prozessierungskette.
Wie müsste die Architektur einer allgemeingültigen aber gleichzeitig diﬀerenzierten Gefahrener-
kennung aufgebaut sein, die möglichst frühzeitig auf entsprechende Ereignisse reagiert? Wie
hängt die Güte der Objektdaten mit der der Gefahrenerkennung zusammen?
In der Beantwortung dieser eng vernetzten Menge von Fragen liegt der wissenschaftliche Bei-
trag der vorliegenden Arbeit. In diesem Zusammenhang wird die vollständige Prozessierungskette
von den Sensordaten, über die Objekthypothesen bis hin zur Gefahrenerkennung vorgestellt. Die-
se Prozessierungskette ist in Form eines modularen Aufbaus in Abbildung 1-3 dargestellt. Die
Methoden sind auf unterschiedlichen Abstraktionsebenen angesiedelt, nämlich der Sensordate-
nebene, der Objektebene und der Anwendungsebene.
Den Kern der Arbeit bildet die Objektebene mit der Verfolgung und der Fusion der Sensordaten.
Durch die Auswahl einer konkurrierenden Fusion auf Objektebene wird eine hohe Sensorun-
abhängigkeit, Zuverlässigkeit und Verfügbarkeit erreicht. Hierzu ist es notwendig, Objektbeob-
achtungen aus den Kamera- und den Laserscannerdaten zu extrahieren. Zur Objektextraktion
und -verfolgung werden ein einfaches Objektmodell und ein Satz von neuartigen, aufeinander
abgestimmten Strategien und Methoden entwickelt, die Lösungen zu den oben aufgelisteten
Problemstellungen darstellen. Dazu zählen beispielsweise die Deﬁnition einer variablen, logi-
schen Referenz für die Objekthypothesen, die Betrachtung ihrer partiellen Beobachtbarkeit, die
Adaption des Mess- und Prozessrauschens, die mehrfache Assoziation zu Beobachtungen und
die Verdoppelung bzw. Vereinigung von Objekthypothesen. Damit wird durch die Fusion trotz
erhöhter Komplexität ein Gewinn gegenüber herkömmlichen Ansätzen erreicht.
Die Objektextraktion aus den Sensordaten wird auf diese Strategien abgestimmt. Einerseits wird
eine auf Texturmerkmalen basierte Bildverarbeitungsmethode vorgestellt und entwickelt. Diese
neuartige Methode beruht auf der Annahme, dass sich Objekte vom Hintergrund abheben. Somit
liefert sie selbst bei qualitativ beschränkten Kamerabildern und bei verändernder Beleuchtung
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zuverlässige Objektbeobachtungen. Die Laserscannerdaten werden anhand einer neuartigen Me-
thode basierend auf dem inneren Winkel der Konturpunkte an das Objektmodell angepasst. Der
Vorteil dieser schlanken Methode ist, dass Objektformen diﬀerenzierter als bei herkömmlichen
Ansätzen klassiﬁziert und Objekte kompakt dargestellt werden können.
Auf Sensorebene werden in dieser Arbeit zwei Methoden von besonderem Wert entwickelt. Einer-
seits werden Fahrzeugschwankungen beim Fahren anhand einer neuen Bildverarbeitungsmethode
erkannt und korrigiert. Diese basiert auf den bekannten geometrischen Eigenschaften der Fahr-
streifenmarkierungen. Andererseits wird der Fahrkorridor anhand einer neuartigen sensornahen,
kooperativen Fusion bestimmt, mit dem die Datenmenge in der Objekterkennung auf den we-
sentlichen Bereich reduziert werden kann.
Schließlich wird auf Anwendungsebene ein Ansatz zur Gefahrenerkennung vorgestellt. Dieser
basiert auf der Annahme, dass Gefahren aus atypischen Ereignissen abgeleitet werden können,
welche a priori eine geringe Eintrittswahrscheinlichkeit aufweisen. Dafür wird ein Fusionskonzept
vorgestellt, das statistische Informationen über den normalen Zustand der Daten (bspw. Ob-
jektdaten) in entsprechenden Strukturen enthält. Dabei wird die Datensicherheit, Genauigkeit
und Beobachtbarkeit, bezogen auf den betrachteten Sensor, berücksichtigt. Die statistischen
Strukturen ermöglichen, dass universell gültige Regeln verwendet werden können. Durch deren
diﬀerenzierte Auslegung können Kriterien, die eine Warnung auslösen (Schwellwerte), adaptiv
gestaltet und damit Gefahren frühzeitig erkannt werden. Dieser Ansatz stellt eine vielverspre-
chende Alternative zu herkömmlichen auf der Ursache-Wirkungs-beziehung basierten Systemen
dar.
1.6 Gliederung und Überblick
Die Arbeit ist wie folgt gegliedert. In diesem einleitenden Kapitel wurde die Thematik der Assis-
tenz und Automation eingeführt, wobei auf die Informationen der Fahrsituation und die Gefahren
fokussiert wurde. Dabei wurde die Rolle der Erfassung der Fahrsituation und der Sensordaten-
fusion hervorgehoben. Anschließend wurden die Ziele und Forschungsfragen dieser Dissertation
beschrieben.
Im zweiten Kapitel ist eine Beschreibung zum Stand der Technik im Bereich der Objekt- und
Gefahrenerkennung in Bezug auf die Fahrsituation zu ﬁnden.
Das dritte Kapitel stellt die Grundentscheidung zur Fusionsansatz dar und deﬁniert das Ob-
jektmodell, worauf die restliche Arbeit basiert. Kapitel 4 beschäftigt sich mit der Verarbeitung
der Sensordaten auf Sensorebene. Kapitel 5 und 6 gehen auf die Objekterkennung jeweils aus
Kamera- und Laserscannerdaten ein. Darauf aufbauend wird im Kapitel 7 die Verfolgung und
Fusion der erkannten Objektbeobachtungen in Objekthypothesen erläutert. Im Kapitel 8 ist die
Beschreibung des Ansatzes zur Gefahrenerkennung zu ﬁnden.
Nachdem im Kapitel 9 die durchgeführten Experimente und deren Ergebnisse dargestellt sind,
schließt Kapitel 10 die Arbeit mit einer Zusammenfassung und einem Ausblick ab.
In Ergänzung zu den erwähnten Kapiteln sind einige Anhänge beigefügt, die dem Gesamtver-
ständnis der Arbeit dienen. Ein Bezug darauf erfolgt an den entsprechenden Stellen im Text.
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In diesem Kapitel wird der Stand der Technik im Bereich der Umfeld-, der Objekt- und der Ge-
fahrenerkennung erläutert. Für die Objekterkennung wird zuerst in Abschnitt 2.2 das allgemeine
Multi-Target-Tracking-Schema eingeführt, das als Referenz für die Recherche dient. Die Objek-
terkennung wird in einzelsensorbasierte (Abschnitt 2.3) und fusionsbasierte Systeme (Abschnitt
2.4) unterteilt. Die Einzelsensorsysteme werden nach dem jeweils verwendeten Sensor und die
Fusionsansätze nach der Abstraktionsebene gegliedert. Im weiteren Verlauf werden Ansätze vor-
gestellt, die aus den detektierten Daten der Umgebung abstrakte Informationen über mögliche
Gefahrensituationen ableiten (Abschnitt 2.5).
2.1 Umfelderkennung in der Automobilbranche
Technische Systeme werden immer häuﬁger mit der Fähigkeit zur Umgebungswahrnehmung
ausgestattet. Dabei liegt der Fokus auf Informationen zur Ortung und Lage des Systems, zum
Untergrund, zu den umgebenden Objekten und deren Verhalten sowie zur Bedeutung dieser
Informationen für die Systemsicherheit. Es können dabei einzelne oder mehrere Sensoren in
einem Fusionssystem verwendet werden.
Im militärischen Bereich wurden die ersten modernen Sensorfusionsaufgaben bearbeitet. Die
Anwendungen umfassen Ortung von Militärfahrzeugen, Zielbestimmung, Angriﬀserkennung und
Trajektorienplanung. Anwendungsbeispiele sind in der Literatur zu ﬁnden, wie zum Beispiel bei
Hall [70] und Klein [85]. In der Robotik sind analoge Forschungsfragen vor allem in den Anwen-
dungsbereichen der autonomen mobilen Roboter und der Fernerkundung zu ﬁnden.
Die Forschung in der Automobilindustrie zeichnet sich durch zwei Trends im Bereich der Umfel-
derkennung aus. Der Eine setzt sich immer mehr für die Fusion der einzelnen Sensorinformationen
ein. Der Andere zielt auf immer zuverlässigere Daten eines Einzelsensorsystems ab. Abbildung
2-1 veranschaulicht diese Trends anhand einiger wichtiger Meilensteine der letzten Jahre. In
der Aufstellung sind viele EU-Projekte und Rahmenprogramme vertreten. Sie diﬀerenzieren sich
nach den jeweiligen übergeordneten Zielen. So beschäftigte sich das Eureka-Prometheus-Projekt
(1987-1995) mit dem Ziel des autonomen Fahrens, während sich das Projekt Chameleon [58]
(2000-2002) auf Pre-Crash-Situationen fokussierte. Das Projekt Carsense [68, 90] (2001-2003)
wiederum konzentrierte sich auf Umfelderkennung in komplexen Situationen. Das Projekt Safe-
U [103] (2002-2005), die Initiative eSafety [3] (2002-2010) sowie das integrierte Projekt PRe-
VENT [2, 129] (2003-2008) haben ihre Ziele hauptsächlich im Bereich der Sicherheit. Auch zu
nennen sind vom BMBF1 bzw. BMWi2 ﬁnanzierte Projekte, wie die Forschungsinitiative INVENT
[1] (2001-2005), fokussiert auf Fahrerassistenz, aktive Sicherheit und Verkehrsmanagement.
Viele Forschungseinrichtungen haben ebenso Beiträge zur Umfelderkennung geleistet. Dazu zäh-
len Universitäten wie beispielsweise die Stanford University mit dem Fahrzeug Stanley (zusam-
men mit der Volkswagen AG. Abbildung 2-1.a, Thrun et al. [150]), die Technische Universität
1BMBF: Bundesministerium für Bildung und Forschung
2BMWi: Bundesministerium für Wirtschaft und Technologie
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a) Stanley b) VaMoRs c) VAMP d) ARGO
Abbildung 2-1: Einige Meilensteine der Sensor- und Erkennungssysteme in der Automobilbranche. Siehe
Bezug im Text.
Braunschweig mit dem Versuchsfahrzeug Caroline (Form et al. [52, 15]), die Bundeswehr Uni-
versität München in Zusammenarbeit mit Mercedes-Benz (Dickmanns [40]) unter anderen mit
den Versuchsfahrzeugen VaMoRs (Abbildung 2-1.b), VAMP (Abbildung 2-1.c) und VITA-II, die
Universität Ulm (Dietmayer et al. [41]), die Universität Karlsruhe mit dem Fahrzeug AnnieWAY
(Stiller et al. [139, 142, 141]), die Universitäten von Pavia und Parma mit dem Centro Ricerche
Fiat (Bertozzi, Broggi et al. [14]) mit ARGO (Abbildung 2-1.d). Auch Automobilhersteller und
Zulieferer sind hier zu nennen, wie die bereits erwähnten sowie BMW [164], MAN [4], Daim-
lerChrysler [39] und Ibeo [58]. Die Beiträge dieser Projekte und Institutionen zur Objekt- und
Gefahrenerkennung werden ausführlich in den nächsten Abschnitten erläutert.
2.2 Multi-Target-Tracking
In dieser Arbeit liegt der Fokus in der Erkennung und Verfolgung von Objekten in Fahrsituationen.
Diese Aufgabe entspricht dem bekannten Multi-Target-Tracking. Eine übliche Herangehensweise
ist in Abbildung 2-2 dargestellt und dient in den folgenden Abschnitten als Leitfaden.
In einem Multi-Target-Tracking-System ist der zu schätzende Zustand durch eine Liste von Nx
Objekten gegeben. Da die Objekte Schätzungen des Zustands, der Genauigkeit und der Zuver-
lässigkeit darstellen, werden sie im Folgenden als Objekthypothesen bezeichnet. Diese werden
anhand der Nz Messungen bzw. Beobachtungen aus einem oder mehreren Sensoren in jedem
Messzyklus neu geschätzt. Die üblichen Schritte sind hierbei:
• Synchronisation: Die Beobachtungen und Objekthypothesen müssen auf eine gemeinsa-
me Zeitachse bezogen werden. Die Fusion muss mit unregelmäßigen Sensortakten oder
mit der nicht eingehaltenen Reihenfolge der Datenankunft (out-of-sequence-Verarbeitung)
arbeiten können.
• Prädiktion: Der Zustand der bereits bekannten Objekte muss nach dem ausgewählten
Bewegungsmodell von einem vergangenen auf einen aktuellen Zeitpunkt prädiziert werden.
• Alignment/Standardisierung: Die Sensordaten (Beobachtungen) und die Prädiktionen müs-
sen auf ein gemeinsames Koordinatensystem bezogen und in dieselben Einheiten ausge-
drückt werden (anhand der Kalibrationsdaten). Hier werden sensorzentrierte, plattform-
zentrierte oder Weltkoordinaten verwendet.
• Assoziation: Hiermit wird die Zuordnung zwischen Beobachtungen und Prädiktionen be-
zeichnet. Dafür wird eine Metrik zwischen einer Beobachtung und einer Prädiktion deﬁniert














Abbildung 2-2: Prozessmodell eines Multi-Target-Tracking-Systems.
zu kann die Distanz pro einzelne Beobachtung (Iterativer Nearest-Neighbor -Algorithmus,
Strongest-Neighbor-Algorithmus) oder gleichzeitig für alle Beobachtungen minimiert wer-
den (Globale Nearest-Neighbor -Algorithmen, wie Brute-Force, Munkres, Auktionsalgorith-
men und andere).
Bei Bayes’schen Herangehensweisen wird die Wahrscheinlichkeit jeder möglichen Zuwei-
sung zwischen Beobachtungen und Prädiktionen minimiert, wie das PDAF3, JPDAF4 (vgl.
[11]) oder Dempster-Shafer-Verfahren. Nach Klaus [84] können die Assoziationsverfahren
einzelne oder mehrfache Zuweisungen pro Beobachtung bzw. Objekthypothese (Modellob-
jekt) erlauben. Weitere Möglichkeiten erlauben es, die Zuweisung über mehrere Messzyklen
durchzuführen.
Alternativ zu diesen Assoziationsverfahren kann ein georeferenziertes Gitter (occupancy
grid) verwendet werden, in dem die Beobachtungen gewichtet mit deren Zuverlässigkeit
und Genauigkeit direkt dargestellt werden.
• Gating: Zur Unterstützung der Assoziation kann a priori Wissen über die Situation verwen-
det werden. Dabei werden zum Beispiel Einschränkungen in den Bewegungen der Targets
deﬁniert (maximale/minimale Geschwindigkeit, Richtungsänderung etc., vgl. Klaus [84]).
In der Regel wird die Größe des Gates anhand der Objektunsicherheit gewichtet (vgl.
Bar-Shalom und Li [11]). Auch der Vergleich der Ausdehnung der Prädiktionen zu den Be-
obachtungen kann dazu dienen, geteilte oder verschmolzene Beobachtungen zu vermeiden
(Splitting/Merging, vgl. Cramer [35]).
• Zustandsschätzung: Anhand der eingehenden, assoziierten Beobachtungen wird der Zu-
standsvektor jeder Objekthypothese durch Anwendung eines Schätzverfahrens aktualisiert.
Die Bayes’sche Schätzmethode für lineare, dynamische Systeme mit weißem Gauß’schem
Rauschen ist der Kalman-Filter (KF). Varianten davon sind der Informationsﬁlter (IF), der
Alpha-Beta-Filter, für kontinuierliche Zeit der Kalman-Bucy-Filter, für nichtlineare Syste-
me der erweiterte Kalman-Filter (EKF), der erweiterte Informationsﬁlter (EIF) oder der
unscented Kalman-Filter (UKF). Andere adaptive Strategien sind das adaptive Prozess-
rauschen (fudge factor), Input-Estimation, Variable-State-Dimension oder Multi-Modell-
3PDAF – Probabilistic data association ﬁlter.
4JPDAF – Joint probabilistic data association ﬁlter.
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Filter (interacting multi-model , IMM), vgl. [10].
Im Falle von nichtlinearen Systemen oder nicht-Gauß’schem Rauschen kann anstelle dieser
Filter ein Partikelﬁlter (auch Sequenzielle Monte-Carlo-Methode, SMC) Anwendung ﬁn-
den. Diese Methode rechnet die Wahrscheinlichkeitsdichte des Zustandsraums (Likelihood)
anhand von einer Wolke von Partikeln (Punkte im Zustandsraum) aus, deren Gewichtun-
gen sequenziell mit den Beobachtungen angepasst werden. Nachteilig in dieser Methode ist
der höhere Rechenaufwand der Simulationen. Weitere Methoden sind beispielsweise in den
Bereichen der neuronalen Netze, der Fuzzy-Logik oder der Evidenztheorie von Dempster-
Shafer zu ﬁnden.
Einige Literaturquellen zu Schätzmethoden sind Bar-Shalom und Li [10], Brown [23], May-
beck [106], Niemeier [112]. Details zum Kalman-Filter und dem Informationsﬁlter werden
in Kapitel 7 und in Anhang C gegeben.
• Verwaltungsaufgaben: Hiermit sind Mechanismen gemeint, die die Initialisierung neuer Ob-
jekte (z.B. aus nichtassoziierten Beobachtungen), das Löschen veralteter Objekte (z.B.
aus Mangel an Beobachtungen oder wegen unnatürlicher Bewegung) sowie das Splitting
oder Merging von Objekten behandeln.
2.3 Objekterkennung aus einzelnen Sensoren
Im Fokus dieser Recherche liegen fahrzeugseitig verbaute Sensoren, womit die infrastrukturba-
sierten oder kommunikationsbasierten Systeme eine Nebenrolle einnehmen. Außerdem werden
hauptsächlich Fahrzeug- und allgemeine Objekterkennungssysteme erläutert, womit auf spezia-
lisierte Erkennungssysteme wie beispielsweise eine Fußgänger- oder Verkehrszeichenerkennung
nicht weiter eingegangen wird.
Die Tabelle 2-1 auf Seite 16 stellt einen Gesamtvergleich der Eigenschaften der in diesem Ab-
schnitt betrachteten Sensoren mit Betonung ihrer Stärken und Schwächen vor.
2.3.1 Radar
Radarsensoren sind aktive Sensoren, die sich durch eine hohe Entfernungsgenauigkeit aber ei-
ne beschränkte Winkeleinschätzung bzw. Trennbarkeit auszeichnen. Radarsysteme liefern aus-
schließlich Reﬂexionspunkte von Objekten mit einer speziellen Signatur, die für den Spektral-
bereich charakteristisch ist (bspw. metallische Objekte). Bei Radardetektionen liegt keine Kor-
relation zur Größe, Form und Art der Objekte vor. Sie sind robust gegen Licht- und Wetter-
verhältnisse, mit Ausnahme von starkem Niederschlag. Durch Nutzung des Doppler-Eﬀektes
können Radarsensoren sehr genaue Aussagen über die Geschwindigkeit der Objekte treﬀen. Die
Erkennbarkeit eines Gegenstandes hängt von dessen Reﬂexionseigenschaften ab. Öﬀnungswin-
kel, Reichweite und Anzahl von erkennbaren Objekten hängen von der Art des Radars ab. Als
übliche Standardbauformen arbeiten Short Range Radars (SRR) im 24GHz-Bereich und Long
Range Radars (LRR) im 77GHz-Bereich (siehe Tabelle 2-1 auf Seite 16).
Da Radarsensoren relativ kostengünstig und klein sind, werden sie häuﬁg in Serienprodukten ver-
wendet, wie beispielsweise bei einem ACC. Jordan et al. [77] führt eine Hindernisklassiﬁkation
mit einem LRR basierend auf der Evidenztheorie von Dempster und Shafer durch. Schiementz
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[128] fusioniert die Daten mehrerer Radare um ein Fahrzeug. Dabei beschäftigt er sich mit
unterschiedlichen Assoziations- und Schätzverfahren, auch unter Berücksichtigung der Objekt-
ausdehnung.
2.3.2 Lidar und mehrstrahliges Lidar
Ein Lidar ermöglicht die aktive Messung des Abstandes in einer Richtung. Durch parallele Ver-
wendung von mehreren Strahlen (Multi-Beam Lidar) kann dieser erweitert werden. Dabei bleibt
die Winkelauﬂösung gering. Lidars sind robust gegen Licht- und Wetterverhältnisse, mit Aus-
nahme von dichtem Nebel. Die weiteren Eigenschaften sind der Tabelle 2-1 zu entnehmen.
Beispiele für die Verwendung von Lidars, fusioniert mit Kameradaten zur Objekterkennung,
ﬁnden sich bei Mählisch, Dietmayer et al. in [101] und [99].
2.3.3 Laserscanner
Laserscanner sind ebenso aktive Sensoren. Durch zusätzliche optische Anordnungen (Drehspie-
gel) funktionieren sie als Proﬁlscanner. Daher zeichnen sie sich durch einen großen Erfassungs-
bereich aus. Die Messung der Entfernung ist dabei sehr genau. Wie Lidars sind sie nur durch
dichten Nebel eingeschränkt. Ein Nachteil ist das Auftreten von false positives bzw. Phantom-
objekten, die durch Bodenreﬂexionen erzeugt werden können. Die Verarbeitung der Daten eines
Laserscanners schließt häuﬁg das Clustern der Punktwolken (Segmentierung), das Ziehen von
Konturen um die Objekte und deren Klassiﬁkation mit ein. Abbildung 2-3 stellt Beispiele von
einigen der folgenden Systeme dar.
Die Gruppierung bzw. Segmentierung der vom Laserscanner erfassten Messpunkte wird übli-
cherweise basierend auf dem Abstand zwischen den Punkten durchgeführt. Der Schwellwert des
erlaubten Abstands zwischen Punkten eines Objekts wird nach Entfernung und Geschwindigkeit
der Objekte angepasst – Vergleiche Dietmayer et al. [42] (Abbildung 2-3.a), Fürstenberg und
Dietmayer [59], Wender et al. [161], Streller und Dietmayer [143] und Mendes et al. [107].
Selbst nach der Segmentierung weisen Laserscannerdaten in Fahrzeuganwendungen oft und ins-
besondere in den Straßenseitenbereichen ein starkes Rauschen auf. Dieser Eﬀekt ist durch die
unklaren Konturen (Vegetation am Straßenrand), die Eigenbewegung sowie die bei manchen
Sensoren geringere Auﬂösung in diesen Bereichen bedingt. Außerdem treten häuﬁg bei größeren
bzw. entfernten Objekten split-Eﬀekte und bei nah beieinander beﬁndlichen Objekten merge-
Eﬀekte auf.
In den weiteren Schritten werden die Segmente an die ausgewählten Modelle angepasst. Dabei ist
der sich verändernde beobachtbare Teil der Objekte im Laufe der Zeit oder durch Verdeckungen
und das Fehlen eines festen Referenzpunktes zu berücksichtigen. Dafür verwenden einige Autoren
ein Punktmodell, wie Skutek [135] und Labayrade et al. [89, 88]. Andere verwenden ein Zwei-
Linien-Modell, wie Fürstenberg und Dietmayer [59] und Dietmayer et al. [42], auch als Drei-
Punkte-Verfahren bezeichnet (Becker [13]). Letztere trennen die Objektkontur in drei Punkte,
und zwar die Endpunkte und den Punkt, der am nächsten zum Ego-Fahrzeug liegt (erkennbar
in Abbildung 2-3.a). Andere Autoren verwenden vordeﬁnierte Formen wie I-, L- und O-Formen,
wie Wender et al. [161], ein achsenparalleles Quader, wie Floudas et al. [51], ein ausgerichtetes
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a) b)
c) d)
Abbildung 2-3: Beispiele von Laserscannerverarbeitung zur Objekterkennung. a) Segmentierung und
Drei-Punkte-Modell nach Dietmayer et al. [42], b) Bounding-Box nach Streller et al.
[143], c) Occupancy grid von Weiß et al. [157, 156, 158] und d) von Vu et al. [154].
Quader mit vordeﬁnierten Größen, wie Streller und Dietmayer [143] (Abbildung 2-3.b), eins
mit angepassten Größen, wie der rotating-calipers-Algorithmus von Lindner et al. [92], oder
sensornahe Modelle für jeden Objekttyp, wie Wender et al. [162] und Cramer [35]. In der Regel
haben diese Methoden die Einschränkungen, dass sie für runde oder leicht gerundete Objekte
und für konkave Objekte nicht geeignet sind. Außerdem gehen die Methoden davon aus, dass
nur die zum Sensor hingewendete Seite erfasst wird. Der Laserscanner kann jedoch auch Punkte
unter den Objekten erfassen.
Laserscannerdaten können auch mittels eines georeferenzierten Gitters (occupancy grid) verar-
beitet werden, wie von Stiller et al. [142, 141], Weiß, Dietmayer et al. [157, 156, 158] (Abbildung
2-3.c), Nieto et al. [113], Vu, Aycard et al. [154] (Abbildung 2-3.d), Wender, Dietmayer et al.
[162], Lindner et al. [92] und Skutek [135] vorgestellt.
2.3.4 Mono-Bildverarbeitung
Die Extraktion von Informationen aus einem Kamerabild ist in der Regel komplex (Quellen
zur Bildverarbeitung: Russ [125], Jähne [75], Steinbrecher [138], Bradski und Kaehler [18]).
Grundsätzliche Probleme der Bildverarbeitung für die Objekterkennung im Außenbereich sind
die Abhängigkeit von Lichtverhältnissen und Witterung, sowie das Auftreten von Verdeckungen,
Schatten und Artefakten. Die Genauigkeit der visuellen Objekterkennung hängt stark von der
Entfernung zum Objekt ab. Zur Einschätzung der Entfernung treﬀen diese Methoden Annah-
men, wie zum Beispiel eine ﬂache Straßenoberﬂäche oder eine feste Objektgröße. In Tabelle
2-1 werden Mono-Kamerasensoren im Allgemeinen mit den restlichen Sensoren verglichen. Die
grundsätzlichen Herangehensweisen zur Objekterkennung in der Bildverarbeitung können in fol-
gende allgemeine Gruppen eingeteilt werden, die zum Teil exemplarisch in Abbildung 2-4 dar-
gestellt sind: modellbasierte Objekterkennung, bewegungsbasierte Objekterkennung, Erkennung
basierend auf dem Objektschatten und merkmalsbasierte Objekterkennung.
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c) d)
Abbildung 2-4: Einige Ansätze zur Objekterkennung aus Mono-Kamerabildern. a) Bewegung [166],
b) Symmetrie [14], c) Konturlinien [163], d) merkmalsbasierte Ansätze [111, 110].
In der modellbasierten Objekterkennung wird das Bild anhand der Kenntnis über das zu su-
chende Objekt in Bildkoordinaten abgesucht. Die Objekterkennung kann beispielsweise auf dem
Anlernen von Zielobjekttypen beruhen, wie bei Viola und Jones [152] anhand von Haar-Wavelet-
Merkmalen beschrieben. Der Nachteil der modellbasierten Systeme ist die hohe Abhängigkeit
von den Modellen, womit ein Objekt unbekannten Typs (bspw. ein Hindernis mit bisher unbe-
rücksichtigten Merkmalen) nicht detektierbar ist.
Die bewegungsbasierten Methoden zur Objekterkennung nutzen anstatt von Modellen die Be-
wegung im Bild (optischer Fluss). Aus dem optischen Fluss lässt sich die eigene Bewegung der
Kamera abschätzen. Dabei können aus Bildregionen mit abweichenden Bewegungsmustern Ob-
jekte identiﬁziert werden, wie Pauwels et al. [114], Klappstein, Franke et al. [83] sowie Giachetti
et al. [64] zeigen. Ist die Eigenbewegung anderweitig bekannt, so können die Bilder paarweise
als Motion-Stereo betrachtet werden5, wie bei Kato et al. [81] sowie Wohlfeil und Reulke [166]
(Abbildung 2-4.a) gezeigt. Die Nachteile der bewegungsbasierten Ansätze liegen in der Unfä-
higkeit, statische oder gleichschnell fahrende Objekte zu erkennen. Auch im Fluchtpunktbereich
des Bildes sind Bewegungen schwer zu erkennen.
Viele Ansätze zur Objekterkennung treﬀen die Annahme, dass alle Objekte einen deutlichen
Schattenbereich bzw. Schattenzug aufweisen. Beispiele hierzu sind Thomanek [145], Wohlfeil
und Reulke [166] und Kämpchen, Dietmayer et al. [80]. Die Einschränkung dieser Ansätze ist,
dass der Schatten deutlich sichtbar sein muss, was in vielen Fällen gar nicht oder nur teilweise
zutriﬀt.
In der heterogenen Gruppe der merkmalsbasierten Methoden wird die Objekterkennung anhand
bestimmter Merkmale durchgeführt, wie vertikale Kanten, Räder oder Symmetrie. Zusätzlich zu
dem Objektschatten basiert die Arbeit von Thomanek [145] auf Schatten und vertikalen Kanten.
Die von Wohlfeil und Reulke [166] auf optischem Fluss, und die von Kämpchen, Dietmayer et
al. [80] auf vertikale Kanten, Symmetrie und optischem Fluss. Bensrhair, Bertozzi, Broggi et
al. [14] (Abbildung 2-4.b) suchen nach Objekten in Bildern anhand von Symmetrie, Kontur und
Seitenverhältnis. Kolski et al. [86] stellen ein Multi-Agenten-System basierend auf Symmetrie,
5Als kooperative Fusion von Ortung und Bild
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Schatten, Rädern und Windschutzscheiben vor. Die Arbeiten von Achler und Trivedi [6, 5]
sowie Wender und Dietmayer [159, 160] basieren auf der Suche nach Rädern. Wetzel [163]
verwendet Merkmale wie Kanten, Regionen und Geraden zur Objekterkennung (Abbildung 2-
4.c). Schließlich verwenden Schwarzinger [130], von Holt [73], Armingol, Collado et al. [8, 34]
und Neumaier, Färber et al. [111, 110] (Abbildung 2-4.d) Modellobjekte basierend auf Kanten
und Features. Alle diese Methoden beruhen auf der Annahme, dass die zu erkennenden Objekte
diese Merkmale besitzen bzw. dass diese im Bild deutlich sichtbar sind. Falls diese Annahme
nicht zutriﬀt, sind die Objekte nicht detektierbar.
2.3.5 Stereobasierte Objekterkennung
Neben den auf einer Mono-Kamera basierten Bildverarbeitungssystemen stellen die Stereo-
Systeme eine weitere wichtige Gruppe dar. Der Vorteil der Stereovision ist, dass zur Bild-
information die Tiefeninformation gewonnen wird. Als Nachteile sind die vergleichsweise auf-
wendige Verarbeitung sowie die Empﬁndlichkeit in Bezug auf Lichtverhältnisse, Blendung und
allgemeine Witterung zu nennen. Einige Arbeiten in diesem Bereich basieren auf einem sparse-
stereo-Ansatz6, wie von Franke et al. [55, 53] und Stiller et al. [140]. Andere verwenden einen
dense-stereo-Ansatz7 , wie von Bensrhair, Bertozzi, Broggi et al. [14], Saneyoshi et al. [126] und
Franke [54]. Letzterer kombiniert den Stereoansatz mit einem bewegungsbasierten Verfahren.
6In sparse-stereo-Ansätzen wird die Tiefeninformation für eine Untermenge von ausgewählten Bildpunkten (fea-
ture) berechnet.
7Stereo-Information wird in dense-stereo-Ansätzen für das gesamte Bild berechnet.
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Abbildung 2-5: Beispiele für Fusionsprinzipien: a) Komplementär zur Erweiterung des Erfassungsbe-
reichs; b) Kooperativ zur Erweiterung der erfassten Informationen; c) Konkurrierend
zur Erhöhung der Genauigkeit.
Stereo-Vision kann auch mit einer Orthorektiﬁzierung kombiniert werden, wie von Bertozzi und
Broggi in [16] vorgestellt.
2.3.6 3D-Kamera
Basierend auf aktiver Lichtmodulation zeichnet eine 3D-Kamera für jedes Pixel neben einem
Grauwert auch eine Entfernungsangabe auf. Daher stehen für die Bildsegmentierung analog zu
der Stereo-Kamera auch die Tiefeninformationen zur Verfügung. Die Nachteile dieser Kameras
sind die aktuell noch beschränkte Bildauﬂösung sowie der störende Eﬀekt von Sonnenlicht im
Außenbereich. Verfahren zur Objekterkennung anhand einer solchen Kamera sind von Fardi et
al. [50] und Ringbeck et al. [122] vorgestellt worden.
2.4 Fusionsansätze zur Objekterkennung
Wie aus der Aufstellung zu ersehen, ist trotz der Vielfalt an Sensoren und Methoden bei der
Objekterkennung immer mit Einschränkungen und Nachteilen zu rechnen. In diesem Abschnitt
werden Systeme vorgestellt, die die Aufgabe der Objekterkennung mittels Fusion lösen. Die
Vorteile der Fusion wurden in Abschnitt 1.2 bereits erläutert.
Ein grundlegendes Kriterium zur Klassiﬁkation von Fusionssystemen ist das verfolgte Fusions-
prinzip8 (siehe Abbildung 2-5):
• Komplementäre Fusion (complementary fusion): Die unterschiedlichen Erfassungsbereiche
und/oder die unterschiedliche gewonnenen Informationen der Sensoren werden zusammen-
geführt. Die Aufgabe der Fusion ist, mit dem erweiterten Bereich umzugehen. Beispiele
dazu sind die Abdeckung eines größeren Bereichs durch mehrere Radarsensoren, die Erzeu-
gung von Panoramabildern auf Basis mehrerer Kameras oder die Fusion eines Fern- und
eines Nahbereichsensors. Durch dieses Prinzip ergeben sich bis auf den Übergangsbereich
oder bei gleichen Merkmalen keine Konﬂikte. Im Konﬂiktfall bzw. Übergangsbereich wird
eines der weiteren Prinzipien verwendet. Werden keine Querverweise zwischen den Daten
genutzt oder gesetzt, so heißt diese Nebeneinanderlegung der Daten unabhängige Fusion
(Brooks, [21]).
• Kooperative Fusion (cooperative fusion): Die Daten der Sensoren werden so verarbeitet,
dass die erfassbaren Informationen zusammengeführt und möglicherweise erweitert werden.
8Das Fusionsprinzip wird in der Literatur häuﬁg als Fusionsparadigma genannt.
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Damit ergibt sich ein Gewinn in der Genauigkeit, Zuverlässigkeit oder eine neue Informa-
tion, die keine der einzelnen Sensoren für sich hätte erkennen können, als handele es sich
um einen virtuellen Sensor. Diese Fusion ist meistens sehr sensornah und daher weniger
verallgemeinerbar. Zum Beispiel wird Stereo-Vision als kooperative Fusion zur Gewinnung
von Tiefeninformation über die Szene aus zwei Kamerabildern bezeichnet. Ebenso als ko-
operativ bezeichnet, ist die Unterstützung oder Validierung der Daten eines Sensors durch
einen anderen. Zum Beispiel können Interessenbereiche in einem Kamerabild anhand der
Daten eines Laserscanners gesetzt werden.
• Konkurrierende Fusion (competitive fusion): Die Daten von gleichen (homogen) oder un-
terschiedlichen (heterogen) Sensoren geben Aufschluss über denselben Informationsinhalt
(eventuell nach Vorverarbeitung) im selben Beobachtungsbereich. Durch konkurrierende
Fusion erfolgt ein Gewinn in der Genauigkeit und/oder Zuverlässigkeit. Dabei können oft
Konﬂikte in Form von widersprüchlichen Informationen auftreten, die gelöst werden müs-
sen. Solche Widersprüche lassen sich beispielsweise mit Rückgriﬀ auf die Rohdaten der
Sensoren lösen. Dieses Fusionsprinzip wird oft auf der mittleren Abstraktionsebene ver-
wendet, da die Daten jedes Sensors vorverarbeitet werden. Sind die Sensoren und deren
Erfassungsbereiche identisch, so spricht man von einer redundanten Fusion9.
Die Entscheidung, ob die Sensordaten kooperativ oder konkurrierend fusioniert werden soll-
ten, ist nicht immer leicht zu treﬀen. So können nach Brooks [21] zwei leicht unterschiedliche
Beobachtungen eines Objektes kooperativ seine Größe und konkurrierend seine Positionsunge-
nauigkeit ergeben. In einem Multi-Target-Scenario können die beiden Beobachtungen auch als
zwei unterschiedliche Objekte betrachtet werden.
Fusionssysteme werden meist nicht nur nach einem dieser Prinzipien entwickelt, sondern besitzen
im Allgemeinen mehrere der erläuterten Eigenschaften. Daher spricht man hier von einer hybriden
Fusion.
In dieser Literaturrecherche werden die Systeme zur Objekterkennung nach deren Abstraktions-
ebene klassiﬁziert (siehe Abbildung 2-6):
• Sensornahe Fusion ( low level): Die Sensorrohdaten werden direkt miteinander kombiniert.
• Objektfusion (mid level): Die Fusion folgt einer vorhergehenden Verarbeitung, wodurch die
Menge an Daten auf Merkmale oder Objekte reduziert ist. Wenn die Objekte im Rahmen
des Trackings fusioniert werden, spricht man von Tracking-Fusion.
• Informationsfusion (high level): Die Daten werden zunächst auf eine semantische Ebene
gebracht und erst dann fusioniert. Diese semantische Ebene wird auch Entscheidungs-,
Anwendungs- oder Identiﬁkationsebene genannt.
Diese Einteilung hängt eng mit den vorhin erwähnten Fusionsprinzipien zusammen. Auch hier
verschwimmen die Grenzen zwischen den Gruppen miteinander. In einer sensornahen Fusion
werden häuﬁg kooperative Ansätze verwendet. Der Nachteil dieser Herangehensweise ist, dass
sie sehr von den konkreten Sensoren abhängig ist und oft Eingriﬀe und Verschmelzungen in
9Unter Redundanz versteht sich auch das Vorhandensein von Notsystemen, die beim Ausfall des Hauptsystems
eingeschaltet werden können. Dies liegt nicht im Bereich der Fusion.
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Abbildung 2-6: Abstraktionsebenen der Fusion: a) eine sensornahe Fusion, b) eine Objektfusion und
c) eine Informationsfusion.
der Datenverarbeitung der Einzelsensoren umfasst (z.B. in der Bildverarbeitung). Dafür ist aber
eine sensornahe Fusion üblicherweise sehr leistungsfähig und problemoptimiert. Auf Objekt-
oder Trackingebene wird häuﬁg ein konkurrierender Ansatz verwendet. Je abstrakter die Fusion
ist, desto allgemeiner sind die dabei verwendeten Methoden und Techniken. Somit haben sie
eine höhere Zuverlässigkeit, sie sind einfacher zu erweitern und Komponenten können leichter
ausgetauscht werden. Da abstrakte Fusionssysteme in der Regel auch komplexer sind, müssen
dabei Abstriche im Bereich der Geschwindigkeit (wegen mehr Overhead) oder Leistung (weniger
Information als in den Rohdaten) hingenommen werden.
Fusionssysteme werden oft aufeinander aufbauend in so genannten Multi-Level-Sensorfusions-
systemen erstellt.
Tabelle 2-2 stellt einen Vergleich zwischen den Objekterkennungssystemen auf den jeweiligen
Ebenen dar. Hierbei wird deutlich, dass jede Ebene Vor- und Nachteile aufweist. In folgenden
Abschnitten werden Details und Beispiele aus der Literatur vorgestellt. Abbildung 2-7 zeigt
Beispiele für einige der erwähnten Systeme. Alle diese Systeme benutzen das in Abschnitt 2.2
vorgestellte Modell des Multi-Target-Tracking.
2.4.1 Sensornahe Fusion
Auf Sensordatenebene gibt es Systeme, die die Daten einer Kamera und eines Laserscanners
fusionieren, wie zum Beispiel Kämpchen, Fürstenberg und Dietmayer [80, 79] (Abbildung 2-
7.a), Wender und Dietmayer [159, 160], Neumaier und Färber [110] (bereits in Abbildung 2-
4.a gezeigt). Andere Fusionieren die Daten einer Kamera und eines Radars, wie zum Beispiel
Bombini et al. [17], Kato et al. [82], Shimomura et al. [132], Beauvais und Lakshmanan [12].
Dabei führt die Kamera eine Verfeinerung [80, 79][81][12], Erkennung von false positives [17],
Klassiﬁkation [80, 79][132] oder Verfolgung [110] der Objekte durch. In [79] wird ein auf dem
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(unterstützend) ++ -- -- -- -- ++ +
Sensorfusion
(gitterbasiert) ++ + ++ ++ + - ++
Objektfusion
(Merkmale) + 0 - 0 + + ++
Objektfusion
(Objekte) + + ++ + + + ++
Tracking-Fusion -- ++ + ++ ++ + -
Kalman-Filter basierter Interacting Multi-Model-Filter verwendet (IMM). Der Laserscanner bzw.
Radar ist bei diesen Systemen der Hauptsensor. Fällt dieser aus, so gilt dies auch für das gesamte
Fusionssystem, womit die Verfügbarkeit gefährdet ist. Die Methoden der Fusion umfassen die
Transformation der Daten des Laserscanners bzw. Radars in das Kamerabild und die Anwendung
von Methoden der Bildverarbeitung, wie in Abschnitt 2.3.4 vorgestellt wurde.
Andere Autoren verwenden ein georeferenziertes Gitter (occupancy grid) für die sensornahe,
konkurrierende Fusion von Daten. Im Gitter können die Sensordaten überlagert werden, womit
das Problem der Assoziation entfällt. Beispiele dazu sind Aycard [9] (Abbildung 2-3), Skutek
und Linzmeier [136] und Kolski et al. [86]. Die Performanz und Genauigkeit der gitterbasierten
Ansätze hängen von der Gitterauﬂösung ab.
2.4.2 Fusion auf Objektebene
Jeder Sensor führt eine mehr oder weniger aufwändige Vorverarbeitung der Daten durch und
die erzeugten Daten werden konkurrierend fusioniert. Darin gibt es die Unterscheidung, ob die
Objektdaten auf Merkmalsebene (auch early fusion genannt) oder als Objektbeobachtungen (die
eigentliche Objektfusion) assoziiert werden.
Bei der Fusion auf Merkmalsebene geschieht die Assoziation zwischen sensornahen Merkmalen,
wie zum Beispiel Kanten und Reﬂexionspunkten. Dafür werden in jedem Zyklus die Modelldaten
auf Sensormerkmale prädiziert und mit den aus den Sensordaten extrahierten Merkmalen vergli-
chen. Beispiele für diese Gruppe sind Walchshäusl et al. [155], von Holt [73] und Cramer [35].
Für die Assoziation auf Merkmalsebene wird in [73] das Konzept der Hopﬁeld-Netze verwendet.
Für die Objektfusion werden Objektbeobachtungen abgeleitet von den Daten aus jedem Sensor
erzeugt. Die Assoziation ﬁndet auf Objektebene statt. Stüker [144] fusioniert eine Kamera und
ein Laserscanner auf Objektebene und fokussiert seine Arbeit auf die Verarbeitung asynchroner
Sensordaten sowie auf die variable Beobachtbarkeit von Zustandsgrößen. Stiller et al. [140]
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a) b) c)
d)
Abbildung 2-7: Beispiele von Fusionssystemen zur Objekterkennung und Verfolgung. a) Sensornah [80,
79], b) Objektfusion [140], c) JIPDA [102, 100], d) Partikelﬁlter [123].
(Abbildung 2-7.b) fusionieren die Objektdaten aus einem Stereo-System und einem Laserscanner
in einem Kalman-Filter. Becker [13] beschäftigt sich mit der Fusion eines Stereo-Systems, vier
Laserscanner und eines Radars. Dabei stellt er für die Assoziation ein Munkres-Verfahren und
einen Nearest-Neighbor-Algorithmus vor. Zur Fusion stellt er einen Informationsﬁlter vor, der
sich für wechselnde Sensoranzahl eignet. Zudem erkennt er manövrierende Objekte, um die
Systemunsicherheit anzupassen. Gruyer et al. [68, 69] und Vercauteren und Wang [151] schlagen
dezentralisierte Fusionssysteme vor. Eﬀertz [45] realisiert die Objekterkennung in Form eines
hybriden Ansatzes einerseits mit einer objektbasierten Assoziation und einem Kalman-Filter und
andererseits mit einem georeferenzierten Gitter und einer Dempster-Shafer-Fusion. Für weitere
Beispiele sei auf Fürstenberg und Rössler [60], sowie Polychronopoulos et al. [115] hingewiesen.
Die erwähnten Beispiele basieren auf dem Kalman-Filter oder einer seiner Varianten (siehe Ab-
schnitt 2.2). Alternativ dazu wird in [131] von Schweiger et al. und in [123] von Röckl et al.
über einen Partikelﬁlter fusioniert (Abbildung 2-7.d). Zuletzt ist auch die Arbeit von Mählisch,
Dietmayer et al. [102, 100] zu nennen (Abbildung 2-7.c), in dem ein JIPDA10 Verwendung ﬁn-
det. Diese Methode vermeidet die frühe Entscheidung im Erkennungsprozess und betrachtet die
Existenzwahrscheinlichkeit eines Objektes unabhängig von dessen Genauigkeit.
2.4.3 Fusion auf Tracking-Ebene
Werden Objekttracks (Trajektorien) statt Objektbeobachtungen verwendet, wird von Tracking-
Fusion gesprochen. Eine solche Fusion ist weniger häuﬁg, da hier für jeden Sensor ein vollwertiges
Tracking notwendig ist. In dieser Ebene können Fehler schwer herausgeﬁltert oder nachvollzo-
gen werden, was eine eingeschränkte Zuverlässigkeit nach sich zieht. Manche Systeme können
aufgrund von Kommunikations- oder Organisationsstrukturen nicht auf einer tieferen Ebene fu-
sionieren. Dafür sind diese Systeme sehr modular. Diese Ansätze sind in den Arbeiten von Chong
et al. [33], Floudas, Polychronopoulos et al. [51] zu ﬁnden. Simon und Becker [133] und Becker
[13] schlagen auch einen Ansatz zur Fusion auf dieser Ebene vor.
10JIPDA – Joint Integrated Probabilistic Data Association.
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2.4.4 Informationsfusion
In der nächsthöheren Abstraktionsebene werden Objekte zu Hindernissen, Fußgängern oder Fahr-
zeugen, deren Manövern, Absichten, Bahnplanung, Verkehrsregeln und im Allgemeinen zu mögli-
chen Gefährdungen in der Fahrsituation assoziiert. In dieser Arbeit wird der Fokus auf potentielle
Gefahren gelegt. Die Erkennung von Gefahren wird im nächsten Abschnitt näher erläutert.
2.5 Erkennung von Gefahrensituationen
Potentielle Gefahren sind eines der wichtigsten Merkmale, die Einﬂuss auf das Fahrverhalten ha-
ben. Die frühzeitige Erkennung von potentiellen Gefahrensituationen spielt demnach in Assistenz-
und Automationssystemen eine wesentliche Rolle. In diesem Abschnitt werden die wichtigsten
Begriﬀe im Zusammenhang mit der Gefahrenerkennung erläutert sowie Ansätze aus der Literatur
vorgestellt.
Nach DIN VDE 31000 [149] ist eine Gefahr eine Sachlage, bei der das Risiko größer als das
Grenzrisiko ist deﬁniert, wobei Risiko als Zusammenhang zwischen einem Schaden und einer
Eintrittswahrscheinlichkeit und Grenzrisiko als allgemein akzeptierte Gefahr deﬁniert sind11.
Der Schaden ist im Straßenverkehr als Unfallfolge zu verstehen. Ein Unfall ist nach Strafrecht
[24] wie folgt deﬁniert: Ein Unfall ist jedes plötzliche, mit dem Straßenverkehr und seinen Gefah-
ren ursächlich zusammenhängende Ereignis, das einen nicht völlig belanglosen Personen- oder
Sachschaden zur Folge hat. Diese Deﬁnition beinhaltet auch die Ursache-Wirkungs-Beziehung
zwischen Gefahrensituation und Schaden.
Zur Analyse von Gefahren und Unfällen kann die Gefahrenträgertheorie [134] (aus dem Gebiet
der Arbeitssicherheit) herangezogen werden. Darin ist ein Unfall als plötzliches, ungewolltes eine
Körperverletzung bewirkendes Ereignis deﬁniert. Dieses kann sowohl vom Subjekt (Mensch) als
auch vom Objekt (Gegenstand) ausgehen, da beide als Gefahrenträger gesehen werden (siehe
Abbildung 2-8.a). Zur systematischen Analyse von Unfällen gehören die folgenden drei Ebenen, in
denen die Bereiche des Menschen, der Organisation und der Technik in Zusammenspiel kommen:
• Unfallbedingungen, die vom Sollwert abweichen und dadurch Unfälle verursachen.
• Unfallhergang.
• Folgen, einschließlich Personen- und Sachschaden.
Aus der Gefahrenträgertheorie lässt sich also schließen, dass ein Unfall durch Abweichung des
erwarteten Verhaltens von Menschen, Organisation oder Technik verursacht wird. Zusätzlich
betont diese Theorie, dass diese Abweichungen durch viele anderen Faktoren beeinﬂusst sind,
wie der Zustand der Menschen, der Organisation und der Technik.
Auf den Automotive-Bereich übertragen bedeutet das, dass die Ursachen eines Unfalls in einem
fehlerhaften Fahrverhalten (nicht Einhaltung der Straßenverkehrsordnung), einer Kontrollverlust,
in einem technischen Fehler im Fahrzeug, oder in einer fehlerhaften Infrastruktur (z.B. falsch be-
schildert oder gebaut) zu ﬁnden sind. Der Fahrerzustand, Straßenzustand und Fahrzeugzustand
11Vergleiche mit Risikobewertungstheorie, [104].
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Abbildung 2-8: Konzept von Gefahr nach unterschiedlichen Theorien: a) Gefahrenträgertheorie,
b) Domino-Eﬀekt, c) überlaufendes Fass und d) Schweitzer-Käse-Modell.
spielen daher eine wichtige Rolle. Für die Gefahrenerkennung müssen die Sollzustände deﬁniert
sein.
Wie im nächsten Kapitel gezeigt wird, beschäftigen sich viele Assistenz- und Automationssys-
teme in Fahrzeuganwendungen mit der Erkennung solcher Abweichungen, um somit Fahrunfälle
zu vermeiden.
Es gibt andere Modelle, um den Zusammenhang zwischen einer Gefahr und einem Unfall darzu-
stellen. Zum Beispiel können Gefahren in Form einer Kettenreaktion Unfälle produzieren (Meta-
pher: Domino-Eﬀekt [134], Abbildung 2-8.b). Eine andere Metapher sieht die Situation als Fass,
das Tropfen für Tropfen mit Gefahren aufgefüllt wird, bis der letzte Tropfen es zum Überlaufen
bringt und den Unfall auslöst ([134], Abbildung 2-8.c). Ein weiteres Gefahrenmodell stellt das
als Schweizer-Käse bezeichnete Modell dar (Reason [119], Abbildung 2-8.d). Dieses besteht aus
verschiedenen Ebenen (Scheiben) mit Löchern, welche jeweils die Barrieren bzw. die Schwächen
in der Situation darstellen. Nur bei bestimmten Anordnungen kann die Gefahr bis zum Unfall füh-
ren. All diese Gefahrenmodelle sind mit der klassischen Ursache-Wirkungs-Beziehung nur schwer
darstellbar, denn viele dieser Ursachen führen nur in bestimmten Kombinationen oder Mengen
zum Unfall.
Da diese Kombinationen verschiedener Umstände letztlich selten vorkommen, besteht eine an-
dere Strategie zur Gefahrenerkennung in der Feststellung von atypischen Ereignissen, die in
bestimmten Fällen Gefahren darstellen können. Diese Ansicht geht von der an sich geringen
Eintrittswahrscheinlichkeit des Schadens aus. Diese Idee ﬁndet sich zum Teil auch in den davor
erläuterten Theorien wieder. In der Gefahrenträgertheorie ist sie als Abweichung des erwarteten
Verhaltens gegeben. Im Schweizer-Käse-Modell ist sie als seltene Anordnungen von Löchern
(atypisch) gegeben. Im nächsten Kapitel werden Ansätze vorgestellt, die diesem Weg folgen.
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In folgenden Abschnitten werden Systeme vorgestellt, die die Gefahrenerkennung auf Basis ei-
ner der gerade erwähnten Strategien durchführen, nämlich als Teil einer Ursache-Wirkungs-
Beziehung und als atypische Situation.
2.5.1 Gefahren als Ursache-Wirkungs-Beziehung
Zu dieser Gruppe gehören die meisten aktuellen Assistenz- und Automationssysteme, die sich
jeweils in der Regel auf eine Gefährdungsart fokussieren. Einige davon wurden in Kapitel 1
eingeführt. Beispiele sind ein LDW, ein NBA, eine Kollisionswarnung (wie von Dagan et al.
vorgeschlagen [37]), Kollisionsvermeidung (Jansson [76], Franke et al. [56], Brandt et al. [19]),
Kollisionsfolgenverminderung (Labayrade [88]), Kreuzungsassistent ([1], Chaufton [2]), oder ein
Toter-Winkel-Warner (Steﬀel et al. [137]).
Um einen größeren Umfang der Situation zu berücksichtigen, haben andere Ansätze Indikatoren
für den Grad an Gefahr einer Situation deﬁniert. Beispiele dazu sind das Time-to-Collision
(TTC) und Time-Headway (THW). Polychronopoulos, Tango et al. [116] schlagen auch die
Predicted Minimum Distance (PMD) und die Time to Predicted Minimum Distance (TPMD)
vor.
In diesen Systemen sind in der Regel die Schwellwerte festgelegt, bei denen sie warnen oder
eingreifen. Dieses ist deswegen ungünstig, weil sich solche Schwellwerte an die Gesamtsituation
anpassen sollten. Diese Problematik wird von Yang et al. [169] diskutiert. Als Lösung wird die
online Berechnung des optimalen Schwellwertes anhand der Monte-Carlo-Methode vorgeschla-
gen.
In den Arbeiten von Eidehall [46, 48, 47] (Abbildung 2-9.a) werden mehr semantische Infor-
mationen berücksichtigt, wie beispielsweise Objekttyp, die Zuordnung zu einem Fahrstreifen,
das durchgeführte Fahrmanöver oder gar die Fahrerintentionen. Die Gefahrenerkennung besteht
darin, diese Informationen in eine Monte-Carlo-Simulation einzubeziehen, um die Eintrittswahr-
scheinlichkeit einer Kollision (Gefahr) zu berechnen. Die Methode benötigt allerdings so viel
abstrakte Information der Umgebung, dass sie bisher nur mit simulierten Daten implementiert
und demonstriert werden konnte. Die Arbeiten von Broadhurst, Kanade et al. [20] verfolgen
ebenfalls diese Vorgehensweise.
Einen weiteren Ansatz zur Gefahrenerkennung bilden die Gefahrenkarten oder Potentialfelder.
Diese Karten (meist lokal und egofahrzeugzentriert) beinhalten Informationen über den Grad
an Gefahr jeder Position (ähnlich dem Potential in einem elektrischen Feld) aber nicht über
deren Wahrscheinlichkeit. Gefährdungen sind darin als Gebirge dargestellt. Hindernisse weisen
beispielsweise einen Gefahrenberg um sich herum auf, da in seiner Nähe zu sein, gefährlich wäre
(wieder im Sinne der Ursache-Wirkungs-Beziehung). Ähnliche Konzepte wurden bereits in den
1930er Jahren beschrieben, wie von Gibson et al. [65].
Gefahrenkarten ﬁndet man oft zur Bahnplanung in autonomen Systemen, wie Crane et al. [36].
Im Zusammenhang mit Fahrzeugen verwendet Reichardt [120] in einem seiner verfolgten Ansät-
ze Gefahrenkarten, um das Fahrzeug autonom fahren zu lassen (siehe Abbildung 2-9.b). Dabei
sind nicht nur Hindernisse auf der Karte in Form von Gefahrenpotentialen abgebildet, sondern
auch andere Merkmale, wie Spurhaltung, Geschwindigkeitsbegrenzungen, andere Verkehrsregeln
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Abbildung 2-9: Ansätze zur Gefahrenerkennung. a) Monte-Carlo-Simulation von Eidehall [47]; b) Ge-
fahrenkarte von Reichardt [120]; c) Trajektorien-Cluster von Hervieu et al. [72] und
d) Gefahrenkarten von Meysel [108].
und Fahrerintentionen. Jedes dieser Merkmale wird auf einer eigenen vorläuﬁgen Karte darge-
stellt und die gesamte Karte wird dann aus den Einzelnen zusammengesetzt (aufsummiert oder
gewichtet, u.a.). Die Vorteile des Ansatzes sind vor allem seine Modularität und die kontinu-
ierliche Modellierung der Umgebung. Trotzdem sieht der Autor darin einige kritische Punkte,
wie den hohen Rechenaufwand, die Mehrdeutigkeit in der Erstellung und dem Zusammenbrin-
gen der Karten, die mangelnde Nachvollziehbarkeit der erkannten Gefahren und die schwierige
Modellierung der Fahrszenendynamik.
Weitere auf Gefahrenkarten basierte Ansätze sind zur Spurführung (Gerdes, Rossetter et al. [62,
63]), zur Bahnplanung (Sattel und Brandt [127] sowie Form et al. [52]), und zur Unterstützung
des Fahrers (Holzmann [74]) vorgestellt.
Auch auf die Ursache-Wirkung fokussiert ist die Nutzung eines komplexen Regelsatzes. Reichardt
[120] schlägt einen solchen Ansatz als Alternative zur Lösung der Probleme mit der Gefahren-
karte vor. Darin sind mehrere Merkmale der Fahrsituation in Zusammenhang gebracht. Inspiriert
durch die Arbeiten von Reichardt berichten Marstaller und Bubb in [104] über das Konzept der
Risikobewertung. Zur Ermittlung von kritischen Fahrsituationen müssen alle denkbaren Fehler-
quellen identiﬁziert werden, so dass ein Assistenz- oder Automationssystem das Risiko eﬀektiv
reduzieren kann.
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2.5.2 Gefahren als atypische Situationen
Unter dem Blickwinkel von Gefahr als statistisch seltene Situation sind in der Literatur Systeme
aus dem Überwachungsbereich zu ﬁnden. Dabei sind üblicherweise die zu suchenden Ereignis-
se nicht direkt festgelegt, sondern durch Abweichung von der Normalität gegeben. Diese muss
a priori gegeben oder angelernt sein. Darin basiert eine erste Gruppe von Ansätzen auf Tra-
jektorieninformationen über die Objekte in der Umgebung. Die trajektorienbasierte Gefahrener-
kennung erfolgt meist anhand von Daten statischer Plattformen. Dabei werden Merkmale wie
Richtung und Krümmung aus den Trajektorien extrahiert, um diese zu klassiﬁzieren (Clustern).
In vielen Arbeiten werden Cluster in Bildkoordinaten erzeugt, wie von Hervieu et al. [72] (siehe
Abbildung 2-9.c) und Fu et al. [57]. Trajektorien, die zu keinem Cluster passen, werden als aty-
pisch eingestuft. Im Gegenteil dazu erzeugen Meysel, Reulke et al. [108, 121] (Abbildung 2-9.d)
statistische Karten in Weltkoordinaten anhand mehrerer Sensoren. Bewegt sich ein Objekt an
einer Kartenposition anders als in der Karte gespeichert, so wird dies als atypisches Ereignis klas-
siﬁziert. Somit ist der Ansatz unabhängig von Trajektorien, Signaturen der gesuchten Ereignisse
und semantischen Informationen über die Szene.
Eine weitere Gruppe benutzt statt Trajektorien andere Merkmale der Umgebung, um atypische
Ereignisse zu erkennen. Zum Beispiel verwenden Utasi und Czúni [148] den optischen Fluss in
Bildern. Die Arbeiten von Cenedese et al. [31] basieren auf normalisierten Bildkoordinaten für
eine statistische Karte.
Alle diese Methoden benötigen statistische Kenntnisse über den normalen Raum (Karte oder
Cluster), die sie über Training oder a priori Wissen gewinnen können. Zusätzlich muss die Bedeu-
tung eines atypischen Ereignisses in weiteren Stufen eingeschätzt werden (danger assessment),
denn nicht alle atypischen Ereignisse sind gleichzusetzen mit einer Gefahr. Der Nachteil ist, dass
das Umgekehrte auch stimmt: nicht alle Gefahren stellen atypische Ereignisse dar.
2.6 Zusammenfassung des Kapitels
In diesem Kapitel wurde der Stand der Technik zur Objekt- und Gefahrenerkennung aufgearbei-
tet.
Für die Objekterkennung wurden unterschiedliche Sensoren vorgestellt, und deren Stärken und
Schwächen tabellarisch zusammengefasst. Die üblichen Sensoren im Automotive-Bereich sind
Radarsysteme, Lidars, Laserscanner und Kameras. Während Radarsensoren, Lidars und Lasers-
canner eine höhere Zuverlässigkeit als Vision-Systeme aufweisen, haben die letztgenannten eine
höhere Winkelauﬂösung und können im Bereich der Klassiﬁkation besser eingesetzt werden.
Für die Fusion der Sensordaten sind unterschiedliche Abstraktionsebenen möglich. Je sensornä-
her die Fusion geschieht, desto performanter kann sie implementiert werden. Allerdings weisen
solche Systeme auch eine geringere Flexibilität und Erweiterbarkeit auf. Im Gegenteil dazu kön-
nen Ansätze zur Objekt- oder Tracking-Fusion allgemeiner und skalierbarer, jedoch in der Regel
weniger performant und genau implementiert werden.
Bezüglich der Gefahrenerkennung wurden zwei Gruppen von Ansätzen vorgestellt. Die Erste ba-
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siert auf der Ursache-Wirkungs-Beziehung zwischen Gefahr und Unfall. Darin sind die meisten
herkömmlichen Assistenz- und Automationssysteme sowie weitere Systeme eingeschlossen, wel-
che die Gesamtsituation in Form von Gefahrenkarten oder Regelsätzen betrachten. Die zweite




3 Auswahl und Definition des Fusionsansatzes und des
Objektmodells
Dieses kurze Kapitel stellt den Rahmen der Arbeit zur Objekterkennung dar und fungiert als
Bindeglied zu den darauf folgenden Kapiteln. Im ersten Abschnitt wird über die möglichen Fusi-
onsebenen und Paradigmen diskutiert. Zudem wird gezeigt, dass die Fusion auf der bevorzugten
Objektebene und auf der Merkmalsebene mathematisch äquivalent ist. Da die Objektebene je-
doch einige wichtige Vorteile gegenüber der Merkmalsebene besitzt, wird diese für die restliche
Arbeit ausgewählt. Für die Fusion auf Objektebene ist es notwendig, dass Objektbeobachtun-
gen mit Genauigkeits- und Zuverlässigkeitsinformationen in fahrzeugzentrierten Koordinaten aus
jedem einzelnen Sensor erzeugt werden (siehe folgende Kapitel). Sowohl die aus den einzelnen
Sensoren extrahierten Objektbeobachtungen als auch die verfolgten und fusionierten Objekthy-
pothesen werden anhand desselben Modells dargestellt. Die Grundsteine dieses Modells, das für
den weiteren Verlauf der Arbeit verwendet wird, werden im Abschnitt 3.2 deﬁniert.
3.1 Fusionsansatz
Es wurde für diese Arbeit ein konkurrierender Ansatz zur Objekterkennung auf der Objektebene
ausgewählt. Auf dieser Ebene ist die Abstraktion von den Sensoren höher als bei einer sensor-
nahen Fusion, womit hohe Verfügbarkeit (bei Sensorausfall) und Erweiterbarkeit gewährleistet
werden. Im Vergleich mit einer höheren Ebene (wie Tracking-Fusion) können mit diesem Ansatz
Datenfehler und Ausreißer besser behoben werden, womit eine höhere Zuverlässigkeit gewähr-
leistet wird.
Um die eingehenden Sensordaten in das Sensorfusionssystem durch die Assoziation einzubringen,
müssen diese und die bereits im System vorhandenen Objekthypothesen in einem gemeinsamen
Koordinatensystem dargestellt werden (alignment). Auf der Objektebene (auf Basis der Be-
griﬀsdeﬁnitionen in 2.2 und 2.4.2) ergeben sich zwei Möglichkeiten: die Merkmalsfusion und die
eigentliche Objektfusion. Diese werden im Folgenden diskutiert.
Zum Vergleich von Merkmals- und Objektfusion wird hier die Beobachtungsgleichung des Kal-
man-Filters herangezogen (siehe Details in Anhang C). Der Zusammenhang zwischen den Ob-
jekthypothesen mit Zustandsvektor x und den Beobachtungen mit Messvektor z ist im Zeitpunkt
tk durch die Beobachtungsmatrix H und das Messrauschen v (weißes Rauschen mit Kovarianz-
matrix R) gegeben:
z(tk) = H(tk) · x(tk) + v(tk) (3.1)
Eine Fusion auf Merkmalsebene bedeutet, dass die Assoziation auf Sensordatenmerkmalen statt-
ﬁndet, wie beispielsweise Reﬂexionspunkten für den Laserscanner und Kanten oder Eckpunkten
in Bildern. Hierdurch wird die Sensordatenverarbeitung einfacher, die Abbildung der prädizierten
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Objekthypothesen in den Merkmalsraum ist jedoch komplexer. Letzteres setzt genaue Kenntnis
der Objekte und der Sensoren voraus. Die Verarbeitung von nichtassoziierten Merkmalen ist auch
komplexer, um neue Objekte im System zu initialisieren. Somit entsprechen der Messvektor, das
Messrauschen und die Beobachtungsmatrix folgendem (hier mit Index m wie Merkmal):
zm(tk) = Sensordatenmerkmal
Rm(tk) = Merkmalsunsicherheit
Hm(tk) = Transformation von Objekt zu Merkmal
zm,Rm → F,Q,HmFilter → x,P
Alternativ kann die Fusion auf Objektebene stattﬁnden. Dies bedeutet, dass die eingehenden
Daten Objektbeobachtungen sind, was eine hohe Komplexität für die Sensordatenverarbeitung,
hier als Ht ausgedrückt, voraussetzt. Da die prädizierten Objekthypothesen bereits im selben
Koordinatensystem sind wie die eingehenden Objektbeobachtungen, ist die Beobachtungsmatrix
Ho trivial (entspricht der Einheitsmatrix), womit der Kalman-Filter schlanker ist. Der Bezug
auf die Merkmalsebene entspricht dabei Hm = Ht · Ho. Die Assoziation ist im Objektraum
nachvollziehbarer und für alle Sensoren gleich. Die Initialisierung neuer Objekthypothesen aus
Objektbeobachtungen ist ebenfalls direkter. Zusätzlich zu den erwähnten Vorteilen sind für die
Fusion auf dieser Ebene keine sensorspeziﬁschen Informationen notwendig, womit die Modularität
und Erweiterbarkeit des Fusionssystems höher sind.
zo(tk) = Objektbeobachtung
Ro(tk) = Objektunsicherheit
Ho(tk) = Identitätsmatrix bzw. Mapping
zm,Rm → HtVorverarb. → zo,Ro →
F,Q,Ho
Filter → x,P
Für den Kalman-Filter1 kann bewiesen werden, dass die Filterung auf beiden Fusionsebenen ma-
thematisch äquivalent ist, solange die Beobachtungen z, die Messunsicherheiten R sowie die
Beobachtungsmatrix H anhand der Varianzfortpﬂanzung (näher erläutert in Kapitel 5.5) ent-
sprechend angepasst sind. Außerdem muss die sensorspeziﬁsche Transformation Ht invertierbar
sein, da aus den Sensordaten Objektbeobachtungen extrahiert werden müssen – dies entspricht
der eingangs erwähnten Sensordatenverarbeitung. Eine detaillierte Herleitung wird im Abschnitt
C.4 des Anhangs durchgeführt. Die Ausdrücke auf der linken Seite entsprechen dem Kalman-
1und damit auch für den Informationsﬁlter, da diese mathematisch äquivalent sind.
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Filter auf Merkmalsebene, während auf der rechten Seite die angepassten Ausdrücke für die
Objektebene stehen:
Merkmalsebene Objektebene
x(tk), P(tk) x(tk), P(tk)
F(tk) F(tk)
Q(tk) Q(tk)
zm(tk) zo(tk) =̂ H
−1
t (tk)zm(tk)






Hm(tk) =̂ Ht(tk)Ho(tk) Ho(tk) =̂ H
−1
t (tk)Hm(tk)
Es sei angemerkt, dass sich die Transformationen Ht und H−1t in der Regel nicht als einzelne
Matrizen ausdrücken lassen, sondern eine gewisse (nichtlineare) Logik bzw. Algorithmik ein-
schließen. Diese Matrizen tauchen im Filter auf Objektebene nicht auf, da sie bereits in der
Vorverarbeitung eingesetzt wurden.
Aufgrund der hier erwähnten Vorteile wird die Fusion in dieser Arbeit auf Objektebene durchge-
führt. Die Entwicklung des hierfür verwendeten Objektmodells wird nun im folgenden Abschnitt
näher erläutert.
3.2 Modell für Objektbeobachtungen und Objekthypothesen
In diesem Abschnitt wird das Modell eingeführt, mit dem im Rahmen dieser Arbeit alle erkenn-
baren Objekte dargestellt werden. Da die Fusion auf Objektebene stattﬁndet, gilt das Modell
sowohl für die Objektbeobachtungen aus der Sensordatenverarbeitung als auch für die geﬁlterten
Objekthypothesen in der Verfolgungsphase.
Die in der Literatur verwendeten Modelle sind sehr unterschiedlich (siehe Abschnitte 2.3 und 2.4),
wie Punktmodelle, Zwei-Linien-Modelle und Quadermodelle. Es wird hier ein allgemeines Modell
angestrebt, mit dem ausgedehnte Objekte dargestellt werden können und das jedoch minimal
ist. Ein ausgerichtetes Quadermodell ist dafür geeignet – siehe linke Seite der Abbildung 3-1.
Das Objektmodell schließt seine Position (x, y), Ausdehnung (w, l)2, Ausrichtung (ϕ) und rela-
tive Geschwindigkeit3 (x˙, y˙) ein. Alle Koordinaten sind in fahrzeugzentrierten Koordinaten ange-
geben. Da keine Höhen berücksichtigt werden, entsprechen diese Koordinaten der Straßenebene
und werden an manchen Stellen dieser Arbeit mit Index r verwendet, um sie von Bildkoordi-
naten oder globalen Koordinaten zu unterscheiden. Hierbei entsprechen die X-Achse der Fahr-
zeuglängsrichtung und die Y -Achse der Querrichtung nach links. Da es für die Sensoren häuﬁg
nicht möglich ist, die Seiten eines Objektes zu unterscheiden (vorn, hinten, rechts und links),
wird hier die Ausrichtung immer um die 0° festgelegt, womit ϕ ∈ (−45°, 45°]. Damit ist die Län-
ge immer die Ausdehnung in X-Richtung und die Breite die in Y -Richtung. Der Zustandsvektor
ergibt sich aus den aufgeführten Variablen wie folgt:
2Die Objekthöhe wird im Rahmen der Arbeit nicht berücksichtigt.
3Auch die Geschwindigkeit ist enthalten, wird jedoch erst in späteren Abschnitten, mit der Verfolgung, behandelt.
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Abbildung 3-1: Verwendetes ausgerichtetes Quadermodell (rechts) und mögliche Referenzen eines Ob-












Abbildung 3-2: Verändern des Aussehens eines Objektes im Laufe der Zeit (links) und bei unterschied-
lichen Anordnungen zu anderen Objekten und zum Sensor (rechts).
x(tk) = [ x y x˙ y˙ ϕ w l ]
T (3.2)
Zu diesem Zustandsvektor gehört eine Kovarianzmatrix P, die Aufschluss über die Datenun-
sicherheiten gibt. Für Objektbeobachtungen werden die Bezeichnungen Beobachtungsvektor z
und Messunsicherheit R mit demselben Modell verwendet.
Ein besonderes Problem in der Objekterkennung stellt die veränderliche Beobachtbarkeit der
Objekte dar. Bedingt durch die Beobachtungsgeometrie zwischen Sensorplattform und den um-
gebenden Objekten sowie durch Teilverdeckungen zwischen den Objekten ändert sich die Beob-
achtbarkeit der unterschiedlichen Objektkomponenten, wie in Abbildung 3-2 verdeutlicht. Hier
zeigt sich einer der Vorteile eines Fusionssystems, da damit der komplette Objektzustand im Lau-
fe der Zeit geschätzt werden kann. Es ist jedoch nicht möglich, alle Objektbeobachtungen und
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Objekthypothesen anhand einer festen Referenz, wie beispielsweise Objektmittelpunkt, Schwer-
punkt oder Heckmittelpunkt, zu beschreiben, denn dies würde die Genauigkeit der Schätzung
erheblich beeinträchtigen.
Aus diesem Grund und um Redundanzen zu vermeiden, wird das Objekt stets anhand der Position
eines seiner Punkte dargestellt. Der Punkt, auf den sich die Position bezieht, wird in Form einer
logischen Referenz (r) ausgedrückt, die jede der Objektecken, Mitte der Objektseiten sowie
Objektmittelpunkt betragen kann: r ∈{C (center, Objektmitte), B (back, Heckmittelpunkt),
BL (back-left, hintere linke Ecke), L (left, Mitte der linken Seite), LF (left-front, linke vordere
Ecke), F (front, Mitte der vorderen Seite), FR (front-right, vordere rechte Ecke), R (right,
Mitte der rechten Seite) oder RB (right-back, rechte hintere Ecke)} – siehe rechte Seite der
Abbildung 3-1. Die logische Referenz wird variabel gestaltet, so dass diese je nach Situation
angepasst werden kann.
Zusätzlich wird in der Verarbeitung der Sensordaten und der Verfolgung bzw. Fusion besonderer
Wert auf die partielle Beobachtbarkeit der einzelnen Komponenten des Objektmodells gelegt.
Analog zu dem von Stüker [144] eingeführten Initialisierungsvektor, begleitet hier jedes Objekt
eine zusätzliche Komponente, die Beobachtbarkeitsmatrix Vx (bzw. Vz):
Vx(tk) =
⎡⎢⎢⎢⎣
vx11 0 · · · 0
0 vx22 · · · 0
...
... . . .
...
0 0 · · · vxnxnx
⎤⎥⎥⎥⎦ ; vxii =
{
1 wenn xi beobachtbar,
0 sonst.
(3.3)
Zusammenfassend besteht das Objektmodell aus einem Zustandsvektor x bzw. Messvektor z,
einer Kovarianzmatrix P bzw. Messunsicherheitsmatrix R, einer logischen Objektreferenz rx
bzw. rz und einer Beobachtbarkeitsmatrix Vx bzw. Vz. Auf diesen Strukturen basieren die
Objekterkennungsmethoden, welche in den nächsten Abschnitten vorgestellt werden.
Das in dieser Arbeit verwendete Dynamikmodell entspricht einer geradlinigen Bewegung mit kon-
stanter Geschwindigkeit, wie im Zustandsvektor (3.2) ersichtlich ist. Komplexe Modelle haben
viele Freiheitsgrade zufolge. Damit sind viele genaue Beobachtungen notwendig, um den Objekt-
zustand zu schätzen (vgl. Cramer [35]). Einfache Modelle, wie das in dieser Arbeit verwendete,
lassen sich dagegen schneller initialisieren und sind wegen besserer Konvergenz stabiler. Da es
keine nichtlinearen Anteile besitzt, benötigt die Filterung keine Näherung, ist also optimal. Ein
vereinfachtes Dynamikmodell besitzt jedoch auch Nachteile. Die Bewegung von manövrierenden
Objekten lässt sich damit nicht beschreiben (wie beim Beschleunigen oder in Kurven).
Da das Modell relative Positionen verwendet, sind die Objektbewegungen stets denen des eigenen
Fahrzeugs überlagert. Diese Eﬀekte bewirken Schwierigkeiten bei der Assoziation und Stabilität
des geschätzten Objektzustands.
Um diese Eﬀekte zu beseitigen, werden häuﬁg in der Literatur adaptive Verfahren vorgeschla-
gen, siehe Bar-Shalom [10, 11]. Beispielsweise wird das Prozessrauschen mit einem zusätzlichen
Faktor belastet (fudge factor) oder es werden zusätzliche Komponenten im Zustandsvektor hin-
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zugefügt oder entfernt. Ein weiteres Verfahren ist das Interacting Multi Model Filter (IMM),
bei dem mehrere Filter mit unterschiedlichen Dynamikmodellen verfolgt werden und immer nur
der passende eingeschaltet wird. Diese Ansätze gehen von einer fehlerfreien Assoziation aus.
Die Überlagerung der Objektbewegung mit der eigenen Bewegung ist nach [144] möglich, bringt
jedoch Nichtlinearitäten in das Modell ein. Daher wurde im Rahmen dieser Arbeit darauf ver-
zichtet.
In dieser Arbeit werden unterschiedliche Strategien verwendet, um mit den erwähnten Heraus-
forderungen umzugehen. Auf der einen Seite werden im Objektmodell die erwähnten Strategien
der variablen, logischen Referenz r sowie die partielle Beobachtbarkeit der Objekthypothesen
V deﬁniert. Dies ermöglicht eine konsistente Verfolgung der Objekte, auch bei Veränderungen
des beobachtbaren Objektteils. Dadurch hat diese Fusionsstrategie auch einen komplementä-
ren Charakter. Auf der anderen Seite werden in Kapitel 7 Strategien vorgestellt, um gegen
Ausreißern, manövrierende Objekte, und split- und merge-Probleme entgegenzuwirken, wie bei-
spielsweise die mehrfache Assoziation, die Verdoppelungs- sowie die Vereinigungsstrategie. Im
Gegenteil zur IMM sind diese Strategien schneller und benötigen keine Annahmen über mögliche
Objektbewegungen.
3.3 Zusammenfassung des Kapitels
In diesem Kapitel wurden die grundsätzlichen Ansätze zur Fusionierung der Sensordaten (Fu-
sionsebenen) vorgestellt und diskutiert. Dabei wird der für diese Arbeit ausgewählte Ansatz
auf Objektebene genauer mit der Merkmalsebene verglichen. Beide Ebenen sind mathematisch
äquivalent, sofern Objektbeobachtungen aus den einzelnen Sensoren extrahiert und deren Mes-
sunsicherheiten angepasst werden. Hierbei besitzt die Objektebene wichtige Vorteile, wie Modu-
larität, Flexibilität und einfachere Erweiterbarkeit. Außerdem sind dabei die Assoziation und die
Initialisierung direkter möglich und der Filter kann schlanker gestaltet werden.
Ausgehend von der Objektebene konnte im zweiten Abschnitt dieses Kapitels das Objektmodell
ausgewählt und entwickelt werden. Es soll für alle extrahierten Objektbeobachtungen sowie für
die verfolgten bzw. fusionierten Objekthypothesen verwendet werden. Darin sind wichtige neue
Aspekte deﬁniert worden, wie die variable, logische Referenz und die partielle Beobachtbarkeit
der Objekte. Damit beinhaltet dieses Modell detaillierte Informationen in einer kompakten Form.
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Dieses Kapitel beschreibt die notwendigen Verarbeitungsschritte, die vor der eigentlichen Ob-
jekterkennung notwendig sind (siehe Zusammenhang mit der gesamten Arbeit in Abbildung
4-1). Diese umfassen die Merkmalsextraktion aus den Sensordaten, die Korrektur von Fahr-
zeugschwankungen während der Fahrt und die Ermittlung der Fahrkorridorbegrenzungen.
Aus Kamerabildern werden zunächst Kanten-, Geraden- und Texturmerkmale extrahiert. Die
Laserscannerdaten werden im Sensor vorverarbeitet und segmentiert.
Um Fahrzeugschwankungen während der Fahrt in den Sensordaten zu kompensieren, wird hier
eine Bildverarbeitungsmethode entworfen, mit der die Ausrichtung der Kamera (und damit die
der gesamten Sensorplattform) bezüglich der Straßenkoordinaten bestimmt wird. Die Methode
basiert auf den geometrischen Eigenschaften der Fahrstreifenmarkierungen. Werden diese aus
dem Bild extrahiert, so lässt sich damit über eine Parameterausgleichung auf die Kameraorien-
tierung schließen.
Zusätzlich wird in diesem Kapitel ein Verfahren zur Erkennung des Fahrkorridors vorgestellt, auf
den die Aufmerksamkeit der weiteren Verarbeitungsschritte zur Objekterkennung konzentriert
wird. Dies ermöglicht eine Reduktion von seitlichem Rauschen und eine eﬃziente Verarbeitung.
Die verwendeten Daten sind Kamerabilder (Fahrstreifendaten), Informationen über die befahrene
Straße aus einer digitalen Karte sowie Laserscannerdaten. Da keiner der drei Sensoren eine
ausreichend hohe Zuverlässigkeit in allen Fahrsituationen gewährleistet, wird eine sensornahe,
kooperative Fusion entwickelt. Jeder Sensor schränkt dabei den Suchbereich ein, in dem die
Fahrkorridorbegrenzungen liegen können.
4.1 Verarbeitung der Kamerabilder
In diesem Abschnitt werden die Schritte der Datenvorverarbeitung, Extraktion von Grundmerk-
malen, Binarisierung und Teile der Segmentierung für die Kamerabilder vorgestellt. Die in dieser

















Abbildung 4-1: Verarbeitung auf Sensorebene im Rahmen der Arbeit.
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Abbildung 4-2: Kantenﬁlterung: a) das Originalbild, b) das Gradientenbild und c) das Kanten- und Ecken-
bild (jeweils schwarz und weiß).
4.1.1 Kantenfilterung
Zur Bestimmung der Kanten und Eckpunkte im Bild wird das von Wohlfeil et al. in [165] vorge-
stellte Verfahren verwendet. Zuerst wird das Bild mit einem Optimum-Kantenﬁlter nach Ando
[7] gefaltet. Daraus ergeben sich Gradienteninformationen pro Pixel in horizontaler und vertika-
ler Komponente (gX und gY ), was auf die Kantenausrichtung schließen lässt. Zur Ausﬁlterung
vom Rauschen im Kantenbild werden auch ein Schwellwert und eine Non-maxima-suppression
verwendet, womit nur lokale Maxima beibehalten werden. Anschließend wird die Umgebung um
jedes Pixel mit der Kovarianzmatrix der horizontalen und vertikalen Gradienten charakterisiert
und eine Hauptachsentransformation entsprechend Kanade und Tomasi [146] durchgeführt. Die
erhaltenen Eigenwerte geben Aufschluss über das Pixel. Sind sie klein, so handelt es sich um
einen homogenen Bereich. Sind sie groß und weisen eine klare Richtung auf, so handelt es sich
um einen Kantenpunkt. Weisen sie unterschiedliche Richtungen auf, so handelt es sich um einen
Eckpunkt.
Die Vorteile dieses Verfahrens sind vor allem dessen niedriger Rechenaufwand und die Robust-
heit gegenüber Rauschen und Artefakten. Abbildung 4-2 zeigt ein Beispiel für ein Bild, das
entsprechende Gradientenbild und die extrahierten Kanten und Eckpunkte.
4.1.2 Extraktion von Geraden im Bild
Für die Extraktion von lückenhaften Geraden im Bild wird hier die Hough-Transformation verwen-
det. Dafür werden die gesuchten Strukturen (in diesem Fall Geraden) in einem akkumulierenden
Parameterraum (Hough-Raum) dargestellt. Siehe Abbildung 4-3.c und d (dunklere Zellen haben
höhere akkumulierte Werte). Sei eine Gerade im Bild wie folgt beschrieben1 :
xi · (− sin θi) + yi · cos θi = ρi (4.1)
Jeder Bildpunkt [ xi yi ]T entspricht einer Menge von Geraden [ θi ρi ]T im Hough-Parame-
1Bildkoordinaten mit Ursprung unten links.
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Abbildung 4-3: Beispiel der Hough-Transformation. a) Kantenbild (Bildraum), c) Hough-Parameter-
raum (mit großem pHθ), d) optimierte Hough-Transformation (mit kleinem pHθ) und
b) erkannte Geraden (Bildraum).
terraum (einer Sinuskurve), die das Geradenbündel darstellt, das durch den Punkt läuft. Eine
Gerade [ θi ρi ]T in Hough-Parameterraum entspricht wiederum allen Bildpunkten [ xi yi ]T ,
die auf dieser Gerade liegen.
Die Methode erfolgt in zwei Schritten. Zuerst werden alle als Kantenpunkt klassiﬁzierten Pixel
in den Hough-Parameterraum transformiert und akkumuliert. Als Optimierung wird die Trans-
formation um den jeweiligen Kantenwinkel
θ = arctan(−gX/gY )± pHθ, (4.2)
eingeschränkt, mit pHθ als einem kleinen ﬁxen Winkelabstand. Weitere Optimierungen werden
durch Einschränkung des Bildsuchraumes und Hough-Raumes erreicht. Im zweiten Schritt wer-
den die lokalen Maxima aus dem Hough-Raum extrahiert und als Ergebnis ausgegeben.
4.1.3 Berechnung der Bildtextur
Nach Lippok [93] lassen sich die Ansätze zur Berechnung von Bildtexturen wie folgt einteilen:
statistische Merkmale (wie Energie, Kontrast, Mittelwert, Entropie oder Homogenität anhand
der Cooccurrence-Matrix von Haralick [71]), modellbasierte Merkmale (wie Markov-Zufallsfelder
oder Gibbs-Zufallsfelder), geometrische Merkmale und andere. Diese Ansätze sind sehr rechen-
aufwändig und liefern keine allgemeine, belichtungs- und skalierungsunabhängige Lösung. Des-
wegen sind sie für perspektivische Bilder aus dem Fahrzeug heraus nicht geeignet.
Als Textur wird hier der lokale Grauwert um jedes Pixel verwendet, welcher in festen Grauwert-
stufen quantiﬁziert wird. Dieser ist leicht zu berechnen und liefert ausreichend gute Segmen-
tierungsmöglichkeiten. Die Berechnung der Grauwerttextur im Bild hängt von zwei Parametern
ab, der Grauwertstufe (grey step, pgs) und der Verschiebungskonstante (grey oﬀset, pgo). Ers-
terer bestimmt die Anzahl von Stufen oder Kontrast im Texturbild und damit auch die Anzahl
von Segmenten mit homogener Grauwerttextur. Letzterer bestimmt die Grenzen der Stufen und
verschiebt damit auch unklare Segmentbegrenzungen im Bild bei gleicher Anzahl von Stufen
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pgs = 8; pgo = 0 pgs = 14; pgo = 4
pgs = 14; pgo = 0 pgs = 14; pgo = 9
pgs = 32; pgo = 0 pgs = 14; pgo = 12
Abbildung 4-4: Eﬀekt von Grauwertstufe pgs und Verschiebungskonstante pgo in einem Texturbild-
auschnitt. Links wird die Grauwertstufe und rechts die Verschiebungskonstante geändert.
Abbildung 4-5: Texturbild in zwei unterschiedlich beleuchteten Situationen. Der Referenzbereich ist weiß
markiert.
oder Kontrast. Abbildung 4-4 verdeutlicht die Eﬀekte der Änderung dieser Parameter auf einem
Beispielbild.
Die Textur der Bilder variiert sehr stark je nach Situation und Beleuchtung. Eine robuste auf
Textur basierte Methode muss deshalb adaptiv gestaltet werden. Ähnlich wie Ulrich et al. in
[147] vorschlagen, wird hier angenommen, dass sich keine Objekte oder Markierungen unmit-
telbar vor dem Fahrzeug beﬁnden, womit die entsprechende Bildregion als Straße deﬁniert ist
(siehe Abbildung 4-5). Sei die Grauwertspanne in der markierten Bildregion durch gmax und gmin
gegeben, so lassen sich pgs und pgo wie folgt errechnen:
pgs = gmax − gmin + 1 (4.3)
pgo = pgs − (gminmod pgs) (4.4)
Beﬁnden sich doch Straßenmarkierungen im Referenzbereich, so wird dessen Grauwertspanne
fälschlicherweise sehr hoch eingeschätzt, womit die Grauwerttextur des Bildes auch verfälscht
ist (Ergebnis ähnlich wie in Abbildung 4-4 unten links). Um dies zu vermeiden, werden die Werte
gmax und gmin genommen, bei denen sich ein Sprung im Histogramm zeigt. Wenn dieser nicht
deutlich ist, wird das obere bzw. untere Quantil genommen.
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4.2 Aufbereitung der Laserscannerdaten
Der für diese Arbeit verwendete Laserscanner verfügt über eine eigene Vorverarbeitung, welche
die Korrektur und Objektextraktion (Segmentierung der Laserscannerreﬂexionen in Objekten)
sowie deren Verfolgung (Tracking) durchführt (vgl. [59]). Zu den durchgeführten Schritten
gehören die Erkennung von Schmutz, Regen und Bodenreﬂexionen sowie eine Korrektur der
Fahrzeugbewegung während der Aufnahme. Zur Segmentierung der Scanpunkte in Konturen
wird deren entfernungsabhängiger Abstand betrachtet. Des Weiteren werden die Konturen in
der Verarbeitungseinheit getrackt und klassiﬁziert, was in dieser Arbeit nicht weiter verwendet
wird, da eine eigene Objektverfolgung entwickelt wird.
4.3 Korrektur der Fahrzeugschwankungen
Um den Bezug von den Sensordaten zum übergeordneten Fahrzeugkoordinatensystem2 zu ge-
winnen, werden die Alignment-Parameter verwendet, d.h. für jeden Sensor drei Translations-
parameter tx, ty und tz und drei Rotationsparameter ω, φ und κ (in die jeweilige Raumrich-
tung, in dieser Reihenfolge). Es wird hier angenommen, dass sich diese während der Fahrt nicht
ändern, da Kamera und Laserscanner ﬁxiert sind. Um die Koordinaten auf die Straßenebene
beziehen zu können, ist außerdem die Kenntnis der Ausrichtung des Fahrzeugs zur Straße not-
wendig. Diese verändert sich geringfügig während der Fahrt, bedingt durch Unebenheiten der
Straße, Beschleunigungs- und Bremsvorgänge sowie Kurvenfahrten. Für diese Arbeit wird die
Ausrichtung der Kamera zur Straßenebene untersucht und auf die Trägerplattform auf Basis der
Alignment-Parameter übertragen. Solange die Schwankungen klein sind, kann die auf dem Bild
erkannte Orientierungsänderung näherungsweise auf das Fahrzeugkoordinatensystem übertragen
werden. Die Vernachlässigung dieser Abweichungen hätte negative Folgen auf die weitere Ver-
arbeitung der Sensordaten, wie Ungenauigkeit oder Unzuverlässigkeit, [49]. Die hier vorgestellte
bildverarbeitungsbasierte Methode wurde zum Teil vom Autor bereits in [30] vorgestellt.
Zur Bestimmung der äußeren Orientierung werden in der Photogrammetrie Markierungen oder
Passpunkte verwendet, deren Positionen in Objekt- und Bildraum vorher genau bestimmt wur-
den (vgl. [96]). Aus den Bildkoordinaten einer genügenden Anzahl von Passpunkten lassen sich
die äußeren Orientierungsparameter bestimmen (räumlicher Rückwärtsschnitt, DLT3, Bündel-
ausgleich etc. vgl. [96]). Andere Ansätze verwenden deutlich verfolgbare Features im Bild, um
in einer Sequenz die Veränderung der äußeren Orientierung einzuschätzen, wie Maybank et al.
[105], Luong et al. [97] und Dron [44]. In den Arbeiten von Wohlfeil et al. [165], Krüger [87]
und Rasmussen [118] werden alternative Methoden vorgestellt, die den Fluchtpunkt im Bild be-
stimmen und dadurch die Orientierung in Y - und Z-Richtung (sprich φ Nick- und κ Gierwinkel)
kompensieren. Eine weitere Möglichkeit, die Fahrzeugschwankungen auszugleichen, besteht in
der Verwendung von zusätzlichen Beschleunigungssensoren4 . In diesem Fall ist eine hochgenaue
relative Orientierung und Synchronisierung der Systeme notwendig.
In dieser Arbeit wird eine Methode vorgestellt, die auf den geometrischen Eigenschaften der
2X -Komponente in Fahrzeuglängsrichtung, Y -Komponente in Querrichtung nach links.
3DLT – Direct Linear Transformation
4Zum Beispiel ein IMU-System (Inertial Measurement Unit)
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Abbildung 4-6: Schritte der Bestimmung der Fahrzeugorientierung
Fahrstreifen basiert, ähnlich wie Liang in [91]. Die Methode beruht auf folgenden Annahmen:
das Fahrzeug fährt auf und parallel zur Fahrbahn, die horizontal ist und geradlinige parallele
Fahrstreifenmarkierungen besitzt (bis zu einer Entfernung von ca. 50m). Diese Annahmen sind
meist in einem typischen Autobahn- oder Landstraßenszenario und oft in städtischen Szenarien
ausreichend erfüllt.
Werden die Fahrstreifenmarkierungen im Bild erkannt, so können diese auf die Straßenebene an-
hand der bekannten Kameraparameter transformiert werden. Diese Transformation hängt von
den Orientierungsparametern des Sensors beziehungsweise Sensorsystems ab, welche zu bestim-
men sind. Dazu wird daher eine Optimierungssuche (Gauß-Newton’sche Methode) basierend
auf dieser Transformation vorgeschlagen, die die Parallelität der Geraden auf der Straßenebene
zueinander und zur Fahrtrichtung maximiert. Der Ablauf der Prozessschritte ist in Abbildung
4-6 graphisch dargestellt.
Diese Methode läuft komplett automatisch und benötigt einen sehr geringen Rechenaufwand.
Die Methode ist in den meisten Fahrsituationen anwendbar und, im Unterschied zu anderen
Verfahren (wie Liang [91]), kann ein Ausfall detektiert werden. Außerdem führt die vorliegen-
de Methode eine Optimierung der extrahierten Beobachtungen durch. Ein weiterer Vorteil ist
die Wiederverwendbarkeit der Module für eine Fahrstreifenerkennung. Nachteilig sind die durch
Abweichung von den Annahmen hinzugekommenen Ungenauigkeiten.
4.3.1 Extraktion der Fahrstreifenmarkierungen
Zur Extraktion der Fahrstreifenmarkierungen wird die in [25, 67] vorgestellte Methode des Autors
verwendet. Die Methode ist unabhängig von der Bahn- oder Markierungsfarbe, der Markierungs-
dicke und der Fahrstreifenbreite. Obwohl sie für eine gerade Spur entwickelt wurde, werden auch
Fahrbahnmarkierungen in leichten Kurven in der nähe zum Fahrzeug erkannt.
In der Methode werden die mit der Hough-Transformation erhaltenen Bildgeraden [ θi ρi ]T
(siehe Seite 36) betrachtet. Um Geraden wegzuﬁltern, die nicht zu den Fahrstreifenmarkierun-
gen gehören (Rauschen oder andere Strukturen), werden sie auf die Straßenebene mittels der
Matrix Tir transformiert. Diese Transformation, die anhand der Alingment-Parameter durchge-
führt wird, wird im Anhang B hergeleitet. Von den erhaltenen Geraden in Straßenebenekoordina-
ten [ θr ρr ]T werden nur die beibehalten, die parallel zur Fahrzeug-X-Richtung verlaufen, also
θr = 0°. Da Fahrzeugschwankungen stattﬁnden können, wird die Zulässigkeit der Filterung mit
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θr ∈ (0 − pθr , 0 + pθr) erhöht (pθr sei hier ein ﬁxer Parameter). Damit sind beide Markierungen
als kleines Bündel von k Geraden gegeben, die als Beobachtungen einer Zufallsgröße angesehen
werden können – siehe Abbildung 4-7 oben.
4.3.2 Gauß-Newton’sche Suche der Orientierungsparameter
Die Ausrichtung der ermittelten Fahrstreifenmarkierungen kann als Funktion der Bildgeraden
und der Orientierungsparameter ausgedrückt werden (ausführlich im Anhang B beschrieben):
θr = f(θi, ρi, tx, ty, tz, ω, φ, κ) (4.5)
Da sich die zu suchenden Fahrzeugschwankungen direkt auf die Kamera auswirken, können
diese als (geringe) Abweichung der Kameraorientierung gesehen werden, so dass ω = ω0 + dω,
φ = φ0 + dφ und κ = κ0 + dκ gilt. Die innere Orientierung und die Alignment-Parameter der
Kamera werden als konstant und bekannt angenommen.
Um die drei unbekannten Parameter dω, dφ und dκ zu bestimmten (p = 3), wird eine Gauß-
Newton’sche Suche durchgeführt. Dazu wird folgende zu minimierende Funktion verwendet, die
auf die beobachteten k Bildgeraden angewendet wird:
k∑
j=1
(θr,j − θ˜r,j)2 → min! (4.6)
Diese entspricht der Summe der Fehlerquadrate der beobachteten Ausrichtung, wobei der er-
wartete Wert θ˜r für jede Beobachtung j als 0° vorgegeben ist (parallel zur Fahrtrichtung).
Damit das Minimierungsproblem lösbar ist, muss k > p sein. Ist k = p, so wird die exakte Lösung
anhand der Beobachtungen berechnet (ohne Optimierung der Fehlerquadrate). Im Fall, dass
eine Gerade pro Markierung extrahiert wird, können also zwei Parameter exakt daraus berechnet
werden, und zwar dφ und dκ, die den größten Einﬂuss auf die Beobachtungen haben. Der
Rollwinkel dω wird dabei als konstant (dω = 0°) angenommen5. Sind mehrere Beobachtungen
pro Markierung vorhanden, so können diese beiden Parameter im Sinne der Fehlerquadrate
optimiert werden. Im Fall, dass lediglich Beobachtungen für eine Markierung vorhanden sind,
kann der Algorithmus nicht verwendet werden.





In jedem Iterationschritt werden der Residuenvektor
5Um den Rollwinkel dω mitschätzen zu können, wären weitere Bedingungen in der Gauß-Newton’schen Suche
notwendig, wie zum Beispiel gegeben durch senkrechte Elemente oder durch die Kenntnis der Fahrstreifenbreite.
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Abbildung 4-7: Beispiel der Korrektur der Fahrzeugorientierung. a) Extrahierte Fahrstreifenmarkierun-

































aufgebaut. Die Berechnung dieser Matrix ist trivial aber sehr umfangreich und wird daher in
diesem Text nicht weiter detailliert ausgeführt.
Ausgehend von einer guten Initialschätzung für die Parameter dφ und dκ (in diesem Fall beide
gleich 0°) und von einem Endkriterium pc wird folgender Iterationsschritt entsprechend der Gauß-
Newton’schen Methode bis ||ai+1 − ai|| < pc fortgeführt:
ai+1 = ai − (JTi · Ji)−1 · JTi · ri (4.9)
Dieser Ausdruck entspricht der Normalgleichung in der Ausgleichungstheorie. Abbildung 4-7
zeigt die Korrekturen an einem Beispielbild. In Kapitel 9 wird auf die Validierung und die Tests
des Verfahrens mit simulierten und realen Bildern eingegangen.
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Abbildung 4-8: Beispiele von Fahrsituationen mit unterschiedlichem Fahrkorridor. a) Autobahn, b) Land-
straße, c) Innenstadt.
4.4 Ermittlung des Fahrkorridors
Im Rahmen der Verarbeitung der Sensordaten auf Sensorebene soll nun ein Ansatz zur Bestim-
mung der Fahrkorridorbegrenzungen ermittelt werden. Diese kommen als Aufmerksamkeitssteue-
rung für die weitere Objekterkennung zum Einsatz. Die Ermittlung des Fahrkorridors wird durch
sensornahe kooperative Fusion erreicht, in welche die Daten des Laserscanners, der Fahrstreife-
nerkennung (mit korrigierter Kameraausrichtung) sowie der Ortung und Informationen über die
befahrene Straße aus einer digitalen Karte einﬂießen.
Der Fahrkorridor sei deﬁniert als der lokale Bereich, in dem sich das Fahrzeug zum gegebenen
Zeitpunkt beﬁndet und einige weitere Zeitschritte danach beﬁnden kann. Direkt benachbar-
te Verkehrsteilnehmer teilen denselben Fahrkorridor. Abbildung 4-8 stellt drei Beispielsituatio-
nen dar. In einem Autobahnszenario besteht der Fahrkorridor aus einem virtuellen entlang der
Fahrtrichtung gezogenen Bereich, der alle Fahrstreifen dieser Fahrtrichtung umfasst. In einer
Bundesstraße sind beide Fahrtrichtungen in dem Fahrkorridor enthalten. Im städtischen Bereich
kann der Fahrkorridor neben der eigenen Fahrbahn Kreuzungen und Querstraßen beinhalten.
Fußgängersteige (Gehkorridor) sind nicht Teil des Fahrkorridors.
Die Suche des Fahrkorridors ist in der Forschung ein aktuelles Thema zur Analyse der Fahrsi-
tuation. In der Literatur werden folgende Sensoren verwendet:
• Mono-Kamera: In den Kamerabildern sind meist die Straßenoberﬂäche, die Fahrstreifen-
markierungen bis hin zu seitlichen Elementen wie Leitplanken oder Vegetation sichtbar.
Viele Arbeiten konzentrieren sich auf die Suche der Markierungen oder Begrenzungen der
Fahrbahn. Beispielsweise stellen Loose und Franke [94] dazu einen Partikelﬁlter vor. Ande-
re erkennen die Straßentextur im Bild, wie zum Beispiel Berger et al. [15]. Das Ziel dieser
Systeme ist ein ungewolltes Verlassen des Fahrstreifens zu erkennen oder das autonome
Fahren (Bahnplanung).
• Ortung und digitale Karten: In modernen, detaillierten, digitalen Straßenkarten sind Infor-
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mationen vorhanden, die Aufschluss über den Fahrkorridor geben. Beispielsweise sind darin
die Art von Straße (ob Autobahn, Bundesstraße oder Innenstadt), die Straßennetztopolo-
gie, die Anzahl der Fahrstreifen, deren Breite etc. enthalten.
• 3D-Sensor: In den Daten von 3D-Sensoren (wie Laserscanner, Radar oder Stereokameras)
sind strukturelle Informationen über die Fahrsituation erhalten, denn es werden nicht nur
Fahrzeuge und Hindernisse sondern auch die seitliche Bebauung oder Vegetation erfasst.
Weiß et al. [158] verwenden ein occupancy grid anhand eines Laserscanners und Karten-
informationen, um statische Objekte zu ﬁltern und die Begrenzungen des Fahrkorridors in
Abschnitte vor dem Fahrzeug zu schätzen. Darms et al. [38] verwenden in einem ähnli-
chen System ein scannendes Radar und eine Klothoidenschätzung. Loose und Franke [94]
verwenden ebenso ein occupancy grid anhand einer Stereo-Kamera und eines Radars und
verfolgen die Straßenränder anhand eines Partikelﬁlters und eines Kalman-Filters.
Alle diese Methoden liefern auf mehr oder weniger direkte Art Informationen über den Fahrkor-
ridor oder dessen seitliche Begrenzungen. Die Zuverlässigkeit der einzelnen Sensoren ist jedoch
in bestimmten Situationen eingeschränkt. Beispielsweise kann eine Kamera durch die Sonne
geblendet werden oder die Fahrstreifenmarkierungen verschmutzt sein oder ganz fehlen. Ein La-
serscanner kann schwer unterscheiden, ob ein langes seitliches Objekt durch einen mitfahrenden
Lkw oder eine Leitplanke erzeugt wird. Durch kurzzeitige GPS-Aussetzer oder Ungenauigkeiten
kann die Information über die befahrene Straße unsicher sein oder ausfallen. Digitale Karten
können zudem veraltet sein.
Aus diesen Gründen bietet sich an, mehrere dieser Sensoren gemeinsam in einem Fusionssystem
zu verwenden. Die hier für diesen Zweck entwickelte Methode basiert auf einer kooperativen
Fusion, die den Suchbereich, in dem die Fahrkorridorbegrenzungen liegen können, minimiert.
Diese Methode wurde zum Teil vom Autor in [26, 27] vorgestellt. Da der zu untersuchende
Streckenabschnitt maximal bis 100m vor dem Fahrzeug reicht, genügt es den Fahrkorridor als
gerade und parallel zur Fahrtrichtung anzunehmen6. Damit ist er durch die linke und rechte
Begrenzung beschrieben, cl > 0 und cr < 0 (corridor). Diese Angaben beziehen sich auf die
Y -Achse in Fahrzeugkoordinaten7 . Aus keinem der Sensoren können die genauen Begrenzungen
des Korridors zuverlässig bestimmt werden. Durch den kooperativen Ansatz können diese den
Suchbereich jedoch besser einschränken, in cl ∈ [cl,near, cl,far] sowie cr ∈ [cr,far, cr,near]. Dabei
gibt es keinen Hauptsensor, womit Komplettausfälle unwahrscheinlicher sind. Zunächst werden
die Begrenzungen initialisiert, cl,near = 0, cr,near = 0, cl,far = +∞ und cr,far = −∞.
4.4.1 Beitrag der Kameradaten zur Ermittlung des Fahrkorridors
Durch Kenntnis der relativen Position des Fahrzeugs zu den Fahrbahnmarkierungen und deren
Art kann eine Aussage über die minimale Breite und Position des Fahrkorridors getroﬀen wer-
den. Damit lassen sich die inneren Grenzen des Suchbereichs (cl,near und cr,near) einschränken.
Sind beide Markierungen gestrichelt, so wird angenommen, dass es mindestens einen weiteren
(gleichbreiten) Fahrstreifen an jeder Seite geben muss. In diesem Fall beinhaltet der Korridor
6Mögliche Erweiterungen der Methode könnten eine andere Ausrichtung des Fahrkorridors, eine Krümung oder
auch Kreuzungsbereiche berücksichtigen.
7Nach links im positiven Sinne.
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Abbildung 4-9: Beitrag der Kameradaten (Fahrstreifenmarkierungen) zur Ermittlung des Fahrkorridors.
Im gestreiften Suchbereich können die Begrenzungen des Fahrkorridors liegen.
mindestens drei Fahrstreifen. Ist eine der Markierungen durchgezogen, so wird dort die entspre-
chende Grenze des Suchbereichs angenommen.
cl,near =
{
max(cl,near, ll + w), wenn ll gestrichelt,
max(cl,near, ll), wenn ll durchgezogen.
(4.10)
cl,far = max(cl,near, cl,far) (4.11)
cr,near =
{
min(cr,near, lr − w), wenn lr gestrichelt,
min(cr,near, lr), wenn lr durchgezogen.
(4.12)
cr,far = min(cr,near, cr,far) (4.13)
In den Gleichungen (4.10) bis (4.13) stellen ll und lr die Lage der Fahrstreifenmarkierungen
(lane) dar. w ist die beobachtete Fahrstreifenbreite (width), die sich als ll − lr berechnen lässt.
Abbildung 4-9 stellt drei Beispiele schematisch dar.
Die Fahrstreifenerkennung kann in manchen Situationen fehlen oder zu fehlerhaften Daten füh-
ren. Fehlt die Fahrstreifeninformation der Kamera, so wird von gestrichelten Markierungen und
einer Standardbreite des Fahrstreifens von 3,5m ausgegangen. Damit ist der Fahrkorridor wahr-
scheinlich zu breit geschätzt, was allerdings eine Sicherheit gegen das Verpassen von Objekten
darstellt. Bei fehlerhaften Daten werden auf Basis der Fusion die nötigen Korrekturen stattﬁnden
(siehe unten).
4.4.2 Beitrag von Ortung und digitalen Karten zur Ermittlung des Fahrkor-
ridors
Durch Kenntnis der befahrenen Straße und deren Eigenschaften lassen sich die äußeren Grenzen
des Suchbereichs (cl,far und cr,far) einschränken. Diese entsprechen der jeweils nach links und
rechts vom Fahrzeug projizierten Straßenbreite:
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Abbildung 4-10: Beitrag der Karteninformationen zur Ermittlung des Fahrkorridors. Im gestreiften Such-
bereich können die Begrenzungen des Fahrkorridors liegen. a) Dreispurige Straße;
b) Zweispurige Straße; c) Einspurige Straße.
cl,far = min(cl,far, nl · w) (4.14)
cl,near = min(cl,near, cl,far) (4.15)
cr,far = max(cr,far,−nl · w) (4.16)
cr,near = max(cr,near, cr,far) (4.17)
In den Gleichungen (4.14) und (4.16) stellen nl die Anzahl der Fahrstreifen und w die Fahrstrei-
fenbreite aus der digitalen Karte dar, siehe Abbildung 4-10.
4.4.3 Beitrag der Laserscannerdaten zur Ermittlung des Fahrkorridors
Die Laserscannerdaten beinhalten in vielen Fällen seitliche Straßenelemente. Diese stellen die
Begrenzungen des Fahrkorridors dar. Um die Fahrkorridorbegrenzungen sicher zu bestimmen,
müssen diese Elemente von anderen Verkehrsteilnehmern unterschieden werden. In diesem An-
satz wird dies mittels eines georeferenzierten, um das Fahrzeug lokalen, Gitters implementiert
(occupancy grid), aus dem dynamische Objekte weggeﬁltert werden. In einem weiteren Schritt
werden die möglichen Begrenzungen des Fahrkorridors daraus extrahiert.
Das georeferenzierte Gitter besteht aus einer kartesischen nordreferenzierten Matrix, in deren
mittleren Position sich das Fahrzeug beﬁndet. Die Größe einer Zelle bestimmt die Genauigkeit,
mit der die Begrenzungen des Fahrkorridors erkannt werden können, aber auch den Rechenauf-
wand des Algorithmus. Da das Gitter lokal um das Fahrzeug liegt, muss es dessen Bewegung
entsprechend in jedem Zeitschritt mitverschoben werden. Dies kann durch Anpassung der Ma-
trixindizes als zweidimensionaler Ringpuﬀer sehr eﬃzient implementiert werden.
Um das Gitter mit jedem Messzyklus zu aktualisieren, wird den Gitterpunkten entlang der Ob-
jektkonturen eine Menge p+ aufsummiert und anschließend allen Gitterpunkten eine Menge p−,
mit p− < p+, subtrahiert. Damit bleiben im Gitter nach mehreren Zyklen nur die Punkte ungleich
Null, die zu statischen Objekten gehören.
Zur Extraktion der Fahrkorridorbegrenzungen aus dem Gitter wird eine vereinfachte Hough-
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Abbildung 4-11: Beitrag der Laserscannerdaten zur Ermittlung des Fahrkorridors. Fahrkorridor wird ge-
setzt durch a) die Leitplanken (jedoch nicht durch die Lkws), b) Randbewuchs und
c) die Obergrenze des Bereichs, mangels Laserscannerdaten.
Transformation verwendet (siehe Abschnitt 4.1 auf Seite 35). Der Vorteil der Hough-Transfor-
mation ist, dass selbst lückenhafte Strukturen gefunden werden können (wie im Falle einer Allee).
Die gesuchten Geraden (Begrenzungen) bestehen aus einer Ausrichtung und einer Entfernung
zum Ursprung im Gitter. Die Fahrtrichtung – korrigiert mit dem im letzten Unterabschnitt
bestimmten Gierwinkel κ – wird bei der Suche vorgegeben. Damit muss nur der seitliche Abstand
zum Fahrzeug (Ursprung) durch die Suche ermittelt werden, dl und dr.
Somit können die Begrenzungen des Fahrkorridors gesetzt werden, wie in Abbildung 4-11 bei-
spielhaft gezeigt. Dabei werden die ermittelten Begrenzungen dl und dr nur angenommen, wenn
diese im davor bestimmten Suchbereich liegen:
cl =
⎧⎪⎨⎪⎩
cl,near, wenn dl < cl,near,
dl, wenn dl ∈ (cl,near, cl,far),




cr,near, wenn dr > cr,near,
dr, wenn dr ∈ (cr,far, cr,near),
cr,far, wenn dr < cr,far.
(4.19)
4.4.4 Umgang mit widersprüchlichen Informationen
Mit dieser Methode werden wahrscheinliche Fahrkorridorbegrenzungen ermittelt. Durch die Ein-
bindung von mehreren Sensoren ist die Wahrscheinlichkeit einer falschen Ausgabe gering.
Fällt einer der Sensoren aus, so wird durch die anderen eine Schätzung geliefert. Wenn beispiels-
weise keine Laserscannerdaten vorliegen, so werden die weitesten Grenzen des Suchbereichs
übernommen, die aus den Fahrstreifendaten oder den digitalen Karten ermittelt wurden. Da-
mit ist der notwendige minimale Erfassungsbereich, gegeben durch den Fahrkorridor, für die
Objekterkennung sicher gestellt.
Sind jedoch die Informationen aus einem oder mehreren Sensoren falsch, so kann es zu Konﬂikten
kommen. In solchen Fällen, wird immer die weiteste Grenze des Suchbereichs als Fahrkorridor-
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Abbildung 4-12: Beispiele für die Ermittlung der Fahrkorridorbegrenzungen in unterschiedlichen Fahrsi-
tuationen, dargestellt mit dem Tool AroundViewCar.
begrenzung angenommen. Wenn beispielsweise beide Fahrstreifenmarkierungen gestrichelt sind,
so muss der Fahrkorridor mindestens drei Fahrstreifen beinhalten, auch wenn die Karte nur zwei
vorsieht. Auch beim Vorbeifahren an einem Lkw oder beim Aufenthalt neben anderen Objekten
werden diese für statische Objekte gehalten und damit eine zu nahe Fahrkorridorbegrenzung
durch den Laserscanner festgestellt. Diese Fälle werden durch die Einschränkungen aus den
anderen Sensoren vermieden.
Zur Gesamteinschätzung dieses Verfahrens sind in Abbildung 4-12 einige Beispiele aufgeführt.
In Kapitel 9 wird auf die Ergebnisse im Detail eingegangen.
4.5 Zusammenfassung des Kapitels
In diesem Kapitel wurde auf die Verarbeitung der Sensordaten für die Objekterkennung einge-
gangen. Für die Kamera wurden Methoden zur Kantenﬁlterung, Extraktion von Textur sowie
Extraktion von Geraden vorgestellt.
Zusätzlich wurde auf die Problematik der Fahrzeugschwankungen während der Fahrt eingegan-
gen. Zur Ermittlung dieser Fahrzeugschwankungen wurde eine neuartige Methode basierend
auf den im Bild erkannten Fahrstreifenmarkierungen entwickelt. Diese werden automatisch er-
kannt, auf die Straßenebene transformiert und auf Parallelität mit der Fahrtrichtung geprüft.
Da diese Transformation von den gesuchten Orientierungsparametern (φ und κ) abhängt, wird
sie als Funktion für eine Gauß-Newton’sche Suche verwendet. Mit dieser Methode können die
Sensordaten vor der eigentlichen Verarbeitung korrigiert werden.
Schließlich wurde auch ein Ansatz erörtert, mit dem der Fahrkorridor in der Fahrsituation durch
sensornahe Fusion von Fahrstreifendaten, digitalen Karten und Laserscannerdaten robust er-
kannt werden kann. Das Neue an dieser Methode ist, dass sie als Fusion aus mehreren Sens-
ordaten stattﬁndet, womit eine höhere Zuverlässigkeit erreicht wird. Außerdem wird hierbei ein
einfaches Fahrkorridormodell verwendet, was eine schnelle Verarbeitung ermöglicht aber keine
Begrenzungen in komplexen Situationen (wie enge Kurven und Kreuzungen) darstellen kann.
Diese Methode wird für die Objekterkennung als Aufmerksamkeitssteuerung der Sensordaten
verwendet, womit eine Reduktion der Datenmenge (Rauschobjekte am Straßenrand) und des
Rechenaufwands erreicht werden kann.
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In diesem Kapitel wird die Bildverarbeitung als Quelle zur Erzeugung von Objektbeobachtungen
aus einzelnen Bildern vorgestellt. Hierzu werden die im letzten Kapitel vorverarbeiteten Kame-
rabilder und extrahierten Bildmerkmale verwendet. Die hier vorgestellten Methoden basieren auf
dem Grauwerttexturbild und der bekannten Struktur der Bilder in einer Fahrsituation. Die hier-
mit erzeugten Beobachtungen werden in späteren Schritten verfolgt bzw. mit denen aus anderen
Sensoren fusioniert (siehe Zusammenhang in Abbildung 5-1).
Zur Erzeugung von Objektbeobachtungen aus Bilddaten sind unterschiedliche Ansätze unter-
sucht worden. Klassische Ansätze, wie sie im Kapitel 2 zum Stand der Technik vorgestellt wer-
den, basieren auf angelernten Mustern, Konturdaten, Schattenzügen und der Bewegung im Bild.
Alle diese Methoden weisen im Einzelnen wichtige Schwächen auf, die bei qualitativ beschränkten
Bildern besonders kritisch sind.
Der hier entwickelte Ansatz, zum Teil vom Autor bereits in [28] vorgestellt, basiert auf der
Segmentierung der Texturbilder und der Klassiﬁkation der erhaltenen Bildsegmente nach deren
Struktur. Der Vorteil gegenüber den oben erwähnten Ansätzen ist, dass die einzige Annahme
zur Objekterkennung aus der Abhebung eines Objektes vom Hintergrund besteht. Diese fällt
dem menschlichen Auge in Form von Licht und Schatten, Farbe und Textur oder Konturen
und Linien auf. Die Verwendung eines geeigneten Texturindikators deckt jedoch alle diese Fälle
ab. Die Herausforderung der Methode besteht in der Unterscheidung zwischen Objekten und
anderen Bereichen oder Markierungen, was anhand eines regelbasierten Ansatzes gelöst wird.
Zusätzlich werden die erkannten Objektbeobachtungen anhand von Kanteninformationen vali-
diert und verfeinert, sowie mit einer angepassten Messunsicherheit, einer logischen Referenz und
der partiellen Beobachtbarkeit versehen.
5.1 Extraktion der Bildstruktur
Die Struktur des im Kapitel 4.1 erhaltenen Texturbildes wird in einem Graphen berechnet, wie
in Abbildung 5-2 exemplarisch dargestellt wird. Dabei gehören zusammenhängende Bereiche mit
gleichem Wert zum selben Graphenknoten (Bildsegment). Dieser kann dem Bildhintergrund,
der Straßenebene, einem Fahrzeug oder weiteren Objekten entsprechen. Jedes Segment besitzt
einen Texturwert (Grauwert) und eine Liste von benachbarten Segmenten (Graphenkanten).
Beim Algorithmus zur Berechnung des Segmentgraphen wird das Bild durchlaufen und jedes
Pixel wird mit den bereits betrachteten Nachbarpixeln verglichen (zum Beispiel das Linke und
das Untere). Daraus können sich drei Situationen ergeben:
1. das Pixel hat den gleichen Grauwert wie eins der Nachbarpixel und gehört damit zum selben
Bildsegment;
2. das Pixel hat einen anderen Grauwert als beide Nachbarpixel, womit ein neues Bildsegment
initialisiert werden soll;
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Abbildung 5-2: Ein vereinfachtes Texturbild und Ausschnitt des entsprechenden Bildsegmentgraphen.
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3. das Pixel hat den gleichen Grauwert wie die beiden Nachbarpixel, diese haben jedoch unter-
schiedliche Segmentnummern. Damit müssen die Bildsegmente vereinigt werden. Dieses
bedeutet die Angleichung der Nachbarlisten und die Umsetzung aller Pixel des kleineren
Bildsegments auf das andere, womit das kleinere Bildsegment gelöscht wird.
Die Bildränder werden in diesem Prozess als weitere Segmente (ohne Grauwert) behandelt (bot-
tom, top, left, right).
Die Berechnung des Segmentgraphen ist eine sehr rechenintensive Aufgabe. Zur Beschleunigung
wird nur innerhalb des Fahrkorridors (aus Kapitel 4.4) und unterhalb des Horizonts ausgewertet1.
Außerdem wird die Reihenfolge des Algorithmus so gewählt, dass der mittlere Bereich (zumeist
Straße) zuerst verarbeitet wird. Eine letzte Optimierung erfolgt durch die Verkleinerung des
Eingangsbildes auf eine gröbere Auﬂösung. Im späteren Abschnitt 5.4 wird die Verfeinerung der
erkannten Objektbeobachtungen mittels Kanteninformationen vorgestellt.
5.2 Klassifikation der Bildsegmente
Nachdem der Segmentgraph aufgestellt ist, werden die Bildsegmente klassiﬁziert. Jedes Bild-
segment kann ein Teil der Straße, eine Markierung auf der Straße, ein Fleck bzw. Schatten auf
der Straße, Teile eines Objekts auf der Straße, oder Randbereiche oder Objekte außerhalb der
Straße sein.
Segment ∈ {road, markers, spot, object, others}
Die Segmentklassiﬁkation erfolgt nun durch Anwendung eines Regelsatzes, der die typische
Struktur eines Bildes in einer Fahrsituation darstellt. Die Regeln basieren auf folgenden grund-
sätzlichen Beziehungen zwischen Bildsegmenten:
1. Mögliche Klassen eines Bildsegments (PossibleClass(i,cl)→ {true, false})
2. Benachbarte Bildsegmente (Neighbor(i,j) → {true, false})
3. Vergleich der Texturwerte von benachbarten Bildsegmenten
(Lighter(i,j)→ {true, false}, Equal(i,j)→ {true, false}).
Initialisiert werden alle Bildsegmente als möglich zugehörig zu allen Klassen (PossibleClass (i,
cl) = true ∀i,cl). Das Referenzsegment, das zur Auslegung der Texturmerkmale herangezogen
wurde (siehe Kapitel 4.1), wird als Straße gesetzt und dient für die Klassiﬁkation des Graphen
als Keim. Die Regeln sind in negierter Form ausgedrückt, so dass sie bestimmte Klassen für
bestimmte Bildsegmente ausschließen. Bleibt für ein Bildsegment eine einzige mögliche Klasse
übrig, so wird ihm diese zugeordnet. Der Regelsatz wird solange auf die nichtklassiﬁzierten
Bildsegmente angewendet, bis keine Regel mehr zutriﬀt. Tabelle 5-1 beinhaltet exemplarisch
einen vereinfachten Regelsatz für die Analyse von Segmentgraphen.
1Die Transformation des Fahrkorridors in Bildkoordinaten erfolgt anhand der in Abschnitt 4.3 verwendeten und
im Anhang B detailliert beschriebenen Transformation Tir.
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Tabelle 5-1: Beispiel eines Regelsatzes für die Klassiﬁkation eines Bildsegments.
Regel Bedingungen Ausschluss
Ein Objekt (dessen schattiger unterer Be-
reich) ist in Kontakt mit einem helleren Stra-
ßensegment.
j | Neighbor (i,j) &
PossibleClass(j,road) & Lighter (j,i)
object
Ein Segment in Kontakt mit der Bildunterkan-
te gehört zur Straße, wenn ein Straßenseg-
ment in Kontakt mit der Bildunterkante den
gleichen Grauwert besitzt.
Neighbor (i,bottom) &
j | Neighbor (j,bottom) &
PossibleClass(j,road) & Equal(i,j)
road
Ein Segment, das durch eine Markierung von
einem Straßensegment getrennt ist, muss den-
selben Wert haben, um zur Straße zu gehören.
Neighbor (i,j) & PossibleClass(j,marker ) &
∃k | Neighbor (j,k) &
PossibleClass(k,road) & !Equal(i,k)
road
Eine Straßenmarkierung ist in Kontakt mit ei-
nem dunkleren Straßensegment.
j | Neighbor (i,j) &
PossibleClass(j,road) & Lighter (i,j)
marker
Ein Fleck auf der Straße ist in Kontakt mit nur
einem helleren Straßensegment.
j | Neighbor (i,j) &
PossibleClass(j,road) & Lighter (j,i)
spot
Wegen der hohen Komplexität der zu analysierenden Bilder kann jedem Bildsegment oft keine
eindeutige Klasse zugeordnet werden. Solche Unsicherheiten entstehen beispielsweise bei Flecken
auf der Straße, bei undeutlichem Übergang von Straße zu Objekt, oder bei unerwarteten Bild-
strukturen, wie bei der Fahrt unter einer Brücke. Die unklaren Fälle werden an dieser Stelle nicht
gelöst, sondern stattdessen als Objekte klassiﬁziert und durch die weiteren Verarbeitungsschritte
gehandhabt.
Abbildung 5-3 zeigt ein Beispiel für ein segmentiertes Bild und die Klassiﬁkation der Bildseg-
mente. Im segmentierten Bild ist der Bereich über dem Horizont sowie an den Korridorseiten
ausgelassen. Die weißen Linien sind die Unterkanten der als Objekt klassiﬁzierten Bildsegmente.
5.3 Erzeugung von Objektbeobachtungen
Aus als Objekt klassiﬁzierten Bildsegmenten werden Objektbeobachtungen erzeugt. Für diesen
Zweck wird das Segmentbild ein weiteres Mal durchlaufen. Die Pixel, die zu unteren Grenzen von
Objektsegmenten (object) gehören, werden ausgewählt. Diese Punkte ergeben Linien (z.B. Kon-
turen, Objektunterkanten oder Schattenzüge). Je nach Szenengeometrie kann jede dieser Linien
der Unterkante eines oder mehrerer Objekte entsprechen, aber auch zum Teil Objektseiten oder
andere Elemente beinhalten – siehe weiß markierte Linien in Abbildung 5-3.b. Aus diesem Grund
wäre es nicht korrekt aus jeder solcher Linien eine Objektbeobachtung zu erzeugen. Stattdessen
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Abbildung 5-3: Beispiel für die Klassiﬁkation von Bildsegmenten: a) Eingangsbild; b) klassiﬁzierte Seg-
mente (Ausführung im Text); c) extrahierte Objektbeobachtungen.
werden nur Abschnitte, die im Bild näherungsweise horizontal erscheinen, ausgewählt und daraus
eine Objektbeobachtung in Bildkoordinaten zcam,i zwischen den Bildpunkten ( xi,1, yi,1 ) und
( xi,2, yi,2 ) generiert.
zcam,i = [ xi,1 yi,1 xi,2 yi,2 ]
T (5.1)
Damit entsteht eine Vielzahl an Objektbeobachtungen, die möglicherweise auch false positi-
ves beinhaltet. Auch die Verschmelzung und Zerlegung von Objekten (split und merge) sind
nicht ausgeschlossen. Diese Eﬀekte müssen in weiteren Schritten der Verarbeitung und Fusion
behandelt werden.









erfolgt mit der Transformationsmatrix Tri in homogenen Koordinaten, die
im Anhang B detailliert beschrieben ist.
pr = T
r
i · pi (5.2)
Die Transformation kann ebenso mit folgenden Funktionen ausgedrückt werden3:
xr = fxr(xi, yi) =
Tri [1, 1] · xi +Tri [1, 2] · yi +Tri [1, 3]
Tri [3, 1] · xi +Tri [3, 2] · yi +Tri [3, 3]
(5.3)
yr = fyr(xi, yi) =
Tri [2, 1] · xi +Tri [2, 2] · yi +Tri [2, 3]
Tri [3, 1] · xi +Tri [3, 2] · yi +Tri [3, 3]
(5.4)
2Die Straßenebene entspricht den Fahrzeugkoordinaten mit einer festen Höhe z = 0.
3Diese Ausdrücke sind ähnlich zu den klassischen Kollinearitätsgleichungen, beinhalten jedoch wichtige Anpassun-
gen, die im Anhang B erläutert werden.
53
5 Objekterkennung aus Bildern
In dieser Transformation sind die korrigierten Kameraschwankungen für φ (Nickwinkel) bein-
haltet – siehe Abschnitt 4.3. Die Korrektur des Gierwinkels κ wird dabei nicht berücksichtigt.
Ansonsten würden die Objekte in straßenparallelen Koordinaten erzeugt, die nicht immer mit
den fahrzeugparallelen Koordinaten des Laserscanners übereinstimmen (z.B. beim Fahrstreifen-
wechsel).
Diese Transformation wird nun angewendet, um Objektbeobachtungen von Bildkoordinaten
zcam,i – siehe Gleichung (5.1) – in Fahrzeugkoordinaten zcam – siehe Kapitel 3 – zu trans-
formieren. Dabei wird angenommen, dass zcam,i der Objektunterkante entspricht und dass die
Straße vor dem Ego-Fahrzeug eben ist, was in einer Entfernung von bis 50-100m näherungswei-
se zutriﬀt. Für das Objekt in Fahrzeugkoordinaten wird als Referenzpunkt der Heckmittelpunkt
(xr, yr) und die Breite (w) genommen. Diese sind die einzigen beobachtbaren Komponenten, die





⎡⎣ fxr(xi,1+xi,22 , yi,1+yi,22 )fyr(xi,1+xi,22 , yi,1+yi,22 )
fyr(xi,1, yi,1)− fyr(xi,2, yi,2)
⎤⎦ (5.5)
5.4 Validierung und Verfeinerung der Objektbeobachtungen
Da nicht alle generierten Objektbeobachtungen einem tatsächlichen Objekt entsprechen, werden
zusätzliche Methoden verwendet, um diese automatisch zu validieren. Ähnliche Verfahren werden
auch als sensornahe Fusion in der Literatur verwendet. Beispielsweise werden die Objektbeob-
achtungen aus einem Laserscanner oder Radar durch Bildverarbeitung validiert (bestätigt) bzw.
verworfen (siehe Abschnitt 2.4). In diesem Fall werden die durch Bildverarbeitung gewonnenen
Objektbeobachtungen anhand von anderen Bildverarbeitungsmethoden validiert und verfeinert.
In dem gegebenen Bildausschnitt (Aufmerksamkeitssteuerung, region of interest) deuten viele
Merkmale im Sinne der Validierung auf die Präsenz eines Objekts hin. Beispielsweise, haben
Objekte eine andere Farbe als der Hintergrund, sie besitzen markante Punkte (Features) und
Kanten, sie weisen Bewegung oder Symmetrie im Bild auf, etc. Aus diesen Kriterien zur Vali-
dierung der Objektbeobachtungen wird hier die Präsenz von Kanten im Bildausschnitt gewählt.
Vor der Validierung wird der zur Objektbeobachtung entsprechende Bildausschnitt berechnet.
Die untere und die seitlichen Grenzen sind durch zcam,i gegeben. Um die obere Grenze in Bild-












5.4 Validierung und Verfeinerung der Objektbeobachtungen
Abbildung 5-4: Beispiele für die Validierung von Objektbeobachtungen. Die obere Reihe beinhaltet vali-
dierte und die untere nicht-validierte Objekte.
Abbildung 5-5: Beispiele für die Verfeinerung von Objektbeobachtungen aus Bildern. Links: Beobachtung
aus dem Texturbild; Rechts: Verfeinerung mithilfe von Kantendaten.
Beinhaltet der Bildausschnitt wenige Kanten (Anzahl der Kantenpunkte durch Oberﬂäche ist
kleiner als ein gegebener Parameter), so wird die Präsenz eines Objektes als unwahrscheinlich
eingestuft. Die Kanten, die in Richtung des Fluchtpunktes liegen, werden davon ausgeschlossen,
da sie auf kein Objekt hindeuten, sondern eher auf einen Bereich mit Straßenmarkierungen
oder einen Seitenbereich (Leitplanken). Aus diesem Grund wird die Richtung der Kanten mit
dem Fluchtpunkt pvp (vanishing point) verglichen. Siehe Abbildung 5-4 für validierte und nicht-
validierte Beispiele.
Neben der Validierung einer Objektbeobachtung wird durch die Kanten auch die Position im Bild
verfeinert. Da das Kantenbild feiner aufgelöst ist als das Texturbild, kann darin die Objektun-
terkante genauer erkannt werden. Für diesen Zweck wird um jeden Bildpunkt ein abstandsab-
hängiger Ausschnitt untersucht (nach Parameter pet, edge-texture). Die Bildausschnitte lassen
sich anhand dieses Parameters von der Straßenebene ins Bild berechnen:
Tir ·
⎡⎣ xr − petyr
1
⎤⎦ und Tir ·
⎡⎣ xr + petyr
1
⎤⎦ (5.7)
Für jedes Pixel zwischen (xi,1, yi,1) und (xi,2, yi,2) wird die Diﬀerenz cet (edge-texture correction)
zwischen der Kante ye und der Texturgrenze yt bestimmt und gemittelt, cet (sofern eine Kante
an der Stelle vorhanden ist). Damit werden die Positionen yi,1 und yi,2 korrigiert und die Ko-
ordinaten auf der Straßenebene anhand der Gleichung (5.5) neuberechnet. Abbildung 5-5 zeigt
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das Ergebnis der Korrektur an einem Beispiel. Der Wert cet wird auch zur Einschätzung der
Genauigkeit verwendet, wie im nächsten Abschnitt erläutert wird.
5.5 Genauigkeit und Beobachtbarkeit der Objektbeobachtungen
Die Genauigkeit der Objektbeobachtungen wird nun anhand der Varianzfortpﬂanzung von Bild-
auf Straßenebene transformiert. Diese ermöglicht die Umrechnung der Kovarianzmatrix σx in
einen neuen Raum σf anhand der Transformationsfunktion f . Für lineare Funktionen mit Design-
Matrix A gilt Folgendes:
x → f(x) = A · x (5.8)
σx → σf = A · σx ·AT (5.9)
Ist die Funktion nichtlinear, so wird die Jacobi-Matrix mit den partiellen Ableitungen der Funktion




Im Fall der Transformation zwischen Bild- und Straßenebene tritt eine nichtlineare Funktion auf
(siehe Gleichungen (5.2) bis (5.4)), die von der Pixelposition abhängt. Zusätzlich zur Pixelpo-
sition wird an dieser Stelle der Einﬂuss einer Abweichung der Alignment-Parameter einbezogen.
Insbesondere der Nickwinkel φ und Gierwinkel κ variieren beim Fahren und haben einen Einﬂuss
auf die Genauigkeit der Objektpositionen. Aus diesem Grund werden diese auch als Parame-
ter der Transformation zur Varianzfortpﬂanzung berücksichtigt (Tri (φ, κ), fxr(xi, yi, φ, κ) und
fyr(xi, yi, φ, κ) in Ausdruck (5.5)).
Die Berechnung der partiellen Ableitungen vonTri kann einmalig pro Systemeinstellung bestimmt
und festcodiert werden, so dass der Rechenaufwand gering bleibt.
Die Eingangskorrelationsmatrix in Bildkoordinaten entspricht folgender Diagonalmatrix:









Dabei werden nur Varianzen und keine Korrelationen, wie z.B. zwischen horizontaler und vertika-
ler Bildkomponente, genommen. In den praktischen Arbeiten haben sich folgende Werte bewärt:
σxi = 4 Pixel, σyi = cet Pixel (Mittelwert der Korrekturen mit dem Kantenbild aus letztem Ab-
schnitt; Wert liegt bei ca. 1,5 Pixel), σφ = 0, 5° und σκ = 0, 5°. Die erhaltene Kovarianzmatrix
wird als adaptive Messunsicherheit Rcam in die Verfolgung bzw. Fusion eingehen. Abbildung 5-6
zeigt ein Beispiel mit erkannten Objekten im Bild und deren Transformation auf die Straßene-
bene. Die Kovarianz ist in Abhängigkeit der Position und der Korrektur mit Kanteninformation
angepasst.
56








Abbildung 5-6: Räumlicher Vorwärtsschnitt und Genauigkeit der Objektbeobachtungen.
Für die weitere Verarbeitung bzw. Fusion der Daten aus der Bildverarbeitung wird angenommen,
dass die Objekte lediglich von einer Seite erfasst werden4 und dass deren Ausrichtung parallel
zu der des eigenen Fahrzeugs ist5. Die logische Referenz für die weitere Verarbeitung entspricht
damit dem Mittelpunkt der dem Sensor zugewandten Seite, hier bezeichnet als r = B (back).
Die Länge und Ausrichtung des Objekts sind als nicht beobachtbar gesetzt. Da der Fokus die-
ser Arbeit auf der Position und Ausdehnung der Objekte auf der Straßenebene liegt, wird die
Objekthöhe zunächst nicht betrachtet.
5.6 Zusammenfassung des Kapitels
Die vorgestellte Methode besteht in der Extraktion der Struktur des Texturbildes und der An-
wendung von deskriptiven Regeln zur Klassiﬁkation der Bildsegmente. Daraus lassen sich Bild-
segmente hervorheben, die zu Objekten gehören.
Diese Methode ist für jeden Objekttyp gültig, da ausschließlich die Unterscheidung vom Hinter-
grund genutzt wird. Dank der adaptiven Texturberechnung ist die Methode von der Beleuchtung
in der Fahrsituation unabhängig. Daher ist die Wahrscheinlichkeit, ein Objekt nicht zu detektie-
ren (false negative), sehr gering.
Da die Erkennung sehr von der Struktur der Szene abhängt, hat diese Methode ihre Gren-
zen in Situationen, die sehr von der erwarteten Struktur abweichen. Beispielsweise bereiten die
Durchfahrt unter eine Brücke (breite Schattenkante), die Präsenz von mehreren Texturen auf
der Fahrbahn oder die Komplexität in einer innenstädtischen Situation noch Herausforderungen
bezüglich der Leistung der Methode.
Eine quantitative Aussage über die Güte der Methode wird im Kapitel 9 anhand von experimen-
tellen Ergebnissen ausgeführt.
4Diese Seite kann vorne, hinten, links und rechts vom tatsächlichen Objekt repräsentieren. Dass zum Teil zwei
Seiten gleichzeitig erfasst werden können, wird hier vernachlässigt.




6 Objekterkennung aus Laserscannerdaten
In diesem Kapitel werden Verfahren zur Verarbeitung von Laserscannerdaten beschrieben, um
Objektbeobachtungen zu extrahieren, die mit den Objektinformationen aus der Bildverarbeitung
in die Objektfusion eingehen. Abbildung 6-1 zeigt den Zusammenhang dieses Kapitels in der
Arbeit (vgl. Abbildung 1-3 auf Seite 7).
Ein Laserscanner liefert eine Liste von Rohpunkten oder Reﬂexionen pro Scan. Die Rohdaten
müssen vorgeﬁltert, geometrisch referenziert, gruppiert und identiﬁziert werden.
Es wird zunächst die im Sensor stattﬁndende Segmentierung übernommen, die auf [59] ba-
siert. Zur Wegﬁlterung von Rauschobjekten dienen Position- und Größenkriterien sowie der in
Abschnitt 4.4 erkannte Fahrkorridor. Die Segmente werden dann an das in Abschnitt 3.2 einge-
führte Objektmodell angepasst. Wie in Abschnitt 2.3.3 bereits erwähnt, besitzen die in der Lite-
ratur verwendeten Ansätze zur Modellanpassung, wie das Drei-Punkte-Modell, Einschränkungen
bezüglich der Anpassung an runde oder konkave Objekte. Daher wird hier zur Modellanpassung
eine neuartige Methode entworfen, die auf den inneren Winkel zwischen einem Konturpunkt und
den Endpunkten basiert, um die Grundform eines Objekts zu entscheiden.
Zusätzlich werden in diesem Kapitel die optimale Objektreferenz, die partielle Beobachtbarkeit
für die Laserscannerrohdaten sowie die angepasste Messunsicherheit der Objekte behandelt.
Diese Methoden wurden zum Teil vom Autor in [28] vorgestellt.
6.1 Anpassung an ausgerichtetes Quadermodell
Die Anpassung an das in Kapitel 3.2 beschriebene Quadermodell wird in drei Schritten durch-
geführt. Zunächst wird die Grundform des Objekts bestimmt (gerader Teil, Eckteil, runder Teil
oder konkaver Teil). Daraus werden dann die Ausdehnung und Ausrichtung des Objekts extra-
hiert, um die Struktur der Beobachtung zls = [ x y x˙ y˙ ϕ w l ]T zu füllen1. Schließlich
wird die logische Referenz r des Objekts anhand seiner geometrischen Eigenschaften bestimmt.
Zur Bestimmung der Grundform wird hier eine Methode entwickelt, die in der Lage ist, nicht
nur gerade und eckige, sondern weiter diﬀerenziert auch runde und konkave Objekte zu cha-
rakterisieren. Die vorgestellte Methode betrachtet als allgemeiner Indikator für die Form eines
Objektes den Winkel zwischen den beiden Endpunkten (pE1 und pE2) und jedem der inneren
Konturpunkte (pCi), also υi = ∠pE1,pCi,pE2 mit i = E1 und i = E2. Insbesondere der Kon-
turpunkt mit minimalem Winkel, υmin = min(υi), ist aussagekräftig für den Konturtyp. Es wird
dabei davon ausgegangen, dass die Objektpunkte in Erfassungsreihenfolge gegeben sind. Die
möglichen Fälle, die sich in Abhängigkeit von υmin ergeben können, sind in Abbildung 6-2 darge-
stellt, wie gerader, runder, konkaver, v-förmiger und eckiger Objektteil. Für ein eckiges Objekt
entspricht der Konturpunkt mit minimalen Winkel υmin ≈ 90° dem Eckpunkt. Ist das Minimum
nicht deutlich, so wird der Eckpunkt wie in Abbildung 6-2.f verdeutlicht bestimmt.
1Nur der beobachtbare Teil.
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υi ≈ 180° ∀i
a) Gerader Objektteil








mit Ecke in pCmin
υmin1 ≈ 90°, υmin2 ≈ 90°
f) Eckiger Objektteil
mit Ecke in pCv
Abbildung 6-2: Grundform der Laserscannerobjekte je nach υmin auf orthographischer Sicht, angenom-
men der Sensor beﬁndet sich auf der unteren Seite.
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mit ∠pE1,pCv,pE2 > 90°
d) Eckiger Objektteil
mit ∠pE1,pCv,pE2 < 90°
e) Eckiger Objektteil
mit ∠pE1,pCv,pE2 > 90°
f) Eckiger Objektteil
mit ∠pE1,pCv,pE2 < 90°
Abbildung 6-3: Anpassung von Objektteilen an gerichtete Quader.
Um die bestimmte Grundform an das gerichtete Quadermodell anzupassen, wird die Ausrichtung
der längeren Seite ϕr ∈ (−180°,+180°] und die Dimensionen des Objekts anhand der Punkte
pE1, pE2 und pCv berechnet. Dieser Schritt ist in Abbildung 6-3 schematisch dargestellt.
Für einen geraden oder runden Teil wird als erste Dimension d1 der Abstand zwischen beiden
Endpunkten pE1 und pE2 verwendet. Die zweite Dimension ergibt sich als die maximale Ent-
fernung zwischen einem der Konturpunkte und der Gerade, die über pE1 und pE2 verläuft. Ein
konkaves Objekt wird am Eckpunkt in zwei Objekte geteilt, damit die Verwendung im Modell
möglich wird.
Im Fall eines eckigen oder v-förmigen Objektteils sind zwei Vorgehensweisen möglich. Bei der
einen, in Abbildung 6-3.c und 6-3.d dargestellt, wird die längste Seite zwischen einem End-
punkt und dem ermittelten Eckpunkt (z.B. −−−−−→pCvpE2) für die erste Dimension ﬁxiert, während
die zweite Dimension als Entfernung des anderen Endpunktes zu der ersten Seite berechnet
wird. Wenn υmin > 90° beträgt, wird die erste Dimension damit zu kurz geschätzt (6-3.c). Als
zweite Möglichkeit, in Abbildung 6-3.e und 6-3.f dargestellt, wird der Eckpunkt auf der längste
Seite so verschoben, dass der resultierende Winkel mit beiden Endpunkten 90° beträgt. Ist der
ursprüngliche Winkel kleiner als 90°, so wird die erste Dimension zu kurz geschätzt (6-3.f). Als
optimale Lösung für einen eckigen Objektteil bietet sich die Verwendung beider Methoden in
Abhängigkeit vom Winkel υmin an, und zwar die erste Methode wenn dieser unter 90° und die
zweite wenn er über 90° beträgt.
Als letzter Schritt bei der Anpassung zum Modell zls wird die logische Referenz (deﬁniert in
Abschnitt 3.2 und Abbildung 3-1) des analysierten Objekts je nach seiner Ausrichtung, Lage,
Form und Beobachtbarkeit gesetzt. Tabelle 6-1 stellt Beispiele für diese Regeln dar.
Die vorgeschlagene Vorgehensweise führt bei manchen Objektbeobachtungen zu Mehrdeutigkei-
ten, wie das Beispiel auf Abbildung 6-4 zeigt. An dieser Stelle können die Mehrdeutigkeiten ohne
weitere Informationen nicht gelöst werden. Deshalb werden in solchen Fällen mehrere Objektbe-
obachtungen erzeugt und als alternativ markiert. In späteren Phasen der Verarbeitung, wenn die
61
6 Objekterkennung aus Laserscannerdaten
Tabelle 6-1: Beispiele zur Entscheidung der Referenz eines Objekts anhand von deren Form, roher Aus-
richtung ϕr und Position (x, y). Das Ergebnis beinhaltet eine logische Referenz r, den
entsprechenden Referenzpunkt pr, die resultierende Ausrichtung ϕ und die entsprechende


















































a) b) c) d) e)
Abbildung 6-4: Beispiel für Mehrdeutigkeiten in der Anpassung derselben Laserscanner-Reﬂexionen auf
das gerichtete Quadermodell.
Bewegung der Objekte genauer bekannt ist, wird nur die passende Beobachtung berücksichtigt.
6.2 Beobachtbarkeit der Laserscannerobjekte
Da Objekte teilweise außerhalb des Sichtbereichs liegen oder sich gegenseitig verdecken können,
wird hier deren Beobachtbarkeit geprüft. Diese Prüfung muss nur für die beiden Endkonturpunkte
pE1 und pE2 durchgeführt werden. Anhand einfacher Plausibilitätskriterien wird überprüft, ob
weitere Punkte hätten erfasst werden können und ob sie tatsächliche Endpunkte darstellen.
In folgenden Fällen wird ein Endpunkt eines Objektes als unsicher bzw. unbeobachtbar einge-
schätzt:
1. Der Endpunkt liegt am Randbereich des Sichtfeldes des Laserscanners (Abbildung 6-5.a).
2. Der Endpunkt liegt im selben Winkel wie der Endpunkt eines anderen Objektes aber weiter
entfernt vom Sensor, was auf eine mögliche Verdeckung hinweist (siehe Abbildung 6-5.d).
3. Unter Annahme, dass das Objekt doppelt so lang (bzw. breit) wäre, weist der Winkel
aus dem Sensor zwischen erfasstem und ﬁktivem Endpunkt nur geringe Unterschiede auf.
Damit ist die Winkelauﬂösung des Sensors zu grob für dieses Objekt (siehe Abbildung
6-5.b und 6-5.e als Beispiele und 6-5.c als Gegenbeispiel).
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Abbildung 6-5: Bestimmung und Überprüfung der partiellen Beobachtbarkeit von Laserscanner-
Objektbeobachtungen.
Tabelle 6-2: Beispiele für die Bestimmung der Beobachtbarkeit der Komponenten einer Objektbeobach-














R ja ja ⇒ ja nein = =
R ja nein ⇒ nein nein RB pE1
R nein ja ⇒ nein nein FR pE2
R nein nein ⇒ nein nein = =
BL ja ja ⇒ ja ja = =
BL ja nein ⇒ ja nein = =
BL nein ja ⇒ nein ja = =
BL nein nein ⇒ nein nein = =
... ... ... ... ... ... ... ...
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Anhand der ermittelten logischen Referenz und der sicheren oder unsicheren Beobachtbarkeit
der Endpunkte eines Objektes lässt sich auf die Beobachtbarkeit dessen Länge und Breite schlie-
ßen. Aufgrund dessen wird der optimale Referenzpunkt beibehalten oder angepasst. Tabelle 6-2
zeigt einige Beispiele für diese Regeln, die sich in Verbindung mit den Beispielen in Tabelle 6-1
nachvollziehen lassen. Da die Geschwindigkeit der Objekte nicht direkt in den Laserscannerda-
ten erfasst wird, wird sie hier auch als unbeobachtbar gesetzt und erst bei der Objektverfolgung
bestimmt.
6.3 Genauigkeit der Laserscannerbeobachtungen
Die bisherigen Betrachtungen in diesem Kapitel bezogen sich auf die im Sensor errechneten
kartesischen Koordinaten der Reﬂexionspunkte. Die Rohdaten eines Laserscanners werden jedoch








Beide Komponenten werden als unkorreliert angenommen. Nach Erfahrungswerten beträgt σρ =
0, 5m und σθ = 0, 7° im Hauptbereich und σθ = 1, 2° im Seitenbereich (ab |θ| > 30°).
Um diese Kovarianzmatrix in kartesische Koordinaten umzuwandeln, wird wie bei den Bildbe-
obachtungen die Varianzfortpﬂanzung verwendet – siehe Gleichungen (5.8) und (5.9) auf Seite








ρ · cos(θ + θc)
ρ · sin(θ + θc)
]
(6.2)
mit θc als Nullausrichtung des Laserscanners.
Die Varianzfortpﬂanzung wird hier für den gesamten Beobachtungsvektor durchgeführt, zls =
[ x y ϕ w l ]T (hier ohne Geschwindigkeitskomponenten). Dabei sind x und y die Koor-
dinaten des Referenzpunktes pr. Die Komponenten w und l werden nur betrachtet, wenn sie

















(fx(ρl, θl)− fx(ρv, θv))2 + (fy(ρl, θl)− fy(ρv, θv))2√




6.4 Zusammenfassung des Kapitels
Dabei sind ρr und θr die Rohkoordinaten des Referenzpunktes, ρv und θv der Eckpunkt, ρl und θl
der Punkt, der die Länge und die Ausrichtung bestimmt (bspw. pE1), und ρw und θw der Punkt,
der die Breite bestimmt (bspw. pE2). Diese Punkte können je nach Objekttyp und Beobacht-
barkeit dieselben sein. Für die Anwendung der Varianzfortpﬂanzung auf Ausdruck (6.3) wird die
Design-Matrix A und deren partiellen Ableitungen (Jacobi-Matrix) berechnet. Die damit erhal-
tene Kovarianzmatrix wird später in die Verfolgung bzw. Fusion als adaptive Messunsicherheit
Rls eingehen.
6.4 Zusammenfassung des Kapitels
Der in diesem Abschnitt vorgestellte Prozess dient der Erzeugung von Objektbeobachtungen
anhand der Einzelmesspunkte eines Scans. Nach der im Sensor stattﬁndenden Segmentierung
und der Filterung anhand des Fahrkorridors werden die Objekte an ein gerichtetes Quadermodell
angepasst. Dafür wird eine neuartige Methode anhand der inneren Winkel der Konturpunkte
vorgestellt, um Objektformen diﬀerenziert klassiﬁzieren (gerade, eckig, rund, konkav...) und
charakterisieren zu können. Die Objekte werden zudem mit einer Referenz versehen, so dass sie
trotz ihrer Ausdehnung durch einen Punkt (und somit durch das Modell aus Kapitel 3) dargestellt
werden können. Auch die Beobachtbarkeit jeder Komponente eines Objektes wird hier anhand
von unterschiedlichen Kriterien untersucht. Die Behandlung dieser Fragestellungen stellt einen
neuartigen Aspekt gegenüber anderen Arbeiten aus diesem Themenbereich dar.
Die Vorteile dieses Verfahrens sind, dass es sehr detaillierte und trotzdem kompakte Informa-
tionen über die Objekte ergibt, und dies bei geringem Rechenaufwand. Ein Nachteil, den die
meisten Ansätze aus der Literatur auch aufweisen, ist, dass Mehrdeutigkeiten bezüglich der Ob-
jektausrichtung entstehen können. Diese werden hier allerdings mitberücksichtigt und in späteren
Schritten der Verarbeitung gelöst.
Damit sind die vorgestellten Methoden eine neuartige Zusammenstellung, um diﬀerenzierte In-
formationen über die Objekte zu bekommen. Die aus Laserscanner und Bildverarbeitung ab-
geleiteten Objektbeobachtungen sind vergleichbar und können miteinander fusioniert werden.
Auf eine qualitative und quantitative Aussage über die Güte des Verfahrens wird im Kapitel 9
eingegangen. Abbildung 6-6 stellt ein Beispiel in einer Sequenz von Realdaten dar.
65





Abbildung 6-6: Beispiel der Erzeugung von Objektbeobachtungen anhand von Laserscannerdaten in einer
Sequenz.
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Dieses Kapitel befasst sich mit der Verfolgung und Fusion der aus den Sensordaten erzeugten
Objektbeobachtungen. Es handelt sich dabei um eine konkurrierende Fusion auf Objektebene
mit eingehenden Objektbeobachtungen gleicher Art. Zum Kern der Fusion wird der Informati-
onsﬁlter verwendet. Der Fokus liegt dabei einerseits auf der Anpassung der Filterstrukturen an
das verwendete Objektmodell (eingeführt in Abschnitt 3.2), einschließlich der variablen Referenz
und partiellen Beobachtbarkeit. Andererseits wird auf Strategien zur Behandlung von typischen
Herausforderungen der Objektverfolgung eingegangen, wie z.B. manövrierenden Objekten, Aus-
reißern sowie split- und merge-Eﬀekten. Diese Strategien wurden vom Autor zum Teil in [29]
veröﬀentlicht.
Abbildung 7-1 zeigt den Zusammenhang dieses Kapitels mit den Objekterkennungsmethoden
und der restlichen Arbeit.
Der verwendete Ansatz stützt sich auf das im Stand der Technik vorgestellte klassische Multi-
Target-Tracking-Schema (Abschnitt 2.2). Abbildung 7-2 stellt das angepasste Prozessmodell
mit den entsprechenden Kapitelabschnitten dar. Dabei können die Beobachtungen von einem
oder mehreren Sensoren (wie Kamera und Laserscanner) stammen.
Zunächst wird in Abschnitt 7.1 auf das Dynamikmodell für die Objekte und die Herleitung der
Systemmatrix sowie des Prozessrauschens eingegangen. Es wird hier ein einfaches geradliniges
Modell mit konstanter Geschwindigkeit ausgewählt, das für die Filterstabilität vorteilhaft ist.
Um Eﬀekten entgegenzuwirken, die durch dieses Modell nicht abgedeckt sind, werden weitere
Strategien entwickelt, wie im Folgenden beschrieben.
In jedem neuen Zyklus wird die Prädiktion jeder im System vorhandenen Objekthypothese anhand
des Dynamikmodells und der Beobachtungsmatrizen durchgeführt. Der Zeitpunkt ist dank einer
hardwarenahen Lösung hochgenau bekannt. Dieser Schritt wird in Abschnitt 7.2 beschrieben.








Abbildung 7-1: Objektverfolgung und Fusion im Rahmen der Arbeit.
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Abbildung 7-2: Prozessmodell für das Verfolgungs- und Fusionsmodul zur Übersicht des Kapitels.
Vorschritt zur Assoziation eingeführt. Damit werden die optimale Referenz und die entsprechen-
den Punkte der Objekthypothese und der Beobachtung berechnet.
Nachdem die prädizierten Objekthypothesen und die Objektbeobachtungen auf denselben Ko-
ordinatenraum und dieselbe logische Referenz gebracht sind, werden diese zueinander assoziiert
(Abschnitt 7.4). Wichtig in diesem Schritt ist, dass Ausreißer und unklare Assoziationen berück-
sichtigt werden. Dazu werden Abstandsmaße und eine Zuordnungsstrategie deﬁniert. Zusätzlich
werden durch Gating-Mechanismen aus physikalischer oder statistischer Sicht unplausible Zu-
ordnungen ausgeschlossen.
Anhand der Assoziationen werden im Schätzungsschritt die Objekthypothesen erneut geschätzt
bzw. aktualisiert. Dafür wird in dieser Arbeit ein asynchroner Informationsﬁlter pro Objekthypo-
these verwendet, der sich für die konkurrierende Fusion der Daten aus Sensoren mit unterschied-
lichen und variierenden Takten eignet. Der Informationsﬁlter wird in Abschnitt 7.5 detailliert
vorgestellt. Des Weiteren werden in Abschnitt 7.6 dessen Ausdrücke an die Beobachtbarkeits-
matrix angepasst, so dass nur die beobachtbaren Komponenten (und deren Fehlerkovarianzen)
geschätzt werden.
In den letzten Abschnitten 7.7 und 7.8 werden die Zuverlässigkeit der Objekthypothesen ein-
geschätzt und Verwaltungsaufgaben der Objekthypothesen durchgeführt. Darin müssen neue
Objekte initialisiert und obsolete Objekte aus der Liste entfernt werden. Außerdem werden auch
Strategien vorgestellt, mit denen den negativen Eﬀekten von manövrierenden Objekten, von
split- und merge-Eﬀekten und von Ausreißern entgegengewirkt wird. Dazu zählen die mehrfache
Assoziation und die Verdoppelung sowie Vereinigung von Objekthypothesen.
Da es sich bei diesen Prozessschritten um einen geschlossenen Kreis handelt, ﬁndet nach dem




Die Zustandsgleichung (ohne Steuereingang) eines linearen dynamischen Systems lautet (siehe
Anhang C.1)
x(tk) = F(tk) · x(tk−1) +w(tk) (7.1)
mit dem Zustandsvektor x, der Übergangsmatrix F und dem Prozessrauschen w. Das hier
verwendete Objektmodell für die verfolgten Objekthypothesen (eingeführt und begründet in
Abschnitt 3.2) entspricht einer geradlinigen Bewegung mit konstanter Geschwindigkeit:
x(tk) = [ x y x˙ y˙ ϕ w l ]
T (7.2)
Entsprechend Kapitel 3 gehören dazu die Fehlerkovarianzmatrix P(tk), die logische Referenz r(tk)




1 0 Δt 0 0 0 0
0 1 0 Δt 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7.3)
Als weißes Prozessrauschen werden hier indirekte Störeﬀekte aus im Modell nicht berücksichtig-
ten Objektbeschleunigungen (x¨, y¨), der Drehrate (ϕ˙, als Veränderung des Kurswinkels) sowie
Veränderungen der Ausdehnung1 (w˙, l˙) betrachtet. Der entsprechende indirekte Störvektor w′
(siehe Gleichung (7.4)) wird als weißes Rauschen mit der Kovarianzmatrix Q′ modelliert. Des-
















Δt2 0 0 0 0
0 1
2
Δt2 0 0 0
Δt 0 0 0 0
0 Δt 0 0 0
0 0 Δt 0 0
0 0 0 Δt 0










1Durch unterschiedliche Objektkonstellationen können sich die erfassten Komponenten der Ausdehnung ändern.
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Die Prozesskovarianzmatrix entspricht damit (Varianzfortpﬂanzung, vgl. [10])






















2σ2y¨ 0 0 0
0 0 0 0 Δt2σ2ϕ˙ 0 0
0 0 0 0 0 Δt2σ2w˙ 0




Dabei wird Q′ als Diagonalmatrix Diag(σ2x¨, σ2y¨ , σ2ϕ˙, σ2w˙, σ2l˙ ) modelliert (keine Korrelationen zwi-
schen den Störeﬀekten). In den praktischen Versuchen im Rahmen dieser Arbeit haben sich die
Werte σx¨ = 0, 005m/s2, σy¨ = 0, 005m/s2, σϕ˙ = 0, 002 °/s, σw˙ = 0, 001m und σl˙ = 0, 001m als
sinnvoll erwiesen.
Mit dem modellierten Prozessrauschen lassen sich Fehler des vereinfachten Dynamikmodells
(z.B. Beschleunigung, Kurven etc.) sowie der vereinfachenden Modellannahmen (z.B. Fahrzeuge
sind keine Quader) zum Teil abfangen. Sind die Abweichungen von den Annahmen zu groß, so
treten Assoziationsprobleme und weitere negative Eﬀekte in der Verfolgung auf. Daher müssen
weitere Fusionstrategien verwendet werden, wie im weiteren Verlauf des Kapitels vorgestellt.
Da in dieser Arbeit auf der Objektebene fusioniert wird, besitzen die eingehenden Beobachtun-
gen dasselbe Format wie die verfolgten Objekthypothesen. Der Messvektor (jeweils zcam und
zls) hat dieselben Komponenten wie der Zustandsvektor x. Dazu gehören die jeweiligen Ko-
varianzmatrizen bzw. Messunsicherheiten (Rcam und Rls), die logischen Referenzen (rcam und
rls) und deren Beobachtbarkeitsmatrizen (Vzcam und Vzls), die in den Kapiteln 5 und 6 im
Detail erläutert wurden. Die Beobachtungsmatrizen (Hcam und Hls) entsprechen im Filter der
Einheitsmatrix.
7.2 Prädiktion
Bei der Ankunft neuer Sensordaten besteht der erste Schritt in jedem Prozesszyklus in der
Prädiktion der im System vorhandenen Objekthypothesen zu dem Zeitpunkt der Beobachtungen
und der Abbildung in den Beobachtungsraum.
Zuerst werden alle Objekthypothesen anhand des soeben vorgestellten Dynamikmodells prädi-
ziert,
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xˆ(tk|tk−1) = F(tk) · xˆ(tk−1|tk−1) (7.6)
P(tk|tk−1) = F(tk) ·P(tk−1|tk−1) · FT (tk) +Q(tk) (7.7)
mit Übergangsmatrix F aus Gleichung (7.3) und Prozessrauschen Q aus Gleichung (7.5).
Des Weiteren werden die prädizierten Objekthypothesen und deren Kovarianzmatrizen in den
Beobachtungsraum transformiert, so dass die Assoziation dort stattﬁnden kann. Dank der Fu-
sion auf Objektebene sind der Zustands- und der Beobachtungsraum äquivalent, womit diese
Transformation trivial2 ist. Der Vollständigkeit halber werden hier die Ausdrücke gegeben:
zˆ(tk|tk−1) = zˆs(tk|tk−1) = Hs(tk) · xˆ(tk|tk−1) (7.8)
Pzˆ(tk|tk−1) = Pzˆs(tk|tk−1) = Hs(tk) ·P(tk|tk−1) ·HsT (tk) (7.9)
7.3 Variable Referenz und Referenzpunkt
In dieser Arbeit wird jedes Objekt (Objekthypothese und Objektbeobachtung) von einer logischen
Referenz r begleitet, die besagt, auf welchen Punkt des Objekts sich der Objektzustand bezieht.
Die Verwendung der variablen Referenz hat den Vorteil, dass das Modell punktbasiert und ohne
Redundanzen bleibt, während gleichzeitig die dreidimensionalen Informationen berücksichtigt
werden können.
Um Objekte vergleichen zu können, wird als Vorschritt zur Assoziation das Alignment durchge-
fürht. Hierbei wird für jede Kombination zwischen einer prädizierten Objekthypothese und einer
Objektbeobachtung die optimale gemeinsame Referenz bestimmt sowie die entsprechenden Re-
ferenzpunkte und die Fehlerkovarianzmatrizen berechnet (siehe Abbildung 7-2). Dabei bleiben
die Objekte unverändert. Soll die Kombination von Objekthypothese und Beobachtung in der As-
soziation zugeordnet werden, so werden die bestimmte Referenz, der berechnete Referenzpunkt
und die Kovarianzmatrix für die neue Schätzung verwendet.
7.3.1 Wechsel der Referenz eines Objekts
In Abhängigkeit von den beobachtbaren Komponenten eines Objekts (Länge und Breite) lässt
sich seine Referenz wechseln (siehe Abbildung 7-3 links). Die Berechnung des Objektpunktes
für eine bestimmte Referenz entspricht einer einfachen geometrischen Transformation, nämlich
einer Translation um dxr→r′ ∈ {+l,+l/2,−l/2,−l} und dyr→r′ ∈ {+w, +w/2, −w/2,−w} (je
nach ursprünglicher Referenz r und gezielter Referenz r′) sowie einer zentrierten Rotation von
2Die Beobachtungsmatrix entspricht der Einheitsmatrix.
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ϕ um die Z-Achse:
xr′ = xr + dxr→r′ · (cosϕ)− dyr→r′ · (sinϕ) (7.10)
yr′ = yr + dxr→r′ · (sinϕ) + dyr→r′ · (cosϕ) (7.11)
Da sich die Fehlerkovarianzmatrix auf den Referenzpunkt bezieht, müssen die Komponenten für
x und y anhand der Varianzfortpﬂanzung (siehe Abschnitt 5.5) ebenso angepasst werden. Dabei
wird die Transformation nicht über die Länge bzw. Breite und die Ausrichtung durchgeführt (wie
durch Peilen), weil dadurch zusätzliche Unsicherheiten bei jedem neuen Wechsel hinzugefügt
würden3. Stattdessen wird die Transformation zur neuen Position anhand der Polarkoordinaten
durchgeführt (siehe Ausdrücke aus Abschnitt 6.3),
f(x, y) =
[
fx(fρ(x, y) + δρ, fθ(x, y) + δθ)
fy(fρ(x, y) + δρ, fθ(x, y) + δθ)
]
(7.12)
mit δρ und δθ berechnet aus xr, yr, xr′ und yr′ aus Gleichungen (7.10) und (7.11):
δρ = fρ(xr′, yr′)− fρ(xr, yr) (7.13)
δθ = fθ(xr′ , yr′)− fθ(xr, yr) (7.14)
Daraus lässt sich als Design-Matrix A die Jacobi-Matrix J mit den partiellen Ableitungen von
(7.12) am Betrachtungspunkt xr, yr aufstellen und die neuen Positionskovarianzen (für Kom-
ponenten x und y) bestimmen. Die restlichen Komponenten von P bleiben unverändert (Siehe
schematisches Beispiel in Abbildung 7-3 rechts).
7.3.2 Optimale gemeinsame Referenz von zwei Objekten
Der Algorithmus zur Bestimmung der optimalen gemeinsamen Referenz zwischen zwei Objekten
besteht aus zwei Schritten. Zuerst werden jeweils die möglichen Referenzen herausgefunden.
Dieses hängt von der Referenz der Objekte und von der Beobachtbarkeit4 jeder Objektseite ab.
Abbildung 7-3 links verdeutlicht diesen Schritt anhand eines Beispiels.
Im zweiten Algorithmusschritt wird die Referenz ausgewählt, die für beide Objekte möglich ist,
und für die die Assoziationsdistanz (siehe nächsten Abschnitt) zwischen den entsprechenden
Referenzpunkten minimal wird5. Ist keine gemeinsame Referenz möglich, so wird C (center)
ausgewählt. Dieser unwahrscheinliche Fall entspricht, dass das Objekt von völlig unterschiedli-
3Selbst wenn zur alten Referenz gewechselt wird, erhöht sich die Ungenauigkeit.
4Im Abschnitt 7.6 ausführlich betrachtet.
5Möglicherweise ist der Abstand für mehrere Referenzen kaum unterschiedlich. In solchen Fällen wird die am
nächsten zum Ego-Fahrzeug liegende Referenz genommen, da sie wahrscheinlich am besten beobachtet wird.
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r′=F ∩ vw → dx=0, dy=−w/2;
r′=FR∩ vw → dx=0, dy=−w;
r′=L∩ vl → dx=−l/2, dy=0;
r′=C ∩ vw∩vl → dx=−l/2, dy=−w/2;
r′=R∩ vw∩vl → dx=−l/2, dy=−w;
r′=BL∩ vl → dx=−l, dy=0;
r′=B ∩ vw∩vl → dx=−l, dy=−w/2;
r′=RB ∩ vw∩vl → dx=−l, dy=−w;
X
Y
Abbildung 7-3: Links: Beispiel zum möglichen Wechseln der Referenz eines Objektes in Abhängigkeit der
Beobachtbarkeit seiner Komponenten (vw, vl). Die Kreise stellen mögliche Referenzen
des Objekts dar. Rechts: Veränderung der Objektgenauigkeit nach Referenz. Die Ellipsen
stellen den Genauigkeitsbereich dar.
chen Seiten erfasst wird.
Ein Beispiel zur variierenden Referenz wird in Abbildung 7-6 auf Seite 85 zusammen mit der
Beobachtbarkeit vorgestellt. Das entfernte Objekt wird zuerst als Punkt erfasst, womit die
Referenz C beträgt. Zum Zeitpunkt t1 ist seine Breite bereits beobachtbar, womit BL, B und
RB mögliche Referenzen für Objekt und Beobachtung sind. Da alle drei praktisch denselben
Abstand betragen, wird BL gewählt, denn der entsprechende Referenzpunkt liegt am nächsten
zum Ego-Fahrzeug. Zum Zeitpunkt t2 wird das Objekt von der Seite erfasst, womit die einzige
gemeinsame Referenz BL ist, die auch gewählt wird. Im letzten Zeitpunkt t3 wird nur noch die
vordere Ecke beobachtet. Da sowohl die Länge als auch die Breite des Objekts beobachtbar
sind, kann als Referenz LF gewählt werden.
7.4 Assoziation und Gating
Assoziation ist die Zuordnung zwischen den Objekten aus zwei Listen anhand einer zu minimie-
renden Funktion (auch Distanz, Abstand, Ähnlichkeit). Die zwei Listen sind in dieser Arbeit die
Nz Objektbeobachtungen und die Nx im System vorhandenen, prädizierten Objekthypothesen
zu einem bestimmten Zeitpunkt6 (vgl. Fusionsprozess in Abbildung 7-2 auf Seite 68).
Für die Assoziation werden die Daten in denselben Koordinatenraum transformiert (Alignment,
in dieser Arbeit den Objektraum, wie in Abschnitt 3.1 diskutiert), die optimale gemeinsame Refe-
renz rassoc bestimmt und die entsprechenden Referenzpunkte sowie Fehlerkovarianzen berechnet
(bereits in letztem Abschnitt 7.3 vorgestellt).
Das Gating ist ein zusätzlicher Mechanismus zur Vermeidung von falschen Assoziationen. Dabei
werden Assoziationen zwischen Objekthypothesen und Beobachtungen ausgeschlossen, die in
eine physikalisch oder statistisch unwahrscheinliche Bewegung resultieren würden.
6Andere Möglichkeiten sind die Assoziation von Beobachtungen aus zwei Sensoren oder aus zwei Zeitpunkten.
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7.4.1 Distanz zwischen zwei Objekten
Als Distanz (bzw. zu minimierende Funktion) zwischen einer Objektbeobachtung zs und einer
prädizierten Objekthypothesenbeobachtung zˆ wird eine Metrik d ausgewählt. Die Bedingungen,
die eine Metrik erfüllen muss, sind:
1. Symmetrie: d(a,b) = d(b, a) ≥ 0
2. Dreiecksungleichung: d(a,b) ≤ d(a, c) + d(c,b)
3. Nichtunterscheidbarkeit von Identitäten d(a,b) = 0 ⇔ a = b
Häuﬁg wird der geometrische Abstand verwendet. Dabei ist lediglich die Position der Objekte
relevant. Nach dem euklidischen Abstand kommen andererseits alle Komponenten in Betracht,
es werden aber die Maßstäbe der unterschiedlichen Komponenten nicht berücksichtigt7.
dE(zs, zˆ) =
√
(zs − zˆ)T · (zs − zˆ) (7.15)
Allgemeiner kann die Mahalanobis-Distanz8 [98] verwendet werden. Diese bezieht sich auf zwei
beliebige stochastische Vektoren, die mit der inversen Kovarianzmatrix gewichtet (normiert)
werden, und damit die Distanz dimensionsfrei ist.
dM(zs, zˆ) =
√
(zs − zˆ)T · S−1 · (zs − zˆ) (7.16)
Darin ist (zs − zˆ) die Innovation, die durch die Beobachtung zs in den Filter eingehen würde.
Die Innovation wird mit der sogenannten Residual- oder Innovationskovarianzmatrix S gewichtet.
Diese ergibt sich als Summe der prädizierten und der beobachteten Kovarianzmatrizen: S = Pzˆ+
Rs (siehe Abschnitt 7.2). Der Ausdruck d2M(zs, zˆ) weist eine χ
2-Verteilung mit nz Freiheitsgraden
auf, wobei nz die Dimension des Messvektors ist. Zur Verdeutlichung dieser Metrik sind in
Abbildung 7-4.b Ellipsen mit gleicher Distanz zu den jeweiligen Beobachtungen aufgetragen.
Aus einer unsicheren Beobachtung sind die Distanzschritte größer als aus einer sicheren.
Weitere Möglichkeiten für die Distanzfunktion sind die normierte Mahalanobis-Distanz (vgl.
[35]), die Bhattacharyya-Distanz oder die Korrelationskoeﬃzienten (vgl. [84]).
Für diese Arbeit wurde die Mahalanobis-Distanz als Assoziationsmetrik ausgewählt, denn sie
ist einheitsfrei, nimmt die Unsicherheit des Objekts und der Beobachtung in Betracht und ihre
statistische Verteilung ist bekannt χ2nz . Da die Assoziation für eine festgelegte logische Referenz
durchgeführt wird (siehe letzten Abschnitt), wird hier die Mahalanobis-Distanz lediglich auf die
Positionskomponenten x und y angewendet.
Die Mahalanobis-Distanz ist in zwei Situationen klein. Einerseits, wenn die Vektoren sehr nah
aneinander liegen, (zs− zˆ) → 0, und andererseits wenn die Kovarianz (Ungenauigkeit) sehr groß
ist, S → ∞. Letzteres ergibt sich, wenn eine Objekthypothese nach mehreren Messzyklen nicht
7Beispielsweise bei unterschiedlichen Einheiten von Position und Ausrichtung.
8Auch normierter Innovationsquadrat oder normalized innovation square (NIS) genannt.
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a) b)z1 z1z2 z2
Abbildung 7-4: Verdeutlichung der euklidischen (a) und der Mahalanobis-Distanz (b) um zwei Zufalls-
größen. Die Ellipsen stellen Punkte mit gleicher Distanz zu jeweils z1 und z2 dar. Je
größer die Distanz, desto dunkler sind sie schattiert. In b) hat z1 eine kleinere Unsi-
cherheit. Nach der Metrik dM ′(z1, z2) würde die Mahalanobis-Distanz von z1 ausgehend
ausgewählt.
beobachtet wurde, womit sich seine Unsicherheit erhöht hat. Damit besitzt diese kleine Distan-
zen zu allen Beobachtungen, was die Assoziation verfälscht. Um diesen Eﬀekt zu vermeiden,
schlägt Stüker in [144] vor, einen Strafterm zur Distanz zu addieren, was jedoch negative Folgen
im Gating hat. In dieser Arbeit wird die Mahalanobis-Distanz so angepasst, dass die Unsicher-
heiten aus der prädizierten Objekthypothese und die aus der Beobachtung getrennt voneinander
betrachtet werden (asymmetrisch), und nur die Größte der beiden Distanzen ausgewählt wird,
also aus dem sichereren Objekt (siehe Pfeil in Abbildung 7-4.b):
dM ′(zs, zˆ) = max
(√
(zs − zˆ)T ·Pzˆ−1 · (zs − zˆ) ,√
(zs − zˆ)T ·Rs−1 · (zs − zˆ)
)
(7.17)
Damit wird der zuvor erwähnte Eﬀekt vermieden. Es kann dabei bewiesen werden, dass diese
Funktion ebenso die Eigenschaften einer Metrik besitzt9.
7.4.2 Zuweisung
Die eigentliche Assoziation besteht in der Zuweisung zwischen Objektbeobachtungen und Ob-
jekthypothesen.
In Fahrsituationen ist die Anzahl von Objekten in der Regel gering und es treten wenige Gesamt-
beobachtungsfehler (beispielsweise durch Ruckeln des Fahrzeugs) auf. Daher ist ein Nearest-
Neighbor(s)-Algorithmus ausreichend und wird hier verwendet. Um frühe Entscheidungen zu
vermeiden, werden dabei mehrere Beobachtungen pro Objekthypothese und auch mehrere Ob-
jekthypothesen pro Beobachtung erlaubt, solange diese nicht durch das Gating ausgeschlossen
werden – siehe nächsten Unterabschnitt und Abbildung 7-5. Dies ist dadurch begründet, weil
sowohl die Kamera als auch der Laserscanner zum Teil mehrere Beobachtungen aus jedem Ob-
jekt erzeugen. Die Einbringung mehrerer Beobachtungen (aus einem oder mehreren Sensoren)
ist durch den Informationsﬁlter berücksichtigt, wie in Abschnitt 7.5 eingeführt wird. Falls falsche
9Das Maximum zweier Metriken besitzt ebenso die Eigenschaften einer Metrik.
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a) b) c)
Abbildung 7-5: Objektassoziation und Gating-Strategie. Objekthypothesen sind durch Kreise, Beobach-
tungen durch Rauten und Unsicherheiten durch Ellipsen dargestellt. a) Mehrere Beob-
achtungen für eine Objekthypothese; b) die Mittlere Beobachtung ist mit beiden Ob-
jekthypothesen assoziiert; c) durch das Gating ausgeschlossene Assoziationen.
Zuweisungen entstehen, werden diese in weiteren Assoziationsschritten wie das Gating oder die
Objektverwaltung wieder aufgehoben.
7.4.3 Gating
Ein wesentlicher Schritt zur Vermeidung von Fehlzuordnungen ist das Gating. Die grundsätzliche
Vorgehensweise beim Gating besteht darin, einen Suchbereich um jede prädizierte Objekthypo-
these zu deﬁnieren, in dem sich Beobachtungen für das Objekt beﬁnden können.
Die in dieser Arbeit durchgeführte Gating-Strategie besteht aus dem Vergleich der Assoziations-
distanz mit einem Schwellwert. Um den Schwellwert in Bezug auf die angepasste Mahalanobis-
Distanz (dM ′) festzulegen, wird deren bekannte χ2-Verteilung betrachtet und ein bestimmtes
Quantil χ2nz ,1−α ausgewählt, wie beispielsweise für α = 0, 05.
d2M ′(zs, zˆ) ≤ χ2nz ,1−α (7.18)
Durch die Verwendung der asymmetrischen Mahalanobis-Distanz entspricht das Gating keinem
konkreten Bereich um das Objekt, sondern entsteht ad hoc für jede Kombination von Beobach-
tung und Objekthypothese automatisch.
Es ist an dieser Stelle zu betonen, dass die Priorität des Gatings auf der Vermeidung von
Fehlzuordnungen bei möglichst keinem Verfehlen von wirklichen Zuordnungen liegt. Da diese
Entscheidung aufgrund von Mehrdeutigkeiten oft nicht erreicht wird, wird in dieser Arbeit neben
den beiden Möglichkeiten assoziiert und nichtassoziiert eine dritte für unklare Zuordnungen
hinzugefügt, die unwahrscheinliche aber mögliche Zuordnungen darstellt. Dies wird durch einen
zweiten Schwellwert erreicht, zum Beispiel mit α′ = 2α. Diese Hysterese wird im Abschnitt 7.8
im Zusammenhang mit den Objektverwaltungsaufgaben aufgegriﬀen.
7.5 Schätzung mittels des Informationsfilters
Der Informationsﬁlter (Maybeck [106], Rao et al. [117], Brown und Hwang [23] sowie Mutambara
[109]) stellt eine mathematische Umformulierung des Kalman-Filters dar, in der die Information
(im Sinne der Fisher-Matrix) über den Objektzustand eher als seine Kovarianzen betrachtet wird
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(siehe Anhang C für mehr Details). Die Vorteile dieses Filters sind die Eignung für die Fusion
von mehreren gleichzeitigen Beobachtungen, die direkte Objektinitialisierung und der geringe
Rechenaufwand. Der Filter bietet eine Multi-Sensor-Fusion für sich, was im Kalman-Filter nur
über Modell- oder Filteranpassungen möglich ist [13, 43, 89, 95, 167, 35]. Ein Partikelﬁlter, wie
er bspw. in [124] verwendet wird, wurde aus Echtzeitgründen ausgeschlossen.
Es wird ein asynchroner Informationsﬁlter für jede Objekthypothese initialisiert. In jedem Zyklus
wird dann jede im System vorhandene Objekthypothese mit den dazu assoziierten Beobachtun-
gen zs(ti) aktualisiert bzw. neu geschätzt, mit Sensor s ∈ {cam, ls}. Dabei ist es unwesentlich,
ob diese aus einem oder mehreren Sensoren stammen. Der Informationsﬁlter verwendet statt
dem Zustandsvektor x(ti) und der Kovarianzmatrix P(ti) die Informationsmatrix Y(ti) und den
Informationszustandsvektor y(ti), für ti einem beliebigen Zeitpunkt:
Y(ti|tj)  P−1(ti|tj) (7.19)
yˆ(ti|tj)  P−1(ti|tj) · xˆ(ti|tj) (7.20)
7.5.1 Prädiktion
Der Schritt der Prädiktion entspricht den in Abschnitt 7.2 gegebenen Gleichungen (7.6) und
(7.7) für xˆ(tk|tk−1) und P(tk|tk−1) aus den letzten Schätzung xˆ(tk−1|tk−1) und P(tk−1|tk−1), der
Übergangsfunktion F(tk) und dem Prozessrauschen Q(tk). Anschließend werden auch die prä-
dizierten Informationsstrukturen Y(tk|tk−1) und yˆ(tk|tk−1) anhand der Gleichungen (7.19) bzw.
(7.20) berechnet. Dazu wird die Prädiktion in den Beobachtungsraum transformiert, zˆ(tk|tk−1)
und Pzˆ(tk|tk−1) (Gleichungen (7.8) und (7.9)).
7.5.2 Schätzung
Nach Empfang und Zuordnung (Abschnitt 7.4) eines oder mehrerer Messvektoren zs mit dem
Messrauschen Rs wird deren jeweiliger Informationsbeitrag wie folgt deﬁniert:
Is(ti)  HTs (ti) ·R−1s (ti) ·Hs(ti) (7.21)
is(ti)  HTs (ti) ·R−1s (ti) · zs(ti) (7.22)
Damit wird die Schätzung der neuen Informationsmatrix und des neuen Informationszustandes
der betrachteten Objekthypothese als einfache Summe über die Beiträge aller zu fusionierenden
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Beobachtungen im Zeitpunkt tk durchgeführt:








Wurde eine Objekthypothese in diesem Messzyklus nicht beobachtet (assoziiert), so ist die
Summe der Beiträge leer. Die Prädiktion wird in diesem Fall als neue Schätzung ausgegeben.
Für die darauf folgende Prädiktion wird jedoch die letzte Schätzung verwendet, welche mit
Beiträgen versehen wurde.
Wurden mehrere Beobachtungen aus einem Sensor zu einer bestimmten Schätzung assoziiert, so
lässt sich auf gesplittete Sensordaten schließen. Diese liefern jedoch nur so viel Information zur
Schätzung der Position wie eine einzige Beobachtung. Daher werden deren Beiträge in solchen
Fällen gewichtet, so dass sie die Schätzung nicht verfälschen.
7.5.3 Filtereigenschaften
Die Vorteile des Informationsﬁlters im Vergleich zum Kalman-Filter sind nach Mutambara [109]
im Wesentlichen folgende:
• Einfache Verteilbarkeit (deswegen auch genannt decentralized Kalman ﬁlter) bzw. Eig-
nung für Multi-Sensor-Systeme, in denen mehrere Beobachtungen gleichzeitig vorkommen
können10;
• Direkte Initialisierung: wird ein Objekt zum ersten Mal beobachtet, so werden die Infor-
mationsmatrix und der Informationszustand auf Null initialisiert:
Y(t0|t0) = 0 ; yˆ(t0|t0) = 0
Aus praktischen Gründen, um die Invertierbarkeit von Y(t0|t0) zu gewährleisten, werden
deren Diagonalelemente mit sehr kleinen Werten initialisiert.
• Wenn der Zustandsraum weniger Dimensionen hat als der Beobachtungsraum, sind die
zu invertierenden Matrizen kleiner als beim Kalman-Filter, und damit rechnerisch weniger
aufwändig.
Die Nachteile sind:
• Geringe Intuitivität von Y(ti|tj) und yˆ(ti|tj), wobei es jederzeit möglich ist, die entspre-
chenden x(ti|tj) und P(ti|tj) anhand von (7.19) und (7.20) zu berechnen.
• Wenn der Zustandsraum mehr Dimensionen hat als der Beobachtungsraum, dann sind die
zu invertierenden Matrizen größer als beim Kalman-Filter, und damit rechnerisch aufwän-
diger. In dieser Arbeit haben beide Räume die gleiche Dimensionalität.
10Der Filter ist sowohl für das Tracking aus einem Sensor als auch für die konkurrierende Fusion mehrerer Sensoren
geeignet.
78
7.6 Partielle Beobachtbarkeit der Objekte
Der Informationsﬁlter kann ebenso für nichtlineare Systeme angepasst werden. Das ist der so-
genannte erweiterte Informationsﬁlter (EIF, [109]).
7.6 Partielle Beobachtbarkeit der Objekte
Wie in früheren Abschnitten erläutert wurde, verändert sich das Aussehen eines Objektes je
nach Situation und Sensor zum Teil stark. Dabei können sich die optimale Referenz des Objekts
(Abschnitt 7.3) sowie die Beobachtbarkeit dessen einzelner Komponenten11 verändern. Die Be-
obachtbarkeit bezieht sich sowohl auf anschauliche Komponenten (wie Breite und Länge eines
Objekts) als auch auf abgeleitete oder von mehreren Messungen abhängige Komponenten (wie
Geschwindigkeit, oder der Mittelpunkt eines Objekts). Konkrete Beispiele werden in Anhang
D vorgestellt. In diesem Abschnitt werden die bisher vorgestellten Überlegungen mit weiteren
Betrachtungen der partiellen Beobachtbarkeit der verfolgten Objekthypothesen ergänzt.
Stüker beschäftigt sich in [144] formell mit dieser Problematik. Er setzt dabei auf die Deﬁnitionen
von vollständiger bzw. lokaler Beobachtbarkeit auf (vgl. Chen [32] und Bar-Shalom [10]). In der
Kontrolltheorie wird ein System als vollständig beobachtbar (observable) deﬁniert, wenn dessen
aktueller Zustand für beliebige Zustands- und Steuerungsvektoren anhand einer endlichen Anzahl
von Beobachtungen bestimmt werden kann. Die Beobachtbarkeit eines zeitinvarianten linearen









Besitzt diese Matrix den vollen Rang nx, so ist das System vollständig beobachtbar. Durch
diesen Aufbau sind nicht nur die direkt beobachtbaren Komponenten (wie Position oder Größe)
sondern auch die davon abgeleiteten (wie Geschwindigkeit und Beschleunigung) betrachtet.
Diese Betrachtung wird in dieser Arbeit erweitert, um die Beobachtbarkeit jeder einzelnen Sys-
temkomponente xk zu prüfen. Dies bedeutet, den Rang von M(ti) mit dem Rang von Mk(ti),





mij wenn j = k,
0 sonst.
(7.26)
Die k-te Komponente des Systems ist beobachtbar, wenn sich der Rang der Matrix M(ti) durch
Hinzufügen dieser Spalte erhöht, also
11Die Beobachtbarkeit einer Komponente sagt nichts über deren Genauigkeit oder Qualität aus.
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xk beobachtbar ↔ Rang(M(ti))− Rang(Mk(ti)) = 1. (7.27)
Die Beobachtbarkeit der einzelnen Komponenten eines Mess- oder Zustandsvektors wird hier
in Form der in Abschnitt 3.2 auf Seite 33 eingeführten Beobachtbarkeitsmatrix Vxˆ bzw. Vzs
dargestellt (ähnlich wie der von Stüker in [144] vorgestellte Initialisierungsvektor). Die Diago-
nalelemente dieser Matrix, die beobachtbare Komponenten darstellen, haben den Wert Eins,
die restlichen betragen Null. Hier werden die Ausdrücke aus diesem Kapitel (Prädiktion, As-
soziation, Informationsﬁlter usw.) anhand der Beobachtbarkeitsmatrix angepasst, so dass nur
beobachtbare Zustandskomponenten vom Filter verfolgt werden.
Die Beobachtbarkeitsmatrix der eingehenden Objektbeobachtungen Vzs wird anhand der di-
rekten Beobachtbarkeitsüberprüfungen der Komponenten gefüllt, wie in den Abschnitten 5.5
und 6.2 beschrieben. Die Beobachtbarkeitsmatrix der verfolgten Objekthypothesen muss mit-
geschätzt werden. Dafür wird sie mit Null initialisiert (keine Komponente ist beobachtbar), und
wird anhand der Beobachtbarkeit der eingehenden Objektbeobachtungen in jedem Zyklus aktua-
lisiert. Eine bereits beobachtbare Komponente des Objektzustands wird immer als beobachtbar
beibehalten. Wird diese Komponente nicht mehr durch die Sensoren erfasst, so wird sie trotzdem
prädiziert und eine immer höhere Unsicherheit besitzen. Eine nichtbeobachtbare Komponente
(und auch die entsprechenden Kovarianzen) wird stets mit Null initialisiert.
7.6.1 Prädiktion des Zustandsvektors
Bei der Prädiktion der Objekthypothesen sollen ausschließlich die beobachtbaren Komponenten
ermittelt werden. Dafür werden die Gleichungen (7.6) und (7.7) von Seite 71 wie folgt angepasst.
xˆ(tk|tk−1) = F(tk)xˆ(tk−1|tk−1) (7.28)
P(tk|tk−1) = F(tk)P(tk−1|tk−1)FT (tk) +Vxˆ(tk−1) ·Q(tk) ·Vxˆ(tk−1) (7.29)
Da alle unbeobachtbaren Komponenten mit Null initialisiert wurden, werden diese in der Prä-
diktion xˆ ebenfalls Null betragen und können direkt mit F multipliziert werden. Die Kovarianzen
der unbeobachtbaren Komponenten sind ebenfalls mit Null initialisiert und sollen den Wert Null
behalten. Damit das Prozessrauschen dieser Komponenten keinen Einﬂuss hat, wird die Matrix
Q mit der Beobachtbarkeitsmatrix des Objekts Vxˆ multipliziert.
Die restlichen sowohl direkt als auch indirekt beobachtbaren Komponenten und deren Kovarian-
zen werden wie im Standardﬁlter prädiziert.
Die Beobachtbarkeitsmatrix der Prädiktion ändert sich nicht: Vxˆ(tk|tk−1) = Vxˆ(tk−1).
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7.6.2 Prädiktion des Messvektors
Als Vorschritt zur Assoziation werden die prädizierten Objekthypothesen in den Beobachtungs-
raum transformiert. Diese Transformation ist in dieser Arbeit nicht notwendig, da der Zustands-
raum und der Beobachtungsraum der gleiche sind (siehe Abschnitt 3.1). Der Vollständigkeit
halber werden hier die Ausdrücke (7.8) und (7.9) von Seite 71 auf die partielle Beobachtbarkeit
angepasst.
Im Umgang mit der partiellen Beobachtbarkeit können Situationen auftreten, in denen nur ein
Teil der Zustandskomponenten, von denen zˆ abhängt, beobachtbar sind (siehe Beispiel 3 in
Anhang D). Daher ist es notwendig die Beobachtbarkeit vzˆ der einzelnen Komponenten von zˆ
aus der Beobachtbarkeit von xˆ zu prüfen.
Die für jede Beobachtungskomponente zs,i des Sensors s nötigen Komponenten xj des Zu-
standsvektors lassen sich anhand der Beobachtungsmatrix Hs wie folgt ausdrücken:
Ds; dij =
{
1 wennhs,ij = 0,
0 sonst.
(7.30)
Wenn ds,ij = 1, ist weil xj einen Einﬂuss auf zs,i für Sensor s hat.
Eine Komponente des prädizierten Messvektors ist nur dann beobachtbar, wenn sie für diesen
Sensor bei voller Zustandsbeobachtbarkeit beobachtbar ist und alle nötigen Zustandsvektorkom-


















hs,ij = 0 und die Komponente i fälschlicherweise als unbeobachtbar




Die Gleichungen (7.8) und (7.9) auf Seite 71 zur Prädiktion des Messvektors werden nun mit
der errechneten Beobachtbarkeitsmatrix Vzˆs ergänzt:
zˆs(tk|tk−1) = Vzˆs(tk|tk−1) ·Hs(tk) · xˆ(tk|tk−1) (7.32)
Pzˆs(tk|tk−1) = Vzˆs(tk|tk−1) ·Hs(tk) ·P(tk|tk−1) ·HsT (tk) ·Vzˆs(tk|tk−1) (7.33)
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Damit werden nur beobachtbare Messkomponenten berechnet, während die nichtbeobachtbaren
mit Null gefüllt werden (siehe dazu erläuternde Beispiele in Anhang D).
7.6.3 Assoziation
Um die eingehenden Beobachtungen mit den prädizierten Beobachtungen zu vergleichen, dürfen
nur die gemeinsam beobachtbaren Komponenten berücksichtigt werden. So werden jeweils die
Vektoren und Kovarianzmatrizen der einen Beobachtung mit der Beobachtbarkeitsmatrix der
anderen Beobachtung multipliziert:
zˆs,v(tk|tk−1) = Vzs(tk) · zˆs(tk|tk−1) (7.34)
zs,v(tk) = Vzˆs(tk|tk−1) · zs(tk) (7.35)
Pzˆs,v(tk|tk−1) = Vzs(tk) ·Pzˆs(tk|tk−1) ·Vzs(tk) (7.36)
Pzs,v(tk|tk−1) = Vzˆs(tk|tk−1) ·Rs,v(tk) ·Vzˆs(tk|tk−1) (7.37)
Hierbei beinhaltet Rs,v(tk) = Vzs(tk) · Rs(tk) · Vzs(tk) nur die in der Objektbeobachtung be-
obachteten Komponenten12. Vzs ist die mitgelieferte Beobachtbarkeit der zu assoziierenden
Objektbeobachtung (siehe Kapiteln 5.5 und 6.1). Damit bleiben in der Objektbeobachtung und
in der prädizierten Objektbeobachtung nur die gemeinsamen beobachtbaren Komponenten un-
gleich Null, so dass die Mahalanobis-Distanz – Ausdruck (7.17) auf Seite 75 – berechnet werden
kann.
7.6.4 Schätzung der Zustandsbeobachtbarkeit
Anhand der Beobachtbarkeit der assoziierten Objektbeobachtungen wird nun die Beobachtbar-
keit jeder Objekthypothese neu geschätzt bzw. gegebenenfalls erweitert.
Das Setzen einer Komponente der Objekthypothese auf beobachtbar wird anhand einer ähnlichen
Prüfung wie Gleichung (7.27) durchgeführt. Dabei wird in Gleichung (7.25) die Beobachtungs-
matrix Hs(ti) mit der Beobachtbarkeit der eingehenden Objektbeobachtung Vzs(ti) multipliziert,




Vzs(ti) ·Hs(ti) · F(ti)
Vzs(ti) ·Hs(ti) · F2(ti)
...
Vzs(ti) ·Hs(ti) · Fnx−1(ti)
⎤⎥⎥⎥⎥⎥⎦ (7.38)
Daraus ergibt sich die Beobachtbarkeit anhand der Beobachtung zs:
12Die Sensoren liefern stets die gesamte Messrauschenmatrix Rs, unabhängig von der Beobachtbarkeit.
82
7.6 Partielle Beobachtbarkeit der Objekte
xk beobachtbar ↔ Rang(MV(ti))− Rang(MkV(ti)) = 1. (7.39)
Die aktualisierte Beobachtbarkeit der Objekthypothese wird als Gesamtmenge der prädizierten
Beobachtbarkeit Vxˆ und der hinzugekommenen Vxs aus Sensor s aktualisiert:
Vxˆ(tk|tk); vxˆ,ii(tk|tk) = max (vxˆ,ii(tk|tk−1), vxs,ii(tk)) (7.40)
In Anhang D sind einige Beispiele vorgestellt, die die partielle Beobachtbarkeit der Objekthypo-
thesen anhand unterschiedlicher Beobachtungen herleitet.
7.6.5 Zustandsschätzung
Der Informationsﬁlter muss wie folgt aus Gleichung (7.19) auf Seite 77 angepasst werden. Die
Informationsstrukturen werden leicht anders deﬁniert, so dass der beobachtbare Teil von P, also
die reguläre Teilmatrix, invertiert werden kann,
Yv(ti|tj) 
[
Vxˆ(ti|tj) ·P(ti|tj) ·Vxˆ(ti|tj) +Vxˆ(ti|tj)
]−1 −Vxˆ(ti|tj), (7.41)
wobei Vxˆ(ti|tj) = I − Vxˆ(ti|tj) und I die Einheitsmatrix darstellen. Dabei wird vor der Ma-
trixinversion eine Eins an jede bisher unbeobachtbare Diagonalstelle von P gesetzt. Nach der
Inversion wird sie wieder auf Null gesetzt13. Für den Informationszustandsvektor aus Gleichung
(7.20) wird:
yˆv(ti|tj)  Yv(ti|tj) · xˆ(ti|tj) (7.42)
Zunächst wird der Informationsbeitrag berechnet. Dabei wird die Beobachtbarkeit der Objekt-
beobachtung Vzs betrachtet, einmal in den Zustandsraum Vxs und einmal zurück in den Be-
obachtungsraum als Vz′s transformiert. Dazu werden jeweils die Gleichungen (7.38) und (7.40)
und die Gleichungen (7.30) und (7.31) verwendet. Das ist ein wichtiger Schritt, denn wenn eine
Zustandskomponente von zwei Beobachtungskomponenten abhängt und nur eine davon beob-
achtbar ist, so soll sie keinen Einﬂuss auf die Zustandskomponente haben (siehe Beispiel 3 im
Anhang D). Statt den Gleichungen (7.21) und (7.22) werden folgende verwendet,




is,v(ti)  HsT (ti)
[(
Vz′s(ti)Rs(ti)Vz′s(ti) +Vz′s(ti)
)−1 −Vz′s(ti)] zs(ti) (7.44)
13Um zu beweisen, dass die reguläre Teilmatrix von Yv der Inverse des beobachtbaren Teils von P entspricht,
werden die Adjunkten und der Laplacesche Entwicklungssatz verwendet.
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mit Vz′s(ti) = I −Vz′s(ti). Da in dieser Arbeit der Zustandsraum dem Beobachtungsraum ent-
spricht, fallen in diesen Ausdrücken die Multiplikationen mit Hs und HsT aus. Die Matrix Is,v
und der Vektor is,v beinhalten nur Information über die Zustandskomponenten, die sich aus der
beobachtbaren Beobachtungskomponenten herleiten, während die restlichen Komponenten Null
betragen.
Die eigentliche Schätzung entspricht:








Dies kann wiederum in den Zustandsraum anhand der Gleichungen (7.41) und (7.42) mithilfe
der geschätzten Beobachtbarkeit Vxˆ(tk|tk) umgewandelt werden.
Falls neue Komponenten durch diese Beobachtung beobachtbar werden, werden diese ihren
Beitrag in Is,v und is,v haben, womit sie auch initialisiert werden. Mit diesen Ausdrücken kön-
nen gleichzeitige Beobachtungen deren Beitrag zu gleichen und unterschiedlichen Komponenten
eines Objekts leisten, womit die Fusion konkurrierende und komplementäre Anteile besitzt. Aller-
dings ist mit diesen Methoden keine kooperative Fusion möglich: Benötigt die Berechnung einer
Zustandskomponente die Beobachtbarkeit von zwei Beobachtungskomponenten (wie die Breite
eines Objekts aus einer linken und einer rechten Position), die von unterschiedlichen Sensoren
geliefert werden, so werden sie durch die Ausdrücke (7.43) und (7.44) jeweils keinen Einﬂuss
auf den Zustand haben.
7.6.6 Zusammenfassung der Beobachtbarkeit
Mit den vorgestellten Änderungen der Filtergleichungen ist es möglich, die Beobachtbarkeit der
Objekte im Laufe der Zeit mitzuverfolgen, die sich aufgrund der Perspektive sowie von Verde-
ckungen zwischen Objekten verändert. Die Komplexität und der Rechenaufwand des Algorithmus
sind dabei nur gering erhöht worden. Die Eﬀekte dieser Betrachtungen können anhand eines Bei-
spieles mit sich ändernder Referenz und Beobachtbarkeit in Abbildung 7-6 gesehen werden. Dabei
wird ein Objekt zunächst in großer Entfernung erfasst (t0), wodurch alle Komponenten bis auf
die Position unbeobachtbar sind. Später in t1 werden seine Breite, Ausrichtung und Geschwin-
digkeit beobachtbar, wodurch sie im Zustandsvektor initialisiert werden. Des Weiteren wird in t2
nur seine Länge erfasst, die Breite bleibt jedoch als beobachtbar im Modell erhalten. Schließlich
verlässt das Objekt in t3 den Erfassungsbereich, wodurch nur ein Punkt zur Schätzung verwendet
werden kann, und die restlichen beobachtbaren Komponenten die Prädiktion einnehmen.
Die vorgestellten Beobachtbarkeitsbetrachtungen basieren auf dem Modell von Stüker [144] für
den Kalman-Filter, weisen jedoch folgenden wichtigen Mehrwert auf:
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XY
t0t1t2t3
Sensor Beobachtung ObjektRef. zur Assoz.
t0
zs(t0) = [x0 y0 /////////0 0 0 0 0 ]T ;
xˆ(t0) = [ xˆ0 yˆ0 0 0//////0 0 0 ]T ;
Rs(t0); rz(t0) = C;
P(t0); rx(t0) = C;
t1
xˆ(t1|t0) = [ x˜1 y˜1 0 0//////0 0 0 ]T ;
zs(t1) = [ x1 y1 ////0 0 ϕw //0 ]T ;
xˆ(t1|t1) = [ xˆ1 yˆ1 ˆ˙x ˆ˙y ϕˆ wˆ //0 ]T ;
P(t1|t0); rx(t1|t0) = C;
Rs(t1); rz(t1) = B;
P(t1|t1); rx(t1) = B;
rassoc = B
t2
xˆ(t2|t1) = [ x˜2 y˜2 ˜˙x ˜˙y ϕ˜ w˜//0 ]T ;
zs(t2) = [ x2 y2 ////0 0 ϕ//0 l ]T ;
xˆ(t2|t2) = [ xˆ2 yˆ2 ˆ˙x ˆ˙y ϕˆ w˜ lˆ ]T ;
P(t2|t1); rx(t2|t1) = B;




xˆ(t3|t2) = [ x˜3 y˜3 ˜˙x ˜˙y ϕ˜ w˜ l˜ ]T ;
zs(t3) = [ x3 y3 /////////0 0 0 0 0 ]T ;
xˆ(t3|t3) = [ xˆ3 yˆ3 ˆ˙x ˆ˙y ϕ˜ w˜ l˜ ]T ;
P(t3|t2); rx(t3|t2) = BL;
Rs(t3); rz(t3) = C;
P(t3|t3); rx(t3) = LF ;
rassoc = LF
Abbildung 7-6: Beispiel für die Objektverfolgung mit Betrachtung der variablen Referenz und Beob-
achtbarkeit. Zu jedem Zeitpunkt gehört die Prädiktion xˆ(ti|ti−1), entspricht hier auch
zˆ(ti), Beobachtung z(ti) und die Schätzung xˆ(ti|ti). Gestrichelte Bereiche stellen unbe-
obachtbare Komponenten dar. Eingerahmte Komponenten sind für die Assoziation (mit
Referenz rassoc) ausgewählt.
85
7 Objektverfolgung und Fusion
• Explizite Anpassung des Konzepts der Beobachtbarkeitsmatrix für die Beobachtungen
Vzs(ti).
• Bestimmung der Beobachtbarkeit der einzelnen Komponenten (direkt oder indirekt beob-
achtbar) des Zustandsvektors aus der Beobachtbarkeit der eingehenden Beobachtungen
und umgekehrt.
• Diese Betrachtungen wurden für den Informationsﬁlter angepasst und ausführlich formu-
liert.
7.7 Zuverlässigkeit einer Objekthypothese
Die Zuverlässigkeit einer Objekthypothese gibt einen Maß, mit welcher Wahrscheinlichkeit das
Objekt tatsächlich existiert. In anderen Arbeiten wird dies als Glaubwürdigkeit, Bedeutsamkeit,
Existenzwahrscheinlichkeit oder Konﬁdenz der Objekte bezeichnet.
Die Zuverlässigkeit einer Objekthypothese wird hier ausschließlich aus der Erfassung des Objekts
in den letzten Messzyklen geschätzt und als Zahl zwischen 0 und 1 ausgedrückt. Dafür sind vier
mögliche Zustände st deﬁniert und in Form eines endlichen Zustandsautomaten aufgebaut.
Die Zustände sind: neue (new), sporadische (sporadic), feste (ﬁx) und zu löschende (delete)
Objekthypothese. Abbildung 7-7 stellt den Zustandsautomaten dar.
Die Zustandsübergänge sind durch die folgenden Kenngrößen bestimmt:
• k1: Gesamtalter der Objekthypothese;
• k2: Erfassungsfrequenz der Objekthypothese;
• k3: Zeit seit der letzten Beobachtung;
Dadurch können für jeden Zustandsübergang die Bedingungen (Regeln) anhand der Parameter
pRi und qRi gegeben werden, die auf Erfahrungswerten beruhen:
Tabelle 7-1: Regeln zum Wechseln des Objektszustands st
Regel Ist-Zustand Bedingung Übergang zu
R1 new k3 > pR1 delete
R2 new k3 = 0 und k1 > pR2 sporadic
R3 sporadic k2 > pR3 und k1 > qR3 ﬁx
R4 ﬁx k3 > 0 und k2 < pR4 sporadic
R5 sporadic k3 > 0 und k2 < pR5 delete
In diesem Zustandsautomaten wird eine gewisse Hysterese eingeführt. So ist normalerweise
pR3 größer als pR4. Außerdem ist normalerweise pR2 kleiner als qR3, da ansonsten der Zustand
sporadic übersprungen würde. Aus demselben Grund soll pR4 größer sein als pR5. Je nach den
Parametern kann eine Schwingung zwischen den Zuständen sporadic und ﬁx entstehen, die
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Abbildung 7-7: Zustandsautomat einer Objekthypothese.
durch entsprechende Anpassung ausgeschlossen werden muss (bspw. durch leichte Absenkung
von pR3 oder Erhöhung von pR4).
Aus dem Zustand sowie den Kenngrößen k1, k2 und k3 lässt sich für jede Objekthypothese
dessen momentane Zuverlässigkeit (conﬁdence, conf ) schätzen. Je höher der Zustand und
die Kenngrößen k1 und k2 sind, und je niedriger die Kenngröße k3 ist, desto höher wird die
Zuverlässigkeit eingestuft. Dazu kann beispielsweise folgender Ausdruck in Abhängigkeit des










































































conf st ist eine festgelegte Grundkonﬁdenz des Zustands: 0,5 für neue Objekte, 0,7 für spo-
radische und 1,0 für feste Objekte. Diese wird mit den gemittelten Teilkonﬁdenzen aus den
drei Kenngrößen k1, k2 und k3 multipliziert. Jede dieser Teilkonﬁdenzen ergibt sich aus der
Gewichtung zwischen dem aktuellen Wert der Kenngröße und dem je nach Zustand möglichen
Wertebereich. Diese kann als die Nähe zum höheren (1) bzw. niedrigeren (0) Zustand verstanden
werden (vgl. Tabelle 7-1). Dazu sind die Kenngrößen wie folgt normiert, damit die Werte der
Teilkonﬁdenzen im Bereich Null bis Eins bleiben: k1,new = min(k1, pR2), k1,spor = min(k1, qR3),
k2,spor = max(pR5, min(k2, pR3)), k2,fix = max(pR4,min(k2, pR3)) und k3,new = k3,spor = k3,fix =
min(k3, pR1).
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7.8 Verwaltung und Umgang mit inkonsistenten Objekthypothe-
sen
Ein Multi-Target-Tracking-System, wie in Abbildung 7-2 auf Seite 68 abgebildet, benötigt Ver-
waltungsmechanismen, die über die Zustandsschätzung der verfolgten Objekthypothesen hinaus-
gehen. Unter anderem muss gewährleistet werden, dass neue Objekte im System initialisiert und
alte Objekthypothesen aus dem System gelöscht werden. Des Weiteren sollen Inkonsistenzen in
den Objekthypothesen oder zwischen Objekthypothesen und Objektbeobachtungen eingefangen
und korrigierende Maßnahmen getroﬀen werden. Diese Inkonsistenzen zeigen sich beispielsweise
bei manövrierenden Objekten, Ausreißern, und split- und merge-Eﬀekten.
7.8.1 Initialisierung und Löschen von Objekthypothesen
Wurde eine Beobachtung nicht assoziiert, so wird mit dieser eine neue Objekthypothese im
System initialisiert. Dazu werden die Informationsstrukturen und die Beobachtbarkeitsmatrix zu
Null gesetzt. Anhand der Beobachtung wird dann die erste Schätzung durchgeführt, womit alle
beobachtbaren Strukturen initialisiert werden, einschließlich der Referenz.
Ist die Zuverlässigkeit (siehe letzten Abschnitt) oder die Genauigkeit einer Objekthypothese sehr
gering, so wird sie aus dem System gelöscht.
7.8.2 Verdoppelte-Hypothesen-Modellierung
Ein zentraler Aspekt dieser Arbeit liegt im Umgang mit den Objekthypothesen bei unklarer As-
soziation, die auf Seite 76 eingeführt wurde. Unklare Assoziationen ergeben sich aus folgenden
Gründen: wegen des großen Abstands zwischen einer Objekthypothese und einer Objektbeobach-
tung, wegen ungenauer Objektbeobachtungen oder Objekthypothesen, wegen Geschwindigkeits-
oder Ausrichtungsänderungen der Objekte (Manövrieren), aufgrund von unterschiedlichen erfass-
ten Ausdehnungen oder von split- und merge-Eﬀekten.
In den erwähnten Situationen ergibt sich bei der Assoziation nicht eindeutig, ob die Objekt-
hypothese auf Basis der Beobachtung geschätzt werden soll oder nicht. Das vorgeschlagene
Verfahren besteht in der Verdoppelung von Objekthypothesen bei unklarer Assoziation, womit
die Objekthypothesen o1 und o2 entstehen. Dabei wird eine der Objekthypothesen assoziiert
(o1), während die andere unassoziiert bleibt (o2). Zur deutlichen Unterscheidung zwischen den
Doppelobjekten wird das Prozessrauschen des assoziierten Objekts o1 künstlich erhöht (vgl. fud-
ge factor von Bar-Shalom [10]), solange die Verdoppelung besteht. Damit wird erreicht, dass
das assoziierte Objekt sich stark auf diese einstimmt (z.B. seine Geschwindigkeit ändert, sei-
ne Größe anpasst etc.). Beide Objekthypothesen werden als duplicate markiert, um rekursive
Verdoppelungen zu vermeiden. Die Entscheidung, ob eins der verdoppelten Objekte beibehalten
wird oder nicht, wird damit auf die nächsten Zyklen verlagert. Ist ein als duplicate markiertes
Objekt seit td Millisekunden nicht beobachtet (nicht bestätigt) worden, so wird dieses auf delete
gesetzt. Wird es jedoch beobachtet, so wird die Markierung duplicate entfernt und das Objekt
im System beibehalten. Dabei werden die Objekt-Ids so verwaltet, dass die ursprüngliche (äl-
teste) Id beibehalten wird. Dies ermöglicht der späteren Anwendung eine eindeutige Verfolgung
des Objektes anhand seiner Id.
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Abbildung 7-8: Beispiele für Objektverfolgung mit Verdoppelungsstrategie anhand von simulierten Beob-
achtungen. a) kurzzeitiger Ausreißer; b) zwei Beispiele, an denen das dynamische Modell
nicht eingehalten werden konnte, was durch Verdoppelung gelöst wurde; c) Korrektes
Split eines Objekts.
Bei der Verdoppelung können sich bei diesem Verfahren drei Situationen ergeben, die in Abbil-
dung 7-8 anhand von simulierten Daten verdeutlicht sind:
1. Die Verdoppelung wurde durch einen Ausreißer verursacht und die zuerst assoziierte Hy-
pothese o1 wird nach einigen Zyklen wieder gelöscht während die andere o2 beibehalten
wird (Abbildung 7-8.a).
2. Das Objekt oder das eigene Fahrzeug beﬁndet sich in einem Manöver, was das Dynamik-
modell nicht erfassen kann, wodurch nur das Assoziierte o1 beibehalten wird. Die nichtas-
soziierte Hypothese o2 bleibt beim falschen Dynamikmodell (aus der Tangente) und wird
in wenigen Zyklen gelöscht. Siehe als Beispiel dazu Abbildung 7-8.b, wo kreisförmige Be-
wegungen trotz des einfachen Dynamikmodells verfolgt werden können.
3. Bei der Beobachtung handelt es sich eigentlich um ein neues Objekt, welches durch Ver-
schmelzung oder Verdeckung bisher nicht erkannt wurde. Daher werden beide beibehalten
und getrennt mit jeweiligen Ids verfolgt (Abbildung 7-8.c).
Mit dieser Strategie kann das System in den meisten Situationen, die den beschriebenen Fällen
entsprechen, richtig reagieren. Allerdings soll hierbei auf den hinzugekommenen Overhead hinge-
wiesen werden, der gegebenenfalls bei sehr verrauschten Sensordaten zu einer momentan großen
Anzahl von Objekthypothesen führen kann. Dies kann zu Resourcenproblemen führen, was auf-
grund immer leistungsfähiger werdender Rechner im Fahrzeug jedoch weniger problematisch ist.
Darüber hinaus können falsche Verdoppelungen zu Beeinträchtigungen anderer richtiger Objekt-
hypothesen führen, was schwerwiegender ist. Solche Situationen sollten jedenfalls durch eine
frühzeitige Erkennung und Ausﬁlterung von sehr verrauschten Messzyklen vermieden werden.
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7.8.3 Split und Merge von Objekten
Eines der Ziele der Fusion besteht in der Erkennung bzw. Vermeidung von fälschlicherweise
zusammengefügten (merge) und gesplitteten Objekten (split). In dieser Arbeit wird diese Pro-
blematik anhand von unterschiedlichen Strategien behandelt, die im Folgenden erläutert werden.
Das merge von zwei realen Objekten in eine Objekthypothese kann fälschlicherweise geschehen,
wenn sie sich sehr nah beieinander beﬁnden. Dies wird zum Teil bereits durch die Assoziation
und das Gating vermieden. Werden zum Beispiel zwei im Modell existierende Objekthypothesen
kurzzeitig als eine einzige Beobachtung erfasst, so werden die beiden damit assoziiert (mehrfache
Assoziation) und anhand der jeweiligen gemeinsamen Referenz geschätzt (Abbildung 7-9.a-t1).
Dabei wird die Dimension der beiden Objekte kurzzeitig falsch geschätzt, was nach einigen Mess-
zyklen wieder korrigiert wird14. Kommt jedoch ein merge von Hypothesen vor (beide Objekte
werden nur durch eins im Modell dargestellt), so wird die vorhin vorgestellte Verdoppelungsstra-
tegie dafür verwendet, sie in weiteren Zyklen wieder zu trennen (Abbildung 7-9.b).
Das split einer einzelnen Objekthypothese aufgrund von mehreren Beobachtungen wird ebenso
durch die mehrfache Assoziation vermieden. Wird ein einzelnes Objekt bedingt durch Sensorfeh-
ler oder Objektartefakte kurzzeitig als zwei Teilobjekte erfasst, so werden beide Beobachtungen
an der jeweiligen Referenz mit der Objekthypothese assoziiert und geschätzt15 (siehe Abbildung
7-9.a-t2). Damit wird eine einzelne Objekthypothese verfolgt. Entstehen als Objektinitialisierung
oder zu unterschiedlichen Beobachtungen (Verdoppelung) fälschlicherweise zwei Hypothesen für
ein Objekt im Laufe mehrerer Messzyklen, so müssen diese gesondert vereinigt werden. Um
zu prüfen, ob dieser Fall eintritt, wird in einem zusätzlichen Schritt die Assoziation (und Ga-
ting) innerhalb der Objekthypothesen (Objekthypothese zu Objekthypothese) durchgeführt, wie
in Abschnitt 7.4. Ist die Assoziationsdistanz zwischen zwei Objekthypothesen besonders gering
(nach einem sehr kleinen Schwellwert), so werden diese zusammengefügt (siehe Abbildung 7-
9.c). Dazu werden sie zuerst auf eine gemeinsame Referenz gesetzt (wie in Abschnitt 7.3).
Die Kovarianzmatrix und der Zustandsvektor werden dann nach der entsprechenden Genauigkeit







x(ti) = P(ti) ·
[
P1
−1(ti) · x1(ti) +P2−1(ti) · x2(ti)
]
(7.50)
Zusätzlich muss auf die Beobachtbarkeit der zu vereinigenden Objekte geachtet werden. Des-
wegen werden die Gleichungen (7.49) und (7.50) in drei Schritten angewendet, und zwar für
die gemeinsam beobachtbaren Komponenten und jeweils für die nur in einem Objekt beobacht-
14In solchen Fällen könnten die Objektdimensionen als unbeobachtbar gesetzt werden, um die falsche Schätzung
zu vermeiden.
15Um die Schätzung nicht zu verfälschen, kann der Beitrag dieser beiden Beobachtungen, die ein tatsächliches
Objekt darstellen, im Filter gemittelt werden.
16Analog zur Summe der Beiträge im Informationsﬁlter, Ausdrücke (7.23) und (7.24).
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Abbildung 7-9: Beispiele für Vermeidung von split und merge von Objekten. a) Vermeidung von merge
und split durch mehrfache Assoziation pro Beobachtung (t1) bzw. pro Objekthypothese
(t2); b) Verdoppelung einer Objekthypothese, das zwei darstellte; c) Vereinigung von
zwei Objekthypothesen, die eins darstellten.
baren Komponenten. Diese Strategien sind allgemein, womit jegliche (oft speziﬁsche) Regeln
vermieden werden.
Durch diese Strategien werden die Eﬀekte von split und merge aufgehoben. Die Grenzen der
Vermeidung von splitting zeigen sich bei voneinander entfernten Objektteilen, wie es bei vom
Sensor weit entfernten Objekten vorkommen kann. Die Vermeidung von merging hat nur in
extremen Situationen Schwierigkeiten, bei denen sich Objekte sehr nah aneinander und weit
entfernt vom Sensor beﬁnden. In der Regel sind solche Situationen sehr kurz und die Objekte
weit entfernt, so dass sie weniger bedeutend bezüglich der Anwendungsebene sind.
7.8.4 Weitere Punkte
Es gibt eine Vielzahl an Optimierungen und Anpassungen, mit denen das Verhalten des Multi-
Target-Tracking-Systems an die Sensoren und die Anwendung optimal angepasst werden kann.
Es werden hier zwei weitere Punkte angesprochen: die Rücksetzung der Beobachtbarkeit und
die Ungewissheit zwischen Genauigkeit und Ausdehnung der Objekte.
Die in Abschnitt 7.6 vorgestellten Strategien zur Behandlung der Beobachtbarkeit von Objekt-
hypothesen erlauben lediglich, dass die Beobachtbarkeit erweitert wird. Im Umgang mit realen
Daten zeigt sich jedoch, dass es in manchen Situationen zu falschen Schätzungen der Objekt-
breite bzw. Objektlänge17 kommen kann. Daher wird in jedem Zyklus zusätzlich geprüft, ob
die geschätzte Objektausdehnung durch die Sensoren beobachtet werden müsste und ob diese
beobachtet wurde, ähnlich wie in den Beobachtbarkeitsprüfungen des Laserscanners (vgl. Abs-
hnitt 6.2). Wird eine erwartete beobachtbare Komponente nicht beobachtet (z.B. Breite oder
Länge), so spricht dies dafür, dass die Komponente eigentlich unbeobachtbar sein müsste und
wird daher auf Null gesetzt (und entsprechend die Komponenten des Zustandsvektors und der
Fehlerkovarianzmatrix).
Der zweite behandelte Punkt betriﬀt die Ungewissheit, ob durch zwei gleichzeitige Beobach-
tungen eines Objekts seine Position verfeinert oder seine Ausdehnung angegeben wird. Insbe-
sondere wird dies bei der mehrfachen Assoziation relevant. Zum Lösen dieses Problems wird in
17Zum Beispiel aus dem falschen merge von einem Objekt mit einem Ausreißer.
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dieser Arbeit als Heuristik die Beobachtung mit kürzester Distanz zur Objekthypothese (beste
Assoziation) stets zur Schätzung des Objektzustands verwendet (Neuschätzung der Position
und Erhöhung der Positionsgenauigkeit, wie bisher vorgestellt). Die folgenden assoziierten Be-
obachtungen werden zur Schätzung der Objektausdehnung verwendet. Dazu wird jede dieser
Beobachtungen so verändert, dass ihre Ausdehnung die Objekthypothese mit einschließt. Die
Messunsicherheit der Ausdehnung wird anhand der Positionsunsicherheit berücksichtigt. Mit der
angepassten Beobachtung wird der Schätzungsschritt durchgeführt. Mit dieser Strategie ist es
somit möglich ausgedehnte Objekte anhand von einzelnen Eckpunkten oder Objektteilen koope-
rativ zu verfolgen.
Diese Strategien haben sich in der Praxis bewährt, wie in den experimentellen Ergebnissen in
Kapitel 9 gezeigt wird.
7.9 Zusammenfassung des Kapitels
In diesem Kapitel ist ein Fusionsansatz basierend auf der Objektebene ausführlich vorgestellt und
begründet, sowie mit neuen Methoden ergänzt worden. Als Grundlage wird ein asynchroner In-
formationsﬁlter für die Fusion von Objektbeobachtungen in Objekthypothesen verwendet. Hierzu
wird ein einfaches lineares Dynamikmodell ausgewählt, um die optimale Funktion des Filters zu
gewährleisten. Dieses Modell ermöglicht die schnelle Filterinitialisierung und eine erfolgreiche
Verfolgung in den meisten Situationen. Manövrierende Objekte können durch das Modell zum
Teil nicht verfolgt werden.
Die wesentlichen neuartigen Punkte sind:
• Nutzung einer variablen Referenz der Objekte, um ausgedehnte Objekte in wechselnder
Perspektive genau verfolgen zu können. Dabei wird die Größe der Objekte berücksichtigt
und trotzdem ein punktförmiges Objektmodell verwendet.
• Mehrfachassoziationsverfahren anhand der asymmetrischen Mahalanobis-Distanz und Ga-
ting-Strategien, um Robustheit gegenüber Ausreißern, manövrierenden Objekten und split-
und merge-Eﬀekten zu erreichen.
• Die Filterstrukturen sind um eine eﬀektive Verdoppelungsstrategie zur besseren Verfolgung
von manövrierenden Objekten ergänzt worden. Im Gegensatz zu anderen adaptiven Fil-
terverfahren, können hiermit Fehler in der Assoziation später behoben werden. Außerdem
muss der Filter nicht auf bestimmte Manöver zugeschnitten werden.
• Vermeidung von split- und merge-Eﬀekten mittels einer Kombination der Mehrfachasso-
ziation und der Verdoppelungsstrategie bzw. einer Vereinigungsstrategie.
• Integration des Konzeptes der partiellen Beobachtbarkeit in Form einer Beobachtbarkeits-
matrix in Kombination mit der logischen Referenz in den Ausdrücken des Informationsﬁl-
ters. Damit erhält das Fusionssystem neben dem konkurrierenden einen komplementären
Anteil und Teilverdeckungen werden auch zwischen Objekten behandelt.
Mit diesem Verfahren wird eine stabile und robuste Fusion erreicht. Der Ansatz bleibt dabei
ﬂexibel und erweiterbar. Ein ausführliches und quantitatives Testen erfolgt in Kapitel 9.
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Die erkannten Informationen aus der Fahrsituation, in diesem Fall die Objektdaten, werden in
der Verarbeitungskette auf der Anwendungsebene verwendet. In dieser Arbeit wird die Erkennung
von potentiellen Gefahrensituationen als Anwendung betrachtet. Es wird eine technische Lösung
vorgestellt, die ein Maß zur Schätzung von Gefahren liefert. Dabei wird eine Abstraktion von den
verwendeten Daten erzielt, so dass der Ansatz allgemein und erweiterbar ist. Als Abstraktion wird
die statistische Häuﬁgkeit der Ereignisse betrachtet, welche atypische Situationen umfassen, da
diese potentielle Gefahren darstellen können. Diese Konzepte werden anhand von Objektdaten
umgesetzt, indem Indikatoren wie TTC – Time To Collision, Zeit bis zum Zusammenstoß – und
THW – Time Headway, Zeitlücke – abgeleitet werden.
Abbildung 8-1 stellt den Zusammenhang der Erkennung von Gefahrensituationen mit der restli-
chen Arbeit dar (aus Abbildung 1-3 auf Seite 7).
8.1 Statistische Gefahrenerkennung
In diesem Kapitel wird ein Ansatz vorgestellt, mit dem potentielle Gefahrensituationen in Form
von atypischen Ereignissen erkannt werden können. Dafür müssen typische Situationen charak-
terisiert werden. Hierzu werden die a posteriori Wahrscheinlichkeiten der betrachteten Kom-
ponenten in Form von Häuﬁgkeitsverteilungen aus Trainingsdaten ermittelt. Diese werden in
einer Datenstruktur gespeichert, dem statistischen Informationsgitter (SIG). Diese Struktur ist
schematisch in Abbildung 8-2 dargestellt und wird in den folgenden Absätzen erläutert.
Die komplexe Fahrsituation wird in Teilaspekte zerlegt, wie beispielsweise andere Verkehrsteilneh-
mer, Hindernisse, Straße, Witterung etc. Diese Teilaspekte werden in unterschiedlichen Schich-
ten des SIG dargestellt und behandelt – siehe graue Scheiben in Abbildung 8-2. In der Regel
sind die Teilaspekte mehr oder weniger miteinander verwoben. Zum Beispiel passen sich die
Geschwindigkeiten der Witterung an oder die Bewegung der Objekte richtet sich anhand der
Straßengeometrie aus. Daher müssten zu den Teilwahrscheinlichkeiten der einzelnen Aspekte
stets die bedingten Wahrscheinlichkeiten zwischen ihnen betrachtet werden (bspw. die Wahr-






Abbildung 8-1: Anwendungsebene im Rahmen der Arbeit.
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Abbildung 8-2: Graphische Darstellung des statistischen Informationsgitters (SIG).
Diese Berücksichtigung der bedingten Wahrscheinlichkeiten würde jedoch die Dimension des
Ansatzes sprengen und damit für die gleiche Menge an Trainingsdaten deutlich an Signiﬁkanz
verlieren. Daher wird in dem Ansatz jeder Teilaspekt nur im Einzelnen betrachtet, wodurch je-
doch eine Reduktion der Komplexität der erkennbaren Gefahren in Kauf genommen wird. Das
gleichzeitige Auftreten eines atypischen Ereignisses in zwei Teilaspekten bedeutet damit nicht
unbedingt, dass die Situation umso atypischer ist, denn beide könnten stark korreliert sein. Zum
Beispiel stellen eine schnelle Annäherung an den Vordermann und die überhöhte Eigengeschwin-
digkeit möglicherweise zwei Aspekte derselben Situation dar. Durch diese Einschränkung ist die
Erweiterbarkeit des Systems erleichtert, da dabei die Abhängigkeiten zwischen Teilaspekten nicht
betrachtet werden. In dieser Arbeit werden als Teilaspekte die TTC und die THW beispielshaft
berücksichtigt.
Wie aus dem Stand der Technik (Kapitel 2) ersichtlich wurde, besteht eine der Herausforderun-
gen der Gefahrenerkennung in der Feststellung eines geeigneten Schwellwertes, um eine War-
nung auszulösen. Idealerweise sollte dieser dynamisch, adaptiv und situationsspeziﬁsch errechnet
werden. Um dies zu erreichen, werden Fahrsituationen in dem hier vorgestellten Ansatz nach
unterschiedlichen Kriterien diﬀerenziert. Der Grad an Gefahr eines bestimmten Ereignisses hängt
somit grundsätzlich von der Straßenart (rt), dem aktuellen Manöver (mn) und der relativen Po-
sition der Objekte (xy) zum eigenen Fahrzeug ab. Daher enthält das SIG nrt×nmn×nxy Häuﬁg-
keitsverteilungen für jede Komponente, was eine große Datenmenge nach sich zieht. Abbildung
8-2 verdeutlicht die Ortskomponente anhand des Gitters und der unterschiedlichen dargestellten
Verteilungen. Insbesondere diese Ortsabhängigkeit der Gefahrenanalyse ermöglicht in Vergleich
zu herkömmlichen Ansätzen eine diﬀerenzierte und frühzeitige Feststellung von Gefahren. Da-
her wird der Fokus der Arbeit im Folgenden darauf gesetzt. Eine Gefahr, die sich schon in einer
großen Entfernung entwickelt, kann durch einen angepassten (höheren) Schwellwert der TTC
früher festgestellt werden, als mit einem festen Schwellwert. Damit die Ortsbetrachtung allge-
meingültig sein kann, sollten nicht kartesische oder polare Koordinaten sondern straßenbezogene
Koordinaten mit Zentrum im Ego-Fahrzeug verwendet werden. Dabei verläuft die X-Koordinate
stets entlang der Straße (unabhängig von Kurven) und die Y -Koordinate in der Straßenquerrich-
tung, vgl. Eidehall [47] (Road-Aligned Coordinates, RAC) und Wohlfeil [166]. Wird der Ansatz






















Abbildung 8-3: Prozessüberblick für die Gefahrenerkennung.
Es gibt in statistisch motivierten Ansätzen in der Regel zwei Phasen, welche in diesem Ansatz
auch zu ﬁnden sind: das Anlernen sowie Charakterisieren von typischen Ereignissen und die De-
tektionsphase. Beide sind in Abbildung 8-3 dargestellt. In der Lernphase wird mithilfe von vielen
Testdaten oder a priori Wissen die Wahrscheinlichkeitsverteilung1 der betrachteten Komponen-
ten ermittelt und im SIG gespeichert. Dafür ist ein Schritt zur Abbildung der Informationen der
Fahrsituation in das SIG notwendig (bspw. Berechnung der TTC aus Objektdaten). Zusätzlich
können in der Lernphase die SIG-Strukturen optimiert werden, wie beispielsweise durch Glättung
oder Datenkompression. In der Detektionsphase werden die Daten der Fahrsituation (als Ereignis
zi betrachtet) in das SIG abgebildet und deren Wahrscheinlichkeit P (zi) mithilfe der trainierten
Verteilungen im SIG geschätzt.
Ausgehend von der Deﬁnition einer Zelle c des SIG2 als Häuﬁgkeitshistogramm
SIG[c, zi]  Anzahl Trainingswerte für Ereignis z in Zelle c, (8.1)
wobei das Ereignis einem Interval zi ∈ (zinf , zsup] des Histogramms (Spalte) entspricht, wird die
Wahrscheinlichkeit P (zi) eines Ereignisses zi in der Zelle c wie folgt berechnet





Besitzt diese Wahrscheinlichkeit einen sehr kleinen Wert, so wird die Situation als atypisch
eingestuft und muss auf eine potentielle Gefahr hin geprüft werden (danger assessment). Der
dazu verwendete Schwellwert bezieht sich auf die Wahrscheinlichkeit und ist somit von den
zugrundeliegenden Daten abgekoppelt. Er kann daher fest sein und besitzt trotzdem ein adaptives
Verhalten3. Zum Beispiel ergibt ein Schwellwert von 0,01 eine Warnung bei einer niedrigeren
1Hier als Häuﬁgkeitsverteilung gespeichert.
2Die Zelle ergibt sich aus den vorhin erwähnten Kriterien rt, mn und xy.
3Vergleiche andere Ansätze zur Festlegung des Schwellwertes, wie Eidehall [47] oder Yang et al. [168, 169],
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TTC in 20m als in 70m Entfernung, da bei größeren Entfernungen auch höhere TTC-Werte
normal sind.
Bei einer ausreichend hohen Granularität der Häuﬁgkeitshistogramme tendiert die Wahrschein-
lichkeit P (c, zi) jedes Ereignisses zi – im Folgenden vereinfachend als P (zi) ausgedrückt – zu
Null. Im vorgestellten Ansatz werden die zu betrachtenden Komponenten so ausgewählt, dass
deren Wahrscheinlichkeitsdichtefunktionen ein einziges Maximum besitzen, so dass atypische
Ereignisse nur am Funktionsrand stattﬁnden können. Dank dieser Einschränkung können statt
der Wahrscheinlichkeiten einzelner Ereignisse die Randwahrscheinlichkeiten als Kriterium für Sel-
tenheit verwendet werden. Statt der Häuﬁgkeitsfunktion (äquivalent zur Dichtefunktion) wird
die (kumulative) Verteilungsfunktion F (c, zi) – oder vereinfacht F (zi) – betrachtet, die für eine
SIG-Zelle c folgendermaßen deﬁniert ist:







Damit sind die Schwellwerte α durch die Quantile F−1(α) und F−1(1 − α) gegeben, deﬁniert
als:
F−1(α)  zi : F (zi) > α undF (zi−1) ≤ α (8.4)
Die Komponenten des SIG werden so ausgewählt, dass sie eine direkte Beziehung zur Gefahr
haben (wie TTC, THW etc., nicht jedoch die eigene Geschwindigkeit oder Position). Damit stellt
ein atypisches Ereignis stets eine Gefährdung dar und die berechnete Randwahrscheinlichkeit
F (zi) entspricht dabei der Sicherheit der Erkennung. Der Schritt des danger assessment ist somit
im Rahmen dieser Arbeit nicht mehr notwendig. Eine Plausibilisierung mit weiteren Komponenten
sowie ein Vergleich mit der Fahrerwahrnehmung werden hier nicht weiter ausgeführt.
8.2 Praktische Umsetzung der Gefahrenerkennung
Für die prototypische Implementierung eines SIG wird ein praktisches Szenario vorgestellt, das
auf den Objektdaten aus den in den letzten Kapiteln vorgestellten Erkennungs- und Verfolgungs-
methoden basiert. Dabei wird der Fokus zunächst auf Autobahnszenarien gelegt.
Die Objektdaten werden in zwei unterschiedliche SIG-Schichten abgebildet, nämlich als TTC
und als THW. Diese werden in der Literatur häuﬁg als Indikatoren für Gefährdungen verwendet.
Vogel hat in [153] die beiden Indikatoren verglichen und ist zu dem Schluss gekommen, dass
beide unabhängig voneinander sind. Dabei stellt eine kleine THW eine potentielle Gefährdung und
eine kleine TTC eine kritische Gefährdung dar. Im SIG ist eine ausführliche Auswertung dieser
diskutiert in Abschnitt 2.5.
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Indikatoren nach relativer Position zu anderen Objekten bzw. Fahrzeugen möglich. Die TTC
gibt Aufschluss über typische Relativgeschwindigkeiten zu einem Vordermann in Abhängigkeit
von dessen Entfernung. Die THW bezieht sich auf die eigene Geschwindigkeit in Abhängigkeit
von der Position des Vordermanns.
Für die TTC liegt der Fokus sowohl auf dem eigenen Fahrstreifen als auch auf benachbarten
Fahrstreifen oder Hindernissen an den Straßenseiten. Daher soll das SIG in der Querrichtung in
drei Segmente eingeteilt werden. In Längsrichtung werden die Informationen in feste Abstände
zerlegt (bspw. 10m). Die THW, als abgeleitete Größe des Folgeverhaltens, ist nur für den
eigenen Fahrstreifen sinnvoll. Daher werden die Informationen ausschließlich in der Längsrichtung
betrachtet und in feste Abstände zerlegt. Zur Unterteilung der Häuﬁgkeitsverteilung werden hier
Schritte mit Größe 0,5 s verwendet, zi = (0, 5 · i, 0, 5 · i+ 0, 5], i ∈ N.
Im Folgenden wird auf die Schritte eingegangen, die zur praktischen Umsetzung des SIG not-
wendig sind. Dies beinhaltet eine Koordinatentransformation, die Abbildung der Objektdaten in
das SIG (hier als TTC und THW), die Anwendung der Daten zum Trainieren der SIG-Struktur
und die Verwendung der trainierten Daten zur Erkennung von atypischen Ereignissen. In Kapitel
9 werden einige Details zur prototypischen Implementierung und zum Testen von Teilen dieser
Methode anhand von Simulationsdaten vorgestellt.
8.2.1 Umrechnung in straßengeführte Koordinaten
Die erkannten Objektdaten liegen in fahrzeugzentrierten lokalen Koordinaten vor. Mit Kennt-
nis der Straßengeometrie und der eigenen Position sollen diese in straßengeführte Koordinaten
(Road-Aligned Coordinates, vgl. Eidehall [47]) umgerechnet werden. Hierzu können beispielswei-
se die von Eidehall [47] vorgestellten Ausdrücke verwendet werden. Zuerst werden die lokalen
Objektdaten (xveh,l, yveh,l, x˙veh,l, y˙veh,l) anhand der Position und Geschwindigkeit des eigenen
Fahrzeugs (xego,w, yego,w, x˙ego,w, y˙ego,w) in globalen Koordinaten (xveh,w, yveh,w, x˙veh,w, y˙veh,w)
ausgedrückt (z.B. in UTM4). Die eigene Fahrzeugposition und die Objektposition werden dann
anhand der Kenntnis der Straßengeometrie in straßengeführten Koordinaten, (xego,RAC , yego,RAC,
x˙ego,RAC , y˙ego,RAC) und (xveh,RAC , yveh,RAC , x˙veh,RAC , y˙veh,RAC), umgerechnet. Aus der resultie-
renden Koordinate in Querrichtung (yRAC) und der Kenntnis der Anzahl von Fahrstreifen und
deren Breite lässt sich der Fahrstreifen jedes Objekts bestimmen.
8.2.2 Berechnung der TTC
Die TTC (Time To Collision) ist die Zeit, nach der eine Kollision mit einem anderen Fahrzeug
bzw. Objekt, ausgehend von den verwendeten dynamischen Modellen, stattﬁnden würde, insofern
sich keine Stör- oder Kontrollgrößen ändern. Die Berechnung basiert auf dem Dynamikmodell






4UTM-Koordinatensystem (Universal Transverse Mercator)
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wobei d die Entfernung zwischen den Objekten und vrel deren Relativgeschwindigkeit ist5. Die
TTC kann sowohl für den Vordermann und Hintermann als auch für Fahrzeuge in anderen
Fahrstreifen berechnet werden. Dafür ist es zusätzlich notwendig zu berechnen, ob sich deren
Trajektorien schneiden werden, was hier nicht weiter ausgeführt wird.
8.2.3 Berechnung der THW
Die THW (Time Headway) entspricht der Zeitlücke zwischen zwei hintereinander fahrenden
Fahrzeugen. Sie ist als die Zeit deﬁniert, die zwischen dem Erreichen eines Punktes durch das





Diese Berechnung ist sowohl in Bezug zum Vordermann als auch zum Hintermann durchführbar.
8.2.4 Erzeugung der SIG-Struktur
In der Lernphase werden die Daten für jeden Messzyklus in der entsprechenden SIG-Struktur
aufsummiert. Dies soll auf der Grundlage der Datengenauigkeiten passieren, die in Form einer
Fehlerkovarianzmatrix P gegeben ist. Diese Fehlerkovarianz soll zunächst von lokalen Objekt-
koordinaten auf straßengeführte lokale Koordinaten transformiert werden. Dafür wird die Va-
rianzfortpﬂanzung auf die Transformationen aus Abschnitt 8.2.1 angewendet. Da es sich um
nichtlineare Funktionen handelt, werden deren Jacobi-Matrizen als Design-Matrizen verwendet.
Die erhaltene Kovarianzmatrix wird wiederum mit dem Ausdruck (8.5) für die TTC transfor-
miert, hier als Taylor-Reihe ausgedrückt:













PTTC = ATTC1 ·Pveh,r ·ATTTC1 +ATTC2 ·Pego,r ·ATTTC2 (8.8)
Für die THW wird analog mit dem Ausdruck (8.6) verfahren.
Aus diesen Berechnungen erhält man zu jedem TTC-Wert eine Information zur jeweiligen Feh-
lervarianz, σ2TTC. Um diese ins SIG hinzuzufügen werden sie als Verteilung betrachtet (mit Er-
wartungswert tTTC und Varianz σ2TTC). Dabei kann diese Beobachtung möglicherweise Einﬂuss
auf mehrere Säule der Häuﬁgkeitsverteilung haben, wie in Abbildung 8-4 dargestellt wird. Der
Eﬀekt von qualitativ besseren Daten wird in Abschnitt 8.3 diskutiert. Diese Überlegungen werden
5Unter Betrachtung der unterschiedlichen Kurswinkel.
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Abbildung 8-4: Hinzufügung neuer Daten in das SIG gewichtet mit deren Fehlerkovarianz.
analog für die THW angewendet.
8.2.5 Erkennung von atypischen Ereignissen
In der Detektionsphase werden die eingehenden Daten mit der im SIG bestimmten a posterio-
ri Wahrscheinlichkeitsverteilung verglichen, um eine Aussage über deren Wahrscheinlichkeit zu
treﬀen. Im idealen Fall, in dem keine Messunsicherheiten vorhanden sind, können die eingehen-
den Daten zi direkt mit dem im Ausdruck (8.4) auf Seite 96 ermittelten Schwellwert F−1(α)
verglichen werden. Da die Daten, wie im letzten Unterabschnitt berechnet, eine Messunsicher-
heit (Kovarianz σzi) aufweisen, muss der Vergleich auf statistischer Basis geschehen. Die zu
bestätigende linksseitige Nullhypothese besagt, dass der Beobachtungswert nicht atypisch ist,
also, dass der eingehende Wert zi größer ist als der Schwellwert F−1(α):
H0 : zi ≥ F−1(α)





Diese Hypothese kann mit einem Signiﬁkanzniveau von α′ abgelehnt werden (das Ereignis ist
doch atypisch), wenn z′i < u(α′), wobei u(α′) das α′-Quantil der Standardnormalverteilung
N (0, 1) ist. Abbildung 8-5 verdeutlicht diesen Test. In beiden Beispielen ist die Oberﬂäche unter
der Beobachtungskurve mit Wahrscheinlichkeit α′ (bspw. 0,9) markiert. Im linken Beispiel liegt
diese Fläche unter dem Schwellwert, womit das Ereignis eindeutig als atypisch angenommen wird.
Die Beobachtung im rechten Beispiel ist wegen der größeren Messunsicherheit nicht signiﬁkant
unter dem Schwellwert. Eine höhere Messunsicherheit hat somit in der Detektionsphase zur

















Abbildung 8-5: Statistischer Test zum Vergleich der Beobachtungen mit dem Schwellwert F−1(α)
(schwarzer Balken) im SIG. Die linke Beobachtung würde mit hoher Wahrscheinlichkeit
unter dem Schwellwert liegen und somit eine Warnung auslösen. Die rechte Beobach-
tung ist aufgrund ihrer Streuung nicht signiﬁkant unter dem Schwellwert und würde daher
keine Warnung auslösen.
8.3 Auslegung der Gefahrenerkennung und Bezug zur Güte der
Objektdaten
Aus dem letzten Abschnitt ist ersichtlich, dass die Qualität der Daten einen wichtigen Einﬂuss
auf die Gefahrenerkennung hat. In diesem Abschnitt wird nun der Einﬂuss von Erfassungsbereich,
Genauigkeit, Verfügbarkeit und Zuverlässigkeit der Objektdaten auf die Gefahrenerkennung dis-
kutiert. Diese Aspekte werden im Folgenden getrennt und systematisch behandelt.
8.3.1 Einfluss vom Erfassungsbereich der Objekterkennung auf die Gefah-
renerkennung
Der Erfassungsbereich der Objekterkennung hat einen direkten Einﬂuss auf den Erfassungsbe-
reich der Gefahrenerkennung. Je größer der Erfassungswinkel der Objekterkennung ist, desto
mehr Deckung wird die Gefahrenerkennung haben, wie zum Beispiel im toten Winkel. Je größer
die Reichweite der Erkennung ist, desto früher können atypische Situationen, bspw. von wei-
ter entfernten Objekten, festgestellt werden. Allerdings ist der Grad an Gefahr bei atypischen
Bewegungen von sehr entfernten Objekten geringer als bei demselben Schwellwert mit näheren
Objekten. Das liegt daran, dass die Objekte bzw. das eigene Fahrzeug mehr Zeit zum Reagieren
haben. Da in der Regel die Datengenauigkeit mit der Entfernung der Objekte absinkt, sind die
Schwellwerte für den entfernten Bereich weniger empﬁndlich, womit Warnungen tendenziell zu
spät ausgelöst werden (siehe nächsten Unterabschnitt).
8.3.2 Einfluss der Objektgenauigkeit auf die Gefahrenerkennung
Eine hohe Genauigkeit der Daten ermöglicht eine bessere Gefahrenerkennung. Die Eﬀekte ei-
ner höheren oder niedrigeren Genauigkeit lassen sich anhand zweier Beispielsimulationen zeigen,
deren Ergebnisse in Abbildung 8-6 dargestellt sind. Hierbei handelt es sich um die relative Häu-
ﬁgkeitsverteilung für dieselbe Zelle mit jeweils unterschiedlichen Messunsicherheiten der einge-
henden Beobachtungen. Die wahre simulierte Zufallsgröße hat die Verteilung ∼ N (10, 32). Auf
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Wahre Verteilung N (10, 32)









































Wahre Verteilung N (10, 32)
Messunsicherheit σ = 3, 0
Abbildung 8-6: Einﬂuss der Datengenauigkeit auf die Gefahrenerkennung. Beide Verteilungen ergeben
sich aus derselben wahren Verteilung durch unterschiedliche Messunsicherheiten. Der
Schwellwert für α = 0, 1 beträgt links 6 s und rechts 4,6 s.
der linken Seite wurden die Eingangsdaten mit einer Messunsicherheit bzw. Standardabweichung
von σ = 0, 1 und auf der rechten Seite mit σ = 3, 0 versehen. In der Trainingsphase wird damit
die Häuﬁgkeitsverteilung ermittelt, wie in Abbildung 8-4 gezeigt wird.
Die Genauigkeit der Daten spiegelt sich in der SIG-Verteilung wider. Je höher die Unsicherheit
der Eingangsdaten ist, desto breiter ist die resultierende Verteilung. Eine breitere Häuﬁgkeits-
verteilung im SIG hat zufolge, dass sich das Quantil für einen Schwellwert α (bspw. 0,1) nach
links verschiebt, also dass eine Warnung erst bei extremeren Situationen (sprich später) gegeben
wird, als bei genaueren Daten. Im linken Beispiel (mit höherer Genauigkeit) entspricht F−1(α)
einer TTC von 6 s und im rechten Beispiel einer TTC von 4,6 s.
In ähnlicher Art spiegelt sich diese Problematik in der Detektionsphase wider. Sind die Daten
ungenau, so ist der Vergleich mit dem Schwellwert verschwommen. Das führt dazu, dass die
Warnungen (womöglich fälschlicherweise) erst bei niedrigeren Werten ausgegeben werden. Das
heißt, es wird später gewarnt (siehe Überlegungen in Unterabschnitt 8.2.5).
8.3.3 Einfluss der Verfügbarkeit der Objektdaten auf die Gefahrenerken-
nung
Die Verfügbarkeit der Daten hat keinen direkten Einﬂuss auf die Wahrscheinlichkeitsverteilungen
im SIG. Die Daten werden in der Trainingsphase mit einer niedrigeren Frequenz (bspw. 2Hz)
als die Datenverfügbarkeit (10-30Hz) dem SIG hinzugefügt.
In der Detektionsphase weist die geringe Datenverfügbarkeit ebenso die Eﬀekte einer gerin-
gen Datengenauigkeit auf. Außerdem addiert sich zu dem durch die Ungenauigkeit verzögerten
Warnungszeitpunkt noch die längere Zykluszeit. Diese Verzögerung ist in der Regel in der Grö-
ßenordnung von unter 100ms.
8.3.4 Einfluss der Zuverlässigkeit der Objektdaten auf die Gefahrenerken-
nung
Sowohl für die Trainingsphase als auch für die Detektionsphase sollten nur Objektdaten ver-
wendet werden, die eine hohe Zuverlässigkeit besitzen. Andernfalls besteht die Gefahr, dass
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Fehlwarnungen ausgegeben oder Gefahrsituationen verpasst werden.
Die Fehldetektionsrate (false negatives) des Erkennungssystems hat einen direkten Einﬂuss auf
die Gefahrenerkennung. Der Umgang mit unzuverlässigen Daten und deren Eﬀekten können
zweier Art sein. Einerseits können wichtige Objekte verpasst werden, wenn nur eine hohe Zuver-
lässigkeit zugelassen wird. Damit gelangen auch weniger Daten in das SIG, womit die Signiﬁkanz
der Aussagen in der Detektionsphase geringer sein wird. Andererseits kann das System oﬀener
gegenüber unzuverlässigen Daten gestaltet werden, womit false positives fälschlicherweise in
die SIG-Strukturen gelangen könnten. In diesem Fall hängen die Eﬀekte von der Art der fal-
se positives ab. Weisen diese eine normale Bewegung auf, so wird die Verteilung enger und
der Schwellwert höher, womit es in der Detektionsphase zu früheren Warnungen (false alarms)
kommen wird. Weisen die false positives eine atypische Bewegung auf, so werden sie trotzdem
in die SIG-Struktur als typisch aufgenommen (da Trainingsphase), womit die Verteilungsform
breiter und der Schwellwert niedriger wird (ähnlich wie in der rechten Seite von Abbildung 8-6).
Dies wird in der Detektionsphase zu verzögerten Warnungen bei echten Gefahren führen.
8.4 Zusammenfassung und Diskussion der Gefahrenerkennung
In diesem Kapitel ist ein technischer Ansatz zur statistischen Erkennung von Gefahren in Fahrsi-
tuationen vorgestellt worden. Dabei werden seltene oder atypische Ereignisse als Anzeichen für
eine potentielle Gefahr näher betrachtet. Die grundlegenden Strukturen sind die Häuﬁgkeitsver-
teilungen, die in einem statistischen Informationsgitter (SIG) verwaltet werden. Im SIG werden
die Daten nach unterschiedlichen Kriterien (z.B. Ortsabhängigkeit) aufgeschlüsselt, womit die
Gefahrenerkennung selektiv gestaltet wird. So werden hier als Beispiele aus den Objektdaten
die TTC und die THW in Abhängigkeit von der Objektentfernung analysiert, was einen situa-
tionsspeziﬁschen Schwellwert ergibt. Die experimentellen Ergebnisse dazu werden in Kapitel 9
vorgestellt. Dabei liegt der Fokus in der Plausibilität des Ansatzes. Ein Vergleich mit der Fah-
rerwahrnehmung über die Gefahren wird im Rahmen dieser Arbeit nicht betrachtet.
Die statistische Gefahrenerkennung besteht aus zwei Phasen. In der Ersten werden Trainings-
daten verwendet, um die a posteriori Wahrscheinlichkeitsverteilungen im SIG zu bestimmen.
In der zweiten Phase werden die aktuellen Beobachtungen mit den Verteilungen im SIG ver-
glichen, um eine Aussage über deren Wahrscheinlichkeit zu treﬀen. In beiden Phasen wird die
Messunsicherheit der Daten mitberücksichtigt.
Zudem wurde in diesem Kapitel über die Auslegung des SIG und über die Eﬀekte der Datengüte
auf die Gefahrenerkennung diskutiert. Es wurden jeweils die Eﬀekte des Erfassungsbereichs der
Erkennung, der Genauigkeit, der Verfügbarkeit und der Zuverlässigkeit der Daten betrachtet.
Ein Vorteil des Ansatzes liegt in der detaillierten Beschreibung der Aspekte (z.B. die TTC)
in Abhängigkeit von der Fahrsituation (z.B. von der Entfernung). Damit ist das in der Lite-
ratur oft diskutierte Problem der Auswahl eines geeigneten Schwellwertes situationsspeziﬁsch
vorangebracht. Ein weiterer Vorteil ist, dass die Interaktionen zwischen dem Ego-Fahrzeug und
den Verkehrsteilnehmern berücksichtigt werden, da das SIG auf das eigene Fahrzeug zentriert
ist. Viele kartenbasierte Ansätze berücksichtigen lediglich die Position der Objekte. Für diesen
Ansatz ist es möglich, dass sich die SIG-Strukturen an einen bestimmten Fahrer, eine Fahrwei-
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se oder eine Fahrsituation anpassen. Der Ansatz kann in Abhängigkeit von den verwendeten
Trainingsdaten angepasst werden. Auch ein kontinuierliches Anlernen im Verlauf der Nutzung
(Detektionsphase) ist hierüber prinzipiell umsetzbar6.
Die Nachteile der Ansatzes sind die großen Datenmengen und zum Teil auch die Redundanzen,
die im SIG entstehen. Hierzu sollten die am Anfang des Kapitels angesprochenen Optimierungs-
strategien für das SIG weiter untersucht werden, um die Daten zu reduzieren und Redundanzen
auszuschließen7. Ein weiterer Nachteil, den die meisten Arbeiten in der Literatur auch aufweisen,
ist, dass die Komponenten der Fahrsituation im Einzelnen betrachtet werden. Für eine Betrach-
tung der Gesamtsituation wird viel semantische Information benötigt, womit das Datenvolumen
exponentiell ansteigen würde. Zum Teil lassen sich jedoch auch semantische Informationen im
SIG berücksichtigen, indem die Schwellwerte angepasst werden. Beispielsweise würde in der Nähe
einer Schule oder bei starkem Regen der Schwellwert α höher (bspw. doppelt so hoch) gewählt.
Eine letzte Einschränkung des Ansatzes liegt darin, dass nur die momentane Situation betrachtet
wird, und nicht Objekttrajektorien oder eine Historie des Geschehens.
6Dabei können allerdings auch negative Lerneﬀekte auftreten.





Die in dieser Arbeit vorgestellten Methoden wurden prototypisch implementiert und getestet.
Dazu wurden unterschiedliche Versuchsplattformen verwendet, die in Abschnitt 9.1 beschrie-
ben werden. Nun wird in den weiteren Abschnitten jeweils auf die Experimente zu den drei
Hauptebenen der Arbeit eingegangen. Zunächst werden die Methoden für die Bestimmung der
Kameraschwankungen und für die Fahrkorridorerkennung diskutiert. Anschließend wird die Ob-
jekterkennung erörtert, wobei sowohl die Testszenarien in der simulierten Umgebung als auch
die Tests mit realen Daten dargestellt werden. Die Ergebnisse der Objekterkennung werden in
drei Konﬁgurationen aufgeschlüsselt, zunächst jeweils nur mit Kamera und Laserscanner als
Einzelsensoren, dann mit Fusion der beiden. Schließlich werden einige Experimente zur Gefah-
renerkennung vorgestellt. Dazu wurden simulierte Daten verwendet, womit viele Trainingsdaten
und gezielte Gefahrensituationen erzeugt werden konnten.
9.1 Plattformen, Sensoren und Testfahrten
Für den experimentellen Einsatz der Methoden dieser Arbeit sind zwei von den in Abschnitt 1.3
eingeführten Plattformen verwendet worden. Zunächst wurde das Versuchsfahrzeug ViewCar in
einer Testkampagne eingesetzt, in der Autobahn-, Landstraße- und innenstädtischen Szenarien
befahren wurden. Der Fokus dieser Experimente liegt vor allem auf Autobahnszenarien. Das
ViewCar verfügt unter anderem über folgende Sensorsysteme:
• Laserscanner: Der Sensor von der Firma Ibeo GmbH, Modell Alaska XT, scannt mit 12,5 Hz
in vier Schichten und führt eine Segmentierung der Objekte durch. Er hat eine ausrich-
tungsabhängige Winkelauﬂösung von 0,125° im Frontalbereich und 0,5° in den seitlichen
Bereichen.
• Kamera: Die Kamera (CMOS) von der Firma Aglaia GmbH besitzt ein 3,5mm-Objektiv,
eine Pixelgröße von 7,5 μm×7,5 μm und eine Bildauﬂösung von 640×480 Pixeln. Es handelt
sich um eine Farbkamera, die jedoch für diese Arbeit in Grauwerten betrieben wird. Die
Kamera hat eine automatische Helligkeitsanpassung und ist auf dem Armaturenbrett (etwa
50 cm tiefer als der Fahrerblick) montiert, wodurch der Blickwinkel (Nicken) geringer ist,
als der des Fahrers.
• Ortungssystem: Das System von der Firma iMAR GmbH integriert ein diﬀerentielles GPS
mit einer Trägheitsplattform und liefert hochgenaue Positionsdaten. In Verbindung mit
einer verfügbaren digitalen Karte werden Informationen über die aktuell befahrene Straße
ausgelesen.
• Fahrstreifenerkennung: Es handelt sich um ein videobasiertes System, welches unter ande-
rem Informationen zur Breite, Krümmung, Art und Dicke der Markierungen des befahrenen
Fahrstreifens liefert.
Die Sensordaten werden im ViewCar aufgezeichnet und mit der genauen Erfassungszeit versehen.
Die Verarbeitung der Daten geschieht bisher oﬄine.
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In Ergänzung zu den realen Sensoren wurde die Fahrsimulationsumgebung eingesetzt. Der Vorteil
dabei ist, dass die realen Daten der Situation bekannt sind (ground truth), womit quantitative
Aussagen über die Methoden möglich sind. Folgende Sensoren werden realistisch simuliert:
• Der Laserscanner wurde anhand eines Sensormodells simuliert. Darin sind die ausrich-
tungsabhängige Winkelauﬂösung sowie die Entfernungsungenauigkeit implementiert. Die
gelieferten Objekte beinhalten nur Fahrzeuge und weisen keine Segmentierungsfehler auf.
• Die Kamera wurde anhand der Visualisierungssoftware implementiert, die dem Testfahrer
eingeblendet wird. Die damit erhaltenen Bilder besitzen sämtliche Informationen der Fahr-
situation. Genauso wie bei realen Bildern ergeben sich hier gelegentlich Artefakte im Bild,
die die Bildverarbeitung realistisch erschweren. Die Lichtverhältnisse in den Szenarien sind
jedoch konstant.
• Position sowie die Eigenschaften der befahrenen Straße sind direkt aus der Simulation
ableitbar.
• Fahrkorridor: Anhand der bekannten Straßendaten und der exakten Position sowie Kurs-
winkel des Ego-Fahrzeugs werden die Daten des Fahrkorridors erzeugt und für die Objek-
terkennung zugreifbar, wie sie idealerweise die Fahrkorridorerkennung liefern würde.
Die Simulatorfahrten mit simuliertem Fremdverkehr ﬁnden in einem Autobahnszenario statt.
9.2 Ergebnisse der Bestimmung der Fahrzeugorientierung
Das in Kapitel 4 vorgestellte Verfahren zur Korrektur von Fahrzeugschwankungen wurde imple-
mentiert, auf die Versuchsplattformen angepasst, validiert und getestet.
Zum Validieren der Methode wurde die Ausrichtung der Kamera in einer Situation in der Simula-
tionsumgebung gezielt verändert und mit dem Ergebnis der automatischen Korrektur verglichen.
Abbildung 9-1 stellt oben zwei Tests dar, in denen jeweils der Gierwinkel (κ um die Z-Achse)
und der Nickwinkel (φ um die Y -Achse) zwischen −3° und +3° gedreht wurden (gestrichelte
Kurven). Die durchgezogenen dicken Kurven stellen den ermittelten Wert dar. Der mittlere abso-
lute Fehler1 (dünne Kurven) der geschätzten Winkel beträgt jeweils εκ = 0, 14° und εφ = 0, 27°.
Im unteren Diagramm wurden beide Winkel gleichzeigig geändert (φ als Treppenfunktion und
κ als Dreieckfunktion). Dabei sind die mittleren absoluten Fehler εκ = 0, 45° und εφ = 0, 24°.
Die Korrelation zwischen beiden Fehlern ist mit ρκφ = 0, 41 relativ hoch, was darauf hinweist,
dass die Fehler beider Winkel nicht voneinander unabhängig sind. Trotz dieser Ungenauigkeiten
konnte die Methode mit den in Abbildung 9-1 dargestellten Ergebnissen validiert werden, da die
realen und die ermittelten Ausrichtungsveränderungen eine große Übereinstimmung zeigen.
Zum weiteren Testen der Methode, wurde diese anhand von realen Testdaten (in Autobahn
und Landstraße) bewertet. Um Korrelationen zu vermeiden wurde hier nur der Nickwinkel φ ge-
schätzt, da dieser den größten Fehlereinﬂuss auf die Objekterkennung hat. Da in den Testfahrten
keine realen Werte (ground truth) zum Vergleich vorlagen, wurde zur Auswertung ein visuel-
ler Abgleich durchgeführt. Die Methode weist in einem Autobahnabschnitt bei der verwendeten
Kamerakonstellation eine niedrige Verfügbarkeit auf, da sie nur auf 69,75% der aufgezeichneten
1Mittlerer absoluter Fehler von n Schätzungen xˆi bei Kenntnis der ground truth x˜i: εx = 1n
∑ |x˜i − xˆi|.
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Abbildung 9-1: Validierung der Korrektur von Fahrzeugschwankungen anhand von gesetzten Parametern
in der Simulationsumgebung.
Bilder anwendbar ist. In den restlichen Bildern bleiben die Fahrstreifenmarkierungen wegen der
niedrigen Bildqualität und der tiefen Einbauposition der Kamera unerkannt. Die Quote von gro-
ben Fehlern in realen Bildern ist gering (5,11% der aufgezeichneten Bilder). Diese ergeben sich
vor allem in Fahrstreifenwechseln oder bei unklaren Fahrstreifenmarkierungen. Da die bestimm-
ten Orientierungsschwankungen von φ eine Standardabweichung von σφ = 0, 16° besitzen, die in
der Größenordnung der in den Simulationsergebnissen festgestellten mittleren Fehler von 0,24°
liegt, sind diese Methoden für diese Testfahrt nicht signiﬁkant (die erkannten Schwankungen
könnten genau so gut Rauschen sein).
In einem Landstraßenszenario beträgt die Verfügbarkeit 73,88%, die Quote der groben Fehler
6,80% und die Standardabweichung der bestimmten Orientierungsschwankungen σφ = 0, 39°.
Die höhere Verfügbarkeit hängt mit den dichteren Fahrstreifenmarkierungen zusammen. Sowohl
die höhere Standardabweichung als auch die höhere Anzahl von groben Fehlern hängen mit der
Tatsache zusammen, dass Landstraßen mehr Unebenheiten als Autobahnen aufweisen. Auch
hier ist die Signiﬁkanz der Ergebnisse gering, ein visueller Abgleich zeigt jedoch den richtigen
Trend in der Erkennung der Schwankung.
Aus diesen Gründen erweist es sich nicht als sinnvoll, mit der aktuellen Plattformkonﬁguration
die Methode zur Korrektur der Fahrzeugschwankungen direkt zu verwenden. Da ein zuverlässiger
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Trend der Schwankungen erkannt wird (wie in der Validierung zuvor bereits gezeigt), kann mit
dieser Methode jedoch die Einstellung weiterer Parameter in der Verarbeitung vorgenommen
werden – wie beispielsweise die Erhöhung von Schwellwerten.
Die Methode zeigt vielversprechende Ergebnisse, die eine Alternative zu anderen Methoden aus
der Literatur, wie Liang [91] darstellt. Obwohl Liang genauere Ergebnisse erzielt, besitzt die hier
vorgestellte Methode zwei wichtige Vorteile, nämlich die Feststellung von ungeeigneten Bildern
und die Optimierungssuche der Orientierungsparameter.
9.3 Ergebnisse der Fahrkorridorerkennung
Das in Abschnitt 4.4 entwickelte Verfahren zur Fahrkorridorerkennung wurde prototypisch imple-
mentiert und in den durchgeführten Testfahrten für die Unterstützung in der Objekterkennung
verwendet. Dazu wurden die Daten aus dem Laserscanner, der im ViewCar beﬁndlichen Fahr-
streifenerkennung und die Informationen über die befahrene Straße verwendet.
Abbildung 9-2 stellt beispielshaft die Ergebnisse der Fahrkorridorerkennung in einem 128 sekün-
digen Abschnitt der Testsequenz dar, die eine Autobahnauﬀahrt und einen Autobahnabschnitt
beinhaltet. Darin sind die Schätzungen aus jeder Einzelquelle sowie das Ergebnis der Fusion zu
sehen.
In diesem Sequenzabschnitt läuft die Fahrkorridorerkennung im Ganzen richtig. Nichtsdestotrotz
sind darin manche Eﬀekte der Methode ersichtlich, die im Folgenden erläutert werden. In der
Sequenz sind mehrere Stellen erkennbar, in denen jeweils die Fahrstreifendaten (wie im Bereich
um 647-658 s, 671-675 s, 737 s), die Laserscannerdaten (wie in 656 s, 670 s, 692 s, 743-750 s)
oder die digitalen Karten (z.B. 689 s) unsicher sind. Bis auf dem Bereich zwischen 665 s und
673 s ist die Ausgabe der fusionierten Daten richtig. Im besagten Bereich ﬁnden gleichzeitig ein
Fahrstreifenwechsel und eine Erweiterung der Straße um einen Fahrstreifen statt. Im Zeitpunkt
737 s ﬁndet ein Fahrstreifenwechsel statt. Im Zeitbereich zwischen 743 s und 750 s beﬁndet
sich das Ego-Fahrzeug neben einem Lkw, wodurch der Laserscanner einen zu schmalen Korridor
schätzen würde. Die Fusion liefert jedoch eine richtige Schätzung.
Solche Situationen lassen sich während der gesamten Fahrt erkennen. Die Bestimmung der Fahr-
korridorgrenzen ist in den meisten Situationen richtig, was eine eﬀektive Erleichterung für die
restliche Datenverarbeitung bedeutet. Mit der momentanen Implementierung ergeben sich al-
lerdings zweierlei Schwierigkeiten in der Fahrkorridorerkennung. Einerseits kommen gelegentlich
Situationen vor, in denen der Fahrkorridor aufgrund von engen Kurvenradien oder in Kreuzungs-
bereichen kurzzeitig zu schmal geschätzt wird. Dies bedeutet eine kurzzeitige Einschränkung
der Objekterkennung und damit auch der Gefahrenerkennung. Andererseits wird der Fahrkorri-
dor an manchen Situationen kurzzeitig zu breit geschätzt, wie bspw. bei falschen oder fehlenden
Fahrstreifendaten, Daten aus der digitalen Karte oder in Kreuzungsbereichen. Dadurch ent-
stehen auch kurzzeitige Rauschobjekte in der Objekterkennung, die in sehr unwahrscheinlichen
Konstellationen zu falschen Gefahreneinschätzungen (false positive) führen können.
Aus diesen Experimenten wird ersichtlich, dass eine Verbesserung der Fahrkorridorerkennung
insbesondere in den Bereichen mit engen Kurven und Kreuzungen sinnvoll wäre, um eine zuver-
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Abbildung 9-2: Beispiel der Fahrkorridorerkennung anhand einer Sequenz realer Testdaten.
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lässigere Objekt- und Gefahrenerkennung zu ermöglichen.
Im Vergleich mit anderen Arbeiten, wie zum Beispiel Berger et al. [15], Weiß et al. [158], Darms
et al. [38] und Loose und Franke [94], lässt sich mit der hier vorgestellten Methode aufgrund der
Fusion eine höhere Verfügbarkeit (Ausfallsicherheit) und Zuverlässigkeit erwarten. Im Vergleich
zur Arbeit von Loose und Franke [94] ist das hier verwendete Modell einfacher und weniger
diﬀerenziert (ohne Kurven), benötigt jedoch daher einen geringeren Rechenaufwand.
9.4 Ergebnisse der Objekterkennung und -verfolgung
Zum Testen der Objekterkennung und -verfolgung sind zwei Wege verfolgt worden: mit simu-
lierten und mit realen Testdaten.
Als erste Teststrategie sind eine Reihe von gezielten Testszenarien für den Fahrsimulator (mit
simulierten Fremdverkehr) vorbereitet und untersucht worden. Damit können quantitative Aus-
sagen über die Methoden getroﬀen werden. Das Ziel dieser Arbeit ist in erster Linie die Erfassung
der Fahrsituation in Autobahnszenarien. Es werden daher folgende drei simulierte Testszenarien
dargestellt, die besonders häuﬁg in der Autobahn vorkommen, nämlich eine Folgefahrt (TS1 in
Unterabschnitt 9.4.1), Überholen (TS2 in Unterabschnitt 9.4.2) und Fahrstreifenwechsel (TS3
in Unterabschnitt 9.4.3).
Des Weiteren sind Daten aus den in den letzten Abschnitten vorgestellten Testfahrten im rea-
len Fahrzeug betrachtet worden. Daraus wurden zwei repräsentative Realdatenausschnitte (RA)
ausgewählt, jeweils in einer dreispurigen Autobahn (RA1 in Unterabschnitt 9.4.4) und beim Über-
holen (RA2 in Unterabschnitt 9.4.5). Zum Testen der Methoden an realen Fahrtdaten lag keine
Information über die ground truth vor. Aus diesem Grund wurden für die Ergebnisse ein visueller
Vergleich und die geschätzten Genauigkeiten als Kriterien verwendet. Werden vergleichbare Er-
gebnisse erhalten, wie mit den simulierten Testdaten, so dient das Experiment zur Validierung
der Simulation.
Alle Tests sind mittels einer Ergebnistabelle sowie einiger Ablaufdiagramme visualisiert. Die
Spalten der Ergebnistabelle sind folgende:
• Die mittlere absolute Abweichung εxi jeder Komponente xi (wenn ground truth bekannt
ist2).
• Die mittlere geschätzte Fehlerkovarianz3 σxi jeder Komponente xi.
• Die Anzahl von Id-Wechseln (idch) des verfolgten Fahrzeuges. Eine niedrige Zahl ist auf
der Anwendungsebene vorteilhaft.
• Prozentueller Anteil der false negatives (f.n., verpasste Objekte) aus den Objekthypothe-
sen und die gesamte Dauer in Sekunden, während der ein Objekt verpasst wurde4. Auch
der prozentuelle Anteil der Zyklen, in denen ein Objekt in den Rohdaten nicht erfasst
2Absolute Abweichung bei Kenntnis der ground truth: εx =
√
(x˜− xˆ)2 = |x˜− xˆ|; Mittlere absolute Abweichung
über die Zeit: εx = 1n
∑
εx.
3Geschätzte Fehlerkovarianz σ2x = E[(x˜−xˆ)(x˜−xˆ)T ] und mittlerer geschätzter Fehler über die Zeit: σx = 1n
∑
σx.
4Werden zwei Objekte gleichzeitig 1 Sekunde lang nicht verfolgt, so beträgt diese Zahl 2 s.
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wurde (f.n. roh), wird angegeben. Dies zeigt den durch das Verfolgungssystem erreichten
Gewinn.
• Die Anzahl von false positives (f.p., Phantomobjekten) als Rate von Id pro Sekunde und
deren mittlere Dauer. Die dritte Zahl drückt die Anzahl an false positives in den Rohdaten
(f.p. roh) aus und zeigt damit die durch das System erreichte Wegﬁlterung.
Die Zeilen der Tabelle zeigen jeweils die Ergebnisse anhand der Kamera (cam), Laserscanner
(lsr) und Fusion der beiden (fus). Dazu sind jeweils die verfügbaren Datenraten angegeben.
Die Diagramme stellen den Verlauf der X-Komponente, der Y -Komponente, der Längsgeschwin-
digkeit (x˙) und des NIS-Wertes5 dar. Letzterer gibt ein Maß zur Stabilität der Verfolgung an
(siehe Erläuterungen in Abschnitt 7.4.1).
9.4.1 Testszenario TS1: Folgefahrt
Auf einer geraden Autobahn mit drei Fahrstreifen wird auf dem mittleren Fahrstreifen hinter
einem führenden Fahrzeug gefahren. Der Abstand zwischen beiden Fahrzeugen ändert sich von
20m bis etwa 70m und dann wieder auf 20m mit einer relativen Geschwindigkeit von ca.
30 km/h. In diesem Testszenario wird die Güte in der Verfolgung in einfachen Situationen ge-
testet. Die Längskomponente rückt dabei in den Vordergrund. Hierzu werden die maximalen
Entfernungen, Relativgeschwindigkeiten und Beschleunigungen bzw. Bremsungen getestet, bei
denen das System in der Lage ist, die Objekte zu verfolgen.
Die Ergebnisse der Objekterkennung und Verfolgung sind in Tabelle 9-1 und in den Diagrammen
in Abbildung 9-4 zusammengefasst. Abbildung 9-3 stellt einen Schnappschuss des Tests dar.
Mithilfe der konkurrierenden und modularen Struktur der Methoden gelingt es dem System, die
Fahrsituation anhand jeweils eines Sensors zu verfolgen. Auch in dem Fall, dass die Daten der
beiden fusioniert werden, wird die Verfolgung trotz höherer Komplexität erfolgreich durchgeführt.





Abbildung 9-3: Schnappschuss aus dem Testszenario TS1 zum Zeitpunkt 2 s. Links ist eine orthographi-
sche Sicht der Szene und rechts ein Kamerabild mit den Objekthypothesen dargestellt.
Die Genauigkeit der Schätzung (siehe Tabelle 9-1) weist in allen drei Fällen gute Werte auf.
Besonders genau erweisen sich die Ergebnisse anhand des Laserscanners, da seine Beobachtun-
gen sehr genau sind und wenige Störeﬀekte beinhalten. In der fusionierten Version erreicht die
Genauigkeit einen zum Teil schlechteren Wert als mit dem Laserscanner. Dies ist der höheren
Komplexität und den unsichereren Kamerabeobachtungen zurückzuführen. Dies wird auch im
Diagramm zum NIS-Wert sichtbar. Die Genauigkeit der Geschwindigkeit ist sehr niedrig. Dies
erklärt sich durch den Initialisierungsfehler (zwischen 0 s und 2 s). Dank einer Objektverdoppelung
kann jedoch dabei das Objekt mit derselben Id verfolgt werden, was auf der Anwendungsebe-
ne vorteilhaft ist. Die Länge des Objektes ist in diesem Experiment nicht beobachtbar (siehe
Abbildung 9-3).
In allen drei Konﬁgurationen werden hohe Zuverlässigkeitswerte erreicht. Im Fall der Fusion
erscheinen wenige Phantomobjekte (f.p.), die jeweils sehr kurze Lebensdauer (0,28 s) und damit
keine wichtigen Auswirkungen aufweisen. Die Zahl der verpassten Objekte (f.n.) in den Rohdaten
bei der Fusion bezieht sich auf die Zeit, in der sich das Objekt außer Reichweite der Kamera
beﬁndet.
Die Fusion ermöglicht eine deutliche Erhöhung der Datenverfügbarkeit, für die eine leicht ge-
ringere Genauigkeit in Kauf genommen wird. Die Reichweite der Sensoren wird erfolgreich zu-
sammengefügt, auch wenn nicht im gesamten Bereich fusioniert wird (z.B. in vom Sensor weit
entferntem Bereich).
Aufgrund der höheren Verfügbarkeit sind höhere Relativgeschwindigkeiten erkennbar, auf die
das System hin untersucht wurde. Bei der aktuellen Konﬁguration ist es dem Laserscanner nicht
möglich Relativgeschwindigkeiten über 70 km/h zu verfolgen, die beispielsweise bei Gegenver-
kehr stattﬁnden können. Die Bildverarbeitung (angenommen, dass genügend Rechenleistung zur
Verfügung steht) kann bis ca. 200 km/h verfolgen, jedoch mit eingeschränkter Genauigkeit. Die
Fusion zeigt in solchen Extremfällen (z.B. bei Gegenverkehr) ihre Vorteile, denn die Verfolgung
kann bei höherer Geschwindigkeit mit besserer Genauigkeit durchgeführt werden.
9.4.2 Testszenario TS2: Überholen
Auf einer geraden Autobahn mit drei Fahrstreifen wird auf dem mittleren Fahrstreifen hinter ei-
nem führenden Fahrzeug mit variierendem Abstand gefahren, während die Lkws auf dem rechten
Fahrstreifen überholt werden und die Pkws auf dem linken Fahrstreifen überholen. Alle Geschwin-
digkeiten zeigen leichte Veränderungen. Mit diesem Testszenario wird die Fähigkeit des Systems
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Abbildung 9-4: Ablauf des Testszenarios TS1 anhand der Kamera, des Laserscanners und der Fusion. Die
Diagramme beinhalten jeweils die Position in X - und Y -Richtung, die Längsgeschwin-
digkeit und den NIS-Wert. Jedes Kurvensegment entspricht einer Objektdetektion. Die
gestrichelten Kurven stellen die ground truth dar.
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Abbildung 9-5: Schnappschuss aus dem Testszenario TS2 zum Zeitpunkt 3 s. Links ist eine orthographi-
sche Sicht der Szene und rechts ein Kamerabild mit den Objekthypothesen dargestellt.
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geprüft, mit komplexeren Situationen umzugehen. Die Herausforderung besteht vor allem darin,
die Objekte einzeln zu verfolgen, auch wenn sie zum Teil mit sehr kurzem Abstand fahren –
sowohl in Längs- als auch in Querrichtung.
Dieses Szenario wurde wie das Vorige in drei Konﬁgurationen durchgeführt. Die Ergebnisse sind
analog in Tabelle 9-2 und den Abbildungen 9-5 und 9-6 dargestellt.
In diesem Testszenario haben alle drei Experimente erfolgreiche Ergebnisse gezeigt. Die Anmer-
kungen zur Genauigkeit und Zuverlässigkeit aus dem letzten Testszenario sind auch bei diesem
vergleichbar. Zusätzlich werden folgende Eigenschaften beobachtet:
Insgesamt ist die Genauigkeit des Laserscanners höher und die Reichweite größer als bei der
Kamera. Durch Fusion der beiden wird zusätzlich eine höhere Datenverfügbarkeit erreicht. Der
Laserscanner hat beispielsweise in der Sequenz zwischen 2 s und 4 s Schwierigkeiten ein Objekt zu
initialisieren. Zum Teil zieht in den Ergebnissen die höhere Komplexität durch die Fusion beider
Sensoren eine Verschlechterung der Genauigkeit nach sich – analog zum letzten Experiment.
Die Kamera hat im Vergleich zum Laserscanner einen eingeschränkten horizontalen Erfassungs-
bereich. Da die Methoden der Bildverarbeitung bezogen auf die verwendeten Kameras ihre Gren-
zen ab einer größeren Entfernung als 50m aufweisen, ist die Güte der Daten auf diesen Bereich
beschränkt. Die Bildverarbeitung hat ihre Funktion bei unterschiedlichen Objekttypen gezeigt.
Dabei wird jedoch deutlich, dass sich beide Sensoren zum Teil auf unterschiedliche Objektteile
für die Positionsbestimmung beziehen. Zum Beispiel kann bei einem Bus die hintere Unterkannte
durch undeutlichen Schatten ungenau ermittelt werden. Aufgrund dieses systematischen Feh-
lers, der in der Fusion schwer auszuﬁltern ist, werden zum Teil zwei Objekte statt einem verfolgt
(siehe Ungenauigkeiten in der Fusion der X-Position in Diagramm 9-6 zwischen 14 s und 16 s).
Die Anmerkungen zur Zuverlässigkeit (f.n. und f.p.) sind wie im letzten Testszenario. Dabei
kommt es zum Teil zu Teilverdeckungen zwischen den Objekten, deren Eﬀekte durch die Fusion
verringert werden.
In diesem Szenario wird auch die Unterscheidbarkeit von sehr nah beieinander fahrenden Fahr-
zeugen durch das System deutlich. Diese Tests waren mit seitlichen Abständen von ca. 2m und
Längsabständen von unter 10m erfolgreich.
9.4.3 Testszenario TS3: Fahrstreifenwechsel
Auf einer geraden Autobahn mit drei Fahrstreifen wird auf dem mittleren Fahrstreifen gefahren.
Auf dem rechten Fahrstreifen fahren langsamere Fahrzeuge. Ein 10 km/h schneller fahrendes
Fahrzeug überholt das Ego-Fahrzeug von links (Zeitpunkt 5 s), wechselt auf den mittleren Fahr-
streifen etwa 40m vor dem Ego-Fahrzeug (Zeitpunkt 7 s). Dabei wechselt das Ego-Fahrzeug auf
den linken Fahrstreifen. Schließlich wechselt das Ego-Fahrzeug auf den mittleren Fahrstreifen
(Zeitpunkt 12 s), während ein Fahrzeug aus dem rechten Fahrstreifen beschleunigt und zwei
Fahrstreifen nach links wechselt (Zeitpunkte 15 s und 20 s).
In diesem Testszenario wird insbesondere die Fähigkeit des Systems getestet, die seitlichen



















































































































































































































































































































































































































































Abbildung 9-6: Ablauf des Testszenarios TS2 anhand der Kamera, des Laserscanners und der Fusion. Die
Diagramme beinhalten jeweils die Position in X - und Y -Richtung, die Längsgeschwin-
digkeit und den NIS-Wert. Jedes Kurvensegment entspricht einer Objektdetektion. Die
gestrichelten Kurven stellen die ground truth dar.
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Abbildung 9-7: Schnappschuss aus dem Testszenario TS3 zum Zeitpunkt 6 s. Links ist eine orthographi-
sche Sicht der Szene und rechts ein Kamerabild mit den Objekthypothesen dargestellt.
des eigenen Fahrzeugs getestet. Es wird hiermit auch die Verwendung des Fahrkorridors getestet.
Die Ergebnisse dieses Tests sind analog zu den vorigen Resultaten in Tabelle 9-3 und in den
Abbildungen 9-7 und 9-8 dargestellt.
Darin ist zu erkennen, dass es zu einer Objektverdeckung um den Zeitpunkt 10 s kommt. Daher
ist die Quote von verpassten Objekten (f.n.) höher als bei den vorigen Experimenten.
Es kommt in dem Testszenario zu mehreren Fahrstreifenwechseln. In dem Testszenario werden
alle Fahrstreifenwechsel richtig verfolgt (ohne Wechsel der Objekt-Id). Die in Tabelle 9-3 an-
gegebenen Id-Wechsel passieren im Zusammenhang mit der Initialisierung oder Löschung von
Objekthypothesen. Bei weiteren Tests, in der die Quergeschwindigkeit der Objekte erhöht wurde,
hat sich wieder zeigt, dass der Laserscanner eine höhere Zuverlässigkeit besitzt als die Kamera,
diese jedoch eine höhere Datenverfügbarkeit aufweist. Deswegen werden die Fahrstreifenwechsel
durch den Laserscanner (wegen zu großer Sprünge) und durch die Kamera (wegen Ausreißern)
zum Teil nicht richtig verfolgt. Durch die Fusion und insbesondere aufgrund der Verdoppelungs-
strategie erhalten diese Experimente bessere Ergebnisse. Eine fehlerfreie Objektverfolgung beim
Fahrstreifenwechseln mit erhöhter Quergeschwindigkeit wird jedoch nicht immer erreicht.
In weiteren Tests ist auch die Empﬁndlichkeit des Systems auf eigene Querbewegungen fest-





















































































































































































































































































Abbildung 9-8: Ablauf des Testszenarios TS3 anhand der Kamera, des Laserscanners und der Fusion. Die
Diagramme beinhalten jeweils die Position in X - und Y -Richtung, die Längsgeschwin-
digkeit und den NIS-Wert. Jedes Kurvensegment entspricht einer Objektdetektion. Die
gestrichelten Kurven stellen die ground truth dar.
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Fahrkorridor Erfassungsbereich Laserscannerbeob.
Kamerabeob.Obj.HypotheseEgo-Fahrzeug
Abbildung 9-9: Schnappschuss aus dem Realdatenausschnitt RA1 zum Zeitpunkt 523,5 s. Links ist eine
orthographische Sicht der Szene und rechts ein Kamerabild mit den Objekthypothesen
dargestellt.
tuation plötzlich erhöhte Quergeschwindigkeiten auf, die proportional zu deren Entfernung sind.
Aus diesem Grund scheint eine wichtige Verbesserung des Systems zu sein, die eigene Bewegung
in die Filterung einzubeziehen, um die Objekte in globalen Koordinaten zu verfolgen.
9.4.4 Realdatenausschnitt RA1: Überholen in dreispuriger Autobahn
Der erste Ausschnitt aus realen Daten ist in einer dreispurigen Autobahn (auf der A2 bei Braun-
schweig-Flughafen) aufgezeichnet worden. Dabei wird das Ego-Fahrzeug von mehreren Fahrzeu-
gen von links überholt. In 100m Entfernung fährt ein Lkw, der nur selten durch den Laserscanner
erfasst wird. Das Interesse dieses Tests liegt in der Initialisierung immer neuer Objekte und Ver-
folgung bei steigender Entfernung.
Tabelle 9-4 zeigt die Ergebnisse der Verarbeitung. Abbildung 9-9 zeigt einen Schnappschuss des
Tests. In Abbildung 9-10 sind die Ablaufdiagramme des Tests für jeden Sensor im Einzelnen und
für die Fusion der beiden dargestellt.
Dieses Experiment zeigt die Tauglichkeit der Methoden für reale Messdaten. Die Kamerabil-
der sind sehr kontrastarm und weisen einen sehr geringen Blickwinkel auf die Verkehrsszene auf.
Deswegen ist deren Erfassungsbereich praktisch auf 45m begrenzt. Auch wenn der Laserscanner
einen deutlich größeren Erfassungsbereich besitzt, sind Objekte in größeren Entfernungen (ab
80m) auch schwer zu verfolgen. Innerhalb der erwähnten Erfassungsbereiche läuft die Objekter-
kennung und Verfolgung erfolgreich. Die geschätzten Genauigkeiten (Fehlerkovarianzen) liegen
in einem ähnlichen Bereich wie in den Simulatortests, welches als Validierung der simulierten
Sensordaten gilt. Nach visuellem Abgleich werden keine Objekte der Szene verpasst, auch wenn


















1,689 0,442 47,269 24,211 0,792 1,607 0,00
lsr
12,5Hz
0,442 0,266 24,145 19,034 0,475 2,818 0,00
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Abbildung 9-10: Ablauf des Realdatenausschnitts RA1 anhand der Kamera, des Laserscanners und der
Fusion. Die Diagramme beinhalten jeweils die Position in X - und Y -Richtung, die Längs-
geschwindigkeit und den NIS-Wert. Jedes Kurvensegment entspricht einer Objektde-
tektion. Die grauen Kurven entsprechen den Objekten mit niedriger Zuverlässigkeit.
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0,579 0,202 15,393 9,820 0,448 2,939 0,00
lsr
12,5Hz
0,157 0,171 16,990 18,161 0,322 1,149 0,00
fus
36,5Hz
0,357 0,202 12,499 10,329 0,155 0,296 0,00
kurzzeitige Ausfälle in den Rohdaten vorkommen. Die beiden Sensoren besitzen keine stören-
den false positives. Im seitlichen Bereich erscheinen gelegentlich welche, die jedoch mit realen
Objekten (Leitplanken, Büschen) zusammenhängen.
9.4.5 Realdatenausschnitt RA2: Folgefahrt in zweispuriger Autobahn
Der zweite Ausschnitt aus realen Daten ist aus einer Fahrt auf einer zweispurigen Autobahn
(A391 in Braunschweig) abgeleitet. Auf der rechten Seite ist ein Bereich mit Leitbaken ab-
getrennt. Es wird hinter einem Vordermann mit variierender Entfernung gefahren. Das Ego-
Fahrzeug wird dabei von einem anderen Fahrzeug langsam rechts überholt, das später von der
Autobahn abfährt.
Die Ergebnisse des Experiments sind der Tabelle 9-5 und den Abbildungen 9-11 und 9-12 zu
entnehmen.
In allen drei Konﬁgurationen ist die Objekterkennung und Verfolgung trotz des geringeren Er-
fassungsbereichs der Kamera gelungen. Der Laserscanner ist in der Lage schmalere Objekte
(die Leitbaken) zu erkennen und zu verfolgen (siehe Streifen im X-Diagramm und Messwerte
bei -6m in Y -Diagramm). Da diese Objekte statisch sind, wird die eigene Geschwindigkeit aus
dem dritten Diagramm deutlich (etwa 90 km/h). Im Zeitpunkt 790 s fährt ein weiteres Fahrzeug
von rechts ins Blickfeld des Laserscanners. Dieses wird erst später (bei 798 s) von der Kamera
erkannt. In einer Entfernung von 50 bis 60m wird immer wieder ein Lkw erkannt. Wegen der
geringen Datenverfügbarkeit kann er nicht dauerhaft verfolgt werden. Auch in diesem Daten-
abschnitt treten Phantomobjekte in den Seitenbereichen auf, die für die Hauptobjekte keine
weiteren negativen Eﬀekte haben.
9.4.6 Zusammenfassung der Ergebnisse zur Objekterkennung
Unter Verwendung der in den Kapiteln 5 bis 7 vorgestellten Strategien ist die Erkennung und
Verfolgung der Objekte in den Experimenten gelungen. Dabei zeigt sich eine hohe Robust-
heit gegenüber ungenauen Daten und Ausreißern. Die Methoden funktionieren sowohl für einen
einzelnen als auch für mehrere Sensoren. Sie wurden sowohl anhand von gezielten realistisch
simulierten Autobahnsituationen, als auch mit vergleichbaren Realdatenabschnitten getestet.
Zu den simulierten Szenarien gehören Folgefahrten, Überholmanöver und Fahrstreifenwechseln.





Abbildung 9-11: Schnappschuss aus dem Realdatenausschnitt RA2 zum Zeitpunkt 795 s. Links ist eine
orthographische Sicht der Szene und rechts ein Kamerabild mit den Objekthypothesen
dargestellt.
den Testszenarien TS1 mit Beschleunigung und Bremsung und TS3 Fahrstreifenwechsel), die
jedoch durch das System korrekt verfolgt werden konnten. Auch Situationen kommen vor, in
denen zwei Objekte sehr nah beieinander fahren, so dass das System sie trennen muss (wie in
Testszenario TS2). Die Testergebnisse in den simulierten Szenarien zeigen hohe Übereinstim-
mung mit der bekannten ground truth. Bei Realdaten zeigt ein visueller Abgleich ebenso gute
Ergebnisse bei ähnlichen Schätzgenauigkeiten. Damit sind die erkannten Objektdaten für die
nächste Abstraktionsebene, die Gefahrenerkennung, geeignet.
Anhand der ausführlichen Analyse sind einige Schwachpunkte des Systems festgestellt worden.
Ein Beispiel ist der negative Einﬂuss, den die unsichere Erkennung aus den Kamerabildern auf die
Fusion erzeugen kann (leicht schlechtere Genauigkeit und Zuverlässigkeit durch höhere Komple-
xität). Problematische Situationen entstehen zum Beispiel bei Durchfahrten unter eine Brücke
oder bei lateralen Bewegungen der Objekte gezeigt. Insbesondere die eigene Kurswinkeländerung
hat negative Folgen auf die Verfolgung der Daten.
Im Zusammenhang mit der Fusion sind in der Objekterkennung und Verfolgung deutliche Vor-
teile zu verzeichnen. Aufgrund der Verwendung mehrerer Sensoren in einer konkurrierenden
Art und Weise erhält das Fusionssystem eine hohe Sensorunabhängigkeit, Erweiterbarkeit und
niedrige Ausfallsrate. Des Weiteren ist die gemeinsame Verfügbarkeit des Fusionssystems auch
höher als bei jedem Einzelsensor, womit Objekte mit höheren Relativgeschwindigkeiten oder
Manövern auf komplementärer Art verfolgt werden können. Auch komplementär ist der Gewinn
an Beobachtbarkeit durch die Fusion, wodurch unterschiedliche Objektperspektiven erfolgreich
zusammengeführt wurden.
Bei der Durchführung der Experimente wurde Wert auf die zuverlässige Funktion und die Qualität
der Ergebnisse gelegt. Die Methoden laufen daher zur intensiven Analyse zurzeit noch nicht in
Echtzeit.
Ein Vergleich mit anderen Arbeiten aus der Literatur ist aufgrund der unterschiedlichen Sensor-
konﬁgurationen und Testdaten nur schwer möglich. Nichtsdestotrotz können folgende wichtige
Punkte hervorgehoben werden.
Im Vergleich zu Systemen, die auf einem einzelnen Sensor basieren oder eine Fusion auf sen-
sornaher Ebene durchführen, ist die Zuverlässigkeit und Erweiterbarkeit dieses Ansatzes eine
Stärke, der Rechenaufwand und zum Teil die Genauigkeit jedoch eine Schwäche.
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Abbildung 9-12: Ablauf des Realdatenausschnitts RA2 anhand der Kamera, des Laserscanners und der
Fusion. Die Diagramme beinhalten jeweils die Position in X - und Y -Richtung, die Längs-
geschwindigkeit und den NIS-Wert. Jedes Kurvensegment entspricht einer Objektde-
tektion. Die grauen Kurven entsprechen den Objekten mit niedriger Zuverlässigkeit.
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In der Bildverarbeitung basieren andere Arbeiten, wie von Holt [73] und Cramer [35], auf be-
stimmten Merkmalen, von denen eine korrekte Objekterkennung abhängt. In dieser Arbeit stellt
die Objektextraktion basierend auf Texturmerkmalen dagegen eine allgemeine Methode dar.
Im Bezug auf das Dynamikmodell verwenden andere Autoren, wie Cramer [35], komplexe Mo-
delle, können jedoch unbekannte Manöver nicht verfolgen. Becker [13] verwendet dazu eine
angepasste Messunsicherheit im Falle eines Manövers. Kämpchen, Fürstenberg und Dietmayer
[80, 79] verwenden ein IMM-Filter. Das Dynamikmodell des in dieser Arbeit vorgestellten An-
satzes ist dagegen sehr einfach und schlank, womit die Filterung leicht initialisiert und stabil
verfolgt werden kann. Durch die zusätzlichen Strategien werden Objekte auch bei unbekannten
Manövern gut verfolgt.
Nur wenige Arbeiten in der Literatur beschäftigen sich mit der wechselnden Perspektive und der
partiellen Beobachtbarkeit der Objekte. Diese Aspekte berücksichtigt Stüker [144], betrachtet
dabei jedoch nicht explizit die wechselnde logische Referenz eines Objekts, womit die Assoziation
auch erschwert wird. Die Konzepte der Beobachtbarkeit wurden in dieser Arbeit weiterentwickelt
und explizit für jede Zustands- und Beobachtungskomponente verwendet.
Auch eine selten angesprochene Problematik stellen das split und das merge von Objekten dar.
Hierzu sind in dieser Arbeit Strategien vorgestellt und getestet worden, die damit umgehen
können.
Wie anfangs bereits erwähnt, besitzen manche Arbeiten in der Literatur eine höhere Objekt-
genauigkeit und Zuverlässigkeit, als die hier vorgestellte. Nichtsdestotrotz ﬁndet sich im hier
vorgestellten Ansatz eine Sammlung von Strategien, die eine größere Vielfalt von Schwierigkei-
ten lösen. Damit zeichnet sich der Ansatz in vielen Situationen durch seine hohe Robustheit
aus.
9.5 Ergebnisse der Gefahrenerkennung
Das in Kapitel 8 vorgestellte Konzept des SIG wurde für die TTC und die THW prototypisch
implementiert und mit simulierten Daten getestet.
Die SIG-Struktur wurde in Form zweier Schichten mit positionsabhängigen Häuﬁgkeitsverteilun-
gen deﬁniert, eine für TTC und eine für THW. Da die simulierten Daten lediglich auf geraden
Strecken basieren, entsprechen die kartesischen Koordinaten den straßengeführten Koordina-
ten. Die Längsrichtung des Gitters wurde mit einer Auﬂösung von 5m und die Querrichtung
mit einer Auﬂösung von 3,6m (Fahrstreifenbreite) ausgewählt. Jede der Zellen beinhaltet eine
Häuﬁgkeitsverteilung der vorkommenden TTC-Werte bzw. THW-Werte. Diese können Werte
in beiden Fällen zwischen 0 s und 20 s mit einer Auﬂösung von 0,5 s annehmen.
Um das Konzept der Gefahrenerkennung anhand von atypischen Ereignissen geschlossen zu
testen, wurden die Objektdaten direkt aus der Verkehrssimulation einbezogen und nicht über
die simulierten Sensoren und die Objekterkennung gewonnen. Die Verkehrssimulation beinhal-
tete Verkehr auf einer dreispurigen geraden Autobahn. Dabei fährt auf dem linken Fahrstreifen
schnellerer und auf dem rechten langsamerer Verkehr. Das Ziel bei diesem ersten Experiment
war, die Erkennbarkeit von atypischen Situationen in einfachen Szenarien zu prüfen. Daher wurde
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TTC
THW
Abbildung 9-13: Beispiel einer SIG-Struktur. Jede Zelle ist durch den entsprechenden Schwellwert re-
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Abbildung 9-14: Beispiele für die Verteilungsfunktion in zwei unterschiedlichen SIG-Zellen.
die Verkehrssimulation mit viel Dynamik in der Spurhaltung und der Längsgeschwindigkeit aller
Fahrzeuge gestaltet, was im Vergleich zum realen Verkehr eine unnatürliche Situation darstellt.
Die SIG-Strukturen wurden mehrere Stunden lang trainiert mit einem Aktualisierungsintervall
von 0,5 s. In Abbildung 9-13 sind die zwei Schichten der resultierenden SIG-Struktur dargestellt.
Die Zellen sind nach dem Schwellwert des TTC bzw. THW schattiert. Darin erkennt man, dass
nähere Zellen zum Ursprung (Ego-Fahrzeug) einen niedrigeren TTC- bzw. THW-Wert aufweisen
(dunkler). Auf der TTC-Schicht ist auch erkenntlich, dass der rechte Verkehr (untere Seite)
langsamer fährt als der linke. Auf Abbildung 9-14 sind die Häuﬁgkeitsverteilungen beispielhaft für
zwei Zellen für die TTC dargestellt. Darin sind die unterschiedliche Lage und Form der Verteilung
in Abhängigkeit von der Entfernung erkennbar. Auch der damit verbundene Schwellwert ist
dementsprechend unterschiedlich (TTC von 6,5 s in einer Entfernung von 40m und 1,5 s in
einer Entfernung von 10m).
Der Prototyp wurde zudem 2 weitere Stunden in der Detektionsphase mit diesen Daten getestet.
Dabei ergaben sich 66 Unfälle, 64 davon (96,87%) wurden frühzeitig erkannt. Im Mittel waren
die Unfälle 3,2 s vorher als Gefahr detektiert. Die Rate an Warnungen war mit 161 pro Stunde
sehr hoch. Dies ist auf die bereits erwähnten unnatürlichen Verhältnisse der Verkehrssimulation
zurückzuführen.
Mit diesen Experimenten ist der Ansatz der Erkennung von atypischen Situationen in einfachen
Szenarien getestet worden. Eine Validierung der Ergebnisse mit realen Daten und Fahrerein-
schätzungen wurden im Rahmen dieser Arbeit nicht vorgenommen.
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10 Zusammenfassung und Ausblick
10.1 Zusammenfassung und Diskussion
In der vorliegenden Arbeit wurde eine Prozessierungskette zur Objekterkennung und Verfolgung
in Fahrsituationen sowie zur Ableitung von potentiellen Gefahren vorgestellt. Im Zusammen-
hang mit dieser Prozessierungskette sind an vielen Stellen neue Methoden vorgestellt worden,
einschließlich der Verarbeitung auf Sensorebene, der Objekterkennung aus Kamerabildern und
Laserscannerdaten, der Objektverfolgung und Fusion sowie der Gefahrenerkennung.
In Anlehnung an die in Abschnitt 1.5 gestellten Forschungsfragen werden hier die erarbeiteten
Punkte wieder aufgegriﬀen und diskutiert. Dabei lautet die zentrale Frage: welche Chancen und
Probleme stellt die Fusion der Daten einer Kamera und eines Laserscanners in der Detektion von
Objekten im unmittelbaren Umfeld des Fahrzeugs im Blick auf die frühzeitige Erkennung von
potentiellen Gefahren in der Fahrsituation dar? Bereits in den einleitenden Kapiteln der Arbeit
wurde erkannt und herausgestellt, dass die erwähnten Sensoren viele Stärken zur Objekt- und
Gefahrenerkennung besitzen. Da die Sensoren auf unterschiedlichen Prinzipien beruhen, kann
durch Fusion ihrer Daten ein größerer Gewinn für die Objekterkennung, und damit auch für die
Gefahrenerkennung, erwartet werden. Allerdings sind ebenso wichtige Schwierigkeiten erkannt
worden, die in den folgenden Absätzen zusammengefasst werden.
10.1.1 Objektverfolgung und Fusion
Wie können die Daten aus einem oder unterschiedlichen Sensoren für die Objekterkennung und
Verfolgung so verarbeitet bzw. fusioniert werden, dass qualitativ hochwertige Objekthypothesen
entstehen? Diese sollen zudem robust sein, gegenüber
• sich verändernden Perspektiven der Objekte,
• manövrierenden Objekten
• und unsicheren aktuellen Sensordaten.
Im Zusammenhang mit dieser Frage ist der Kern der Arbeit gewachsen. Die grundlegende Struk-
tur entspricht dabei einem Multi-Target-Tracking-Schema auf Objektebene, wobei aus jedem
Sensor Objektbeobachtungen geliefert werden. Durch die Fusion auf Objektebene werden ei-
ne hohe Modularität, Verteilbarkeit und Wiederverwendbarkeit gewährleistet. Insbesondere wird
durch die Abkopplung von den Sensoren eine hohe Systemverfügbarkeit erreicht, da sowohl mit
einem als auch mit beiden (oder mehreren) Sensoren gearbeitet werden kann. Hierzu wurden ein
einfaches Quadermodell für Objekthypothesen und Beobachtungen sowie ein geradliniges Be-
wegungsmodell mit konstanter Geschwindigkeit ausgewählt. Dadurch kann die Objektverfolgung
(anhand eines Informationsﬁlters) schnell initialisiert und stabil durchgeführt werden.
Um die hohen Ansprüche der Gefahrenerkennung im Bezug auf die in der Frage aufgelisteten
Aspekte zu gewährleisten, sind folgende zusätzliche Strategien und entsprechende Methoden
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entwickelt worden. Um Objekte bei sich verändernder Perspektive gut erkennen und verfolgen
zu können, wurde eine variable, logische Referenz der Objekte und partielle Beobachtbarkeit
eingeführt. Dabei werden Objekte sehr detailliert beschrieben und kompakt dargestellt. Des Wei-
teren wurden zur Verfolgung von manövrierenden Objekten (nicht erfassbar durch das einfache
Bewegungsmodell) neben der Anpassung des Prozessrauschens ein Multi-Assoziationsverfahren
und eine Verdoppelungsstrategie entwickelt. Schließlich wurde zum Umgang mit Ausreißern und
split- und merge-Eﬀekten eine Kombination aus den bisher aufgeführten Methoden mit einem
Vereinigungsmechanismus entwickelt.
Durch diese Strategien und Methoden konnten in dieser Arbeit die in der oberen Frage aufge-
listeten Aspekte deutlich verringert werden. Durch Fusion der Daten mehrerer Sensoren wird
trotz erhöhter Komplexität ein Gewinn in der Robustheit, Verfügbarkeit und Zuverlässigkeit
der Objektverfolgung erreicht. Allerdings zeigt sich dabei eine zum Teil geringfügig niedrigere
Genauigkeit der fusionierten Daten. In der Optimierung der Genauigkeit in Kombination mit
den Vorteilen der hier vorgestellten Methoden liegt weiteres Forschungspotential für zukünftige
Aktivitäten.
10.1.2 Objekterkennung
Wie kann die notwendige Verarbeitung der Kamera- und Laserscannerdaten die Anforderun-
gen der Objekterkennung weitestgehend erfüllen? Wie kann die Menge der zu verarbeitenden
Sensordaten auf den wesentlichen Bereich reduziert werden?
Um die soeben vorgestellte Objektverfolgung und Fusion auf Objektebene zu unterstützen, ist
es wichtig, sichere, genaue und wesentliche Objektbeobachtungen aus den Sensordaten zu ex-
trahieren. Hierzu sind Verarbeitungsmethoden für jeweils Kamerabilder und Laserscannerdaten
entwickelt und vorgestellt worden. Zur Verarbeitung der Kamerabilder wurde ein möglichst ge-
nerischer und modellfreier Ansatz entwickelt, nämlich die Bildsegmentierung anhand eines Tex-
turmerkmals. Der Vorteil dieser Methode gegenüber anderen Arbeiten ist, dass sie keine ande-
ren Annahmen über die Objekte triﬀt, außer dass sie sich vom Hintergrund abheben. Vor der
Objektextraktion werden die Fahrzeugschwankungen im Bild anhand einer neuartigen Bildverar-
beitungsmethode korrigiert, die auf der Geometrie der Fahrstreifenmarkierungen basiert.
Zur Verarbeitung der Laserscannerdaten wurde eine Methode eingeführt, mit der die Objekt-
konturen schnell und diﬀerenziert an das Quadermodell angepasst werden. Zusätzlich wurden
besondere Algorithmen entworfen, um die logische Referenz der Objekte, die partielle Beobacht-
barkeit sowie die angepasste Messunsicherheit zu bestimmen.
Um die Aufmerksamkeit dieser Verarbeitung auf den Straßenbereich zu fokussieren, wurde ebenso
eine neuartige Methode zur Ermittlung der Fahrkorridorgrenzen entwickelt. Dank einer Fusionie-
rung hat sie eine hohe Zuverlässigkeit und trotzdem eine hohe Performanz. Mit dieser Methode
werden der Rechenaufwand der Objekterkennung reduziert und zahlreiche Rauschobjekte in den
seitlichen Bereichen unterdrückt.
Mit dieser Menge an neuen Methoden konnten die oberen Fragen weitestgehend beantwortet
werden. Es wurden Objekterkennungsmethoden aus den jeweiligen Sensordaten entwickelt, die
eine hohe Zuverlässigkeit und Genauigkeit besitzen und dabei an die im letzten Abschnitt vorge-
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stellten Strategien zur Objektverfolgung angepasst wurden. Auch die Menge an Daten konnte
dank der Fahrkorridorerkennung auf den wesentlichen Bereich eingeschränkt werden.
10.1.3 Gefahrenerkennung
Wie müsste die Architektur einer allgemeingültigen aber gleichzeitig diﬀerenzierten Gefahrener-
kennung aufgebaut sein, die möglichst frühzeitig auf entsprechende Ereignisse reagiert? Wie
hängt die Güte der Objektdaten mit der der Gefahrenerkennung zusammen?
Das letztliche Ziel der Sensordatenverarbeitung und Fusion besteht in der Verwendung der ge-
wonnenen Daten auf Anwendungsebene, wie beispielsweise zur Erkennung von potentiellen Ge-
fahrensituationen. Es wurde in dieser Arbeit ein statistischer Ansatz zur Ableitung von potenti-
ellen Gefahren in der Fahrsituation entwickelt. Darin werden Gefahren aufgrund ihrer Seltenheit
erkannt. Zur Behandlung der statistischen Informationen (SIG) muss jedoch ein Kompromiss
zwischen der Dimension der Speicherstrukturen (so gering wie möglich) und der Komplexität
der erkennbaren Gefahren (so hoch wie möglich) getroﬀen werden. Es wurde in dieser Arbeit
vorgeschlagen, jede Komponente der Fahrsituation getrennt zu betrachten, womit keine Korre-
lationen berücksichtigt und keine hoch komplexen Gefahren erkannt werden können. Dabei bleibt
aber der Ansatz schlank und abgekoppelt von den Eingangsdaten, was deutlich allgemeiner und
ﬂexibler ist. Außerdem ist aufgrund der Diﬀerenzierung im SIG eine frühzeitige Erkennung von
potentiellen Gefahren möglich.
Die praktische Umsetzung des Ansatzes wurde anhand der Objektdaten (als TTC oder THW)
diskutiert. Dabei wurde besonderer Wert auf den Zusammenhang zwischen der Güte der einge-
henden Objektdaten und der Güte der resultierenden Gefahrenerkennung gelegt. Es konnte der
direkte Einﬂuss des Erfassungsbereichs, der Genauigkeit, der Verfügbarkeit und der Zuverlässig-
keit auf die resultierenden Schwellwerte der Gefahrenerkennung belegt werden.
Mit dem vorgestellten Ansatz konnten auf die oberen Fragen Antworten gegeben werden, ins-
besondere im Blick auf die allgemeingültige, diﬀerenzierte und frühzeitige Erkennung von po-
tentiellen Gefahrensituationen. Die Komplexität der erkennbaren Gefahren im Bezug auf diesen
Ansatz bleibt ein interessanter Aspekt für zukünftigen Fragestellungen.
10.2 Ausblick
Mit dieser Arbeit ist ein Beispiel für eine Verarbeitungskette von der Datenerfassung, über Ver-
arbeitungsmethoden (Erkennung und Fusion von Objekten), bis hin zur Anwendungsebene (Ge-
fahrenerkennung) vorgestellt worden. Aufgrund der Breite dieses Feldes konnten lediglich die
wesentlichen Problemstellungen behandelt werden. Es sind dabei viele neue Fragestellungen auf-
geworfen worden, die jedoch im zeitlichen Rahmen dieser Arbeit nicht umfassend abgehandelt
werden konnten. Diese stellen interessante Herausforderungen für weitere Arbeiten im vorge-
stellten Themenbereich dar, welche im Folgenden zusammengefasst werden.
Es wäre aufbauend auf dieser Arbeit sinnvoll, die vorgestellten Methoden in allen Ebenen mit
weiteren Merkmalen, Testszenarien, Bedingungen und anderen Sensoren oder Sensorkombina-
tionen zu festigen. Beispelsweise könnten mit einem Radar oder einer Stereo-Vision die Stärken
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des Systems ergänzt werden. Weitere Möglichkeiten stellen infrastrukturseitige Sensoren sowie
kommunikationsbasierte Informationen (Car2X ) dar. Auch das Testen des Systems auf Land-
straßen und in innenstädtischen Bereichen könnte wichtige Informationen über die Methoden
liefern und neue Herausforderungen durch die höhere Anzahl an Fahrzeugen und die komplexere
Struktur stellen.
Weitere Fragen stellten sich im Laufe der Arbeit. Diese beziehen sich beispielsweise auf die
Beibehaltung der Kalibrationseigenschaften der Sensoren, auf die in Kapitel 9 festgestellten
Unterschiede zwischen den Objektbeobachtungen der Sensoren sowie auf die tiefgreifende Cha-
rakterisierung des (weißen) Mess- und Prozessrauschens.
Auch die Gefahrenerkennung könnte weiter untersucht werden. Hierzu wäre ein Abgleich der
erkannten Gefahren mit der Fahrerwahrnehmung sowie mit Daten aus Unfalldatenbanken sinn-
voll. Insbesondere in einem Kreuzungsbereich besitzt die Gefahrenerkennung viel Potential. Dazu
sollte getestet werden, wie sich die detektierten und verfolgten Objektdaten für die Aufgabe der
Gefahrenerkennung eignen.
Zukünftig werden zahlreiche der hier entwickelten Methoden und angesprochenen Ideen in wei-
teren Projekten am Institut TS umgesetzt. Insbesondere wird die Integration der Methoden in
das Versuchsfahrzeug FASCar weiterentwickelt. Hierzu werden viele der hier aufgelisteten of-
fenen Punkte und Fragen zu betrachten sein. Es bleibt von großem Interesse, welche weiteren
Fortschritte in Zukunft auf der Basis dieser Arbeit erreicht werden können.
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In diesem Anhang werden Grundlagen und geometrische Modelle über die in dieser Arbeit ver-
wendeten Sensoren, die Kamera und der Laserscanner vorgestellt.
A.1 Sensorik und Orientierungsparameter
Sensoren bestehen üblicherweise aus einer Anordnung von Detektoren und anderen Elementen
(wie Motoren, Linsen, Filter etc.). Beispielhaft sind in Abbildung A-1 vier Sensoren mit ihrem
schematischen Aufbau dargestellt. Eine Kamera besitzt einen Chip mit einer Anzahl von Pi-
xeln (lichtempﬁndlichen Detektoren), sowie eine Blende und ein Objektiv (Linsensystem). Ein
Laserscanner besteht aus einem laserbasierten Abstandsmesser (Lidar) mit einem davor montier-
ten rotierenden Spiegel und liefert die reﬂektierte Strahlung (Entfernung) zu Objekten in jeder
Richtung. Einige Modelle von Laserscannern nutzen mehrere Laserstrahlen, womit gleichzeitig
mehrere Ebenen gescannt werden können.
Jeder Sensor besitzt eine Empﬁndlichkeit, die sich in Form eines Wertbereichs (Min- und Max-
Werte) und einer Granularität (feinste Erkennungsstufe) ausdrücken lässt. Daraus ergibt sich
die Quantisierung der Sensordaten. Die von einem Sensor gelieferten Daten sind auch durch
die zeitliche und räumliche Abtastung (Sampling) bestimmt. So liefert eine Kamera eine be-
stimmte Anzahl von Bildern pro Sekunde in einer bestimmten geometrischen, spektralen und
radiometrischen Auﬂösung. Diese Parameter lassen sich zum Teil im Sensor einstellen oder
durch Kalibrierung des Sensors feststellen.
Durch die Anordnung der Elemente eines komplexen Sensors (innere Orientierung) ist sein lokaler
Erfassungsbereich bestimmt. Für eine Kamera sind diese Parameter beispielsweise die Brenn-
weite, der Bildhauptpunkt, die Pixelgröße, das Seitenverhältnis und die Linsenparameter (siehe
Details in Abschnitt A.2). Für einen Laserscanner sind die Parameter unter anderen die Haupt-
achse und der Start- sowie Enderfassungswinkel.
Durch die Anordnung des Sensors zur Welt, durch feste oder bewegliche Montierung, ist der
Bezug des lokalen zum globalen Erfassungsbereich, also die äußere Orientierung, gegeben.
Diese besteht aus der Position und der Ausrichtung des Sensors. In der äußeren Orientie-
rung kann auch die Trägerplattform als Zwischentransformation betrachtet werden (Alignment-
Parameter1). Abbildung A-2 verdeutlicht den Zusammenhang zwischen dem Fahrzeugkoordi-
natensystem [ xv yv zv ]T (mit Ursprung in der Mitte der Fahrzeugsvorderachse) und dem
Sensorkoordinatensystem, in diesem Fall einer Kamera [ xc yc zc ]T , anhand der Translation
(tx, ty, tz) und der Rotationswinkel (um die Z-Achse κ, um die Y -Achse φ und um die X-Achse
ω, in dieser Reihenfolge, mit positivem Winkel in Uhrzeigersinn). Diese Beschreibung gibt die
zugrunde liegende Konvention für diese Arbeit wieder.
Die relative Orientierung der Sensoren auf der Trägerplattform muss bekannt sein, um deren
1Die Alignment-Parameter sind meist fest, auch wenn sich Einbauort sowie Ausrichtung beispielsweise durch
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Abbildung A-2: Abbildungsvorgang in einem Sensor unter Berücksichtigung der Alignment-Parameter.
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Abbildung A-3: Abbildungsvorgang in einer idealen Lochkamera.
Daten in einem gemeinsamen Referenzraum darstellen zu können.
A.2 Geometrische Beschreibung einer Kamera
In der Abbildung A-3 ist der Abbildungsvorgang einer idealisierten Lochkamera anhand der inne-
ren Orientierung vorgestellt, so dass das Weltkoordinatensystem auf der Kamera zentriert ist,
also Kamerakoordinaten (Index c wie camera). Der Ursprung ist im Projektionszentrum (Ka-
meraloch) und die Achsen sind, ohne Verlust an Allgemeinheit, wie üblicherweise im Fahrzeug,
Z nach oben, Y nach links und X nach vorn ausgewählt. Auf der linken Seite ist die Abbil-
dung in Bildkoordinaten dargestellt. Ist ein Punkt in der Szene in homogenen Koordinaten2 als
pc =
[
xc yc zc 1
]T





abgebildet (Index i wie image). In dieser Arbeit sind Weltkoordinaten immer
in Millimeter und Bildkoordinaten in Pixel gegeben.
pi = T
i
c · pc (A.1)⎡⎣ x′iy′i
q
⎤⎦ =
⎡⎣ fx 0 cx 00 fy cy 0








Hier sind xi = x′i/q und yi = y
′
i/q die resultierenden Bildkoordinaten. Darin bezeichnet (fx, fy) die
Brennweite des Objektivs3 und (cx, cy) der Bildhauptpunkt. Die Brennweite ist in der Abbildung
A-3 als f dargestellt. Um normalisierte Koordinaten zu erzeugen, muss das Seitenverhältnis α
(aspect ratio, Breite zu Höhe, z.B. 4:3) und die Pixelgröße μ (in Millimeter) für beide Kom-
ponenten mitberücksichtigt werden. Da in dieser Arbeit die Bildkoordinaten X nach rechts und
Y nach oben zeigen, muss dementsprechend die Richtung der horizontalen Achse umgekehrt
werden (durch -1 multipliziert), wie in der Abbildung A-3 links verdeutlicht. Die Ausdrücke sind
fx = −αf/μ und fy = f/μ. Um den Bildkoordinatenursprung auf eine der Bildecken (z.B. unten
links) zu versetzen, werden die Bildkoordinaten des Hauptpunkts verwendet.
2In homogenen Koordinaten entspricht
[




x/q y/q z/q 1
]T
3In einem photogrammetrischen System wird statt Brennweite der Begriﬀ Kamerakonstante verwendet, womit der
Abstand zwischen Projektionszentrum und Bildebene gemeint ist. Die beiden betragen in der Regel annähernd
gleiche Werte, wenn das Objektiv auf Unendlich eingestellt ist.
133
A Sensormodelle
Da die Kamera im Fahrzeug eingebaut ist, ist es wünschenswert, deren Koordinaten zu den Fahr-
zeugkoordinaten (Plattformkoordinaten, Index v wie vehicle) anhand der Alignment-Parameter
(äußere Orientierung) zu transformieren, pv =
[
xv yv zv 1
]T
. Dieses Koordinatensystem,
siehe Abbildung A-3 auf der vorherigen Seite, ist analog zum Kamerasystem, mit Z nach oben,
Y nach links und X nach vorn ausgewählt. Dessen Ursprung liegt in der Mitte der vorderen Rad-
achse. Für die Transformation müssen die Alignment-Parameter bekannt sein, in diesem Fall die
drei Rotationswinkel und die Translationsparameter vom Ursprung zum Projektionszentrum (tx,
ty und tz). Diese aﬃne Transformation wird in homogenen Koordinaten wie folgt ausgedrückt
pc = T
c














wobei Ttrans eine 3×1 Translationsmatrix mit der Form Ttrans =
[ −tx −ty −tz ]T und Trot
eine 3× 3 Rotationsmatrix entsprechend eines Rechtssystems
Trot = TrotX ·TrotY ·TrotZ (A.5)
=
⎡⎣ 1 0 00 cω sω
0 −sω cω
⎤⎦⎡⎣ cφ 0 sφ0 1 0
−sφ 0 cφ
⎤⎦⎡⎣ cκ sκ 0−sκ cκ 0
0 0 1
⎤⎦ (A.6)
mit cω = cos(ω), sω = sin(ω), cφ = cos(φ), sφ = sin(φ), cκ = cos(κ), und sκ = sin(κ) ist.
Analog dazu kann die Koordinatentransformation anhand der äußeren Orientierung von Fahrzeug
in Weltkoordinaten (beispielsweise UTM-System4, Index w wie world) umgerechnet werden, Tvw.
Und somit kann die gesamte Transformation zwischen Welt- und Bildkoordinaten als Matrix-
multiplikation wie folgt dargestellt werden:
pi = T
i
c ·Tcv ·Tvw · pw (A.7)
Diese Ausdrücke sind für eine ideale Lochkamera ausgelegt. Bei realen Kameras (insbesondere
bei Objektiven mit kurzen Brennweiten) treten jedoch Linsenverzerrungen auf, womit die innere
Orientierung, Gleichung A.1, angepasst werden muss. Unter den Verzerrungsmodellen zählt das
von Brown [22] zu den meist verwendeten (radiale und tangentiale Verzerrungen).
4UTM-Koordinatensystem (Universal Transverse Mercator)
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A.3 Geometrische Beschreibung eines Laserscanners
Üblicherweise sind die inneren Parameter eines Laserscanners vom Hersteller bestimmt worden,
so dass die Ausgangsdaten des Laserscanners bereits in sensorzentrierten kartesischen Koordi-
naten ausgegeben werden. Dabei sind unter anderen die Strahlenlenkung, sowie die richtungs-
abhängige Winkelauﬂösung berücksichtigt.
In einem vereinfachten Modell können die Rohdaten eines Laserscanners in Polarkoordinaten
durch die Entfernung ρ eines Reﬂexionspunktes aus einer bestimmten Richtung θ gegeben sein.















ρ · cos(θ + θc)
ρ · sin(θ + θc)
]T
(A.9)
Der Hauptparameter ist die Nullausrichtung des Laserscanners, hier durch θc verdeutlicht. Bei
der Transformation in Polarkoordinaten ist zu beachten, dass der Winkel θ im Bereich (−π, π]
sein muss. Die Grenzen der Messungen sind durch den Winkelbereich [θmin, θmax] und Entfer-
nungsbereich [ρmin, ρmax] gegeben.
Dieses Model ist vereinfacht. Betrachtet man den Aufbau eines Laserscanners (siehe Abbil-
dung A-1 auf Seite 132), so sollten weitere Parameter berücksichtigt werden, wie zum Beispiel
der Abstand zwischen Sender und Spiegel, der Winkel des Spiegels (idealerweise 45°), die Ver-
schiebung der Senderposition bezüglich der Spiegel-Drehachse (idealerweise 0), die Abweichung
zwischen Sendewinkel und Drehachse, und Unebenheiten des Spiegels. Außerdem sollen die
unterschiedlichen Scanebenen gesondert modelliert werden. Die meisten Hersteller verarbeiten
die Daten so, dass die Daten in kartesischen Koordinaten (pl oder unter Berücksichtigung der
Alignment-Parameter pw) herausgegeben werden. Gordon beschäftigt sich in ihrer Dissertation
[66] mit dem Einﬂuss dieser und anderer Faktoren.
Des Weiteren können die Laserscannerkoordinaten in Weltkoordinaten transformiert werden
(analog zur Gleichung A.7):
pl = T
l
v ·Tvw · pw (A.10)
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B Geometrische Transformation zwischen der Bild- und
der Straßenebene
Die in einer idealen Lochkamera stattﬁndende Transformation zwischen einem Punkt in Fahr-
zeugkoordinaten pv (vehicle) und Bildkoordinaten pi (image) kann in homogenen Koordinaten
als eine nicht invertierbare 4× 3 Matrix Tiv ausgedrückt werden (siehe letzten Abschnitt):
pi = T
i
v · pv (B.1)
Tiv =
⎡⎣ t11 t12 t13 t14t21 t22 t23 t24
t31 t32 t33 t34
⎤⎦ (B.2)
Die Straßenkoordinaten entsprechen den Fahrzeugkoordinaten auf einer bestimmten Höhe, nor-
malerweise zv = 0, und werden hier mit Index r wie road dargestellt. Betrachtet man die
Straßenebene, so kann die Z-Komponente aus pv als Konstante in die Matrix eingebunden
werden. Somit erhält man eine quadratische und nichtsinguläre Matrix Tir, die invertierbar ist




r · pr ↔ pr = Tir−1 · pi = Tri · pi (B.3)
Tir =
⎡⎣ t11 t12 t13 · zv + t14t21 t22 t23 · zv + t24
t31 t32 t33 · zv + t34
⎤⎦ (B.4)
Diese Transformation kann ebenso für Geraden angepasst werden. Sei eine Bildgerade li =
[ Ai Bi Ci ]
T in homogenen Bildkoordinaten gegeben (Aix + Biy + Ci = 0), so dass für die
beinhalteten Punkte pi gilt:
li
T · pi = 0 ↔ liT ·Tir · pr = 0 (B.5)
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So wird die Gerade in der Straßenebene zu
lr
T = li
T ·Tir ↔ lr = TirT · li = Tri · li. (B.6)
Dabei ist für die Geradentransformation von Straßenebene auf Bildebene keine Matrixinversion
notwendig.
138
C Der Kalman-Filter und der Informationsfilter
In diesem Anhang werden die Herleitungen des Kalman-Filters und des Informationsﬁlters gege-
ben (Quellen: Brown and Hwang [23], Bar-Shalom [10] und Mutambara [109]).
C.1 Systembeschreibung
Zur Aufgabe der Umfelderkennung werden Zustandsinformationen anhand von indirekten, unsi-
cheren und ungenauen Messdaten bzw. Beobachtungen aus den Sensoren oder der Verarbeitung
geschätzt. Hier wird der Fokus auf lineare dynamische zeitdiskrete Systeme gelegt, mit
tk = tk−1 +Δt (C.1)




x1 x2 · · · xnx
]T
(C.2)
Der Schätzfehler entspricht dabei
e(tk) = x˜(tk)− xˆ(tk), (C.3)
mit x˜ dem wahren Wert und xˆ der Schätzung des Zustands. Die entsprechende Fehlerkovari-
anzmatrix, unter Annahme einer erwartungstreuen Schätzung, lautet
P(tk) = E[e(tk)eT (tk)] (C.4)
und wird mitgeschätzt. Das Systemverhalten lässt sich als Zufallsprozess im Zeitbereich durch
ein funktionales Modell beschreiben:
x(tk) = f [tk, x(tk−1), u(tk), w(tk)] (C.5)
Ist dieses linear, so wird es in Matrixform wie folgt ausgedrückt:
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x(tk) = F(tk) · x(tk−1) +B(tk) · u(tk) +w(tk) (C.6)
Dabei stellen u(tk) den Steuereingang des Systems und B(tk) die Steuerungsmatrix dar. F(tk)
ist die Systemmatrix. w(tk) stellt das Prozessrauschen (stochastisches Modell) des Systems
dar. Dieses wird als zeitlich unkorrelierter, mittelwertfreier, normalverteilter Zufallsprozess mit
Kovarianzmatrix Q(tk) modelliert (weißes Rauschen1):
E[w(tk)] = 0; E[w(tk)w(ti)] =
{
Q(tk) wenn k = i
0 sonst.
(C.7)
Die Sensoren liefern in jedem Zyklus Nz Messwerte (auch Beobachtungen genannt) in einem
Messraum. Ein Messvektor des Sensors s wird als zs(tk) mit nz Komponenten ausgedrückt:
zs(tk) =
[
z1 z2 · · · znz
]T
(C.8)
Der Zusammenhang zwischen dem Messvektor des Sensors s und dem Systemzustand ist durch
die Funktion hs[tk,x(tk),v(tk)] gegeben. Für viele Systeme ist diese linear und kann in Form
einer Beobachtungsmatrix Hs, nz × nx, ausgedrückt werden.
zs(tk) = Hs(tk) · x(tk) + vs(tk) (C.9)
Dabei stellt vs(tk) das Messrauschen des Sensors dar. Dieses wird analog zu w(tk) als weißes
Rauschen mit Kovarianzmatrix Rs(tk) modelliert. Dazu müssen die systematischen Fehler be-
reits korrigiert worden sein. Oft ist die Beobachtungsmatrix nicht invertierbar, so dass sich der
Systemzustand aus der Beobachtung nicht direkt errechnen lässt.
C.2 Der Kalman-Filter
Basierend auf dieser Systembeschreibung wird hier der Kalman-Filter [78] als rekursive Lösung
der diskreten linearen Filterung eingeführt. Die folgende Herleitung wird an Brown und Hwang
[23] angelehnt.
Der zeitdiskrete Kalman-Filter besteht aus zwei Schritten. Zuerst wird der Zustand xˆ auf den
aktuellen Zeitpunkt prädiziert. Im zweiten Filterschritt, der Schätzung, wird die Innovation be-
rechnet, die durch die Beobachtung in den Filter eingeht. Zur Gewichtung der Innovation wird
1Weißes Rauschen: Zufallsprozess, dessen Autokovarianz für zwei beliebige unterschiedliche Zeitpunkte null ist.
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die Kalman-Matrix K (auch Gain-Matrix) verwendet.
Zur Prädiktion wird das Dynamikmodell (C.6) (hier ohne Steueranteile) verwendet:
xˆ(tk|tk−1) = F(tk)xˆ(tk−1|tk−1) (C.10)
Dabei wird auf der Annahme beruht, dass das Prozessrauschen w mittelwertfrei und zeitlich un-
korreliert ist. Die Bedingung tk|tk−1 verdeutlicht, dass nur die Beobachtungen bis zum Zeitpunkt
tk in Form der letzten Schätzung in den Filter eingehen.
Der prädizierte Fehler entspricht:
e(tk|tk−1) = x˜(tk)− xˆ(tk|tk−1)
= F(tk)x˜(tk−1) +w(tk)− F(tk)xˆ(tk−1|tk−1)
= F(tk)e(tk−1) +w(tk) (C.11)
Damit lautet die entsprechende prädizierte Fehlerkovarianzmatrix:
P(tk|tk−1) = E[e(tk|tk−1)eT (tk|tk−1)]
= F(tk)P(tk−1|tk−1)FT (tk) +Q(tk) (C.12)
Der prädizierte Zustand und die Fehlerkovarianzmatrizen können anhand der Beobachtungs-
matrix und per Varianzfortpﬂanzung in denselben Raum wie die Beobachtungen transformiert
werden:
zˆ(tk|tk−1) = H(tk) · xˆ(tk|tk−1) (C.13)
Pzˆ(tk|tk−1) = H(tk) ·P(tk|tk−1) ·HT (tk) (C.14)
Für den Schritt der Schätzung wird zunächst die Innovation berechnet. Die entspricht der Dif-
ferenz zwischen der Beobachtung und der Prädiktion und kann auch als der Prädiktionsfehler
interpretiert werden:
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y˜(tk) = z(tk)− zˆ(tk|tk−1) = z(tk)−H(tk)xˆ(tk|tk−1) (C.15)
Die Innovationskovarianz beträgt die Summe der Kovarianzen der beiden Vektoren im Zeitpunkt
tk:
S(tk) = Pzˆ(tk) +Pz(tk) = H(tk)P(tk|tk−1)HT (tk) +R(tk) (C.16)
Schließlich soll der Zustandsvektor anhand der Innovation aktualisiert werden. Dabei wird die
Innovation mit der Kalman-Matrix K gewichtet:
xˆ(tk|tk) = xˆ(tk|tk−1) +K(tk)y˜(tk)
= xˆ(tk|tk−1) +K(tk)[z(tk)−H(tk)xˆ(tk|tk−1)] (C.17)
Die Kalman-Matrix wird so ausgewählt, dass die aktualisierte Schätzung optimiert wird. Zur
Optimierung wird die Minimierung des mittleren quadratischen Fehlers angestrebt (dabei xˆ(tk|tk)
entspricht xˆ(tk)).
P(tk|tk) = E[e(tk)eT (tk)] = E[(x˜(tk)− xˆ(tk))(x˜(tk)− xˆ(tk))T ] (C.18)
Durch Einsetzen von Gleichung (C.9) in (C.17) und dann von dieser in (C.18) erhält man:
P(tk|tk) = E{[(x˜(tk)− xˆ(tk|tk−1))
−K(tk)(H(tk) · x˜(tk) + vs(tk)−H(tk)xˆ(tk|tk−1))] ·
·[(x˜(tk)− xˆ(tk|tk−1))
−K(tk)(H(tk) · x˜(tk) + vs(tk)−H(tk)xˆ(tk|tk−1))]T} (C.19)
Unter der Annahme, dass der prädizierte Zustandsfehler und der Messfehler unkorreliert sind,
ergibt sich Folgendes (mit I als Identitätsmatrix):
P(tk|tk) = [I−K(tk)H(tk)]P(tk|tk−1)[I−K(tk)H(tk)]T +K(tk)R(tk)K(tk) (C.20)
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Die Suche der Matrix K, die diese Fehlerkovarianzmatrix minimiert, ergibt (siehe Herleitung in
Brown und Hwang [23]):
K(tk) = P(tk|tk−1)HT (tk)S−1(tk) (C.21)
Unter Einsatz dieser optimalen Kalman-Matrix kann Ausdruck (C.20) für die Fehlerkovarianz-
matrix so formuliert werden:
P(tk|tk) = [I−K(tk)H(tk)]P(tk|tk−1) (C.22)
Zusammenfassend besteht damit der Kalman-Filter aus der Zustandsprädiktion mit Gleichung
(C.10), der Prädiktion der Fehlerkovarianzmatrix mit Gleichung (C.12), der Berechnung der
Kalman-Matrix (C.21), der Zustandsschätzung mit Gleichung (C.17) und der Schätzung der
Fehlerkovarianzmatrix (C.22).
Da der Filter auf der Annahme beruht, dass die letzte Schätzung vorliegt, muss die Filterinitia-
lisierung zusätzlich gelöst werden, x(t0) und P(t0).
C.3 Der Informationsfilter
Der Informationsﬁlter2 (IF) kann als mathematische Umformulierung des Kalman-Filters ge-
sehen werden, in der die Fisher-Information anstatt des Zustandsvektors verwendet wird. Die
Fisher-Information ist ein Maß der Information über einer Zufallsgröße x, die in einer Reihe von
Beobachtungen Z bis zum Zeitpunkt tk beinhaltet ist. Im Folgenden Wird die Herleitung des
Informationsﬁlters angelehnt an Mutambara [109] gegeben.
Die Grundstrukturen des Informationsﬁlters sind die Informationsmatrix und der Informations-
zustandsvektor:
Y(ti|tj)  P−1(ti|tj) (C.23)
yˆ(ti|tj)  P−1(ti|tj) · xˆ(ti|tj) (C.24)
Der Ausdruck der Schätzung im Kalman-Filter aus Gleichung (C.17) wird nun wie folgt umfor-
muliert:
2Auch als die Inverskovarianzform des Kalman-Filters.
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xˆ(tk|tk) = [I−K(tk)H(tk)]xˆ(tk|tk−1) +K(tk)z(tk) (C.25)
Daraus wird der Ausdruck [I −K(tk)H(tk)] mit P(tk|tk−1)P−1(tk|tk−1) von rechts multipliziert
und anhand der Gleichung (C.22) so ausgedrückt:
I−K(tk)H(tk) = [I−K(tk)H(tk)]P(tk|tk−1)P−1(tk|tk−1)
= P(tk|tk)P−1(tk|tk−1) (C.26)
Durch Einsetzen der Innovationskovarianz aus Gleichung (C.16) in den Ausdruck der Kalman-
Matrix (C.21) ergibt sich folgendes:
K(tk) = P(tk|tk−1)HT (tk)[H(tk)P(tk|tk−1)HT (tk) +R(tk)]−1
K(tk)[H(tk)P(tk|tk−1)HT (tk) +R(tk)] = P(tk|tk−1)HT (tk)
K(tk)H(tk)P(tk|tk−1)HT (tk) +K(tk)R(tk) = P(tk|tk−1)HT (tk)
K(tk)R(tk) = [I−K(tk)H(tk)]P(tk|tk−1)HT (tk)
K(tk) = [I−K(tk)H(tk)]P(tk|tk−1)HT (tk)R−1(tk) (C.27)
Dabei wird (C.26) eingesetzt:
K(tk) = P(tk|tk)P−1(tk|tk−1)P(tk|tk−1)HT (tk)R−1(tk)
= P(tk|tk)HT (tk)R−1(tk) (C.28)
Nun werden die Ausdrücke (C.26) und (C.28) in der Gleichung der Zustandsschätzung (C.25)
eingesetzt und als Informationsvektor ausgedrückt:
xˆ(tk|tk) = P(tk|tk)P−1(tk|tk−1)xˆ(tk|tk−1) +P(tk|tk)HT (tk)R−1(tk)z(tk)
P−1(tk|tk)xˆ(tk|tk) = P−1(tk|tk−1)xˆ(tk|tk−1) +HT (tk)R−1(tk)z(tk)
yˆ(tk|tk) = yˆ(tk|tk−1) +HT (tk)R−1(tk)z(tk) (C.29)
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Letztere entspricht der Schätzung des Informationszustandsvektors. Für die Informationsmatrix
wird die Gleichung (C.20) verwendet und ebenso mit den Ausdrücken (C.26) und (C.28) ersetzt:
P(tk|tk) = [P(tk|tk)P−1(tk|tk−1)]P(tk|tk−1)[P(tk|tk)P−1(tk|tk−1)]T
+[P(tk|tk)HT (tk)R−1(tk)]R(tk)[P(tk|tk)HT (tk)R−1(tk)]T (C.30)
Nach einer Links- und einer Rechts-Multiplikation mit P−1(tk|tk) und nach Vereinfachung ergibt
sich die Schätzung der Informationsmatrix:
P−1(tk|tk) = P−1(tk−1|tk−1) +HT (tk)R−1(tk)H(tk)
Y(tk|tk) = Y(tk−1|tk−1) +HT (tk)R−1(tk)H(tk) (C.31)
Aus Gleichungen (C.29) und (C.31) werden die Informationsbeiträge wie folgt deﬁniert:
I(ti)  HT (ti) ·R−1(ti) ·H(ti) (C.32)
i(ti)  HT (ti) ·R−1(ti) · z(ti) (C.33)
Und die Schätzung entspricht damit:
Y(tk|tk) = Y(tk|tk−1) + I(tk) (C.34)
yˆ(tk|tk) = yˆ(tk|tk−1) + i(tk) (C.35)
Mithilfe der folgenden Matrix
L(tk|tk−1) = Y(tk|tk−1)F(tk)Y(tk−1|tk−1) (C.36)
kann auch die Prädiktion in Form von Information bestimmt werden:
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yˆ(tk|tk−1) = L(tk|tk−1)yˆ(tk−1|tk−1) (C.37)
Y(tk|tk−1) = [F(tk)Y−1(tk−1|tk−1)FT (tk) +Q(tk)]−1 (C.38)
Mathematisch äquivalent ist jedoch die Prädiktion anhand des Kalman-Filters durchzuführen –
Gleichungen (C.10) und (C.12) – und diese in die Informationsform zu bringen – Gleichungen
(C.23) und (C.24).
Damit entsprechen die Ausdrücke des Informationsﬁlters der Prädiktion anhand der Gleichungen
(C.10) und (C.12) sowie der Schätzung anhand der Gleichungen (C.34) und (C.35).
Wenn es sich um mehrere gleichzeitige Beobachtungen handelt, dann ergibt sich:








Die Vorteile dieses Filters werden in Abschnitt 7.5.3 diskutiert.
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C.4 Verwendbarkeit des Kalman-Filters für indirekte Beobachtun-
gen
Im Zusammenhang mit der in Abschnitt 3.1 durchgeführten Diskussion zur Ebene der Fusion wird
hier bewiesen, dass ein Kalman-Filter3 auf Merkmals- und Objektebene äquivalent ist, solange die
Messdaten und die Messunsicherheit entsprechend angepasst werden – siehe folgende Tabelle.
Merkmalsebene Objektebene
x(tk), P(tk) x(tk), P(tk)
F(tk) F(tk)
Q(tk) Q(tk)
zm(tk) zo(tk) =̂ H
−1
t (tk)zm(tk)






Hm(tk) =̂ Ht(tk)Ho(tk) Ho(tk) =̂ H
−1
t (tk)Hm(tk)
Die Filterung auf Merkmalsebene kann wie folgt dargestellt werden:
zm,Rm → F,Q,HmFilter → x,P
Auf Objektebene wird die Beobachtungsmatrix in einen merkmalsspeziﬁschen Teil Ht (Vorver-
arbeitung außerhalb des Filters) und einen objektspeziﬁschen Teil Ho (Trivial) zerlegt:
zm,Rm → HtVorverarb. → zo,Ro →
F,Q,Ho
Filter → x,P
Unter der Annahme, dass der merkmalsspeziﬁsche Teil Ht invertierbar ist, d.h. es lassen sich
Objektbeobachtungen aus den Sensordaten extrahieren, wird im Folgendem gezeigt, dass beide
Filter äquivalent sind.
Der Kalman-Filter auf Objektebene (mit zo, Ro und Ho) wird als Basis genommen (Gleichungen
C.6 und C.9).
x(tk) = F(tk)x(tk−1) +B(tk)u(tk) +w(tk) (C.41)
zo(tk) = Ho(tk)x(tk) + vo(tk) (C.42)
Die Zustandsprädiktion bleibt unverändert (Gleichungen C.10 und C.12):
3Äquivalent für einen Informationsﬁlter
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xˆ(tk|tk−1) = F(tk)xˆ(tk−1|tk−1) (C.43)
P(tk|tk−1) = F(tk)P(tk−1|tk−1)FT (tk) +Q(tk) (C.44)
Die Beobachtungsgleichung (C.42) kann wie folgt anhand der letzten Tabelle (rechts) im Merk-
malsraum ausgedrückt werden:
H−1t (tk)zm(tk) = Ho(tk)x(tk) + vo(tk) (C.45)
zm(tk) = Ht(tk)Ho(tk)x(tk) +Ht(tk)vo(tk) (C.46)
zm(tk) = Hm(tk)x(tk) +Ht(tk)vo(tk) (C.47)
Die Messwertprädiktion bzw. Beobachtungsprädiktion für die Merkmalsebene (Gleichung C.13)
wird analog zu:
zˆo(tk|tk−1) = Ho(tk) · xˆ(tk|tk−1) (C.48)
zˆm(tk|tk−1) = Ht(tk)Ho(tk) · xˆ(tk|tk−1) (C.49)
zˆm(tk|tk−1) = Hm(tk) · xˆ(tk|tk−1) (C.50)
Dieser Ausdruck entspricht erwartungsgemäß der linken Seite der Tabelle. Die prädizierte Mess-
fehlerkovarianz (Gleichung C.14) wird anhand der Varianzfortpﬂanzung, unter Kenntnis dass
zˆm(tk) = Ht(tk)zˆo(tk) ist, zu:
Pzˆo(tk|tk−1) = Ho(tk) ·P(tk|tk−1) ·HTo (tk) (C.51)
Pzˆm(tk|tk−1) = Ht(tk) ·Ho(tk) ·P(tk|tk−1) ·HTo (tk) ·HTt (tk) (C.52)
Pzˆo(tk|tk−1) = H−1t (tk) ·Pzˆm(tk|tk−1) · (H−1t (tk))T (C.53)
Die Innovation (Gleichung C.15) im Merkmalsraum entspricht somit:
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y˜o(tk) = zo(tk)−Ho(tk)xˆ(tk|tk−1) (C.54)
y˜o(tk) = H
−1




Die Innovationskovarianz (aus Gleichung C.16) lautet:
So(tk) = Ho(tk)P(tk|tk−1)HTo (tk) +Ro(tk) (C.57)
So(tk) = H
−1





Da es sich um eine lineare Funktion handelt, kann folgende Umformulierung gemacht werden:
So(tk) = H
−1
t (tk) · (Pzˆm(tk|tk−1) +Rm(tk)) · (H−1t (tk))T (C.59)
So(tk) = H
−1
t (tk) · Sm(tk) · (H−1t (tk))T (C.60)
Die Kalman-Matrix (aus Gleichung C.21) ergibt sich mit Einsatz von (C.60) zu:
Ko(tk) = P(tk|tk−1)HTo (tk)S−1o (tk) (C.61)
Ko(tk) = P(tk|tk−1)HTo (tk)[H−1t (tk)Sm(tk)(H−1t (tk))T ]−1 (C.62)
Ko(tk) = P(tk|tk−1)HTo (tk)HTt (tk)S−1m (tk)Ht(tk) (C.63)
Ko(tk) = P(tk|tk−1)[Ht(tk)Ho(tk)]TS−1m (tk)Ht(tk) (C.64)
Ko(tk) = Km(tk)Ht(tk) (C.65)
Die Schätzung (C.17) wird dann anhand der Gleichungen (C.56) und (C.65) wie folgt umgestellt:
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xˆ(tk|tk) = xˆ(tk|tk−1) +Ko(tk)y˜o(tk) (C.66)
xˆ(tk|tk) = xˆ(tk|tk−1) +Km(tk)Ht(tk)H−1t (tk)y˜m(tk) (C.67)
xˆ(tk|tk) = xˆ(tk|tk−1) +Km(tk)y˜m(tk) (C.68)
Letztere entspricht dem Ausdruck auf Merkmalsebene. Analog für die Schätzung der Kovarianz-
matrix (C.22) erhält man folgende Ausdrücke auf Merkmalsebene:
P(tk|tk) = [I−Ko(tk)Ho(tk)]P(tk|tk−1) (C.69)
P(tk|tk) = [I−Km(tk)Ht(tk)Ho(tk)]P(tk|tk−1) (C.70)
P(tk|tk) = [I−Km(tk)Hm(tk)]P(tk|tk−1) (C.71)
Damit gilt die Prüfung, dass die verwendeten Ausdrücke auf Objektebene denjenigen der Merk-
malsebene entsprechen. Dafür ist es notwendig, den Messvektor und die Messrauschenmatrix
entsprechend der gegebenen Tabelle anzupassen.
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Die Ausdrücke in diesem Anhang sind in Abschnitt 7.6 eingeführt worden.
In diesem Anhang werden einige Beispiele vorgestellt, die die Bestimmung der partiellen Beob-
achtbarkeit der Komponenten des Zustandsvektors erläutern. Diese umfassen Fälle mit direkter
Beobachtarkeit, mit indirekter Beobachtbarkeit und mit Beobachtbarkeit aus mehreren Mess-
komponenten. Für jedes Beispiel wird das System (x(tk) und F(tk), z(tk) und H(tk)) beschrieben
(a). Daraus wird die Matrix M aus Gleichung (7.25) auf Seite 79 hergeleitet und anhand ihres
Rangs eine Aussage über die Beobachtbarkeit des Systems getroﬀen (b). Des Weiteren wird die
partielle Beobachtbarkeit der Beobachtungen eingeschränkt und daraus die Systembeobacht-
barkeit (für jede Komponente) hergeleitet (c). Schließlich wird die Zustandsprädiktion und die
Messwertprädiktion anhand der eingeschränkten Beobachtbarkeit hergeleitet (d).
Beispiel 1: direkte Beobachtbarkeit


































Ihr Rang beträgt 2, wie die Dimension des Zustandsvektors nx = 2. Daher ist das System
vollständig beobachtbar.
c) Die partielle Beobachtbarkeit hängt jedoch von der Beobachtbarkeit der eingehenden Beob-
achtungen ab. Ist beispielsweise bei einer Beobachtung nur die Komponente x beobachtbar
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Ihr Rang beträgt Rang(MV) = 1. So lässt sich die partielle Beobachtbarkeit für jede Komponente
wie folgt bestimmen:












































ds,i1j = 1 + 0 = 1 ∩
∑
j




ds,2j = 0 + 1 = 1 ∩
∑
j
ds,2jvxj = 0 · 1 + 1 · 0 = 0 (D.12)












Beispiel 2: indirekte Beobachtbarkeit
a) Sei ein System durch seine Position und Geschwindigkeit in Form von folgendem Zustands-























b) Für dieses System ergibt sich die Matrix M aus Gleichung (7.25) auf Seite 79 zu:
M =
⎡⎣ [ 1 0 ][
1 0
] · [ 1 Δt
0 1




Ihr Rang beträgt 2, wie die Dimension des Zustandsvektors nx = 2. Daher ist das System
vollständig beobachtbar.
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c) Die partielle Beobachtbarkeit hängt jedoch von der Beobachtbarkeit der eingehenden Beob-













Ihr Rang beträgtRang(MV) = 2. So lässt sich die partielle Beobachtbarkeit für jede Komponente
wie folgt bestimmen:













































ds,i1j = 1 + 0 = 1 ∩
∑
j
ds,1jvxj = 1 · 1 + 0 · 1 = 1 (D.24)










Beispiel 3: Beobachtbarkeit aus mehreren Messkomponenten


























































Ihr Rang beträgt 2, wie die Dimension des Zustandsvektors nx = 2. Daher ist das System
vollständig beobachtbar.
c) Die partielle Beobachtbarkeit hängt jedoch von der Beobachtbarkeit der eingehenden Beob-
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Ihr Rang beträgtRang(MV) = 1. So lässt sich die partielle Beobachtbarkeit für jede Komponente
wie folgt bestimmen:























Da beide Komponenten des Zustandsvektors vom ganzen Messvektor abhängen, ergibt die Nicht-
beobachtbarkeit einer der Messkomponenten, dass keine Zustandskomponente beobachtet wer-
den kann.























ds,i1j = 1 + 1 = 2 ∩
∑
j




ds,i1j = 1 + 1 = 2 ∩
∑
j
ds,1jvxj = 1 · 0 + 1 · 0 = 0 (D.37)












d.2) Ist als zweites Beispiel die Position y des Objektes durch einen anderen Sensor bekannt, so
kann trotzdem der Messvektor für diesen Sensor nicht prädiziert werden, da beide Komponenten



























ds,i1j = 1 + 1 = 2 ∩
∑
j




ds,i1j = 1 + 1 = 2 ∩
∑
j












d.3) Schließlich wird hier der Fall betrachtet, in dem beide Zustandskomponenten beobachtbar
157
D Beispiele der partiellen Beobachtbarkeit































ds,i1j = 1 + 1 = 2 ∩
∑
j




ds,i1j = 1 + 1 = 2 ∩
∑
j
















Diese Beispiele zeigen, wie die in Abschnitt 7.6 vorgestellten Methoden für die Schätzung der
partiellen Beobachtbarkeit geeignet sind.
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f.n. . . . . . . . . . . . . . . . . . . False Negative (verpasstes Objekt)
f.p. . . . . . . . . . . . . . . . . . . False Positive (Phantomobjekt)
ABS . . . . . . . . . . . . . . . . Antiblockiersystem
ACC . . . . . . . . . . . . . . . . Adaptive Cruise Control
DLT . . . . . . . . . . . . . . . . Direct Linear Transformation
EIF . . . . . . . . . . . . . . . . . Erweiterter Informationsﬁlter
EKF . . . . . . . . . . . . . . . . Erweiterter Kalman-Filter
ESP . . . . . . . . . . . . . . . . . Elektronisches Stabilitätsprogramm
IF . . . . . . . . . . . . . . . . . . . Informationsﬁlter
IMM . . . . . . . . . . . . . . . . Interacting Multi-Model ﬁlter
Institut TS . . . . . . . . . . Institut für Verkehrssystemtechnik
Institute of Transportation Systems
JIPDA . . . . . . . . . . . . . . . Joint Integrated Probabilistic Data Association
KF . . . . . . . . . . . . . . . . . . Kalman-Filter
LDW . . . . . . . . . . . . . . . . Lane Departure Warning
LRR . . . . . . . . . . . . . . . . Long Range Radar
NBA . . . . . . . . . . . . . . . . Notbremsassistent
NIR . . . . . . . . . . . . . . . . . Near Infrared Sensor
NIS . . . . . . . . . . . . . . . . . Normalized Innovation Square
PMD . . . . . . . . . . . . . . . . Predicted Minimum Distance
RA . . . . . . . . . . . . . . . . . . Realdatenausschnitt zum Testen
SMC . . . . . . . . . . . . . . . . Sequenzielle Monte-Carlo-Methode
SRR . . . . . . . . . . . . . . . . Short Range Radar
THW . . . . . . . . . . . . . . . Time Headway
TPMD . . . . . . . . . . . . . . Time to Predicted Minimum Distance
TS . . . . . . . . . . . . . . . . . . Simuliertes Testszenario zum Testen
TTC . . . . . . . . . . . . . . . . Time To Collision
UKF . . . . . . . . . . . . . . . . Unscented Kalman-Filter
UTM . . . . . . . . . . . . . . . . Universal Transverse Mercator Koordinatensystem
α, α′ . . . . . . . . . . . . . . . . Schwellwerte für das Gating bzw. für die Gefahrenerkennung
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Verwendete Abkürzungen und Formelzeichen
pCi . . . . . . . . . . . . . . . . . Innerer Konturpunkt eines Laserscannerobjekts
B . . . . . . . . . . . . . . . . . . . Referenz eines Objekts in der Mitte der hinteren Seite
BL . . . . . . . . . . . . . . . . . Referenz eines Objekts in der hinteren linken Ecke
C . . . . . . . . . . . . . . . . . . . Referenz eines Objekts im Mittelpunkt
F . . . . . . . . . . . . . . . . . . . Referenz eines Objekts in der Mitte der vorderen Seite
FR . . . . . . . . . . . . . . . . . Referenz eines Objekts in der vorderen rechten Ecke
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