Abstract. Fluid-solid interaction has been a challenging subject due to their strong nonlinearity and multidisciplinary nature. Many of the numerical methods for solving FSI problems have struggled with non-convergence and numerical instability. In spite of comprehensive studies, it has been still a challenge to develop a method that guarantees both convergence and stability.
Introduction
In this article, we consider the interaction of fluid and structure. An immersed structure in fluid interacts with fluid in two ways. On their interface, fluid cannot penetrate into structure and the motion of structure is affected by the normal stress of fluid. Fluid-structure interaction (FSI) has been a challenging subject due to their strong nonlinearity and multidisciplinary nature ( [10] , [14] , [34] ). In many scientific and engineering areas, FSI problems play prominent roles, but it is hard or impossible to find exact solutions to the problems, so that their solutions should have been approximated by numerical solutions.
For approximating FSI problems, numerous numerical methods have been proposed. Most of them have struggled with non-convergence ( [5] , [9] , [19] , [25] ) and numerical instability [41] . Only few of them have guaranteed stability ([6] , [22] , [24] ). In spite of comprehensive studies, it has been still a challenge to develop a method that guarantees both convergence and stability.
There are two main approaches to obtain a numerical method for the FSI problems : Monolithic and partitioned approaches. The monolithic approach treats the fluid and structure dynamics in the same mathematical framework, and the partitioned approach treats them separately. The monolithic approach [29, 32, 40, 42] solves simultaneously the linearized equations of fluid-structure coupling conditions in one system. Even though this approach achieves better accuracy for the multidisciplinary problem, usually it requires well-designed preconditioners and costs quite expensive computational time [2, 20, 27] . To reduce the computational time, the partitioned approach treats the structure and the fluid as the two physical fields and solves them separately. Even though the partitioned methods have been extensively studied and developed [1, 8, 13, 16, 37] , this approach still requires the construction of efficient schemes to produce stable, accurate results. Despite the recent developments, only a few partitioned methods have guaranteed the convergence [17, 18, 35] .
Our discussion is restricted to the interaction of viscous incompressible fluid flow and a rigid body. The incompressible fluid flow is governed by the Navier-Stokes equations and the motion rigid body is governed by the Euler equations. On their interface Γ(t), fluid and solid interacts in two ways. They should have the same normal velocity component and fluid delivers the net force of normal stress to solid. Combining the governing equations and taking into consideration the two-way couplings, we have the following two syatems of equations for fluid and solid: consisting of the system of momentum equation and incompressible condition: Here, U is the flow vector field and v(t) and ω(t) denote the linear and angular velocities at the center of mass c(t) of the rigid body, respectively. With J := (x − c) × n, note that U · n = (v + ω × (x − c)) · n describes the non-penetration boundary condition at the interface. The other notations follow the standard settings and we refer to [22] for more details. The incompressible condition prevents the development of a discontinuity, and a standard approach to approximate the time derivatives in the system of equations (1.1)and (1.2) , and is the second order SL-BDF method [22, 43] , which can be written in the followoing two steps. The first step is to solve the system with a pressure guess. 
The second step is basically to enforce the divergence-free condition and impose the two-way coupled interactions.
mv * = mv n+1 −´Γ n+1 q n+1 n ds vector field but also the solid velocities. As we shall discuss in details in Section 2, the monolithic extension of the conventional Hodge projection that are denoted by
We derive the equivalence of the extended Hodge projection to the Poisson equation with non-local Robin boundary condition. In Section 3, we prove the existence, uniqueness, and regularity for the weak solution of the Poisson equation, through which the Hodge projection is shown to be unique and orthogonal. Also, we show the stability of the projection in a sense that the projection does not increase the total kinetic energy of fluid and solid. Section 4 discusses the numerical method [22] as a discrete analogue to the Hodge projection, and shows that the unique decomposition and orthogonality also hold in the discrete setting. In Section 5, we prove that the numerical solution is convergent with at least the first order accuracy. In Section 6, we carry out numerical experiments in two and three dimensions. The numerical tests validate our analysis and arguments.
Monolithic decomposition
Let
e., open connected set) with boundary ∂Ω = Γ∪Γ , where Γ ∩ Γ = ∅. We assume that the domain Ω is occupied by an incompressible fluid and Γ is the interface with the fluid and a solid; the other part Γ of the boundary is always fixed. Assume that a fluid vector field U * : Ω → R d and a solid linear velocity v * ∈ R d and angular velocity ω * ∈ R d are given. After the fluid-solid interaction and the incompressible condition applied, the fluid vector field becomes solenoidal and the fluid vector field and solid vector field have the same normal component on the fluid-solid interface Γ.
In this work, we try to decompose (U
with a vector field U : Ω → R d and a scalar field p : Ω → R and velocities v, ω ∈ R d that satisfy the incompressible condition and the non-penetration condition Now, we estimate the energies E * and E. Applying the decomposition (2.1), we have
In the above, we used the symmetric positive definiteness of I and the incompressible and the non-penetration conditions (2.2) which imply
Equation (2.3) implies that the decomposition is orthogonal with respect to the inner product
We can write the energy E of a triple (U , v, ω) in terms of the inner product as
Consequently, we have shown that the projection (U , v, ω) = P (U * , v * , ω * ) , is stable as the kinetic energy E of the projection does not increase comparing with the energy E * of the state variable. In summary, we have the following:
for some scalar function p. If (U , v, ω) satisfies the conditions
then the decomposition (2.5) is orthogonal with respect to the inner product (2.4). Furthermore, the kinetic energy decreases in the sense E * ≥ E.
Poisson equation with nonlocal Robin boundary condition
Taking into account all relations in terms of a scalar field p, the decomposition (2.1) is fulfilled by solving the Poisson equation with nonlocal Robin boundary condition:
In this section, we estimate the existence, uniqueness, and regularity of a solution p to the Poisson equation.
3.1. Existence and uniqueness. We will show the existence of a pressure p appearing in the decomposition (2.1) -(2.2) as a weak solution of a Poisson problem with a nonlocal Robin boundary condition; once p is obtained, we compute (U , v, ω) by the formula (2.1).
For the sake of generality and to address regularity issue, we consider the following more general setting: Let Ω ⊂ R d be a bounded domain with boundary ∂Ω decomposed into two disjoint parts
, we consider the following problem
Here, A is a symmetric d × d matrix valued measurable function on Ω satisfying the uniform ellipticity condition; i.e., there are constants 0 < λ ≤ Λ < +∞ such that
α is a nonnegative constant, B is a symmetric nonnegative definite d × d constant matrix, and r : Γ → R d is a bounded vector field satisfying´Γ r × n dS = 0.
Theorem 3.1. Assume the above conditions. Then the problem (3.2) -(3.4) has a weak solution u ∈ H 1 (Ω) if and only if f and g satisfy the compatibility condition
Moreover, such a weak solution u is unique modulo an additive constant. In particular, one may assume that´Ω u = 0.
Proof. Let us first formulate the problem (3.2) -(3.4) in a weak setting. We multiply (3.2) by a function v ∈ H 1 (Ω) and integrate by parts on Ω to obtain
The boundary conditions (3.3), (3.4) , and the vector identity a
Combining together, we have
where we set
We shall therefore say that a function u ∈ H 1 (Ω) is a weak solution of the problem (3.2) -(3.4) if it satisfies the identity (3.7) for all v ∈ H 1 (Ω). By Lemma 2.1 and the assumption´Γ r × n dS = 0, we have B[u, 1] = 0 for any u ∈ H 1 (Ω), and thus any weak solution of the problem (3.2) -(3.4) should satisfy the compatibility condition (3.6).
Next, we apply the Lax-Milgram theorem to show the existence of a weak solution. By the trace theorem, it is clear that B[·, ·] is bounded; i.e., there is a constant C such that
However, B[·, ·] is not coercive on H 1 . To remedy this, let us introduce a subspace
Clearly, H 1 * (Ω) is a closed subspace of H 1 (Ω) and thus, H 1 * (Ω) itself is a Hilbert space. Let us recall that Poincaré's inequality:
When restricted to H 1 * (Ω), Poincaré's inequality and the assumption that α ≥ 0 and B ≥ 0 imply that B[·, ·] is coercive on H 1 * (Ω); i.e., there is a constant c > 0 such that
. As a matter of fact, for any u ∈ H 1 (Ω), we have
and Poincaré's inequality yields (3.9) . Also, the trace theorem verifies that the linear functional F on H 1 (Ω) given by
is bounded, and thus it is a bounded linear functional on H 1 * (Ω) as well. Therefore, the Lax-Milgram theorem implies that there exists a unique u ∈ H 1 * (Ω) such that
We now show that u satisfies the identity (3.7) for any v ∈ H 1 (Ω) so that u is indeed a weak solution of the problem (3.2) -(3.4). Note that any v ∈ H 1 (Ω) can be written as v =ṽ +c, whereṽ ∈ H 1 * (Ω) and c is a constant. Since B[u, c] = 0 by Lemma 2.1 and the assumption´Γ r × n dS = 0, and F (c) = 0 by the compatibility condition (3.6), the identity (3.7) holds for u. Finally, we show that a weak solution u is unique modulo an additive constant. Thanks to linearity, it is enough to show that any u ∈ H 1 (Ω) satisfying the identity
must be a constant. By taking v = u in the above, we get by (3.10) that
which obviously implies that u is a constant.
Remark 3.1. In fact, we can consider the case when Ω ⊂ R 3 is an (unbounded) exterior domain and Γ = ∅. In this case, we also get a similar result except that we do not need to impose the compatibility condition. Here, we briefly describe the proof. Instead of working in
, which is defined as the family of all weakly differentiable functions u ∈ L 6 (Ω), whose weak derivatives are functions in
is endowed with the norm
It is known that if Ω = R 3 \ D and D is a bounded Lipschitz domain, then we have the following Sobolev inequality ( [11] ):
Therefore, in this case, Y 1,2 (Ω) becomes a Hilbert space under the inner product
Also, we have the trace inequality
To see this, assume
by the Sobolev inequality (3.12) and Hölder's inequality. More precisely, we havê
and similarly we get
Therefore, the bilinear form (3.8) is bounded and coercive on the Hilbert space
, and thus Lax-Milgram theorem implies the existence of a weak solution.
Remark 3.2. We may also replace the boundary condition on Γ to non-slip condition U = 0.
3.2.
Regularity. In this section, we study regularity of a weak solution u ∈ H 1 (Ω) of the problem (3.2) -(3.4). As in the previous section, we assume that A satisfies the uniform ellipticity condition (3.5), α ≥ 0, B ≥ 0, and´Γ r × n dS = 0.
Suppose f and g satisfy the compatibility condition (3.6) and let u ∈ H 1 (Ω) be a weak solution of the problem (3.2) -(3.4). By Theorem 3.1, such a weak solution is unique up to an additive constant, and thus by Lemma 2.1 and the assumption´Γ r × n dS = 0, we see that the (constant) vectors a :=ˆΓ un dS and b :=ˆΓ ur × n dS, are uniquely determined (independent of an additive constant). Therefore, a weak solution u ∈ H 1 (Ω) of the problem (3.2) -(3.4) is also a weak solution of (3.13)
where we set (3.14)
It is easy to check that
, and h is as regular as r × n.
, etc. Therefore, we have the following results from the standard elliptic regularity theory and we omit the proofs because they are straightforwardly derived; see, e.g., [23, 15] .
loc (Ω) and for Ω ⊂⊂ Ω, we have the estimate
where the constant C depends only on k, Ω, Ω , and A. † , AND SEICK KIM
(Ω) and for Ω ⊂⊂ Ω ⊂⊂ Ω, we have the estimate
where the constant C depends only on k, Ω, Ω , and A.
In particular, if we fix u so that Ω u dx = 0, then we have the estimate
where the constant C depends only on Ω and the coefficients A, α, B.
In particular, if we fix u so that´Ω u dx = 0, then we have the estimate
3.3. Monolithic decomposition. Now, we are ready to show the existence and uniqueness of the augmented Hodge decomposition with fluid-solid interaction mentioned in Section 2. As shown in the section, the decomposition is achieved monolithically as soon as we find the scalar field p. Theorem 3.6 (Hodge decomposition with fluid-solid interaction). Let k ≥ 0 be an integer and α ∈ (0, 1). Assume ∂Ω is C k+2 (resp., C k+2,α ). Then, for any vector field U * ∈ H k+1 (Ω) (resp., C k+1,α (Ω)) and any linear and angular velocities v
, and vectors v, ω ∈ R d that satisfy the incompressible condition and the non-penetration condition
Proof. The decomposition (3.15) yields the following problem for the scalar field p:
Applying Lemma 2.1 for the compatibility condition and setting r := x − c so that J = r × n, Theorems 3.1 and 3.4 (resp., Theorem 3.5) imply that there exists a solution p ∈∈ H k+2 (Ω) (resp., C k+2,α (Ω)) of the problem (3.16). Then U , v, and ω are defined as
This shows the existence of a triple (U , v, ω) with U ∈ H k+1 (Ω) (resp., C k+1,α (Ω)) for the desired decomposition. Now, we show the uniqueness. To the end, by linearity it suffices to show that there exists only a trivial triple (U , v, ω) = (0, 0, 0) satisfying (3.17) ρU = −∇p in Ω, mv =ˆΓ pn dS, and Iω =ˆΓ pJ dS
and U · n = 0 on Γ . Taking into account all relations in terms of p, the scalar function p must satisfy
In light of Theorem 3.1, we have that ∇p ≡ 0, that is, p is constant. Therefore, by applying Lemma 2.1 to (3.17), we get that U = 0, v = 0, and ω = 0. We have thus shown that for an input (U * , v * , ω * ) with U * ∈ H 1 (Ω), there exists a unique (U , v, ω) satisfying the decomposition (3.15), which proves the theorem.
Discretization by Heaviside function
4.1. Heaviside function. It is more convenient to express boundary conditions given on the interface Γ = ∂Ω in the entire domain R d . To do this, we consider the Heaviside function H(x) = χ Ω (x), which equal to 1 for x ∈ Ω and 0 elsewhere. Then ∇H = −δ Γ n, where δ Γ is the Dirac delta function supported on Γ and n the outward normal vector at Γ. Using these notations, the boundary conditions (3.1) of p for the Helmholtz-Hodge decomposition (3.15) in fluid-solid interaction is
In case when d = 3, the settings and related definitions are almost the same as those for 2 dimensional case. Let hZ 3 denote the uniform grid in R 3 with step size h. For each grid node (x i , y j , z k ) ∈ hZ 3 , C ijk denotes the hexahedron control volume centered at the node, and its six faces are denoted by F i± as follows.
Similarly, we define the node set Ω h = (x i , y j ) ∈ hZ 3 : C ijk ∩ Ω = ∅ and the face sets
We split the node points into the inside points and the near-boundary points as
and
• . Since the arguments to the results given in this section are almost the same, we consider only the two dimensional case and the results can be extended easily to three dimension.
By the standard central finite differences, a discrete gradient and a discrete divergence operators are defined as follows.
Definition 4.2 (Discrete gradient and divergence operators)
. By G x , we denote the central finite differences in the x-direction:
Similarly, G y denotes the central finite differences in the y-direction. The discrete gradient and divergence operators, denoted by G and D respectively, are defined as
From the definitions of discrete gradient and divergence operators, we can see that one is the adjoint operator of the other. In other word, the two discrete operators satisfy the integration by parts.
Lemma 4.1 (Discrete integration by parts). Given a vector field and a scalar function
with support E h and Ω h respectively, we havê
Proof. Using the definitions of discrete gradient and divergence operators, it is easy to show this lemma.
The Heaviside functions are defined on the edge set as follows. ∩ Ω)
length(E i,j+ 1 2 ) .
Note that H i+ For d = 3, the Heaviside functions are defined on F h as follows.
) .
Having defined discrete gradient and divergence operators and the discrete Heaviside function, we have the following lemma, which is analogous to Lemma 2. (G H) ij = 0 and
Proof. The proof is straightforward because every nonzero element of H appears twice with opposite sign in the summations. Now, we are ready to formulate a discretization for Equation (3.1) based on the Heaviside representation (4.1). Using the settings and the definition of H defined as a scalar function on E h , we derive a numerical scheme for p as
More precisely, the terms on the left-hand side of Equation (4.2) read as
wherex ij is given asx
h | be a linear operator associated with the left-hand side of (4.2). Then the linear system (4.2) reads as: Given a triple (U * , v * , ω * ), find a scalar function
In order to verify the existence of p, we first estimate some properties of L h . 
and the symmetry of I −1 shows that L h is symmetric. In particular, if
, we have
This implies that p ij = p i+1,j = p i,j+1 for all (x i , y j ) ∈ Ω h , so that p is constant. Conversely, if p is a constant vector, then Lemma 4.2 shows that L h p = 0. This completes the proof.
The following theorem shows the existence and uniqueness condition of the solution for the linear system L h p = f. 
Proof. Since L h is symmetric, Lemma 4.3 implies that the range of
Theorem 4.1 may be regarded as an analogy of the compatibility condition shown in Theorem 3.1 in the following sense. Given a triple (U * , v * , ω * ), consider the problem of finding a scalar function p :
Theorem 4.1 shows that the linear system (4.4) is solvable if and only if
that is,
Precisely, the problem (4.4) reads as
Also, splitting the summation on the left-hand side of (4.5), we have
This is a discrete version of compatibility condition. Once p is solved, the triple (U * , v * , ω * ) is decomposed as
Now, we are to show that the decomposition is unique with p satisfying (4.4) and orthogonal with respect to the inner product ·, · E h defined by
Therefore, the triple (U * , v * , ω * ) is uniquely decomposed as
with p satisfying (4.7). Furthermore, the decomposition is orthogonal with respect to the inner product (4.6).
Proof. Lemmas 4.1 and 4.2 show the solvability condition
Then, Theorem 4.1 verifies the existence and uniqueness of p in {1 Ω h } ⊥ . With such p, we decompose
Applying the decomposition to (4.7) shows
Using the identity above and Lemma 4.1, we have
This shows the orthogonality of the decomposition with respect to the inner product (4.6). The uniqueness of the decomposition is verified from Theorem 4.1, which completes the proof.
The following theorem demonstrates that the discrete projection (U , v, ω) of (U * , v * , ω * ) is stable in the sense that it does not increase the kinetic energy:
where p ∈ {1 Ω h } ⊥ is the solution to the problem (4.7). Then, the discrete projection is stable in the
Proof. From the orthogonality shown in Theorem 4.2, we conclude
and this shows the decrease of the kinetic energy.
Convergence analysis
In this section, we estimate the consistency and convergence of the numerical scheme. In the previous sections, we have decomposed a given triple (U * , v * , ω * ) using the Heaviside function
by solving the equation
Then the numerical approximation (U
, throughout this section, we denote the continuous and numerical solutions, respectively. In the setting, let (U e , v e , ω e ) :
) denote the convergence error. The consistency error for numerical scheme is defined as
In order to estimate the consistency, we need the following lemma.
Lemma 5.1. We have the followings.
where δ is the Kronecker delta symbol.
Proof.
(i) Let n be the outward unit normal vector of ∂ (C ij ∩ Ω). Then the same argument used for the proof of Lemma 2.1 showŝ
where
(ii) Using the similar argument used for the proof of (i), one can shoŵ
with ε ijk given in (5.5). † , AND SEICK KIM (iii) Using (i) and (ii), we have
Here, we used that for x h ∈ Ω h Γ and x ∈ Γ ∩ C x h , we have
So, we have shown the inequality (5.6). To show (5.7), we apply (i) and (ii) to obtain
Applying the similar argument to obtain (5.6) leads to the inequality (5.7). 
Proof. We give the proof for d = 2; the case for d = 3 is shown in the similar argument. For each cell C ij , the divergence theorem gives
Applying the Taylor series expansion at the middle point of the edge, we estimate the integrals on the right-hand sideÊ
In particular, if H i± 1 2 ,j = 1, then we havê
We obtain the similar estimations for the other edges. Combining the estimations, we have
, using Lemma 5.1 and Equation (5.9), we have the consistency error
Then the estimation (5.10) shows the consistency error (5.8) for d = 2. Now, we consider the case for d = 3. A similar argument used for d = 2 shows that for each cell C ijk , we have∂
From (5.5), we see that
From the estimation (5.11), we shows the consistency error (5.8) for d = 3, which completes the proof.
The proof of Theorem 5.1 reveals that there exists a vector field
such that for each
is given as
where ω = (ω 1 , ω 2 , ω 3 ) and we used the fact from Lemma 2.1 that
It is not difficult to see that Note that from the definition of d h , we have = O(h).
Proof. From the decompositions (5.1) and (5.4), we have
which follows if we prove that (U e − d h , v e , ω e ) and
are orthogonal with respect to the inner product ·, · E h . Indeed, the discrete integration by parts yields that their inner product equals
and for d = 3 we similarly have
Here, we used the fact that the number of inside edges, where H = 1, grows as O(h d ) and that of edges near the boundary, where 0 < H < 1, grows as O(h d−1 ). And Lemma 5.1 (iii) shows
On the other hand, the standard central finite difference operator G gives
Combining all the estimations for Λ U , Λ v , and Λ ω , we conclude that
Consequently, we have
which proves the theorem. 6. Numerical test 6.1. Orthogonality and stability. We showed in Theorem 4.3 that the augmented Hodge projection satisfies the orthogonality and the stability, and numerically validate both of the properties in this example. In [−2, 2] × [−4, 4], a solid with mass m = 4 and inertia I = 2 is located in a ball centered at (0, 0) with radius 1. Fluid with density ρ = 1 fills the rectangle outside the solid. In this setting, the augmented projection is performed on U * = (0, −1), v * = (cos θ, sin θ), and ω * = 0 for each angle θ ∈ [0, 2π]. On the boundary of the rectangle, the periodic boundary condition is imposed to focus on the interface between fluid and solid. Figure 6 .1 depicts the velocity fields before and after the projection, and the streamlines in the case θ = 0. Note that the velocity fields before the projection does not satisfy the non-penetration condition U · n = U solid · n. After the projection, the solid vector field is clearly uniform and the non-penetration condition is now satisfied. Figure 6 .1 validates the theorem that the orthogonality condition
) was computed in a uniform grid 40 × 80. Table 1 reports the numerical results. The convergence order of (U h , v h , ω h ) − (U , v, ω) E h with respect to h fluctuates, but its least squares fit, as plotted in Figure 6 .3, indicates that the convergence order is 1.61. In the following estimate obtained from combining Lemma 5.1 (iii) and the last inequality in the proof of Theorem 5.2,
3.14 × 10 2.57 Table 1 . Convergence order in the example of two dimensions. The order fluctuates, and its least squares fitting is tried in Figure 6 .3. 
Individual error order
For the same data in Figure 6 .3, the order was obtained from the least squares fit of each error.
the first term becomes dominant and forms an upper bound of the error for sufficiently small h. All the errors in Figure 6 .3 are certainly below the upper bound, which validates the theorem. We deduced from the theorem that each of U h U , v h v, ω h ω is at least first order accurate. Table 2 confirms the deduction. 1.75 Table 3 . The convergence error in the example of three dimensions 6.3. Convergence in three dimensions. We measure the convergence order of the discrete Hodge projection in a three-dimensional example. In 15 π E is located in a ball centered at (0, 0, 0) of radius one. We recall that E is the 3 × 3 identity matrix. Fluid with density ρ = 1 fills the box outside the solid. In this setting, the augmented Hodge projection is performed on U * = (0, 0, −1), v * = (0, 0, −1), and ω * = (0, 0, 0). The non-penetration condition is imposed on the rectangular boundary. Figure 6 .4 illustrates the setting.
Since the exact solution is unknown, we instead measure the convergence order through (U 2h − U h , v 2h − v h , ω 2h − ω h ) E h , based on the fact that we have
for the exact solution (U , v, ω). Table 3 slowly decreases toward 1.6.
Conclusion and comment
In this work, we have studied a Fluid-Solid interaction by taking a monolithic treatment on fluid-solid interaction. It is based on the fact that fluid velocity field U and solid velocities v and ω do not separately proceed but as a whole by a combined state variable (U , v, ω). We introduced the so-called augmented Hodge decomposition of the state variable into two orthogonal components, which is a variation of the Hodge decomposition. The decomposition enables us to decouple the computations of the velocity and the pressure in the incompressible Navier-Stokes equation. Then, the decomposition is fulfilled by solving an elliptic equation for the pressure with non-local Robin type boundary condition. We have shown the existence, uniqueness and the regularity of the solution to the equation. The monolithic treatment leads to the stability that the kinetic energy does not increase in the projection step. Using an Heaviside function, we expressed the boundary condition independent of the interface. We proposed a numerical method producing the numerical solution at least with first order accuracy. Also, we showed that the unique decomposition and orthogonality also hold in the discrete setting. We carried out numerical experiments for 2 and 3 dimensions and the numerical tests validate our analysis and arguments. Even though the experiments supports our arguments, (U h , v h , ω h ) − (U , v, ω) E h = O(h), it reveals that the convergence order is greater than one and the error is mainly influenced by U 2h − U h L 2 = O(h 1.6 ) rather than by the other term, when h becomes smaller. The analysis for the phenomenon would involve very different arguments from the current one, and we put it off to future work.
