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PREFACE
The work performed under this contract is a continuation of efforts
initiated under previous National Aeronautics and Space Administration contracts
NAS 9-1461, NAS 9-5821, and NSR 44-024-006. There is represented an attempt
to integrate experimental and ground-based medical data collection and analysis
schemes into the medical data processing needs and capabilities of Project Apollo
and follow on space missions at the Manned Spacecraft Center.
This contract to The University of Texas Graduate School of Bio-
medical Sciences was sponsored by the National Aeronautics and Space Administra-
tion, Manned Spacecraft Center, with Dr. Edward Moseley as Technical Monitor.
The computer work performed under this contract utilized the Com-
mon Research Computer Facility sponsored by National Institutes of Health Grant
F R 00254; The University of Texas M. D. Anderson Hospital and Tumor Institute
computer facility sponsored by National Institutes of Health Grants FR 00258 and
CA 06939 and National Aeronautics and Space Administration Contracts NSR 44-
012-039, NAS 9-7029, and NAS 9-7153; and computational facilities at the Manned
Spacecraft Center.
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FINAL REPORT - CONTRACT NAS 9-7029
The collection, processing, analysis, and evaluation of biomedical data
collected from astronauts in association with spaceflights requires the collaborative
efforts of many groups of people to provide meaningful information on the status and
well-being of the astronaut. To achieve an effective system for processing and evalu-
ation of such biomedical data requires interfacing the efforts of numerous activities of
different groups including medical specialists, engineers, and computer scientists. It
was the overall goal of the work performed unde.r this contract to help define the
methodology to assist in the development of computer technology for medical data
analysis to be applied to medical data collection and monitoring for Apollo and follow-
on space missions. Belay in thy, manned Apollo missions resulted in some changes in
the timing of original goals. lowever, the general technology developed and partially
implemented should find usefulness during future space flights.
The following is a brief summary of the work accomplished to achieve the
Purposes and Goals defined in the Unsolicited Proposal and Statement of Work of the
resulting contract. The appendix of this report contains descriptive material on selec-
ted phases of the work.
2.0 Purposes and Goals;
2.1 The primary purpose and goal of this contract is to develop and assist in implement-
ing of medical computer technology into the NASA flight medical data system. This
implementation will be achieved by considering the many components of data collection,
transmission, storage, display and interpretation.
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Effort: Numerous meetings of the contractor were held with personnel
from the Manned Spacecraft Center to plan future system development at the Man-
ned Spacecraft Center or to implement technology developed by the contractor by
providing programming and statistical assistance. Medical, engineering, computer
and statistical scientists of the contractor met individually and in groups to effect
optimum communication for exchange of ideas and technology. Computer programs
and techniques developed by the contractor were made available to NASA personnel
and other contractors.
2.1.1 Electrocardiogram (ECG) data collected using the NASA lead system will
be evaluated in terms of signal degradation due to analog filtering for noise suppres-
ion, effect of reduced sampling of the signal for transmission of data, and the effect
of reduced digitizing rates on distortion of meaningful components of analog data.
Particular emphasis will be placed on those records demonstrating cardiac abnormali-
ties.
Effort: An extensive demonstration and several discussion meetings were
held jointly between the contractor, The University of Texas M.D. Anderson Hospi-
tal personnel, and NASA personnel to demonstrate the above. The hybrid computer
-ystem of The University of Texas M.D. Anderson Hospital was utilized to provide
computer processing and output which demonstrated considerations of importance in
processing electrocardiogram data.
2.1.2 Preprocessing circuitry and hybrid computer techniques will be evaluated for
meaningful impiementation into the updated NASA monitoring system, considering
the measurements made in association with the flights.
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Effort: The results of these efforts are reflected in techniques described
in Appendices A and C of this report for processing of blood pressure, electroenceph-
alogram, electrocardiogram, and impedance pneumogrom data. A hybrid computer
capability was developed jointly through this contract and contract NAS 9-7153 for
development and evaluation of further techniques.
2.1.3 Because of the proximity to the Manned Spacecraft Center, daily consultation
and assistance can be provided to the NASA medical data group in order to facilitate
updating of a practical monitoring system for Apollo flights.
Effort: This consultation and assistance was provided by exchange visits
of personnel to NASA facilities and facilities of the contractor.
2.1 .4 Statistical techniques and computer technology reports will be prepared to
document available software for data processing by large scale digital computers.
This will provide a very concrete transfer of information on the application of certain
computer and statistical technology which can be applied to medical problems, such
as cardiac deconditioning, noise reduction, etc.
Effort: Data were processed from previous studies conducted by NASA or
its contractors. Computer programs were provided to NASA for implementation on
computers located at the Manned Spacecraft Center. The contractors provided statis-
ticians, computer programmers, and system analysts to interface with NASA personnel
to implement technology useful to the NASA computer centers .
2.1 .5 A determination of operational definitions of heart rate and respiration rate
limits will be tabulated for different activity schedules for space flight by evaluation
of data from space flights. Such tabulating is-predisposed by the need for adequate
identification and logging of data to assure accurate retrieval of information. I
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Effort: No data were available from Apollow missions because of the
delay in the flight schedule. Data from previous Gemini flights were evaluated,
but were found to be inadequately identified to provide meaningful data for differ-
ent activity schedules. Assistance was provided to the Technical Monitor for
planning an appropriate identification system for future biomedical data collected
by NASA.
2.1 .6 Using heart rate and respiratory rate information, an attempt will be made
to define the sleep-wake schedules of the astronaut data. An evaluation will be
made of selected ground-based data to define the appropriateness of the reasure-
ment by relating it to EEG criteria.
Effort: An extensive report on this effort is described in Appendix C.
Part of the effort represented a Master's Thesis project for a graduate student who
was employed part-time on this contract.
2.1.7 An evaluation will be made of the feasibility of incorporating analog com-
puter techniques for computing statistical quantities, such as cross products, to allow
near real-time processing of telemetered medical data.
Effort: These efforts were performed in conjunction with The University
of Texas M.D. Anderson Hospital and are reported under contract NAS 9-7153.
2.1.8 Techniques will be established to allow consideration of selected PCM tele-
metry environmental parameters, such as temperature or oxygen tension, into an
interpretation of biomedical measurements.
Effort: Environmental parameters collected from ground based chambers
were introduced into NASA monitoring system planning to gain experience with the
usefulness of these measures.
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2.1.9 Electronic circuitry will be developed for automatic recognition and display
of systolic and diastolic blood pressure using the cuff-microphone technique, and
thus allow its automatic incorporation into techniques for evaluation of cardiovas-
cular data. Such a system would also find usefulness in evaluation of blood pressure
data from tilt table studies centrifuge runs chamber studies etc.n	 ,	 g	 ,	 ,
Effort: A detailed report on this effort is described in Appendix A.
Part of this effort represented a Master's Thesis project for a graduate student
who was employed part-time on this contract.
2.1.10_ Using existing computer and statistical techniques, an analysis can be
made of data collected pre and post-flight, for example, tilt table and blood vol-
ume data, to correlate it with changes observed during flight.
Computer programs for statistical analysis and display of such data were
provided to the Manned Spacecraft Center. Data were evaluated from past Gemini
flights to demonstrate the effectiveness of the techniques as they may be applied to
future Apollo flights.
2.1 .11 Consultative assistance will be provided in the design, development and
1 implementation of ground-based monitoring and research such as in conjunction
with altitude chambers, centrifuge, and simulator training. This would involve con-
sideration of the needs or requirements of instrumentation to answer questions proposed
in hypotheses of changes expected in medical data.
Effort: Meetings were held at the contractor's facilities and at NASA;
special emphasis was placed on techniques for implementation of a system for use
with the NASA altitude chambers.
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2.1.12 The Contractor will carry ovt studies to routinely re-examine data from
each Apol low flight in order to provide updated biomedical data baselines. These
baseline data will serve as criteria for ground-based studies as well as for input to
the real-time mission monitoring system, where the updated baselines will be in-
corporated into the flight summaries for real-time comparisons. This task will
ensure comprehensive sampi ing of all aspects of the data in order to empirically
establish a broad base of data concerning significant relationships existing among
biomedical measurements. This task will also serve to establish optimum data
handling schemes.
Effort: Since no manned Apollo flights were made, this goal could not
be achieved.
2.1 .13 The Contractor shall carry out a study to determine the adequacy of
appropriate nonparametric statistics in analyzing data acquired from the Gemini
Cardiovascular Reflex Conditioning Experiment, operational tilt table studies, and
other operational experiments onalyxed under Contract NSR 44-024-006. This
task will include a comparison between prior analyses and the nonparametric
methods in order to demonstrate associated advantages and/or disadvantages. Also
included will be brief discussions pertaining to limitations of each technique.
Effort A detailed report on this effort using tilt table data is presented
in Appendix 6 of this report.
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1. INTRODUCTION
The auscultatory method for the indirect measurement of blood pressure was
proposed by N. S. Korotkov (Korotkoff) in 1905 (21). Since that time, the method
has gained acceptance as a clinical technique for measuring arterial blood pressure.
The origin and significance of the auscultatory blood pressure sounds (called Korotkoff
sounds) were the subject of controversy when Korotkoff first presented his work. The
exact mechanisms of origin are still unresolved (10), bu' the significance of the sounds
in blood pressure; measurement has gained wide acceptance. The best index of iden-
tifying the diastolic end point is still being debated (27).
Theories on the genesis of the Korotkoff sounds have included water hammer
effects, preanacrotic effects, heart so,,jnds transmission through the blood stream,
fluttering vessel walls, blood turbulence, and blood cavitation mechanisms (10,27,28).
The first sound obtained during deflation after occlusion of the artery by a cuff has
been universally accepted as the index of systolic pressure. The index for identifying
diastolic pressure has been studied by many investigators. Some investigators have
proposed that the point of muffling of sounds be used as the diastolic index as opposed
to the last audible sound which Korotkoff used (33,38,43,47). In 1951, a committee
of the American Heart Association recommended that the cessation of sounds be
accepted as the diastolic index (6). Research which recently was reported (27) has
supported this recommendation (6). Thus, the method for the indirect measurement
of blood pressure proposed by Korotkoff is used today in essentially the some manner
as it was used over sixty years ago, even though no universally accepted explanations
exist for the genesis of the Korotkoff sounds.
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Under ideal measuring circumstances, with well-trained observers, indirect
auscultatory blood pressure measurements on normal subjects have been shown to cor-
relate well with intro-arterial pressures in the brachial artery (3,17,18, 2b, 34, 36, 38,
47). The following factors are among those which contribute to variances in the
measurement of blood pressure by the auscultatory method:
A. Instrument errors
1. Inaccuracies of sphygmomanometer (calibration
errors, hysteresis, etc.)
2. Cuff width
3. Cuff length
4. Stethoscope response characteristics
B. Observer errors
1. Mental concentration
2. Reaction time
3. Auditory acuity
4. Confusion of auditory and visual cues
5. Interpretation of sounds (training and experience)
b. Rate of inflation
7. Rate of deflation
8. Prejudice (anticipation of reading in the region
about 120/80 mm Hg)
9. Terminal digit preference
10. Excessive or inadequate. pressure applied to
stethoscope
2
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11. Cuff placement and circumference adjustment
12. Stethoscope placement
C. Background noise
D. Artifacts in arterial pressure due to compression
of the brachial artery
E. Patient condition (obesity, shock, various heart
valvular conditions, etc.)
The magnitude of these variances still permits the use of the auscultatory blood
pressure readings to make clinical decisions regarding diagnosis and treatment of hyper-
tension and hypotension. However, in epidemiological studies of blood pressure, the
variations in measurements that can be found between observers on a given individual
impedes the comparison of data (25,41). Thus, the problem of obtaining uniform data
Wil	 lies more with the erratic utilization of the auscultatory technique than it does with
the technique itself.
Automatic instrumentation designed for monitoring blood pressure has the
potential of performing in a uniform manner, over extended periods of time, without
fatigue or inter observer variations. The advantages of such an instrument would
benefit the epidemiologist, surgeon, anesthesiologist, nursing staff of intensive care
units, as well as the clinician. The extensive use of the auscultatory technique makes
it a natural choice as the technique to be instrumented for the automatic indirect
measurement and monitoring of blood pressure. The data obtained from such a system
are then more comparable to the usual clinical measurements than would data gathered
	 E ',
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by other blood pressure measurement techniques. In addition to eliminating inter-
observer variations, it is possible that the automatic electronic blood pressure monitor
can provide the additional selectivity, reproducibility, and sensitivity which might
be required to realize the full potential of the auscultatory technique for the measure-
ment of arterial blood pressure. For example, perhaps more information is contained
in the sounds from a compressed artery than can be heard and properly interpreted-by
a clinician using a stethoscope. The clinician hears the sounds within a very limited
bandwidth (determined by his ear and stethoscope) located in a particular portion of
the spectrum; whereas, the bandwidth of an electronic system can be controlled and
placed in a more optimum portion of the spectrum for the purpose of making the systolic
and diastolic decisions. These considerations comprise the impetus for the development
of a system for the automatic measurement and digital display of systolic and diastolic
blood pressures and for the selection of the auscultatory technique.
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r11. THE TECHNIQUES AND PHYSIOLOGY OF THE AUSCULTATORY METHOD FOR
THE MEASUREMENT OF BLOOD PRESSURE
The auscultatory method of measuring systolic and diastolic blood pressures
involves the use of an inflatable cuff to temporarily occlude an artery in an extremity.
After rapidly inflating the cuff, a stethoscope is placed gently over the artery distal
to the cuff and the cuff is deflated slowly. Usually, the cuff is placed around the arm
and the stethoscope is placed over the artery in the antecubital space. The air pressure
in the cuff is read when the first sound is heard through the stethoscope; this pressure
is called the systolic pressure. As the cuff is deflated further, the character of the
sounds due to each heart beat (called Korotkoff sounds) changes; and in most patients,
the sounds quite .suddenly disappear. The pressure measured at the time that the sounds
disappear (or suddenly muffle, if they do not disappear) is called the diastolic pressure.
A complete description of the recommended standard procedure for human blood pres-
sure determinations by sphygmomanometers is given by Bordley, et al. (6).
The Korotkoff sounds are postulated by some investigators to be produced by
changes in the rate of blood flow through a partially occluded artery. If the externally
applied pressure from an inflatable cuff is transmitted, without amplification or attenu-
ation, through the tissues to the brachial artery, and if the arterial wall offers little
resistance to the compressive force, then the artery will collapse totall y when the
pressure in the cuff equals or exceeds the intraluminal systolic arterial pressure. When
Y 1
this tots! collapse and cessation of flow occurs, no sound is heard through a stethoscope
placed over thebrachial artery, distal to the cuff, at the antecubitai space. As the
external pressure is reduced, four sound phases are identified as the blood flow progresses
6from no blood flow to full or unrestricted blood flow (11). It is postulated that, when
the occluding pressure falls slightly below the systolic pressure;, a small quantity of
blood is ejected past the constrictive point and a "lie ht tap" or "thud" occurs which
is identified as the first phase of the Korotkoff sounds. The first such pulse to occur
during deflation, after occlusion, is recognizud as the index of systolic pressure. In
a normal person, phase I sounds are heard over a range of approximately 10 millimeters
of mercury. As the cuff pressure is further reduced, blood flows through longer por-
tions of the cardiac cycle and changes occur in both the quality and intensity of the
Korotkoff sounds. The phase 2 sounds are "soft, inconstant murmurs" which occur over
a range of approximately 10 millimeters of mercury in the normal person. "Loud,"
"long," and "clear" sounds distinguish the phase 3 sounds which are heard over a
range of approximately 15 to 20 millimeters in the normal person. At the end of the
third phase, the sounds become "dull and muffled" and these fourth phase sounds are
normally heard over a range of approximately 10 millimeters of mercury. The sounds
disappear as the cuff pressure is reduced further. The diastolic index of pressure is
the disappearance of the fourth phase sounds.
One commonly occurring anomaly is the phenomenon known as the "ousculta-
Cory gap" (11,36,43). This term is used to refer to the disappearance of the Korotkoff
sounds during cuff deflation over a fairly large range of pressures between the first
so ,nds and a cuff pressure level above that of the diastolic pressure. Although the
cause of the auscultatory gap is not known, the disappearance and reappearance of
the sounds are related to the venous pressure in the arm (36). The auscultatory gap
hc,s been reported to occur more often when the cuff is inflated slowly (36).
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Th- Korotkoff sounds appear to bo Oenoratod as the loadi ng 	 ^ (rising portion)
of the interluminal arterial blood prc;ssuro pulwu oxceuc;^ the externoHy applied pressure.
The temporal relationships of the; Korotkoff sounds and the electrical activity of the
heart have been examined in detail by London and London (26) and by Rodbard,
et al. (39). It was observed that the Korotkoff sounds occurred progressively earlier
in the cardiac cycle as the cuff pressure was reduced from the systolic pressure toward
the diastolic pressure. The time interval between the R wave and the first Korotkoff
sound is reported in one study (26) to average 160 milliseconds with a range of 140 to
220 milliseconds. Rodbard (39) succeeded in constructing a calibrated upstroke of an
arterial blood pressure curve by using the cuff pressure and the temporal relationships
between the arterial sounds and the electrocardiogram.
The quality and intensity of the Korotkoff sounds appear to be related to the
anacrotic gradient of the pressure pulse; i.e., the rate of change of the arterial pres-
sure during systole (53). This would explain, in part, the difficulties involved in
distinguishing and recognizing the Korotkoff sounds on patients in shock and the clini-
cal experience where radial pulsations are detected before Korotkoff sounds are heard.
Experiments have shown that, after an injection of norepinephrine, only those pressure
waves which possess a steep anacrotic gradient generate audible Korotkoff sounds (53).
The sound ) , aveforms recorded from over the brachial artery during an indirect
I The word "sound" is used to denote the arm surface pulsation recorded from a
microphone which may be associated with a Korotkoff sound heard through a stetho-
scope. The term "Korotkoff sounds" is reserved for those audible sounds identified by
an investigator employing a stethoscope. The term "arm surface pulsations" refers to
the pulsations measured at the surface of the arm regardless of their spectral content;
i.e., the frequency components might al  be below the audible range.
8blood pressure measurement are complex waveforms which vary in amplitude, period,
and spectral content from pulse-to-pulse during a single measurement, from measure-
meat-to-measurement on the some person, and from individual-to-individual. The
frequency content of the blood pressure sounds has been measured by several
researchers using a variety of techniques (8, 15,35,37,49,50). The reports on this
research have revealed a large divergence of opinions on the spectral content of the
sounds. Significant data are given by Ware and Anderson (50) and Rauterkus, et al.
(37). These data are the measured frequency spectrum for each of the four phases of
the sounds.
Rauterkus, et al. (37) conclude that:
Most of the sound energy is generally located below 50 cps with the
most prominent peaks occurring below 20 cps. For phases I and 4
sounds the sound energy is often heavily localized below 20 cps,
whereas for phase 2, and especially, phase 3 sounds the energy tends
to be more broadly distributed in the 0 to 50 cps range.
1I
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Ware and Anderson (50) sum up their findings as follows:
...the following sequence of events[occur@ during a cuff deflation
cycle: 1) appearance of sounds with low-frequency energy predomi-
nating (systolic pressure endpoint), 2) appearance of greater high-
frequency energy content (phases 2 and 3), 3) disappearance of high-
frequency components (diastolic pressure endpoint).
It is interesting to note ►hat the impetus for studies of the spectral content of
the blood pressure sounds has been the acquisition of data for the design of indirect
blood pressure monitoring equipment. However, the researchers have omitted the
sound spectra which exist prior to tho systolic index (phase 0) and those which exist
after the diastolic index (phase 5). A knowledge of these spectra is essential to the
9developmunt of criteria for the systolic and diastolic decisions. The following
statement by Rauturkus, et al. (37) points up Hie need foi- missing data:
Any device designed to recognize Korotkov sounds must do so on
an individual, real time basis; the device cannot respond to the
average components of a sequence of sounds.
McCutcheon and Rushmer (31) have reported the spectral changes in the sounds that
occur at muffling. 	 The spectrum of the sound preceding muffling was compared with
that of the muffled sound and with that of the sound following muffling. 	 They observed
that an attenuation of the frequencies above approximately 60 Hz corresponds with
muffling.	 In an earlier report, McCutcheon, et al. (32) concluded that the muffling
of the Korotkoff sounds resulted from the attenuation of sound frequencies between
50 and 90 Hz.
There are several dynamic reactions which are produced by compression of the
"; p brachial artery, but they are seldom discussed in connection with the indirect measure-
merit of blood pressure because it is thought that they usually neutralize each other (53).
London and London (26) observed that as the cuff pressure rises above the distal dias-
tolic pressure the distal intro-arterial systolic peaks also rise. 	 The systolic pressure i
' distal to the cuff remains elevated until the artery is completely occluded and through
the decompression phase until the cuff pressure falls below the diastolic pressure.
"ClInThey report that	 135 recordings, the average rise in distal systolic pressure during
compression was 11 millimeters of mercury above resting levels." 	 During decompression,
they report an ►average rise in distal systolic pressure o f 12 millimeters of mercury.
No signific.-int change in the systemic arterial pressure was observed. 	 They speculate
that the rise in! the distal systolic pressure might be atti=ibuted to venous occlusion or
r
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to some form of local vascular reaction such as a change in arterial torte. In a second
paper (27), they state that "jt]his response of the distal brachial artery to compression
and decreased blood flow suggests local vasoconstriction." Whenever the flow of blood
in an artery is stopped by occlusion, the kinetic energy associated with the blood flow
is converted into the potential energy associated with blood pressure. Studies have
shown that such energy conversion elevates the systolic pressure (53). The summation
of reflected waves in an occluded artery could also influence the pressures in the
artery. The arterial pressure pulse loses energy to the tissues of the arm, cuff, and
sphygmomanometer. Thus, there are disturbance mechanisms associated with the blood
pressure measurement which may tend to cancel each other. It would not be expected
that these dynamic reactions exactly cancel each other; however, the clinical accuracy
of the technique for the measurement of the undisturbed arterial blood pressure appears
adequate.
I
1111. PURPOSE
The purpose of this project was to design, construct, and preliminarily
evaluate a system for the automatic measurement and real-time digital display of
systolic and diastolic blood pressures (a) by the utilization of the auscultatory
indirect method, and (b) by the utilization of the relative advantages of analog
and digital techniques in data processing and decision making. Design criteria for
the system were to include provisions for a high degree of noise and motion artifact
rejection by the use of (a) selective filtering, and (b) digital logic circuitry for
inhibition of systolic and diastolic detection during cuff inflation and time periods
of the cardiac cycle when auscultatory sounds cannot exist at the position of the
microphone. The design was also to take advantage of current technology. The
systolic and diastolic decision criteria were to be derived from simultaneous direct
and indirect measurements. The system was to be preliminarily evaluated by obtain-
ing readings of systolic and diastolic simultaneously by experienced observers and
by the electronic system.
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IV. SYSTOLIC AND DIASTOLIC DETECTION CRITERIA
In the measurement of blood pressure by the auscultatory technique, two
channels of data are utilized--the cuff pressure and the Korotkoff sounds. Figure I
is a diagrammatic representation of the data utilized by a clinician for the indirect
measurement of blood pressure by the auscultatory method. The sounds shown on this
chart were those sounds transduced by a piezoelectric microphone placed over the
brachial artery at the antecubital fossa and filtered at 45 Hz (3-db point) by a high-
pass filter with a 12-db per octave slope. Thus, the sounds shown here may be con-
sidered to be a +representation of the Korotkoff sounds which the clinician might hear
through his stethoscope during the measurement.
The design of an electronic system to automatically make auscultatory blood
pressure measurements requires that an analysis be made of the characteristics of
sounds recognized in the auscultatory method such that the bases of systolic and
diastolic decisions can be expressed in terms of parameters which can be measured.
An encapsulated piezoelectric microphone manufactured by Air Shields, Inc. for
use in the measurement of blood pressure was chosen. Appendix C describes the
characteristics bf tho microphone. This microphone is planed in a pocket at the
distal edge of 6 standard 'blood pressure cuff (a "Tycos" snap-fastened cuff manu-
factured by Ta^lor Instrument Co., possessing an'1nflatable bladder which is 13
cm. wide) such that the face of the microphone contacts the surface of the arm
during the infliction and deflation of the cuff. When the microphone was driven
mechanically by a displacement source (another similar microphone), the output
{	 -12-
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Pimpedance of the microphone and cable were found to vary from approximately
500,000 ohms at 10 Hz to approximately 60,000 ohms at 100 Hz in a manner defining
a series capacitance model for the microphone and cable with a capacitance of
approximately 0.027 microforads. The usual equivalent circuit for a piezoelectric
element is a voltage source in series with a capacitor. Such a microphone is
responsive to displacement and the low-frequency cutoff is determined by the input
impedance of the preamplifier. It is obvious that, in order to preserve the very low
frequency components of the transduced signal, the use of a preamplifier with an
input impedance of 10 megohms or greater is essential. A field-effect transistor was
used in the design of the preamplifier which had a 3-db bandwidth extending from
3.5 Hz to 450 kHz. Since the output of the microphone is on :^e order of one volt
(peak-to-peak)^for normal sound input levels, a voltage gain of 2 was sufficient for
satisfactory recording of sounds.
The microphone and preamplifier were used to record the data shown in
Figure 2. In Figure 2 is shown the chart tracings from one measurement on each of
three subjects. In each of the three measurements, the upper tracing is the arm surface
pulsations as transduced by the microphone and amplified by the preampl if ier described
above. The 3.'5-Hz low-frequency cutoff of the preamplifier is suffiently low to
permit the recording of the pressure wave at the surface of the orm. The waveforms
recorded in this manner are similar in shape to intra-arterial waveforms.. The lower
4
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tracings are decision marks which were made by an experienced clinician based upon
the auditory indices of systolic and diastolic blood pressure as he heard them through
his stethoscopes. The reaction time of the observer was approximately 0.3 second.
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Arm Surface Pulsations
Systolic	
Observer's Decision Marks
	
Diastolic
n	 .fl, --- — -
(a) Subject 1
Arm Surface Pulsations
Observers Decision Marks
Systol is	 Diastol is(b)Subject 2 
Arm Surface Pulsations
Observer's Decision Marks
(C) Subject 3
Figure 2 - Arm surface pulsations and observer's decision marks for 3 subjects
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The diastolic 6ucision mark was madu when tho observer 1'ailud 11-o hear a sound at the
approxima l -c expected time intorval from the provious recognized sound. Hence, the
diastolic decision mark should lag the pressure pulse immediately following the; lost
recognized sound by approximately the reaction time of the observer. Examination of
numerous recordings of this type revealed that certain changes in the character of the
recorded arm surface pulsation signals are related to the occurrence of the various
Korotkoff sounds as I-ward by an observer 'through a stethoscope. Thase characteristics
are of the form of high-frQquency notches and can be seen in Figure 2 (1- 1hoy are
circled on the data for the second subject). The notches were found to occur initally
with the onsei of the Korotkoff sounds and to disappear with the cessation of Korotkoff
sounds. Thus, empirically, it appears that the notches could be a manifestation of
the Korotkoff sounds. Examination of these data suggests tholL
 a basis for tine systolic
and diastolic pressure decisions might be developed if the changes in the characteristics
of the arm surface pulsations at the systolic and diastolic cuff pressures which are
evident in Figure 2 could be accentuated by proper processing of the microphone
signal.
Pre-processing of the sounds signal through filters of various bandpasses is
reported in the literature. Table I is a summary of filters which have previously been
used in the development of automatic indirect blood pressure measuring devices. It
is obvious from Table I that there is no universally accepted filter developed for this
purpose--the variance in filter frequencies is large. Each filter which is reported as
a part of a system is, to a large extent, designed around the microphone and pre-
amplifier which were used.
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SUMMARY OF FILTER FREQUENCIES USED FOR PRE-PROCESS!NG SOUND SIGNALS
Reported by	 FiI p er 11055-;;^wld	 commoots
Frequencies
Bol ie et al. (5)
	
2 to 100 Hz
London and London (27) 1 120 to 500 Hz
	
Set to cormpond with their
clinical acuity. Very gradual
roll-off. . The only lower
frequency tried was 40 Hz.
Ono (35)
Follett et al. (14)
^ Al I red and Johnson (1)
23 and 45 and 150 Hz
(three filters)
1,000 to 2,000 Hz
"narrowbandposs filters"
" fal l ing rapidl y
 above or below
this range"
40 Hz
	
1 48 db/octave roll-off above 40 Hz
(essentially low pass) ; 7 db/ octave rol l -off below 40 Hz
18
In this project, the sounds recorded from numerous subjects were passed through
variable band-pass filters in an attempt to determine the pre -processing filter which
would allow reliable detection of both the systolic and diastolic i ndices for the micro-
phone and preamplifier described above. The outputs of a Krohn-Hite Corp. Model
330M variable filter (typical bandpass characteristics shown in Appendix D) for a
itypical recording of sounds s shown in Figure 3. For these recordings, the upper
c^.t-off frequency of the filter was set at 5 kHz on the dial. The frequency response
of the Brush Mark 280 recorder which was used is flat within 2% to 100 Hz for a
10-division peak-to-peak signal. The lower cut-off frequency is marked on each
tracing. Narrow band-pass filter studies were also made. The arm surface pulsations
filtered by various bandpass filters are shown in Figures 4 and 5. The upper and
lower cut-off frequencies from the dials of the variable filter are marked above each
of the tracings.
When the piezoelectric microphone and preamplifier above were used on 13
adult subjects (4 females and 9 males) ranging in age from 26 to 53, it was found that
filtering of the preamplifier output with a 10 to 30 Hz2 bandpass filter possessing
slopes of 24 db/octave (Appendix D) provided excellent detection of the changes in
the characteristics of the arm surface pulsations that occur at cuff pressures coincident
with the systolic index. The detection of the first occurrence of the notch on the
2These values are the nominal values marked on the dials of the Krohn-Hite Corp.
Model 330M variable filter. The measured bandpass characteristics are shown in
Appendix D. Thus, the bandpasses stated in this chapter; marked on Figures 6,7, 8,
and 9; and used in gathering the data of Table 11, refer to the dial markings on the
variable filter and the actual bandposses resemble those shown in Appendix D.
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Figure 3 - Arm surface pulsations filtered by various high-pass filters
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output of the arm surface pulsations by the 10 to 30 Hz bcndposs filter is evidont in
Figures 6 and 7. When the arm surface pulsations were applied to an 80 to 110 Hz
bandpass filter (24 db/octave) (Appendix D), the output was found to provide a
demarcation between the last sound possessing the higher frequency notch and the
arm surface pulsation following that sound (as shown in Figures 6 and 7 where the
amplitude of the output of the 80 to 110 Hz bandpass filter suddenly drops). A
single filter was not found which would adequately filter the arm surface pulsations
such that both the systolic and diastolic decisions could be made precisely. Thus,
selective filtering by the use of two filters of different bandpasses appears to be a
usable method for obtaining the respective systolic and diastolic criteria required
for electronic decision making.
The selection of the filter frequencies was confirmed by simultaneous direct
and indirect measurements on four patients using the procedure of London and
London (26). Under a local anesthetic, a 4 16 Cournand needle was placed into
"she brachial artery distal to the occluding cuff and connected to a Statham Model
P23Dbressure transducer. The needle was flushed periodically with a he arinizedp	 p	 Y	 p
saline solution. The cuff pressure was connected to another P23Db pressure trans-
ducer. The carrier amplifiers contained in an Electronics for Medicine recording
eoscilloscope system were used as pressure preamplifiers to drive a magnetic to Y	 p	 P	 p	 g	 p
recorder. The sounds were recorded through the some microphone and preamplifier
that were previously described. Results which are typical of these measurements are
shown in Figures 8 and 9. The subject was a 49-year-old female Negro who had
entered the hospital with congestive heart failure two weeks prior to the measurement.
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She weijhed 296 pounds at the time of the measureme-nt and had ! o-Jt over 40 pounds
since entering the hospital. Inspection of Figure 8 shows that th y: ohservur did not
hear a Korotkoff sound as the first pulse of blood flowed post ;he occlu6in5l cuff;
however, a low frequency notch did appear in the corresponding arm surface pulsation.
The following pulse did not penetrate the occluding cuff. A pronounces; notch
appeared on the arm surface pulsation corresponding to the pulse for which the first
Korotkoff sound was recognized by the observer. This technique with a single direct
connection to an artery does not allow an accurate determination of the last pulse
for which the flow is partially occluded by the cuff. The data shown in Figure 8
would tend to suggest that the small oscillations on the intro-arterial pressure curves
may be associated with partial occlusion of the artery; however, this has not been
proven. Pulse-to-pulse variations in the systolic and diastolic pressures (especially
in the patient from whom the data of Figures 8 and 9 were gathered) render the
comparisons of direct and indirect blood pressures based on resting levels of direct
blood pressure as practically useless where accuracies of a few millimeters of mercury
are desired.
The problem of inadequate pressure and sound transmission in the arm of the
obese patient can contribute to indirect blood pressure measuring variances (2). From
the data of Figure 9, it is obvious that the observer did not recognize the first
Korotkoff sound until the third pulse had flowed beneath the cuff. However, the
first notch on the arm surface pulsations occurred with the first pressure pulse received
by the pressure transducer from the artery distal to the cuff. The output of the 10 to
30 Hz filter on the arm surface pulsations also detected the event. On this some
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measurement, the observer marked the pulse for wnich he hoard no aounci in accordance
with the diastolic pressure end-point criteria. Howwvur, cn the pu lls following the
pulse for which a Korotkoff sound was not heard, the arterial d;oQ-tol is pressure sud-
denly became lower and a Korotkoff sound was generated. The notch reappeared on
the arm surface pulsations and the event is recognizable in the output of the 80 to
110 Hz filter. These data represent an example of a severe test of the performance
of systolic and diastolic detection criteria.
It was determined that the systol;c decision could be simply mace by detecting
the first output of the filters which exceedcu a preset threshold. The threshold was
set to a level slightly above the noise level and for the gain characteristics reported,
a threshold of 0.3 volt was adequate.
A preliminary study to determine the proper utilization of the outputs of the
10 to 30 Hz and 80 to 110 Hz filters for the diastolic decision was conducted on 5
young male subjects. A summary of these data is Oiven in Table 11. The peak magni-
tude of the output of each filter at the last sound was determined (E HD and ELD for
the 80 to 110 Hz and 10 to 30 Hz outputs respectively). Then, ahe peak amplitude of
the output of each filter for the entire deflation cycle was determined (EH peak and
E L peak for the high and low frequency filters respectively). The ratios of 1-ho peak
magnitude of the outputs at the lust recoc^nize;d Korotkoff sound to the peak outputs
for the entire deflation cycle were tabulated (EI iD / E H peak and ELD E L peak)'
Similar ratios were formed by dividing the peak amplitude of the output of each of
the filters for the arm surface pulsation following the last recognized Korotkoff sound
(EHPD and ELP© for the high and low frequencies respectively) by the some peak
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detection ',ojcic of the pro-processor of the Oufomc-ksc sysilum. A soun6 is %-Olett;clwd
whonever the output of either filror excue65 or, Initial 	 or a sct fraction of
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tile outputs of both filters 14-0 crop	 flicir	 soil fractions of their maximum
peak value. The utilization of two filters in this manner cppcu •:i to be. unicue,
olthou Gli at least two investiqotors, have u5i6 multiple filters (35,51) in Different
detection schemes.
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Y. DESCRIPTIOt4 OF THE SYSTEM
A system was constructed utilizing the previously-stated detection criteria for
the automatic measurement of blood pressure. Figure 10 is a block diagram of the system.
The waveforms shown in this figure represent, in principle, system operation but are not
actual waveform samples. The entire system may be divided by function into ei.)ht
major units, (1) transducers, (2) cuff pump/deflator, (3) preamplifier, (4) preprocessor,
(5) systolic/diastolic converter, (6) output unit, and (7) calibrator. The prempl iffier
unit consists of the electrocardiogram (ECG), arm surface pulsations (sounds), and
pressure preamplifiers which are used to provide the proper input impedance charoc-
teristics. The prieamplifier unit may be used simultaneously with, or independently of,
the rest of the system to provide signals for tape recording or it may be bypassed for
processing tape recorded signals.
The preprocessor unit is used to convert the raw signals from the preamplifier
unit into usable form for making the systolic and diastolic decisions. The ECG band-
pass filter has essentially the some characteristics that previously have been used in a
card iotachometer preprocessor (48). After the ECG signal is filtered, the absolute
value of the ECG
	 gasignal is compared against a fixed level which is set such that an9	
output occurs far each R-wave from the ECG. The comparator output triggers a pulse
with a 100-millisecond delay time and a 200-millisecond pulse width. This pulse is
used to provide a time period of searching (or "listening") for the arm pulse sounds.
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simultaneously through 10 to 30 Hz3 and 80 to 110 Hz3 bandpass filters. These filters
are active filterl which provide an attenuation of 24 db/octave for signals outside of
the bandpass (Appendix E). The absolute values of the outputs of thi6ae filters are fed
into analog switches controlled by the SEARCH pulse. Thus, the only signals which
pass through the'4nalog switch are those which occur within the time period of the
SEARCH pulse. The absolute value of the filtered arm pulse sounds within each band-
1	 pass then is compared with a set fraction (or ratio) of the peak amplitude of the absolute
value of all previous filtered sounds within a single cuff deflation cycle. The peak
amplitudes of the absolute value of the filtered sounds are stored in the peak detectors
which are set to!fixed threshold values (or knocked-down) and inhibited during each
cuff inflation. Initally, the systolic decision threshold is set by the KNOCK-DOWN
and INHIBIT purse. The comparator produces an output whenever the absolute value
of the filtered sound signal exceeds a set fraction (selectable) of the value stored in
the peak detector. The comparator output of both high and low frequency channels
is fed into an 09 gate. This circuitry also serves as a form of automatic gain control
and is essential to a valid diastolic pressure decision by this system (see discussion of
diastolic detection criteria, Chapter IV and Table 11). The pressure input to the pre-
processor unit may be a pressure analog signal alone or it may consist of an analog
signal of pressure plus sounds. The 3 Hz low-pass filter is used to eliminate noise as
3The 10 to 10 Hz and 90 o 0V1
 
4lz bandpass filters are those filters shown in
Figure A3. The bondpasf, 	 of these filters are shown in Appendix E..
The values of the octuoi 	 _;. tovc,.,encies of the filters vary from the approximate
valves of 10 to 30 11z an k 	 6 ^ Hz.
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well as unnecessary sounds from the pressure analog signal. A comparator is used in
order to provide a logic signal each time that the cuff inflates and the pressure exceeds
a preset value. The output of this comparator is the ENABLE pulse which is usud to
inhibit and "knock-down" the peak detector and to reset the systolic/diastolic recog-
nition logic.
The analog-to-digital converter unit (which is essentially a digital voltmeter)
converts the pressure analog into digital form by the use of the dual-slope integration
technique. This technique minimizes digitizing errors due to errors in clock frequency.
The pressure analog signal is sampled, digitized, and stored each time that a pre-
processed sound of sufficient amplitude is detected within the SEARCH pulse.
The systolic/diastolic recognition logic completes the systolic and diastolic
decisions which were begun in the preprocessor. The SYSTOLIC READ-OUT COM-
MAND signal and DIASTOLIC READ-OUT COMMAND signal strobe the systolic
read-out and diastolic read-out respectively in the time sequence in which they occur
during cuff deflation.
A two-second timer is used to assure that the outputs of both the high and the
low frequency sound channels are below their respective set ratios for at least one
heartbeat before the DIASTOLIC READ-OUT COMMAND occurs. The pressure
value read as the diastolic pressure is the value which was stored in the diastolic
memory by the- lost recognized sound. This technique reduces the probability of
reading o false diastolic pressure due to a weak sound or due to beat-to-beam varia-
tions in diastolic bloodp ressure.
,Y
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The decoder/driver units and indicator tubes provide the final output and
display of systolic and diastolic pressures. A calibrator unit simulates the required
input signals and permits calibration of the system from known pressures generated
at the pressure transducer or on tape.
00
Integrated circuits are used for both the analog and the digital portions of
the system, and the entire system with the exception of the power supplies, indicator
tubes, sensor hardware, and calibrator is mounted on seven 4" by 6" printed circuit
boards. Appendix A contains the detailed schematics for the system.
The leading edge of the ECG SEARCH pulse occurs 100 milliseconds after the
R-wave and the trailing edge occurs 300 milliseconds after the R-wave. 'iViese values
were selected to minimize the width of the SEARCH pulse and to encompass the range
of time of occuerence of a sound in relation to the ECG. The width is minimized in
order to reduce the susceptibility of the system to extraneous noise. Table III is a
tabulation of the time intervals from the peak of the R-wave of the ECG to the first
sound (RGS), to a sound intermediate in the deflation cycle (RGM), and to the last
sound (iGD). These values were determined in experiments on adult subjects and
agree with other published data (9, 26, 39).
The level comparators shown in Figure 10 are set based on the data tabulated
in Table 11. The portion of the pre-processor concerned with the processing of the
output of the 80 to 110 Hz filter (S H ) is important to the diastolic decision. The level
comparator is set such that an output is obtained whenever the ratio of E H
 to EH max
r than .2 The other level comparator i et to p rovide an output whenever► s greate 	0	  c 	 s s	 	
the ratio of E L to EL max is greater than 0.9. Thus, the desigry by the utilization of
Q	 .
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!
RGS
(in milliseconds)
RGM
	 Ps,
(in mil I iseconds)	 '	 (in mil I iseconds) !
MH 150 130 110
LK 270 237 210
LK 263 237 190
BM 248 225 210
BM 255 222 200
BM 260 230 210
AS 225 208	 !, 183
AS 237 207 185
AS 210 195	 I 178
AS 220 190 170
HS 270 255 I	 220
HS 270 260 I	 220
HS 250 235 190
HS 280 245 215
HS 300 265 200
HS 255 230 200
HS 280 220 195
HS 280 240 195
HS 255 230 210
* ♦
l
TABLE III
MEASURED TIME RELATIONSHIPS BETWEEN
R WAVE OF ECG AND THE SOUNDS RECOGNIZED AS KOROTKOFF SOUNDS
37
a
RGS = Time interval from peak of R-Wave to onset of first sound,
RGM = Time interval from peak of R-Wave to onset of an intermediate sound in the
deflation cycle .
RGD = Time interval from peak of R-Wave to onset of last sound.
J
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an OR gate, incorporates some degree of compensation for gross variations in sound
characteristics at the diastolic end-point.
The system for the automatic measurement of blood pressure has been physically
incorporated into a larger system which also measures heart rate (card iotachomete r)
and respiration rate (pneumotachometer). This system is called a Vital Signs Indicator,
and is shown in Figure Ii along with the cuff pump/deflator, pressure transducer,
occluding cuff, microphone, and electrodes. The systolic pressure is displayed on the
upper center digital display and the diastolic pressure is displayed on the lower center
digital display. The controls for the automatic sphygmomanometer include a course
GA,, N switch. `or the sounds (3-db steps), a fine gain control (TRIGGER) for the
sounds, and ZERO and AMPLITUDE controls for calibration of the pressure signal.
In Figure 12 is shown the sphygmomanometer connected to a subject. A view of the
x	Vital Signs Indicator with the top panel removed to show the layout of the circuit
boards and power supplies is shown in Figure 13. Test points are located on the lower
part of the front'ponel adjacent *o the handles on either side. The seven circuit
boards of the	 psphygmomanometer  portion of the Vital Signs Indicator are shown in
Figure 14. The two boards on the left of Figure 14 contain the sounds, pressure, and
ECG preamplifier circuitry. The upper center card contains the sounds and pressure
a a switch h'	 r'	 for hprocessingof da a with an invertedfilters and s   w ich provides  t e	 pressuret	
ramp. The center card contains the preprocessor unit with the exception of the filters
which are on the flop card. The bottom center card contains the analog-to-digital
converter and the systolic/diastolic recognition logic. The two boards on the right
contain the decade counters, storage registers, and decoder/driver circuitry for the
``
x
	systolic and diastolic displays.
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Figure 12 - The automatic sphygmomanometer connected to a subject
._ .^....	 .	 ..	 r
1
1
i
i
i
1
1
1
1
1
1
1
1
1
^t!
^^
v
t
a^
c
30sN
^gG
V
^4S.i.
a
v
.;
^°
0
u
rn
;>
a^
i
M
•--
L1.
O
a
u
c
rn
0
c
0
t
a^
g
N
V
UP
N
1..
u
u
O
TE
i
a^
rn
VI. DATA ON SYSTEM PERFORMANCE
The pressure signal of the system was calibrated by applying air pressure
simultaneously to both the pressure transducer and a manometer filled with mercury.
The manometer pressure was set of intervals of 10 millimeters of mercury from 0 to
200 mm Hg. The microphone was physically struck at each pressure and the systolic
and diastolic displays were read and recorded. In this manner, the calibration curve
of Figure 15 was obtained.
The data of Table IV are the simultaneous and independent readings of systolic
and diastolic blood pressures by experienced observers and by the electronic system.
The "double-blind" technique of London and London (25) was used whereby a simul-
taneous, independent, clinical measurement is performed by an experienced °' inician
whose readings cannot be influenced by the readout of the electronic system. Three
readings were taken on each of ten subjects by each of the two observers. The some
mercury sphygmomanometer was used for the clinical measurements that was used for
the calibration of the system. The ten subjects ranged to age from 8 to 46 years old
and three were females. Excellent ouscultatory conditions were established by the
use of a high-precision stethoscope and a separate room with minimum background
noise. Each observer was allowed two practice measurements on each of the subjects
before the data were recorded. This was done in order for the observer to become
acquainted witW the magnitude and tonal characteristics of the Korotkoff sounds pecul-
iar to the subject. The electrocardiogram signal was not used; hence, the SEARCH
pulse portion of7the circuitry was disabled in a manner such that operation of the rest
of the system was not altered.
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TABLE IV
BLOOD PRESSURE MEASUREMENTS
SUBJECT OBSERVER CLIN [CAL
Blood Pressure
AUTOMATED
Blood Pressure
SMS F BV 126/78 124/75
SMS F BV 127/72 124/75
SMS F BV 124/78 122,/78
SMS AES 127173 128/75
SMS AES 125/78 126/79
SMS AES 126/73 125/74
BPY AES 118/73 120/70
BPY AES 114/70 115/70
BPY AES 111/70 110/70
BPY F BV 132/81 134/84
BPY F RV 126/80 131/74
I
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TABLE IV - (continued)
BLOOD PRESSURE MEASUREMENTS
SUBJECT OBSERVER CLINICAL
Blood Pressure
AUTOMATED
Blood Pressure
h1LV AES 98/57 99/60
MLV AES 98%61 98/61
MLV AES 104/63 104/60
MLV FBV 102/56 104/54
MLV FBV 96/58 93/55
MLV FBV 94/60 94/59
9
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Vll. ANALYSIS OF DATA AND DISCUSSION OF SYSTEM OPERATION
Figure 16 is a plot of the automated systolic blood pressure readings versus
the simultaneous clinical systolic blood pressure readings. The linear regression
equation for these data is y = 1.019x - 2.0. Figure 17 is a plot of the automated
diastolic blood pressure readings versus the simultaneous clinical diastolic blood
pressure rf,,adings. The linear regression equation for these data is y = 1.020x -3.3.
The mean error4 .
 (clinical minus automated) is -0.3 mm Hg for systolic pressures and
+1.5 mm Hg for the diastolic pressures. The larger error in the diastolic pressure
may, in part, be explained by the consistently lower readings of the diastolic dis-
play as compared with the readings of the systolic display . during calibration over
the range of the' measured diastolic pressures. The diastolic display was consistently
I to 2 mm Hg billow the systolic display over this range of pressures, Thus, the mean
error of +1.5 mm Hg for the diastolic pressures is not a large error. From the histo-
grams of Figures 18 and 19, the errors in the systolic and diastolic measurements
appear to be distributed about zero without an appreciable bias although the diastolic
distribution is more skewed. Using the some method for the evaluation of a semi-
automatic electronic sphygmomanometer, McCaughan (30) found that in 72 readings
the mean errors'were -2.5 mm Hg for systolic pressures and -0.9 mm Hg for diastolic
pressures.
4The word "error" is used to mean the difference between the clinical and
automated blood pressure readings.
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The means of trie absolute values of the errors were 1. 3 ,
 mm Hg for the systolic
pressure and 2.9 mm Hg for the diastolic pressure. The standard deviation of the
errors is 2.5 mm Hg for tree systolic pressures and 3.9 mm H; ,car the diastolic pressures.
Wilcox (52) found that the standard deviations of readings made by 349 graduate
nurses from a motion picture film of a falling mercury column with sound varied from
subject-to-subject and ranged from 4 to 16 mm Hg for systolic pressurus and from
2 to 45 mm Hg for diastolic pressures. V.. , observer errors are probably major com-
ponents of the differences between clinical and automated readings in spite of the
use of excellent auscultatory conditions.
In general, the automated systolic pressures were greater than the clinical
systolic pressures and the automated diastolic pressures were less than the clinical
diastolic pressures. This is an indication that the automatic system may possess the
additional sensitivity required to make auscultatory measurements compare more
favorably with direct blood pressure measurements. Comparison measurements have
repeatedly shown that the indirect auscultatory measurements of blood pressures tend
to underestimate the direct systolic blood pressure and overestin;ate the direct diastolic
blood pressure (2,26,38). Intro-arterial measurements (of which Figure 9 is typical)
indicate that thk systolic decision based on the output of the 10 to 30 Hz filter detects
the true s stolid index which an observer listening through a stethoscope often missesy	 w	 o 	 s	 g	 g	 p
by two or three +heartbeats, especially in obese subjects.
In a few instances, ususally during a very slow deflation cycle, on ouscul-
tatory gap occurred wick lasted for greater than two seconds. The automatic system
r
very precisely recognized as the diastolic pressure the last sound before the extended
d
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auscultatory gap occurred. These data were not recorded in Table IV since the error
was one of an inadequate deflation rate by the observer and it is cbvious that this
error could be eliminated simply by adjusting the length of the two-second diastolic
timer to three or four seconds. This timer should prove to be very useful in preventing
false readings of diastolic pressures, especially on patients with heart problems where
large variations in pressure occur on a beat-to-beat basis (the patient of Figure 9,
for example).
The following improvements are suggested for future modifications of the
system:
I. Incorporation of a cuff pump/deflator that inflates
approximately 30 min Hg above the systolic pressure
and enables the system at that point.
2. Elimination of the DIGITIZE pulse AND gate since
it is a redundant logic element.
3. Correction of the discrepancy between the systolic
and diastolic display for the some input pressure.
4. Investigation of different methods of niou.nting the
cuff microphone to prevent amplification of cuff
pressure locally under the microphone.
In addition, the system should be more thoroughly tested with a well-planned experi
ment involving subjects representative of the clinical utilization of the instrument
and using both trained and untrained observers. Automatic measurements on exercis-
ing subjects shc;(, Id be made simultaneously with direct intro-arterial measurements in
order to determine the degree of motion artifact rejection which is provided within
the system. The characteristics of various microphone and microphone mounting con-
figurations should be studied for possible improvement of motion artifact rejection.
I
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Vlll. CONCLUSICNS
A system for the automatic measurement and digital display of systolic and
diastolic blood pressures has been bus It utilizing the relative advantages of analog
and digital techniques in data processing and decision making. The criteria for
recognition of systolic and diastolic pressures which are programmed into the system
are unique and are based upon experimental data. Noise and motion artifact rejec-
tion capabilities were provided in the design by the use of selective filtering and
digital logic circuitry for the inhibition of systolic and diastolic detection during
cuff inflation and time perio,"' of the cardiac cycle when sounds cannot exist Qt the
position of the microphone. The measurements of the automatic system compare well
with the rc adinbs of a trained clinician under good auscultatory conditions.
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APPENDIX A
CIRCUIT DIAGRAMS
The circuit diagrams for the system for indirect measurement and digital dis-
play of systolic and diastolic blood pressures are shown in Figures Al through A9.
In all diagrams, the capacitance values are in microfarads unless otherwise indicated.
Also, all resistors ore f 5% except where indicated. The integrated circuit opera-
tional amplifiers labeled UA 709C are monfactured by Fairchild and are numbered
U56770939-714.
Input transducers which have been used with the system are the cuff micro-
phone described in Appendix C, silver-silver chloride ECG electrodes, and a
Giannini 5,000-ohm potentiometer-type pressure transducer Model No. CA-D ­ . 5-50.
This transducer has a range of 0-5 p. s. i .d. and one of the differential inputs is open
to atmospheric pressure. A cuff pump/deflator manufactured by E & M Instrument Co.
has been used for automatic inflation and deflation of the cuff.
In Figure Al is shown the ECG preamplifier. The differential input is applied
to amplifiers Al and A2. Amplifier A3 converts the differential signal to a single-
ended signal. The gain of amplifier A3 is controlled by switching the feedback
resistance with the ECG GAIN switch on the front panel (see Figure A9). The band-
width of the preamplifier extends from approximately 0.1 Hz to 100 Hz.
The sounds and pressure preampl if iers are show n in F igure A2. The pressure
transducer is supplied with + 15 VDC and - 15 VDC in such a manner that the pres-
sure analog signal becomes more negative with increasing pressure. The pressure
analog signal enters of BP-6 P and amplifier A2 is used to adjust the gain and bias
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of the signal for compatibility with magnetic tape recorders. Amplifier A3 provides
filtering and gain and bias adjustments on the front panel (see Figure A9) for cali-
bration of the unit both for self-contained operation and for processing of recorded
signals with different pressure gradients. The signal from the cuff microphone enters
through BP-6F and is amplified and inverted by QI . Amplifier Al, combined with the
.front panel gain switch provides o gain adjustment for the incom ing rounds.
The sounds filter pre-processor and pressure inverter board is shown in Figure
A3. Amplifiers Al and A3 and associated circuitry serve as high-pass filters with a
low-frequency cutoff of approximately 10 Hz while amplifiers A2 and A4 ore config-
ured as low-pass filters with a high-frequency cutoff of approximately 30 Hz. The
overall response of this combined filter configuration is given in Appendix E. Simi-
larly, amplifiers A6 and AS and associated circuitry are 80-Hz (approximately)
high-pass filters while A7 and A9 are 110 Hz (approximately) low-pass filters. The
measured characteristics of this combined filter configuration are also given in
Appendix E. Amplifier A5 and switch S1 provide the capability of processing an
inverted pressure analog signal. Amplifier AIO is a summing amplifier which adds
the filtered sounds output of the 10 to 30 Hz filter with the pressure signal. This com-
bined signal is available on pin BP-IT, but is not used in the system.
Figure A4 is a circuit diagram of a circuit board Located physically in the cardi-
otachometer section of the Vital Signs Indicator. This circuit is a filter and monostable
multivibrator of the type describes: by Vogt and Hallen (48). The filter has a center
frequency of approximately 17 Hz and the 3-db bandwidth extends from approximately
13 to 20 Hz. Transistors Q1, Q2, Q3, and 04 and their associated components
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comprise the filter. Transistor Q5 drives the diode bridge composed of D3, D4, D5,
and D6. Thus, the absolute value of the filtered ECG drives the monostable multi-
vibrator composed of Q6 and Q7 and associated components. Output pulses are avail-
able of opposite polarities from emitter follower Q8 (from P2) and from the collector
of Q9. The QRS output pulse used in this system is on pin B-100W.
The sounds and pressure recognition pre-processor is shown in Figure A5.
Whenever the pressure analog voltage exceeds a set value (set by P5), comparator
A13 changes states and the output of the comparator is inverted by Q1 such fiat Q3
and Q5 are turned "ON". This action depletes or "knocks down" the charge on
capacitors C9 and C25. Transistors 02 and Q4 serve to establish an initial charge
on C25 and C9, respectively, such that a threshold is established after the system is
enabled by the decay of the pressure signal and the corresponding change of state of
the comparator A13. The initial voltage on C25 and C9 is adjustable by P4 and P3,
respectively. The output of the 10 to 30 Hz sounds filter enters on pin BP-2V and
the output of the 80 to 110 Hz sounds filter enters on pin BP-2W: These signals go
through symmetrical and identical circuitry. The absolute values of the low sounds
and high sounds are taken by Al, A2 and by A7, A8, respectively. Transistors Q6,
Q7, Q9, and Q10 prevent sound signals from entering the inverter and peak detector
amplifiers A3, A4, A9, and A10 unless a SEARCH pulse is simultaneously present.
This SEARCH pulse is gdnerated from the QRS PULSE on Board BP-3. Amplifiers A3
and A9 serve as unity-gain inverters. Amplifiers A4 and Ai0 are operated in the
high-input impedance voltage follower connection to charge capacitors C9 and C25
to approximately 1/2 of the voltage of the incoming signal. When the circuitry isNil
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enabled, Q2 and Q4 are "ON" and R56 and R22 are corm+acted to Common such that
a voltage divider is formed. Amplifiers A5 and Al l are non-inverting and the peak
voltage on the storage capacitors appears on PI and P2. Potentiometers P1 and P2
set the threshold for detection of sounds. Potentiometer P2 sets the ratio of 0.9 and
P1 sets the ratio of 0.2. Comparators A6 and Al2 pro -ide an output whenever the sum
of the inverted output of the absolute value of the filtered sounds exceeds the fraction
(set by P1 and P2) of the peak value (maximum) stored on capacitors C9 and C25. The
comparator outputs go to Board BP-3 through pins BP-2X and BP-2Y.
The transistors Q13 and Q14 on Board BP-3, shown in Figure A6, serve as
inverters of the comparator signals from Board V-2. The negative-polarity pressure `
analog voltage on pin BP-3K is digitized using the dual-slope integration technique.
Field-effect transistor (FET) Q1 turns "ON" and samples the incoming voltage, while
Q2 and Q3 are "OFF". Transistors Q7 and Q8 and associated circuitry form an
astable multivibrotor with a frequency output of 200 kHz. This frequency is divided
by two in FF1 and a clock signal of 100 kHz exists on pin 12 of FF1. Amplifier Al
is an integra^nr which integrates the incoming negative-polarity voltage (pressure
analog) until 1000 clock pulses are counted by the decade counters of Board V-5.
The DUMP signal from the decade counters on pin BP-3M causes Q1 to turn "OFF",
Q2 to turn "ON" and Q3 to remain "OFF". Thus, the integrator starts to integrate
the relatively constant +15VDC power supply voltage and, when the output of the
integrator approaches zero volts, amplifier A2 (a comparator) changes state and the
decade counters are stopped. The count of the 100-kHz clock which is digitally
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stored in the storage registers is then proportional to the input voltage (pressuro analogy).
Transistor Q3 is turned "ON" to put R5 in the feudaack path of tha integrator with
an open input to prevent Al from acting as an integrator except as required during
the digitize cycle. The switching FET`s Q1, Q2, and Q3 are controlled by transistors
Q4, Q5, and Q6 and associated connections with FF1 and FF2. The digitize command
is initiated by the inverted form of either the high sounds pulse on B60-3T or the low
sounds pulse on BP-3U through * G2, and the output of G2 (pin 6) may be considered to
be a form of DIGITIZE pulse. The ECG SEARCH pulse is generated by Q9, Q10, Q11,
Q12, FF3, and associated circuitry. The QRS pulse on pin t3P -3H starts the delay
timer comprised of Q9 and Q10. After the delay, the SEARCH pulse goes to a logical
1 state (approximately +5 volts) and returns to a logical 0 state (approximately 0 volts)
by the action of the width timer consisting of Qi1 and Q12 and associated circuitry.
Potentiometers P4 and P3 adjust the delay and width re spectively, of the SEARCH1	 Y	 ^	 p	 /^
pulse. For use with an ECG irput, pins BP-3V and BP-3W must be shorted. When an
ECG signal is not available, the unit may be operated by removing the short and by
applying +5VDC to pin BP-3 W (a, d to BP-2T). The nominal 2-socond timer for the
diastolic decision is effected by the circuitry of Q15, Q16, Q17, Q18, and FF4.
Potentiometer P2 adjusts the delay time. Gate G3 is a dual 4-input positive nand
buffer used to provide the systolic and diastoh , strobe signals to Boards BP-4 and
BP-5.
The decade counter, storage register, and decoder/driver circuitry are shown
in Figure A7. Two identical boards, designated as V-4 and BP-5, are used in each
system. The decade counters are DC1, DC2, and DC3. T he digitized pressure signal
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is stored in the storage registers FF1, FF2, FF3, FF4, FF5, and FF6 when strobe input
on pin BP-4-7 and SP-5-7 occurs. The decoder/drivers (DD1, DD2, and DD3) convert
the binary-coded decimal (BCD) signals into decimal form for display of numerals on the
gas-filled readout tubes.
In Figured A8 is shown the calibrator unit. Transistors Q1 and Q2 and the asso-
ciated circuitry are used as an astable multivibrator which generates a square wave with
a period of 400 milliseconds. The frequency is divided in half by FF1 and a symmetrical
square wave of 400 milliseconds in each state is present on pin 9 of FF1. This square
wave is "differentiated" by C3 and R4 and the positive spikes are available as a simu-
lated R wave through D2 (150 b.p.m.) on pin S-100W. The negative spikes, through
D3 , are available at pin S-1002 as a simulated sounds signal. Thus, the simulated
sounds are synchronized to the simulated R waves and occur 400 mil I iseconds after the
R waves such that the simulated sounds are within the SEARCH gate time interval.
The simulated R wave signal of 50 b.p.m. is obtained in a frequency division by three
in the connection of FF2. The simulated sounds output `is also synchronized to this
simulated R-wa4e output. This card serves as a calibrator for both the card iotac homete r
and the sphygmomanometer sections of the Vital Signs Indicator. Known pressure levels,
either from the pressure transducer or from magnetic tape, are required as an input for
calibration of the sphygmomanometer.
In Figure A9 is shown the systems wiring diagram. All power supply voltages
and common co0nections for all the cards of the system are returned and tied to the
same tie-point., Operation of the calibrate and OFF-SUBJECT-TAPE switches are shown
on this diagramL Other front-panel controls include the ECG TRIGGER, SOUNDS
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Figure A9 — Systems wiring diagram
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TRIGGER, PRESSURE GAIN, and PRESSURE ZERO potentiometers. The gain of the
sounds amplifier is controlled by the SOUNDS GAIN switch in 3-db steps from +6 db
to -6 db. The gain of the ECG preamplifier is controlled by the ECG GAIN switch
in 3-db steps from 54 to 66 db. These gain switches also control the input levels from
the calibrate card. A typical indicator tube wiring diagram for the units digit is also
shown in Figure A9.
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APPENDIX B
BILATERAL DIRECT BLOOD PRESSURE DATA
Bilateral direct (intro-arterial) blood pressure measurements were made on one
subject using the previously-described technique. The subject was a 53-year-old
Negro male who was a chronic alcoholic with a history of schizophrenia and mild
diabetes mellitus. He had been admitted to the hospital for anemic, weight loss, and
jaundice. At the time of the measurements, he was 5 feet 7 1/2 inches tall and
weighed 125 pounds.
Figure BI contains the data from a slow cuff inflation. The top tracing (IAI)
is the intro-arterial pressure in the left brachial artery. The middle tracing (IA2) is
the intro-orterial blood pressure in the right brachial artery. The bottom tracing is
the cuff pressure with the cuff placed on the right arm. The elevation of the systolic
pressure distal to the cuff in the right arm during inflation is obvious. The pressure
in the left arm remains essentially constant during cuff inflation.
Figure 82 contains the data from a slow cuff deflation after the inflation
shown in F44ure'Bl. Occlusion of the artery caused the intro-arterial pressure distal
to the cuff to drop to approximately 40 mm Hg in agreement with the observations of
London and London (26). The systol ic pressure during cuff deflation is observed to
be substantially above the resting systolic pressure at the end of the chart. No
appreciable change occurs in the direct blood pressure of the left arm during this
def lotion.
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Data for a sustained cuff pressure of approximately 100 mm Hg are shown in
Figure B3.	 The change in the shape of the Blood pressure pulse as well as the eleva-
tion of the systol ic
  pressure is seen in IA . 	 The high-frequency notch which is2	 g	 Y
•	 probably indicative of the genesis of Korotkoff sounds is seen on the arm surface
pulsations.
The response 	f the intro	 rterial	 I	 pressu re 	 lA	 t	 o rapid	 fat" o
	 -a	 blood  es 	 (	 2 ) o	  de I	 ion of
the cuff after a sustained pressure in excess of 100 mm Hg is shown in Figure B4. 	 The
elevated systolic pressure is observed to return to its resting value with the first heart-
beat following deflation of the cuff.
The cuff was then placed on the left forearm such that the cuff was distal to
the Cournand needle. 	 Data obtained in this configuration are shown in Figure B5.
t, Alterations to the shape of the intro-arterial pressure pulses (IAI) are observed as the
cuff pressure is varied.	 Figure Bb contains data gathered in this configuration for a
cuff inflation/deiflotion cycle.	 It is obvious that changes in pulse shape due to the
occlusion and partial occlusion of the artery distal to the Cournand needle do affect
the systol ic pressure proximal to the cuff.
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iAPPENDIX C
CUFF N1; CrtCPPON'E CHARACTERISTICS
The cuff microphone used during 'This project was a microphone manufactured
for use in the measurement of blood pressure ay Air Shields, Inc. The characteristics
of the microphone were not available; however, shown in Figure C1 are the measured
dimensions and physical characteristics of one. of the units. The characteristics vary
somewhat from microphone-to-microphone and several microphones were used in the
project. The internal dimensions of the microphone were determined from x-ray
photographs. It appears that the elarnent is a cylindrical 1.000-inch diameter by
0.020-inch thick disc of piezoelectric material slivered on both ends and is used
in the thickness mode. The dimensions of the coaxial ca:jle attached to the micro-
phone are also shown in Figure C1.
The electrical impedance characteristics of the microphone together with the
cable were measured using a Hewlett Packard 4260A Universal Bridge (f = 1000 Hz).
The equivalent series circuit was found to be a resistor of 207 ohms and a capacitor
of 15.4 nf.
(Readings and dimensions courtesy of Dr. Louis S. Meharg)
C-1
iol id Conductor
C-2
t .000 D X 0.020 T Element
Soft Silicone Rubber Encapsulent
0.375'"
^	 1 i
	 fi '^ 1.125	
.. Cable: Coax Type, 8-feet long
^-1 .1875''
1.3125"
MICROPHONE
0.090" Dia.
CABLE
Figure C1 - Detailed drawings of cuff microphone and coaxial cable
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APPENDIX D
BANDPASS CHARACTEi:ISTICS OF VARIABLE BANDPASS FILTERS
The bandposs characteristics of the Krohn-Hite Model 330M filter were
found to vary slightly from unit-to-unit. The exact unit used in this project is
not known; however, measured bandpass characteristics on such a filter are shown
in Figures D3 and D2. These measurements were taken with a Tektronix 502A
Dual-Beam Oscilloscope, Fluke Model 910A RMS Voltmeter, and Wavatek Model
114 Signal Generator. The measured assymptotic slopes are 24 db/octave. For
the 80 and 110 Hz dial settings, the 3-db points do not occur at precisely 80 and
110 Hz.
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iAPPENDIX E
BANDPASS CHARACTERISTICS OF PRE-PROCESSING FILTERS
The bandpass characteristics of the sounds pre-processing filters shown in
circuit diagram form in Figure A3 were measured. The test equipment used was
the some Tektronix 502A Dual-Beam Oscilloscope, Fluke Model 910A RMS Volt-
meter, and Wavetek Model 114 Signal Generator that were used for the measure-
ments reported in Appendix D.
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BRIEF SUMMARY OF THESIS
A system providing automatic, real-time digital display
of systolic and diastolic blood pressures, as determined by the
occluding cuff technique, has been developed. Design parame-
ters were established from experimental data that included intra-
arterial and cuff measurements. The system serves to reliably
measure blood pressure by minimizing errors due to noise and
patient condition and to reduce inter-observer variations.
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rPARAMETRIC AN7 NON-PARAMETRIC ANALYSIS
OF 1964 BEDREST TRIALS
1.	 Introduction
The experimental background of the 1964 summer Bedrest Trials
is well outlined by Vogt ( 1966). 	 The objectives of the Tilt-Table
experiments were to provide a means to define the degree of
r-
F }' deconditioning for a given test circumstance and allow comparison of
various tilt data with control data on the same subjects. 	 The Tilt-Table
test evaluates the integrity of the normal adaptive mechanisms and
reflexes which regulate heart rate, blood pressure, brain perfusion,
vasomotor tone, and a multitude of other changes which occur when a
person is changed from a horizontal to a vertical position with respect to
gravity.	 The usual response of a person subjected to a horizontal-vertical
change is an increase in heart rate and diastolic blood pressure, but a
slight decrease in systolic blood pressure, Various classifications have
been applied (1958, 1960) to abnormal responses to Tilt-Table experiments.
An abnormal response is usually characterized by a progressive change in
bloodressure and heart rate resulting in
	
e.nco
	
P	 g	 s y p
Various derived or direct measurements were taken on each of 11
subjects; however, complete data was recorded for only nine, and of the
ism
32 initial measurements observed or computed, nine were used in the
statistical analysis. The reduction to nine dependent variables vas
accomplished b first computing the principal	 componentsP	 Y	 P	 g	 P	 P^ 32) 	 of all theP
measurements. The first and second component accounted for most
of the variation (the sure of the characteristic roots of the components),
Aiw
2
and the dependence of these components on the nine variables selected
was most pronounced, that is, the magnitudes of the regression
coefficients corresponding to these nine variables was the greatest in
gmagnitude with 	 to the other variables.	 The nine variablescomparisonP
are:
Y 1 = average 	heart rate before tilt
y 2 = maximum heart rate during; tilt
Y 3 = average pulse pressure before tilt
Y4 =	 slope of mean blood pressure
Y 5 = maximum during-average pre heart rate
Y6 = time at point of break (hours)
Y? = heart rate at point of breakP
Y 8 = time at point of break (pp)
y9 =	 slope of first regression line
For a definition of the above measurements refer to Vogt (1966).
Baseline data were obtained for in a five -minute control period
before tilting the subject to the 70 o head-up position, where he remained
for 20 minutes unless syncope or impending syncope occurred.
The experiments involved basically three factors; the subject-subject
variation, the time the -measurements were taken on the subjects, that
is, immediately before and after bedrest, and the three sequential bedrest
periods. We refer to these factors as subjects, (5) before-after (BA)
and treatments (T) respectively.
The purpose of this report is to compare the' parametric and non-
parametrictri  analyeses of' the bedrest data with respect to computing time,
assumptions-and re itrictions of the statistical model, degree of sophistication
rS
in the analysis, and power of the statistical tests.
Z. Parametric .analyses
(a) Univariate techniques: The 1964 summer bedrest trials were
analyzed using the 9 variables separately with .four layouts.
( 1) A three-way analysis of variance using the three basic factors
subjects (S), BA, and treatments (T). Thus, we have a 9x2x3 factorial
with one observation per cell. Since there is no replication (no sub-
sampling or repe-.t observations per cell) there is not valid estimate of
ekperimental error, and the three-factor interaction was used to asses
the significance of the main effects and two-factor interactions. Fortunately
all two factor interactions were non-significant thus, allowing a less
complicated interpretation of the effect of the main factors. The subject-
subject variation was significant for the first variable only while the
before-after effect was significant (P<. 01) for the first three variables.
The treatment effect was non-significant through out. A closer look at
the subject variation showed the following pairs significantly different:
(5, 6 ) t (1, 2), (2, 7), and (7, 9) by Scheffe "s method of paresis a comparison.
See Table IA for AOV results.
(2) A two-way layout using treatments and subjects as the main effects
and the before-after differences as the observations per cell. This results
in a 9x3 factorial with one observation per treatment-subject combination,
thus the treatment-subject interaction is used as experimental error. The
treatment effect was significant (P<. 01) for variables 1 and 2, but the
subject to subject variation is not significant for any of the variables. The
data should be analyzed using two observations per cell, that is the before
and after measurements as replicates, and then asses the significance of
the 'subject effect. This would allow a way to test for the significance of
^y
w e
^I
1
4.
the interaction ef fect which was (and had to bQI assumed non-significant
for the above analysis. See Table IB.
(3) A two-way layout with before-after versus treatments giving a
5x2 factorial with 9 observations per cell, thus if the assumptions of
the model hold (see section 4 ) a good estimate of experimental error
is available from the within- colL variation.
The BA effect was significant for variables 1, 2, and 3; however,
the treatment effect was not significant for any variable. The interaction
effect was not significant for any variable either. The results of the
analysis of variance are given below, Table IC.
(4) A tv;o-way layout with subjects versus B/A with three observations
per cell shows the B/A effect significant for the first four dependent
variables; however, no subject- subject variation showed up for any variable.
This analysis assumed no difference in the observations taken during the
sequential bedrest periods because the three observations / cell were
treated as replicates in order to obtain a measure of the experimental
error. Table ID gives the results from the univariate as well as the
multivariate analysis for this layout.
(b) Multivariate Techniques
The nine dependent variables were used simultaneously in a multivariate
analysis of variance (MANOVA) with the four designs above to asses the
significance of the basic factors.
am
t
	
	
(1) 9x3x2 factorial with one observation vector per cell shows the
two factor interactions non-significant. The Hotelling's Trace Statistic
was used to test im: significance of the various effects while the discriminant
9
--O^ .
3
function and L iao associatod beta statiL;tics test for zero regrussion
coefficients in the discriminant function to show what variables are
contributing to the significant QUect, is any. We refer to Mor'.-ison
1967) for an explanation of the difl- urent statistical tests used in
MAXOVA. For this design all three main effects were significant.
The subject affect was significant (P.<. 001), and the discriminant
function -bowed variables 1 and 8 contributing to this s ignificance,
while for the treatment factor,, no one variable appears to be
contributing to the significance. Variable 1 is contributing to the
significance of the BIA factor.,
The MA NOVA results somewhat verify the ANOVA because in the
latter both the subject aid B/A c;.-I^I'ect were significant for variable I;
but nowhere in the univariate analyses does variable 8 appear as
contributing to the si gnificance of any effect. Also, the ANOVA yields
no significant treatment effect on any variable. Although the MAINOVA
does., no variable is apparently contributing. See Table IA for MANOVA
of 9x3x2.
(2) The 9x3 factorial gives both subjects and treatments as significant
with no variable or variable's as contributing to the significance, Table IB.
(3) The 3x2 factorial gives only the B/A effect as significant with
variable 1 as the contributing measurement. The univariate procedure
somewhat substantiates this since the B/A factor was significant for only
variables 1, 2, and 3. Refer to Table IC.
(4) ' The 9xZ layout with subjects and before-after as the main effects
shows variables 1, 5, 7, and 8 as contr.".)uting to the significance of the
9B/A I*.actor. The	 aaa."16Q4 :)rochicus no significant Subject
eiliect for 4ny variable. Ta'w',j	 g­D .voti	 :)crtirunt data.
'!,'he rpultivariare analysis of tae above data was very sophisticated
in that, in addition to the usual MMANOVA of testing; for the main effects
and interactions using all the var i alblus simultaneously, univariate
analyses are produced at tlie same tdii-,c giving the complete analysis
of variance for each variable separat-uly, along with pairwise comparisons
between the LOVOLS (Scheiie, 1957) of the main effects. Also, included was
the multivariate pairwi;se comparison me=thod 
of 
Schefle usin g all the
dependent variables, unfortunately to test for significance of such a
comparison one needs the upi.er percentage points of the largest
characteristic root of the sampLc covariance matrix. For the data analyzed
here, the percentage points are riot tabulated for the various combinations
Of parameters. (Hock, 1960; Pillai, 1967).
3. Non-Parametric AnaLjs.-Is
(a) Univariate analyses of the data involved Friedman's (Siegel.  1956)
two-way analysis of variance for significance 
of 
the main effects in the
9x3, 3x2, and 9x2 layouts is the non-parametric analog of the usual
parametric aralysis of variance. A recent univariate non-parametric
multiple comparison bet—ean 1c.vels of the main effects for either a two
one -way layout r,,f McDonald and Thompson ( 1967) is a non-parametric,
of the Scheffe simultaneous confidence interval approach. A similar
is the new method of Rhyne and Steel ( 1967) that gave the same results as
that of McDonald and Thompson.
With regard to multivariate non-p^.rametric methods, significance
testing is in the formative sta ge and is based on so-called asymptotic test
1
7I procedures, which involve 'large:' san-ipLu sizes. In addition the
conipu'#.-a^ioaal. as pects are quite complicated in comparison to the
univariato methods. Because the bedrest trials provide relatively
.small sanii,:)Ie sizes and the computations are very involved, multivariate
procedures from a nor.,-parametric standpoint were not attempted.
Son(1967)t Bradley, and Terry (1967) give ;.-he theory of some multivariate
procedures for a two-way layout.
Note that Friedman's AOV is applicable only for two-way designs
because non-parametric methods for evaluating more than two main effects
are non-existent. For those two-way designs with more than one
observation per cell, namely the c)x2 and 3x2, one must use cell averages
(averaged over the number of replicatioxis) because Friedman's AOV uses
only one observation per Cell; thus, one cannot test for interactions, and
there is no valid estimate of experimental error. Also, the procedure
depends on a balanced designs, and missing values present a prob',.=M,.
(b) The 9x3 layout with subjects and treatments as the main effects
show Friedman's AOV indicating treatments significant (P< .004) for
variable 1 only. The subject variation was not tested for significance.
For the 3x2 layout with treatments and before-after as the main factors,
B/A was si gnificant with variables0 Z (P<. 091), and	 8
—
(P<. 0918), but
—
the treatment affect was non-significant for all variables. See Tables IIA.
IM, and UC for the analyses of variance.
4. Comparisons
(a) Computing Time
With regard to the parametric analyses, the 9x2 layout involving
univariate and multivariate analyses of variance, u-nivariate multiple
ia4 imcomparisons and multivar Ue multiple comparisons 	 tinvolved a total 	 e
II
I
I
I
U
U,
r-r
LI
1.1
a
tj
of 2. 65 minutes inciudi. cornpilia (y : nd e.xwcution time. The three0	 -1
designs--31:2,     9X3  9x3x2 wore ail analyzod with	 above techniques
in 4. 06 nninuLes total td-, 'ne. Aa 115'14 7094 was used, a--^d Mr. Bob
Stain wrote all the ,	 41.2? r o rf r a s
The rriedinan's AOV was programmed by Stein using a 5SP 360
routine on the 7094. Thu 3x2 and 9x3 layouts testing treatments along
with the multiple comparisons took 0.99 minutes. The 3x2 testing for
B/A and the 9x3 testing for treatments ran AM 1-04 minutes. Although
t'ae computational time for the non-parametric methods is less, the
degree of sophistication 
of 
the parametric procedures is much greater,
and one would expect the computer time to be greater.
Thiis with regard to computational time, the time difference between
the two programs is negligible, and other considerations for comparison
should be taken in+,*.o account.
(b) Assumptions 
of 
StaLdstical Model
( 1) For the univariate parametric analyses all layouts are completely
balanced. Cross classification models, such as for the 9x3x2 model,
we have
Yijk	 +S i + Tj + B k + (ST) ij + (SB )ik + (TB) jk + (STB )ijk
+e ijk
where y ijk is the observation measured or derived on the i-th subject
(i = 1, 2, ... a) during the k-th time before or after bedrest
(k = 0 or 1 0 = before, i = after) and durin g the j—th time and k-th0
bedrest period respectively on tine observation. e ijk 4s the random error
associated with the ij'k-th observation and reflects the measurement,
Lj
r	
_
.;	 t
.r
v,.,.
C^
technical, and experimental errors involved with this observation.
Now the usual assumptions are that the e ijk are normally
distributed, independent, have mean 0, and unknown constant
Zvariance a!
	
which is estimated from the AOV. 	 The n.rrmality
assumption is needed to conduct tests of significance and set confidence
intervals on the unknown parameters S i, Ti, Bk, (ST)ij , etc.
	
The
assumption of zero mean of the e ijk implies on the average, over
;.
repeated experiments, the value of the measurement yijk is
"	
y µ + Si + Tj + Bk + (ST).. + (SB)ik + (TB)jk.*,,(BST)..
,z
where the (ST) ij, etc., denote the second order and the one-third
order interaction (STB). , .ijk
Because of one observation per cell, the third-order interaction
was assumed negligible, '.The means squares in the AOV correspondin gq	 P	 g
to this effect has average value ai 2 and is used as the denominator to
test for the significance of the second-order and main effects.
k The AOV tests the followingg hypotheses:
H i s	 (ST)ij = 0
H Z: (SB)ik = 0
H 3: (TB)jk = 0
for all i and j
for all i and k
for all j and k
E)
'E^
If the above three hypotheses are not rejected (which they are not for
the 9x3x2), the texts of significance for the main effects are carried out as
1-14;	 S i	0	 for all i
Ii
10
We see from section Z that H4 was rejected when yijk was
the average heart rate before tilt (y 1 ), while H6 was rejected when
yijk was y 1 , y 20 I or y3 .
(Z) For the non-parametric analysis using Friedman's AOV,
we have the following restrictions. First, only two-way layouts may
be analyzed, that is, the 9x3, 9xZ, and 3x Z. One may test for
significance of the main effect factors only (the subject, treatment, or
time variation) and r.,ot for the interaction between two main effects.
The reason for this being only one observation per cell is allowed in the
Friedman procedure; for example, with the 9x2 we have three
observations per cFll in the parametric AOV (univariate or multivariate)
while we must average these observations to apply the non-parametric
procedure. This in turn 'throws away' some of the data by not taking
into account the within-cell variability, the estimate of experimental
error. If our two-way layout had unequal cell frequencies, the Friedman
method would have suspected applicability.
On the other hand, for our non-parametric procedure, it is not
r
z
^tra
necessary to assume the measurements are normally distributed, have
constant variance, etc. , only that they are samples from a population
with a continuous probability distribution, which is a safe assumption
for the observations in this study.
Thus the as sum tionslof the non -parametric tests are e s ures trictivep	 	 1
than those for the analgous parametric procedures.
(c) Sophistication of the Analyses
We have seem that with regard to computing time, there is little
difference between non-parametric and parametric methods, but that
E1
1
1
1
t
I 
non-parametric procedures, when applicable, are less restrictive with
respect to the assumptions of the statistical model. Parametric
procedures we have used are all based on the assumption of normality
of the observations. When the observations are samples from normal
populations, the parametric AOV and MANOVA procedures are much more
sophisticated than the corresponding non-parametric procedures.
For example, in the two-way analyses of variance, one may test for
interaction effects before proceeding to test the significance of the main
effects. The non-parametric test assumes that no interaction is present
and immediately tests for the main effects. For the three-way layout,
the 9x3x2, no non-parametric procedure exists while the usual AOV tests
for significance of the two-factor interactions (using the three factor
interaction as error). There are many multiple comparison methods such
as Dunnett's, Scheffe, Tukey's, etc., for the parametric, but relatively
few for the non-parametric and only used for one-way and two-way models.
Thearametric-multivariate analyses are very sophisticated when oneP	 Y	 Y P
remembers multivariate methods for non-parametric procedures are limited.
The parametric multivariate procedures as programmed by Stein are
the most sophisticated I have seen. They give the univariate analyses of
variance separately for each variable; then, produce the MANOVA using
all variables simultaneously. One comment might be in order with regard
to the MANOVA as there is no tests for interaction significance, which
could be included in the program, see Bargmann. Even so there are two i
tests for significance of the main effects, namely Hotelling I s trace statistic
(the program gives an approximate significance, level based on the chi-square
approximation and.the exact significance level based on Heck's tables) and
i
ar
lG
the likelihood ratio test of Wilk's. Also, the discriminant function is
computed which shows along with the beta statistics those variables
contributing to significant effect. Another 'good' feature of the
MANOVA program is that the correlation matrix between the dependant
variables is listed.
It should be pointed out that Heck's charts (1960) are quite limited. 	 +
in fact, they could not be used for the Tilt-Table data; however, Pillai
(1967) has extended the upper percentage points of the largest root of
the variance-covariance (sample) matrix of the multivariate normal
distribution.
One must :pay a price for such a sophisticated MANOVA and that
price is that one does not know when the dependent variables are samples
from a multivariate normal population, and there are no statistical tests
available except for the special case of a bivariate normal.
In comparison the parametric procedures are more sophisticated,
th
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IABSTRACT
This report describes a system designed to aid in
the investigation of relationships that may exist between
physiological variables and the depth of sleep. Analog com-
puter cii►cuitry was developed to preprocess electrocardiogram
(ECG) and respiration (ZF) signals to provide several charac-
teristics of the cardiovascular and respiratory systems which
have previously been shown to be related to the depth of
sleep. The relationship of these variables (heart rate, var-
iance of the heart rate, respiration volume, respiration rate,
and the variance of the respiration rate) to the electroen-
cephalogram (EEG) derived depth of sleep is computed by cal-
culating the appropciate correlation coefficients and forming
a linear additive model of the variables. This model can be
investigated to gain insight into possible functional rela-
tionships between the variables and to provide a basis for
future consideration of more meaningful predictive models.
The system has been designed to provide flexibility
for future consideration of other measurements that may con"
tain sleep-wakefulness information, as well as for alteration
of the linear model.t
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AUTOMATED ESTIMATION OF THE DEPTH OF SLEEP
I. Introduction
Volumes have been written and compiled solely on
the various aspects of sleep. The subject has been broached
from, philosophical, psychological, and physiological view-
points, but introductory remarks in the literature frequently
concede that very little is known about sleep. Although this
may have been true in even the recent past due to an unreason-
able lack of scientific investigation, the last decade has
witnessed a renewed interest in sleep research that is pro-
viding pockets of information based on sound experimental
design. However, a theory explaining the mechanism of the
cycle of sleep and wakefulness is still lacking.
In the last one hundred years, and particularly
since the advent of the electroencephalogram (EEG) in 1929,
the concept of depth of sleep has evolved. This concept has
permitted quantification of sleep, and though by no means
absolute, the quantification has produced a frame of refer-
ence for the researcher. An interesting aspect of this
quantification was that it caused reconsideration of the
significance of many conventional indicators of sleep such
E
I2
as slow, even respiration and reduced heart rate. In fact,
on recen! Gemini orbital space flights, physicians charged
with the responsibility of monitoring the vital functions of
the astronauts attempted to estimate whether or not the astro-
00
nauts were asleep by observation of heart rate and respiration
depth and rate as revealed in the telemetered electrocardio-
gram (ECG) and impedance pneumogram (ZP).
The criteria used for the estimation Aas straight-
forward. If the heart rate was low and the respiration rela-
tively low in amplitude and regular in rate, the astronaut
was Judged to be asleep. The exact time of falling asleep
and the level of sleep at any one point of time were difficult,
if not impossible ., to judge by visual observation of the raw
data. Periods of arousal from sleep were Interpreted by
noticing sudden increases in heart rate and could usually
be well defined in time. However, the adequacy of a given
sleep period was Judged by the subjective reports of the
astronauts in combination with the monitoring physicians'
interpretation of the data during the supposed sleep period.
In order to (a) optimize work-rest cycles during flights,
(b) make any necessary readjustments of sleep or work periods,
I
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and (c) to render opinions as to whether a clinically signif-
icant sleep deficit may exist in an astronaut, it is neces-
sary that a more objective measure of sleep be available for
use during orbital flights.
The only clinically acceptable method of determina-
tion of the depth of sleep that is available at the present
tire is through the interpretation of the EEG, which itself
contains all the required information regarding sleep. Its
use in space flight, however, has three disadvantages:
(a) The monitoring physicians would require
several months of training in EEG interpreta-
tion.
(b) Presently available EEG electrodes present
problems in application and durability. They
must be applied to prepared sites and are easily
dislodged and uncomfortable to the wearer, thus
presenting critical problems in long duration
space flights.
(c) The telemetry of the EEG to ground receiving
stations would require additional bandwidth and
on-board hardware.
Y
The primary objective of this research was to de-
sign a flexible hybrid computer routine which could be used
in the investigation of experimental models which relate
various physiological variables to the sleep-wakefulness
states of an individual. The ultimate use of such a system
would be to provide a reliable, simplified on-line monitor-
ing technique to determine the depth of sleep. The poten-
tial for extending such technology into clinical situations
such as bedside monitoring, multiphasic screening, and sur-
gical monitoring could then be explored using similar
techniques.
Indications that such a study might yield positive
results have been obtained from previous reports in the lit-
erature and a limited analysis of data from the Gemini VII
orbital flight. A qualitative relationship between EEG sleep
level and heart rate and respiration on Astronaut Frank
Borman has been described by Maulsby (19), and further pre-
liminary studies were proposed and conducted by Maulsby and
Vogt (20).
Chapter II consists primarily of a review of re-
cent literature that reports studies directly related to the
11
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special interests of this project. For general information
on the various aspects of sleep see reports by Kleitman (15),
Oswald (21), and Jouvet (13), all of which contain comprehen-
sive bibliographies. Kleitman, for example, lists 4,337 ref-
erences. Chapter III includes a limited review of automated
EEG analysis techniques. Burch (6) and Brazier (4) have pub-
lished accounts considering the more general aspects of the
subject. Chapter IV describes the system and Chapter V de-
scribes the system testing and samplo results. Documentation
of the system is included in the appendices.
Y
III. Physiological Indications of Sleep
The concept of sleep lacks a concise definition due
to the lack of an accepted theory on the mechanism of the
sleep-wakefulness cycle and to the confusion between the state
of sleep and that of unconsciousness. Even so, sleep is a
familiar, naturally occurring phenomena, and throughout the
history of its investigation there has been general agreement
on the more obvious characteristics of sleep. Some of the
most ancient and widely accepted characteristics have a writ-;
ten history dating back to the time of Aristotle (2). The
observation that respiration becomes slow and regular during
human sleep has been documented by early studies (15) as well
as the daily (or nightly) experience of persons observing
sleep. The observation that the heart rate is reduced during
sleep also has a long history and has been supported, although
refined and^qualified, by more recent studies (5, 14, 27).
These two observations comprised the major portion of the
earliest physiological study of sleep.
Kleitman (15) has traced the history of attempts
to quantifythe depth of sleep dating from the first reported
effort overtone hundred years ago. The concept of depth of 9
tt
ilIi
il
7
^r
sleep is usually expressed (a) as a function of the intensity
of stimulus required to evoke some criterion response, or
(b) in terms of the magnitude of change of some continuously
recorded physiological or behavioral variable. There are
many problems with these various measurements of the depth
of sleep, the most serious being that the different indLea-
tions of depth of sleep do not run synchronously during a
sleep period so that the estimation of the depth of sleep
varies with'the measurement used to quantify it. H. L.
Williams (29) discussed many additional problems associated
with quantifying the depth of sleep.
In spite of these problems and the belief by:many
(15, 29) that it is inadequate to determine the depth of
sleep from single variable, the EEG determination of the
depth of sleep (7, 10, 17) has gained such wide acceptance
that it has'become the sole criteria used in most recent
investigations. EEG definitions of 'the depth of sleep have
undergone changes of an evolutionary nature, but presently
the definitLon by Dement and Kleitman (7) is the most often
quoted in t^e literature. Several Aspects of these EEG
definitions of depth of sleep will be discussed in the next
E
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chapter. The acceptance of this central criteria for quan-
tifying sleep, coupled with the discovery by Aserinsky and
Kleitman (3) of the rapid eye movement (REM) phenomena of
1
sleep, was instrumental in initiating the renewed interest
in sleep research.
The development of a definition of depth of sleep
and the revelation of the cyclical nature of normal sleep
reopened investigation on the relationship of common phys-
iological variables to the sleep-wakefulness cycle. Sig-
nificant to this project are those studies of the effect of
sleep on the respiratory, and circulatory systems.
Brooks et al (5) in 1956 reported a study in which
the relationship of changes in heart rate and the depth of
sleep were investigated. In their study one- --minute samples
of EEG, ECG,: and heart rate were collected at 17-1/2 minute
intervals. The EEG was visually scoffed for depth of sleep
according to the criteria of Gibbs a0d Gibbs (10). The sta-
tistical presentation of the data in;this report was rather
inadequate, since only a few graphs 4nd data from selected
subjects were presented. Their conclusions, however, seemed
to be based on the total experience mf the investigation, and
E
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they stated that the data presented was representative of
that collected in the experiment. By visually observing
scatter plots of average nightly heart rate and average es-
timated depth of sleep and by calculating changes in heart
rate or cardiac acceleration associated with changes in
depth of sleep they stated:
These results suggest that changes in sleep depth
are reflected more in the lability of the cardiac
cycle length than in changed average heart rate.
Also,
When different subjects are compared, it is seen
that there is no relationship between the average
heart rate and depth of sleep.
Based on the high incidence of cardiac rate increases
corresponding to changes in level of sleep, they concluded:
One of the best justifications for using the EEG
to identify the depth of sleep is the fact that in-
dOpendently-made.measurements of heart rate changes
stow such exact correlation with EEG identified
sleep changes.
In 1964 Snyder et al (27) reported on the changes
in respiration rate, heart rate, and systolic blood pressure
in human sleep. The EEG was recorded (continuously) and vis-
ually scored for EEG stage according to the criteria of Dement
and Kleitman. (Refer to pages 14 and 15 of this thesis,)
10
From this data all acceptable five-minute samples were selec-
ted representing the various levels of sleep, and from these
sections of data the heart and respiratory rates were manu-
ally counted on the basis of thirty-second averages. In ad-
dition, systolic blood pressure was recorded for each minute
of the samples. A variability index was calculated for'each
of the above three variables for the five-minute intervals.
The data was then pooled, and the Scheffe (25) multiple com-
parison procedure was used to test the significance of the
differences between stages of sleep. Stages III and IV were
grouped "in order to provide a body of data comparable to
that for the other stages." They found that:
All three measurements and their variability
indices showed consistent and significant changes
over the whole night of sleep and periodic vari-
ation concomitant with the EEG cycle within each
night of sleep.
Their conclusion, however, was that'the periodic variation
I
of the measured variables was due only to the stage I-REM
sleep and that significant differences of these changes were
not consistent with relation to stages II and III-IV sleep.
The hemodynamie changes associated with sleep
were studied by Khatri and Preis (14). In addition to
r
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various measurements related to hemodynamics, the heart rate
and respiration were monitored throughout the periods of
sleep. The significance of the changes of the mean of the
measures between levels of sleep was calculated, and their
results concur with those reported by Snyder et al.
The studies described above represent the most sig-
nificant and recent investigations of the relationship of'the
heart rate and respiration rate to the depth of sleep. The
most significant results reported in each of :,he studies were
those reflecting the changes of the variables from their bas-
al or presleep values. These changes were shown to have a
significant relationship to the sleep profile, whereas the
absolute values of the variables seemed to depend on other
factors such as those affecting the metabolic rate of the sub-
ject. Even though a significant relationship had been shown
to exist among the variables, it had not been found to be a
sensitive exiough indicator to yield'a quantification of the
sleep levels. Snyder et al (27) concluded:
If EEG patterns are relia^le indicators of sleep
depth, then it appears that [heart rate, respira-
tion rate, blood pressure; and their variances]
are not.
r
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The proviously reported attempt.,.) to iduntif'y a re-
lationship be 4,ween these variables are lacking in that (a)
there are no reported studies designed to investigate the
phase or temporal relationships of the variables, and (b)
there have been no attempts to find a "new" indication of
depth of sleep based on the combined information from sev-
eral variables. The use of hybrid computation, as reported
herein, allows such an approach as well as permitting the
use of preprocessing circuitry which continuously derives
the variables of the study from the raw data,
of
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III. EEG Determination of Depth of Sleep
A. E1 ectroencephalogr`i c Classification of the Depth of
Sle
As mentioned in the previous chapter, definitions
of the depth of sleep based on the EEG have produced a com-
mon reference criteria that allows comparison of the work of
different researchers on the various aspects of sleep. The
appeal of the method is that investigation has verified its
reproducibility of interpretation within relatively narrow
limits, both between and within observers, and the EEG is now
included as a portion of most studies involving sleep.
Following Berger's discovery of the EEG, the con-
dition of altered cerebral states during sleep was detected,
and several methods of classifying these states were devel-
oped (7, 10, 17). All such methods have depended in some
way on the alterations of the amplitude, frequency, and pat-
tern complexes that are considered to be characteristic of
the altered cerebral states. Loomis et al (17) and Gibbs
and Gibbs (10) developed two of the earlier classification
schemes, but the discovery of the REM phase of sleep and
the Dement and Kleitman (7) classification of four stages
of sleep combined to produce the most unified and widely
14
accepted definition of sleep levels. Samples of EEG signals
typical of the categories described by Dement and KleI - : ,ctn,
in addition to the characteristic EEG patterns corresponding
to full wakefulness and the resting or eyes closed rhythm,
are shown in Figure 1 as follows:
Awake (Figure la): A desynchronized, low voltage,
high frequency EEG characterizes the normal alert
state.
Resting (Figure lb): The assumption of a relaxed
state by the subject with his eyes closed results
in the characteristic alpha rhythm. These very
regular waves occur at frequencies between 8 and
14 cps with the frequency relatively stable in an
individual. Specific mental activity or opening
of the eyes results in cessation of the alpha
rhythm and the assumption of the low voltage
desynchronized wave form.
Stage" I (Figure lc): The first stage of sleep
is characterized by the absence of the alpha
rhythm and the presence of relatively low voltage
theta wave forms (4 to 8 cps). The appearance
4 0
rof "sleep spindles" (short bursts of 14 cps ac-
tivity superimposed on low frequency waves) ter-
minates stage I sleep.
Stage II (Figure ld): This stage comprises that
portion of the record that consists of spindles
with a low voltage background and intermediate
segments of low voltage theta activity.
Stage III (Figure le): This stage is described
as an intermediate stage characterized by the
appearance of high voltage delta waves (less
than 4 cps) with some superimposed spindles.
Stage IV (Figure lf): In this case at least
half of the record must be dominated by high
voltage delta waves.
A considerable amount of judgment on the part of
the investigator is incorporated into the interpretation
of the stage of sleep from EEG records. Usually the deci-
sion is made on the basis of evaluation of one-minute seg-
ments of the record, but this length may vary among inves-i
tigators. Each consecutive segment is given a value cor-
responding to the stage of sleep it represents. When an
M n
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entire record has been interpreted in this manner, the
information can be presented as a continuous profile
of the sleep period such as shown in Figure 2. This
typical record illustrates the cyclical nature of the
depth of sleep. Except for the stage I period at the-
initial onset of sleep, all subsequent stage I periods
are accompanied by REMs (7) and the associated varia-
bility of heart rate and respiration variables mentioned
In the last chapter. These periods are known as the
stage I-REM periods of sleep.
Since the production of a profile of sleep re-
quires a continuous graphic record of the EEG with a chart
speed sufficient to allow detailed inspection of the wave
form, large quantities of the record are accumulated. The
n
visual interpretation of the record is usually described as
tedious and time consuming and requires trained personnel to
obtain reproducible results, thus indicating that there are
practical as well as academic reasons for pursuing alternate
methods of analysis. Numerous means of automatic analysis
of sleep from EEG have been investigated, but none of the
proposed methods have gained widespread acceptance. To-gain
19
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such acceptance, a method for automatic analysis of the EEG
should meet a basic set of requirements which might be stated
as simply as the fallowing:
(a)	 The ability to reproduce records that differ
from human interpretation by no larger a margin
than that expected between independent human in-
terpreters is desirable.
(b)	 In add^.t ,on to being a measure of economy,
the ability to analyze data at real time or faster
than real time rates is necessary to prevent the
accumulation of data in large studies. 	 Although
inexpensive hardware versions might be made avail-
i
able for analysis during the collection of data
and would be required to operate no faster than
real time, methods requiring the services of large
scale computers should have the ability to operate
much faster than real time. 	 1
(c)	 Another factor of relative importance is that	 Y
simple, easy-to-operate equipment is desirable over
that which requires lengthy training of personnel
to ro erl	 establish and maintain.p	 p	 y
1
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(d) In many instances the acceptability of such
an analysis would depend on the form of the out-
put information. It is dezirable that such in-
formation would not require subsequent interpre-
tation, and the most convenient output would be
the sleep profile itself or some form which is
adaptable to this type of presentation.
B. Automated Analysis of EEG Destermined Depth of Sleep
r
1
The following few paragraphs are a brief review
of the field of automatic depth-of-sleep analysis. The in-
tent is to describe some of the more familiar methods of
depth-of-sleep analysis to provide background information
pertaining to the method of analysis chosen for this study.
The amplitude change of the EEG signal which ac-
companies alteration in the level of sleep has been the
focal point of several approaches to automated depth-of-
sleep analysis. One very direct approach is simply to
measure the energy content of the EEG by integration of
the rectified voltage wave form. An integrator designed
specifically for EEG analysis was presented by Drohocki
in 1948, as cited by Goldstein and Beek (11). Drohocki's
1I1iIttt
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r,'.e'V' -hod was to charge a capacitor through
and to discharge the capacitor through aL)^
preoclected 11miting voltage. The large
the pentode and the amplification of the
to the Miller effect) allowed time const
long to extend the linear portion of the
a hiC.-, Cain Pentode
thyratron tube at a
plato re ,"- i,,. tance of
capacitor value (due
ants sufficiently
charging curve to a
practical value. The capacitor discharge triggered a mono-
stable multivibrator which produced a pulse as the output of
the circuit. This train of pulses, representing the energy
content of the EEG, could then be subjected to statistical
analysis or processed by additional circuitry to derive or
enhance the desired information.
Goldstein and Beek (11) indicated computations based
on the mean energy content (MEC) of the EEG as derived from
the train of pulses and the coefficient of variation (CV) of
the MEC determination to distinguish between differing subject
populations.	 They also suggested that these measures may be
used to define a normal population of EEG values to serve as
a basis for studies of abnormal EEGs. Many clinical studies
of the various EEG populations are referenced in their
paper.
t•
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I	 AGnew et al (1) used the amplitude measurement of
Goldsteln and Beck in a prelim5.nary study of its application
to scoring the sleep LEG. By forming a histogram of the
mean every measurement ;MEC) based on one-minute averages,
they displayed a sleep profile approximating, that of the
visually scored record. Based on fourteen subject-night
records they reported correlations between visually scored
sleep stage and the MEC value ranging from 0.72 to 0.96 with
all but four coefficients above 0.85. They did not indicate
r,
0
D
whic,i portion of the record contributed the most error, but
the histograms displayed in their paper suggest that it was
probably present in the lighter stages of sleep (stages I
and II) and In the discernment of wakefulness and stage I
sleep. They did not indicate values based on pooled data but
stated that intrasubject differences were "insignificant" and
that intersubject differences were "significant at the 0.05
level."
Maulsby et al (18) achieved similar results by re-
placing the integrator and multivibrator of the circuit with
a simple .RC filter. This replacement combined the integra-
tion and averaging of pulses of the previous method and, most
1t
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ord. Alt?:ou',,l: no co m ars uive data was preoented, v*,.,ual ir_-
spectlon indicates that they may haveaincJ: resolution of
the lower levels of s2l.eep by sclectively .filterin^, t^ ,4e input
EEG signal to attenuate a'12. but the delta and theta frequen-
cies.
In addition to analysis based on the amplitude of
the EEG, there have been continuous efforts to characterize
the signal by using f.:°equency analysis techniques (6) . • Early,
attempts to derive specific information seem to have resulted
in frustration, as exemplified by Grass and Gibbs (12) after
their experiences.
Much experimentaticn with the data finally leads
to the conclusion that, although frequency analy-
sis has advantages for revealing certain general
features of the EEG, it is not satisfactory for
clinical purposes. No index, either simple or com-
plex, based on one or on many spectra from a given
case, can express the highly specific detailed in-
formation contained in the EEG.
The limited success of these early attempts with
frequency analysis probably can be related to three factors
as follows:
(a) The attempts were made at a time when many of
the more objective criteria for present-day sleep
analysis were still unknown.
(b) The lanGthy co;-,,putatlon characteristic of
frequency analysis tochniques (such as the Fourier
series) had to be accomplished without the bene-
fit of high speed computers.
(c) The filter circuits that were used for early
analysis would be considered primitive by present
standards.
The more specific criteria available when the analy-
sis Is limited to the detection of sleep levels and the usage
of rapid computation have permitted additional progress of
such analyses, but only to the point where problems inherent
in the frequency aspects of definitions of depth of sleep
have Intervened. Specifically, the criteria pertaining to
frequency alone do not seem to be restrictive enough for con-
cise discrimination of the depths of sleep. Walter et al
(28) used a digital spectral analysis routine to segment EEG
samples of varying states of consciousness (not sleep) into
four bandwidths (delta, 0.5-3.5 cp s; theta, 3.5-7.5 cps;
alpha, 7.5-12.5 cps; and beta ., 12.5-25.5 cps ). On each fre-
quency band three parameters were derived: the powe• ., or
mean-square intensity; the mean frequency within the band;
26
and the P,­edo,,x_1n,­1.nt 'Cia n d%, i,^ ',; h v: j. t- h * 	 46- h e b a.-A. d . 	A 6	 c r *.*A, . m i -
na ,.^.t.	 -, ou *^ Inc was used to zi?, o'^Lect the most descrip-
tive of those parameters f or	 ion between the var-
tha t	 anietersious samples. The ir  c o nclusiono- were 
t t 
thosearp
which were selected for the pooled data did not correspond
in each case to the parameters selected for individual data.
Because they were unable to include experimentation to test
the individual results for consistency, this is possibly
another case of -Ln"L-,rasub-*ect consistency and intersub^ect0	 tj
variability.
Riehl (23, 24) reported a method of automatic an-
alysis of the EEG that was based on the ratio of frequency
and ar iplitude measures of the EEG but was not specific in
defining or showing the derIvation of his variables. The
ratio that he developed (frequency/voltage) was defined as
the "unit of activity" and fluctuated in relation to the
various states of cerebral activity. Riehl showed data
indicating that this ratio changed in mean value and vari-
ability in relation to changes , in the level of sleep, but
no experiment designed to verify and quantify the relation-
ship has bee,a found in the literature.
1"W
2'1
" no V 11 r	 cc.-..
bot.. I.-i f_-equency a,-L16d	 of th' a	 waz ,:,-elec-
ted fo."',	 in	 wi"Glh -viii s pro"ect.	 In
his r.-.et',-od the	 J.1.	 _^ , :,,-cy/vo"ta ­e r.ela'C..4..onsh_-'Lp may be described
as:
F(^L-,.,v) = G (f ) - 1:(f ,v)
where	 i s p z, c p o rt i o An a1 ", o '00 h e f u n d air, e n 11_-. a.. If r e q u e n c y o f
the EEG anc^ H("L" .,v) is	 tpro- ort iona' o the frequency of ex-"D I V	 ."	 %.0
curs.ions of the signal above a fixed amplitude. The ration-
ale for selecting this type of relationship is that the ap-
pearance o'.L-' h i tg-.-,h voltage wave -forms will emphasize the re-
duction of signal frequency in the defined relationship.
Unpublished studies by Frost indicate a good correlation
between visually scored depth-of-sleep records and those
produced by , Frost's met'.,-.o , d. The major reason this method
was selected for use in this research was the conformance
with all portions of the criteria listed on pages 20 and 21
of this report.
The circuitry required to implement the system is
incorporated into the analog signal processing portion of theCD
hybrid routine described in the following chapter. The analog
n 0
It: U
circuit diagrcarm and the coefficient values are shown and
listed in Appendix A.
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IV. Preprocessing and Analysis of Data
Most previous investigations of the relationship
between various physiological measurements and the EEG de-
termined depth of sleep have been characterized by manual
processing and interpretation of the raw data. In explor-
atory studies the time and expense involved in such data
processing could well be a limiting factor in the initia-
tion or extension of a research project. A definite aid
in such projects would be an automated system to derive the
variables of the study from the raw data and to calculate
the relationships that exist among the data on high speed
digital computers. Such a system would allow the principal
efforts of the research to emphasize the collection of suf-
ficient data to test the premises of the study followed by
the initiation and testing of hypothesis based on the ac-
cumulated information.
The characteristics of a hybrid computation system
are particularly suited to a flexible analysis procedure such
as that desired. The development and use of signal preproces-
sing circuitry on the analog portion of the system permits the
derivation of signal variables such as rates and variances on
30
a continuous basis either in on-line applications or at mu1=
tiples of real time. This involves the extraction and em-
phasis of'characteristics of a signal that may otherwise be
obscured by noise or artifact or not apparent in the standard
presentation of the signal. As information is transferred
through the interface (analog to digital converter), the digi-
tal portion of the system can accomplish such derivations of
additional parameters and measures of the data that are more
suited to digital computation. Coinciding with the deriva-
tion of variables, statistical analyses can be performed on
the digital computer, and utilizing the interface and periph-
eral equipment (digital to analog converter, plotter, etc.),
wave forms can be reconstructed for visual interpretation and
further analog processing.
In applying these hybrid techniques to the study
of physiological variables relating to the depth of sleep,
limitations are necessary but should not be construed as
fundamental to the system. Alteration of the proprocessing
circuitry will allow the study of variables other than those
selected, and additional digital programming will allow al-
teration or extension of the statistical analysis.
I
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The hybrid routine reported in this chapter may be
described as a system which accepts EEG, ECG, and respiration
data from analog tape at real time or multiples thereof and
utilizing analog circuitry derives six variables as follows:
(a) The EEG determined depth of sleep using the
method devised by Frost;
(b) An average of the beat-by-beat heart rate;
(c) An indication of the variance of the heart
rate;
(d) A qualitative measure of the respiration
volume;
(e) An averaged respiration rate; and
(f) An indication of the variance of the respira-
tion rate.
As these variables are determined, they are digi-
tized, and correlation coefficients and a regression analy-
sis are computed on the digital computer. Following the
computation of the regression coefficients, a second pass
of the analog tape• results in the reconstruction of the es-
timated variable and analysis of the residuals. For the
initial studies a model was used in which a linear combination
of the five independent variables is regressed against the
dependent variable, depth of sleep. This is of the form:
Y =- b 0 + b 1 x 1 + b 2 x 2 + b 3 x 3 + b4x4 + b 5 x 5 + e
where
Y depth of sleep
x l respiration volume
x 2 = respiration rate
x3 variance of the respiration rate
x 4
 =- heart rate
x5 variance of the heart rate
b 0 , b l , . . . , b 5= regression coefficients
e = error of the regression
•
A block diagram illustrating the information flow
through the system is shown in Figure 3. Detailed analog
computer circuits anG the digital computer program are docu-
mented in the appendices.
The general features of each of the component
blocks will be considered in the following paragraphs. The
resulting voltage levels are not calibrated to absolute
parameter values due to the previous reports (5, 14, 27)
that these absolute values were not significant when related
32
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to the depth of sleep. Significant information relating to
the depth of sleep has been found in base line trends and
changes from the basal values. A measure more sensitive to
these fluctuations around the base line can be devised if
the absolute value of the signal is not retained allowing
the amplification to be increased.
EEG Preprocessing
The method used to derive the depth of sleep from
the EEG was briefly described in the previous chapter. The
block diagram and idealized wave forms of Figure 4 illustrate
its general operational features as described below.
The raw EEG signal (Figure 4a) (occipital-parietal
bipolar lead) is initially amplified and passed through a
1-11 cps bandpass filter (Figure 5). This filtering removes
many of the slow wave artifacts in the delta band as well as
eliminating any DC offset voltage that may be present. As
mentioned earlier, the removal of the higher frequencies
seems to help discriminate between stage I sleep and wake-
fulness. The filtered signal (Figure 4b) is then presented
to the comparator portion of the circuit. Comparator 1 in
the block diagram switches when the input rises above a
MU
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a preselected value. This value Is empirically derived for
each subject and is set to a vo l tage level just above the
dominant alpha rhythm, amplitude. Comparators 2 and 3 are
set to Indicate the dominant fre t -ncy of the filtered EEG
by detecting excursions across the base line of the signal.
Comparator 2 switches when the signal amplitude has a small
positive value and Its output (Figure 4d) sets a flip-flop
which Is reset by the output of comparator 3 (Figure 4e).
This comparator Is set to detect small negative signal
values. By biasing the comparators off the base line in
this manner,, the common problems of zero signal detection
in noisy signals Pan be minimized. In addition, this bias-
V
T
7
i
ing allows indication of abnormal EEG conditions since ex-
tremely small amplitudes or noise levels will not trigger
the circuit.
The leading edge of the output pulses of the com-
parator circuitry triggers the monostable multivibrators.
The output of comparator 1 (Figure 4c) triggers a train of
negative pulses, and the output of the flip-flop (Figure 4f)
triggers a train of positive pulses. These fixed duration
and amplitude pulses (Figures 4g and 4h) are combined and
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processessed by the final stage, which includes averaging of
the pulse train with a second order filter and scaling the
output signal to the desired amplitude. In Figure 6 the re-
sults of the analysis of a sample sleep EEC and the associ-
ated visually scored record of the raw data are illustrated.	 a
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3
-10 db
-20 db	 w
9	 -	 -
low
t
1
W^w
co
....	 ^.	 !
....	 ........
......	 .........
104
---- ------- -
....	 .............. .........
co
38
^y6
ff'"71
I
t
....
	 AMP
39
Respiration Signal Preprocessing
Methods used to transduce respiration into an elec-
trical signal can be susceptible to the inclusion of various
artifacts. Band pass filtering can aid in reducing much of
the artifact, but since slow wave artifact may also be pres-
ent in the range of frequencies that comprise normal respi-
ration signals, the possibility of disturbances remains.
After experimenting with various techniques under noisy sig-
nal conditions, it was found that the most reasonable method
of rate determination is achieved by narrowing the pass band
from the high frequency end so that the signals representing
the highest desired respiration rates are attenuated but
still detectable. In combination with this reduction, the
signal can be made more insensitive to remaining artifact
L employing an averaging technique in the circuit. The
pass band cannot be narrowed significantly from the low fre-
quency side, since slow and held breaths are quite common,
and the attenuation of their fundamental frequency components
can lead to erroneously high rate determinations. The pass
band used in this circuit was approximately 0-.05 to 0.7 cps
as described by Figure 7. The circuit shown in Figure 8
0 db
-10 db
441	 -20 db
4
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Figure 7
Respiration Rate Filter Frequency Response
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allows detection of breathing rates ranging from 4 to 50
breaths per minute. The method is not insensitive to the
detection of all artifact and is not applicable to breath-
by-breath studies, but it is adequate for applications that
do not require those features.
Using the same basis for ,judgment, a qualitative
determination of the respiration volume can be made by first
filtering the respiration signal to remove DC voltage levels
and slow wave artifact with the filter described by Figure 9
and then full wave rectifying the signal and averaging it
42
with a long time constant filter. This method is applicable
to the derivation of volume from respiration signals which
are transduced as qualitative indicators of respiration in-
formation. As an example, the impedance pneumogram, which
is used in space flight applications, is not easily cali-
brated to yield a quantitative respiration volume signal
(16).
ECG Prenrocessin
Detection of the cardiac rate can also be hindered
by artifact, but the effects of the artifact can be elimi-
nated in all but the most severe cases. The block diagram
of Figure 10 illustrates a circuit that has proven satisfac-
tory for the determination of the beat-by-beat heart rate.
A band pass filter (Figure 11) which spans the predominant
QRS complex frequencies and a dead time after the detection
of the QRS complex accomplishes the elimination of most slow
wave and high frequency artifact and prohibits T wave trig-
gering. The absolute value circuit permits detection of in-
verted R waves.
After determining the heart and respiration rates
by these circuits, additional circuitry is employed to
w
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compute the means and approximate variances of these signals.
This is accomplished on the analog computer since the ob^ec-
Live is to obtain these parameters on a continuously up-dated
basis. The process involves the exponentially mapped past
(EMP) estimation of the mean and variance. The derivation
of the method is shown by Otterman (22) and has become stan-
dard procedure in analog computation. For this study, how-
ever, the derivation of the EMP estimates of the rate vari-
ances has been altered to increase the sensitivity for the
display of small variances. This was accomplished by re-
placing the squaring operation of the standard variance cir-
cuit (Figure 12a) with an absolute value determination
(Figure 12b).
1
flt; l 	 f(t) - f(t)	 -(f (t) - f t )2	 f M - f t 2
Figure 12a
Standard Variance Circuit
rf(t)
If(f) 7(-t)l
If(t) - fTt)l
Figure 12b
Altered Derivation of Variance
The complete circuit diagrams and associated coef-
ficient values for the analog portion of the hybrid routine
are shown in Appendix A. However, it should be noted that
the time constants of the various filtering circuits could
well become variable parameters in future studies.
The method used to perform the regression analysis
is described by Draper and Smith (8). As implemented in
this system, the routine includes a variable time delay in
the data sampling loops which allows adjustment of the sam-
pling frequency to compensate for changes in the time con-
stants of the averaging filters and resulting changes in the
45
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frequency components of their output signals. Due to the in-
elusion of floating point operations in the sampling; loop,
the minimum sampling period is 27 msec. This is adequate
for operation at eight times real time, even allowing for
averaging filters with short time constants. Operation
faster than eight times real time must be accompanied with
consideration of the frequency content of the sampled vari-
ables.
As the variables are sampled, the necessary summa-
tions are accumulated, and when the 3.nput of data is termina-
ted, the correlation coefficients between all variables are
calculated and placed in matrices. Inversion of the princi-
pal correlation matrix and subsequent multiplication results
in scaled versions of the correlation coefficients which are
roadily converted to those desired.
To ascertain the accuracy of the inversion routine,
the product of the matrix and its inverse is printed out after
processing the data. However, the centering and scaling of
the data involved in the formation of the correlation matrix
yields a well-formed matrix for inversion yn regression an-
alyses of this type (8), and the sample inversions shown in
Appendix C illustrate that the error of inversion is negli-
gible.
Following the computation of the regression coef-
ficients, an analysis of the variance table is computed to
aid in evaluating the regression, and a plot of the residuals
versus time is produced on a subsequent pass of the analog .
data tape.
A program listing for the digital routine is lo-
cated in Appendix B. By varying the summation statements in
the data collection loop, the model can be altered from the
linear form shown on page 32.
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IV. System Testing and Sample Output
The system described in the previous chapter and
shown in Appendices A and B was implemented on a hybrid com-
puter. The system has been tested with simulated as well as
actual data as described In the following paragraphs.
Testing of the analog preprocessing circuits was
accomplished with data from two sources. Initial tests were
made with data transcribed from the biomedical tape recorder
aboard the spacecraft on the Gemini VII orbital space flight.
This data included extensive interference and artifact on
the respiration signal (ZP) which was in part due to deteri-
orating electrode connections. Failure of the respiration
parameter derivations under these conditions was not
surprising.
Subsequent tests were accomplished with data col-
lected under controlled laboratory conditions. This data
was collected from healthy Air Force Pilots in afternoon re-
cording sessions during which each subject passed through a
period of sleep. The data was accompanied by visually scored
interpretations of the depth of sleep during the sleep period.
In Figures 13 and 14 the wave forms resulting from the
3
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preprocessing of the data are shown and illustrate some of
the types of relationships that can exist between the vari-
abler.
The depth-of-sleep derivation in Figure 13 indi-
cates that the subJect initially progressed From light
stages to deeper stages ,-of sleep followed by a sharp arousal
and a subsequent period of light (stage I) sleep. The de-
rived variables all indicate a progressive regularity of
function as the sleep became deeper. In addition, the res-
piration rate and volume signals indicate a positive rela-
tionship between their base line values and the depth of
sleep. The period of arousal was accompanied by transients
r in the respiration variables and increases in the level of
the heart rate and its variance. The segment of stage I
sleep following the arousal is indicated primarily by the
t
increased variability of both the heart and respiration rates
and the increased respiration volume. The increased varia-
bility of the rate signals indicates stage I-REM sleep ac-
a	 ncording to the report by Snyder et al (2,), and i fact,
this period of sleep was recorded as stage I-REM by the in-
vestizators who	 the data.
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Figure 14 illustrates a sleep profile in which an
t
E'
initial period of stage I sleep is followed by a segment of
stage II sleep, a brief period of arousal, and a progrespive
deepening of sleep throughout the remainder of the record.
The arousal is indicated in the derived variables by a tran-
sient in the respiration volume signal and in the heart rate
and its variance. The deepening of sleep is associated with
decreased variance signals, but in this record the heart rate,
respiration rate, and respiration volume show no change of
level associated with the deeper stages of sleep. Another
observation is that the stage I period at the onset of sleep
does not show the high rate variances that are associated
with the stage I-REM portion shown in Figure`13. It is
therefore possible that the derivation of either the heart
or respiration rate variance alone might be adequate to de-
termine REM periods of sleep, thus eliminating the need for
transduction of ocu"iar movements in studies requiring REM
sleep information.
The time constants of the various analog averaging
53
variables as they relate to the time varying characteristics
of the EEG derived depth-of-sleep signal. Those values in
Appendix A were chosen to average out the more dynamic
changes which could include the effects of artifact and yet
to emphasize the snort term fluctuations of the measures
from their basal values. The circuitry has been operated
in real time as well as multiples thereof. The coefficient
values given in Appendix A are for operation at eight times
real time and are easily converted for operation at other
speeds.
The regression analysis routine was tested with
simulated data taken from an exercise problem in Draper and
Smith's text ($} . The routine proved to work satisfactorily
and was applied to the variables illustrated in Figures 13
and 14. Tables I and*II which were obtained by sampling at
the maximum rate available (approximately 4.6 samples per
second related to real time), illustrate the type of in-
formation that is produced by the computer analysis.
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VI. Discussion
The ability to process and analyze data at multi-
ples of real time using the system described in this paper
will permit the emphasis of future research to shift from
tedious data processing techniques to the evaluation'and in-
terpretation of results obtained from experiments designed
to test different hypotheses. The system should be used as
a means to more precisely determine the relationships that
exist between the EEG depth of sleep and the variables de-
rived for analysis. Data should be evaluated which is ade-
quate to test intersubject and intrasubject consistency of
derived relationships. The studies using the system must in-
clude the analysis of data from both't he sleeping and waking
states to permit the derivations to be based on physiological
changes as the subject passes through periods of sleep. Con-
sideration also must be given to the distinction that may ex-
ist between normal sleep periods and naps (15). Ultimately
it would be desirable to test any proposed model for estimat-
ing the depth of sleep with data collected under conditions
that stress the model, such as those existing during space
flight, sleep deprivation, and administration of d:,,ugs.
..	 1
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After processing the above types of data, it may
prove to be desirable or necessary to include additional an-
alysis routines or to alter or delete some existing features
of the system. It is anticipated that the time constants of
the various averaging circuits will have some effect on the
results of the data analysis and will suggest invesv"igations
of these effects on different experimental designs. In addi-
tion, a preliminary investigation of these phase relation-
ships that exist among the derived variables should be made
to determine whether or not appropriate time leads or lags
should be included in the derivation of regression models.
To achieve these phase relationships, a progran which com-
putes and plots auto-correlation and cross-correlation func-
tions of its input variables can be used in conjunction with
the routine developed in this project.
Besides possible alterations in the derivation
of the variables, examination of the residuals from the
regression analysis would be helpful in determining the
need for nonlinear terms or other suitable alterations
of the regression model. In addition, certain variables
may prove to yield consistently insignificant contributions
F
Wto the regression and should then, lore be deleted from the
model.
Quantification of the EEG depth-of-sleep deriva-
tion into discrete levels of sleep might prove to aid in
establishing consistent relationships between the "Levels of
sleep and the various physiological variables. 	 In such a
study discriminant analysis techniques., such as those used
by Walter et al (28), could replace the regression analysis
to provide the functional relationship.
If future experimentation yields a consistent in-
tersubject relationship between the variables derived from
the EEG and respiration signals and the depth of sleep, a
hardware version of the preprocessing circuitry and an ap-
propriate model could be developed to provide an on-line
monitoring system for displaying the depth of sleep.	 If
only intrasubject consistency is found, the ability to
monitor sleep levels would be limited to situations where
prior knowledge of the subjects' sleep characteristics are
available.
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Correlation Matrix
0.100E of 0.458E 00 0.382E 00 -0.361E 00 0.175E 00
0.458E 00 0.100E 01 0.143E 00 0.562E-01 0.154E oo
0.382E 00 0. 143E 00 0 .100E 01 0.323E 00 o.6o5E oo
-o.36iE oo 0.562E-01 0 . 323E 00 0.100E 01 0 .547E 00
0.175E 00 o. 154E 00 o.605E 00 0.547E 00 0.100E 01
Inverse Correlation Matrix
0.252E O1 -0.102E O1 0.100, 01 0.159E 01 -0.55 E 00
-0.102E Ol 0.144E Ol 0.324E 00 -0.605E 00 0.912E-01
-0.100E 01 0.324E 00 0.198E 01 -0.620E 00 -0.734E oo
0.159E 01 -0 .605E 00 -0.620E 00 0.244E 01 -0.114E O1
-0.554E o0 0.912E-01 -0.734E 00 -0.114E 01 0.215E 01
Ar
t_ Determinant	 O,17OE 00
Check of Matrix Inversion --- RINV*R
0.100E 01 -0.682E-12 -0.118E-10 -0.818E-11 -0.436E-10
-0.827E-10 0.100E of -0.318E-11 -0.454E-11 -0.3 81E-10
-0.618E-10 -0.250E-11 0.100E 01 0.000E 00 -0.727E-10
-0.218E-10 -0.147E-10 -0.218E-10 0.100E 01 -0.654E-10
-0.436E-10 -0.545E-11 -0.145E-10 -0.727E-11 0.100E 01
x
r
,r
NOR
11 7^7"
Inverse Correlation Matrix
0.901E 00 0.706E-01 0.135E 00
0.162E 01 -0.262E 00 0.275E 00
-0.262E 00 0.108E O1 -0.778E-01
0.275E 00 -0.778E-01 0.167E 01
-0.112E 00 0.972E-01 -0.103E 01
Determinant = 0.358E 00
1
a
0.100E 01
-0.584E oo
-0.201E 00
-0.469E-01
-0.855E-01
0.155E Ol
0.901E 00
0.706E-01
0.135E 00
0.466E-01
-0.584E 00
0.lOOE 01
0.271E 00
-0.101E 00
0.516E-02
Corrcl" Lion Matrix
	
-0.201E 00
	
-0.469E-01
	
0.271E 00	 -0.101E 00
	
0.100E 01	 -0.531E-02
	
-0.531E-02	 0.100E 01
	
-0.381E-01	 0.620E 00
-0.855E-01
0.516E-02
-0.381E-01
0.620E 00
0.100E 01
0.466E-01
-0.112E 00
0.972E-01
-0.103E 01
0.164E O1
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Check of Matrix Inversion --- RINV h
0.100E 01
-0.379E-10
-0.480E-10
-0.557E-110.313E-10
-0,155E-10
0.100E 01
-0.721E-10
-0.636E-11
-0.395E-10
-0.229E-10
-0.110E-10
0.100E 01
-0.225E-10
-O'. 181F-10
0.500E-11
o.lo4,-io
0.7o4E-11
0.100E 01
-0.218E-10
-0.400E-10
-0.432E-10
-0.668E=iQ
-0.654E-10
0.100E 01
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