Abstract In this paper we consider the Cauchy problem for 2m-order stochastic partial differential equations of parabolic type in a class of stochastic Hölder spaces. The Hölder estimates of solutions and their spatial derivatives up to order 2m are obtained, based on which the existence and uniqueness of solution is proved. An interesting finding of this paper is that the regularity of solutions relies on a coercivity condition that differs when m is odd or even: the condition for odd m coincides with the standard parabolicity condition in the literature for higher-order stochastic partial differential equations, while for even m it depends on the integrability index p. The sharpness of the new-found coercivity condition is demonstrated by an example.
Introduction
Let (Ω, F , (F t ) t≥0 , P) be a complete filtered probability space and {w k · } a sequence of independent standard Wiener processes adapted to the filtration F t . Consider the Cauchy problem for the following 2m-order stochastic partial differential equations (SPDEs) of non-divergence form:
1)
p ≥ 2; degenerate equations were addressed in, for example, [27] ; and the Dirichlet problem were also extensively studied in many publications such as [24, 15, 16, 5, 17, 28, 14, 10] . For higher-order SPDEs, Krylov and Rozovskii [26] applied their abstract result to obtain the existence and uniqueness of solutions in the Sobolev space W m 2 (R n ). Recently, van Neeven et al. [35] and Portal and Veraar [32] obtained some maximal L p -regularity results for strong solutions of abstract stochastic parabolic time-dependent problems, which can also apply to higher-order SPDEs with proper conditions.
Another approach to the regularity problem of SPDEs is based on some Hölder spaces, corresponding to the celebrated Schauder theory for classical elliptic and parabolic PDEs (see [13] and references therein). This paper adopts this strategy to study Equation (1.1), stimulated by recent progress of the related research on second-order SPDEs. Actually, a C 2+δ -theory for (1.1) with m = 1 was once an open problem proposed by Krylov [20] , which was partially addressed by Mikulevicius [29] , and generally solved by Du and Liu [11] very recently. Introducing a Hölder-type space C with some constants δ ∈ (0, 1) and p ∈ [2, ∞), they proved that, under natural conditions on the coefficients, the solution u and its derivatives Du and D 2 u belong to C δ p , provided that f , g and Dg belong to the same space. In addition, Du and Liu [11] also obtained Hölder continuity in time of D 2 u with time irregular coefficients. A similar C 2+δ -theory was also obtained recently for systems of second-order SPDEs in [12] . This paper aims to prove a Schauder-type estimate for Equation (1.1) based on the space C δ p . To get more insight into such a kind of regularity of higher-order equations, let us recall some relevant work on deterministic PDEs. Boccia [1] derived Schauder estimates for solutions of 2m-order parabolic systems of non-divergence form in the classical C 2m+δ x -space provided that the free term f (there are no terms like g k in deterministic equations) belongs to C δ x , and for the divergence form Dong and Zhang [9] obtained C m+δ x regularity. Considering the feature of stochastic integral terms in SPDEs, a natural form of Schauder estimates for Equation (1.1) must be like this: the C δ p -norms of u and its derivatives up to order 2m are dominated by the C δ p -norms of f and D α g with |α| ≤ m. What surprises us during this work is not the above natural assertion but the structural condition that ensures the validity of this assertion. Let us give some explanation. It is well-known that the classical Schauder estimate for PDEs or PDE systems is based on certain coercivity conditions imposed on the leading coefficients and usually called strong ellipticity or strong parabolicity, and for second-order SPDEs either L p -theory or C 2+δ -theory requires a stochastic version of such conditions (see [20, 11] for example). The solvability result of higher-order SPDEs in the space W m 2 (R n ) obtained [26] relied on the following condition: there is a constant λ > 0 such that for all ξ α ∈ R,
This is a natural condition as it can reduce to the standard ones for PDEs and for second-order SPDEs. However, things may change when one considers L p -integrability (p > 2) rather than square-integrability; more specifically, the coercivity condition (1.2) being adequate for L 2 -theory seems not to be sufficient for L p -integrability of solutions or their derivatives when m ≥ 2. An indirect evidence is that, when the abstract maximal L p -regularity results obtained in [35, 32] applied to higher-order SPDEs of type (1.1) the coefficients B α with |α| = m were required to either be sufficiently small or have some additional analytic properties (see [32] for details). Similar phenomena have been found also in complex valued SPDEs (see [2] ) and systems of second-order SPDEs (see [18, 12] ). This seems to be a unique feature of stochastic equations in contrast to deterministic PDEs.
A major contribution of this paper is the finding of a p-dependent coercivity condition that is just a small modification of (1.2) but perfectly works for the Schauder theory for Equation (1.1) based on C δ p . Let us state this condition as below: with some constants λ > 0 and p ≥ 2 it holds that
when m is odd,
when m is even.
Obviously, this condition is really p-dependent only when m is even, and for odd m it turns to be the same with (1.2). Though it might look strange at first glance, the following example demonstrates its sharpness to some extent. Example 1.1 Given µ ∈ R, we consider the following equation on the torus T := R/(2πZ):
with the initial condition
If µ 2 < 2, from Theorem 3.2.1 in [26] this equation admits a unique solution u in L 2 (Ω; C([0, T ]; H l (T))) for any integer l. However, we have the following lemma. Lemma 1.2 Let m be even and µ 2 < 2.
The proof of Lemma 1.2 is presented in Section 6. This result indicates that the coefficient p − 1 in the even case of the condition (1.3) couldn't get any smaller if one wants to always ensure the finiteness of sup x E|u(x, t)| p , and this, of course, is a basic requirement in our theory.
Although our main result, Theorem 2.3 below, is stated (and also proved) only for linear equations of form (1.1), we point out that it is not difficult to extend it to the semilinear case where f and g depend on the unknown u and are Lipschitz continuous with respect to all D α u with |α| < 2m and to all D β u with |β| < m, respectively. Besides, it is also interesting to ask if the coercivity condition (1.3) is sufficient or not to construct an L p -theory for Equation (1.1).
Our approach to Schauder estimates, following the strategy used in [11, 12] , combines a perturbation scheme of Wang [37] with some integral-type estimates that were also used in [34] . The effect of the p-dependent condition (1.3) can be seen in the proof of the mixed norm estimates (Lemma 3.1); the latter leads to a local boundedness estimate that plays a key role in proving the fundamental interior Schauder estimate for the model equation (see (3.1) below). This paper is organised as follows. In the next section we state our main theorem after introducing some notation and assumptions. Sections 3 and 4 are both devoted to the estimates for the model equation whose coefficients depend on t and ω but not on x; we prove some auxiliary estimates in Section 3, and establish the interior Hölder estimate in Section 4. The proof of the main theorem is completed in Section 5. In the final section we prove Lemma 1.2.
Notation and main results
Before stating the main results, we introduce some notation and the working spaces. For a function f of x = (x 1 , . . . , x n ) ∈ R n and a multi-index β = (β 1 , . . . , β n ) ∈ N n , we define
where · E is the norm of a normed space E. All the derivatives of E-valued functions are defined with respect to the spatial variables in the strong sense as in [31] .
A Banach space-valued Hölder continuous function is a natural extension of the classical Hölder continuous function. Let E be a Banach space, O be a domain in R n , I ⊂ R be an interval, and Q := O × I. For a function h : O → E, we define
with k ∈ N and α ∈ (0, 1). For a function u : Q → E, we define
Moreover, we define the parabolic modulus |X| p = |(x, t)| p := |x| + |t| 1 2m and
In this paper, E is either i)
We omit the superscript in cases i) and ii), and in case iii) we denote
for simplicity. In this paper we adopt a concept of quasi-classical solutions introduced in [11] .
(ii) for each x ∈ R n , the process u(x, ·) is stochastically continuous and satisfies the integral equation
× Ω, then u is a classical solution of (1.1). Next we will introduce some notations for the domains:
and simply write B r := B r (0), Q r := Q r (0, 0). Also we denote
Assumption 1
The following conditions hold throughout the paper unless otherwise stated:
1) The coercivity condition (1.3) is satisfied with some λ > 0 and p ≥ 2.
2) The random fields A αβ and f are real-valued, and B α and g are l 2 -valued; all of them are predictable. The classical C δ x -norms of A αβ (·, t, ω) and C m+δ x -norms of B α (·, t, ω) are all dominated by a constant K > 0 uniformly in (t, ω).
3) The free terms
. Now we are ready to state the main result in this paper which consists of the global Hölde estimate and the solvability.
Theorem 2.3 Under Assumptions 1, there exists a unique quasi-classical solution
to Equation (1.1) with the initial condition u(·, 0) = 0. Moreover, there is a constant C > 0 depending only on n, m, λ, p, δ and K such that
In the proof of Theorem 2.3 the global Hölde estimate (2.2) is derived first, and then the existence and uniqueness of solutions of Equation (1.1) is obtained by the standard method of continuity.
We remark that the Cauchy problem with nonzero initial condition can be reduced into the case of zero initial condition by some simple calculation. Also, if p is large enough one can obtain a modification of the solution that is Hölder continuous jointly in space and time by means of the Kolmogorov continuity theorem (see [8] for example).
Auxillary estimates for the model equation
In Sections 3 and 4 we always assume that the coefficients A αβ and B α with |α| = |β| = m are all bounded predictable processes (dominated by the constant K), independent of the spatial variable x, and satisfy the coercivity condition (1.3). Consider the following model equation
and the domain Q in the notation will be often omitted if there is no confusion.
where the constant C depends only on n, p, m, T , λ, and K.
Proof If p = 2, the existence and uniqueness of the weak solution has already been obtained in [26] and [33] . So it remains to prove estimate (3.2) for general p ≥ 2. Since we can differentiate (3.1) with order β, it suffices to prove the estimate in the case |β| = 0 . By an Itô formula from [26, Theorem 1.3.1], one can derive
Note that in the last term one haŝ
but it is not true for even m. Take a stopping time τ such that
Let us consider two cases: Case 1. m is odd. Using the fact (3.4), and by Condition (1.3), the Sobolev-Gagliargo-Nirenberg inequality and Young's inequality, we have
Then computing E[·] p/2 on both sides of the above inequality, and using the Burkholder-Davis-Gundy (BDG) inequality and Young's inequality, one can obtain that 5) where the constant C depends only on n, p, m, T , and λ. Case 2. m is even. Applying Itô's formula to u(·, t)
With the help of Hölder inequality, one can obtain
We choose ǫ > 0 so small that (p − 2)Kǫ ≤ λ/2. Then combining with (1.3), (3.6) (3.7) and Sobolev-GagliargoNirenberg inequality, we have
Integrating with respect to t on interval [0, s] for any s ∈ [0, T ], we can obtain that
where ε = ε(m, λ) > 0. Choosing the stopping time τ as before and taking expectation on both sides of (3.9) and by Gronwall's inequality, one can derive
Then we can estimate
from (3.9) by the BDG inequality
The last term of the above inequality is dominated by
which along with (3.10) and (3.11) yields that
Thus we obtain the estimate
Next we need to estimate
Back to (3.3) and integrating with respect to time, one can easily get that
Computing E[·] p/2 on both sides of the above inequality and by the Hölder's inequality and BDG inequality, we derive that
which along with (3.12) implies the estimate (3.5) in this case. Here the constant C further depends on K.
Finally, we replace τ in (3.5) by the following sequence of stopping times
and send k to infinity. Then (3.5) yields the desired estimate for l = 0 and the lemma is proved. ⊓ ⊔ Proposition 3.2 Let l be a positive integer, l ≥ m, p ≥ 2, r ∈ (0, 1] and θ ∈ (0, 1).
Then there exists a constant C depending only on n, p, l, m, λ, K, and θ such that
Consequently, for 2(l − |β|) > n,
(3.14)
where the constant C further depends on |β|.
Proof By Sobolev's embedding theorem, (3.14) can be derived directly from (3.13). Also we can reduce the problem for general r > 0 to the case r = 1 by rescaling. Indeed, for general r > 0, we can apply the obtained estimates for r = 1 to the rescaled function
which solves the equation
with free terms
and obviously, W k are mutually independent Wiener processes. So it suffices to prove (3.13) for r = 1. By induction, we shall only consider the case l = m.
For any θ ∈ (0, 1), choose m + 1 cut-off functions
where
where C γη are the constants that can be derived from the Leibniz formula, depending only on γ, η, and m. Applying Lemma 3.1 to (3.15) for |β| = m + 1 − i with i = 1, 2, · · · , m + 1, we have
From the above inequalities, one can prove (3.13) for l = m. Higher-order estimates follow from induction. The proof is complete.
⊓ ⊔
Next we shall give an estimate for equation (3.1) with the Dirichlet boundary conditions
) for all l ≥ 0 and ε ∈ (0, r). Moreover, there is a constant C = C(n, p, λ, m, K) such that
Proof The existence and uniqueness of the weak solution of the Dirichlet problem (3.1) and (3.16) follow from [26, Section 3.2] . Then we choose a cut-off function ϕ ∈ C ∞ 0 (R n ) such that ϕ(x) = 1 if x ∈ B ε and ϕ(x) = 0 if |x| > (r + ε)/2 where ε ∈ (0, r). Applying lemma 3.1 to v := ϕD α u with Sobolev's embedding theorem, the interior regularity can be obtained. We omit the proof of the estimate (3.17) because it's analogous to the proof of (3.2) with the help of rescaling and Sobolev-Gagliargo-Nirenberg inequality.
⊓ ⊔
Interior Hölder estimates for the model equation
In this section we assume that
, and f (x, t) and D m g(x, t) are Dini continuous with respect to x uniformly in t, namely, the modulus of continuity defined by
Theorem 4.1 Let u be a quasi-classical solution to (3.1) in Q 1 . Under the above settings, there is a constant C depending only on n, λ, p, m and K, such that for any X, Y ∈ Q 1/16 ,
Proof Firstly we mollify the functions u, f and g in the spatial variables. We choose a nonnegative and symmetric mollifier ϕ : R n → R and define
It is easy to check that f ε and D m g ε are Dini continuous and have the same modulus of continuity ̟ with f and D m g and satisfy
as ε → 0. On the other hand, from Fubini's theorem one can check that u ε satisfies the model equation (3.1) in the classical sense with free terms f ε and g ε . Therefore it suffices to prove the theorem for the mollified functions, and the general case is straightforward by passing the limits. The readers are referred to the appendix of [11] for more details. Then based on the smoothness of mollified functions, we can assume that f and g satisfy the following additional condition:
From the definition of ̟, one can see that for any x, y ∈ R n and t ∈ R,
By translation we may suppose that X = (0, 0) and prove the theorem for any
Let us introduce the following Dirichlet problems:
where ∂ p Q κ denotes the parabolic boundary of the cylinder Q κ for κ = 0, 1, 2, . . . . Then the solvability and interior regularity of each u κ can be obtained by applying Proposition 3.3 to u κ − u.
We have the following decomposition
3)
The next step is to estimate the three terms respectively. We split it into three lemmas.
Lemma 4.2
Proof Apply (3.14) to u κ − u κ+1 with |β| = l, r = ρ κ+1 , θ = 1 2 to get
In what follows, we define ffl
|Q|´Q , where |Q| is the Lebesgue measure of the set Q ⊂ R n+1 . On the other hand, from (3.17) one can obtain
Combining the above we derive
where C is independent of κ.
Here 0 is the zero vector in R n+1 . Next we shall prove that the limit is D 2m u(0). It suffices to prove
as p ≥ 2. Applying (3.14) to u κ − u with |β| = 2m, l = n + 2m, r = ρ κ , θ = 1/2 and p = 2, we have
where the last two terms tend to 0 as κ → ∞. From (3.17) and (4.2) we have
Moreover, we have
where C = C(n, m, λ, p, K). ⊓ ⊔ Lemma 4.3
Then we decompose K 2 by
As D m+1 u 0 satisfies the following homogeneous equation:
in Q 3/4 . Using (3.14) to D m+1 u 0 , one has
Applying (3.13) to u, one can get
.
Higher-order SPDEs 13 Applying (3.13) and (3.17) to u 0 − u one can obtain
Therefore,
Hence, for −8 −2m < s ≤ t ≤ 0 and x ∈ B 1/8 ,
Analogous to the above steps we can get
Thus we get
Note that h ι satisfies
Hence for −ρ 2m(κ+1) ≤ t ≤ 0 and |x| ≤ ρκ +1 ,
and
Combining the last two estimates and (4.8), we can obtain
The lemma is proved. ⊓ ⊔ Lemma 4.4
Proof We consider the following sequence of equations
the equations associated withκ andκ + 1 are replaced by the following single equation
As |Y | p ∈ [ρκ +2 , ρκ +1 ), it is easily seen that Qκ +2 (Y ) ⊂ Qκ(0). So analogous to the proof of (4.6) we have
where C = C(n, m, λ, K, p). On the other hand, combining (3.14), (3.17) and (4.2), one can derive
Then we have
The lemma is proved. 
The proof of Theorem 4.1 is complete. ⊓ ⊔ From the above theorem, one can easily derive the following interior Hölder estimate for (3.1), where we denote
Corollary 4.5 If u is a quasi-classical solution of (3.1) in R n × [0, ∞) with zero initial condition and δ ∈ (0, 1). Then there is a positive constant C depending only on n, m, p, K, λ and δ, such that
for any T > 0, provided the right-hand side is finite.
Proof Because of the zero initial condition, defineũ(x, t),f(x, t) andg(x, t) to be zero whenever t ∈ [−1, 0), and be equal to u(x, t), f (x, t) and g(x, t), respectively, whenever t ≥ 0. Obviously,ũ is a quasi-classical solution
Using the localization property of Hölder norms (see Lemma 4.1.1 in [19] ), we obtain
The proof is complete. ⊓ ⊔
Global Hölder estimates and the solvability
This section is devoted to the proof of Theorem 2.3. We need two technical lemmas; readers are referred to [11] for their proofs.
for some nonnegative constants θ, θ i and C i (i=1,. . . ,k), where θ < 1. Then
where C depends only on θ 1 , . . . , θ k and θ.
Lemma 5.2 Let B R = {x ∈ R n : |x| < R} with R > 0, p ≥ 1, and 0 ≤ s < r. There exists a positive constant C, depending only on n and p, such that
for any u ∈ C r (B R ; L p ω ) and ε ∈ (0, R).
Now we are in a position to complete the proof of Theorem 2.3.
Proof (Proof of Theorem 2.
3) The proof is divided into two steps.
Step 1. Global Hölder estimate (2.2). Suppose u is the quasi-classical solution to (1.1) with zero initial condition. Let ρ/2 ≤ r < R ≤ ρ with ρ ∈ (0, 1/8) to be determined. Choose a nonnegative function ζ ∈ C ∞ 0 (R n ) such that ζ(x) = 1 on B r , ζ(x) = 0 outside B R , and for δ > 0,
[ζ] δ;R n ≤ C(R − r) −δ .
Set v = ζu, and A αβ,0 (t) = A αβ (0, t), B ζA αβ D α+β u + ζf,
Taking τ = 2 (CC 2 ) −1 , the above two inequalities yield sup x∈R n u (2m+δ,δ/2m);Q ρ/2,τ (x) ≤ C ( f δ;Q τ + g m+δ;Q τ ) .
Following from the localization property of Hölder norms, we get u (2m+δ,δ/2m);Q τ ≤ C τ ( f δ;Q τ + g m+δ;Q τ ) (5.1)
with C τ = C τ (n, m, δ, λ, K, p) ≥ 1. Finally, we conclude the proof by induction. Assume that there is a constant C S ≥ 1 for some S > 0 such that u (2m+δ,δ/2m);Q S ≤ C S ( f δ;Q S + g m+δ;Q S ) .
Then applying (5.1) to v(x, t) := u(x, t + S) − u(x, S) for t ≥ 0, we can derive that v (2m+δ,δ/2m);Q τ ≤ C τ f δ;Q S+τ + g m+δ;Q S+τ +C u (2m+δ,δ/2m);Q S ≤ C τ (1 +CC S ) f δ;Q S+τ + g m+δ;Q S+τ whereC =C(m, K) ≥ 1. Thus we get u (2m+δ,δ/2m);Q S+τ ≤ v (2m+δ,δ/2m);Q τ + u (2m+δ,δ/2m);Q S ≤ 3CC τ C S f δ;Q S+τ + g m+δ;Q S+τ which means C S+τ ≤ 3CC τ C S . As τ is fixed, by iteration we have C S ≤ Ce CS where C = C(n, m, δ, λ, p, K). This completes the proof of (2.2).
Step 2. The solvability. Letting ϕ:R n → R be a nonnegative and symmetric mollifier (see Appendix in [11] ) and ϕ ε (x) = ε n ϕ(x/ε), we define f ε = ϕ ε * f and g ε = ϕ ε * g. From the results of Appendix in [11] , we obtain that f ε ∈ C Moreover, f ε (x, t, ω) and g ε (x, t, ω) are smooth in x for any (t, ω), and f ε , g ε ∈ C k (Q T ; L which is satisfied when t > 2/ε, where ε = (p − 1)µ 2 − 2 > 0. The lemma is proved.
Remark 6.1 When m is odd, it follows from (6.1) that |u n (t)| 2 = exp −n 2m f (t)
where f (t) = 2 + (2 − µ 2 )t. Furthermore, one can obtain
, which means that the condition µ 2 < 2 is sufficient to ensure E u(·, t) p L 2 (T) < +∞ for any p ≥ 2.
