Feature
In order to make a reliable comparison between the
1NTRODUCTlON
Sounds heard over tlie chest wall are useful diagnostic tools for puliiionarv diseases. Amongst other (electronic 'stetlioscope, Cardionics Inc.) tightly on the recording site. The recording site is chosen as lower part of tlie scapulas at the hack. To avoid the friction noise, a very thin, porous, sponge like material is settled between the skin and the ES. The ES ha5 a band-pass filter having a range from 50 Hz to 2000 Hz. The RS obtained by the At first, the RS signal obtained from a real-time measurement equipment is splitted into windows of 256 discrete data; each window is considered as a vector in a 256 dimensional space. For the two classes (normal and astliina cases), two different sets are formed for training and test purposes. Each set contains 300 vectors (150 vectors from each class) of 256 dimensions. Second, the vectors in the data sets are normalized, and features for each normalized vector are extracted. After the feature vectorS are formed, they are applied to the input of the neural network for training or classification purposes. After the training. neural network decides whether RS sigiial in a window contains information about asthma. The overall block diagram of the decision-making system is shown in Fig. I Feature extraction processes are affected by the peakto-peak magnitudes, the offset of the signal in die windowed RS signal. These effects are due to physiology, sex and age of the patient, and parameters of the measurement system. In the study, prior to the feature extraction process, power of the windowed RS signals are computed so that the rms values of the wavelet coefficients are normalized, ES are digitized by a 16-hit sound card of a personal -nonnalization Because RS signals are noli-stationary. the discrete wavelet transform is involved for the sub-band analysis.
Wavelet coefficients are detennined by using Daubechies-2 wavelets [4]. For each RS signal, wavelet detail coefficients at the first five levels (five sets of coefficients), and wavelet approximation coefficients at the fifth level (one set of coefficients) are computed. A total ofsix rms values for the six wavelet coefficient sets are computed, and they will be used to form the feature vectors. The best features are determined by applying divergence analysis [SI to the training sets of 300 vectors. Divergence analysis enables to determilie the best features which increase the classification performance, and also it gives information to determine the dimension of the feature vectors. From the calculated six rms values, a subset of the best 3 coefficients is searched by using dynamic programming (DP) [SI according to the divergence values. The ordering of the elements in each feature vector is as follows:
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In (I), P is the feature vector contained six rim values, rdi is the rms value of the detail coefficients at the ith deconlposition level, raj is the rms value of the fifth level approximation coefficients, and K is the threedimensional new feature vector. With the features found in the order as shown above, divergence value is maximised at 2.287 value. Multi-layer perceptron [6] is frequently used in biomedical signal processing [7] .It is observed that multi-layer perceptron has three disadvantages: 1) Backpropagation algorithm takes too long time during learning, 2) The number of nodes in the hidden layers must be defined before the training. The structure is not automatically determined by the training algorithm, 3) Back-propagation algorithm may be caught by local minima, which decreases network performance. We observed these disadvantages in the previous study [SI. Especially, the number of nodes in the hidden layers could be defined after many trials, which took too long time. Moreover, the classification performance was not satisfactory.
Therefore, multi-layer perceptron is not used in the comparisons with other networks and GAL network 191 is proposed to classify the RSs in this study. It is observed that GAL network gives high classification performance, and the number of nodes of the network is determined automatically by its training algorithm, and training takes considerably short time. Ten records from healthy subjects and from patients with asthma are used to fonn the training set. Each record contains five respiration cycles. Three feature vectors are extracted from a single respiration cycle. In this study, RSs are,separated into two classes: I ) Nonnal RSs, 2) RSs with asthma. Training set contains 300 feature vectors, 150 feature vectors belonging to each class. Test set also contains 300 feature vectors, and it is different from the training set. Table I shows the classification results of tlie GAL, Testing time contaiiis normalization, feature extraction and classification process for RS signal in single window.
Vdt
GAL network successfully classifies the respiratory sounds by using a few nodes. 
