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Abstract—This paper addresses the problem of optical
signal-to-noise ratio (OSNR) optimization in optical net-
works. An analytical OSNR network model is developed
for a general multi-link conﬁguration, that includes the
contribution of ampliﬁed spontaneous emission and crosstalk
accumulation. An network OSNR optimization problem is
formulated such that all channels maintain a desired indi-
vidual OSNR level, while input optical power is minimized.
An iterative, distributed algorithm for channel power control
is proposed, which is shown to converge geometrically
to the optimal solution. Convergence is proved for both
synchronous and asynchronous operation.
I. INTRODUCTION
Optical wavelength-division multiplexed (WDM) com-
munication networks are evolving beyond the statically
designed, point-to-point links. The goal is to realize recon-
ﬁgurable networks, with arbitrary topologies, while at the
same time maintaining network stability, optimal channel
transmission performance and quality of service (QoS),
[1]-[4].
At the physical transmission level, one parameter that
directly determines channel performance and QoS is the
bit-error rate (BER). BER in turn, depends on optical
signal-to-noise ratio (OSNR), dispersion and nonlinear
effects, [5]. Typically in link optimization, OSNR is
considered as the dominant performance parameter, with
dispersion and nonlinearity effects being kept low by
proper link design. Therefore, OSNR optimization can
be directly translated to QoS optimization. The dominant
impairment in OSNR optimization is given by noise
accumulation in chains of optical ampliﬁers and its effect
on OSNR, [6]. A typical approach for OSNR optimization
uses a static budget of device and ﬁber impairments along
a link, with signiﬁcant tolerance margins added such that
at least a desired OSNR value is achieved. In [7], a
heuristic algorithm was proposed for on-line OSNR equal-
ization in single point-to-point links, but its convergence
was not considered. In [6], OSNR equalization in a
point-to-point link was formulated as a static optimization
problem. The optimal channel optical power vector at the
transmitter is found by solving an eigenvalue problem for
the system transmission matrix, composed of link gains of
all channels. The algorithm which is developed only for a
single point-to-point link, is static and requires centralized,
global link information.
The current OSNR optimization approaches, that are
developed for single links, are not appropriate for re-
conﬁgurable optical networks, where the length of the
links and the number of devices in a link are changing.
Moreover, in these networks arbitrary topologies can be
formed, different channels can travel via different optical
paths, and also different channels can have different levels
of QoS (OSNR) requirements. Therefore, it is desirable
to adjust network parameters (optical power, gains) in an
optimal way, based on on-line network feedback (from
receiver to transmitter and various nodes). This dynamic
optimization will result in increased network ﬂexibility
and capacity, so that the needed quality of service (QoS)
is assured whenever a new channel is added/dropped.
These observations justify the need for on-line OSNR
optimization algorithms, that have provable convergence
properties for general network conﬁgurations. Moreover,
particularly useful are decentralized algorithms, such that
channel power at the transmitter (Tx), can be adjusted
based on feedback from the corresponding receiver (Rx)
only, plus other channel speciﬁc measurements. This is
the problem we address in this paper: OSNR optimization
in optical networks and development of iterative power
control algorithms.
This problem is similar to power control in wireless
communication systems, a topic which has been explored
extensively, via either centralized approaches, [8], [9],
or decentralized, noncooperative game approaches, [19],
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network optimization problem more challenging in optical
networks. In wireless networks, channels are characterized
by static loss/gain only, with single Tx to Rx links, or
multiple links with no gains (ATM networks). Optical
networks bring new challenges: ampliﬁed spans, multiple
links, accumulation and self-generation of optical (ASE)
noise, as well as crosstalk generated at the routing el-
ements. In [22] we used a game theoretic approach to
address this problem, based on an OSNR model that
considers with only ASE accumulation.
We consider this problem of developing algorithms for
optimally re-adjusting network parameters such that all
channel/routes maintain a desired QoS (OSNR), while at
the same time taking into account speciﬁc constraints as
imposed by dispersion and nonlinearity.
The paper is organized as follows. In Section 2 we
develop the analytical model for OSNR in a generic multi-
link conﬁguration, both as recursive relations and end-
to-end relations. In Section 3 we formulate the static
OSNR optimization problem for a large-scale network,
and characterize the optimal solution. In Section 4 we
develop an iterative algorithm for adjusting power levels
and we give conditions for its convergence to the optimal
solution. The proposed algorithm is valid for general
network conﬁgurations, and uses only local measurements
or decentralized feedback. In Section 5 we prove that the
algorithm is convergent also in the asynchronous case,
which is particularly important for adaptation in a dynamic
environment. A numerical example is given in Section 5
and conclusions are given in Section 6.
II. NETWORK OSNR MODEL
Consider a generic optical network conﬁguration (Fig-
ure 1), with a set of optical links L = {1,...,L} con-
necting the optical nodes (for channel add/drop (OADM)
or cross-connect (OXC)). A link l is composed of Nl
equal length, cascaded optically ampliﬁed spans. A total
set of channels, M = {1,...,m}, corresponding to a set
of wavelengths, are transmitted across the network. This is
realized by intensity modulation of the wavelengths, and
then by multiplexing the wavelengths to be transmitted
across the same link. We denote by Ml the set of channels
transmitted over link l, l ∈L .
For a channel i ∈M , corresponding to wavelength
λi, we denote by Ri its optical path, or collection of
links, from source (Tx) to destination (Rx). For the ith
channel, we denote by ui, si, and ni the optical power
of the input signal (Tx), output signal (Rx) and output
noise (Rx), in the ith channel bandwidth. We also denote
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Fig. 1. Optical network conﬁguration
by u =[ u1,...,u m]T the vector of input powers for all
channels.
In the following we develop a network OSNR model for
a generic multi-link conﬁguration, following the approach
in [6]. As in [6], [15], dispersion and nonlinearity
effects are considered to be limited, and the dominant im-
pairment is ampliﬁed spontaneous emission (ASE) noise
in ampliﬁers. Optical ampliﬁers are used to amplify the
power of all channels in a link simultaneously. Because
of their wavelength-dependent gain, ASE noise is also
wavelength-dependent, and different channels will have
different OSNR levels.
An optically ampliﬁed span is composed of optical ﬁber
and an optical ampliﬁer. For the kth span, of the lth link,
the optical span transmission, hl,k,i, for channel i is
hl,k,i = Gl,k,i Ll,k ∀k =1 ,...,N l (1)
where Gl,k,i is the ampliﬁer gain (typically wavelength/
channel dependent), and Ll,k is optical ﬁber loss (typically
channel independent). For channel i, we denote by pl,k,i
and vl,k,i, the signal and the noise power, respectively, at
the output of the kth span on the lth link.
We use the following assumptions.
(A.i.1): ASE noise power does not participate in ampli-
ﬁer gain saturation.
(A.i.2) All ampliﬁers in a link have the same spectral
shape and are operated in automatic power control (APC),
with the same total power target.
ASE noise power generated in the kth ampliﬁer on the
lth link, for the ith channel, is
ASEl,k,i =2 nsp [Gl,k,i − 1]hνi Bo (2)
where nsp > 1 is the ampliﬁer excess noise factor, h is
the Planck constant, Bo is the optical bandwidth, and νi
is the optical frequency corresponding to wavelength λi.
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pliﬁers when the network is in steady-state. This ensures
equal launching power into each span and compensates
variations in ﬁber-span loss across a link, [6]. The total
power target P0,l, is selected to be bellow the threshold
for nonlinear effects, [15]. Then at the output of each
ampliﬁer and at the input of the following span we have
 
j∈Ml
pl,k,j = P0,l ∀l ∈R i ∀k =1 ,...,N l (3)
The optical signal-to-noise ratio (OSNR) for the ith
channel, i ∈M , is deﬁned as
OSNRi =
si
ni
(4)
where si and ni are the channel’s signal, and noise power
at the output (at Rx), respectively. We consider only
forward propagation of signal and noise in steady-state,
[6].
The following lemma generalizes the single link result
in [6] to an arbitrary multi-link network.
Lemma 1: Let ui, and n0,i be the ith channel’s signal,
and noise power at Tx, respectively. Under (A.i.1)-(A.i.2)
the ith channel OSNR, along a path Ri, is given as
OSNRi =
ui
n0,i +
 
j∈M Γi,j uj
∀i ∈M (5)
where the full (m x m) system matrix Γ is deﬁned as
Γ =[ Γ i,j] with
Γi,j =
 
l∈Ri
Nl  
k=1
Gk
l,j
Gk
l,i
   l−1
q=1
Tq,j
Tq,i
  ASEl,k,i
P0,l
if j ∈M l, and Γi,j =0 ,i fj/ ∈M l, where Hl,k,i =  k
q=1 hl,q,i, and Tl,i = Hl,Nl,i, are the intermediary and,
respectively, the full transmission for lth link.
Proof: Appendix I.
In the following the OSNR model in Lemma 1 is
extended to include crosstalk terms due to WDM com-
ponents at the optical nodes (OADM or OXC), such as
optical ﬁlters, demultiplexers, add/drop modules, routers
or switches, [5]. We consider only the heterowavelength
(out-of-band) crosstalk due to incomplete ﬁltering. A simi-
lar approach could be used to include the homowavelength
crosstalk (in-band) in the space switches following a
model as in [2].
Let the lth optical node, associated with the lth link, be
characterized by an insertion loss Lsw,l (typically channel
independent), and a crosstalk ratio, Xhe. The crosstalk
ratio Xhe is a measure of the out-of-band crosstalk and
represents the fraction of total power leaked into a speciﬁc
channel from all the other channels, [5]. We assume also
that an optical ampliﬁer is present at the lth optical node,
characterized by a gain GX,l,i and an ASE noise power
denoted by ASEX,l,i. The following assumption will be
used.
(A.i.3) For the accumulation of ASE noise, the contribu-
tion of in-line cascaded ampliﬁers is signiﬁcantly higher
than the ASE contribution of OXCs. This assumption is
justiﬁed by the fact that each OXC stage follows after Nl
(typically up to 10) in-line ampliﬁers.
Lemma 2: Under (A.i.1)-(A.i.3), the OSNR for the ith
channel, including both ASE and crosstalk accumulation
effects, is given as
OSNRi =
ui
n0,i +
 
j∈M ˜ Γi,j uj
∀i ∈M (6)
where the system matrix ˜ Γ is given as ˜ Γ =[ ˜ Γi,j]
˜ Γi,j =
 
l∈Ri
Nl  
k=1
Gk
l,j
Gk
l,i
   l−1
q=1
˜ Tq,j
˜ Tq,i
  ASEl,k,i
P0,l
+
 
l∈Ri
   l
q=1
˜ Tq,j
˜ Tq,i
 
Xhe
if j  = i, j ∈M l, ˜ Γi,j =0 ,i fj  = i, j / ∈M l, and
˜ Γi,j =Γ i,i,i fj = i, and where ˜ Tl,i = Tl,i GX,l,iLsw,l.
Proof: Appendix I.
III. NETWORK OSNR OPTIMIZATION:C ENTRAL
COST FORMULATION
In this section we use the general network OSNR model
in Lemma 1 (or Lemma 2) to formulate the static OSNR
optimization problem for a large-scale network.
A special OSNR optimization problem, of maximizing
the minimum OSNR, was considered in [6] for a single
link case. This is similar to the problem of maximizing
the minimum signal-to-interference ratio (SIR) in wireless
networks, [8], [12], [13]. The problem can be translated
into an OSNR (SIR) equalization problem and formulated
as an eigenvalue problem for the system matrix. However,
thermal or external noise is neglected, and more impor-
tantly, the method is not appropriate for developing on-line
algorithms.
In the following, we consider a different OSNR opti-
mization problem, similar to the SIR optimization problem
considered in [11], [10] for wireless networks. Speciﬁcally
we formulate the performance objective to be that of
ensuring that the OSNR set of all channels is above a pre-
deﬁned set of targets, as determined by QoS constraints.
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per channel targets and also recognizes the presence of
external (input) noise. Moreover, if a feasible solution
exists, then there exists a unique solution which minimizes
transmitter power, obtained by solving a system of linear
equations. A speciﬁc feature of this approach is the
fact that it leads to iterative (on-line) algorithms with
geometric convergence as we will show in the following
sections.
We consider the problem of ﬁnding an input (transmit-
ter) power vector so that the OSNR of all channels satisfy
OSNRi ≥ ˆ γi ∀i ∈M (7)
where the set of targets, ˆ γi, can be predeﬁned as needed by
QoS requirements for each channel. Moreover, the mini-
mum power satisfying this constraint is sought. Therefore,
using (5) or (6), the optimization problem can be formu-
lated as the minimization of the central cost function
min
 
i∈M
ui (8)
such that
ui  
j∈M Γi,j uj + n0,i
≥ ˆ γi ∀i ∈M
This requirement is translated into
ui ≥
 
j∈M
ˆ γiΓi,j uj +ˆ γi n0,i, ∀i ∈M
Recall that n0 stands as the input noise power at the
Tx, and also can be considered to include also some
other external noise such as thermal noise. Equivalently,
in matrix-vector form, from the above we need to have
u ≥   Γu+   n0 and u ≥ 0 (9)
where
  Γ =



ˆ γ1 ··· 0
...
0 ··· ˆ γm


 · Γ
We call the set of OSNR targets ˆ γi, i =1 ,...,m a
feasible set, if there is a nonnegative ﬁnite vector u that
satisﬁes (9). In the foregoing   Γ is the network transmission
matrix, normalized (weighted) by ˆ γi, while u, and   n0
are the vectors of input signal and weighted noise power,
respectively.
The existence of a nonnegative solution for (9) is spec-
iﬁed by the following standard result, based on Perron’s
Theorem, [14], [25], which can be proved by using the
Jordan canonical form of   Γ.
Theorem 1: [14] Let ρ(  Γ) be the spectral radius of the
nonnegative matrix   Γ. Then, the following statements are
equivalent:
(1) There exists a vector u > 0 such that  
I −   Γ
 
u ≥   n0
(2) ρ(  Γ) < 1
(3)
 
I −   Γ
 −1
=
 ∞
k=0   Γk exists and is positive
component-wise.
Moreover, if the targets are feasible, i.e., if ρ(  Γ) < 1
(by Theorem 1), it can be shown that the power vector
that satisﬁes (9) with equality minimizes the sum of the
power transmitted, [9]. Therefore, if ρ(  Γ) < 1, the optimal
power vector u∗ is the solution of
u =   Γu+   n0 (10)
Note that setting u∗ as in (10) is a static and centralized
approach. In the next section we show how this formu-
lation can be used to develop iterative and distributed
algorithms.
IV. NETWORK OSNR OPTIMIZATION:I TERATIVE
ALGORITHM -S YNCHRONOUS CASE
In the following we use the static optimization problem
formulated in the previous section, to develop an iterative
network algorithm for adjusting power levels. The pro-
posed algorithm is distributed and autonomous, i.e., uses
decentralized feedback and only local measurements. We
show that, for the synchronous updating of all channels’
power levels, this distributed algorithm converges with a
geometric rate to the optimal solution u∗.
Recall (10) and consider the update equation
u(n +1 )=  Γu(n)+  n0(n) (11)
where
u(n)=



u1(n)
. . .
um(n)



with ui(n) being the input optical power for the ith
channel at time index n.
This is a centralized algorithm that requires, at each
iteration n, knowledge of the full matrix of the optical
network   Γ, together with current power allocation u(n)
for all channels.
In the following, a distributed algorithm is deﬁned, that
uses only individual, local, measurements for each channel
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ith channel can be written component-wise as
ui(n +1 )=ˆ γi
   
j∈M Γi,j uj(n)+n0,i
 
However from (5) we have that
 
j∈M
Γi,j uj(n)+n0,i =
ui(n)
OSNRi(n)
(12)
Based on the foregoing consider then the following dis-
tributed algorithm.
Algorithm:
ui(n +1 )=( 1− µ)ui(n)+µ ˆ γi
ui(n)
OSNRi(n)
(13)
where µ>0 is an update (adjustment) parameter.
Remark 1: Note that this algorithm is distributed and au-
tonomous as it relies only on locally available information.
By this updating rule, the current transmitter power should
be adjusted to be proportional to the previous power, plus
by a factor equal to the ratio between the target OSNR,
ˆ γi, and the measured OSNR at the receiver.
The following theorem establishes convergence condi-
tions for algorithm (13).
Theorem 2: Assume that an optimal solution exists,
i.e., ρ(  Γ) < 1. Then algorithm (13) is globally stable and
converges to the optimal solution, u∗,i f
0 <µ<
2
1+ρ(  Γ)
(14)
Moreover, the rate of convergence of the algorithm is
geometrical.
Proof: The proof uses some matrix results reviewed in
Appendix II, and is presented in Appendix III.
Note that a standard assumption in adaptive control
is that system parameters are stationary between any
updates, [24]. Similarly here, system parameters change at
network reconﬁguration, and updates have to be performed
after all network topology changes have been propagated.
Therefore, we assume that
(A.ii.1) Channel gains and the ”interference” terms due
to other channel’s power variation are stationary between
power updates.
Then the following result holds.
Lemma 3: Assume that (A.ii.1) holds. Then algorithm
(13) minimizes the following quadratic, individual, cost
function
Vi =  OSNRi − ˆ γi  2 i =1 ,...,m (15)
Proof: Appendix III.
Remark 4: Note that for µ =1 , (13) reduces to
ui(n +1 )=ˆ γi
ui(n)
OSNRi(n)
(16)
which is similar to the wireless case, [11], [13], and, for
the case of equal OSNR targets, to the algorithm proposed
heuristically in [7].
V. NETWORK OSNR OPTIMIZATION:I TERATIVE
ALGORITHM -A SYNCHRONOUS CASE
In this section we prove that the algorithm (13) con-
verges to the optimal solution in the asynchronous case
also. This is particularly important for adaptation in
dynamic, large-scale networks, whereby channels update
their powers asynchronously.
We follow an approach as in [10], based on the worst
case delay. We assume that asynchronous operation can
occur in two cases. Firstly, all channels can have the
same update rate, but not all channels are synchronously
updated at the same instance. Secondly, different channels
can have different update rates. Both cases ﬁt within the
formulation described bellow.
Formally, assume for example, that channel jth makes
an update followed by an update on channel ith at a later
time. Suppose that this later time is earlier than the time
at which the effect of jth channel update is propagated
to the ith channel. Therefore, effectively channel ith is
performing an update that depends on an outdated value
of the jth channel power. Thus, for the asynchronous case
we have that the OSNR at instant (n), OSNRi(n),i sa
function of the delayed powers of the other channels, i.e.,
ui(n)
OSNRi(n)
=
 
j∈M
Γi,j uj(n − τi,j(n)) + n0,i
We will use this to study convergence in the asyn-
chronous case. Let A(n) denote the collection of indices
of channels making concurrent updates, i.e., a subset of
1,2,...,m. Thus, using the foregoing relation, for the
asynchronous operation, instead of (13), we have, if i ∈
A(n)
ui(n +1 )=( 1− µ)ui(n)+ (17)
µˆ γi
   
j∈M Γi,juj(n − τi,j(n)) + n0,i
 
and ui(n +1 )=ui(n),i fi/ ∈A (n).
The delay terms τi,j(n) are nonnegative, bounded in-
tegers, which can be appropriately deﬁned to cover all
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assumptions will be used.
(A.iii.1) The delay terms are uniformly bounded, i.e.,
there exists τ0 such that
τi,j(n) ≤ τ0 < ∞∀ n ≥ 0,i , j ∈M
(A.iii.2) There exists ﬁnite π such that every channel
has an update at least once every π.
The following result gives convergence conditions for
the asynchronous algorithm, (17).
Theorem 3: Assume that ρ(  Γ) < 1 holds in addition to
(Aiii.1) and (Aiii.2). Then if
0 <µ<
2
1+ρ(  Γ)
(18)
then the asynchronous algorithm (17) converges to u∗,
with a geometrical rate, i.e.,
  eτ(n)  τ,v,∞≤ αq   eτ(0)  τ,v,∞
where
α = |1 − µ| + µρ(  Γ), and q =
 
n
τ0 + π
 
Proof: Appendix IV.
VI. NUMERICAL EXAMPLE
In this section we describe a MATLAB simulation used
to exemplify the iterative algorithm. We considered a basic
network conﬁguration (Fig. 2 (a)), with three links, ten
ampliﬁed spans per link, each optical ampliﬁer having a
parabolic spectral gain proﬁle as in [6], and for simplicity
we ignore the crosstalk. We assume that m =8channels
can be transmitted, and initially only the ﬁrst 6 channels
were present. Within the set of 8 channels there are two
levels of desired OSNR, a 21 dB level desired on the ﬁrst 4
channels, and a 23 dB OSNR level on the other 4 channels.
Initially, since only the ﬁrst 6 channels are present, we set
the optimal power vector (static) so that the desired levels
are satisﬁed. At step t = 100 the network is reconﬁgured
such that two new channels, 7 and 8, are added that pass
only through link l2. With transmitter powers maintained
at the same level as before the add event, the OSNR for
the existing channels has a sudden drop at t = 100 (see
Fig. 2 (b)), due to the extra channels that share the link.
Using the iterative algorithm and synchronous updating
to adjust all channel powers, the channel OSNR levels
converge back to the desired values (Fig. 2 (b)), of 21dB
and 23dB, respectively.
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Fig. 2. (a) Example network conﬁguration; (b) OSNR evolution in time
VII. CONCLUSIONS
In this paper we considered OSNR optimization in
optical networks and development of iterative algorithms
for optimally re-adjusting network parameters, such that
all channel/routes maintain a desired QoS (OSNR). We
developed an analytical model for OSNR in a generic
multi-link conﬁguration, both as recursive relations and
end-to-end relations. We formulated a static OSNR op-
timization problem for a generic large-scale network,
and characterized the optimal solution. We developed
an iterative distributed algorithm for adjusting channel
power levels, that was shown to converge geometrically
to the optimal solution. The algorithm is valid for general
network conﬁgurations, and uses only local measurements
or decentralized feedback. We proved that the algorithm
is convergent also in the asynchronous case, which is
particularly important for adaptation in a dynamic environ-
ment. An interesting future direction is extension of this
approach to include the total power limit as a parameter to
be optimized, as well as investigation of non-cooperative
game theory approaches.
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PROOF OF LEMMA 1 AND LEMMA 2
Proof of Lemma 1:
The proof follows by developing end-to-end (Tx to Rx)
propagation relations for signal and noise, i.e., si and ni.
Recall that for the ith channel, pl,k,i and vl,k,i, denote the
signal and the noise power, respectively, at the output of
the kth span on the lth link. Using (1) it follows
pl,k,i = hl,k,i · pl,k−1,i
vl,k,i = hl,k,i · vl,k−1,i + ASEl,k,i
for k =1 ,...,N l,with ASEl,k,i,a si n( 2 ) .
The total optical power for signal and noise in the
bandwidth of channel ith is given as
yl,k,i = pl,k,i + vl,k,i
In (19), as in (??), the noise power at stage k is
composed of: ampliﬁcation of input noise and noise self-
generated at each ampliﬁer stage, ASEl,k,i,a si n( 2 ) .
Using these relations recursively after k we can write
pl,k,i = pl,0,i
k  
q=1
hl,q,i (19)
vl,k,i = vl,0,i
k  
q=1
hl,q,i +
Nl  
r=1
ASEl,r,i
k  
q=r+1
hl,q,i
We will use the following notations and conventions.
The signal power at the output of the lth link, denoted by
sl,i, is taken by convention to be the same as the signal
power at the output of the Nth
l span, i.e., pl,Nl,i. A similar
convention holds for noise, so that
sl,i = pl,Nl,i and nl,i = vl,Nl,i (20)
Also, the signal power at the output of the (l−1)th link
, sl−1,i, is identical to the signal power at the input of the
lth link, which, by convention, is taken as the output of
the 0th span on the lth link, i.e., , pl,0,i. Therefore,
sl−1,i = pl,0,i and nl−1,i = vl,0,i (21)
where the (l − 1)th link is the preceding link on the Ri
route of the ith channel.
Therefore, for the signal and noise power at the output
of the lth link output, sl,i and nl,i, we can write from (20,
19) and (21),
sl,i = Tl,i sl−1,i (22)
nl,i = Tl,i nl−1,i +
Nl  
r=1
Tl,i
Hl,r,i
ASEl,r,i (23)
where the notations in the lemma were used. Recall that
ui = s0,i is the input signal power and n0,i is the input
noise power. Then, by using (22) recursively after l,t o
obtain si and ni at the end of the path Ri, and using (4),
yields
OSNRi =
ui
n0,i +
 
l∈Ri
 Nl
k=1
1  l−1
q=1 Tq,i
ASEl,k,i
Hl,k,i
(24)
From (19, 21) and (22) used recursively, we can write
for pl,k,i,
pl,k,i =
   
l−1∈Ri Tl−1,i
 
k  
r=1
hl,r,i ui
Then, using the foregoing and the notations in the
lemma, we see that (3) becomes
 
j∈Ml
   l−1
q=1 Tq,j
 
Hl,k,j uj = P0,l (25)
Since all ampliﬁers in a link have the same shape by
(A.i.2), Gl,k,i can be decomposed as
Gl,k,i = Gl,i · αl,k (26)
where αl,k is the loss of a variable optical ﬁlter, adjusted to
achieve constant total output power P0,l, [6]. Then, using
(1, 26) and the notations in the lemma we can write
Hl,k,i = Gk
l,i
k  
q=1
˜ αl,q, ˜ αl,q = αl,q Ll,q (27)
Substituting (27) for Hl,k,i into (25) we can ﬁnd the
wavelength independent part as
k  
q=1
˜ αl,q =
P0,l
 
j∈Ml Gk
l,j (
 l−1
q=1 Tq,j )uj
(28)
for all l ∈R i,k =1 ,...,N l. Then, using (27, 28) into
(24) yields after some manipulation,
OSNRi =
ui
n0,i +
 
j∈M Γi,j uj
∀i ∈M
with Γ deﬁned as in (5).
Proof of Lemma 2: Let xi be the crosstalk power, that
falls within the bandwidth of the ith channel, at the output
(at Rx) . With the crosstalk included the OSNR, (4), is
written as
OSNRi =
si
ni + xi
(29)
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taken to be ideal. In order to include the crosstalk gen-
erated at OXC nodes, this has to be changed so that the
recursive link relations for signal and noise power, (22),
are modiﬁed as
sl,i = ˜ Tl,isl−1,i
nl,i = ˜ Tl,inl−1,i +
Nl  
r=1
˜ Tl,i
ASEl,r,i
Hl,r,i
+ ASEX,l,i
where ˜ Tl,i = Tl,i GX,l,iLsw,l and where ASEX,l,i is the
ASE generated at the lth OXC.
Similalry, the crosstalk power term xl,i added at the lth
OADM/OXC on the ith channel is given as
xl,i = ˜ Tl,i xl−1,i +
 
j =i,j∈Ml
Xhe˜ Tl,j sl−1,j
In the foregoing relation the ﬁrst term is due to
the crosstalk component propagated from the previous
OADM/OXC node, while the second one represents the
contribution due to the out-of-band crosstalk (incomplete
ﬁltering). With the foregoing relations, notice that the total
optical power in the ith channel’s bandwidth, at the output
of the lth link is given as
yl,i = sl,i + nl,i + xl,i
where all contributions are included, i.e., signal, ASE
noise and crosstalk.
Recall that s0,i = ui and without loss of generality take
x0,i =0 . Using the foregoing recursively after l, we can
write for signal, noise and crosstalk terms, i.e., si, ni and
xi, at the end of the path Ri,
si =
 
l∈Ri
˜ Tl,i ui
ni =
 
l∈Ri
˜ Tl,i n0,i +
+
 
l∈Ri
   
q=l:q∈Ri
˜ Tq,i
  Nl  
k=1
1
Hl,k,i
ASEl,k,i
+
 
l∈Ri
 
q=l+1:q∈Ri
˜ Tq,iASEX,l,i
xi =
 
j =i,j∈Ml
 
l∈Ri
   
q=l+1:q∈Ri
˜ Tq,i
 
Xhe
   
q=1:l ˜ Tq,j
 
uj
By (A.i.3), we can neglect the third term in ni, i.e., the
ASE component due to the OXC.
Now using the foregoing relations into (29) and fol-
lowing the same approach as in the proof of Lemma 1, to
replace for Hl,k,i, we can rewrite OSNRi as
OSNRi =
ui
n0,i +
 
j∈M ˜ Γi,j uj
∀i ∈M
where the new matrix ˜ Γ is deﬁned as in (6).
APPENDIX II
SOME USEFUL MATRIX RESULTS
In this appendix we review and prove some general
matrix results. Let A be an (m x m) matrix that is
component-wise non-negative, and let ρ(A) be its spectral
radius, [23], so that
ρ(A) = max
i
|λi(A)| (30)
Since A is nonnegative, by Perron-Frobenius Theorem,
[14], it has a strictly positive eigenvalue λ+,w i t ht h e
corresponding eigenvector v, vT =[ v1 ...v m],h a v i n g
positive entries, vi > 0, for all i. Moreover λ+ is a simple
eigenvalue and it is the largest eigenvalue in absolute
value, i.e., ρ(A)=λ+. Therefore, we can write that
Av= ρ(A)v
We deﬁne Dv as the following diagonal scaling matrix
associated with v
Dv =



1
v1 ··· 0
...
0 ··· 1
vm



Then, for any m-dimensional vector x, we denote by  
x  v,∞ the weighted l∞ norm, related to the standard l∞
vector norm, as
  x  v,∞=  Dv x  ∞ (31)
or, equivalently,
  x  v,∞= max
1≤i≤m
|xi|
vi
For matrix A, we denote by   A  v,∞ the corresponding
induced matrix norm, [23],
  A  v,∞= max
x =0
  Ax v,∞
  x  v,∞
(32)
The following result can be proved.
0-7803-8968-9/05/$20.00 (c)2005 IEEELemma 4: Let A be a component-wise non-negative
matrix and Dv its corresponding scaling matrix . Then
the following relations hold
(i)   A  v,∞ =   Dv AD −1
v  ∞
(ii) ρ(A)=   Dv AD −1
v  ∞
(iii)   Ax v,∞ ≤ ρ(A)   x  v,∞ ∀x
In the following we extend the weighted norm, (31),
to a delayed vector. Let x(n) and xτ(n) denote an
m−dimensional vector and its delayed version, respec-
tively,
x(n)=



x1(n)
. . .
xm(n)


, xτ(n)=



x1(n − τ1)
. . .
xm(n − τm)



where (n) is the time index and τi, are channel delays,
assumed bounded, i.e., τi ≤ τ0, for all i. We denote by
 ·  τ,v,∞, the following norm,
  xτ(n)  τ,v,∞= max
τ   xτ(n)  v,∞ (33)
or, equivalently,
  xτ(n)  τ,v,∞= max
0≤τ≤τ0
max
1≤i≤m
|xi(n − τi)|
vi
Note that component-wise from the foregoing we have
that
|xi(n − τi)|≤vi   xτ(n)  τ,v,∞ (34)
for any τi ≤ τ0 and all i.
The following result extends Lemma 4, (iii).
Lemma 5: The following relation holds
  Ax τ  τ,v,∞≤ ρ(A)   xτ  τ,v,∞
APPENDIX III
PROOF OF THEOREM 2 AND LEMMA 3
Proof of Theorem 2: Using (12) we see that (13) is
equivalent to
ui(n +1 ) =( 1− µ)ui(n)+
µˆ γi
   
j∈M Γi,j uj(n)+n0,i
 
or, in matrix-vector form,
u(n +1 )=( 1− µ)u(n)+µ
 
  Γu(n)+  n0
 
(35)
with   Γ deﬁned as in (9). Recall that u∗ satisﬁes (10), and
deﬁne
e(n)=u(n) − u∗
We will prove that the vector e(n) converges to 0, for all
initial conditions.
Using the foregoing relation and (10) into (35) yields,
after some manipulation,
e(n+1)=Be(n), with B = I−µ
 
I −   Γ
 
(36)
Now the solution of (36) is
e(n)=Bn e(0)
A necessary and sufﬁcient condition such that e(n) →
0, for all initial conditions e(0), is that all eigenvalues
of B are inside the unit circle, [23]. To show this, we
will relate the eigenvalues of B, (36), to those of   Γ,( 9 ) .
Let λi(B) be an eigenvalue of B and let ( λi(  Γ), w )
be an eigenvalue, eigenvector pair of   Γ. Then using the
deﬁnition of B in (36) we see that
Bw= w − µ
 
w − λi(  Γ)w
 
where   Γw= λi(  Γ)w was used. Equivalently,
Bw= λi(B)w (37)
λi(B)=1− µ(1 − λi(  Γ))
The foregoing shows that λi(B), (37), is an eigenvalue of
B. Now, from (37), we can write
|λi(B)|≤| 1 − µ| + µρ(  Γ) (38)
where the triangle inequality and (30) were used. There-
fore |λi(B)| < 1, if the right hand side of (38) is less than
1, or equivalently, if
µρ(  Γ) <µ and µ + µρ(  Γ) < 2
Since ρ(  Γ) < 1 and µ + µρ(  Γ) < 2, by the conditions
in the theorem, the foregoing are satisﬁed. Therefore
|λi(B)| < 1, and hence e(n) → 0 as n →∞for all
initial conditions, proving convergence of the algorithm.
In the following we show that the rate of convergence
is geometrical. Note that using Lemma 4, (iii), (Appendix
II), applied to   Γ we can write
    Γe(n)  v,∞≤ ρ(  Γ)   e(n)  v,∞ (39)
Recall now (36) and take  ·  v,∞, as in (31), on both
sides. Then using the triangle inequality it follows that
  e(n +1 ) v,∞≤| 1 − µ| e(n)  v,∞ +
+µ     Γe(n)  v,∞
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  e(n +1 ) v,∞ ≤ α   e(n)  v,∞
for α = |1 − µ| + µρ(  Γ). Hence
  e(n)  v,∞ ≤ αn   e(0)  v,∞, ∀n ≥ 0
Since from (38) we have α<1, this shows that the rate
of convergence is geometrical.
Proof of Lemma 3: Since the cost function Vi, (15),
is quadratic in OSNRi, the following gradient-descent
iterative algorithm, [24], minimizes Vi
OSNRi(n +1 )=OSNRi(n) −
1
2
µ
∂Vi
∂OSNRi
with µ>0 being an adjustment factor. Using the deﬁni-
tion of Vi, (15), it follows that the foregoing is equivalent
to
OSNRi(n +1 )=OSNRi(n) − µ(OSNRi − ˆ γi) (40)
By (A.ii.1), between any power update as in (13), the
denominator of OSNRi(n),( 5 ) ,
n0,i +
 
j∈M
Γi,j uj(n)
does not change, so that
ui(n +1 )
OSNRi(n +1 )
=
ui(n)
OSNRi(n)
(41)
From (40, 41) it follows that
ui(n +1 )=ui(n) − µ(OSNRi − ˆ γi)
ui(n)
OSNRi(n)
which is equivalent to (13) and the proof is complete.
APPENDIX IV
PROOF OF THEOREM 3
In this appendix we give a proof for Theorem 3, based
on the worst case delay τ0. Firstly, notice that if the
update is made synchronously for all channels but with
old or outdated information (delayed), than algorithm (17)
is given similarly with A(n)=1 ,...,m.
Therefore, using the deﬁnition of   Γ, from (17) we can
write in matrix form
u(n +1 )=( 1− µ)u(n)+µ
 
  Γu τ(n)+  n0
 
where uτ(n) is the delayed power vector,
uτ(n)=



u1(n − τ1(n))
. . .
um(n − τm(n))



with τj = maxi τi,j, and τj ≤ τ0,∀j (by (A.iii.1)).
Deﬁne e(n)=u(n)−u∗, with u∗ as in (10). From the
foregoing relations it can be shown that
e(n +1 )=( 1− µ)e(n)+µ   Γe τ(n)
Using the triangle inequality and Lemma 5 yields
  e(n +1 ) τ,v,∞≤| 1 − µ| e(n)  τ,v,∞ +
+µρ(  Γ)   eτ(n)  v,∞
and the proof can follow along the same lines as for the
synchronous case (see proof of Theorem 2).
In the following we give the proof for the totally
asynchronous case, i.e., component-wise. Let
ei(n)=ui(n) − u∗
i
so that using (17, 10) we can write, if i ∈A (n)
ei(n +1 )=( 1− µ)ei(n)+µ
 
j∈M
  Γi,jej(n − τi,j(n))
and ei(n +1 )=ei(n),i fi/ ∈A (n).
Then if i ∈A (n), using the triangle inequality, we have
|ei(n +1 )|≤| 1 − µ||ei(n)|
+µ
 
j∈M
  Γi,j |ej(n − τi,j(n))|
≤| 1 − µ| eτ(n)  τ,v,∞ vi
+µ   eτ(n)  τ,v,∞
 
j∈M
  Γi,j vj
where (34) (by (A.iii.1)) was used for both terms on the
right-hand side.
Using the fact that (ρ(  Γ),v) is an eigenvalue-
eigenvector pair, from the foregoing it follows that
|ei(n +1 )|/vi ≤ α   eτ(n)  τ,v,∞ (42)
for α = |1 − µ| + µρ(  Γ), and α<1, by the conditions
in the theorem.
Note also that if i/ ∈A (n)
|ei(n +1 )|/vi = |ei(n)|/vi ≤  eτ(n)  τ,v,∞ (43)
or, using (34),
  eτ(n +1 ) τ,v,∞≤  eτ(n)  τ,v,∞
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increasing function of n, that is also bounded from bellow
by 0. Therefore   eτ(n)  τ,v,∞ converges to 0.
In the following we show that the rate of convergence
is geometrical. Let k be the index for the last update of
channel i between n and (n + π), (at least one exists by
(Aiii.2)).
Then, for any n  ≥ n +( τ0 + π),w eh a v et ou s et h e
last updated value which is at the (k +1 )index (with τ0
the maximum delay). Therefore we have
|ei(n )|/vi = |ei(k +1 ) |/vi ≤ α   eτ(k)  τ,v,∞
where the last inequality followed from (42), taken at the
two consecutive updates, k and (k +1 ) . Since k is the
ﬁrst update after index n, as in (43)
  eτ(k)  τ,v,∞≤  eτ(n)  τ,v,∞
From the foregoing two relations we see that
|ei(n )|/vi ≤ α   eτ(n)  τ,v,∞
for ∀n  ≥ n +( τ0 + π), so that
  eτ(n )  τ,v,∞≤ α   eτ(n)  τ,v,∞
Using recursively the above relation it follows
  e(n )  τ,v,∞≤ αq   e(0)  τ,v,∞
with q =
 
n
 
τ0+π
 
, which, since α<1, shows that the
algorithm converges at a geometrical rate.
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