Recently, several studies have been conducted to design mobility-based multicast routing protocols for wireless mobile ad hoc networks (MANET). These protocols assume that the mobility parameters of the network are fixed, and so they cannot perform well under real MANET scenarios in which the mobility parameters of the hosts vary over time at random. Finding the optimal solution to the multicast routing problem is incredibly hard, if the mobility parameters are assumed to be random variables. This becomes more difficult when the probability distribution function of these random variables is assumed to be unknown. In this paper, we propose a weighted multicast routing algorithm for MANET in which the mobility parameters are supposed to be random variables with unknown distribution. In this method, the multicast routing problem is first transformed into an equivalent stochastic Steiner tree problem in which the random weight associated with a communication link is its expected duration time. Then, a learning automata-based algorithm is proposed for solving the proxy Steiner tree problem. The aim of the proposed algorithm is to find the most stable multicast route (with the maximum duration) against the host mobility. Experimental results confirm the superiority of the proposed method over the best existing mobility-based multicast routing protocols in terms of the packet delivery ratio, multicast route lifetime, control message overhead, and end-to-end delay.
vary over time. In these networks, the deterministic approaches in which the network parameters are assumed to be fixed cannot reflect the real behavior of the random environment, and so do not perform well. This paper proposes a multicast routing protocol for MANET in which the stability of the communication links changes with time due to host mobility.
Lee et al. [6] proposed an on-demand routing technique called ODMRP for multicasting in ad hoc networks in order to reduce the channel overhead and improve scalability. ODMRP is implemented based on the forwarding group concept [7] in which a set of nodes are responsible for forwarding multicast packets along the shortest paths connecting the multicast sender to receivers. ODMRP is a reactive protocol that delivers packets to destinations on a mesh topology using limited flooding of data. Simplicity and scalability are the major strengths of ODMRP. An enhanced version of ODMRP with motion adaptive refresh called E-ODMRP was proposed by Oh et al. [8] in which the adaptation is driven by receivers' reports on link breakages rather than mobility prediction. The rate at which E-ODMRP periodically refreshes the network information is dynamically adapted to the host mobility. E-ODMRP unifies the local recovery mechanism and receiver joining process. Local recovery is a mechanism to reducing the overhead of the network flooding in which an alternative route to the destination is locally searched upon detection of a breakage. If a local recovery fails, disconnected node tries to connect to the multicast route by a new receiver joining process. That is, upon joining a new host or detection of a breakage, the host performs a local route recovery search to graft to the multicast route proactively. Biradar et al. [9] proposed a link stability-based multicast routing protocol for mobile ad hoc networks. The aim of the proposed scheme is to construct the stable multicast mesh based on the selection of the stable forwarding nodes having higher link stability. In this method, the stability of a communication link is estimated based on the power level, spatial distance, and link quality. The power level of a node is measured based on the power of the signal which is received at its neighbors. Spatial distance is defined as the distance between two neighboring hosts which is computed by using the free space propagation model [10] , and the link quality is computed based upon the average of bit errors in a large number of packets. The proposed protocol, hereafter referred to as LSMRM, maintains a data structure called link stability database (LSD) at each node to keep the stability information of the incident links for each node. LSMRM consists of the following three phases. The first phase is the construction of the multicast mesh by the route request and route reply messages. The second phase is to find the stable routes connecting the multicast source and receivers on the basis of the link stability parameters, and the third one is to design a route maintenance mechanism to handle the link failures. The authors compared the performance of LSMRM with ODMRP [6] and E-ODMRP [8] and showed that it outperforms the others in terms of the packet delivery ratio, control message overhead, required memory, and delay. Su et al. [11] presented a mobility prediction method to estimate the expiration time of a communication link on the basis of the location and mobility information of the mobile hosts. The aim of the proposed method is to find the stable paths against the host mobility by estimating the time interval during which two neighboring hosts remain connected. They also proposed another method to estimate the link expiration time based on the information of the propagation channel. In this method, each host periodically assesses the transmission power of its neighboring hosts based on the strength of the receiving signals. The changes in transmission power are considered as a measure to estimate the disconnection time (i.e., the time at which two hosts leave the transmission range of each other).
In [12] , An and Papavassiliou argue that the communications in MANET often arise among teams that tend to coordinate their movements. As a result, they propose a multicast routing algorithm in which the network is dynamically and adaptively partitioned into several groups each with its own mobility behavior and a group-based hierarchical multicast routing. In this approach, the relative mobility of each host with respect to its peers is the criterion by which the stable hosts in a group are determined. Toh and Bunchua [13] proposed an associativity-based ad hoc multicast (ABAM) routing protocol. ABAM establishes the multicast sessions using the association stability concept introduced in ABR unicast protocol [14] . In ABAM, the association stability concept is used to extend the multicast route lifetime by selecting the long lived routes. ABAM applies the association stability technique during multicast tree discovery, selection, and reconstruction phases. Results show the superiority of ABAM over ODMRP in terms of throughput and communication overhead. In [15] , two multicast routing algorithms are proposed for maximizing the route lifetime in MANETs. The aim of the first proposed algorithm is to reduce the energy consumption in network hosts, and so to extend the route lifetime. To do so, the transmission power of the hosts is periodically readjusted in such a way that the transmission power of each host is tuned to the minimum possible level. The results show that the proposed algorithm saves much more energy compared to the methods which apply single level of transmission power only. The second algorithm attempts to extend the duration of a multicast route by selecting the most stable hosts in each area. In this method, the stability of a host is estimated based on its location and mobility parameters with respect to its neighboring hosts. In [16] , McDonald and Znati considered the impact of the link availability on the routing problem in wireless ad hoc networks, and developed an analytical framework for statistically predicting the link stability so as to find the survivable communication links. The availability of a link is predicted based on the velocity and direction of the mobile host and represents the probability of remaining two hosts within the transmission range of one another. That is, how long two neighboring mobile hosts remain connected. The stability of a route is assessed on the basis of the product of the availability of the route's links. They conducted computer simulation to validate the developed framework and showed that the link availability-based route selection method provides substantial improvement in route longevity in contrast with both shortest-path (minimum hop) and fixed-threshold schemes.
All the above mentioned protocols designed for ad hoc multicast routing aim at extension of the lifetime of the multicast routes by selecting the stable hosts. However, the major problem with these multicasting approaches is that they cannot perform well in realistic MANET scenarios in which the mobile hosts are free to change their mobility parameters randomly at any time. This is because these multicasting protocols assume that the host's mobility characteristics are deterministic, while they are stochastic and vary over time. In real ad hoc networks, no assumption can be made on the probability distribution function (PDF) of the host mobility parameters. That is, the host mobility characteristics in MANET are random variables with unknown probability distributions. Under such circumstances, finding an optimal solution to form the stable (resistant to host mobility) multicast routes is incredibly hard.
In this paper, we propose a learning automata-based weighted multicast routing algorithm for wireless MANETs in which the multicast packets are forwarded along the Steiner tree links. The weight associated with a communication link is defined as its expected duration time which is assumed to be a random variable with unknown distribution. Expected link duration time is defined as the period of time during which the link is expected to be connected, and expected duration time of a multicast route is defined as the expected duration time of the weakest link. The aim of the proposed algorithm is to find the most stable multicast route against the host mobility. Obviously, the multicast route with the maximum expected duration time has the most stability in long time. The proposed algorithm is composed of a number of iterations and at each iteration a multicast route is constructed by finding a Steiner tree of the network topology graph. At each iteration, the selected multicast route is rewarded, if its expected duration time is longer than those seen so far and it is penalized otherwise. As the proposed algorithm proceeds, the probability of selecting the most stable multicast route (i.e., the multicast route with the maximum expected duration) converges to one. To show the performance of the proposed algorithm, we have conducted several simulation experiments and compared the obtained results with those of E-ODMRP [8] and LSMRM [9] . Experimental results show that the proposed algorithm outperforms the others in terms of the packet delivery ratio, multicast route lifetime, control message overhead, and end-to-end delay.
The rest of the paper is organized as follows. The next section provides a brief review of learning automata and represents the problem statement. In section 3, a mobility-based multicast routing algorithm is proposed for wireless MANETs using learning automata. In section 4, the performance of the proposed algorithm is evaluated through computer simulation, and section 5 concludes the paper.
Preliminaries
To provide a sufficient background for understanding the basic structures of the multicast routing algorithm which is proposed in this paper, a brief overview of the learning automata theory and the concept of the expected duration time are presented in subsections 2.1 and 2.2, respectively.
Learning Automata Theory
A learning automaton [17] [18] [19] is an adaptive decision-making unit that improves its performance by learning how to choose the optimal action from a finite set of allowed actions through repeated interactions with a random environment. The action is chosen at random based on a probability distribution kept over the action-set and at each instant the given action is served as the input to the random environment. The environment responds the taken action in turn with a reinforcement signal. The action probability vector is updated based on the reinforcement feedback from the environment. The objective of a learning automaton is to find the optimal action from the action-set so that the average penalty received from the environment is minimized.
The environment can be described by a triple , , , where , , … , represents the finite set of the inputs, , , … , denotes the set of the values that can be taken by the reinforcement signal, and , , … , denotes the set of the penalty probabilities, where the element is associated with the given action . If the penalty probabilities are constant, the random environment is said to be a stationary random environment, and if they vary with time, the environment is called a non stationary environment. The environments depending on the nature of the reinforcement signal can be classified into -model, -model and -model. The environments in which the reinforcement signal can only take two binary values 0 and 1 are referred to as -model environments. Another class of the environment allows a finite number of the values in the interval [0, 1] can be taken by the reinforcement signal. Such an environment is referred to as -model environment. In -model environments, the reinforcement signal lies in the continuous interval 0,1 .
Learning automata can be classified into two main families [17] : fixed structure learning automata and variable structure learning automata. Variable structure learning automata are represented by a triple , , where is the set of inputs, is the set of actions, and is learning algorithm. The learning algorithm is a recurrence relation which is used to modify the action probability vector. Let and denote the action selected by learning automaton and the probability vector defined over the action set at instant , respectively. Let and denote the reward and penalty parameters and determine the amount of increases and decreases of the action probabilities, respectively. Let be the number of actions that can be taken by learning automaton. At each instant , the action probability vector is updated by the linear learning algorithm given in Equation (1), if the selected action is rewarded by the random environment, and it is updated as given in Equation (2) if the taken action is penalized.
If , the recurrence equations (1) and (2) are called linear reward-penalty ( ) algorithm, if the given equations are called linear reward-penalty ( ), and finally if 0 they are called linear reward-Inaction ( ). In the latter case, the action probability vectors remain unchanged when the taken action is penalized by the environment. The following presents some definitions on convergence behavior of a learning automaton. Definition 2.1 The average penalty probability , received by a given automaton is defined as | where : 0,1 specifies the probability of choosing each action , and is called the action probability. If no priori information is available about , there is no basis for selection of action. So, all the actions are selected with the same probabilities. This automaton is called pure chance automaton and its average penalty is equal to . Definition 2.2 A learning automaton operating in a P, Q, or Smodel environment is said to be expedient if lim Expediency means that when automaton updates its action probability function, its average penalty probability decreases. Expediency can also be defined as a closeness of to min . It is desirable to take an action by which the average penalty can be minimized. In such case, the learning automaton is called optimal. Definition 2.3 A learning automaton operating in a P, Q, or Smodel environment is said to be absolutely expedient if 1 | for all and all . Absolute expediency implies that is a super martingale and is strictly decreasing for all in all stationary environments. If , absolute expediency implies expediency. Definition 2.4 A learning automaton operating in a P, Q, or Smodel environment is said to be optimal if lim Optimality implies that asymptotically the action for which penalty function attains its minimum value is chosen with probability one. While optimality appears a very desirable property, certain conditions in a given situation may preclude its environment. In such cases, a suboptimal performance is desirable. Such property is called -optimality and is defined in the following definition Definition 2.5 A learning automaton operating in a P, Q, or Smodel environment is said to be -optimal if lim can be obtained for any 0 by a proper choice of the parameters of the learning automaton. -optimality implies that the performance of the learning automaton can be made as close to the optimal as desired.
Variable Actionset Learning Automata
A variable action-set learning automaton is an automaton in which the number of actions available at each instant changes with time. It has been shown in [19] that a learning automaton with a changing number of actions is absolutely expedient and also -optimal, when the reinforcement scheme is . Such an automaton has a finite set of actions, , , … , . , , … , denotes the set of action subsets and is the subset of all the actions can be chosen by the learning automaton, at each instant . The selection of the particular action subsets is randomly made by an external agency according to the probability distribution , , … , defined over the possible subsets of the actions, where | , 1 2 1 . ̂ | , denotes the probability of choosing action , conditioned on the event that the action subset has already been selected and too. The scaled probability ̂ is defined as where ∑ is the sum of the probabilities of the actions in subset , and . The procedure of choosing an action and updating the action probabilities in a variable action-set learning automaton can be described as follows. Let be the action subset selected at instant . Before choosing an action, the probabilities of all the actions in the selected subset are scaled as defined in equation above. The automaton then randomly selects one of its possible actions according to the scaled action probability vector ̂ . Depending on the response received from the environment, the learning automaton updates its scaled action probability vector. Note that the probability of the available actions is only updated. Finally, the probability vector of the actions of the chosen subset is rescaled as 1 ̂ 1 · , for all .
Problem Statement
In this section, the multicast routing problem under real MANET scenarios is modeled with the Steiner tree problem in stochastic graphs, where the duration of a communication link is defined as the random weight of its corresponding graph edge. Under such circumstances, the Steiner tree with the maximum expected weight constructs the most stable multicast route of the network. Before stating the multicast routing problem, the following preliminaries and definitions must be presented.
Definition 2.6
Given an edge-weighted graph , , , where is the set of vertices, is the set of edges, and denotes the set of weights associated with the graph edges, and a subset of graph vertices, , called terminal set. The Steiner tree problem is defined as finding a tree with the minimum weight connecting the terminals. It must be noted that the Steiner tree may include some vertices other than terminals called Steiner vertices. The Steiner tree connecting the multicast source to the multicast receivers (as terminals) forms a multicast route through which the multicast messages can be sent with the minimum cost. That is, the multicast tree can be modeled by a Steiner tree.
Definition 2.7 Let
, , be a weighted graph, where denotes the vertex set, is the edge set, and is the set of weights associated with the graph edges (or vertices). Graph is stochastic, if the weight associated with the graph edges (or vertices) is a random variable.
Definition 2.8
Given an edge-weighted stochastic graph , , , and a terminal set . Let be the set of Steiner (multicast) trees connecting the terminals (multicast source and receivers). Let be the expected weight of Steiner tree . The stochastic Steiner tree problem is defined as finding a tree with the minimum expected weight connecting the terminals. That is, is the solution of the stochastic Steiner tree problem, if min .
In wireless MANETs, due to the host mobility, the communication links connecting the neighboring hosts are extremely fragile. For this reason, the constructed routes may rapidly lose their validity. To enhance the stability of the communication routes, they must be composed of the long duration links. The duration of a link, which is hereafter referred to as link duration time (LDT), is defined as the time interval during which the link is available (or two hosts stay connected). The LDT of a link connecting two hosts increases as the relative mobility between to hosts becomes slower. The relative mobility between two hosts is based upon the movement direction and mobility speed of two hosts. Let and denote the mobility speed and movement direction of host at instant , and and be those of mobile host , where , 0, 2π). The relative mobility of host with respect to host (or vice versa) at instant is defined as 2 cos (3) Let , and , be the coordinates of mobile hosts and at instant provided by GPS (global positioning system), respectively. Let denotes the radio propagation range of two hosts and . If hosts and are within the radio transmission range of each other at instant , the LDT of link , after instant , , , is determined as , where cos cos sin sin (4) , denotes the amount of time two hosts and remain within the propagation range of each other. The links with the smaller LDT are more prone to breakage, and so our proposed multicast routing algorithm aims at finding the multicast tree including the links with the highest LDT (i.e., the most stable links) to extend the route lifetime. The lifetime of a given route is determined as the LDT of the weakest link (i.e., the link with the minimum LDT) connecting two hosts along the route.
In real MANET scenarios, the mobility characteristics of the mobile host (i.e., speed and direction) are stochastic and change in different epochs, so the LDT of the communication links vary with time. Under such circumstances, the instant mobility parameters (i.e., the parameters determined for a single epoch) are not able to exhibit the real mobility behavior of the mobile host. Therefore, to predict the long-term mobility behavior of the host we define the expected link duration time (ELDT) as the average of the instant LDTs over different epochs. An is the set of multicast routes connecting a given multicast source to a group of multicast receivers, can not be used anymore, if at least one its communication links breaks or fails. Therefore, the duration of a multicast route is degraded to the duration of the weakest link connecting two hosts within the multicast route. At instant , the expected duration of multicast route is defined as , ,
represents the amount of time which is expected multicast route remains connected after instant . This is defined as the minimum duration of a link along the multicast route.
is the most stable multicast route, if it has the maximum duration as given in Equation (7) max (7) The multicast routing algorithm we will propose in the next section aims to find the (most stable) multicast route with the maximum duration as defined in equation above for MANET scenarios where the link duration varies over time.
The Proposed Multicast Routing Algorithm
Finding the Steiner tree of the network topology graph is a well known approach for solving the multicast routing problem in (or for constructing the multicast tree of) ad hoc networks. A deterministic Steiner tree algorithm aims at finding the minimum weight tree connecting the terminals, where the edge weight is assumed to be fixed. The deterministic case of the Steiner tree problem has been well studied and until now several powerful algorithms have been proposed. However, when the edge weight varies with time, the optimum solution of the Steiner tree problem is extremely hard to find. For simplicity, the existing multicast routing algorithms assume that the weight associated with the communication links is fixed. These algorithms do not perform well in realistic networks, where the network parameters such as the throughput of a communication link may change with time as a result of congestion, accidents, or so on. Finding the optimal multicast tree becomes more difficult when the probability distribution function (PDF) of the edge weight is unknown. It is obvious that there is no a priori knowledge of the distribution parameters in ad hoc networks. Therefore in this paper, a stochastic Steiner tree algorithm, in which the weight associated with the communication links is a random variable with unknown PDF, is proposed for constructing the multicast route in ad hoc networks. This paper shows the capabilities of the learning automata for solving such a difficult problem.
As shown in Figure 1 , the proposed multicast routing algorithm which is called LLMR (short for Learning automata-based Link stability Multicast Routing algorithm) is composed of a number of iterations, and each iteration starts when a multicast session is requested by the multicast source. The following briefly describes different steps of the iteration of the proposed algorithm. In the beginning of an iteration, when the multicast source decides to initiate a multicast session, it calls procedure MR (Multicast Routing) to construct a multicast route, and then waits for receiving the RREP (Route REPly) message. Based on the stability of the constructed multicast route, multicast source decides to reward or penalize the chosen links by which the route is formed. Let be the multicast route constructed at iteration, which is a vector containing the hosts which are located on the way from the multicast source to all the multicast receivers.
is initialized by the multicast source to its ID number. Let denotes the dynamic threshold of iteration. is defined as the expected duration time of the most stable multicast route constructed until iteration as follows. max (8) is initially set to zero where 0. If is the most stable multicast route constructed so far (i.e., ), the hosts along the multicast route are rewarded by a RWD (ReWarDing) message. Otherwise since the reinforcement scheme by which each learning automaton updates its probability vector is , the action probability vectors remain unchanged. Then, the multicast packets are forwarded along multicast route . A new iteration will be initiated, upon a new multicast session is requested by the multicast source. As the proposed algorithm proceeds, the choice probability of the most stable multicast route converges to one. In the remaining of this section, the messages and procedures upon which the proposed multicast routing algorithm is based are described.
Algorithm LLMR 01:Input multicast source , multicast receivers 02:Output most stable multicast route 03:Assumption 04: Let be the iteration number and initially set to zero 05: Let denotes the dynamic threshold of iteration 06: Let be the multicast route selected at iteration and initially set to 07:Begin algorithm 08: 0 09: 1 10: While (True) do 11:
Set to a large number 12:
s calls procedure MR( , ) 13:
s waits for a RREP message 14:
If then 15:
s forwards a RWD message along 16:
s starts sending multicast messages along 17: 1 18:End algorithm Figure 1 . The pseudo code of the proposed multicast routing algorithm
To construct the multicast route, multicast source calls procedure MR. The aim of this procedure is to establish the multicast path between the source and receivers in a recursive manner. In LLMR, each host can be in one of two states, passive and active. All hosts are initially set to a passive state, and a host is activated upon it calls procedure MR. Procedure shown in Figure 2 is called in the following two cases. The first case occurs at the beginning of each iteration by the multicast source, and the latter case when a host receives a MR (Multicast Routing) message. In the first case, the multicast route is initialized to the multicast source , and in the second case, the host receiving the MR message (say, ) is added to the multicast route and the link through which host receives the MR message is stored in the routing table of as an incoming link. The routing table of host (i.e., ) has the following two fields:
. that includes the incoming link and .
including the set of outgoing links. As shown in Line 10 of Figure 2 , after updating the routing table and multicast route , procedure MR checks to see whether the multicast route includes all the multicast receivers or not. If so, the current iteration is over and sends a RREP message to the multicast source. RREP message includes dynamic threshold and multicast route and receiver ID (extracted from . ). contains the expected duration time of multicast route (i.e., ), if the route constructed at iteration is the most stable one seen so far (i.e., ), otherwise it is set to (see Lines 23-26). If multicast route does not include all the multicast receivers (i.e., ), host sends a RREQ (Route REQuest) message to all its one hop neighboring hosts, waits for a short while, and then calls procedure LinkSetFormation. After the link-set is formed, chooses one of its possible links, if the link-set of host (i.e., ) is not empty, otherwise the selected path is traced back for finding a host with available links. Let be the host with available links. is set to and then randomly chooses one of its available links after disabling the already selected link from its link-set. However, the selected link (say, , ) is added to . of host and is updated as min , , , where , denotes the ELDT associated with link , at iteration . At each iteration, is initially set to a large number. Finally, sends a MR message including its ID number (sender ID), receiver ID (i.e., ), multicast route , and to the host which is at the other end of the selected link (i.e., host ). sends a RREP message 28:End procedure Figure 2 . The pseudo code of procedure MR As mentioned earlier, host terminates the current iteration and returns the information of the constructed route to the multicast source by a RREP message, if the selected route comprises all the multicast receivers. When a host receives a RREP message, it calls procedure RREP (Route REPly). This procedure aims at sending the selected route information back to the multicast source through the path connecting host to multicast source . It must be noted that the hosts which are not along the above mentioned path are not involved in procedure RREP. Therefore, when a host receives the RREP message, it first checks to see if its ID number matches to the receiver ID. If so, it resends the RREP message along its incoming link stored in . , otherwise it does nothing. Figure 3 shows procedure RREP which is run at host . As shown in Lines 13-15 of Algorithm LLMR, the multicast source assesses the stability of the selected route and rewards or penalizes it upon receiving the RREP message.
Procedure
Procedure RREP 01:Input RREP message 02:Begin procedure 03: If s then 04:
If then 05:
. 06:
resends RREP message to along link , 07:End procedure Figure 3 . The pseudo code of procedure RREP As shown in Lines 11 and 12 of procedure MR, to from the link (action) probability vector, host sends a RREQ message to all its one hop neighboring hosts. The hosts which are within the transmission range of the sender host (i.e., hear the RREQ message) reply the RREQ message upon receiving it. The reply message sent by includes the host's current location information (i.e., and ) as well as the average mobility speed and movement direction (i.e., and ) of the host as described in Subsection 2.2. The sender host waits a period of time for receiving the reply messages and then calls procedure LinkSetFormation to construct the link-set and define the link probability vector on the basis of the received information. In the proposed multicast routing algorithm, each action of a host (or of the learning automaton corresponding to the host) is associated with one of its incident links. Therefore, the action might be referred to as link.
In LinkSetFormation procedure, for each passive host , the initial link-set is formed as follows: Let be the link-set of host at iteration . For all hosts s replying the RREQ message sent out by , communication link , is added to . Let us assume that ∆ denotes the degree of host at iteration (i.e., the number of hosts which are adjacent to host ). The initial probability of choosing each communication link , is set to ∆ . In mobile ad hoc networks, the network topology frequently changes and so the link-set of the mobile hosts rapidly loses its validity. Therefore, the linkset of the activated hosts must be updated at each iteration as follows. Link , must be removed from link-set , if is not within the radio propagation range of host (or does not reply the RREQ message) any more (see . Link , must be added to link-set , if it did not already belong to , but now replies the RREQ message (see . Link , must be retained if host is still replying the RREQ message. In each case, the link probability vector of the hosts is updated as shown in Figure 4 as the case may be.
At iteration , the multicast source asks the activated hosts for updating the link probability vectors by sending an RWD message, if is the most stable multicast route seen so far. RWD message includes the sender ID and the learning parameter. When host receives the RWD message calls procedure RWD. In this procedure, first checks its routing table to see if its incoming link matches to link , . If so, it rewards its chosen link(s) as given in Equation (1) . Then, resends the RWD message along all the outgoing links stored in its routing table, i.e., .
. Figure 5 shows procedure RWD which is run at host . Procedure RWD 01:Input RWD message 02:Begin procedure 03: If . , then 04:
updates its link probability vector 05:
For all , . do 06:
resends the RWD message along link , 07:End procedure Figure 5 . The pseudo code of procedure RWD
Experimental Results
To study the performance of the proposed multicast routing algorithm, several simulation experiments have been conducted in NS2. In all these experiments, a mobile ad hoc network is modeled by randomly and uniformly distributing 100 mobile hosts within a square simulation area of size 1000
×1000 . The mobility model of each host is assumed to be random waypoint model [20] .
The maximum mobility speed of each host changes from 10 / to 70 / , and multicast group size ranges from 5 to 30. It is assumed that the mobility characteristics change at the beginning of each epoch. IEEE 802.11 DCF [21] (Distributed Coordination Function) with CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) is used as the medium access control protocol, and two ray ground as the propagation model. The communication channel through which the wireless hosts communicate is a common broadcast channel of capacity 2 / . All mobile hosts are equipped with omnidirectional antennae and have the same radio propagation range 100
. CBR (Constant Bit Rate) traffic sources are used to generate the traffics with a rate of 20 / (packet per second). The packet size is set to 512 bytes. Each host is modeled as a store-and-forward queuing station and assumed to be aware of its mobility information with the aid of a reliable positioning system. Each simulation experiment is run for 1800 , and the obtained results are averaged over 50 different runs. For our proposed algorithm, the reward and penalty parameters are set to 0.1 and 0, respectively. Computer simulations are conducted in two groups. The former group studies the impact of the host speed on the performance of multicasting algorithms where the multicast group size is fixed at 10 and host speed changes from 10 / to 70 / , and the second group of experiments is conducted to evaluate the effect of the multicast group size on the efficiency of algorithms. In these experiments, the host speed is set to 10 / and the multicast group size changes from 5 to 30. To show the efficiency of the proposed multicast routing algorithm, its results are compared with those of E-ODMRP (an enhanced version of ODMRP with motion adaptive refresh proposed by Oh et al. [8] ) and LSMRM (a link-stability based multicast routing algorithm for MANET proposed by Biradar et al. [9] ) which are best existing mobility-based multicast routing protocols. In conducted experiments, the performance of the multicast routing algorithms is measured in terms of the packet delivery ratio, multicast route lifetime, control message overhead, and end-to-end delay.
Packet Delivery Ratio
Packet delivery ratio is defined as the average number of packets received at multicast receivers over the number of packets sent out by the multicast source. That is, this metric is defined as the number of packets delivered to the multicast receivers over the number of packets supposed to be received by the multicast receivers. Packet delivery ratio implies the efficiency of the routing technique in a multicasting protocol. Figure 6 shows the results of the first set of experiments conducted to study the impact of the host mobility speed on the packet delivery ratio. In this experiment, the multicast group size is set to 10 and the maximum mobility speed changes from 10 / to 70 / with increment step of 10. Figure 6 shows the packet delivery ratio against the mobility speed. From the results shown in Figure 6 it is observed that the packet delivery ratio of all multicast routing protocols decreases as the host speed increases. This is due to the fact that the multicast routes are more prone to breakage as the host speed increases, and so the packet delivery ratio reduces when the probability of link failure increases. Comparing the obtained results we find that LLMR (the proposed multicast routing algorithm) has the highest packet delivery ratio, LSMRM lags far behind it, and E-ODMRP has the worst results. This is because E-ODMRP does not consider the route stability and so it has the highest packet drop rate. LSMRM uses the instant link stability information to find the stable paths, and so it cannot predict the long-term behavior of the links. As expected LLMR has the highest delivery rate because it estimates the expected duration time of the routes over different epochs. Figure 7 shows the packet delivery ratio versus the multicast group size. In this experiment, the maximum host speed is fixed at 10 / and multicast group size changes from 5 to 30 with increment step of 5. Comparing the curves depicted in Figure 7 , we find that the ranking given in Figure 6 remains unchanged here and the proposed algorithm outperforms the others and E-ODMRP produces the lowest delivery rate. Figure 7 also shows that the packet delivery ratio slightly increases as the multicast group size increases. This is because the average number of routes to different destinations increases when the multicast group size grows. As a result, the packet drop rate decreases when there exist several paths to deliver data packets to the multicast receivers. 
Multicast Route Lifetime
Multicast route Lifetime is defined as the period of time during which the multicast routes remain connected. This metric is also called multicast route duration and shows the stability of the multicast paths. Multicast route lifetime is measured in second and substantially reduces as the host speed becomes faster. This metric represents the resistance of the multicast routing algorithm against the host mobility and network dynamics. In this section, we conducted several simulation experiments to show the impact of the host speed and multicast group size on the multicast route lifetime. Figure 8 shows the changes in the multicast route lifetime as the host speed increases. As expected, the multicast route duration becomes shorter when the host speed becomes faster. The neighboring hosts leave the propagation range of each other rapidly if the host speed increases. Higher mobility speed makes the communication links more fragile. This reduces the route stability and shortens the multicast route lifetime. From the results shown in Figure 8 , it is obvious that LLMR significantly outperforms the other protocols, and the lifetime of the multicast routes constructed by LSMRM are very longer in comparison with E-ODMRP. This is because E-ODMRP does not consider the route stability and so it has the highest packet drop rate. LSMRM uses the instant information of the communication links to find the stable paths, and so it cannot predict the long-term behavior of the links. Contrary LSMRM, in the proposed algorithm it is assumed that the route duration changes over time and so the most stable route is defined as the route having the maximum expected duration for a long time. LLMR is capable of predicting the long-term behavior of the communication links and therefore has a higher rate of packet delivery as expected. Figure 9 exhibits the multicast route lifetime as a function of the multicast group size. Comparing the results depicted in this figure no significant changes can be seen in the multicast route lifetime as the multicast group size becomes larger. Like the results given in Figure 8 , these results confirm the superiority of LLMR over LSMRM and E-ODMRP in terms of route lifetime. 
Endtoend Delay
End-to-end delay is defined as the average time elapsed between sending the packets at the multicast source and receiving at all the multicast destinations. It should be noted that the time spent for building a route (route acquisition latency) is also included in the end-to-end delay, if no multicast route is available. That is, this metric is defined as the time required for multicast route creation (so called route creation delay) as well as the time required for transmitting the multicast packets along the constructed paths (so called transmission delay). Therefore, we first measure the route creation delay and transmission delay separately, and then end-to-end delay as their combination. Figure 10 and 11 show the average route creation delay versus the host mobility and multicast group size, respectively. From the results depicted in these figures, it can be seen that the delay of LSMRM is shorter than that of E-ODMRP and LLMR. The results also show that delay of E-ODMRP is very close to that of LLMR. In route discovery phase, LLMR tries to find the multicast routes having the maximum stability against the host mobility, and this results in the longer route creation delay of LLMR. We also conducted several experiments to assess the transmission delay of the multicasting protocols. The obtained results are shown in Figures 12 and 13 . Comparing the curves depicted in these figures, we observe that the average transmission time of LLMR is significantly shorter than LSMRM and E-ODMRP. This is because the proposed protocol sends the multicast packets along the most stable and reliable routes. This significantly reduces the route failure rate and so shortens the average time required for switching to another route. To assess the total delay of the multicast routing protocols, we conducted another set of simulation experiments to measure the end-to-end delay as a combination of route creation and transmission delays. End-to-end delay is shown as a function of host speed in Figure 14 .
Comparing the results shown in this figure, it can be seen that LLMR has the shortest end-to-end delay and E-ODMRP has the longest one. As mentioned earlier, LLMR is aimed at finding the most stable routes in route discovery phase. This considerably reduces the rate of link breakage resulting from host mobility. In other words, the route failure probability of LLMR is much lower than that of E-ODMRP and LSMRM. Reduction in link failure rate decreases the route reconstruction frequency (or the number of times the multicast routes must be reconstructed due to route failure). As shown in Figures 10 and 11 , route creation process is the main source of the delay in LLMR, and so low route reconstruction frequency shortens the end-to-end delay. That is why LLMR outperforms the others in terms of end-toend delay. From the results given in Figures 8 and 9 , we know that the duration of the route constructed by LSMRM is significantly shorter compared to LLMR. As a result, the multicasting delay in LSMRM is longer than that of LLMR. Obviously, the long delay of E-ODMRP is due to the fact that it does not consider the stability issues. The results given in Figures 10, 12, and 14 show that the delay of all protocols increases as the host speed increases. This is because the probability of link breakage and consequently the route reconstruction time increases when the hosts move faster. Figure 15 shows the end-to-end delay versus the multicast group size. The curves depicted in this figure show that the delay increases as the number of multicast receivers increases. As shown in Figures 13 and 15 , the time required for creation (or reconstruction) of a route and the data transmission time increase as the multicast group size increases. Therefore, end-to-end delay is directly proportional to the number of multicast receivers. 
Control Message Overhead
Control message overhead is defined as the number of (extra) control messages required for finding the multicast route. This metric is measured as the number of control messages that must be sent per second. In this section, we measure the control message overhead of the multicast routing protocols and study the impact of the host mobility speed and multicast group size on this metric. In the first group of experiments, we measure the control message overhead of different algorithms where the host speed ranges from 10 / to 70 / and number of multicast receivers is fixed at 5. The obtained results are shown in Figure 16 . The results show that the control message overhead of all protocols increases as the host speed increases. This is because the extra control messages required for Figure 16 , it is observed that LLMR dramatically outperforms the others in terms of the message overhead and the number of extra messages in LSMRM is much smaller than that of E-ODMRP. This is because LLMR constructs the most stable multicast routes with the longest duration in contrast with E-ODMRP and LSMRM, and this reduces the rate of route reconstruction due to link breakage. Clearly the reduction in route reconstruction rate reduces the rate of extra control messages. Figure 17 shows the control message overhead as a function of multicast group size. Comparing the results, we find that the message overhead in all protocols increases as the number of multicast members increases. It is clear that the number of control messages required for creation or reconstruction of a multicast route increases as the number of multicast receivers that must be covered (by the constructed route) increases. 
Conclusion
The multicast routing problem in a communication network can be efficiently modeled by the Steiner tree problem of the network topology in graph theory. Solving the stochastic version of the Steiner tree problem in which the edge weight varies over time is a promising approach for finding the multicast route in dynamic MANET environments. In this paper, we proposed a weighted learning automata-based multicast routing protocol for wireless MANETs in which the multicast packets are forwarded along the Steiner tree links. In the proposed method, the expected duration time of a communication link (which is the period of time during which a link is expected to be connected) is defined as its weight which is a random variable with unknown distribution. The expected duration time of a multicast route is defined as the expected duration time of the weakest link. The multicast routes having longer expected duration time are more stable against the host mobility. The aim of the proposed algorithm is to find the most stable route with the maximum duration among all the possible multicast paths. At each iteration of the proposed algorithm a multicast route is constructed by finding a random solution of the stochastic Steiner tree problem in the network topology graph. The constructed multicast route is rewarded, if its expected duration time is longer than those of the previous iterations and it is penalized otherwise. The choice probability of the most stable multicast route converges to one as the proposed algorithm proceeds. To show the efficiency of the proposed algorithm, several computer simulations have been conducted and the obtained results were compared with those of E-ODMRP [8] and LSMRM [9] . The results showed that the proposed method outperforms the others in terms of the packet delivery ratio, multicast route lifetime, control message overhead, and end-to-end delay.
