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From the totally asymmetric simple exclusion process to the KPZ fixed point
Jeremy Quastel and Konstantin Matetski
Abstract. These notes are based on the article [Matetski, Quastel, Remenik, The KPZ fixed point, 2016]
and give a self-contained exposition of construction of the KPZ fixed point which is a Markov process at
the centre of the KPZ universality class. Starting from the Schütz’s formula for transition probabilities
of the totally asymmetric simple exclusion process, the method is by writing them as the biorthogonal
ensemble/non-intersecting path representation found by Borodin, Ferrari, Prähofer and Sasamoto. We
derive an explicit formula for the correlation kernel which involves transition probabilities of a random
walk forced to hit a curve defined by the initial data. This in particular yields a Fredholm determinant
formula for the multipoint distribution of the height function of the totally asymmetric simple exclusion
process with arbitrary initial condition. In the 1:2:3 scaling limit the formula leads in a transparent way
to a Fredholm determinant formula for the KPZ fixed point, in terms of an analogous kernel based on
Brownian motion. The formula readily reproduces known special self-similar solutions such as the Airy1
and Airy2 processes.
1. The totally asymmetric simple exclusion process
The totally asymmetric simple exclusion process (TASEP) is a basic interacting particle system studied
in non-equilibrium statistical mechanics. The system consists of particles performing totally asym-
metric nearest neighbour random walks on the one-dimensional integer lattice with the exclusion
rule. Each particle independently attempts to jump to the neighbouring site to the right at rate 1,
the jump being allowed only if that site is unoccupied. More precisely, if we denote by η ∈ {0, 1}Z
a particle configuration (where ηx = 1 if there is a particle at the site x, and ηx = 0 if the site is
empty), then TASEP is a Markov process with infinitesimal generator acting on cylinder functions
f : {0, 1}Z → R by
(Lf)(η) =
∑
x∈Z
ηx(1− ηx+1)
(
f(ηx,x+1) − f(η)
)
,
where ηx,x+1 denotes the configuration η with interchanged values at x and x+ 1:
ηx,x+1y =


ηx+1, if y = x,
ηx, if y = x+ 1,
ηy, if y /∈ {x, x+ 1}.
See [20] for the proof of the non-trivial fact that this process is well-defined.
Exercise 1.1. Prove that the following measures µ are invariant for TASEP, i.e.
∫
(Lf)dµ = 0:
(1) the Bernoulli product measures with any density ρ ∈ [0, 1],
(2) the Dirac measure on any configuration with ηx = 1 for x > x0, ηx = 0 for x < x0.
It is known [20] that these are the only invariant measures.
The TASEP dynamics preserves the order of particles. Let us denote positions of particles at time
t > 0 by
· · · < Xt(2) < Xt(1) < Xt(0) < Xt(−1) < Xt(−2) < · · · ,
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where Xt(i) ∈ Z is the position of the i-th particle. Adding ±∞ into the state space and placing a
necessarily infinite number of particles at infinity allows for left- or right-finite data with no change
of notation (the particles at±∞ are playing no role in the dynamics). We follow the standard practice
of ordering particles from the right; for right-finite data the rightmost particle is labelled 1.
TASEP is a particular case of the asymmetric simple exclusion process (ASEP) introduced by Spitzer
in [30]. Particles in this model jump to the right with rate p and to the left with rate q such that
p + q = 1, following the exclusion rule. Obviously, in the case p = 1 we get TASEP. In the case
p ∈ (0, 1) the model becomes significantly more complicated comparing to TASEP, for example
Schütz’s formula described in Section 2 below cannot be written as a determinant which prevents
the following analysis in the general case. ASEP is important because of the weakly asymmetric
limit, which means to diffusively rescale the growth process introduced below as ε1/2hε−2t(ε
−1z)
while at the same time taking q− p = O(ε1/2), in order to obtain the KPZ equation [1].
1.1. The growth process. Of special interest in non-equilibrium physics is the growth process associ-
ated to TASEP. More precisely, let
X−1t (u) = min
{
k ∈ Z : Xt(k) 6 u
}
denote the label of the rightmost particle which sits to the left of, or at, u at time t. The TASEP height
function associated to Xt is given for z ∈ Z by
(1.2) ht(z) = −2
(
X−1t (z− 1) −X
−1
0 (−1)
)
− z,
which fixes h0(0) = 0. The height function is a random walk path ht(z+ 1) = ht(z) + ηˆt(z) with
ηˆt(z) = 1 if there is a particle at z at time t and −1 if there is no particle at z at time t. We can also
easily extend the height function to a continuous function of x ∈ R by linearly interpolating between
the integer points.
Exercise 1.3. Show that the dynamics of ht is that local max’s become local min’s at rate 1; i.e. if
ht(z) = ht(z± 1)+ 1 then ht(z) 7→ ht(z) − 2 at rate 1, the rest of the height function remaining unchanged
(see the figure below). What happens if we consider ASEP?
→
Figure 1.4. Evolution of TASEP and its height function.
Two standard examples of initial data for TASEP are the step initial data (when X0(k) = −k for
k > 1) and d-periodic initial data (when X0(k) = −d(k− 1) for k ∈ Z) with d > 2. Analysis of TASEP
with one of this initial data is much easier than in the general case. In particular the results presented
in Sections 5 and 6 below were known from [6, 7, 13] and served as a starting point for our work.
2. Distribution function of TASEP
If there are a finite number of particles, we can alternatively denote their positions
~x ∈ ΩN =
{
xN < · · · < x1
} ⊂ ZN,
where ΩN is called the Weyl chamber. The transition probabilities for TASEP with a finite number of
particles was first obtained in [29] using (coordinate) Bethe ansatz.
Proposition 2.1 (Schütz’s formula). The transition probability for 2 6 N < ∞ TASEP particles has a
determinantal form
(2.2) P
(
Xt = ~x |X0 = ~y
)
= det
[
Fi−j(xN+1−i − yN+1−j, t)
]
16i,j6N
Jeremy Quastel and Konstantin Matetski 3
with ~x,~y ∈ ΩN, and
(2.3) Fn(x, t) =
(−1)n
2πi
∮
Γ0,1
dw
(1−w)−n
wx−n+1
et(w−1),
where Γ0,1 is any simple loop oriented anticlockwise which includes w = 0 and w = 1.
In the rest of this section we provide a proof of this result using Bethe ansatz and in Section 2.2 we
show that Schütz’s formula can alternatively be easily checked to satisfy the Kolmogorov forward
equation.
2.1. Proof of Schütz’s formula using Bethe ansatz. In this section we will prove Proposition 2.1
following the argument of [31]. We will consider N > 2 particles in TASEP and derive the master
(Kolmogorov forward) equation for the process Xt =
(
Xt(1), · · · ,Xt(N)
) ∈ ΩN, where ΩN is the
Weyl chamber defined above. For a function F : ΩN → R we introduce the operator(
L(N)F
)
(~x) = −
N∑
k=1
1{xk−xk+1>1}
(∇−k F)(~x),
where xN+1 = −∞ and ∇−k is the discrete derivative
(2.4) ∇−f(z) = f(z) − f(z− 1), f : Z → R,
acting on the k-th argument of F. One can see that this is the infinitesimal generator of TASEP in the
variables Xt. Thus, if
P
(N)
t (~y,~x) = P
(
Xt = ~x |X0 = ~y
)
is the transition probability of N particles of TASEP from ~y ∈ ΩN to ~x ∈ ΩN, then the master equation
(=Kolmogorov forward equation) is
(2.5)
d
dt
P
(N)
t (~y, ·) = L(N)P(N)t (~y, ·), P(N)0 (~y, ·) = δ~y,·.
The idea of [2] was to rewrite (2.5) as a differential equation with constant coefficients and bound-
ary conditions, i.e. if u
(N)
t : Z
N → R solves
(2.6)
d
dt
u
(N)
t = −
N∑
k=1
∇−ku
(N)
t , u
(N)
0 (~x) = δ~y,~x,
with the boundary conditions
(2.7) ∇−ku
(N)
t (~x) = 0, when xk = xk+1 + 1,
then for ~x,~y ∈ ΩN one has
(2.8) P
(N)
t (~y,~x) = u
(N)
t (~x).
Exercise 2.9. Prove this by induction on N > 1.
The strategy is now to find a general solution to the master equation (2.6) and then a particular one
which satisfies the boundary and initial conditions. The method is known as (coordinate) Bethe ansatz.
Solution to the master equation. For a fixed ~y ∈ ZN, we are going to find a solution to the equation
(2.6). For this we will consider indistinguishable particles, so that the state space {x1, · · · , xN} ⊂ Z
of the system is given by ∑
σ∈SN
u
(N)
t (~xσ),
where SN is the symmetric group and ~xσ =
(
xσ(1), · · · , xσ(N)
)
. With this in mind we define the
generating function
φ
(N)
t (~w) =
1
|SN|
∑
~x∈ZN
∑
σ∈SN
~w~xσu
(N)
t (~xσ),
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where ~w ∈ CN, ~w~x = zx11 · · · zxNN and |SN| = N!. Since we would like the identity (2.8) to hold, it is
reasonable to assume that
∣∣u(N)t (~x)∣∣ 6 mini txi−yi(xi−yi)! which guarantees locally absolute convergence
of the sum above and all the following computations. Then (2.6) yields
d
dt
φ
(N)
t (~w) =
1
|SN|
∑
~x∈ZN
∑
σ∈SN
~w~xσ
d
dt
u
(N)
t (~xσ)
= −
1
|SN|
∑
~x∈ZN
∑
σ∈SN
~w~xσ
N∑
k=1
∇−ku
(N)
t (~xσ)
= −
1
|SN|
N∑
k=1
∑
~x∈ZN
∑
σ∈SN
~w~xσ∇−ku
(N)
t (~xσ)
=
1
|SN|
∑
~x∈ZN
∑
σ∈SN
~w~xσu
(N)
t (~xσ)
N∑
k=1
(
wσ(k) − 1
)
= φ
(N)
t (~w)
N∑
k=1
ε(wk),
where ε(w) = w− 1 for w ∈ C. From the last identity we conclude that
φ
(N)
t (~w) = C(~w)
N∏
k=1
eε(wk)t,
for a function C : CN → C which is independent of t, but can depend on ~y. Then Cauchy’s integral
theorem gives a solution to the master equation
u
(N)
t (~x) =
1
(2πi)N
∑
σ∈SN
∮
Γ0
d~w
φ
(N)
t (~w)
~w~x+1σ
=
1
(2πi)N
∑
σ∈SN
∮
Γ0
d~wC(~w)
N∏
k=1
eε(wk)t
w
xk+1
σ(k)
,(2.10)
where ~x+ 1 =
(
x1 + 1, · · · , xN + 1
)
and Γ0 is a contour in C
N around the origin. Our next goal it to
find C and Γ0 such that this solution satisfied the initial and boundary conditions for (2.6).
Satisfying the boundary conditions. We are going to find functions C and a contour Γ0 such that
the solution (2.10) satisfies the boundary conditions (2.7). We will look for a solution in a more
general form than (2.10). More precisely, we will consider functions Cσ(z) depending on σ ∈ SN,
which gives us the Bethe ansatz solution
(2.11) u
(N)
t (~x) =
1
(2πi)N
∑
σ∈SN
∮
Γ0
d~wCσ(~w)
N∏
k=1
eε(wk)t
z
xk+1
σ(k)
.
In the case xk = xk+1 + 1, the boundary condition (2.7) yields
∇−ku
(N)
t (~x) = −
1
(2πi)N
∑
σ∈SN
∮
Γ0
d~w
∏
i 6=k,k+1
Cσ(~w)
w
xi+1
σ(i)
1−w−1
σ(k)
w
xk
σ(k)
w
xk+1+1
σ(k+1)
N∏
i=1
eε(wi)t
= −
1
(2πi)N
∑
σ∈SN
∮
Γ0
d~w
∏
i 6=k,k+1
Cσ(~w)
w
xi+1
σ(i)
f(wσ(k))
(wσ(k)wσ(k+1))
xk
N∏
i=1
eε(wi)t = 0.
In particular, this identity holds if for f(w) = 1−w−1 we have∑
σ∈SN
Cσ(~w)f(wσ(k))
(wσ(k)wσ(k+1))
xk
= 0,
for all ~w ∈ CN. Let Tk ∈ SN be the transposition (k, k+ 1), i.e. it interchanges the elements k and
k+ 1. Then the last identity holds if we have
Cσ(~x)f(wσ(k)) +CTkσ(~w)f(wσ(k+1)) = 0.
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In particular, one can see that the following functions satisfy this identity
(2.12) Cσ(~w) = sgn(σ)
N∏
i=1
f(wσ(i))
iψ(~w),
for any function ψ : CN → R. Thus we need to find a specific function ψ so that the initial condition
in (2.6) is satisfied.
Satisfying the initial condition. Since the equation (2.6) preserves the Weyl chamber, it is sufficient
to check the initial condition only for ~x,~y ∈ ΩN. Combining (2.11) with (2.12), the initial condition
at t = 0 is given by
(2.13)
1
(2πi)N
∑
σ∈SN
∮
Γ0
d~w
Cσ(~w)
w~x+1σ
= δ~y,~x.
If id ∈ SN is the identity permutation and Cid(~w) = ~w~y then obviously
1
(2πi)N
∮
Γ0
d~w
Cid(~w)
w~x+1
= δ~y,~x.
For this to hold we need to choose the function ψ in (2.12) to be
ψ(~w) =
N∏
i=1
f(wi)
−iw
yi
i .
Thus, a candidate for the solution is given by
u
(N)
t (~x) =
1
(2πi)N
∑
σ∈SN
sgn(σ)
∮
Γ0
d~w
N∏
k=1
f(wk)
k−σ(k)eε(wk)t
w
xk−yσ(k)+1
σ(k)
,
which can be written as Schütz’s formula (2.2). It is obvious that the contour Γ0 should go around 0
and 1, since otherwise the determinant in (2.2) will vanish when ~x and ~y are far enough.
In order to complete the we still need to prove that this solution satisfies the initial condition. To
this end we notice that for n > 0 we have
F−n(x, 0) =
(−1)n
2πi
∮
Γ0
dw
(1−w)n
wx+n+1
,
which in particular implies that F−n(x, 0) = 0 for x < −n and x > 0, and F0(x, 0) = δx,0. In the case
xN < yN, we have xN < yk for all k = 1, . . . ,N− 1, and xN − yN+1−j < 1− j since y ∈ ΩN. This
yields F1−j(xN − yN+1−j, 0) = 0 and the determinant in (2.2) vanishes, because the matrix contains
a row of zeros. If xN > yN, then we have xk > yN for all k = 1, . . . ,N− 1, and all entries of the
first column in the matrix from (2.2) vanish, except the first entry which equals δxN,yN . Repeating
this argument for xN−1, xN−2 and so on, we obtain that the matrix is upper-triangular with delta-
functions at the diagonal, which gives us the claim.
Remark 2.14. Similar computations lead to the distribution function of ASEP [31]. Unfortunately,
this distribution function doesn’t have the determinantal form as (2.2) which makes its analysis
significantly more complicated.
2.2. Direct check of Schütz’s formula. We will show that the determinant in (2.2) satisfies the
master equation (2.6) with the boundary conditions (2.7), providing an alternate proof to the one in
Section 2.1. To this end we will use only the following properties of the functions Fn, which can be
easily proved,
(2.15) ∂tFn(x, t) = −∇−Fn(x, t), Fn(x, t) = −∇+Fn+1(x, t),
where ∇− has been defined in (2.4) and ∇+f(x) = f(x+ 1) − f(x). Furthermore, it will be convenient
to define the vectors
(2.16) Hi(x, t) =
[
Fi−1(x− yN, t), · · · , Fi−N(x− y1, t)
] ′
.
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Then, denoting by u
(N)
t (~x) the right-hand side of (2.2), we can write
∂tu
(N)
t (~x) =
N∑
k=1
det
[· · · , ∂tHk(xN+1−k, t), · · · ]
= −
N∑
k=1
det
[· · · ,∇−Hk(xN+1−k, t), · · · ]
= −
N∑
k=1
∇−k det
[
Fi−j(xN+1−i − yN+1−j, t)
]
16i,j6N
,
where the operators in the first and second sums are applied only to the k-th column, and where we
made use of the first identity in (2.16) and multi-linearity of determinants. Here, ∇−k is as before the
operator ∇− acting on xk.
Now, we will check the boundary conditions (2.7). If xk = xk+1 + 1, then using again multi-
linearity of determinants and the second identity in (2.16) we obtain
∇−k det
[
Fi−j(xN+1−i − yN+1−j, t)
]
= det
[· · · ,∇−HN+1−k(xk, t),HN−k(xk+1), · · · ]
= det
[· · · ,∇+HN+1−k(xk − 1, t),HN−k(xk+1), · · · ]
= det
[· · · ,∇+HN+1−k(xk+1, t),HN−k(xk+1), · · · ]
= det
[· · · ,−HN−k(xk+1, t),HN−k(xk+1), · · · ].
The latter determinant vanishes, because the matrix has two equal columns. A proof of the initial
condition was provided at the end of the previous section.
3. Determinantal point processes
In this section we provide some results on determinantal point processes, which can be found
e.g. in [4, 10, 16]. These processes were studied first in [21] as ‘fermion’ processes and the name
’determinantal’ was introduced in [9].
Definition 3.1. Let X be a discrete space and let µ be a measure on X. A determinantal point process
on the space X with correlation kernel K : X×X→ C is a signed1 measureW on 2X (the power set
of X), integrating to 1 and such that for any points x1, · · · , xn ∈ X one has the identity
(3.2)
∑
Y⊂X:
{x1,...,xn}⊂Y
W(Y) = det
[
K(xi, xj)
]
16i,j6n
n∏
k=1
µ(xk),
where the sum runs over finite subsets of X.
The determinants on the right-hand side are called n-point correlation functions or joint intensities and
denoted by
(3.3) ρ(n)(x1, . . . , xn) = det
[
K(xi, xj)
]
16i,j6n
.
One can easily see that these functions have the following properties: they are symmetric under
permutations of arguments and vanish if xi = xj for i 6= j.
Exercise 3.4. In the case thatW is a positive measure, show that if K is the kernel of the orthogonal projection
onto a subset of dimension n, then the number of points in X is almost surely equal to n.
1 In our analysis of TASEP we will be using only a counting measure µ assigning a unit mass to each element of
X. However, a determinantal point process can be defined in full generality on a locally compact Polish space with a
Radon measure (see [15]). Moreover, in contrast to the usual definition we define the measure W to be signed rather than
a probability measure. This fact will be crucial in Section 4.1 below, and we should also note that all the properties of
determinantal point processes which we will use don’t require W to be positive.
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Usually, it is non-trivial to show that a process is determinantal. Below we provide several exam-
ples of determinantal point processes (these ones are not signed).
Example 3.5 (Non-intersecting randomwalks). Let Xi(t), 1 6 i 6 n, be independent time-homogeneous
Markov chains on Z with one step transition probabilities pt(x,y) satisfying the identity
pt(x, x − 1) + pt(x, x + 1) = 1 (i.e. every time each random walk makes one unit step either to
the left or to the right). Let furthermore Xi(t) be reversible with respect to a probability measure π
on Z, i.e. π(x)pt(x,y) = π(y)pt(y, x) for all x,y ∈ Z and t ∈ N. Then, conditioned on the events that
the values of the random walks at times 0 and 2t are fixed, i.e. Xi(0) = Xi(2t) = xi for all 1 6 i 6 n
where each xi is even, and no two of them intersect on the time interval [0, 2t], the configuration of
mid-positions {Xi(t) : 1 6 i 6 n} is a determinantal point process on Z with respect to the measure
π, i.e.
(3.6) P
[
Xi(t) = zi, 1 6 i 6 n
]
= det
[
K(zi, zj)
]
16i,j6n
n∏
k=1
π(zk),
where the probability is conditioned by the described event (assuming of course that its probability
is non-zero). Here, the correlation kernel K is given by
(3.7) K(u, v) =
n∑
i=1
ψi(u)φi(v),
where the functions ψi and φi are defined by
ψi(u) =
n∑
k=1
(
A−
1
2
)
i,k
pt(xk,u)
π(u)
, φi(v) =
n∑
k=1
(
A−
1
2
)
i,k
pt(xk, v)
π(v)
,
with the matrix A having the entries Ai,k =
p2t(xi,xk)
π(xk)
. Invertibility of the matrix A follows from the
fact that the probability of the condition is non-zero and Karlin-McGregor formula (see Exercise 3.9
below). This result is a particular case of a more general result of [16] and it can be obtained from
Karlin-McGregor formula similarly to [15, Cor. 4.3.3].
Exercise 3.8. Prove that the mid-positions {Xi(t) : 1 6 i 6 n} of the random walks defined in the previous
example form a determinantal process with the correlation kernel (3.7).
Exercise 3.9 (Karlin-McGregor formula [19]). Let Xi, 1 6 i 6 n, be i.i.d. (time-inhomogeneous) Markov
chains on Z with transition probabilities pk,ℓ(s, t) satisfying pk,k+1(t, t+ 1) + pk,k−1(t, t+ 1) = 1 for all
k and t > 0. Let us fixed initial states Xi(0) = ki for k1 < k2 < · · · < kn such that each ki is even. Then
the probability that at time t the Markov chains are at the states ℓ1 < ℓ2 < · · · < ℓn, and that no two of the
chains intersect up to time t, equals det
[
pki,ℓj(0, t)
]
16i,j6n.
Hint (this idea is due to S.R.S. Varadhan): for a permutation σ ∈ Sn and 0 6 s 6 t, define the process
(3.10) Mσ(s) =
n∏
i=1
P
(
Xi(t) = ℓσ(i)
∣∣Xi(s)),
which is a martingale with respect to the filtration generated by the Markov chains Xi. This implies that the
process M =
∑
σ∈Sn sgn(σ)Mσ is also a martingale. Obtain the Karlin-McGregor formula by applying the
optional stopping theorem toM for a suitable stopping time.
Example 3.11 (Gaussian unitary ensemble). The most famous example of determinantal point pro-
cesses is the Gaussian unitary ensemble (GUE) introduced by Wigner. Let us define the n×n matrix
A to have i.i.d. standard complex Gaussian entries and let H = 1√
2
(A+A∗). Then the eigenvalues
λ1 > λ2 > · · · > λn of H form a determinantal point process on R with the correlation kernel
K(x,y) =
n−1∑
k=0
Hk(x)Hk(y),
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with respect to the Gaussian measure dµ(x) = 1√
2π
e−x
2/2dx, where Hk are Hermite polynomials
which are orthonormal on L2(R,µ). A proof of this result can be found in [23, Ch. 3].
Example 3.12 (Aztec diamond tilings). The Aztec diamond is a diamond-shaped union of lattice
squares (see Figure 3.13). Let’s now color some squares in gray following the pattern of a chess
board and so that all the bottom left squares are colored. It is easy to see that the Aztec diamond can
be perfectly covered by domino tilings, which are 2× 1 or 1× 2 rectangles, and the number of tilings
growth exponentially in the width of the diamond. Let’s draw a tiling uniformly from all possible
tilings and let’s mark gray left squares of horizontal dominos and gray bottom squares of vertical
dominos. This random set is a determinantal point process on the lattice Z2 [17].
Figure 3.13. Aztec diamond tiling.
3.1. Probability of an empty region. A useful property of determinantal point processes is that the
‘probability’ (recall that the measure in Definition 3.1 is signed) of having an empty region is given
by a Fredholm determinant.
Lemma 3.14. Let W be a determinantal point process on a discrete set X with a measure µ and with a
correlation kernel K. Then for a Borel set B ⊂ X one has∑
X⊂X\B
W(X) = det(I−K)ℓ2(B,µ),
where the latter is the Fredholm determinant defined by
(3.15) det(I−K)ℓ2(B,µ) =
∑
n>0
(−1)n
n!
∫
Bn
det
[
K(yi,yj)
]
16i,j6n dµ(y1) · · ·dµ(yn).
Proof. Using Definition 3.1 and the correlation functions (3.3) we can write∑
X⊂X\B
W(X) =
∑
X⊂X
W(X)
∏
x∈X
(
(1− 1{B}(x)
)
=
∑
n>0
(−1)n
n!
∑
X⊂X
W(X)
∑
x1 ,...,xn∈X
xi 6=xj
n∏
k=1
1{B}(xk)
=
∑
n>0
(−1)n
n!
∑
y1,...,yn∈B
yi 6=yj
∑
X⊂X
W(X)
∑
x1,...,xn∈X
n∏
k=1
1{xk=yk}
=
∑
n>0
(−1)n
n!
∑
y1,...,yn∈B
yi 6=yj
∑
X⊂X
{y1,...,yn}⊂X
W(X)
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=
∑
n>0
(−1)n
n!
∑
y1,...,yn∈B
yi 6=yj
ρ(n)(y1, . . . ,yn)
n∏
k=1
µ(yk)
=
∑
n>0
(−1)n
n!
∫
Bn
det
[
K(yi,yj)
]
16i,j6n
dµ(y1) · · ·dµ(yn)
= det(I−K)ℓ2(B,µ),
which is exactly our claim. Note, that the condition yi 6= yj cabe be omitted, because ρ(n) vanishes
on the diagonals. 
Exercise 3.16. Prove that if X is finite and µ is the counting measure, then the Fredholm determinant (3.15)
coincides with the usual determinant.
3.2. L-ensembles of signed measures. A more restrictive definition of a determinantal process was
introduced in [10]. In order to simplify our notation, we take the measure µ in this section to be the
counting measure and we will skip it in notation below.
With the notation of Definition 3.1, let us be given a function L : X×X→ C. For any finite subset
X = {x1, · · · , xn} ⊂ X we define a symmetric minor LX =
[
L(xi, xj)
]
xi,xj∈X. Then one can define a
(signed) measure on X, called the L-ensemble, by
(3.17) W(X) =
det(LX)
det(1+ L)ℓ2(X)
,
for X ⊂ X, if the Fredholm determinant det(1+ L)ℓ2(X) is non-zero (recall the definition (3.15)).
Exercise 3.18. Check that the measureW defined in (3.17) integrates to 1.
The requirement det(1 + L)ℓ2(X) 6= 0 guarantees that there exists a unique function
(1 + L)−1 : X × X → C such that (1 + L)−1 ∗ (1 + L) = 1, where ∗ is the convolution on X and
1 : X×X → {0, 1} is the identity function non-vanishing only on the diagonal. Furthermore, it was
proved in [21] that the L-ensemble is a determinantal point process:
Proposition 3.19. The measure W defined in (3.17) is a determinantal point process with correlation kernel
K = L(1+ L)−1 = 1− (1+ L)−1.
Example 3.20 (Non-intersecting random walks). It is not difficult to see that the distribution of the
mid-positions {Xi(t) : 1 6 i 6 n} of the random walks from Example 3.5 is the L-ensemble with the
function
L(u, v) =
N∑
i=1
pt(u, xi)pt(xi, v).
The correlation kernel K can be computed from Proposition 3.19 and it coincides with (3.6).
Exercise 3.21. Perform the computations from the previous example.
3.3. Conditional L-ensembles. An L-ensemble can be conditioned by fixing certain values of the
determinantal process. More precisely, consider a nonempty subset Z ⊂ X and a given L-ensemble
on X. We define a measure on 2Z, called conditional L-ensemble, in the following way:
(3.22) W(Y) =
det(LY∪Zc)
det(1Z + L)
,
for any Y ⊂ Z, where 1Z(x,y) = 1 if and only if x = y ∈ Z, and 1Z(x,y) = 0 otherwise.
Exercise 3.23. Prove that the measureW defined in (3.22) integrates to 1.
Roughly speaking the definition (3.22) means that we restrict the L-ensemble by the condition that
the values Zc are fixed. The following result is a generalisation of Proposition 3.19 and its proof be
found in [10, Prop. 1.2]:
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Proposition 3.24. The conditional L-ensemble is a determinantal point process on Z with correlation kernel
(3.25) K = 1Z − (1Z + L)
−1
∣∣
Z×Z,
where F
∣∣
Z×Z means restriction of the function F to the set Z× Z.
4. Biorthogonal representation of the correlation kernel
The formula (2.2) is not suitable for asymptotic analysis of TASEP, because the size of the matrix
goes to∞ as the number of particles N increases. To overcome this problem, the authors of [7] (and
in its preliminary version [28]) wrote it as a Fredholm determinant, which can be then subject to
asymptotic analysis.
In order to state this result, we need to make some definitions. For an integer M > 1, a fixed
vector ~a ∈ RM and indices n1 < . . . < nM we introduce the projections
(4.1) χ~a(nj, x) = 1{x>aj}, χ¯~a(nj, x) = 1{x6aj},
acting on x ∈ Z, which also regard as multiplication operators acting on ℓ2({n1, . . . ,nM}×Z). We
will use the same notation if a is a scalar, writing
(4.2) χa(x) = 1− χ¯a(x) = 1{x>a}.
Then from [7] we have the following result:
Theorem 4.3. Suppose that TASEP starts with particles labeled X0(1) > X0(2) > . . . > X0(N) and let
1 6 n1 < n2 < · · · < nM 6 N and ~a ∈ RM for some 1 6M 6 N. Then for t > 0 we have
(4.4) P
(
Xt(nj) > aj, j = 1, . . . ,M
)
= det
(
I− χ¯~aKtχ¯~a
)
ℓ2({n1,...,nM}×Z)
where the kernel Kt is given by
(4.5) Kt(ni, xi;nj, xj) = −φ
nj−ni(xi, xj)1{ni<nj} +
nj∑
k=1
Ψ
ni
ni−k
(xi)Φ
nj
nj−k
(xj),
and where φ(x,y) = 1{x>y} and
(4.6) Ψnk (x) =
1
2πi
∮
Γ0
dw
(
1−w
w
)k
et(w−1)
wx−X0(n−k)+1
.
Here, Γ0 is any simple loop, oriented counterclockwise, which includes the pole at w = 0 but does not include
w = 1. The functions Φnk , 0 6 k < n, are defined implicitly by the following two properties:
(1) the biorthogonality relation, for 0 6 k, ℓ < n,∑
x∈Z
Ψnk (x)Φ
n
ℓ (x) = 1{k=ℓ},
(2) the spanning property
span
{
Φnk : 0 6 k < n
}
= span
{
xk : 0 6 k < n
}
,
which in particular implies that the function Φnk is a polynomial of degree at most n− 1.
Remark 4.7. The problem with this result is that the functions Φnk are not given explicitly. In special
cases of periodic and step initial data exact integral expressions of these functions had been found in
[7], [13] and [6] (the latter is for the discrete time TASEP, which can be easily adapted for continuous
time). More precisely, for the step initial data X0(i) = −i, i > 1, we have
Φnk (x) =
1
2πi
∮
Γ0
dv
(1− v)x+n
vk+1
etv,
and in the case of periodic initial data X0(i) = −di, i > 1, with d > 2,
Φnk (x) =
1
2πi
∮
Γ0
dv
(1− dv)(2(1− v))x+dn−1
v(2d(1− v)d−1v)k
etv.
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The key new result in [18] is an expression for the functions Φnk , and therefore the kernel Kt, for
arbitrary initial data.
Remark 4.8. The functions F from (2.3) and Ψ from (5.2) are obviously related by the identity
(4.9) ΨNk (x) = (−1)
kF−k(x− yN−k, t),
for 0 6 k 6 N, so that all properties of F can be translated to Ψ. Moreover, one can see that if n 6 0,
then the function inside the integral in (2.3) has the only pole at w = 0, which yields
Fn+1(x, t) = −
∑
y<x
Fn(y, t).
Writing this relation in terms of the functions ΨNk , we get
(4.10) ΨNN−k(x) =
∑
y<x
ΨN+1N+1−k(x).
In the next section we provide a proof of this result following [7]. The main idea is to rewrite the
problem in terms of non-intersecting random walks (or vicious random walks) whose configurations
form a Gelfand-Tsetlin pattern2. The distribution of these random walks forms a determinantal point
process whose correlation kernel is (4.5).
4.1. Non-intersecting random walks. Our aim in this section is to rewrite Schütz’s formula (2.2) in
a form involving transition probabilities of non-intersecting random walks.
We start with rewriting the transition probabilities (2.2) in the following way:
Proposition 4.11. For ~x,~y ∈ ΩN, one has the following identity:
(4.12) P
(
Xt = ~x |X0 = ~y
)
=
∑
z∈GTN:
zn1 =xn
det
[
ΨNN−j
(
zNi
)]
16i,j6N
,
where the functions Ψ are defined in (5.2), where the sum runs over the domain GTN of triangular arrays
given by a Gelfand-Tsetlin pattern
GTN =
{
z = (zni )n,i : z
n
i ∈ Z, 1 6 i 6 n < N, zn+1i < zni 6 zn+1i+1
}
,
with fixed values zn1 = xn for all n = 1, · · · ,N (see Figure 4.13 for a graphical representation of GT4).
< 6
x1 = z
1
1
< 6
x2 = z
2
1
< 6
x3 = z
3
1
x4 = z
4
1
< 6
z22
< 6
z32
z42
< 6
z33
z43 z
4
4
Figure 4.13. The Gelfand-Tsetlin pattern GT4 with fixed values z
n
1 = xn.
Proof. This decomposition is obtained using only the identity
(4.14) Fn+1(x, t) =
∑
y>x
Fn(y, t),
2This property relates TASEP to random matrices, see [13].
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which is the integrated form of the second equality in (2.15) combined with the fact that the conver-
gence limy→+∞ Fn(y, t) = 0 holds fast enough. From Schütz’s formula (2.2) we have
(4.15) P
(
Xt = ~x |X0 = ~y
)
= det

F0(z
N
1 − yN, t) · · · F−N+1(zN1 − y1, t)
...
. . .
...
FN−1(z
1
1 − yN, t) · · · F0(z11 − y1, t)
,
where we renamed the variables zn1 = xn. Applying the property (4.14) twice to each entry of the
last row we can rewrite it as[
FN−1(z
1
1 − yN, t) · · · F0(z11 − y1, t)
]
=
∑
z22>z
1
1
[
FN−2(z
2
2 − yN, t) · · · F−1(z22 − y1, t)
]
=
∑
z22>z
1
1
∑
z33>z
2
2
[
FN−3(z
3
3 − yN, t) · · · F−2(z33 − y1, t)
]
.(4.16)
Applying furthermore the identity (4.14) to the penultimate row in (4.15) we obtain∑
z32>z
2
1
[
FN−3(z
3
2 − yN, t) · · · F−2(z32 − y1, t)
]
.
Combining these two identities with multilinearity of determinant, the right-hand side of (4.15)
equals
∑
z22>z
1
1
∑
z33>z
2
2
∑
z32>z
2
1
det

F0(z
N
1 − yN, t) · · · F−N+1(zN1 − y1, t)
...
. . .
...
FN−3(z
3
1 − yN, t) · · · F−2(z31 − y1, t)
FN−3(z
3
2 − yN, t) · · · F−2(z32 − y1, t)
FN−3(z
3
3 − yN, t) · · · F−2(z33 − y1, t)

.
The determinant is antisymmetric in the variables z32 and z
3
3 (i.e. it changes sign if we swap z
3
2 and
z33), therefore the contribution of the symmetric part of the summation domain
{
z33 > z
2
2
}∩{z32 > z21}
is zero. Since the symmetric part of this domain is
{
z33 > z
2
2
} ∩ {z32 > z22}, we are left with the sum
over
{
z33 > z
2
2
} ∩ {z32 ∈ [z21, z22)}. We iterate the same procedure for k = 3, . . . ,N− 1, applying (4.14)
to the last k rows and removing the sums over symmetric domains, and we get the formula
P
(
Xt = ~x |X0 = ~y
)
=
∑
z∈GTN:
zn1 =xn
det
[
F1−j
(
zNi − yN+1−j, t
)]
16i,j6N
.
Now, we can use the identity (4.9) to get
det
[
F1−j
(
zNi − yN+1−j, t
)]
16i,j6N
= det
[
(−1)j−1ΨNj−1
(
zNi
)]
16i,j6N
= (−1)(1+2+···+N)−N det
[
ΨNj−1
(
zNi
)]
16i,j6N
,
and we change the order of the columns of the matrix inside the determinant
det
[
ΨNj−1
(
zNi
)]
16i,j6N
= (−1)⌊N/2⌋ det
[
ΨNN−j
(
zNi
)]
16i,j6N
.
It is not difficult to see that (1+ 2+ · · ·+N) −N+ ⌊N/2⌋ is an even integer so that the power of −1
equals 1. Hence, combining these identities we get
det
[
F1−j
(
zNi − yN+1−j, t
)]
16i,j6N
= det
[
ΨNN−j
(
zNi
)]
16i,j6N
,
which gives exactly our claim (4.12). 
The weight of a configuration z ∈ GTN in (4.12) can be written as
(4.17) WN(z) =
(
N∏
n=1
det
[
φ
(
zn−1i , z
n
j
)]
16i,j6n
)
det
[
ΨNN−j
(
zNi
)]
16i,j6N
,
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whereφ(x,y) = 1{x>y} andwhere we have introduced new values z
n−1
n = +∞ (so thatφ(zn−1n ,y) = 1
for all y ∈ Z). The determinant det [φ(zn−1i , znj )]16i,j6n is the indicator function for the inequal-
ities in GTN between the levels n − 1 and n to hold. More precisely, if we define the space of
integer-valued triangular arrays
(4.18) ΛN =
{
z = (zni )n,i : z
n
i ∈ Z, 1 6 i 6 n 6 N
}
,
then for z = (zni )n,i ∈ ΛN we have
(4.19)
N∏
n=1
det
[
φ(zn−1i , z
n
j )
]
16i,j6n = 1{z∈GTN}.
Exercise 4.20. Prove that the identity (4.19) holds.
Hence, the identities (4.12) and (4.17) yield
(4.21) P
(
Xt = ~x |X0 = ~y
)
=
∑
z∈ΛN:
zn1 =xn
WN(z),
where the sum runs over the set ΛN of integer-valued triangular arrays with fixed boundary values
zn1 = xn for all n = 1, . . . ,N.
The variables {zni : i = 1, . . . ,n} in (4.17) can be interpreted as the positions of particles labelled
by i = 1, . . . ,n at time n, so that zkk, . . . , z
n
k is the trajectory of particle k with the transition kernel
φ (which can be made a probability kernel by multiplying by a power of 2). At time n there are n
particles at positions zn1 , . . . , z
n
n, which make geometric jumps to the left at time n+ 1 conditioned
by non-intersection (they are called vicious random walks). Furthermore, a new (n+ 1)-st particle is
added at position zn+1n+1 > z
n
n at time n+ 1.
The measureWN on ΛN is not a probability measure, because the contribution coming from the
functions Ψ can give a negative value. We will show that this is a determinantal measure, which in
particular means that the probability that the sites z
ni
ki
for i = 1, . . . ,M are occupied by the respective
walks is proportional to
(4.22) det
[
Kt
(
(ni, ki, z
ni
ki
), (nj, kj, z
nj
kj
)
)]
16i,j6M
,
for a correlation kernel Kt which will be obtained below.
4.2. The correlation kernel of the signed measure. We will prove in this section that the measure
WN defined in (4.17) on triangular arrays ΛN is a determinantal point process and will find its
correlation kernel, so that in particular the property (4.22) holds. Note that we will consider the
measure WN on the whole space ΛN, and only after having found the correlation kernel will we
will fix the boundary values as in (4.21).
The measure WN is a conditional L-ensemble. It will be more convenient to write the values
of a triangular array as a one-dimensional array. More precisely, if fix some point configuration
(zni )n,i ∈ ΛN, then every value zni = z can be identified with the triplet (n, i, z), where n ∈ {1, · · · ,N}
and i ∈ {1, · · · ,n}. So that the values (zni )n,i can be written as a one-dimensional array parametrized
by (n, i), e.g. in the case N = 3 we have
(1, 1) (2, 1) (2, 2) (3, 1) (3, 2) (3, 3)
z11 z
2
1 z
2
2 z
3
1 z
3
2 z
3
3
With this idea in mind, the point process which we are going to define has the domain Z of all
triplets (n, i, z), where n ∈ {1, · · · ,N}, i ∈ {1, · · · ,n} and z ∈ Z. In fact, we need to define a slightly
larger domain X = {1, 2, . . . ,N} ∪ Z, so that the numbers {1, 2, . . . ,N} will refer to either the values
zn−1n or the initial values yn of TASEP, and the determinantal point process will be conditioned by
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Zc = X \Z = {1, 2, . . . ,N}. Our aim is to define a function L : X×X→ R such that for every set Y ⊂ Z
one has
WN(Y) = det
(
LY∪Zc
)
,
(where we use the notation from (3.17)) which means that WN is a conditional L-ensemble. As we
will see below, this corresponds to fixing the initial values yi of TASEP and the ‘infinities’ z
n−1
n .
Using the equivalence between point configurations (zni )n,i ∈ ΛN and one-dimensional arrays
described in the previous paragraph, every point configuration from X can be obviously identified
with an array as well (by adding new boxes indexed by 1, 2, . . ., N). In the previous example we will
have the array
1 2 3 (1, 1) (2, 1) (2, 2) (3, 1) (3, 2) (3, 3)
∗ ∗ ∗ z11 z21 z22 z31 z32 z33
where by ∗ we mean the values indexed by 1, 2, · · · , N. This means that L{z}∪Zc (recall the notation
from (3.17)) is in fact a function of two arguments each of which is either (n, i), such that n ∈
{1, · · · ,N} and i ∈ {1, · · · ,n}, or k ∈ {1, · · · ,N}. So we can identify L{z}∪Zc with a square matrix of
size N(N+ 3)/2. Now, we are going to define this matrix.
Writing the L-function in a matrix form. Let us denote byMn,m the set of all n×mmatrices with
real entries. Then for 1 6 n < m 6 N we define the function W[n,m) : ΛN → Mn,m such that for a
fixed particles configuration z = (zni ) ∈ ΛN the matrix W[n,m)(z) is given by[
W[n,m)
(
z
)]
i,j
= φm−n(zni , z
m
j )1{n<m}, 1 6 i 6 n, 1 6 j 6m.
Similarly we define the function Ψ(N) : ΛN →MN,N to have the entries[
Ψ(N)(z)
]
i,j
= ΨNN−j(z
N
i ), 1 6 i, j 6 N,
where the functions φ and ΨNN−j are as in the statement of Theorem 4.3. Finally, for 0 6 m < N we
define the function Em : ΛN →MN,m+1 by the entries[
Em(z)
]
i,j
=
{
φ(zmm+1, z
m+1
j ), if i = m+ 1, 1 6 j 6 m+ 1,
0, otherwise.
In fact, the function Em should also have the values of z
m
m+1 as arguments, but we prefer not
to indicate this, since we will always fix these values to be infinities. With these objects at hand we
identity the function L{z}∪Zc (recall, that the configuration z ∈ ΛN has been fixed) with the following
square matrix in block form:
(4.23) L{z}∪Zc =

0 E0 E1 E2 . . . EN−1
0 0 −W[1,2) 0 · · · 0
0 0 0 −W[2,3)
. . .
...
...
...
...
. . .
. . . 0
0 0 0 0 · · · −W[N−1,N)
Ψ(N) 0 0 0 · · · 0

(z),
where each block takes z as an argument and gives a usual matrix. The first N columns (resp. rows)
of the matrix (4.23) are parametrized by the values {1, 2, . . . ,N} and the succeeding columns (resp.
rows) are parametrized by the pairs {(n, i) : 1 6 n 6 N, 1 6 i 6 n} which have the lexicographic
order.
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Example 4.24. In the case N = 2, a configuration z ∈ Λ2 contains 3 values {z11} ∪ {z12, z22}, and the
matrix L{z}∪Zc is given by
L{z}∪Zc =
0 0 φ(z01, z
1
1) 0 0
0 0 0 φ(z12, z
2
1) φ(z
1
2, z
2
2)
0 0 0 −φ(z11, z
2
1) −φ(z
1
1, z
2
2)
Ψ21(z
2
1) Ψ
2
0(z
2
1) 0 0 0
Ψ21(z
2
2) Ψ
2
0(z
2
2) 0 0 0


1
2
(1, 1)
(2, 1)
(2, 2)
1 2 (1, 1) (2, 1) (2, 2)
ΨN E0 −W[1,2) E1
,
where the ‘infinities’ z01 and z
1
2 are fixed. In particular, it follows from the definition of the function
φ in Theorem 4.3 that φ(z01, z) = φ(z
1
2, z) = 1 for any z ∈ Z.
The L-function defines the measureWN. It is not difficult to see (recall the definition (4.17)) that
one has the identity W(z) = Cdet(L{z}∪Zc), where C ∈ {±1}. To see this, we define the square
matrices [
Tm
]
i,j
= φ(zmi , z
m+1
j ), 1 6 i, j 6 m+ 1.
One can see that the first row of Tm coincides with the only non-zero row of Em(z) and the other
rows of Tm, with m > 1, form a matrix coinciding with −W[m,m+1)
(
z
)
. Then the matrix (4.23) is
obtained by rows permutations from the following one:
0 T0 0 0 . . . 0
0 0 T1 0 · · · 0
0 0 0 T2
. . .
...
...
...
...
. . .
. . . 0
0 0 0 0 · · · TN−1
Ψ(N)(z) 0 0 0 · · · 0

,
(one does it by swapping the first row of T2 with the previous two rows, then the first row of T3
with the previous three rows, and so on). The determinant of the latter matrix, and hence of L{z}∪Zc ,
equals exactlyW(z) defined in (4.17).
The correlation kernel. One can see that the minors (4.23) uniquely define the function L : X×X→
R. For example, in the case N = 2 above, one has
L
(
(1), (1, 1, z)
)
= φ(z01, z), L
(
(1, 1,y), (2, 2, z)
)
= −φ(y, z),
L
(
(2, 1, z), (2)
)
= Ψ20(z), L
(
(2, 1,y), (1, 1, z)
)
= 0.
Hence, the point measureWN is a conditional L-ensemble with this function L. By Proposition 3.24,
the point-measureWN on Z is determinantal with correlation kernel K : Z× Z→ R given by
(4.25) K = 1Z − (1Z + L)
−1
∣∣
Z×Z.
In fact, we can compute the inverse of the operator above. To this end, we identify the function L
with a function on ΛN and with values in MN(N+3)/2,N(N+3)/2 so that the identities (4.23) hold.
Then L can be written is the block form
L =
[
0 B
C D0
]
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with the blocks
B = [E0, . . . ,EN−1] : ΛN →MN,N(N+1)/2, C = [0, . . . , 0, (Ψ(N)) ′] ′ : ΛN →MN(N+1)/2,N,
and D0 : ΛN →MN(N+1)/2,N(N+1)/2 given by
D0 =

0 −W[1,2) 0 · · · 0
0 0 −W[2,3)
. . .
...
...
...
. . .
. . . 0
0 0 0 · · · −W[N−1,N)
0 0 0 · · · 0

.
Defining furthermore the function D = 1+D0 which can be written as
D =

1 −W[1,2) 0 · · · 0
0 1 −W[2,3)
. . .
...
...
...
. . .
. . . 0
0 0 0 · · · −W[N−1,N)
0 0 0 · · · 1

,
the result of [10, Lem. 1.5] yields an expression for the correlation kernel K. For the sake of com-
pleteness we provide a proof here. As for the function L, we will identify the functions B, C and D
with the functions on X×X. Moreover, we will denote for clarity the convolutions over the values
in Z by ⋆, and the convolution over {1, · · · ,N} we will write as a usual product.
Lemma 4.26. The operators D and M = B ⋆D−1 ⋆C are invertible, and the correlation kernel K defined in
(4.25) can be written as
(4.27) K = 1Z −D
−1 +D−1 ⋆CM−1B ⋆D−1.
Proof. The claim will follow if we show that one has
(4.28) (1Z + L)
−1 =
[
−M−1 M−1B ⋆D−1
D−1 ⋆CM−1 D−1 −D−1 ⋆CM−1B ⋆D−1
]
,
where M is as in the statement of this lemma. The easiest way is to check that the matrix on the
right-hand side multiplied by 1Z + L is the identity matrix, i.e.
(1Z + L)
[
−M−1 M−1B ⋆D−1
D−1 ⋆CM−1 D−1 −D−1 ⋆CM−1B ⋆D−1
]
=
[
0 B
C D
][
−M−1 M−1B ⋆D−1
D−1 ⋆CM−1 D−1 −D−1 ⋆CM−1B ⋆D−1
]
=
[
B ⋆D−1 ⋆CM−1 B ⋆D−1 −B ⋆D−1C ⋆M−1B ⋆D−1
−CM−1 +CM−1 CM−1B ⋆D−1 + 1−CM−1B ⋆D−1
]
=
[
MM−1 B ⋆D−1 −MM−1B ⋆D−1
−CM−1 +CM−1 CM−1B ⋆D−1 + 1−CM−1B ⋆D−1
]
=
[
1 0
0 1
]
,
which means that (4.28) indeed holds. Taking the restriction (1Z+ L)
−1
∣∣
Z×Z we get the right-bottom
block of the matrix in (4.28) which combined with the definition (4.25) gives exactly the expression
on the right-hand side of (4.27). 
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The inverse of the matrix D can be computed very easily
D−1 = (1+D0)
−1 =
∑
k>0
D⋆k0 =

1 W[1,2) · · · W[1,N)
0 1
. . .
...
...
. . .
. . . W[N−1,N)
0 0 0 1
,
so that the submatrix of 1−D−1 with rows (n, ·) and columns (m, ·) isW[n,m)1{n<m}.
Exercise 4.29. Prove that the inverse of D is indeed given by the matrix above.
Moreover, we can easily compute
D−1 ⋆C =

W[1,N) ⋆Ψ
(N)
...
W[N−1,N) ⋆Ψ
(N)
ΨN
,
as well as
B ⋆D−1 =
[
E0 E0 ⋆W[1,2) + E1 · · ·
∑N−1
k=1 Ek−1 ⋆W[k,N) + EN−1
]
.
Therefore the (n,m)-block of the correlation kernel K is given by
(4.30)
[
K
]
(n,·),(m,·) = −W[n,m)1{n<m} +W[n,N) ⋆Ψ
(N)M−1
(
m−1∑
k=1
Ek−1 ⋆W[k,m) + Em−1
)
.
It follows from the property (4.10) that for z ∈ ΛN one has[
W[n,N) ⋆Ψ
(N)(z)
]
i,j
=
(
φN−n ∗ΨNN−j
)
(zni ) = Ψ
n
n−j(z
n
i ),
and it remains to evaluate the last part of (4.30). For the N×m matrix in the bracket in (4.30) we
have [(
m−1∑
k=1
Ek−1 ⋆W[k,m) + Em−1
)
(z)
]
i,j
=
{
φm+1(zi−1i , z
m
j ), 1 6 i 6m,
0, m < i 6 N,
and we arrive at the expression[
K(z)
]
(n,i),(m,j) = −φ
m−n(zni , z
m
j )1{n<m} +
m∑
ℓ,k=1
Ψnn−ℓ(z
n
i )
[
M−1
]
ℓ,kφ
m+1(zk−1k , z
m
j ),
where the matrix M is given by
(4.31)
[
M
]
i,j =


(
φN−i ∗ΨNN−j
)
(zi−1i ), i < j,
1, i = j,
0, i > j.
Biorthogonalization of the correlation kernel. The functions φm+1(zi−1i , x)with i = 1, . . . ,m form
a basis of span
{
1, x, . . . , xm−1
}
(by considering zi−1i to be a fixed value). Since by assumption
the functions
{
Φmm−1(x), . . . ,Φ
m
0 (x)
}
form a basis of this space as well, we can define a matrix
Am ∈Mm,m which does a change of basis to
{
Φmm−1(x), . . . ,Φ
m
0 (x)
}
, namely
φm+1(zi−1i , x) =
m∑
ℓ=1
[
Am
]
i,ℓ
Φmm−ℓ(x).
We convolve this equation with Ψmm−j(x) and obtain, using the biorthogonality assumption,[
Am
]
i,j
=
(
φm−i+1 ∗Ψmm−j
)
(zi−1i ).
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In particular, we have AN = M, and since M is invertible, the two properties from Theorem 4.3
indeed define the functions Φnk uniquely. Thus we obtain
(4.32)
m∑
k=1
[
M−1
]
ℓ,k
φm+1(zk−1k , z
m
j ) =
m∑
k=1
[
A−1N
]
ℓ,k
m∑
i=1
[
Am
]
k,i
Φmm−i(z
m
j ),
and our claim is now to prove that
(4.33)
m∑
k=1
[
A−1N
]
ℓ,k
[
Am
]
k,i
= δℓ,i,
for all 1 6 ℓ 6 N and 1 6 i 6m. We notice that[
Am
]
k,i =
(
φm−k+1 ∗Ψmm−i
)
(zk−1k ) =
(
φN−k+1 ∗ΨNN−i
)
(zk−1k ) =
[
AN
]
k,i,
for 1 6 k, i 6 m. Thus, using the fact that AN is upper-triangular (which follows from (4.31)), we
obtain for 1 6 i 6 m:
m∑
k=1
[
A−1N
]
ℓ,k
[
Am
]
k,i
=
m∑
k=1
[
A−1N
]
ℓ,k
[
AN
]
k,i
=
N∑
k=1
[
A−1N
]
ℓ,k
[
AN
]
k,i
= δℓ,i,
which is exactly our claim. This gives that the right-hand side of (4.32) is equal to Φmm−ℓ(z
m
j ), and
the (n,m)-th block of the correlation kernel K is given by[
K(z)
]
(n,i),(m,j) = −φ
m−n(zni , z
m
j )1{n<m} +
m∑
ℓ=1
Ψnn−ℓ(z
n
i )Φ
m
m−ℓ(z
m
j ),
which, if we go to the function K : Z× Z→ R, is equivalent to
K
(
(n, i, x), (m, j,y)
)
= −φm−n(x,y)1{m>n} +
m∑
ℓ=1
Ψnn−ℓ(x)Φ
m
m−ℓ(y).
Since we are interested in the distribution of the particles zn1 (see Figure 4.13), the kernel (4.5) is
obtained by fixing the values i = j = 1 in the above expression.
Exercise 4.34. Follow the proof of Lemma 3.14 to show that the identity (4.4) holds.
5. Explicit formulas for the correlation kernel
Only for a few special cases of initial data (step, see e.g. [14]; and periodic [6–8]) were the cor-
relation kernels (4.5) known, and hence only for those choices asymptotics could be performed in
the TASEP and related cases, leading to the Tracy-Widom FGUE and FGOE one-point distributions,
and then later to the Airy processes for multipoint distributions. Below we provide formulas for
arbitrary initial data and their extensions as N→∞.
5.1. Finite initial data. We conjugate the kernels from Theorem 4.3 by powers of 2:
(5.1) Q(x,y) =
1
2x−y
1{x>y},
as well as
(5.2) Ψnk (x) =
1
2πi
∮
Γ0
dw
(1−w)k
2x−X0(n−k)wx+k+1−X0(n−k)
et(w−1).
Then the functions Φnk (x), k = 0, . . . ,n− 1, are defined implicitly by
(1) the biorthogonality relation
∑
x∈Z Ψ
n
k (x)Φ
n
ℓ (x) = 1{k=ℓ};
(2) 2−xΦnk (x) with 0 6 k < n form a basis of span
{
xk : 0 6 k < n
}
.
We are interested in computing the kernel,
(5.3) Kt(n1, x1;n2, x2) = −Q
n2−n1(x1, x2)1{n1<n2} +
n2∑
k=1
Ψ
n1
n1−k
(x1)Φ
n2
n2−k
(x2),
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for n1,n2 ∈ Z>1 and x1, x2 ∈ Z. The initial data X0 appears in a simple way in the functions Ψnk ,
which can be computed explicitly. We note that Q is the transition matrix of a geometric random
walk on Z and has a left inverse
(5.4) Q−1 = I+ 2∇+,
where we recall that ∇+f(x) = f(x+ 1) − f(x). Moreover, for all m,n ∈ Z>0 we have the identities
Qn−mΨnn−k = Ψ
m
m−k, Ψ
n
k = e
− t2 (I+∇−)Q−kδX0(n−k),
where δx(y) = 1x=y is the Kronecker’s delta and ∇−f(x) = f(x) − f(x− 1).
Exercise 5.5. Prove that these identities hold.
In order to give exact formulas for the functions Φnk from Theorem 4.3 we need to define the func-
tions hnk : Z>0 ×Z → R as solutions to the initial-boundary value problem for the backwards heat
equation 

(Q∗)−1hnk (ℓ, z) = h
n
k (ℓ+ 1, z), 0 6 ℓ < k, z ∈ Z;(5.6a)
hnk (k, z) = 2
z−X0(n−k), z ∈ Z;(5.6b)
hnk (ℓ,X0(n− ℓ)) = 0, 0 6 ℓ < k;(5.6c)
for n > 1 and 0 6 k < n and where Q∗ is the adjoint of Q.
Exercise 5.7. Show that the dimension of ker(Q∗)−1 is 1 and use this to show existence and uniqueness of
the solution to the equation (5.6).
Remark 5.8. The expression Q∗hnk (k, z) is divergent so you can’t write Q
∗hnk (ℓ+ 1, z) = h
n
k (ℓ, z).
With these functions at hand we are ready to give exact formulas for Φnk .
Theorem 5.9. The functions Φnk from Theorem 4.3 are given by
(5.10) Φnk (z) =
∑
y∈Z
hnk (0,y) e
t
2 (I+∇−)(y, z).
Proof. Before proving (5.10) we need to prove that 2−xhnk (0, x) is a polynomial of degree k. We
proceed by induction. Note first that, by (5.6b), 2−xhnk (k, x) is a polynomial of degree 0. Assume
now that h˜nk (ℓ, x) = 2
−xhnk (ℓ, x) is a polynomial of degree k− ℓ for some 0 < ℓ 6 k. By (5.6a) and
(5.4) we have
(5.11) h˜nk (ℓ,y) = 2
−y(Q∗)−1hnk (ℓ− 1,y) = h˜
n
k (ℓ− 1,y− 1) − h˜
n
k (ℓ− 1,y)
Taking x > X0(n− ℓ+ 1) and summing gives h˜
n
k (ℓ− 1, x) = −
∑x
y=X0(n−ℓ+1)+1
2−yhnk (ℓ,y) thanks
to (5.6c), which by the inductive hypothesis is a polynomial of degree k − ℓ + 1. The function
h˜nk (ℓ− 1, x)
∣∣
x>X0(n−ℓ+1)
has a unique polynomial extension to all Z, which by uniqueness of so-
lutions of (5.6) and (5.11) shows that h˜nk (ℓ− 1, ·) is a polynomial of degree k− ℓ+ 1 as needed.
Now we check the biorthogonality relation of (5.10) with the functions Ψnk . We have∑
z∈Z
Ψnℓ (z)Φ
n
k (z) =
∑
z1,z2∈Z
∑
z∈Z
e−
t
2 (I+∇−)(z, z1)Q−ℓ(z1,X0(n− ℓ))hnk (0, z2)e
t
2 (I+∇−)(z2, z)
=
∑
z∈Z
Q−ℓ(z,X0(n− ℓ))h
n
k (0, z) = (Q
∗)−ℓhnk (0,X0(n− ℓ)),
where in the first equality we have used the fact that 2−xhnk (0, x) is a polynomial together with the
fact that the z1 sum is finite to apply Fubini. For 0 6 ℓ 6 k, we use all equations in (5.6) to get
(Q∗)−ℓhnk (0,X0(n− ℓ)) = h
n
k (ℓ,X0(n− ℓ)) = 1{k=ℓ}.
For ℓ > k, we use (5.6a) and 2z ∈ ker (Q∗)−1 to obtain
(Q∗)−ℓhnk (0,X0(n− ℓ)) = (Q
∗)−(ℓ−k−1)(Q∗)−1hnk (k,X0(n− ℓ)) = 0.
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Since 2−xΦnk (x) is a polynomial of degree k in x, this one is as well. 
5.2. Correlation kernel as a transition probability. In this section we will perform summation in
(5.3) and obtain a formula for the correlation kernel involving hitting probabilities of a random walk.
We start with noting that it is sufficient to fund the kernel (5.3) with n1 = n2.
Exercise 5.12. Show that the kernel (5.3) can be recovered from the kernel K
(n)
t (x1, x2) = Kt(n, x1;n, x2) by
(5.13) Kt(ni, ·;nj, ·) = Qnj−ni
(
−1{ni<nj} +K
(nj)
t
)
.
From the exercise, we can restrict our discussion to the kernel K
(n)
t . Using the functions h
n
k let us
define
(5.14) G0,n(z1, z2) =
n−1∑
k=0
Qn−k(z1,X0(n− k))h
n
k (0, z2),
so that the correlation kernel K
(n)
t equals
(5.15) K
(n)
t = e
− t2 (I+∇−)Q−nG0,ne
t
2 (I+∇−).
Next, we note that the functions hnk can be written as hitting probabilities of a random walk. More
precisely, let Q∗ (the adjoint of Q) be the transition kernel of the random walk B∗m with Geom
[
1
2
]
jumps (strictly) to the right. Then for 0 6 ℓ 6 k 6 n− 1 we define stopping times
τℓ,n = min
{
m ∈ {ℓ, . . . ,n− 1} : B∗m > X0(n−m)
}
,
with the convention that min∅ =∞. For z 6 X0(n− ℓ) the function hnk can be written as
(5.16) hnk (ℓ, z) = PB∗ℓ−1=z
(
τℓ,n = k
)
.
Exercise 5.17. Prove this identity.
Exercise 5.18. Suppose X is a random variable taking values in N with the memoryless property,i.e. for
each pair of numbers m,n ∈ N one has P(X > m+n | X > n) = P(X > m). Show that X has a geometric
distribution.
From the memoryless property of the geometric distribution we get for all y > X0(n− k),
(5.19) PB∗−1=z
(
τ0,n = k, B∗k = y
)
= 2X0(n−k)−yPB∗−1=z
(
τ0,n = k
)
,
and as a consequence, for z2 6 X0(n), we have
(5.20) G0,n(z1, z2) = PB∗−1=z2
(
τ0,n < n, B∗n−1 = z1
)
,
which is the probability for the walk starting at z2 at time −1 to end up at z1 after n steps, having
hit the curve
(
X0(n−m)
)
m=0,...,n−1 in between.
Exercise 5.21. Show that the identities (5.19) and (5.20) indeed hold.
The next step is to obtain an expression along the lines of (5.20) which holds for all z2, and not just
for z2 6 X0(n). To this end, we need to define analytic extensions of the kernels Q
n. More precisely,
for each fixed y1, 2
−y2Qn(y1,y2) extends in y2 to a polynomial 2
−y2Q¯(n)(y1,y2) of degree n − 1
with
(5.22) Q¯(n)(y1,y2) =
1
2πi
∮
Γ0
dw
(1+w)y1−y2−1
2y1−y2wn
,
so that for y1 − y2 > n we have Q¯
(n)(y1,y2) = Q
n(y1,y2). Furthermore, it is easy to prove that
Q−1Q¯(n) = Q¯(n)Q−1 = Q¯(n−1) for n > 1, but Q−1Q¯(1) = Q¯(1)Q−1 = 0, and Q¯(n)Q¯(m) is divergent
(so the Q¯(n) are no longer a group like Qn).
Exercise 5.23. Prove that these properties of Q¯(n) indeed hold.
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Let Bm be now a random walk with transition matrix Q (that is, Bm has Geom
[
1
2
]
jumps strictly to
the left) for which we define the stopping time
(5.24) τ = min
{
m > 0 : Bm > X0(m+ 1)
}
.
Using this stopping time and the extension of Qm we obtain:
Lemma 5.25. For all z1, z2 ∈ Z we have the identity
(5.26) G0,n(z1, z2) = 1{z1>X0(1)}Q¯
(n)(z1, z2) + 1{z16X0(1)}EB0=z1
[
Q¯(n−τ)(Bτ, z2)1{τ<n}
]
.
Proof. For z2 6 X0(n), the expression in (5.20) can be written as
(5.27) G0,n(z1, z2) = PB∗−1=z2
(
τ0,n 6 n− 1, B∗n−1 = z1
)
= PB0=z1
(
τ 6 n− 1,Bn = z2
)
=
n−1∑
k=0
∑
z>X0(k+1)
PB0=z1
(
τ = k, Bk = z
)
Qn−k(z, z2) = EB0=z1
[
Qn−τ
(
Bτ, z2
)
1{τ<n}
]
.
The last expectation is straightforward to compute if z1 > X0(1), and we get
(5.28) G0,n(z1, z2) = 1{z1>X0(1)}Q
n(z1, z2) + 1{z16X0(1)}EB0=z1
[
Qn−τ
(
Bτ, z2
)
1{τ<n}
]
for all z2 6 X0(n). Let us now denote
G˜0,n(z1, z2) = 1{z1>X0(1)}Q¯
(n)(z1, z2) + 1{z16X0(1)}EB0=z1
[
Q¯(n−τ)
(
Bτ, z2
)
1{τ<n}
]
.
We claim that G˜0,n(z1, z2) = G0,n(z1, z2) for all z2 6 X0(n). To see this, note that
χX0(1)Q¯
(n)χ¯X0(n) = χX0(1)Q
nχ¯X0(n),
thanks to the properties proved in the exercise above. For the other term, the last equality in
(5.27) shows that we only need to check that χX0(k+1)Q¯
(k+1)χ¯X0(n) = χX0(k+1)Q
k+1χ¯X0(n) for
k = 0, . . . ,n− 1, which follows again from the same fact proved in the exercise. To complete the
proof, recall that, by Theorem 4.4, K
(n)
t satisfies the following: for every fixed z1, 2
−z2Kt(z1, z2) is a
polynomial of degree n− 1 in z2. It is easy to check that this implies that G0,n = Q
nR−1KtR satisfies
the same. Since Q¯(k) also satisfies this property for each k = 0, . . . ,n, we deduce that 2−z2G˜0,n(z1, z2)
is a polynomial in z2. Since it coincides with 2
−z2G0,n(z1, z2) at infinitely many z2’s, we deduce that
G˜0,n = G0,n. 
In order to have a lighter notation, we define the following kernels
S−t,−n(z1, z2) := (e
− t2∇−Q−n)∗(z1, z2) =
1
2πi
∮
Γ0
dw
(1−w)n
2z2−z1wn+1+z2−z1
et(w−1/2),(5.29)
S¯−t,n(z1, z2) := Q¯
(n)e
t
2∇−(z1, z2) =
1
2πi
∮
Γ0
dw
(1−w)z2−z1+n−1
2z1−z2wn
et(w−1/2).(5.30)
Exercise 5.31. Show that these operators indeed are given by the contour integrals.
Furthermore, we define the following function
(5.32) ¯¯S
epi(X0)
−t,n (z1, z2) = EB0=z1
[
S¯−t,n−τ(Bτ, z2)1{τ<n}
]
,
where the superscript epi refers to the fact that τ (defined in (5.24)) is the hitting time of the epigraph
of the curve
(
X0(k+ 1) + 1
)
k=0,...,n−1
by the random walk Bk. With these operators at hand we have
the following formula for TASEP with general right-finite initial data:
Theorem 5.33 (TASEP formula for right-finite initial data). Assume that initial values satisfy X0(j) =∞
for j 6 0. Then for 1 6 n1 < n2 < · · · < nM and t > 0 we have
(5.34) P
(
Xt(nj) > aj, j = 1, . . . ,M
)
= det
(
I− χ¯aKtχ¯a
)
ℓ2({n1,...,nM}×Z),
where the kernel Kt is given by
(5.35) Kt(ni, ·;nj, ·) = −Qnj−ni1{ni<nj} + (S−t,−ni)∗ ¯¯S
epi(X0)
−t,nj
.
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Proof. If X0(1) <∞ then we are in the setting of the above sections. Formulas (5.34) and (5.35) follow
directly from the above definitions together with (5.15) and Lemma 5.25. If X0(j) =∞ for j = 1, . . . , ℓ
and X0(ℓ+ 1) <∞ then
PX0
(
Xt(nj) > aj, j = 1, . . . ,M
)
= det
(
I− χ¯aK
(ℓ)
t χ¯a
)
ℓ2({n1 ,...,nM}×Z)
with the correlation kernel
K
(ℓ)
t (ni, ·;nj, ·) = −Qnj−ni1{ni<nj} + (S−t,−ni+ℓ)∗S¯
epi(θℓX0)
−t,nj−ℓ
,
where θℓX0(j) = X0(ℓ+ j). Using now the fact that Q
ℓ ¯¯S
epi(θℓX0)
−t,nj−ℓ
= S¯
epi(X0)
−t,nj
and (5.29) we conclude
that (5.35) still holds in this case. 
Remark 5.36. One can write a formula for initial data which are not right finite [18], but they are a
bit more cumbersome. In practice, one cuts of the data very far to the right, and uses the formula
above. Since one has exact formulas, one can check that cutting off has a small effect.
For some special initial data one can get simpler expressions for the correlation kernel [18] and
we can recover the formulas from [7], [13] and [6]. We leave these computations as exercises below.
Exercise 5.37. Consider TASEP with step initial data, X0(i) = −i for i > 1 and show that
Kt(ni, z1;nj, z2) = −Q
nj−ni(z1, z2)1ni<nj +
1
(2πi)2
∮
Γ0
dw
∮
Γ0
dv
(1−w)ni(1− v)nj+z2
2z1−z2wni+z1+1vnj
et(w+v−1)
1− v−w
.
Exercise 5.38.∗ Consider TASEP with periodic initial data X0(i) = 2i, i ∈ Z and show that
K
(n)
t (z1, z2) = −
1
2πi
∮
1+Γ0
dv
vz2+2n
2z1−z2(1− v)z1+2n+1
et(1−2v).
(Hint: approximate by finite periodic initial data X0(i) = 2(N− i) for i = 1, . . . , 2N.)
5.3. Path integral formulas. In addition to the extended kernel formula (4.4), one has a path integral
formula
(5.39) det
(
I−K
(nm)
t
(
I−Qn1−nmχa1Q
n2−n1χa2 · · ·Qnm−nm−1χam
))
L2(Z)
,
where as before K
(n)
t (z1, z2) = Kt(n, z1;n, z2). Such formulas were first obtained in [24] for the Airy2
process (see [25] for the proof), and later was extended to the Airy1 process in [26] and then to a
very wide class of processes in [5]. We provide this result below in full generality.
For t1 < t2 < · · · < tn we consider an extended kernel Kext given as follows: for 1 6 i, j 6 n and
x,y ∈ X (here (X,µ) is a given measure space),
(5.40) Kext(ti, x; tj,y) =
{
Wti,tjKtj(x,y), if i > j,
−Wti,tj(I−Ktj)(x,y), if i < j.
Additionally, we are considering multiplication operatorsNti acting on a measurable function f on X
as Ntif(x) = ϕti(x)f(x) for some measurable function ϕti defined on X. M will denote the diagonal
operator acting on functions f defined on {t1, . . . , tn}×X asMf(ti, ·) = Ntif(ti, ·).
We provide below all the assumptions from [5] except their Assumption 2(iii) which has to be
changed in our case.
Assumption 5.41. There are integral operators Qt on L
2(X) such that the following hold:
(i) The integral operators QtiWti,tj , QtiKti , QtiWti,tjKtj and QtjWtj,tiKti for 1 6 i < j 6 n
are all bounded operators mapping L2(X) to itself.
(ii) The operator Kt1 − Q¯t1Wt1,t2Q¯t2 · · ·Wtn−1,tnQ¯tnWtn,t1Kt1 , where Q¯ti = I−Qti , is a bounded
operator mapping L2(X) to itself.
Assumption 5.42. For each i 6 j 6 k the following hold:
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(i) Right-invertibility: Wti,tjWtj,tiKti = Kti ;
(ii) Semigroup property: Wti,tjWtj,tk =Wti,tk ;
(iii) Reversibility relation: Wti,tjKtjWtj,ti = Kti , for all ti < tj.
Assumption 5.43. One can choose multiplication operators Vti , V
′
ti
, Uti and U
′
ti
acting on M(X),
for 1 6 i 6 n, in such a way that:
(i) V ′tiVtiQti = Qti and KtiU
′
ti
Uti = Kti , for all 1 6 i 6 n.
(ii) The operators VtiQtiKtiV
′
ti
, VtiQtiWti,tjV
′
tj
, VtiQtiWti,tjKtjV
′
tj
and VtjQtjWtj,tiKtiV
′
ti
preserve L2(X) and are trace class in L2(X), for all 1 6 i < j 6 n.
(iii) The operatorUti
[
Wti,t1Kt1 − Q¯tiWti,ti+1 · · · Q¯tn−1Wtn−1,tnQ¯tnWtn,t1Kt1
]
U ′t1 preserves L
2(X)
and is trace class in L2(X), for all 1 6 i 6 n, where Q¯ti = I−Qti .
We are assuming here that Wti,tj is invertible for all ti 6 tj, so that Wtj,ti is defined as a proper
operator3. Moreover, we assume that it satisfies
(5.44) Wtj,tiKti = K
ext(tj, ·; ti, ·)
for all ti > tj, and that the multiplication operators Uti ,U
′
ti
introduced in Assumption 5.43 satisfy
Assumption 5.43(iii) with the operator in that assumption replaced by
Uti
[
Wti,ti+1Nti+1 · · ·Wtn−1,tnNtnKtn −Wti,t1Nt1Wt1,t2Nt2 · · ·Wtn−1,tnNtnKtn
]
U ′ti .
Theorem 5.45. Under the assumptions above, we have the identity
(5.46) det
(
I−NKext
)
L2({t1,...,tn}×X) = det
(
I−Ktn +KtnWtn,t1Nt1Wt1,t2Nt2 · · ·Wtn−1,tnNtn
)
L2(X)
,
where Nti = I−Nti .
Proof. The proof is a minor adaptation of the arguments in [5, Thm. 3.3], and we will use throughout
it all the notation and conventions of that proof. We will just sketch the proof, skipping several
technical details (in particular, we will completely omit the need to conjugate by the operators Uti
and Vti , since this aspect of the proof can be adapted straightforwardly from [5]).
In order to simplify notation throughout the proof we will replace subscripts of the form ti by i,
so for exampleWi,j =Wti,tj . Let K = NK
ext. Then K can be written as
(5.47) K = N
(
W
−
K
d +W+(Kd − I)
)
with Kdij = Ki1i=j, Ni,j = Ni1i=j,
where W−, W+ are lower triangular, respectively strictly upper triangular, and defined by
W
−
ij =Wi,j1i>j, W
+
ij =Wi,j1i<j.
The key to the proof in [5] was to observe that
[
(I+W+)−1)
]
i,j = 1j=i −Wi,i+11j=i+1, which then
implies that
[
(W− +W+)Kd(I+W+)−1
]
i,j
= Wi,1K11j=1. The fact that only the first column of this
matrix has non-zero entries is what ultimately allows one to turn the Fredholm determinant of an
extended kernel into one of a kernel acting on L2(X). However, the derivation of this last identity
uses Wi,j−1Kj−1Wj−1,j =Wi,jKj, which is a consequence of Assumptions 5.42(ii) and (iii), and thus
is not available to us. In our case we may proceed similarly by observing that
(5.48)
[
(W−)−1
]
i,j
= 1j=i −Wi,i−11j=i−1,
as can be checked directly using Assumption 5.42(ii). Now using the identity
Wi,j+1Kj+1Wj+1,j =Wi,jKj,
which follows from Assumption 5.42(ii) and (iii), we get
(5.49)
[
(W− +W+)Kd(W−)−1
]
i,j =Wi,jKj −Wi,j+1Kj+1Wj+1,j1j<n =Wi,nKn1j=n.
3This is just for simplicity; it is possible to state a version of Theorem 5.45 asking instead that the product KtjWtj ,ti be
well defined.
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Note that now only the last column of this matrix has non-zero entries, which accounts for the
difference between our result and that of [5]. To take advantage of (5.49) we write
I−K = (I+NW+)
[
I− (I+NW+)−1N(W− +W+)Kd(W−)−1W−
]
.
Since NW+ is strictly upper triangular, det(I+NW+) = 1, which in particular shows that I+NW+
is invertible. Thus by the cyclic property of the Fredholm determinant, det(I−K) = det(I− K˜) with
K˜ = W−(I+NW+)−1N(W− +W+)Kd(W−)−1.
Since only the last column of (W− +W+)Kd(W−)−1 is non-zero, the same holds for K˜, and thus
det(I−K) = det(I− K˜n,n)L2(X).
Our goal now is to compute K˜n,n. From (5.49) and Assumption 5.42(ii) we get, for 0 6 k 6 n− i,[
(NW+)kN(W− +W+)Kd(W−)−1
]
i,n
=
∑
i<ℓ1<···<ℓk6n
NiWi,ℓ1Nℓ1Wℓ1,ℓ2 · · ·Nℓk−1Wℓk−1,ℓkNℓkWℓk,nKn,
while for k > n− i the left-hand side above equals 0 (the case k = 0 is interpreted as NiWi,nKn). As
in [5] this leads to
(5.50) K˜i,n =
i∑
j=1
n−j∑
k=0
(−1)k
∑
j=ℓ0<ℓ1<···<ℓk6n
Wi,jNjWj,ℓ1Nℓ1Wℓ1,ℓ2Nℓk−1Wℓk−1,ℓkNℓkWℓk,nKn.
Replacing each Nℓ by I−Nℓ except for the first one and simplifying as in [5] leads to
K˜i,n =Wi,i+1Ni+1Wi+1,i+2Ni+2 · · ·Wn−1,nNnKn −Wi,1N1W1,2N2 · · ·Wn−1,nNnKn.
Setting i = n yields K˜n,n = Kn −Wn,1N1W1,2N2 · · ·Wn−1,nNnKn and then an application of the
cyclic property of the determinant gives the result. 
5.4. Proof of the TASEP path integral formula. To obtain the path integral version (5.39) of the
TASEP formula we use Theorem 5.45. Recall from (4.10) that Qn−mΨnn−k = Ψ
m
m−k. Then we can
write
(5.51)
Qnj−niK
(nj)
t =
nj−1∑
k=0
Qnj−niΨ
nj
k ⊗Φ
nj
k =
nj−1∑
k=0
Ψ
ni
ni−nj+k
⊗Φnjk = Kt(ni, ·;nj, ·) +Qnj−ni1ni<nj .
This means that the extended kernel Kt has exactly the structure specified in (5.40), taking
ti = ni, Kti = K
(ni)
t , Wti,tj = Q
nj−ni and Wti,tjKtj = Kt(ni, ·;nj, ·). It is not hard to check that
Assumptions 1 and 3 of [5, Thm. 3.3] hold in our setting. The semigroup property (Assumption 2(ii))
is trivial in this case, while the right-invertibility condition (Assumption 2(i))
Qnj−niKt(nj, ·;ni, ·) = K(ni)t
for ni 6 nj follows similarly to (5.51). However, Assumption 2(iii) of [5], which translates into
Qnj−niK
(nj)
t = K
(ni)
t Q
nj−ni for ni 6 nj, does not hold in our case (in fact, the right hand side does
not even make sense as the product is divergent, as can be seen by noting that Φ
(n)
0 (x) = 2
x−X0(n);
alternatively, note that the left hand side depends on the values of X0(ni+1), . . . ,X0(nj) but the right
hand side does not), which is why we need Theorem 5.45. To use it, we need to check that
(5.52) Qnj−niK
(nj)
t Q
ni−nj = K
(ni)
t .
In fact, if k > 0 then (5.6a) together with the easy fact that hnk (ℓ, z) = h
n−1
k−1 (ℓ− 1, z) imply that
(Q∗)ni−njhnjk+nj−ni(0, z) = h
nj
k+nj−ni
(nj −ni, z) = h
ni
k (0, z),
so that (Q∗)ni−njΦnjk+nj−ni = Φ
ni
k . On the other hand, if ni −nj 6 k < 0 then we have
(Q∗)ni−njhnjk+nj−ni(0, z) = (Q
∗)khnjk+nj−ni(k+nj −ni, z) = 0
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thanks to (5.6b) and the fact that 2z ∈ ker(Q∗)−1, which gives (Q∗)ni−njΦnjk+nj−ni = 0. Therefore,
proceeding as in (5.51), the left hand side of (5.52) equals
(5.53)
nj−1∑
k=0
Qnj−niΨ
nj
k ⊗ (Q∗)ni−njΦ
nj
k =
nj−1∑
k=0
Ψ
ni
ni−nj+k
⊗ (Q∗)ni−njΦnjk =
ni−1∑
k=0
Ψ
ni
k ⊗Φnik
as desired.
6. The KPZ fixed point
In this section we will take the KPZ scaling limit of the TASEP growth process, by using the
formula from Theorem 5.33, and will get a complete characterisation of the limiting Markov process,
called the KPZ fixed point. We start with introducing the topology and some operators.
6.1. State space and topology. The state space on which we define the KPZ fixed point is the
following:
Definition 6.1 (UC functions). We define UC as the space of upper semicontinuous functions
h: R → [−∞,∞) with h(x) 6 C(1+ |x|) for some C <∞.
Example 6.2. The UC function du(u) = 0, du(x) = −∞ for x 6= u, is known as a narrow wedge at u.
These arise naturally as d0 is clearly the limit of the TASEP height function h(x) = −|x| under the
rescaling ε1/2h(ε−1x).
We will endow this space with the topology of local UC convergence. This is the natural topology
for lateral growth, and will allow us to compute the KPZ limit in all cases of interest4. In order to
define this topology, recall that h is upper semicontinuous (UC) if and only if its hypograph
hypo(h) = {(x, y) : y 6 h(x)}
is closed in [−∞,∞)×R. Slightly informally, local UC convergence can be defined as follows:
Definition 6.3 (Local UC convergence). We say that (hε)ε ⊆ UC converges locally in UC to h ∈ UC
if there is a C > 0 such that hε(x) 6 C(1 + |x|) for all ε > 0 and for every M > 1 there is a
δ = δ(ε,M) > 0 going to 0 as ε → 0 such that the hypographs Hε,M and HM of hε and h restricted
to [−M,M] are δ-close in the sense that
∪(t,x)∈Hε,MBδ((t, x)) ⊆ HM and ∪(t,x)∈HM Bδ((t, x)) ⊆ Hε,M.
We will also use an analogous space LC, made of lower semicontinuous functions:
Definition 6.4 (LC functions and local convergence). We define LC =
{
g : −g ∈ UC} and endow this
space with the topology of local LC convergencewhich is defined analogously to local UC convergence,
now in terms of epigraphs,
epi(g) = {(x, y) : y > g(x)}.
Explicitly, (gε)ε ⊂ LC converges locally in LC to g ∈ LC if and only if −gε → −g locally in UC.
Exercise 6.5. Show that if h is locally Hölder β ∈ (0, 1) then convergence in UC or LC implies uniform
convergence on compact sets.
Exercise 6.6.∗ Show that if h0 ∈ LC then the inviscid solution given by the Hopf-Lax formula
h(t, x) = sup
y
{
h0(y) − t
−1(x− y)2
}
is continuous in the UC topology.
4Actually the bound h(x) 6 C(1+ |x|) which we are imposing here and in [22] on UC functions is not as general as
possible, but makes the arguments a bit simpler and it suffices for most cases of interest (see also [22, Foot. 9]).
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6.2. Auxiliary operators. In order to state our main result we need to introduce several operators,
which will appear in the explicit Fredholm determinant formula for the fixed point. Our basic
building block is the following (almost) group of operators:
Definition 6.7. For x, t ∈ R2 \ {x < 0, t = 0} let us define the operator
(6.8) St,x = exp
{
x∂2+ t3 ∂
3
}
,
which satisfies the identity
(6.9) Ss,xSt,y = Ss+t,x+y
as long as all subscripts avoid the region {x < 0, t = 0}.
For t > 0 the operator St,x acts on nice functions by convolution with the kernel
(6.10) St,x(z) =
1
2πi
∫
〈
dwe
t
3w
3+xw2−zw = t−1/3e
2x3
3t2
− zxt Ai
(
−t−1/3z+ t−4/3x2
)
,
where 〈 is the positively oriented contour going in straight lines from e−iπ/3∞ to eiπ/3∞ through 0
and Ai is the Airy function
Ai(z) =
1
2πi
∫
〈
dwe
1
3w
3−zw.
When t < 0 we have the identity St,x = (S−t,x)
∗, which in particular yields
(6.11) (St,x)
∗St,−x = I.
Exercise 6.12. Prove that this identity indeed holds.
Definition 6.13 (Hit operators). For g ∈ LC let us define
(6.14) S¯
epi(g)
t,x (v,u) = EB(0)=v
[
St,x−τ(B(τ),u)1{τ<∞}] = ∫∞
0
PB(0)=v(τ ∈ ds)St,x−s(B(τ),u)
where B(x) is a Brownian motion with diffusion coefficient 2 and τ is the hitting time of the epigraph
of the function g.
Note that for v > g(0) we trivially have the identity
(6.15) S¯
epi(g)
t,x (v,u) = St,x(v,u).
If h ∈ UC, there is a similar operator S¯hypo(h)t,x , except that now τ is the hitting time of the hypograph
of h and S¯
hypo(h)
t,x (v,u) = St,x(v,u) for v 6 h(0).
One way to think of S¯
epi(g)
t,x (v,u) is as a sort of asymptotic transformed transition ‘probability’ for
the Brownian motion B to go from v to u hitting the epigraph of g (note that g is not necessarily
continuous, so hitting g is not the same as hitting epi(g); in particular, B(τ) > g(τ) and in general
the equality need not hold). To see what we mean, write
(6.16) S¯
epi(g)
t,x = lim
T→∞ S¯epi(g),TSt,x−T with S¯epi(g),T(v,u) = EB(0)=v
[
S0,T−τ(B(τ),u)1{τ6T}
]
and note that S¯epi(g),T(v,u) is nothing but the transition probability for B to go from v at time 0 to u
at time T hitting epi(g) in [0,T].
Definition 6.17 (Brownian scattering operator). For g ∈ LC, x ∈ R and t > 0 we define
(6.18) K
epi(g)
−t = I−
(
S−t,x − S¯
epi(g−x )
−t,x
)∗
χ¯g(x)
(
S−t,−x − S¯
epi(g+x )
−t,−x
)
,
where g+x (y) = g(x+ y) and g
−
x (y) = g(x− y).
Exercise 6.19. The projection χ¯g(x) can be removed from the formula without changing its meaning.
Exercise 6.20.∗ Show that the kernel Kepi(g)−t does not depend on x.
There is another operator which uses h ∈ UC, and hits ‘from above’,
(6.21) K
hypo(h)
t = I−
(
St,x − S¯
hypo(h−x )
t,x
)∗
χh(x)
(
St,−x − S¯
hypo(h+x )
t,−x
)
,
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Exercise 6.22. Show that the following identity holds
(6.23) K
hypo(h)
t =
(
ρK
epi(−ρh)
−t ρ
)∗
,
where ρh(x) = h(−x).
As above, St,x − S¯
epi(gx)
t,x may be thought of as a sort of asymptotic transformed transition proba-
bility for a Brownian motion B, started at time 0, not to hit epi(g). Therefore K
epi(g)
t may be thought
of as the same sort of asymptotic transformed transition probability for B, in this case hitting epi(g),
which is built out of the product of left and right ‘no hit’ operators.
6.3. The KPZ fixed point formula. At this stage we are ready to state our main result which we
prove in Section 7.
Definition 6.24 (The KPZ fixed point formula). The KPZ fixed point is the Markov process on UC
with transition probabilities
(6.25) Ph0
(
h(t, x) 6 g(x), x ∈ R) = det(I−Khypo(h0)
t/2
K
epi(g)
−t/2
)
L2(R)
,
where h0 ∈ UC and g ∈ LC. Here Ph0 means the process with initial data h0.
Remark 6.26. The fact that the Fredholm determinant in the formula is finite is a consequence of the
fact that there is a (multiplication) operator M such that the map (h0, g) 7→ MKhypo(h0)t/2 K
epi(g)
−t/2
M−1
is continuous from UC×LC into the trace class (see [18]). We will not get into such issues in these
notes.
Exercise 6.27 (Finite dimensional distributions). Let h0 ∈ UC and x1 < x2 < · · · < xM. Show that
Ph0
(
h(t, x1) 6 a1, . . . , h(t, xM) 6 aM
)
= det
(
I−K
hypo(h0)
t,xM
+K
hypo(h0)
t,xM
e(x1−xM)∂
2
χ¯a1e
(x2−x1)∂
2
χ¯a2 · · · e(xM−xM−1)∂
2
χ¯aM
)
L2(R)
.(6.28)
Remark 6.29 (Extended kernels). The formula in the exercise can be rewritten as
(6.30) Ph0
(
h(t, x1) 6 a1, . . . , h(t, xM) 6 aM
)
= det
(
I− χaK
hypo(h0)
t,ext χa
)
L2({x1,...,xM}×R)
,
where
K
hypo(h0)
t,ext (xi, ·; xj, ·) = −e(xj−xi)∂
2
1xi<xj + e
−xi∂
2
K
hypo(h0)
t e
xj∂
2
.(6.31)
The kernel in (7.29) is usually referred to as an extended kernel (note that the Fredholm determinant
is being computed on the ‘extended L2 space’ L2({x1, . . . , xM}×R)). The kernel appearing after the
second hypo operator in (7.30) is sometimes referred to as a path integral kernel [5], and should be
thought of as a discrete, pre-asymptotic version of the epi operators (on a finite interval).
The fact that e−x∂
2
K
hypo(h0)
t e
x∂2 makes sense is not entirely obvious, but follows from the fact
that K
hypo(h0)
t equals
(6.32) (St,x)
∗χg(x)St,−x + (S¯
epi(g−x )
t,x )
∗χ¯g(x)St,−x + (St,x)∗χ¯g(x)S¯
epi(g+x )
t,−x − (S¯
epi(g−x )
t,x )
∗χ¯g(x)S¯
epi(g+x )
t,−x ,
together with the group property (6.9) and the definition of the hit operators.
Example 6.33 (Airy processes). For special initial data, at time t = 1 we recover the known Airy1,
Airy2 and Airy2→1 processes:
(1) Narrow wedge initial data leads to the Airy2 process [16, 24]:
h(1, x; du) + (x− u)
2 = A2(x);
(2) Flat initial data h0 ≡ 0 leads to the Airy1 process [7, 28]:
h(1, x; 0) = A1(x);
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(3) Wedge or half-flat initial data hh-f(x) = −∞ for x < 0 and hh-f(x) = 0 for x > 0, leads to the
Airy2→1 process [8]:
h(1, x; hh-f) + x
21x<0 = A2→1(x).
We leave the derivation of the processes A1 and A2 as Exercise 6.44. To get the formula in the
case 3 we need to show that the finite dimensional distributions match, by computing the kernel
on the right hand side of (7.29) with h−0 ≡ −∞ and h+0 (x) ≡ 0. It is straightforward to check that
S¯
hypo(h−0 )
t,0 ≡ 0. On the other hand, an application of the reflection principle based on (6.16) yields
that, for v > 0,
S¯
hypo(h+0 )
t,0 (v,u) =
∫∞
0
Pv(τ0 ∈ dy)St,−y(0,u) = St,0(−v,u),
which gives, with ρ the reflection operator ρf(x) = f(−x),
K
hypo(h0)
t = I− (St,0)
∗χ0[St,0 − ρSt,0] = (St,0)∗(I+ ρ)χ¯0St,0.
This yields, using (6.31),
K
hypo(hh-f)
t,ext (xi, ·; xj, ·) = −e(xj−xi)∂
2
1xi<xj + S0,−xi(St,0)
∗(I+ ρ)χ¯0St,0S0,xi(6.34)
= −e(xj−xi)∂
2
1xi<xj + (St,−xi)
∗(I+ ρ)χ¯0St/2,xi .(6.35)
Choosing t = 1 and using (6.10) yields that the second term on the right hand side equals
(6.36) K
hypo(hh-f)
t,ext (xi,u; xj, v) =
∫0
−∞ dλ e
−2x3i/3−xi(u−λ) Ai(u− λ+ x2i) e
2x3j/3+xj(v−λ) Ai(v− λ+ x2j)
+
∫0
−∞ dλ e
−2x3i/3−xi(u+λ) Ai(u+ λ+ x2i) e
2x3j/3+xj(v−λ) Ai(v− λ+ x2j)
which, after a simple conjugation, gives the kernel for the Airy2→1 process.
Exercise 6.37. Show that a conjugation gives the kernel for the Airy2→1 process (see [8]).
Example 6.38 (The Airy2 process). Given x1, . . . , xn ∈ R and a1 < · · · < an in R, we have
(6.39) P
(
A2(x1) 6 a1, . . . ,A2(xn) 6 an
)
= det
(
I− χaK
ext
Ai χa
)
L2({x1,...,xn}×R),
where the extended Airy kernel is defined by
(6.40) KextAi (x,u; x
′,u ′) =
{∫∞
0 dλ e
−λ(x−x ′)Ai(u+ λ)Ai(u ′ + λ), if x > x ′,
−
∫0
−∞ dλ e−λ(x−x ′)Ai(u+ λ)Ai(u ′ + λ), if x < x ′.
Example 6.41 (The Airy1 process). For xi and ai as in the previous example, we have the identity
(6.42) P
(
A1(x1) 6 a1, . . . ,A1(xn) 6 an
)
= det
(
I− χaK
ext
1 χa
)
L2({x1,...,xn}×R),
with the kernel
(6.43) Kext1 (x,u; x
′,u ′) = −
1√
4π(x ′ − x)
exp
(
−
(u ′ − u)2
4(x ′ − x)
)
1x ′>x
+Ai(u+ u ′ + (x ′ − x)2) exp
(
(x ′ − x)(u+ u ′) + 23(x
′ − x)3
)
.
Exercise 6.44. Obtain the kernels for the Airy2 and Airy1 processes from the formula (6.25).
6.4. Symmetries and invariance. The KPZ fixed point inherits several nice properties as a scaling
limit of TASEP. We will write h(t, x; h0) for the KPZ fixed point h(t, x) started at h0.
Proposition 6.45 (Symmetries of h). The KPZ fixed point h has the following properties:
(i) (1:2:3 scaling invariance) αh(α−3t,α−2x;αh0(α
−2x))
dist
= h(t, x; h0), α > 0;
(ii) (Skew time reversal) P
(
h(t, x; g) 6 −f(x)
)
= P
(
h(t, x; f) 6 −g(x)
)
, f, g ∈ UC;
(iii) (Shift invariance) h(t, x+ u; h0(x+ u))
dist
= h(t, x; h0);
(iv) (Reflection invariance) h(t,−x; h0(−x))
dist
= h(t, x; h0);
(v) (Affine invariance) h(t, x; f(x) + a+ cx)
dist
= h(t, x; f(x+ 12ct)) + a+ cx+
1
4c
2t;
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(vi) (Preservation of max) h(t, x; f1 ∨ f2) = h(t, x; f1)∨ h(t, x; f2).
Exercise 6.46. Prove property (i) from the fixed point formula. Prove that properties (ii), (iii),(iv) hold for
TASEP, and therefore for the limiting fixed point.
Properties (v) and (vi) require coupling and we provide their proves in Section 6.7.
6.5. Markov property. The sets Ag =
{
h ∈ UC : h(x) 6 g(x), x ∈ R} with g ∈ LC form a gener-
ating family for the Borel sets B(UC). Hence from (6.25) we can define the fixed point transition
probabilities ph0 (t,Ag), for which we have:
Lemma 6.47. For fixed h0 ∈ UC and t > 0, the measure ph0 (t, ·) is a probability measure on UC.
Sketch of the proof. It is clear from the construction that Ph0(h(t, xi) 6 ai, i = 1, . . . ,n) is non-decreasing
in each ai and is in [0, 1]. We need to show then that this quantity goes to 1 as all ai’s go to
infinity, and to 0 if any ai goes to −∞. The first one is standard, and relies on the inequality
|det(I−K) − 1| 6 ‖K‖1e‖K‖1+1 (with ‖ · ‖1 denoting trace norm). The second limit is in general very
hard to show for a formula given in terms of a Fredholm determinant, but it turns out to be rather
easy in our case, because the multipoint probability is trivially bounded by Ph0(h(t, xi) 6 ai), for any
i. By the skew time reversal symmetry this becomes the probability that the Airy2 process minus a
parabola is bounded everywhere by −h0 + ai, which clearly goes to 0 as ai goes to −∞. 
Theorem 6.48. The KPZ fixed point
(
h(t, ·))t>0 is a (Feller) Markov process taking values in UC.
The proof is based on the fact that h(t, x) is the limit of hε(t, x), which is Markovian. To derive from
this the Markov property of the limit requires some compactness, which in our case is provided by
Theorem 6.51 below.
6.6. Regularity and local Brownian behavior. Up to this point we only know that the fixed point
is in UC, but by the smoothing mechanism inherent to models in the KPZ class one should expect
h(t, ·) to at least be continuous for each fixed t > 0. The next result shows that for every M > 0,
h(t, ·)
∣∣
[−M,M] is Hölder-β for any β < 1/2 with probability 1.
Definition 6.49 (Local Hölder spaces). Let us define the space
C =
{
h: R → [−∞,∞) continuous with h(x) 6 C(1+ |x|) for some C <∞}.
For M > 0 we define the local Hölder norm
(6.50) ‖h‖β,[−M,M] = sup
x1 6=x2∈[−M,M]
|h(x2) − h(x1)|
|x2 − x1|β
and the local Hölder spaces
C
β =
⋂
M∈N
{
h ∈ C : ‖h‖β,[−M,M] <∞}.
The topology on UC, when restricted to C , is the topology of uniform convergence on compact sets.
UC is a Polish space and the spaces Cβ are compact in UC.
Then we can get spatial regularity of the KPZ fixed point.
Theorem 6.51 (Space regularity). Fix t > 0, h0 ∈ UC and initial data h(ε)0 for the TASEP height function
such that hε0 → h0 locally in UC as ε→ 0. Then for each β ∈ (0, 1/2) andM > 0 we have
(6.52) lim
A→∞ limsupε→0 P
(‖hε(t)‖β,[−M,M] > A) = lim
A→∞P
(‖h‖β,[−M,M] > A) = 0.
The proof proceeds through an application of the Kolmogorov continuity theorem, which reduces
regularity to two-point functions, and depends heavily on the representation (7.30) for the two-point
function in terms of path integral kernels. We prefer to skip the details.
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Remark 6.53. Since the theorem shows that this regularity holds uniformly (in ε > 0) for the approx-
imating hε(t, ·)’s, we get the compactness needed for the proof of the Markov property.
Theorem 6.54 (Local Brownian behavior). For any initial condition h0 ∈ UC the KPZ fixed point h is
locally Brownian in space in the sense that for each y ∈ R, the finite dimensional distributions of
b±ε (x) = ε
−1/2
(
h(t, y± εx) − h(t, y))
converge, as ε→ 0, to those of Brownian motions with diffusion coefficient 2.
A very brief sketch of the proof. The proof is based again on the arguments of [26]. One uses (7.30) and
Brownian scale invariance to show that
P
(
h(t, εx1) 6 u+
√
εa1, . . . , h(t, εxn) 6 u+
√
εan
∣∣ h(t, 0) = u) = E(1B(xi)6ai,i=1,...,nφεx,a(u,B(xn))),
for some explicit function φεx,a(u,b). The Brownian motion appears from the product of heat kernels
in (7.30), while φεx,a contains the dependence on everything else in the formula (the Fredholm deter-
minant structure and h0 through the hypo operator K
hypo(h0)
t ). Then one shows that φ
ε
x,a(u,b) goes
to 1 in a suitable sense as ε→ 0. 
Proposition 6.55 (Time regularity). Fix x0 ∈ R and initial data h0 ∈ UC. For t > 0, h(t, x0) is locally
Hölder α in t for any α < 1/3.
The proof uses the variational formula for the fixed point, we sketch it in the next section.
6.7. Variational formulas and the Airy sheet
Definition 6.56 (Airy sheet). The two parameter process
A(x, y) = h(1, y; dx) + (x− y)
2
is called the Airy sheet [12]. Fixing either one of the variables, it is an Airy2 process in the other. We
also write
Aˆ(x, y) = A(x, y) − (x− y)2.
Remark 6.57. The KPZ fixed point inherits from TASEP a canonical coupling between the processes
started with different initial data (using the same ‘noise’). It is this the property that allows us to
define the two-parameter Airy sheet. An annoying difficulty is that we cannot prove that this process
is unique. More precisely, the construction of the Airy sheet in [22] goes through using tightness of
the coupled processes at the TASEP level and taking subsequential limits, and at the present time
there seems to be no way to assure that the limit points are unique. This means that we have actually
constructed ‘an’ Airy sheet, and the statements below should really be interpreted as about any such
limit.
It is natural to wonder whether the fixed point formulas at our disposal determine the joint proba-
bilities P(A(xi, yi) 6 ai, i = 1, . . . ,M) for the Airy sheet. Unfortunately, this is not the case. In fact,
the most we can compute using our formulas is
P
(
Aˆ(x, y) 6 f(x) + g(y), x, y ∈ R) = det(I−Khypo(−g)1 Kepi(f)−1 ).
Suppose we want to compute the two-point distribution for the Airy sheet P(Aˆ(xi, yi) 6 ai, i = 1, 2)
from this. We would need to choose f and g taking two non-infinite values, which yields a formula for
P(Aˆ(xi, yj) 6 f(xi) + g(yj), i, j = 1, 2), and thus we need to take f(x1) + g(y1) = a1, f(x2) + g(y2) = a2
and f(x1) + g(y2) = f(x2) + g(y1) = L with L → ∞. But {f(xi) + g(yj), i, j = 1, 2} only spans a
3-dimensional linear subspace of R4, so this is not possible.
The preservation of max property allows us to write a variational formula for the KPZ fixed point
in terms of the Airy sheet.
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Theorem 6.58 (Airy sheet variational formula). One has the identities
(6.59) h(t, x; h0) = sup
y
{
h(t, x; dy) + h0(y)
} dist
= sup
y
{
t1/3Aˆ(t−2/3x, t−2/3y) + h0(y)
}
.
In particular, the Airy sheet satisfies the semi-group property: If Aˆ1 and Aˆ2 are independent copies and
t1 + t2 = t are all positive, then
sup
z
{
t
1/3
1 Aˆ
1(t
−2/3
1 x, t
−2/3
1 z) + t
1/3
2 Aˆ
2(t
−2/3
2 z, t
−2/3
2 y)
}
dist
= t1/3Aˆ1(t−2/3x, t−2/3y).
Proof. Let hn0 be a sequence of initial conditions taking finite values h
n
0 (y
n
i ) at y
n
i , i = 1, . . . , kn,
and −∞ everywhere else, which converges to h0 in UC as n → ∞. By repeated application of
Proposition 6.45(v) (and the easy fact that h(t, x; h0 + a) = h(t, x; h0) + a for a ∈ R) we get
h(t, x; hn0 ) = sup
i=1,...,kn
{
h(t, x; dyni ) + h
n
0 (y
n
i )
}
,
and taking n → ∞ yields the result (the second equality in (6.59) follows from scaling invariance,
Proposition 6.45). 
One of the interests in this variational formula is that it leads to proofs of properties of the fixed
point, as we already mentioned in earlier sections.
Proof of Proposition 6.45(iv). The fact that the fixed point is invariant under translations of the initial
data is straightforward, so we may assume a = 0. By Theorem 6.58 we have
h(t, x; h0 + cx)
dist
= sup
y
{
t1/3A(t−2/3x, t−2/3y) − t−1(x− y)2 + h0(y) + cy
}
= sup
y
{
t1/3A(t−2/3x, t−2/3(y+ ct/2)) − t−1(x− y)2 + h0(y+ ct/2) + cx+ c
2t/4
}
dist
= sup
y
{
t1/3Aˆ(t−2/3x, t−2/3y) + h0(y+ ct/2) + cx+ c
2t/4
}
= h(t, x; h0(x+ ct/2)) + cx+ c
2t/4. 
Sketch of the proof of Theorem 6.55. Fix α < 1/3 and choose β < 1/2 so that β/(2− β) = α. By the
Markov property it is enough to assume that h0 ∈ Cβ and check the Hölder-α regularity at time 0.
By space regularity of the Airy2 process (proved in [26], but which also follows from Theorem 6.51)
there is an R <∞ a.s. such that |A2(x)| 6 R(1+ |x|β), and making R larger if necessary we may also
assume |h0(x)−h0(x0)| 6 R(|x− x0|
β+ |x− x0|). From the variational formula (6.59), |h(t, x0)−h(0, x0)|
is then bounded by
sup
x∈R
(
R(|x− x0|
β + |x− x0|+ t
1/3+ t(1−2β)/3|x|β) − 1t (x0 − x)
2
)
.
The supremum is attained roughly at x− x0 = t
−η with η such that |x− x0|
β ∼ 1t (x0 − x)
2. Then
η = 1/(2−β) and the supremum is bounded by a constant multiple of tβ/(2−β) = tα, as desired. 
7. The 1:2:3 scaling limit of TASEP
In this section we will prove that for a large class of initial data the growth process of TASEP
converges to the KPZ fixed point defined in Section 6.3. To this end we consider the TASEP particles
to be distributed with a density close to 12 , and take the following scaling of the height function h
from Section 1.1:
(7.1) hε(t, x) = ε1/2
[
h2ε−3/2t(2ε
−1x) + ε−3/2t
]
.
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We will always consider the linear interpolation of hε to make it a continuous function of x ∈ R.
Suppose that we have initial data Xε0 chosen to depend on ε in such a way that
(7.2) h0 = lim
ε→0
hε(0, ·)
in the UC topology. For fixed t > 0, we will prove that the limit
(7.3) h(t, x; h0) = lim
ε→0
hε(t, x)
exists, and take it as our definition of the KPZ fixed point h(t, x; h0). We will often omit h0 from the
notation when it is clear from the context.
Exercise 7.4. For any h0 ∈ UC, we can find initial data Xε0 so that (7.2) holds.
We have the following convergence result for TASEP:
Theorem 7.5. For h0 ∈ UC, let Xε0 be initial data for TASEP such that the corresponding rescaled height
functions hε0 converge to h0 in the UC topology as ε→ 0. Then the limit (7.3) exists (in distribution) locally
in UC and is the KPZ fixed point with initial value h0.
In other words, under the 1:2:3 scaling, as long as the initial data for TASEP converges in UC, the
evolving TASEP height function converges to the KPZ fixed point.
We now sketch the proof. Our goal is to compute Ph0
(
h(t, xi) 6 ai, i = 1, . . . ,M
)
. We chose for
simplicity the frame of reference
(7.6) X−10 (−1) = 1,
i.e. the particle labeled 1 is initially the rightmost in Z<0. Then it follows from (1.2), (7.1) and (7.3)
that the required probability should coincide with the limit as ε→ 0 of
(7.7) PX0
(
X2ε−3/2t(
1
2ε
−3/2t− ε−1xi −
1
2ε
−1/2ai + 1) > 2ε
−1xi − 2, i = 1, . . . ,M
)
.
We therefore want to consider Theorem 5.33 with
(7.8) t = 2ε−3/2t, ni =
1
2ε
−3/2t− ε−1xi −
1
2ε
−1/2ai + 1, ai = 2ε
−1xi − 2.
Remark 7.9. One might worry that the initial data (5.35) is assumed to be right finite. In fact, one
can obtain a formula without this condition, but it is awkward. On the other hand, one could always
cut off the TASEP data far to the right, take the limit, and then remove the cutoff. If we call the
macroscopic position of the cutoff L, this means the cutoff data is Xε,L0 (n) = X
ε
0 (n) if n > −⌊ε−1L⌋
and Xε,L0 (n) = ∞ if n 6 −⌊ε−1L⌋. This corresponds to replacing hε0 (x) by hε,L0 (x) with a straight
line with slope −2ε−1/2 to the right of εXε0 (−⌊ε−1L⌋) ∼ 2L. The question is whether one can justify
the exchange of limits L → ∞ and ε → 0. It turns out not to be a problem because one can use the
exact formula to get uniform bound (in ε, and over initial data in UC with bound C(1+ |x|)) that the
difference of (7.7) computed with initial data Xε0 and with initial data X
ε,L
0 is bounded by Ce
−cL3 .
Lemma 7.10. Under the scaling (7.8) (dropping the i subscripts) and assuming that (7.2) holds, if we set
z = 2ε−1x+ ε−1/2(u+ a) − 2 and y ′ = ε−1/2v, then we have for t > 0, as ε→ 0,
Sε−t,x(v,u) := ε
−1/2S−t,−n(y
′, z) −→ S−t,x(v,u),(7.11)
S¯ε−t,−x(v,u) := ε
−1/2S¯−t,n(y
′, z) −→ S−t,−x(v,u),(7.12)
S¯
ε,epi(−h−0 )
−t,−x (v,u) := ε
−1/2S¯
epi(X0)
−t,n (y
′, z) −→ S¯epi(−h
−
0 )
−t,−x (v,u)(7.13)
pointwise, where h−0 (x) = h0(−x) for x > 0. Here S−t,−n and S¯−t,n are defined in (5.29) and (5.30).
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Proof. Note that from (5.29),(5.30), S¯−t,n(z1, z2) = S−t,−n+1−z1+z2(z2, z1), so (7.12) follows from
(7.11). By changing variables w 7→ 12(1− ε1/2w˜) in (5.29), and using the scaling (7.8), we have
Sε−t,x(u) =
1
2πi
∮
Cε
dw˜ eε
−3/2tFε(ε
1/2w˜,ε1/2xε/t,εuε/t),(7.14)
F(w, x,u) = (arctanhw−w) − x log(1−w2) − u arctanhw(7.15)
where xε = x+ ε
1/2(a− u)/2+ ε/2 and uε = u+ ε
1/2 and Cε is a circle of radius ε
−1/2 centred at
ε−1/2 and arctanhw = 12 [log(1+w) − log(1−w)]. Note that
(7.16) ∂wF(w, x,u) = (w−w+)(w−w−)(1−w
2)−1, w± = x±
√
x2 + u,
From (7.16) it is easy to see that as ε ց 0, ε−3/2tFε(ε1/2w˜, ε1/2xε/t, εuε/t) converges to the corre-
sponding exponent in (6.10) (keeping in mind that S−t,x = (St,x)
∗). Alternatively, one can just use
(7.15) and that for small w, arctanhw−w ∼ w3/3, − log(1−w2) ∼ w2 and arctanhw ∼ w. Deform
Cε to the contour 〈ε ∪ Cπ/3ε where 〈ε is the part of the Airy contour 〈 within the ball of radius ε−1/2
centred at ε−1/2, and C
π/3
ε is the part of Cε to the right of 〈. As ε ց 0, 〈ε→ 〈, so it only remains to
show that the integral over C
π/3
ε converges to 0. To see this note that the real part of the exponent
of the integral over Γ0 in (5.29) is given by ε
−3/2 t
2 [cosθ− 1+ (
1
8 − cε
1/2) log(1− 4(cos θ− 1)] where
w = 12e
iθand c = x/t+ a/2ε1/2 + ε. Using log(1+ x) 6 x for x > 0, this is less than or equal to
ε−3/2 t8 [cosθ − 1] for sufficiently small ε. The w˜ ∈ C
π/3
ε corresponds to θ > π/3, so the exponent
there is less than −ε−3/2κt for some κ > 0. Hence this part of the integral vanishes.
Now define the scaled walk Bε(x) = ε1/2
(
Bε−1x + 2ε
−1x− 1
)
for x ∈ εZ>0, interpolated linearly in
between, and let τε be the hitting time by Bε of epi(−hε(0, ·)−). By Donsker’s invariance principle [3],
Bε converges locally uniformly in distribution to a Brownian motion B(x) with diffusion coefficient
2, and therefore (using convergence of the initial values of TASEP) the hitting time τε converges to
τ as well. 
We will compute next the limit of (7.7) using (5.34) under the scaling (7.8). To this end we change
variables in the kernel as in Lemma 7.10, so that for zi = 2ε
−1xi + ε
−1/2(ui + ai) − 2 we need
to compute the limit of ε−1/2
(
χ¯2ε−1x−2Ktχ¯2ε−1x−2
)
(zi, zj). Note that the change of variables turns
χ¯2ε−1x−2(z) into χ¯−a(u). We have ni < nj for small ε if and only if xj < xi and in this case we have,
under our scaling,
ε−1/2Qnj−ni(zi, zj) −→ e(xi−xj)∂
2
(ui,uj),
as ε→ 0. For the second term in (5.35) we have
(7.17) ε−1/2(St,−ni)
∗S¯t,nj(zi, zj) = ε
−1
∫∞
−∞ dv (S
ε
−t,xi
)∗(ui, ε−1/2v)S¯
ε,epi(−h−0 )
−t,−xj
(ε−1/2v,uj)
−−−→
ε→0
(S−t,xi)
∗S−t,−xj(ui,uj)
(modulo suitable decay of the integrand). Thus we obtain a limiting kernel
(7.18) Klim(xi,ui; xj,uj) = −e
(xi−xj)∂
2
(ui,uj)1{xi>xj} + (S−t,xi)
∗S¯epi(−h
−
0 )
−t,−xj
(ui,uj),
surrounded by projections χ¯−a. Our computations here only give pointwise convergence of the ker-
nels, but they can be upgraded to trace class convergence (see [18]), which thus yields convergence
of the Fredholm determinants.
We prefer the projections χ¯−a which surround (7.18) to read χa, so we change variables ui 7−→ −ui
and replace the Fredholm determinant of the kernel by that of its adjoint to get
det
(
I− χaK
hypo(h0)
t,ext χa
)
with K
hypo(h0)
t,ext (ui,uj) = Klim(xj,−uj; xi,−ui).
The choice of superscript hypo(h0) in the resulting kernel comes from the fact
S¯
epi(−h−0 )
−t,x (v,−u) =
(
S¯
hypo(h−0 )
t,x
)∗
(u,−v),
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which together with S−t,x(−u, v) = (St,x)
∗(−v,u) yield
(7.19) K
hypo(h0)
t,ext = −e
(xj−xi)∂
2
1{xi<xj} + (S¯
hypo(h−0 )
t,−xi
)∗St,xj .
This gives the following one-sided fixed point formula for the limit h:
Theorem 7.20 (One-sided fixed point formula). Let h0 ∈ UC with h0(x) = −∞ for x > 0. Then given
x1 < x2 < · · · < xM and a1, . . . , aM ∈ R, we have
Ph0
(
h(t, x1) 6 a1, . . . , h(t, xM) 6 aM
)
= det
(
I− χaK
hypo(h0)
t,ext χa
)
L2({x1,...,xM}×R)
(7.21)
= det
(
I−K
hypo(h0)
t,xM
+K
hypo(h0)
t,xM
e(x1−xM)∂
2
χ¯a1e
(x2−x1)∂
2
χ¯a2 · · · e(xM−xM−1)∂
2
χ¯aM
)
L2(R)
,(7.22)
with the kernel
(7.23) K
hypo(h0)
t,x (·, ·) = K
hypo(h0)
t,ext (x, ·; x, ·),
where the latter is defined in (7.19).
The second identity in (7.22) can be obtained similarly to (5.39) for the discrete kernels.
Our next goal is to take a continuum limit in the ai’s of the path-integral formula (7.22) on an
interval [−L, L] and then take L→∞. For this we take x1, . . . , xM to be a partition of [−L, L] and take
ai = g(xi). Then taking the limit M→∞ we get as in [27] (and actually dating back to [11])
(7.24) St/2,−Lχ¯g(x1)e
(x2−x1)∂
2
χ¯g(x2) · · · e(xM−xM−1)∂
2
χ¯g(xM)(St/2,−L)
∗ −→ St/2,−LΘ˜g−L,L(St/2,−L)∗,
where
Θ˜
g
ℓ1,ℓ2
(u1,u2) = PB(ℓ1)=u1
(
B(s) 6 g(s) ∀ s ∈ [ℓ1, ℓ2], B(ℓ2) ∈ du2
)
/du2.
When we pass now to the limit L→∞, one can see (at least roughly) that we obtain
St/2,−LΘ˜
g
−L,L(St/2,−L)
∗ −→ I−Kepi(g)
−t/2
.
One can find a rigorous proof of these results in [18]. After taking these limits, the Fredholm
determinant from (7.22) thus converges to
(7.25) det
(
I−K
hypo(h0)
t/2 +K
hypo(h0)
t/2
(
I−K
epi(g)
−t/2
))
= det
(
I−K
hypo(h0)
t/2 K
epi(g)
−t/2
)
,
which is exactly the content of Theorem 7.5.
As in the TASEP case, the kernel in (7.19) can be rewritten (thanks to the analog of (6.15)) as
(7.26) K
hypo(h0)
t,ext (xi, ·; xj, ·) = −e(xj−xi)∂
2
1{xi<xj} + (St,−xi)
∗χ¯h0(0)St,xj + (S¯
hypo(h−0 )
t,−xi
)∗χh0(0)St,xj .
7.1. From one-sided to two-sided formulas. Now we derive the formula for the KPZ fixed point
with general initial data h0 as the L→∞ limit of the formula with initial data
hL0 (x) = h0(x)1{x6L} −∞ · 1{x>L},
which can be obtained from the previous theorem by translation invariance. We then take, in the
next subsection, a continuum limit of the operator e(x1−xM)∂
2
χ¯a1e
(x2−x1)∂
2
χ¯a2 · · · e(xM−xM−1)∂
2
χ¯aM
on the right side of (7.22) to obtain a “hit” operator for the final data as well. The result of all this is
the same as if we started with two-sided data for TASEP.
The shift invariance of TASEP, tells us that h(t, x; hL0 )
dist
= h(t, x− L; θLh
L
0 ), where θL is the shift
operator. Our goal then is to take L → ∞ in the formula given in Theorem 7.20 for h(t, x− L; θLhL0 ).
We get
PθLh0(h(t, x1 − L) 6 a1, . . . , h(t, xM − L) 6 aM) = det
(
I− χaK˜
θLh
L
0
L χa
)
L2({x1,...,xM}×R)
with
(7.27) K˜
θLh
L
0
L (xi, ·; xj, ·) = e(xj−xi)∂
2
1{xi<xj} + e
(xj−xi)∂
2(
S¯
hypo((θLh
L
0 )
−
0 )
t,−xj+L
)∗
St,xj−L.
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Since (θLh
L
0 )
+
0 ≡ −∞, we may rewrite (S¯hypo((θLhL0 )−0 )t,−xj+L )∗St,xj−L as5
I−
(
St,−xj+L − S¯
hypo((θLh
L
0 )
−
0 )
t,−xj+L
)∗(
St,xj−L − S¯
hypo((θLh
L
0 )
+
0 )
t,xj−L
)
= e−xj∂
2
K
hypo(hL0 )
t e
xj∂
2
,
where K
hypo(h0)
t is the kernel defined in (6.21). Note the crucial fact that the right hand side depends
on L only through hL0 (the various shifts by L on the left hand side of (7.1) play no role). It was
shown in [27] that K
hypo(hL0 )
t −→ K
hypo(h0)
t as L→∞. This tells us that the second term on the right
hand side of (7.27) equals e−xi∂
2
K
hypo(hL0 )
t e
xj∂
2
, which converges to e−xi∂
2
K
hypo(h0)
t e
xj∂
2
as L → ∞,
and leads to
Theorem 7.28 (Two-sided fixed point formula). Let h0 ∈ UC and x1 < x2 < · · · < xM. Then for h(t, x)
given as in (7.3),
Ph0
(
h(t, x1) 6 a1, . . . , h(t, xM) 6 aM
)
= det
(
I− χaK
hypo(h0)
t,ext χa
)
L2({x1,...,xM}×R)
(7.29)
= det
(
I−K
hypo(h0)
t,xM
+K
hypo(h0)
t,xM
e(x1−xM)∂
2
χ¯a1e
(x2−x1)∂
2
χ¯a2 · · · e(xM−xM−1)∂
2
χ¯aM
)
L2(R)
(7.30)
where the kernels are as in Theorem 7.20.
7.2. Continuum limit. We turn now to the continuum limit in the ai’s of the path-integral formula
(7.30) on an interval [−R,R] (we will take R→∞ later on). To this end we conjugate the kernel inside
the determinant by St/2,xM , leading to
K˜
h0
t,xM
− K˜
h0
t,xM
[
St/2,x1χ¯a1e
(x2−x1)∂
2
χ¯a2 · · · e(xM−xM−1)∂
2
χ¯aM(St/2,−xM)
∗]
with K˜
h0
t,xM
= St/2,xMK
hypo(h0)
t,xM
(St/2,−xM)
∗ = Khypo(h0)
t/2
(the second equality follows from (6.21)). Now
we take the limit of term in brackets, letting x1, . . . , xM be a partition of [−R,R] and taking M → ∞
with ai = g(xi). As in [11] we have
St/2,−R χ¯g(x1)e
(x2−x1)∂
2
χ¯g(x2) · · · e(xM−xM−1)∂
2
χ¯g(xM)(St/2,−R)
∗ −→ St/2,−R Θ˜g−R,R(St/2,−R)∗,
where Θ˜gℓ1,ℓ2(u1,u2) = PB(ℓ1)=u1
(
B(s) 6 g(s) ∀ s ∈ [ℓ1, ℓ2], B(ℓ2) ∈ du2
)
/du2,
Next we rewrite the probability as
Pℓ1,x1;ℓ2,x2(B(t) 6 g(t) on [ℓ1, ℓ2]) =
∫g(α)
−∞ Pℓ1,x1;ℓ2,x2(B(α) ∈ dy)
×Pℓ1,x1 ;α,y(B(t) < g(t) on [ℓ1,α])Pα,y;ℓ2,x2(B(t) < g(t) on [α, ℓ2]).
The last probability in the above integral can be rewritten as
P0,y;ℓ2−α,x2(B(t) < gα(t) on [0, ℓ2 −α]) = 1−
∫ℓ2−α
0
Py(τg+α ∈ dt)
p(ℓ2−α−t,x2−gα(t))
p(ℓ2−α,x2−y)
.
A similar identity can be written for Pℓ1,x1 ;α,y(B(t) < g(t) on [ℓ1,α]), now using τg−a , which we take
to be independent of τg+α , and going backwards from time α to time ℓ1. Using this and writing
Pℓ1,x1;ℓ2,x2(B(α) ∈ dy) explicitly we find that
Pℓ1,x1;ℓ2,x2(B(t) < g(t) on [ℓ1, ℓ2]) =
∫g(α)
−∞ dy
√
ℓ2−ℓ1
4π(a−ℓ1)(ℓ2−α)
e
−
((ℓ2−α)x1+(α−ℓ1)x2+(ℓ1−ℓ2)y)
2
4(α−ℓ1)(ℓ2−α)(ℓ2−ℓ1)
×
(
1−
∫α−ℓ1
0
Py(τg−α ∈ dt1)
p(α−ℓ1−t1,x1−gα(−t1))
p(α−ℓ1,x1−y)
)
×
(
1−
∫ℓ2−α
0
Py(τg+α ∈ dt2)
p(ℓ2−α−t2,x2−gα(t2))
p(ℓ2−α,x2−y)
)
5At first glance it may look as if the product e−x∂
2
K
hypo(h)
t e
x∂2 makes no sense, because K
hypo(h)
t is given in (6.21) as the
identity minus a certain kernel, and applying ex∂
2
to I is ill-defined for x < 0. However, thanks to the analog of (6.32) below
for K
hypo(h)
t , the action of e
x∂2 on this kernel on the left and right is well defined for any x ∈ R. This also justifies the identity
in (7.1).
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Recalling that in the formula for Θ˜gℓ1,ℓ2(x2 − x1) this probability is premultiplied by p(ℓ2 − ℓ1, x2 −
x1 + ℓ
2
2 − ℓ
2
1) and observing that
p(ℓ2−ℓ1,x2−x1+ℓ
2
2−ℓ
2
1)
p(a−ℓ1,x1−y)p(ℓ2−a,x2−y)
√
ℓ2−ℓ1
4π(a−ℓ1)(ℓ2−a)
e
−
((ℓ2−a)x1+(a−ℓ1)x2+(ℓ1−ℓ2)y)
2
4(a−ℓ1)(ℓ2−a)(ℓ2−ℓ1) = e
1
4 (ℓ
2
1−ℓ
2
2+2x1−2x2)(ℓ1+ℓ2)
we deduce that
Θ˜
g
ℓ1,ℓ2
(x1, x2) = e
1
4 (ℓ
2
1−ℓ
2
2+2x1−2x2)(ℓ1+ℓ2)
×
∫g(α)
−∞ dy
[
p(α− ℓ1, x1 − y) −
∫α−ℓ1
0
dt1 Py(τg−α ∈ dt1)p(α− ℓ1 − t1, x1 − gα(−t1))
]
×
[
p(ℓ2 −α, x2 − y) −
∫ℓ2−α
0
dt2 Py(τg+α ∈ dt2)p(ℓ2 −α− t2, x2 − gα(t2))
]
.
Taking −ℓ1 = ℓ2 = L, we have that for any α ∈ (−L, L) we have
A∗e−L∆Θ˜g−L,Le
−L∆A(λ1, λ2)
=
∫g(α)
−∞ dy
[
A∗eα∆(λ1,y) −
∫α+L
0
dt1 Py(τg−α ∈ dt1)A
∗e(α−t1)∆(λ1, gα(−t1))
]
×
[
e−α∆A(y, λ2) −
∫L−α
0
dt2 Py(τg+α ∈ dt2)e
−(α+t2)∆A(gα(t2), λ2)
]
.
where the Airy transform A, is defined by
(7.31) A(x, λ) = Ai(x− λ).
Now we have St/2,−RΘ˜
g
−R,R(St/2,−R)
∗ −→ I−Kepi(g)
−t/2
as R→ ∞. Our Fredholm determinant is thus
now given by
det
(
I−K
hypo(h0)
t/2
+K
hypo(h0)
t/2
(I−K
epi(g)
−t/2
)
)
= det
(
I−K
hypo(h0)
t/2
K
epi(g)
−t/2
)
.
which is the KPZ fixed point formula.
Exercise 7.32. The Airy transform satisfies AA∗ = I, so that f(x) =
∫∞
−∞ dλAi(x − λ)Af(λ). In other
words, the shifted Airy functions {Ai(x− λ)}λ∈R (which are not in L2(R)) form a generalized orthonormal
basis of L2(R). Thus the Airy kernel KAi(x,y) =
∫0
−∞ dλAi(x − λ)Ai(y − λ) is the projection onto the
subspace spanned by {Ai(x− λ)}λ60). Show
(7.33) KAi = Aχ¯0A
∗,
(7.34) FGUE(r) = det
(
I− χrKAiχr
)
= det
(
I−KAiχrKAi
)
and∗
(7.35) FGOE(4
1/3r) = det
(
I−KAiρrKAi
)
where ρr is the reflection operator
(7.36) ρrf(x) = f(2r− x).
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