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INTERACTING AGENT FEEDBACK FINANCE MODEL
By Biao Wu
McMaster University
We consider a financial market model which consists of a financial
asset and a large number of interacting agents classified into many
types. Different types of agents are heterogeneous in their price ex-
pectations. Each agent can change its type based on the current em-
pirical distribution of the types and the equilibrium price, and the
equilibrium price follows a recursive price mechanism based on the
previous price and the current empirical distribution of the types.
The interaction among the agents, and the interaction between the
agents and the equilibrium price, feedback, are modeled. We analyze
the asymptotic behavior of the empirical distribution of the types and
the equilibrium price when the number of agents goes to infinity. We
give a case study of a simple example, and also investigate the fixed
points of empirical distribution and equilibrium price of the example.
1. Introduction. Stochastic models of interacting systems play an im-
portant role in population biology and statistical physics, c.f. [17] and [3].
In recent years a number of leading thinkers have expressed the need for de-
veloping economic models that incorporate interactions between agents and
evolutionary mechanisms, see [22] and [6]. Agent-based models (ABMs),
which arise from many areas of science and social sciences such as ecology,
artificial intelligence, communication networks, sociology, economics (see [8],
[7], [21], [27]) are the ideal choice to attain this goal. The following features of
ABMs (see [10]) are fundamental. Firstly, precise mathematical formulation
can be described by ABMs, which make clear, quantitative and objective
predictions possible. Secondly, the explanations that link the analysis of the
individual agent level and the analysis of the emergent aggregate level can
be bridged by ABMs.
In this paper we will concentrate on the agent based modeling in a finan-
cial market. At first, we give an account of some aspects of the related works
done by other authors. Black [2] classified traders as information traders and
noise traders. Fo¨llmer and Schweizer [9] considered an interacting agent fi-
nancial model in which they used Black’s classification of traders. They
assumed the number of traders being countable and introduced an individ-
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ual excess demand function which takes a simple log-linear form. Lux (see
[18], [19] and [20]) assumed the number of agents being finite, and divided
the traders into three types: chartists, optimists, and pessimists. In Lux’s
model, the types of traders can be changed probabilistically, according to the
profitability of each type; there are new entrants into the market and exits of
current traders from the market. Horst (see [12], [13], [14] and [15]) consid-
ered the interacting agent models with local and global interactions. Horst
classified the traders into three types: fundamental optimistic traders, fun-
damental pessimistic traders and noise traders. Let A be a countable set of
active agents and An be a sequence of finite sets satisfying limn→∞An = A.
At each period t ≥ 0, each fundamental trader has its mood, e.g., xat = +1
for being optimistic or xat = −1 for being pessimistic. Let C be a fixed set of
individual states, i.e., xat ∈ C for each a ∈ A and t ≥ 0. Let xt = {x
a
t }a∈A.
Horst defined the empirical distribution as follows:
(1.1) ρt = ρ(xt) = lim
n→∞
1
|An|
∑
a∈An
δxat (·).
ρ(xt) is called the mood of the market at time t. The market mood drives
the market price in the following way:
(1.2) pt+1 = G(ρt+1, pt),
where pt is the market price in period t and G is a certain function. Assuming
a simple log-linear structure for the excess demand function, Horst got the
recursive log price formula of the following form: for each period t ≥ 0,
(1.3) log pt+1 = f(ρt+1) log pt + g(ρt+1).
The mood for each individual a ∈ A evolves as follows:
(1.4) pia(x
a
t+1 = s|xt, et+1, ht) = pi(x
a
t+1 = s|x
a
t , et+1, ht),
where s ∈ C, and et+1 ∼ Q(ρ(xt); ·) is the signal of the market mood
ρ(xt) and ht is some (exogenous) economic fundamentals revealed in period
t. Therefore, in Horst’s models, traders can change their types during the
evolution of the models and there are interactions among traders. But there
is no feedback of the price pt on the evolution of individual state, i.e., the
current market price has no impact on the change of types for the next time
period.
As was illustrated above, the empirical distribution of the types of agents
can link the behavior of individual agent level, the emergent laws of aggre-
gate level, and the equilibrium price of certain financial asset. This paper is
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the second attempt of a systematic study of the interacting agent financial
system. Another working paper of the author focuses on the multiagent mod-
els evolving in time-varying and random environment, see [29]. We construct
the interacting agent feedback finance model (IAFFM) by using agent based
modeling. The most general assumptions about the mechanism of IAFFM
are as follows:
1. The time is in nonnegative integer units, denoted by k ≥ 0.
2. There are fixed N ≥ 2 agents in the financial market at all times.
There are no entries of new agents into the market or exits of current
agents from the market.
3. There is a financial asset in certain market whose price SN (k) varies
with time k.
4. Each agent has one and only one internal state from an internal system
with r ≥ 2 states denoted by 1, · · · , r. The internal system does
not change with time k, i.e, at each time period k ≥ 0, there is no
new state added to it and no existing state removed from it. The
agents are classified into r types according to their internal states,
and nN (k) = (nN1 (k), · · · , n
N
r (k)) is the distribution of these agents
among the r types. It follows that nN1 (k) + · · · + n
N
r (k) = N by the
third assumption, and n
N (k)
N
is the empirical distribution of the types
of agents at k ≥ 0.
5. There exists a log price mechanism for the financial asset. Let Z+ =
{0, 1, · · · }, KN = {N
−1α : α ∈ (Z+)
r,
∑r
i=1 αi = N}, and gN be
defined on [0,∞) × KN × R. At time k ≥ 1, q˜
N ( k
N
) = logSN (k)
is determined by q˜N (k−1
N
) and n
N (k)
N
through the following recursive
formula:
(1.5) q˜N (
k
N
) = q˜N (
k − 1
N
) +
1
N
gN (
k
N
,
nN (k)
N
, q˜N (
k − 1
N
)).
6. Assume that PN (·, ·, ·) = (pN,i,j(·, ·, ·))r×r is a deterministic stochastic-
matrix valued function defined on Z+ ×KN ×R which represents the
external environment of the multiagent system.
7. Based on all the information of the agents’ types, the equilibrium prices
of the financial asset, and the external environment up to time k, each
agent has an independent strategy of probabilistically choosing its type
for the next time unit k + 1. The strategy of an agent is realized by
keeping or changing its type. The agents of the same type have a
common strategy. That is to say, from time k to k + 1, the agents of
type i switch to type j with probability pN,i,j(k,
n
N (k)
N
, q˜N ( k
N
)). This
imsart-aap ver. 2005/10/19 file: IAFFM.tex date: September 17, 2018
4 BIAO WU
process of changing types occurs locally among agents of the same
type.
Note that SN and gN depend onN , which means that the price mechanism
does reflect the influence of the size of the market. The gross performance of
an economy consists of an external environment. The economic fundamentals
of the financial asset can be reflected in gN . An example will be given in
Section 4 to illustrate these. The assumptions 1-7 above will be used to
mathematically formulate IAFFM. When we assume that PN (·, ·, ·) or gN
are random, we can construct IAFFM evolving in random environment.
In this paper we will mainly study the asymptotic behaviors of {(n
N ([Nt])
N
,
q˜N ( [Nt]
N
)), t ≥ 0} as N → ∞. One feature of our model is that the transi-
tion structure of the types and log equilibrium price is time-inhomogeneous.
Another feature is that the equilibrium price of the financial asset has feed-
back on the transition of the agent’s types, instead of just being driven by
the empirical distribution of the agents’ types. Therefore, we modeled two
kinds of interactions: the interaction among the agents, and the interaction
between the agents and the equilibrium price.
This paper is organized as follows. In Section 2, we formulate IAFFM and
state the main Theorem (Theorem 2.1). In Section 3, we give a complete case
study of a simple IAFFM example. We make assumptions for this example,
verify its conditions required by Theorem 2.1, and discuss its fixed point
problem. We also make connections with the classical stock price formula
for this example. In Section 4, we give the proof of Theorem 2.1. In Appendix
A, B, and C, we give the proof of Lemmas 3.1, 4.2, and 4.3, respectively.
2. Formulation of IAFFM and Main Theorem. Let R+ = [0,∞)
and K = {α : α ∈ (R+)
r,
∑r
i=1 αi = 1}.
Condition 2.1. A(t,x, q) = (ai,j(t,x, q))r×r is a r × r matrix-valued
ca`dla`g function on [0,∞)×K×R, which satisfies the conditions as follows:
for each (x, q) ∈ K ×R,
1) A(·,x, q) ∈ DRr×r [0,∞);
2) A(t,x, q)e = 0r×1 for t ≥ 0, where e = [1, · · · , 1]
′;
3) ai,j(t,x, q) ≥ 0 for t ≥ 0, and 1 ≤ i, j ≤ r, i 6= j.
Condition 2.2. For each N ≥ 1, AN (t,x, q) = (aN,i,j(t,x, q))r×r is a
r×r matrix-valued function on [0,∞)×KN×R, which satisfies the following
slightly different conditions: for each (x, q) ∈ KN ×R,
1) AN (·,x, q) ∈ DRr×r [0,∞);
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2) AN (t,x, q)e = 0r×1, t ≥ 0;
3) aN,i,j(t,x, q) ≥ 0 for t ≥ 0 and 1 ≤ i, j ≤ r, i 6= j.
4) AN (t,x, q) is a constant on t ∈ [
k
N
, k+1
N
) for k ≥ 0.
Next, we specify the functions which are related to the log price mecha-
nism. For each N ≥ 1, we have defined gN (t,x, q) on [0,∞) ×KN ×R. We
also define a real valued function g(t,x, q) on [0,∞) ×K × R. We are only
concerned with functions which are ‘linearly’ growing in q, i.e.
g(t,x, q) = ϕ(t,x, q)q + ψ(t,x, q),(2.1)
gN (t,x, q) = ϕN (t,x, q)q + ψN (t,x, q),(2.2)
where ϕ(t,x, q) and ψ(t,x, q) are functions on [0,∞)×K×R, and ϕN (t,x, q)
and ψN (t,x, q) are functions on [0,∞) ×KN ×R.
Let XN (t) = n
N ([Nt])
N
, qN (t) = q˜N ( [Nt]
N
) and YN(t) = (XN (t), qN (t)).
(1.5) represented by the new notations is for t ≥ 1
N
,
(2.3) qN (t) = qN (t−
1
N
) +
1
N
gN (
[Nt]
N
,XN (t), qN (t−
1
N
)).
Now we formulate the transition structure of IAFFM as follows. For k ≥ 0,
(x, q) ∈ KN ×R, let
(2.4) PN [k,x, q] = I +
1
N
AN (
k
N
,x, q),
where I is the identity matrix of order r. For each fixed k ≥ 0, (x, q) ∈
KN ×R, PN [k,x, q] is a stochastic matrix for large enough N . Assume that
nN (0) and q˜N (0) are given. We define the time inhomogeneous Markov chain
{(nN (k), q˜N ( k
N
))}∞k=0 by mathematical induction. Assume that for k ≥ 0,
(nN (k), q˜N ( k
N
)) is defined or given, we want to define (nN (k+1), q˜N (k+1
N
)).
By the assumption 7 in Section 1, for 1 ≤ i ≤ r, each agent of type i can
change its type to j, with probability pN,i,j(k,X
N ( k
N
), q˜N ( k
N
)) (1 ≤ j ≤ r).
Since the nNi (k) agents of type i independently make their transitions, the
distribution of these nNi (k) agents among the r types at time k + 1 is a
random vector denoted by ΞN,k,i = (ξN,k,i,1, · · · , ξN,k,i,r) on some probability
space, which satisfies
(2.5) ΞN,k,i ∼ multinomial
(
nNi (k), PN,i·[k,X
N (
k
N
), q˜N (
k
N
)]
)
,
where PN,i·[k,X
N ( k
N
), q˜N ( k
N
)] is the i-th row of matrix PN [k,X
N ( k
N
), q˜N ( k
N
)].
Since the agents with different type change their types independently,ΞN,k,1,
· · · , ΞN,k,r are independent. Then, we define
(2.6) nN (k + 1) ≡ ΞN,k,1 + · · ·+ΞN,k,r,
imsart-aap ver. 2005/10/19 file: IAFFM.tex date: September 17, 2018
6 BIAO WU
and q˜N (k+1
N
) by formula (1.5).
For eachN ≥ 1, we define the transition operators of {(XN ( k
N
), q˜N ( k
N
)), k ≥
0} as follows: for each k ≥ 0 and f ∈ C¯(KN × R), the set of bounded con-
tinuous function on KN ×R, for (x, q) ∈ KN ×R,
(2.7)
SN,kf(x, q) = E[f(X
N (
k + 1
N
), q˜N (
k + 1
N
))|XN (
k
N
) = x, q˜N (
k
N
) = q].
We expect that the transpose Y′ of any limit Y of YN is a solution of
the following differential equations:
dx(t)
dt
= A(t,x(t), q(t))′x(t),(2.8)
dq(t)
dt
= g(t,x(t), q(t)),(2.9)
which satisfy the initial conditions x(0) = X(0)′ and q(0) = Q(0).
Let K×R be the state space for the limit process and denote by C¯(K×R)
the set of bounded continuous functions on K × R, and define Cc(K × R),
C1c (K ×R), C
2
c (K ×R) by
(2.10) Cc(K ×R) = {f ∈ C¯(K ×R), f has compact support on K ×R},
(2.11)
C1c (K ×R) = {f ∈ Cc(K ×R),
∂f
∂x
and
∂f
∂q
are continuous on K ×R},
(2.12)
C2c (K×R) = {f ∈ C
1
c (K×R),
∂2f
∂x2
,
∂2f
∂x∂q
, and
∂2f
∂q2
are continuous on K×R}.
We define the time-dependent generator {GA(s), 0 ≤ s <∞} on C
1
c (K×R):
for each f ∈ C1c (K ×R), and s ≥ 0,
(2.13) GA(s)f(x, q) = xA(s,x, q)
∂f
∂x
′
+ g(s,x, q)
∂f
∂q
, (x, q) ∈ K ×R.
D(GA) = C
1
c (K × R) is the common domain of the generator {GA(s), 0 ≤
s <∞}, and D = C2c (K ×R), is a subalgebra contained in D(GA).
Condition 2.3. For each f ∈ C2c (K × R) and T > 0 there exist mea-
surable sets {FN} ⊂ R such that
lim
N→∞
sup
q∈FN
sup
x∈KN
dU (AN (·,x, q), A(·,x, q)) = 0,(2.14)
lim
N→∞
P{qN (t) ∈ FN , 0 ≤ t ≤ T} = 1,(2.15)
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where dU is the uniform metric on DRr×r [0,∞) defined by
dU (u,v) =
∫ ∞
0
e−s sup
0≤t≤s
[‖u(t)− v(t)‖r ∧ 1]ds, u, v ∈ DRr×r [0,∞),
and ‖ · ‖ is the matrix norm.
Condition 2.4. For any T > 0,
lim
N→∞
sup
0≤t≤T
sup
(x,q)∈KN×R
|ϕN (t,x, q)− ϕ(t,x, q)| = 0,(2.16)
lim
N→∞
sup
0≤t≤T
sup
(x,q)∈KN×R
|ψN (t,x, q)− ψ(t,x, q)| = 0.(2.17)
Condition 2.5. For any compact subset K˜ of K ×R, there exist C > 0
and λ > 0, such that A(t,x, q), ϕ(t,x, q) and ψ(t,x, q) satisfy that
sup
(x,q)∈K˜
‖A(t,x, q)‖ ≤Ceλt,(2.18)
sup
(x,q)∈K˜
|ϕ(t,x, q)| ≤Ceλt,(2.19)
sup
(x,q)∈K˜
|ψ(t,x, q)| ≤Ceλt.(2.20)
We introduce the following notations:
bi(t,y) =
r∑
j=1
xjaji(t,y), 1 ≤ i ≤ r, and y = (x, q)(2.21)
br+1(t,y) = g(t,y),(2.22)
(2.23)
b(t,y) = (b1(t,y), · · · , br+1(t,y)) and bˆ(t,y) = (b1(t,y), · · · , br(t,y)).
It is clear that (2.8) and (2.9) with the initial conditions x(0) = X(0) and
q(0) = Q(0) are equivalent to the integral equations
(2.24) y(t) = y(0) +
∫ t
0
b(s,y(s))′ds, t ≥ 0
or
x(t) = x(0)′ +
∫ t
0
bˆ(s,x(s), q(s))′ds,(2.25)
q(t) = q(0) +
∫ t
0
g(s,x(s), q(s))ds.(2.26)
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where y(0) = (x(0), q(0)). (2.25) and (2.26) are nonlinear Volterra equations
of the second kind.
(2.25) and (2.26) are assumed to satisfy the semi-Lipschitz conditions,
which are guaranteed by the following condition. The definition and property
of semi-Lipschitz condition are included in Section 4.
Condition 2.6. For any T > 0, there exists a nonnegative L2([0, T ], R)
function CT (t), such that for any 0 ≤ t ≤ T and y1 = (x1, q1),y2 =
(x2, q2) ∈ K ×R,
(2.27) ‖bˆ(t,y1)− bˆ(t,y2)‖ ≤ CT (t)‖y1 − y2‖.
g satisfies that for fixed T > 0 and any K-valued continuous function x(t)
on [0, T ], (2.26) determines a unique solution qx(t) on [0, T ], and for any
two solutions (x(t), qx(t)), (x˜(t), qx˜(t)) of (2.25) and (2.26) on [0, T ], there
exists a nonnegative measurable function B(s) on [0, T ], such that qx(t) and
qx˜(t) satisfy
(2.28)
∫ s
0
(qx(t)− qx˜(t))
2dt ≤ B(s)
∫ s
0
‖x(t)− x˜(t)‖2dt for 0 ≤ s ≤ T
and
(2.29)
∫ T
0
[
∫ s
0
CT (t)
2dt(1 +B(s))]ds <∞.
Theorem 2.1. Assume that A(t,x, q) = (ai,j(t,x, q))r×r satisfies the
condition 2.1 and {AN (t,x, q) = (aN,i,j(t,x, q))r×r} satisfies the condition
2.2. Assume that g(t,x, q) and {gN (t,x, q)} satisfy (2.1) and (2.2). Assume
that ϕ, ψ, ∂ϕ
∂x
, ∂ψ
∂x
are continuous. Assume that the condition 2.3 holds for
{AN} {q
N}, and A, and the condition 2.4 holds for {ϕN}, ϕ and {ψN}, ψ.
Assume that A(t,x, q), ϕ(t,x, q) and ψ(t,x, q) satisfy the condition 2.5 and
are bounded on [0, T ]×K ×R for any T > 0. Define b(t,y) and bˆ(t,y) by
(2.21), (2.22) and (2.23). Assume that either b(t,y) satisfies the Lipschitz
condition or the condition 2.6 holds for (2.25) and (2.26). Suppose that
P (YN (0))−1 ⇒ µ for some µ ∈ P(K × R), then there exists on some
probability space (Ω,F , P ) a stochastic process Y satisfying P (Y(0))−1 =
µ, which is the unique solution of the CK×R[0,∞)-martingale problem for
(GA, µ) restricted to C
2
c (K×R) and for P -a.s. ω ∈ Ω, Y(t, ω)
′ is the unique
solution of the integral equations (2.25) and (2.26), such that YN ⇒ Y.
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3. Case Study of a Simple Example.
3.1. A simple example of IAFFM. There are N agents in a financial
market which consist of fundamentalists, optimists, and pessimists, see [20].
At each time k ≥ 0, the number of fundamentalists, optimists and pessimists
are nN1 (k), n
N
2 (k), and n
N
3 (k) respectively. This interacting agent system is
closed, i.e., there are no new entrants into the market or quits of current
traders from the market. Therefore nN1 (k) + n
N
2 (k) + n
N
3 (k) = N for all
k ≥ 0, and nN (k) = (nN1 (k), n
N
2 (k), n
N
3 (k)) is the vector of types.
Each type of agents have their own excess demand functions. The excess
demand functions have the form of Fo¨llmer and Schweizer, see [9]. Assume
that there exists a probability space (Ω,F , P ). At time unit k ≥ 1, for each
ω ∈ Ω, and a proposed price p, each agent a has an excess demand function
eNa (k, p, ω) which is given by
(3.1) eNa (k, p, ω) = α
N
a (
k
N
,ω) log(SˆNa,k(ω)/p) +
δNa (
k
N
, ω)
N
.
Here δNa (
k
N
, ω) can be viewed as the total liquidity demand observed by
agent a at time k ≥ 0 and
δNa (
k
N
,ω)
N
is the average liquidity demand, and
SˆNa,k(ω) denotes an individual reference level of agent a at time k. The time
scale for αNa and δ
N
a is of
1
N
, instead of 1.
Denote the individual reference level SˆNa,k(ω), the coefficients α
N
a (
k
N
, ω)
and δNa (
k
N
, ω) for fundamentalist, optimist, and pessimist by SˆNi (k, ω), α
N
i (
k
N
, ω)
and δNi (
k
N
, ω) (1 ≤ i ≤ 3) respectively. We assume individual reference levels
as follows:
log SˆN1 (k, ω) = log SN (k − 1) +
βN1 (
k
N
, ω)
N
(logSN (k − 1)− log F
N (
k
N
,ω)),
(3.2)
log SˆN2 (k, ω) = log SN (k − 1) + β
N
2 (
k
N
,ω)(log SN (k − 1)− log p),
(3.3)
log SˆN3 (k, ω) = log SN (k − 1) + β
N
3 (
k
N
,ω)(log SN (k − 1)− log p),
(3.4)
where random coefficients βNi (
k
N
, ω) ≤ 0 (1 ≤ i ≤ 3), FN ( k
N
, ω) is the fun-
damental value of the asset at time k. Note that only βN1 (
k
N
, ω) in the fun-
damentalists’ reference level is divided by N , the market size of the agents.
One reasonable explanation for it is that fundamentalists know the evolution
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of fundamental value FN ( k
N
, ω) of the asset, they value less in their excess
demand functions the difference between log SN (k − 1) and log F
N ( k
N
, ω).
Note also that the time scale for βN1 , β
N
2 , β
N
3 and log F
N is also of 1
N
.
For each k ≥ 1, if we assume the price SN (k − 1) and n
N (k) are known,
then the equilibrium log price log SN (k) is determined by the market clearing
condition of zero excess demand:
(3.5)
∑
a
eNa (k, SN (k), ω) = 0,
i.e.,
(3.6)
3∑
i=1
nNi (k)
[
αNi (
k
N
)(log SˆNi (k)− log SN (k)) +
δNi (
k
N
)
N
]
= 0.
We have omitted ω in the random variables in the above equation and in the
rest of this subsection. Substituting (3.2), (3.3), (3.4) into (3.6), and solving
for log p as logSN (k), we get
(3.7)
log SN (k)− log SN (k − 1)
=
1
N
·
nN1 (k)α
N
1 (
k
N
)βN1 (
k
N
)(log SN (k − 1)− log F
N ( k
N
))
nN1 (k)α
N
1 (
k
N
) + nN2 (k)α
N
2 (
k
N
)(1 + βN2 (
k
N
)) + nN3 (k)α
N
3 (
k
N
)(1 + βN3 (
k
N
))
+
1
N
·
nN1 (k)δ
N
1 (
k
N
) + nN2 (k)δ
N
2 (
k
N
) + nN3 (k)δ
N
3 (
k
N
)
nN1 (k)α
N
1 (
k
N
) + nN2 (k)α
N
2 (
k
N
)(1 + βN2 (
k
N
)) + nN3 (k)α
N
3 (
k
N
)(1 + βN3 (
k
N
))
.
(3.7) is a recursive log price formula.
Let K3N = {N
−1x : x ∈ (Z+)
3,
∑3
i=1 xi = N}. Define gN on [0,∞)×K
3
N×
R as follows:
(3.8)
gN (t,x, q) =
x1α
N
1 (t)β
N
1 (t)q
x1αN1 (t) + x2α
N
2 (t)(1 + β
N
2 (t)) + x3α
N
3 (t)(1 + β
N
3 (t))
+
x1δ
N
1 (t) + x2δ
N
2 (t) + x3δ
N
3 (t)− x1α
N
1 (t)β
N
1 (t) log F
N (t)
x1αN1 (t) + x2α
N
2 (t)(1 + β
N
2 (t)) + x3α
N
3 (t)(1 + β
N
3 (t))
.
Then (3.7) can be represented by gN (t,x, q) as
(3.9) logSN (k) = log SN (k − 1) +
1
N
gN (
k
N
,
nN (k)
N
, log SN (k − 1)).
Note that gN (t,x, q) defined by (3.8) is a random function. We have actually
made preparations for the IAFFM evolving in a random environment.
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We also define AN (t,x, q) = (aN,i,j(t,x, q))3×3 on [0,∞) × K
3
N × R sat-
isfying the Condition 2.2. Then we can specify the transition structure for
{(nN (k), log SN (k))}
∞
k=0 same way as that in Section 2.
In this example, αNi , β
N
i , δ
N
i (1 ≤ i ≤ 3), and F
N consist of the external
environment of the interacting agent financial system. FN is the economic
fundamental of the financial asset.
3.2. Assumptions and verifications of the example. In this subsection,
we make assumptions for the example and verify the conditions of Theorem
2.1 for this example.
Assume that αNi (t), β
N
i (t), and δ
N
i (t) for 1 ≤ i ≤ 3 and logF
N (t) are real
valued functions defined on [0,∞). Assume also that for any x ∈ K3N and
t ≥ 0, x1α
N
1 (t)+x2α
N
2 (t)(1+β
N
2 (t))+x3α
N
3 (t)(1+β
N
3 (t)) 6= 0, which justify
the definition of gN in (3.8). Then we can define real valued functions ϕN ,
ψN on [0,∞) ×K
3
N as follows:
(3.10) ϕN (t,x) =
x1α
N
1 (t)β
N
1 (t)
x1αN1 (t) + x2α
N
2 (t)(1 + β
N
2 (t)) + x3α
N
3 (t)(1 + β
N
3 (t))
,
(3.11)
ψN (t,x) =
x1δ
N
1 (t) + x2δ
N
2 (t) + x3δ
N
3 (t)− x1α
N
1 (t)β
N
1 (t) log F
N (t)
x1αN1 (t) + x2α
N
2 (t)(1 + β
N
2 (t)) + x3α
N
3 (t)(1 + β
N
3 (t))
.
gN , ϕN and ψN so defined satisfy the relation (2.2).
Now we make the general assumptions which justify the description of
the limit process {y(t) = (x(t), q(t)), 0 ≤ t <∞}.
Let K3 = {x : x ∈ (R+)
3,
∑3
i=1 xi = 1}. Let αi(t), βi(t), δi(t) (1 ≤ i ≤
3), and F (t) are continuous real valued functions defined on [0,∞), where
F (t) > 0 for each t ≥ 0. For any x ∈ K3 and t ≥ 0, x1α1(t) + x2α2(t)(1 +
β2(t)) + x3α3(t)(1 + β3(t)) 6= 0. αi(t) and βi(t) (1 ≤ i ≤ 3) are bounded on
[0,∞). There exist constants C > 0 and λ > 0 such that for t ∈ [0,∞),
(3.12) |δi(t)| ≤ Ce
λt for 1 ≤ i ≤ 3 and | log F (t)| ≤ Ceλt.
A(t,x, q) satisfies the Condition 2.1 and is bounded on [0, T ] ×K3 × R for
any T > 0. For any compact subset Kˆ of R, there exist C > 0 and λ > 0
such that for any t ≥ 0,
(3.13) sup
(x,q)∈K3×Kˆ
‖A(t,x, q)‖ ≤ Ceλt.
A(t,y) also satisfies the Lipschitz condition.
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Based on the above assumptions, we can define real valued functions g,
ϕ, ψ on [0,∞) ×K3 ×R as follows:
(3.14)
g(t,x, q) =
x1α1(t)β1(t)q
x1α1(t) + x2α2(t)(1 + β2(t)) + x3α3(t)(1 + β3(t))
+
x1δ1(t) + x2δ2(t) + x3δ3(t)− x1α1(t)β1(t) log F (t)
x1α1(t) + x2α2(t)(1 + β2(t)) + x3α3(t)(1 + β3(t))
.
(3.15) ϕ(t,x) =
x1α1(t)β1(t)
x1α1(t) + x2α2(t)(1 + β2(t)) + x3α3(t)(1 + β3(t))
,
(3.16) ψ(t,x) =
x1δ1(t) + x2δ2(t) + x3δ3(t)− x1α1(t)β1(t) log F (t)
x1α1(t) + x2α2(t)(1 + β2(t)) + x3α3(t)(1 + β3(t))
.
Then g, ϕ and ψ satisfy the relation (2.1).
Remark 3.1. We make the following immediate comments based on the
above general assumptions.
(1) (3.13) implies that (2.18) holds for A(t,x, q). 3.12 implies that (2.19)
holds for ϕ and (2.20) holds for ψ. Therefore, the Condition 2.5 holds.
As a result, ϕ(t,x) and ψ(t,x) are bounded for (t,x, q) ∈ [0, T ]×K3×R
for any T > 0, viewing q as a dummy variable of ϕ(t,x) and ψ(t,x).
(2) The boundedness of αi(t) (1 ≤ i ≤ 3) on [0,∞) is just assumed for
convenience, since the numerators and denominators of g, ϕ, and ψ
are linear in αi (1 ≤ i ≤ r).
(3) (2.26) is equivalent to
(3.17)
dq(t)
dt
= g(t,x(t), q(t))
with initial condition q(0) = y4(0). By the form of g, fix T > 0, we
know that for any given K3 valued function x(t) on [0, T ] , there exists
a unique solution qx(t) of (3.17) on [0, T ].
(4) By Remark 4.2, bˆ(t,y) = xA(t,y) satisfies the Lipschitz condition since
A(t,y) is bounded on [0, T ]×K3 ×R for any T > 0.
We prove in the next lemma that (2.28) and (2.29) are satisfied and it
follows the uniqueness of the CK3×R[0,∞)-martingale problem for (GA, µ).
Lemma 3.1. Make the general assumptions on αi(t), βi(t), and δi(t)
(1 ≤ i ≤ 3), F (t) and A(t,x, q) above. Then for fixed T > 0 and any two
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solutions (x(t), qx(t)), (x˜(t), qx˜(t)) of (2.25) and (2.26) on [0, T ], there exists
M > 0, such that qx(t) and qx˜(t) satisfy
(3.18)
∫ s
0
(qx(t)− qx˜(t))
2dt ≤M
∫ s
0
‖x(t) − x˜(t)‖2dt for 0 ≤ s ≤ T.
We conclude that the CK3×R[0,∞)-martingale problem for (GA, µ) restricted
to C2c (K
3 ×R) has at most one solution.
We give in the next corollary the conditions which can guarantee the weak
convergence of {YN (t), 0 ≤ t <∞} to {y(t), 0 ≤ t <∞}.
Corollary 3.1. In addition to the general assumptions, we assume that
{ϕN}, ϕ and {ψN}, ψ satisfy that for any T > 0,
lim
N→∞
sup
0≤t≤T
sup
x∈K3
N
|ϕN (t,x)− ϕ(t,x)| = 0,(3.19)
lim
N→∞
sup
0≤t≤T
sup
x∈K3
N
|ψN (t,x) − ψ(t,x)| = 0.(3.20)
Suppose that
(3.21) lim
N→∞
sup
q∈R
sup
x∈K3
N
dU (AN (·,x, q), A(·,x, q)) = 0
and that P (YN (0))−1 ⇒ µ for some µ ∈ P(K3 × R), then there ex-
ists on some probability space (Ω,F , P ) a stochastic process Y satisfying
P (Y(0))−1 = µ, which is the unique solution of the CK3×R[0,∞)-martingale
problem for (GA, µ) restricted to C
2
c (K
3×R) and for P -a.s. ω ∈ Ω, Y(t, ω)′
is the unique solution of (2.25) and (2.26), such that YN ⇒ Y.
Proof. Note that (3.19) and (3.20) imply the Condition 2.4, and (3.21)
implies the Condition 2.3.
Remark 3.2. The conditions in (3.19) and (3.20) are very general. One
sufficient condition to guarantee (3.19) and (3.20) is to assume that for any
T > 0, αNi (t), β
N
i (t), δ
N
i (t) (1 ≤ i ≤ 3), and F
N (t) converges uniformly to
αi(t), βi(t), δi(t), and F (t) on [0, T ].
3.3. Fixed points of the example. In this subsection, we consider the fixed
point problem for the example. Make assumptions for A(x, q) = (aij(x, q))3×3
as follows: for each (x, q) ∈ K3 ×R,
1) A(x, q)e = 03×1, where e = [1, 1, 1]
′;
2) 0 ≤ aij(x, q) ≤ 1, for 1 ≤ i, j ≤ 3, i 6= j;
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3) 1−
∑
j 6=i aij(x, q) ≥ 0 for 1 ≤ i ≤ 3.
The above assumptions imply that for each (x, q) ∈ K3×R, E3+A(x, q) is a
stochastic matrix. Assume also that A(x, q) satisfies the Lipschitz condition
and is bounded onK3×R. Then all the conditions related to A(x, q) required
by Lemma 3.1 are satisfied, if viewing A(x, q) as a matrix-valued function
on [0,∞)×K3 ×R.
Next, we assume that in (3.15) and (3.16), αi(t), βi(t), and δi(t) (1 ≤ i ≤
3) and logF (t) are constants which are denoted by αi, βi, δi (1 ≤ i ≤ 3) and
log F . Assume also that for any x ∈ K3, x1α1+x2α2(1+β2)+x3α3(1+β3) 6=
0. Then all the conditions related to ϕ(x), ψ(x) and g(x, q) required by
Lemma 3.1 are satisfied.
To get the fixed points of the following system,
dx(t)
dt
= A(x(t), q(t))′x(t),(3.22)
dq(t)
dt
= g(x(t), q(t)),(3.23)
we need to solve the following equations:
A(x, q)′x = 0,(3.24)
g(x, q) = 0.(3.25)
Note that we use x ∈ K3 as a column vector.
At first, we assume that α1 6= 0, β1 6= 0, δ2δ3 > 0. We know that g(x, q)
is of the following form:
(3.26)
g(x, q) =
x1α1β1q
x1α1 + x2α2(1 + β2) + x3α3(1 + β3)
+
x1δ1 + x2δ2 + x3δ3 − x1α1β1 log F
x1α1 + x2α2(1 + β2) + x3α3(1 + β3)
.
Then (3.25) implies that for x ∈ K3 with x1 6= 0, we have
(3.27) qx =
x1α1β1 logF − x1δ1 − x2δ2 − x3δ3
x1α1β1
.
Note that for any x ∈ K3 with x1 = 0, (3.25) implies that x2 = x3 = 0 by
the assumption δ2δ3 > 0, which contradicts with x1+x2+x3 = 1. Therefore,
any x ∈ K3 with x1 = 0 does not solve (3.25).
(3.27) defines a function qx: K
3 \ {x ∈ K3, x1 = 0} 7→ R. It is clear that
for any x˜ ∈ {x ∈ K3, x1 = 0}, limx1 6=0,x→x˜ qx =∞ or −∞. We can actually
define qx: K
3 7→ R
⋃
{−∞,∞}, where for x˜ ∈ {x ∈ K3, x1 = 0},
(3.28) qx˜ = lim
x1 6=0,x→x˜
qx.
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The function qx with the extended definition is a continuous function on
K3.
Since A(x, q) satisfies the Lipschitz condition, A(x, q) is a continuous
function on K3 × R. We make more assumptions on A(x, q), such that we
can extend A(x, q) to K3 × (R
⋃
{−∞,∞}). Assume that for any x˜ ∈ K3,
limx→x˜,q→±∞A(x, q) exists. Then we can extend A(x, q) toK
3×(R
⋃
{−∞,∞})
by defining
(3.29) A(x˜,±∞) = lim
x→x˜,q→±∞
A(x, q),
where x˜ ∈ K3. The extended function A(x, q) is continuous onK3×(R
⋃
{−∞,∞}).
Define for x ∈ K3,
(3.30) T (x) = A(x, qx)
′x+ x.
Since E3 + A(x, qx) is a stochastic matrix, T (x) is a map from K
3 to K3.
Since qx is a continuous function from K
3 to R
⋃
{−∞,∞} and A(x, q) is a
continuous function from K3 × (R
⋃
{−∞,∞}) to R3×3, we have that T (x)
is a continuous map from K3 to K3. By Brouwer’s fixed point theorem [24],
there exists fixed points x0 ∈ K3 such that T (x0) = x0. It then follows that
(3.31) A(x0, qx0)
′x0 = 0.
The fixed point of this example might be unique.
We have to make further assumptions on A(x, q) to exclude the case
x01 = 0. Each condition as follows guarantees x
0
1 > 0: for arbitrary x˜ ∈ {x ∈
K3, x1 = 0},
1. a21(x˜,±∞) > 0 and a31(x˜,±∞) > 0;
2. a21(x˜,±∞) > 0 and a32(x˜,±∞) > 0;
3. a31(x˜,±∞) > 0 and a23(x˜,±∞) > 0.
The fixed point x0 determined by (3.30) with x01 > 0 satisfies that (x
0, qx0)
is the solution of the system (3.24) and (3.25), i.e. (x0, qx0) is the fixed point
of (3.22) and (3.23).
Remark 3.3. The set of fixed points is a subset of the set {(x, q),x ∈
K3, x1α1 +
∑3
i=2 xiαi(1 + βi) = 0, x1α1β1(q − log F ) +
∑3
i=1 xiδi = 0}. The
latter set contains the stationary solutions or explosive solutions of our fi-
nancial system.
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3.4. Connection with classical stock price formula. We make the same
assumptions on αNi (t), β
N
i (t), αi(t) and βi(t) (1 ≤ i ≤ 3) as those in
subsection 3.2. But we assume that δNi (t), (1 ≤ i ≤ 3), F
N (t) defined
on some probability space (ΩN ,FN , PN ), with sample pathes satisfying
the conditions in subsection 3.2 PN -a.s.; and that δi(t) (1 ≤ i ≤ 3) are
Brownian motions, and F (t) is a geometric Brownian motion. Assume that
(δN1 , δ
N
2 , δ
N
3 , F
N )⇒ (δ1, δ2, δ3, F ) in the sense of weak convergence. Assume
also all other conditions for AN (t,x, q) and A(t,x, q) used in subsection 3.2.
Remark 3.4. Duffie and Protter (see [4]) justified the weak convergence
of properly scaled liquidity demand to Brownian motions. It is also usual to
assume the fundamental value of a financial asset to be a geometric Brow-
nian motion. The liquidity demands δi(t) (1 ≤ i ≤ 3) and the fundamental
value F (t) constitute the random environment for the limit process Y .
We can follow the procedures in subsection 3.1 and 3.2 to define {YN (t, ωN ),
0 ≤ t <∞} and determine {Y(t, ω), 0 ≤ t <∞}. As to the determination of
{Y(t, ω), 0 ≤ t <∞} by the nonlinear Volterra Equations of the second kind,
we note that the Brownian paths δi(t, ω) (1 ≤ i ≤ 3) and logF (t, ω) sat-
isfy (3.12) almost surely by the Law of the iterated logarithm. Then we can
prove that (δN1 , δ
N
2 , δ
N
3 , F
N ,YN ) ⇒ (δ1, δ2, δ3, F,Y), see the method used
in [29]. As usual, the Skorohod Representation theorem is the basic tool to
establish this result. Therefore, without loss of generality, we can assume
that (δN1 , δ
N
2 , δ
N
3 , F
N ) and (δ1, δ2, δ3, F ) are defined in the same probabil-
ity space (Ω,F , P ) and (δN1 , δ
N
2 , δ
N
3 , F
N ) converges to (δ1, δ2, δ3, F ) almost
surely. Note that for 1 ≤ i ≤ 3, limN→∞ d(δ
N
i (ω), δi(ω)) = 0 implies that
limN→∞ dU (δ
N
i (ω), δi(ω)) = 0 and hence δ
N
i (ω) converges to δi(ω) uniformly
on [0, T ] for any T > 0. Same thing holds for FN (ω) and F (ω). Then we
actually assumed or verified all the conditions required by Remark 3.2.
Note that the log price function q(t) in random environment is determined
pathwisely by the nonlinear Volterra Equations of the second kind. That is
say, P -a.s for any sample point ω ∈ Ω, the nonlinear Volterra Equations
of the second kind determines a unique log price function q(t, ω) on [0,∞).
This is similar to the classical assumption of the stock price formula which
was suggested by Samuelson [23] in 1964: log St = µt + σWt, where Wt
is a Brownian motion. Therefore, the interacting agent feedback financial
system in random environment generalizes the classical stock price formula
by incorporating the interaction between different types of agents and the
interaction between the stock price and the empirical distribution of the
types of agents.
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4. Proof of Theorem 2.1. At first, we consider the moments for
{nN (k), k ≥ 0}. Let V = (v1, · · · , vr)
′ be a positive vector. For any k ≥ 1,
by (2.5), (2.6), and the independence of ΞN,k,i’s, we have
(4.1)
E
[ r∏
i=1
v
nNi (k+1)
i
∣∣∣∣(nN (k), q˜N ( kN ))
]
=
r∏
i=1
(
PN,i·[k,X
N (
k
N
), q˜N (
k
N
)]V
)nN
i
(k)
.
It follows by (4.1) that
(4.2) E
[
nN (k + 1)
∣∣∣∣(nN (k), q˜N ( kN ))
]
= nN (k)PN [k,X
N (
k
N
), q˜N (
k
N
)],
and for 1 ≤ i ≤ r,
(4.3)
E
[
nNi (k + 1)(n
N
i (k + 1)− 1)
∣∣∣∣(nN (k), q˜N ( kN ))
]
=
(
nN (k)PN,·,i[k,X
N (
k
N
), q˜N (
k
N
)]
)2
−
r∑
j=1
(
PN,j·[k,X
N (
k
N
), q˜N (
k
N
)]PN,·,i[k,X
N (
k
N
), q˜N (
k
N
)]
)2
nNj (k),
where PN,·,i[k,X
N ( k
N
), q˜N ( k
N
)] is i-th column of PN [k,X
N ( k
N
), q˜N ( k
N
)]. Then
we can get
(4.4)
E[(nNi (k + 1)− n
N
i (k))
2
∣∣∣∣(nN (k), q˜N ( kN ))
]
=
(
nN (k)PN,·,i[k,X
N (
k
N
), q˜N (
k
N
)]
)2
+nN (k)PN,·,i[k,X
N (
k
N
), q˜N (
k
N
)]
−
r∑
j=1
(
PN,j·[k,X
N (
k
N
), q˜N (
k
N
)]PN,·,i[k,X
N (
k
N
), q˜N (
k
N
)]
)2
nNj (k)
− 2nN (k)PN,·,i[k,X
N (
k
N
), q˜N (
k
N
)]nNi (k) + (n
N
i (k))
2.
Next, we prove that {YN} satisfies the compact containment condition
under certain conditions on {YN (0)}, {gN} and g.
Lemma 4.1. Assume that P (YN (0))−1 ⇒ µ for some µ ∈ P(K × R),
and g(t,x, q), gN (t,x, q) satisfy (2.1) and (2.2). Assume also that for any
T > 0, ϕ(t,x, q) and ψ(t,x, q) are bounded on [0, T ]×K×R and the condition
imsart-aap ver. 2005/10/19 file: IAFFM.tex date: September 17, 2018
18 BIAO WU
2.4 holds. Then {YN} satisfies the compact containment condition, i.e., for
every η > 0 and T > 0, there exists a compact set K˜η,T ⊂ K ×R for which
(4.5) inf
N
P{YN (t) ∈ K˜η,T , for 0 ≤ t ≤ T} ≥ 1− η.
Proof. Since P (YN (0))−1 ⇒ µ, {P (qN (0))−1} is tight. For any η > 0,
there exists b > 0 such that
inf
N
P{qN (0) ∈ I} ≥ 1− η,
where I = [−b, b].
Fix T > 0, let CT > 0 be a bound of ϕ(t,x, q) and ψ(t,x, q) on [0, T ] ×
K × R. By (1.5), (2.1), (2.2), (2.16) and (2.17), there exists N0, such that
for N > N0, we have for any 0 ≤ k ≤ [NT ]− 1,
(4.6) |q˜N (
k + 1
N
)− q˜N (
k
N
)| ≤
1
N
CT [|q˜
N (
k
N
)|+ 1],
which implies that for 0 ≤ k ≤ [NT ],
(4.7) |q˜N (
k
N
)| ≤ (1 +
1
N
CT )
k[|q˜N (0)|+ 1]− 1.
Let Iη,T = [−e
TCT (b + 1), eTCT (b + 1)]. Since (1 + 1
N
CT )
N increases as N
does, with the limit eCT , we have for N > N0
P{qN (t) ∈ Iη,T , 0 ≤ t ≤ T} = P{q
N (0) ∈ I}.
Let K˜η,T = K × Iη,T , then for N > N0
P{YN (t) ∈ K˜η,T } = P{q
N (0) ∈ I}
and (4.5) holds.
Next, we state Lemma 4.2 which verifies (3.10) in condition (e) of Corol-
lary 3.5 for {YN}, see [30]. The proof of Lemma 4.2 is given in Appendix
A.
Lemma 4.2. Assume that A(t,x, q) = (ai,j(t,x, q))r×r satisfies the con-
dition 2.1 and {AN (t,x, q) = (aN,i,j(t,x, q))r×r} satisfies the condition 2.2.
Assume that A(t,x, q) is bounded on [0, T ] × K × R for any T > 0. As-
sume that g(t,x, q) and {gN (t,x, q)} satisfy (2.1) and (2.2). Assume that
ϕ, ψ, ∂ϕ
∂x
, ∂ψ
∂x
are continuous, and the condition 2.4 holds for {ϕN}, ϕ and
{ψN}, ψ. If for each f ∈ C
2
c (K ×R) and T > 0 there exist measurable sets
{FN} ⊂ R such that (2.14) holds, then
(4.8) lim
N→∞
sup
0≤t≤T
sup
q∈FN
sup
x∈KN
|N [SN,[Nt] − I]f(x, q)−GA(t)f(x, q)| = 0.
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Remark 4.1. As a special case, we can assume that gN (t,x, q) = g(
[Nt]
N
,x, q),
i.e., ϕN (t,x, q) = ϕ(
[Nt]
N
,x, q) and ψN (t,x, q) = ψ(
[Nt]
N
,x, q), for (t,x, q) ∈
[0,∞) ×KN × R. Then we do not need to assume the Condition 2.4 to get
the conclusions of Lemma 4.1 and Lemma 4.2. But the Condition 2.4 holds
under the stronger condition that ∂ϕ
∂t
and ∂ψ
∂t
are continuous and bounded on
[0, T ] ×K ×R for any T > 0.
Corollary 4.1. If we assume in Lemma 4.2 that P (YN (0))−1 ⇒ µ
for some µ ∈ P(K ×R), g(t,x, q) and {gN (t,x, q)} satisfy (2.1) and (2.2),
ϕ(t,x, q) and ψ(t,x, q) are bounded on [0, T ] ×K × R for any T > 0, and
the Condition 2.3 holds, then {YN} is relatively compact. If we assume also
that the Condition 2.5 holds, then any limit point Y of YN is a solution of
the DK×R[0,∞)-martingale problem for (GA, µ) restricted to C
2
c (K ×R).
Proof. By Lemma 4.1, we know that {YN} satisfies the compact con-
tainment condition. Let F˜N = KN ×FN , by (2.15) and Lemma 4.2, we know
that (3.9) and (3.10) in the condition (e) of Corollary 3.5 [30], hold for {F˜N}.
Note that
‖GA(t)f‖ ≤ ‖xA(t,x, q)
∂f
∂x
‖+ ‖
∂f
∂q
g(t,x, q)‖,
where ‖ · ‖ above is the supnorm with respect to (x, q), and that A(t,x, q) is
bounded on [0, T ]×K×R for any T > 0, g is continuous on [0,∞)×K×R,
and f has a compact support, we have that ‖GA(t)f‖ is bounded on [0, T ]
for any T > 0. Then by the proof of Corollary 3.5 [30], we know that the
equations (2.5) and (2.6) of [30] are verified. Then it follows that {YN} is
relatively compact.
Let K˜ be the support of f , then by (2.1) we get
(4.9)
‖GA(t)f‖ ≤ max
1≤i≤r
sup
(x,q)∈K˜
‖
∂f
∂xi
‖ · sup
(x,q)∈K˜
‖A(t,x, q)‖ + sup
(x,q)∈K˜
|
∂f
∂q
q| · sup
(x,q)∈K˜
|ϕ(t,x, q)|
+ sup
(x,q)∈K˜
|
∂f
∂q
| · sup
(x,q)∈K˜
|ψ(t,x, q)|,
where ‖GA(t)f‖ is the supnorm of GA(t)f with respect to (x, q), and the
norms on the right side of (4.9) are matrix norm and Euclidean norm used
in the proof of Lemma 4.2. By (2.18), (2.19) and (2.20), we know that (2.7)
in the condition (b) of Proposition 2.1 [30] is verified. Then by the proof of
Corollary 3.5 [30], any limit point Y of YN is a solution of the DK×R[0,∞)-
martingale problem for (GA, µ) restricted to C
2
c (K ×R).
Now we state Lemma 4.3 and give its proof in Appendix B.
imsart-aap ver. 2005/10/19 file: IAFFM.tex date: September 17, 2018
20 BIAO WU
Lemma 4.3. If we assume all the assumptions made in Lemma 4.2 and
Corollary 4.1, then any limit point Y of YN is a solution of the CK×R[0,∞)-
martingale problem for (GA, µ) restricted to C
2
c (K ×R).
It is clear that any solution of the CK×R[0,∞)-martingale problem for
(GA, µ) restricted to C
2
c (K×R) is a solution of the integral equations (2.25)
and (2.26).
Remark 4.2. If A(t,y) satisfies the Lipschitz condition, then bˆ(t,y) =
xA(t,y) satisfies the Lipschitz condition under the condition that A(t,y) is
bounded on [0, T ] × K × R for any T > 0. But even if ϕ(t,y) and ψ(t,y)
are assumed to be bounded on [0, T ] ×K ×R for any T > 0 and satisfy the
Lipschitz condition, we can not claim that br+1(t,y) = g(t,y) satisfies the
Lipschitz condition. This is the reason that we need to expand the standard
theory of nonlinear Volterra equations of the second kind for g(t,y) that
does not satisfy the Lipschitz condition.
We need to introduce notations and property related to the nonlinear
Volterra equations of the second kind with semi-Lipschitz conditions. Let
V (s, t,y) be a measurable Rm-valued function on [a, b] × [a, b] × Rm and
f an L2([a, b], Rm) function. Let m = n + 1. We give different notations
for the first n components of y, V (s, t,y) and f(s). For any vector y =
(y1, · · · , yn, yn+1)
′ ∈ Rn+1, we let x = (y1, · · · , yn)
′. Similarly, we let Vˆ (s, t,y) =
(V1(s, t,y), · · · , Vn(s, t,y))
′ and fˆ(s) = (f1(s), · · · , fn(s))
′. Then we can rep-
resent the integral equations with kernel V (s, t,y) and a function f as fol-
lows: for a ≤ s ≤ b,
x(s) = fˆ(s) +
∫ s
a
Vˆ (s, t,x(t), yn+1(t))dt(4.10)
yn+1(s) = fn+1(s) +
∫ s
a
Vn+1(s, t,x(t), yn+1(t))dt(4.11)
The semi-Lipschitz conditions on (4.10) and (4.11) are as follow:
(I) If (x˜(t)′, y˜m+1(t))
′ is any solution of (4.10) and (4.11), then y˜m+1(t) is
the unique solution of (4.11) if we plug into (4.11) x(t) = x˜(t). That
is to say, there exists a dependence, which is based on (4.11), between
the first n components and the last component of any solution. Then
we can actually write y˜m+1(t) = ξx˜(t).
(II) Vˆ (s, t,y) satisfies the Lipschitz condition, i.e. there exists a nonneg-
ative L2([a, b] × [a, b], R) function V0(s, t), such that for any a ≤ t <
s ≤ b and y1 = (x
′
1, y
(1)
n+1)
′,y2 = (x
′
2, y
(2)
n+1)
′ ∈ Rn+1,
(4.12)
‖Vˆ (s, t,y1)− Vˆ (s, t,y2)‖ ≤ V0(s, t)
√
‖x1 − x2‖2 + (y
(1)
n+1 − y
(2)
n+1)
2.
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(III) Based on (I), if (x(t)′, ξx(t))
′ and (x˜(t)′, ξx˜(t))
′ are two solutions of
(4.10) and (4.11), then there exists a nonnegative measurable function
B(s) on [a, b] such that
(4.13)
∫ s
a
(ξx(t)−ξx˜(t))
2dt ≤ B(s)
∫ s
a
‖x(t)− x˜(t)‖2dt for a ≤ s ≤ b,
and
(4.14)
∫ b
a
[
∫ s
a
V0(s, t)
2dt(1 +B(s))]ds <∞.
Proposition 4.1. Assume that V is a measurable Rn+1-valued function
on [a, b] × [a, b] × Rn+1 satisfying the semi-Lipschitz conditions (I)-(III)
above. Then the nonlinear Volterra equations of the second kind (4.10) and
(4.11) have at most one L2([a, b], Rn+1) solution.
Proof. Assume that V0(s, t) is a nonnegative L
2([a, b]×[a, b], R) function
which satisfies (4.12). Assume that (x(t)′, ξx(t))
′ and (x˜(t)′, ξx˜(t))
′ are two
solutions of (4.10) and (4.11) and B(s) is a nonnegative measurable function
on [a, b] which satisfies (4.13) and (4.14). Let A (s)2 =
∫ s
a V0(s, t)
2dt(1 +
B(s)) for a ≤ s ≤ b and let h2 = A (b)2. Then by (4.12), Cauchy-Schwartz
inequality and (4.14), we have for a ≤ s ≤ b,
(4.15)
‖x(s) − x˜(s)‖2 ≤{
∫ s
a
‖Vˆ (s, t,x(t), ξx(t))− Vˆ (s, t, x˜(t), ξx˜(t))‖dt}
2
≤
∫ s
a
V 20 (s, t)dt
∫ s
a
[‖x(t) − x˜(t)‖2 + (ξx(t)− ξx˜(t))
2]dt
≤
∫ s
a
V 20 (s, t)dt
[∫ s
a
‖x(t) − x˜(t)‖2dt+B(s)
∫ s
a
‖x(t) − x˜(t)‖2dt
]
=A (s)2
∫ s
a
‖x(t)− x˜(t)‖2dt.
Put k2 =
∫ b
a ‖x(t) − x˜(t)‖
2dt. By successive substitutions into (4.15), we
can get
(4.16)
∫ s
a
‖x(t) − x˜(t)‖2dt ≤ k2
1
l!
[∫ s
a
A (t)2dt
]l
≤ k2
h2l
l!
for any integer l ≥ 1 and a ≤ s ≤ b. Let l→∞, we conclude that x(s) ≡ x˜(s)
for s ∈ [a, b] in the sense of L2([a, b], Rn). By condition (I), we also get that
ξx(s) ≡ ξx˜(s) for s ∈ [a, b] in the sense of L
2([a, b], R).
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Lemma 4.4. Assume that A(t,x, q) = (ai,j(t,x, q))r×r satisfies the Con-
dition 2.1 and is bounded on [0, T ] × K × R for any T > 0. Assume that
g(t,x, q) satisfy (2.1). Assume also that ϕ(t,x, q) and ψ(t,x, q) are bounded
on [0, T ]×K×R for any T > 0 and that ϕ, ψ, ∂ϕ
∂x
, ∂ψ
∂x
are continuous. Define
b(t,y) and bˆ(t,y) by (2.21), (2.22) and (2.23). Assume that either b(t,y)
satisfies the Lipschitz condition or that the condition 2.6 holds for (2.25)
and (2.26). Then the CK×R[0,∞)-martingale problem for (GA, µ) restricted
to C2c (K ×R) has at most one solution.
Proof. First, we prove the case when b(t,y) satisfies the Lipschitz con-
dition. We just need to prove that the deterministic integral equation (2.24)
has at most one solution. Define
(4.17) V (s, t,y) =
{
b(t,y)′ if 0 ≤ t ≤ s < T ,
0, if s, t ∈ [0, T ] and t > s.
Note that any solution of the integral equation (2.24) is continuous. By the
Lipschitz condition on b(t,y), the nonlinear Volterra equations of the second
kind (2.24) has only one continuous solution, see [26].
Second, we prove the case when (2.25) and (2.26) satisfy the semi-Lipschitz
condition. This proof is similar to the first case. We just need to prove that
the deterministic integral equations (2.25) and (2.26) have at most one so-
lution. Define
(4.18) Vˆ (s, t,y) =
{
bˆ(t,y)′ if 0 ≤ t ≤ s < T ,
0, if s, t ∈ [0, T ] and t > s;
and
Vr+1(s, t,y) =
{
g(t,y) if 0 ≤ t ≤ s < T ,
0, if s, t ∈ [0, T ] and t > s.
Note that any solution of the integral equations (2.25) and (2.26) is contin-
uous. We can check easily that the semi-Lipschitz conditions (I)-(III) for
V (s, t,y) required by Proposition 4.1 are satisfied. Then (2.25) and (2.26)
have at most one continuous solution.
Remark 4.3. The requirement on g that for fixed T > 0 and any given
continuous x(t) on [0, T ], (2.26) determines a unique solution qx(t) on [0, T ]
looks like a awkward one, but it can be easily satisfied for certain kind of
functions. For example, g satisfies this requirement if we assume that the
variable q in ϕ(t,x, q) and ψ(t,x, q) is a dummy variable.
Proof of Theorem 2.1 The conclusion follows by Corollary 4.1,
Lemma 4.3, and Lemma 4.4.
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Appendix A: Proof of Lemma 3.1. For fixed T > 0 and any given
continuous K3-valued function x(t) on [0, T ], we define Px(t) and Qx(t) as
follows:
Px(t) =
x1(t)α1(t)β1(t)
x1(t)α1(t) + x2(t)α2(t)(1 + β2(t)) + x3(t)α3(t)(1 + β3(t))
,
(4.19)
Qx(t) =
x1(t)δ1(t) + x2(t)δ2(t) + x3(t)δ3(t)− x1(t)α1(t)β1(t) log F (t)
x1(t)α1(t) + x2(t)α2(t)(1 + β2(t)) + x3(t)α3(t)(1 + β3(t))
.
(4.20)
Then (3.17) becomes
(4.21)
dq(t)
dt
= Px(t)q +Qx(t).
The unique solution of (4.21) with initial condition q(0) = qx(0) is given by
(4.22) qx(t) = e
∫ t
0
Px(u)du
[∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu+ qx(0)
]
.
Let hx(t) = x1(t)α1(t) + x2(t)α2(t)(1 + β2(t)) + x3(t)α3(t)(1 + β3(t)), the
denominator of Px(t). Since αi(t), βi(t) (1 ≤ i ≤ 3) are continuous and for
any x ∈ K3 and t ≥ 0, x1α1(t)+x2α2(t)(1+β2(t))+x3α3(t)(1+β3(t)) 6= 0,
it follows that
(4.23) BL ≤ |hx(t)| ≤ BU , for all t ∈ [0, T ],
where BL, BU > 0 do not depend on x(t).
We assume that (x(t), qx(t)) and (x˜(t), qx˜(t)) are two solutions of (2.25)
and (2.26) on [0, T ]. It follows that x(0) = x˜(0) and qx(0) = qx˜(0). Then it
is clear from (4.22) that
(4.24)
qx(t)− qx˜(t) = qx(0)
[
e
∫ t
0
Px(u)du − e
∫ t
0
P
x˜
(u)du
]
+
[
e
∫ t
0
Px(u)du
∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu
− e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx˜(u)e
−
∫ u
0
P
x˜
(v)dvdu
]
.
Let M1 = sup0≤t≤T e
∫ t
0
Px(u)du ∨ e∫ t0 Px˜(u)du <∞, then for 0 ≤ t ≤ T ,
(4.25) |e
∫ t
0
Px(u)du − e
∫ t
0
P
x˜
(u)du| ≤M1|
∫ t
0
Px(u)− Px˜(u)du|.
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Observe that for 0 ≤ u ≤ T ,
(4.26)
|Px(u)− Px˜(u)|
=
∣∣∣∣x1(u)α1(u)β1(u)hx(u) −
x˜1(u)α1(u)β1(u)
hx˜(u)
∣∣∣∣
=
∣∣∣∣α1(u)α2(u)β1(u)(1 + β2(u))[x1(u)x˜2(u)− x˜1(u)x2(u)]hx(u)hx˜(u)
+
α1(u)α3(u)β1(u)(1 + β3(u))[x1(u)x˜3(u)− x˜1(u)x3(u)]
hx(u)hx˜(u)
∣∣∣∣
=
∣∣∣∣α1(u)α2(u)β1(u)(1 + β2(u))[x1(u)(x˜2(u)− x2(u)) + (x1(u)− x˜1(u))x2(u)]hx(u)hx˜(u)
+
α1(u)α3(u)β1(u)(1 + β3(u))[x1(u)(x˜3(u)− x3(u)) + (x1(u)− x˜1(u))x3(u)]
hx(u)hx˜(u)
∣∣∣∣
≤M2‖x(u) − x˜(u)‖,
whereM2 depends on BL, BU in (4.23) and αi and βi (1 ≤ i ≤ 3). Therefore,
for 0 ≤ s ≤ T ,
(4.27)∫ s
0
|e
∫ t
0
Px(u)du − e
∫ t
0
P
x˜
(u)du|2dt ≤
∫ s
0
M21
[∫ t
0
|Px(u)− Px˜(u)|du
]2
dt
≤M21M
2
2
∫ s
0
t
∫ t
0
‖x(u)− x˜(u)‖2dudt
≤
M21M
2
2T
2
2
∫ s
0
‖x(u) − x˜(u)‖2du.
Next we consider
∫ s
0 [e
∫ t
0
Px(u)du
∫ t
0 Qx(u)e
−
∫ u
0
Px(v)dvdu−e
∫ t
0
P
x˜
(u)du ∫ t
0 Qx˜(u)
× e−
∫ u
0
P
x˜
(v)dvdu]2dt. Notice that
(4.28)∣∣∣∣e
∫ t
0
Px(u)du
∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu− e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx˜(u)e
−
∫ u
0
P
x˜
(v)dvdu
∣∣∣∣
≤
∣∣∣∣e
∫ t
0
Px(u)du
∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu− e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu
∣∣∣∣
+
∣∣∣∣e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu− e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx˜(u)e
−
∫ u
0
Px(v)dvdu
∣∣∣∣
+
∣∣∣∣e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx˜(u)e
−
∫ u
0
Px(v)dvdu− e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx˜(u)e
−
∫ u
0
P
x˜
(v)dvdu
∣∣∣∣
= I1(t) + I2(t) + I3(t),
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where Ii(t) denotes the i-term on the right hand side of the inequality in
(4.28). Since Px(t) and Qx(t) are continuous functions, there exists M3 > 0,
such that for any 0 ≤ t ≤ T , |
∫ t
0 Qx(u)e
−
∫ u
0
Px(v)dvdu| ≤M3. Then it follows
by (4.27) that for 0 ≤ s ≤ T ,
(4.29)
∫ s
0
I1(t)
2dt ≤M23
∫ s
0
|e
∫ t
0
Px(u)du − e
∫ t
0
P
x˜
(u)du|2dt
≤
M21M
2
2M
2
3T
2
2
∫ s
0
‖x(u)− x˜(u)‖2du.
As to I2(t), we have
(4.30)
I2(t)
2 = e2
∫ t
0
P
x˜
(u)du
∣∣∣∣
∫ t
0
[Qx(u)−Qx˜(u)]e
−
∫ u
0
Px(v)dvdu
∣∣∣∣
2
≤M44 t
∫ t
0
[Qx(u)−Qx˜(u)]
2du,
where M4 > 0 satisfies that for any 0 ≤ t ≤ T , e
∫ t
0
P
x˜
(u)du ≤ M4 and
e−
∫ t
0
Px(u)du ≤M4. Notice that for 0 ≤ u ≤ T ,
(4.31)
|Qx(u)−Qx˜(u)|
≤
∣∣∣∣ [α1(u)δ2(u)− α2(u)δ1(u)(1 + β2(u))] + α1(u)α2(u)β1(u)(1 + β2(u)) log F (u)hx(u)hx˜(u)
∣∣∣∣
× |[x2(u)x˜1(u)− x1(u)x˜2(u)]|
+
∣∣∣∣ [x3(u)x˜1(u)− x1(u)x˜3(u)][α1(u)δ3(u)− α3(u)δ1(u)(1 + β3(u))]hx(u)hx˜(u)
∣∣∣∣
+
∣∣∣∣ [x3(u)x˜2(u)− x2(u)x˜3(u)][α2(u)δ3(u)(1 + β2(u)) − α3(u)δ2(u)(1 + β3(u))]hx(u)hx˜(u)
∣∣∣∣
≤M5‖x(u)− x˜(u)‖,
where M5 depends on BL, BU in (4.23) and αi, βi, δi (1 ≤ i ≤ 3) and log F .
Then it follows by (4.30) and (4.31) that for 0 ≤ s ≤ T ,
(4.32)
∫ s
0
I2(t)
2dt ≤M24M
2
5
∫ s
0
t
∫ t
0
‖x(u)− x˜(u)‖2dudt
≤
M44M
2
5T
2
2
∫ s
0
‖x(u) − x˜(u)‖2du.
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As to I3(t), we have
(4.33)
I3(t)
2 = e2
∫ t
0
P
x˜
(u)du
∣∣∣∣
∫ t
0
Qx˜(u)[e
−
∫ u
0
Px(v)dv − e−
∫ u
0
P
x˜
(v)dv ]du
∣∣∣∣
2
≤M24M
2
6 t
∫ t
0
[e−
∫ u
0
Px(v)dv − e−
∫ u
0
P
x˜
(v)dv ]2du,
where M6 > 0 satisfies that for any 0 ≤ t ≤ T , |Qx˜(t)| ≤ M6. Similar to
(4.27), we can prove that there exists M7 > 0, for any 0 ≤ t ≤ T , such that
(4.34)
∫ t
0
[e−
∫ u
0
Px(v)dv − e−
∫ u
0
P
x˜
(v)dv ]2du ≤M27
∫ t
0
‖x(u) − x˜(u)‖2du.
Then it follows that for 0 ≤ s ≤ T ,
(4.35)
∫ s
0
I3(t)
2dt ≤
M24M
2
6M
2
7T
2
2
∫ s
0
‖x(u)− x˜(u)‖2du.
Thus, by (4.28), (4.29), (4.32), (4.35), we get
(4.36)∫ s
0
∣∣∣∣e
∫ t
0
Px(u)du
∫ t
0
Qx(u)e
−
∫ u
0
Px(v)dvdu− e
∫ t
0
P
x˜
(u)du
∫ t
0
Qx˜(u)e
−
∫ u
0
P
x˜
(v)dvdu
∣∣∣∣
2
dt
≤
3(M21M
2
2M
2
3T
2 +M44M
2
5T
2 +M24M
2
6M
2
7T
2)
2
∫ s
0
‖x(u)− x˜(u)‖2du.
By (4.24), (4.27) and (4.36), (3.18) is true for some M > 0.
The uniqueness of the CK3×R[0,∞)-martingale problem for (GA, µ) fol-
lows by (3.18) and Lemma 4.4.
Appendix B: Proof of Lemma 4.2.
Proof. Let f ∈ C2c (K×R) and fix T > 0. Assume that K˜ is the support
of f . For 0 ≤ t ≤ T , and y = (x, q) ∈ KN ×FN , by Taylor’s expansion, (4.2)
and (2.3)
(4.37)
[SN,[Nt] − I]f(y)
=E[(XN (t+
1
N
)− x)
∂f
∂x
(y)′|YN (t) = y] + E[(qN (t+
1
N
)− q)
∂f
∂q
(y)|YN (t) = y]
+E[(YN (t+
1
N
)− y)
∂2f
∂y2
(YN∗ (t))(Y
N (t+
1
N
)− y)′|YN (t) = y]
=
1
N
xAN (
[Nt]
N
,y)
∂f
∂x
(y)′ +
1
N
E
[
gN
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
∂f
∂q
(y)
∣∣∣∣YN(t) = y
]
+E[(YN (t+
1
N
)− y)
∂2f
∂y2
(YN∗ (t))(Y
N (t+
1
N
)− y)′|YN (t) = y],
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where YN∗ (t) = y + θ
N
t (Y
N (t+ 1
N
)− y), for some θNt ∈ (0, 1).
Notice that
(4.38)
gN
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
−g(t,x, q)
=
[
gN
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
−g
(
[Nt] + 1
N
,XN (t+
1
N
), q
)]
+
[
g
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
−g
(
[Nt] + 1
N
,x, q
)]
+
[
g
(
[Nt] + 1
N
,x, q
)
−g(t,x, q)
]
and
(4.39)
g
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
−g
(
[Nt] + 1
N
,x, q
)
=(XN (t+
1
N
)− x)
∂g
∂x
(
[Nt] + 1
N
,XN⋆ (t+
1
N
), q)′,
where ∂g
∂x
= [ ∂g
∂x1
, · · · , ∂g
∂xr
], XN⋆ (t+
1
N
) = x+ζN
t+ 1
N
(XN (t+ 1
N
)−x), for some
ζN
t+ 1
N
∈ (0, 1).
Then it follows that
(4.40)
|N [SN,[Nt] − I]f(y)−GA(t)f(y)|
≤
∣∣∣∣x[AN ( [Nt]N ,y) −A(t,y)]∂f∂x (y)′
∣∣∣∣+E
[∣∣∣∣
(
gN
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
− g
(
[Nt] + 1
N
,XN (t+
1
N
), q
))
∂f
∂q
(y)
∣∣∣∣
∣∣∣∣YN (t) = y
]
+E
[∣∣∣∣(XN (t+ 1N )− x)∂g∂x( [Nt] + 1N ,XN⋆ (t+ 1N ), q)′ ∂f∂q (y)
∣∣∣∣
∣∣∣∣YN (t) = y
]
+E
[∣∣∣∣
(
g
(
[Nt] + 1
N
,x, q
)
−g(t,x, q)
)
∂f
∂q
(y)
∣∣∣∣
∣∣∣∣YN (t) = y
]
+NE[
∣∣∣∣(YN (t+ 1N )− y)∂
2f
∂y2
(YN∗ (t))(Y
N (t+
1
N
)− y)′
∣∣∣∣
∣∣∣∣YN (t) = y]
= I1(N,y, t) + I2(N,y, t) + I3(N,y, t) + I4(N,y, t) + I5(N,y, t).
Notice that for each (x, q) ∈ KN×R, AN (t,x, q) is a constant on [
k
N
, k+1
N
)
for each k ≥ 0, we have AN (t,x, q) = AN (
[Nt]
N
,x, q) for t ≥ 0. The norm of
matrices is defined as follows: for real-valued matrix B = (bi,j)r×r, ‖B‖ =
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∑r
i,j=1 |bi,j |. The norm of real-valued r-dimensional vector y = (y1, · · · , yr)
′
is the Euclidean norm ‖y‖. It follows that ‖By‖ ≤ ‖B‖ · ‖y‖. Then we have
(4.41) I1(N,y, t) ≤‖AN (t,y)−A(t,y)‖ · ‖
∂f
∂x
(y)′‖.
Then it follows by (2.14) that
(4.42) limN→∞
sup
0≤t≤T
sup
q∈FN
sup
x∈KN
I1(N,x, q, t) = 0.
Next, we consider I5(N,y, t). Let ‖
∂2f
∂y2
‖ = max1≤i,j≤r+1 ‖
∂2f
∂yi∂yj
‖ and de-
fine gN,K˜ as follows: gN,K˜(t,y) = gN (t,y), if (t,y) ∈ [0,∞)×(K˜
⋂
(KN×R));
gN,K˜(t,y) = 0 otherwise. By Ho¨lder inequality and Cauchy-Schwartz in-
equality,
(4.43)
I5(N,y, t)
≤‖
∂2f
∂y2
‖N
{ r∑
i=1
r∑
j=1
E[|(XNi (t+
1
N
)− xi)(X
N
j (t+
1
N
)− xj)|
∣∣∣∣YN (t) = y]
+
2
N
r∑
i=1
E
[
|(XNi (t+
1
N
)− xi)gN,K˜
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
|
∣∣∣∣YN (t) = y
]
+
1
N2
E
[
|gN,K˜
(
[Nt] + 1
N
,XN (t+
1
N
), q
)
|2
∣∣∣∣YN (t) = y
]}
≤‖
∂2f
∂y2
‖N
{ r∑
i=1
r∑
j=1
(
E[(XNi (t+
1
N
)− xi)
2
∣∣∣∣YN (t) = y]
×E[(XNj (t+
1
N
)− xj)
2
∣∣∣∣YN (t) = y]
) 1
2
+
2
N
‖gN,K˜‖T+1
r∑
i=1
(
E
[
(XNi (t+
1
N
)− xi)
2
∣∣∣∣YN(t) = y
]) 1
2
+
1
N2
‖gN,K˜‖
2
T+1
}
,
where ‖gN,K˜‖T+1 = sup0≤t≤T+1 supy∈K˜
⋂
(KN×R)
|gN (t, y)|. By (2.16), (2.17)
and the assumption that ϕ(t,x, q) and ψ(t,x, q) are continuous on [0, T ] ×
K ×R for any T > 0, it follows that
(4.44) sup
N≥1
‖gN,K˜‖T+1 <∞.
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For fixed 1 ≤ i ≤ r, by (4.4), we get
(4.45)
N2E[(XNi (t+
1
N
)− xi)
2|YN (t) = y]
=xAN,·,i(
[Nt]
N
,y) + (xAN,·,i(
[Nt]
N
,y))2 − 2xiaN,i,i(
[Nt]
N
,y) −
r∑
k=1
xk
N
a2N,k,i(
[Nt]
N
,y)
≤
r∑
l=1
|AN,l,i(t,y)| + (
r∑
l=1
|AN,l,i(t,y)|)
2 + 2|aN,i,i(t,y)|.
Then it follows by (4.43), (4.44), (4.45), (2.14) and the assumption that
A(t,x, q) is bounded on [0, T ]×K ×R, that
(4.46) limN→∞
sup
0≤t≤T
sup
q∈FN
sup
x∈KN
I5(N,x, q, t) = 0.
Similarly, by (2.16) and (2.17), we can get
(4.47) limN→∞
sup
0≤t≤T
sup
q∈FN
sup
x∈KN
I2(N,x, q, t) = 0,
and by (4.45), (2.14) and some calculations, we can get that
(4.48) limN→∞
sup
0≤t≤T
sup
q∈FN
sup
x∈KN
I3(N,x, q, t) = 0.
Notice that for any (x, q) ∈ K ×R and 0 ≤ t ≤ T ,
(4.49)
I4(N,x, q, t) ≤ sup
0≤t≤T
sup
(x,q)∈K˜
∣∣∣∣g
(
[Nt] + 1
N
,x, q
)
−g(t,x, q)
∣∣∣∣· sup
y∈K˜
|
∂f
∂q
(y)|,
then it follows by the uniform continuity of g(t,x, q) on the compact set
[0, T + 1]× K˜ that
(4.50) limN→∞
sup
0≤t≤T
sup
q∈FN
sup
x∈KN
I4(N,x, q, t) = 0,
and (4.8) is proved.
Appendix C: Proof of Lemma 4.3. Assume that Y = (X, Q), where
X = (X1, · · · ,Xr), is a limit point of Y
N . By Corollary 4.1, Y is a solution
of the DK×R[0,∞)-martingale problem for (GA, µ) restricted on C
2
c (K×R).
We just need to show that Y is continuous almost surely.
Fix T > 0. Since A(t,x, q), ϕ(t,x, q) and ψ(t,x, q) are bounded on [0, T ]×
K ×R, there exists CT > 0, such that for 1 ≤ i ≤ r,
(4.51)
sup
0≤t≤T
sup
y∈K×R
|bi(t,y)| ≤ CT , sup
0≤t≤T
sup
y∈K×R
|ϕ(t,y)| ≤ CT , sup
0≤t≤T
sup
y∈K×R
|ψ(t,y)| ≤ CT .
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By (2.16) and (2.17), there exists N0 such that for N > N0, we have
(4.52)
sup
0≤t≤T
sup
y∈KN×R
|ϕN (t,y)| ≤ CT + 1, sup
0≤t≤T
sup
y∈KN×R
|ψN (t,y)| ≤ CT + 1.
Let fi(x, q) = xi, 1 ≤ i ≤ r. It follows that f
j
i ∈ C
2
c (K ×R) for 1 ≤ i ≤ r
and 1 ≤ j ≤ 4. We assume that {Fs, 0 ≤ s < ∞} is the filtration to which
the DK×R[0,∞)-martingale problem for (GA, µ) referred. Then X
j
i (t) −
j
∫ t
0 (Xi(u))
j−1X(u)×A·,i(u,Y(u))du = X
j
i (t)−j
∫ t
0(Xi(u))
j−1bi(u,Y(u))du
is an {Fs}-martingale for 1 ≤ i ≤ r and 1 ≤ j ≤ 4. Let 0 ≤ s < t ≤ T , and
fix 1 ≤ i ≤ r, it follows that
(4.53) E[(Xi(t)−Xi(s))
j ] = jE[
∫ t
s
(Xi(u)−Xi(s))
j−1bi(u,Y(u))du]
for 1 ≤ j ≤ 4. Then by (4.53), for j = 2, we have
(4.54)
E[(Xi(t)−Xi(s))
2] ≤ 2E[
∫ t
s
|Xi(u)−Xi(s)| |bi(u,Y(u))|du]
≤ 2CT (t− s).
By (4.53) and (4.54), for j = 4,
(4.55)
E[(Xi(t)−Xi(s))
4] ≤ 4CTE[
∫ t
s
|Xi(u)−Xi(s)|
3du]
≤ 4CTE[
∫ t
s
|Xi(u)−Xi(s)|
2du]
≤ 4CT
∫ t
s
2CT (u− s)du
≤ 4(CT )
2(t− s)2.
Then by Kolmogorov’s Criterion, we proved for 1 ≤ i ≤ r that Xi is contin-
uous almost surely.
Next, we prove that Q is also continuous almost surely. We introduce the
notations in Chapter 3, Section 10 [5]. Let (E, r) be a metric space. For
x ∈ DE [0,∞), define
(4.56) J(x) =
∫ ∞
0
e−u[J(x, u) ∧ 1]du,
where J(x, u) is defined by
(4.57) J(x, u) = sup
0≤t≤u
r(x(t), x(t−)).
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Since Y is a limit point of YN , we have that a subsequence {qNk} of {qN}
converges weakly to Q. To prove that Q is continuous almost surely, by
Chapter 3, Theorem 10.2 [5], it suffices to prove that J(qNk)⇒ 0 as k →∞.
In this case E = R and r is the Euclidean metric. It is enough to show that
limk→∞E[J(q
Nk)] = 0.
By Lemma 4.1, {qNk} satisfies the compact containment condition, i.e.
for any η > 0 and T > 0, there exists BT > 0, such that
(4.58) inf
k
P{|qNk(t)| ≤ BT , 0 ≤ t ≤ T} ≥ 1− η.
By the construction of qN , (1.5) and (4.52), for fixed Nk ≥ N0 and 0 ≤ u ≤
T ,
(4.59)
J(qNk , u) = max
0≤j≤
[Nku]
Nk
|q˜Nk(
j
Nk
)− q˜Nk(
j − 1
Nk
)|
≤
1
Nk
max
0≤j≤
[Nku]
Nk
[
|ϕNk(
j
Nk
,X(
j
Nk
), q˜Nk(
j − 1
Nk
))q˜Nk(
j − 1
Nk
)|
+ |ψNk(
j
Nk
,X(
j
Nk
), q˜Nk(
j − 1
Nk
))|
]
≤
1
Nk
(CT + 1)(BT + 1),
on the event Fk,T = {|q
Nk(t)| ≤ BT , 0 ≤ t ≤ T}. It follows by (4.58) and
(4.59) that
(4.60)
E[J(qNk )] ≤ e−T + E[
∫ T
0
e−u(J(qNk , u) ∧ 1)du]
≤ e−T + E[
∫ T
0
e−u(J(qNk , u) ∧ 1)duχFk,T ] + P (F
c
k,T )
≤ e−T +
T
Nk
(CT + 1)(BT + 1) + η.
Let k →∞ and then let T →∞, η → 0, we proved that limk→∞E[J(q
Nk )] =
0.
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