



















































Attualmente   il   SIP   è   il   protocollo   di   comunicazione 
maggiormente utilizzato per la realizzazione di comunicazioni 
real time, comprese le chiamate Voice over IP (VOIP).
Tuttavia,   nonostante   lo   straordinario   successo   di   cui 
gode,   il  protocollo  SIP  presenta  un  grosso   inconveniente:   le 
comunicazioni   SIP­based   non   riescono   a   raggiungere 
automaticamente  gli  utenti  di  una   rete   locale   che   si   trovano 
dietro ad un firewall o dietro ad un NAT. 





traversal,   descrivendo  le   soluzioni  che  hanno  avuto  maggior 
seguito.
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Il   secondo capitolo  è  dedicato  ad  un'analisi  dettagliata  della 
soluzione   adottata,   basata   sull'uso   di   un   proxy   RTP,   uno 
strumento   che   funge   da   relay   per   i   pacchetti   RTP   e   che, 
utilizzato   in   collaborazione   con   un   proxy   SIP   dotato   di 
funzionalità  di  ALG(Application  Level  Gateway),   costituisce 






Lo   scopo   di   questa   tesi   è   stato   quello   di   sviluppare 
un'applicazione che consenta di ottimizzare  l'uso di più  RTP 
tramite   l'implementazione  un  meccanismo  di   load  balancing 
dinamico.   Questa   applicazione,   chiamata   RTP   proxy 
Controller, implementa un meccanismo di polling periodico dei 
proxy RTP per calcolare il loro stato di carico attuale e utilizza 
questa   informazione   per   selezionare   il   proxy   RTP   a   cui 
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in   quanto   ne   nasconde   la   configurazione   interna   e   rende 
difficile l'accesso da Internet agli apparati posti al suo interno.
Possiamo   definire   un  NAT   come   una   periferica   che 
implementa   una   funzione   di   traduzione   tra   due   regni   di 
indirizzi,     dove   per   regno   d’indirizzo   (realm)   si   intende  un 





Dati   due   regni   di   indirizzi  R1  e  R2,.   possiamo  definire   una 
funzione di traduzione Fnat  in questo modo: date due porte P1 e 
P2,   per   ogni   indirizzo   IND1  appartenente   ad   R1  esiste   un 

















funzione  di   traduzione  Fnat.  Ogni   sessione   ha   una  direzione 
che viene identificata dalla direzione del primo pacchetto e il 
NAT ne tiene traccia nella sua tabella. Possono esserci vari tipi 











determinato  dalla  periferica  di  NAT.  Quando  l'ultima 
sessione che usa questa associazione è terminata,   può 
essere  liberata  la entry nella   tabella del NAT e IND2 
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può essere nuovamente riassegnato.







interno   impostando   come   indirizzo   logico   di 
destinazione (IND2, P2).
● Restricted Cone NAT:   mappa gli indirizzi nello stesso 
modo   del   Full   Cone  NAT  ma   un   host   esterno   con 
indirizzo   IND3    può   mandare   un   pacchetto   ad   host 
interno   se   e   solo   se   l'host   interno   ha   mandato 





(IND1,   P1)   e   dirette   ad   un   host   esterno   (IND2,   P2) 
vengono mappate nella coppia (IND3, P3). Se lo stesso 
host interno (IND1, P1) vuole inviare richieste dirette ad 
un   diverso   host   esterno   viene   assegnata   una   nuova 








della   rete   Internet,   il   principio   dell'end   to   end   argument, 
responsabile della scalabilità e della flessibilità di Internet:  la 
sottorete   di   comunicazione,   ovvero   tutti   i   protocolli   e 
macchinari compresi tra i due host finali, non possono e non 
debbono occuparsi  dei  dettagli  dell'applicazione,  ma soltanto 
del   completamento   con   successo   (ed   efficienza)   della 
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trasmissione. 
Molti   protocolli   Internet   a   causa   di   questa   violazione   non 





di   livello   applicazione  e  nei  messaggi   di   segnalazione   sono 
contenuti   indirizzi  che non vengono  riconosciuti  dal  NAT.   I 
problemi nascono dalla presenza di questi elementi:












L'attraversamento   di   un   NAT   da   parte   del   protocollo   SIP 















ed  è   diversa   dalla   porta   utilizzata   dal  NAT per   inoltrare   la 














creata/utilizzata   dalla   corrispondente   richiesta.   Nel   caso   in 
esame dunque la risposta riesce ad attraversare il NAT.
Tuttavia   sorgono comunque altri   problemi.   Il  protocollo  SIP 




una nuova richiesta  diretta  al  client  nattato,     sarà  necessario 
instaurare  una  nuova connessione  TCP e   il   proxy  tenterà   di 
inviare la richiesta all'indirizzo presente nel campo 'Contact' del 
messaggio   di   registrazione   dell'utente.   La   richiesta 
naturalmente non raggiungerà mai il client poiché sarà inviato 
ad   un   indirizzo   privato   che   il   proxy   non   è   in   grado   di 
raggiungere. 










La   negoziazione   dei   parametri   utilizzati   da   RTP   avviene 
tramite i messaggi SDP  e con uno scambio richiesta/risposta di 
messaggi SIP. 









i   flussi  multimediali.  Gli  indirizzi che specificano però  sono 
ancora   una   volta   privati   e   dunque,   una   volta   stabilita   la 
sessione,   il   traffico   RTP   non   è   in   grado   di     giungere   a 
destinazione, come mostrato in figura 3.
1.3 Soluzioni per il problema del NAT traversal
Le   soluzioni   proposte   per   risolvere   il   problema 
dell'attraversamento dei NAT da parte del protocollo SIP sono 
numerose e possono essere così classificate:
● soluzioni   strutturali:   il   supporto  del   protocollo   viene 
incluso all'interno della periferica NAT oppure il client 






















riconoscere e  modificare  i  messaggi  a   livello  applicazione e 
riescono dunque a prendere le misure necessarie per consentire 
ai flussi multimediali e alla segnalazione SIP di attraversare i 
































risponde  inviando un pacchetto UDP con  le   informazioni  su 
indirizzo IP e porta dal quale ha ricevuto la richiesta (indirizzo 
di   trasporto   pubblico del  client).  Se  l’indirizzo  di   trasporto 
pubblico   contenuto   nel   pacchetto   di   risposta   del   server   e 
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Per stabilire di  che NAT si  tratti   il  client   invia un pacchetto 
UDP al server in cui chiede ad esso di rispondere utilizzando 
un   indirizzo   IP   e   una   porta   alternativi.   Il   server   risponde 






pubblico   utilizza  per   questa   nuova   comunicazione.   Il   server 











Il   client   invia   allora   un  pacchetto  UDP al   server   in   cui   gli 






Note   queste   informazioni,   il   client   STUN   può   inoltrarle   al 
terminale   SIP   che   le   utilizzerà   per   comunicare   con   gli 




















Il  protocollo  TURN permette  ad  un qualsiasi  host  dietro un 
NAT o un Firewall di ricevere dati in ingresso su connessioni 
TCP o UDP. E’ un semplice protocollo  di   tipo client­server, 
identico   a   STUN   per   quel   che   riguarda   le   operazioni   più 
generali.  Può   lavorare sia  con UDP che con TCP.  Un client 
TURN   fornisce   al   server   il   proprio   indirizzo   di   trasporto 
privato e chiede al server il suo indirizzo di trasporto pubblico. 
Il server memorizza l’indirizzo di trasporto privato del client 
























essere suddivisi   tra  problemi a   livello  di segnalazione SIP e 
































Il  proxy RTP alloca due porte  per  i   flussi  RTP e RTCP del 

















RTP convinti  di  inoltrarli  alla rispettiva controparte.  Ciò  che 
invece accade è che i flussi RTP vengono inviati al proxy RTP 
sulle   porte   precedentemente   allocate   e   il   proxy   opera   un 
semplice relay tra di esse.








aumento   del   ritardo   nella   comunicazione.   L'ammontare   del 
ritardo   introdotto  dipende  comunque  dalla   rete   sottostante   e 
dalla posizione del proxy RTP.
Infine,   introduciamo   un   elemento   critico   molto   delicato 







Questa   infrastruttura   implementa   tutti   gli   elementi 
funzionali necessari a garantire i servizi offerti dalla telefonia 





● VoIP manager  si  occupa della  gestione degli  utenti  e 
dell'instaurazione   delle   sessioni   tra   questi,   ossia 
funzionalità   di   SIP   proxy,   SIP   registrar   oltre   a 
conservare   le   informazioni   necessarie   alla 
localizzazione degli utenti. Inoltre implementa un ALG 
che,   in  collaborazione  con  il  proxy RTP,  consente  di 
risolvere   le   problematiche   di  NAT   traversal.  Il  VoIP 
manager è realizzato a partire dal software open­source 
SIP Express Router (SER) sviluppato da Iptel.org.
● Gateway   SIP­PSTN   consente   l’interconnessione   tra 
l’infrastruttura VoIP e la rete PSTN.
● User   Agent   rappresentano   i   dispositivi   che   possono 
essere   utilizzati   dagli   utenti   per   interagire   con 
l’infrastruttura VoIP. La piattaforma supporta un ampio 
numero di terminali, sia hardware che software.





1. NP­Proxy   è   un   proxy   RTP   basato   sulla   piattaforma 
ADI­Engineering   RoadRunner   equipaggiata   con 





le  notevoli  prestazioni:  per   ciascuna   interfaccia  è   in  
grado   di   gestire   23.148   connessioni   RTP   in




Per   migliorarne   le   prestazioni,   il   VoIP   manager  







Tale   meccanismo   è   stato   sviluppato   considerando   un   suo 
possibile   utilizzo   per   il   bilanciamento   del   carico   tra   le   due 
interfacce dell'NP­Proxy.
2.3 SIP Express Router (SIP)
SIP   Express   Router   è   un   applicativo   opensource 
sviluppato in C che funge da SIP registrar, SIP proxy e SIP 
redirect. 
SER   ha   un'architettura   modulare   costruita   attorno   ad   un 
“processing core” che riceve i messaggi SIP e li elabora usando 




Il   SER   viene   gestito   tramite   un   file   di   configurazione,   cui 
l'applicazione fa riferimento quando viene lanciata. 
Tramite il file di configurazione, è  possibile settare i moduli 













4. Configurazione   dei  moduli:   alcuni  moduli   per   poter 
funzionare in maniera corretta necessitano del settaggio 
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di   alcuni   parametri.  Questi  parametri  vengono   settati 





gestiti.   Nella   Main   Route   vengono   richiamate   in 
maniera sequenziale tutte le route secondarie.
Per   comprendere   il   funzionamento   del   SER,   è   necessario 
introdurre alcuni concetti appartenenti al protocollo SIP:








● Sessione:  fa  riferimento al  flusso media  tra  due User 
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Agent.
Possiamo  dunque   identificare   un   transazione  SIP  dal 
campo  Cseq  o   dal   tag   presente   nel   campo  To   o  From.  Un 
dialogo invece è caratterizzato da una stessa call­ID.
2.3.1 Modulo Nathelper
Il   problema del  NAT  traversal  viene  gestito  nel  SER 
tramite un modulo specifico, chiamato Nathelper. 
È necessario dunque che tale modulo venga caricato nel file di 





 modparam("nathelper", "ping_nated_only", 1)
Il natping interval  specifica il periodo espresso in secondi con 
cui vengono spediti pacchetti UDP agli User Agent registrati. 
In   questo   modo,   viene   risolto   il   problema   anticipato   nel 
capitolo   precedente   dovuto   al   fatto   che   il   NAT     elimina 
l'associazione   se   non   vi   transitano   pacchetti   per   un   certo 
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periodo di tempo.
Il   ping_nated_only,   se   settato,   specifica   che   la   precedente 
operazione   venga   eseguita   solo   per   gli   utenti   che   risultano 
nattati.
Le   funzioni   messe   a   disposizione   dal   modulo   Nathelper 




che   lo   ha   inviato   sia   nattato   o  meno.   Per   effettuare   questo 
controllo,   viene   utilizzata   una   funzione   chiamata 




• 1­   il   controllo   è   effettuato   sul   campo   Contact   del 
messaggio   SIP.   Viene   verificato   se   tale   indirizzo 
appartiene  ad  uno  dei   range  privati  definiti   nell'RFC 
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1918.
• 2­   viene   effettuato   un   confronto   tra   l'indirizzo   IP 












Se   l'utente   risulta   nattato,   il   SER   memorizza   questa 
informazione tramite la funzione setflag().  In questo modo 
può processare in maniera corretta i messaggi successivi. 
Inoltre  deve apportare delle  modifiche nel  messaggio SIP in 
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modo   che   la   risposta   nella   transazione   sia   ricevuta 
correttamente. Viene utilizzata la funzione force rport() che 
inserisce nell'header Via i campi “received=” e “rport=” il cui 
valore    rispecchia  l'indirizzo IP sorgente e   la  porta  da cui  è 
stato inviato il messaggio. Questa modifica risolve il problema 




• deve   riscrivere   il   campo   Contact   del   messaggio, 
inserendo l'indirizzo pubblico e la porta assegnati  dal 
NAT.   Infatti   il  messaggio   di   risposta   viene   inoltrato 
utilizzando   l'indirizzo   presente   in   questo   campo   che 
deve essere dunque globalmente raggiungibile
• deve invocare l'uso di un proxy RTP. Questa operazione 
viene   eseguita   utilizzando   la   funzione 
force_rtp_proxy(flags, IP_addr)  che si occupa di 





che   la   chiamata  è   terminata   e   che  può   dunque   rilasciare   le 
risorse che aveva allocato.
2.4 RTPproxy
Il   proxy   RTP   utilizzato   si   basa   su   un   software 
opensource RTP proxy v. 0.3 sviluppato in C. È un'applicazione 
realizzata   per   lavorare   con  SIP   proxy   capaci   di   riscrivere   i 
campo SDP dei  messaggi SIP che ricevono e di  comunicare 




  usage:  rtpproxy  [-2fv]  [-l  addr1[/addr2]] 










● ­l  addr1[/addr2]:  specifica   l'indirizzo   (o   gli 
indirizzi)   Ipv4   su   cui   l'applicazione   è   in   ascolto.  Se 
sono   specificati   due   indirizzi,  RTPproxy   lavora  nella 





abbia   un'interfaccia   su   ciascuna   rete).   Un   caso 
particolare   di   utilizzo   della   modalità   “bridging”   è 
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l'attraversamento Ipv4/IPv6 di pacchetti RTP.
● “-6  addr1[/addr2]”:  specifica   l'indirizzo   (   o 
opzionalmente gli indirizzi) Ipv6 su cui l'applicazione è 
in   ascolto.   Come   per   il   campo   '­l',   se   vengono 
specificati   due   indirizzi   RTPproxy   è   in   modalità 
bridging.
● “-s path”:  questo  parametro  configura   il   socket   di 
comunicazione tra RTPproxy e il proxy SIP. Su questo 
socket   vengono   ricevute   le   richieste   di 








su  tutte   le   interfacce   locali.  La  porta  può  non essere 
specificata   in   questo   caso   viene   usato   il   valore   di 
default “22222”. 
Bisogna prestare attenzione quando si utilizza un socket 










● “-r  rdir”:  specifica   la   directory   in   cui   vengono 
memorizzare le sessioni RTP registrate. Se  l'RTPproxy 
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riceve   istruzioni   dal   proxy   SIP   può   registrare   intere 
sessioni  RTP   su   un   file   nel   hard   disk   locale   o     far 
ascoltare allo User Agent un messaggio preregistrato. 





Il   SER   e   RTPproxy   utilizzano   per   comunicare   un 
protocollo proprietario di tipo richiesta/risposta che prevede lo 















del   protocollo   di   comunicazione   da   utilizzare.   Sono 
attualmente utilizzabili questi versioni:
• 20040107: supporta  le funzionalità base 
• 20050322:  capace   di   gestire   flussi   RTP   con   più 
media (ad esempio audio e video).
































<Cookie> <Command> <callID> <newIP> 
<oldport><fromtag>;<medianum> <totag>
<Command>: assume il valore  U  nei messaggi di richiesta di 












Queste   due   informazioni   servono   all'RTPproxy  per   creare   il 
socket di comunicazione con lo User Agent. 


















<Cookie> <Command> <callid> <fromtag><totag>
<Command> assume il valore D e sono inviate esclusivamente 
le   informazioni   necessarie   affinchè   RTPproxy   riesca   ad 
identificare la sessione e a cancellarla.




























































un'infrastruttura   VoIP   in   quanto   consente   di   risolvere   le 
problematiche del NAT traversal. Tuttavia, dovendo effettuare 
un'operazione  di   relay  dei   flussi  media,   risulta   un  elemento 
critico e poco scalabile.
Nel   precedente   capitolo,   abbiamo   anticipato   il   problema 
evidenziando come test prestazionali mostrino che il limite di 
sessione simultanee che un RTPproxy è in grado di gestire, sia 
circa   1200.  Oltre   questo  valore,   le   prestazioni   diminuiscono 
drasticamente   rendendo   la   comunicazione   completamente 
degradata.
Il   SER,   nel   tentativo   di   rendere   l'architettura   più   scalabile, 









gestione  ottimizzata  delle   risorse  disponibili   e   crea  possibili 
situazioni di squilibrio nella distribuzione del carico.
Per   risolvere   questi   problemi,     è   stata   realizzata 











In   fase   di   progettazione,   abbiamo   analizzato   varie 
possibili scelte architetturali. Abbiamo pensato, ad esempio, ad 
una  soluzione  ottenuta modificando  il  modulo Nathelper  del 
SER o realizzando un nuovo modulo ad hoc per il balancing 
dinamico.
Tra  le  varie  proposte,  abbiamo scelto  quella  che  consentisse 
una   maggiore   portabilità   con   versioni   successive   degli 
applicativi   SER   e   RTPproxy.   Abbiamo   dunque   deciso   di 
abbandonare soluzioni che avrebbero comportato la modifica 
dei codici sorgenti di questi applicativi in quanto una tale scelta 
sarebbe   stata   eccessivamente   legata   al   codice   della   release 
attualmente  utilizzata  e   sarebbero  potuti   sorgere  problemi  di 
portabilità con le versioni successive.
Abbiamo   dunque   optato   per   lo   sviluppo   di   una   nuova 
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applicazione  che si   interfacciasse sia  con  il  SER   che con  i 
proxy RTP, come mostrato in  11.
 
Questa   soluzione   ha   un   ulteriore   pregio:   delega   la 
gestione   dei   proxy   RTP   esclusivamente   all'RTP­proxy 
Controller, escludendo il SER da questo processo. 












resto   dell'infrastruttura   VoIP.   Soprattutto   semplifica 
notevolmente   alcune  banali   operazioni   come   l'inserimento  o 












problemi   legati   alla   centralizzazione   della   gestione:   se 





meccanismo   di   failover   ottenuto   configurando   in   maniera 
opportuna il SER. 
 3.3 Descrizione applicazione
L'applicazione   necessita   di   alcuni   parametri   che 
possono essere settati utilizzando un file di configurazione che 
viene descritto nell'Appendice A.





Il   processo   Controller   implementa   il   protocollo   di 
comunicazione  SER­RTPproxy   e   si   occupa  di   tutta   la   parte 
riguardante   la   gestione   delle   sessioni   compresa 
l'implementazione dell'algoritmo con cui  vengono selezionati 
gli  RTPproxy.   Infine  processa   le   informazioni   sullo   stato  di 
carico che riceve dal processo Monitor  tramite una pipe.
Il processo Monitor si occupa di reperire i dati di carico delle 
macchine.   È   stato   utilizzato   un   meccanismo   di   polling 
periodico   utilizzando   SNMP,   descritto   in   appendice   B.   Per 




 L'indice  di   carico   scelto  è   il   rate  medio  dei  bit   in   ingresso 
sull'interfaccia su cui è in esecuzione il proxy RTP. 
Questo   parametro   ci   è   infatti   sembrato   il   più   idoneo   a 















fisso non sono significativi  dovendo  l'applicazione  effettuare 
una semplice operazione di fowarding dei datagrammi.
Inoltre,   un   ulteriore  motivazione   ci   è   stata   fornita   dai   test 
prestazionali   effettuati   sull'NP­proxy.   Come   detto   in 
precedenza, l'applicazione è stata sviluppata anche pensando ad 
un suo possibile utilizzo per effettuare load balancing sulle due 
interfacce  Gigabit   Ethernet   dell'NP­proxy,   su   ciascuna   delle 
quali è implementato   un proxy RTP. I risultati dei test hanno 
dimostrato   come   l’unico   vincolo   che   limita   il   numero   di 
connessioni   che   l’NP­Proxy   è   in   grado   di   gestire   in 




La   struttura   base   dell'applicazione   è   descritta   dal   seguente 
pseudo codice:
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• rtpp_weight:   è   un   valore   compreso   tra   O   e   1   che 
descrive il carico del proxy (0 saturo, 1 scarico).
• rtpp_load:   è   il   bitrate   in   bit/sec   dei   bit   in   ingresso 
sull'interfaccia   su   cui   il   proxy   è   in   ascolto.   Questa 
informazione   viene   aggiornata   periodicamente   dal 
































restituito   dalla   funzione   fork()   che   vale   0   per   il   processo 
figlio(Monitor) e   un numero maggiore di 0 per il   processo 
padre (Controller).
Nei prossimi paragrafi  verrano analizzati  nel dettaglio  questi 




implementa   tutte   le   operazioni   di   inizializzazione:   vengono 
aperti di socket di comunicazione con gli RTPproxy e vengono 
loro spediti   i  messaggi  di   inizializzazione  per  verificare  che 
implementino   l'ultima   versione   del   protocollo   di 
comunicazione. 
  Nella riga 8, è presente un while(true) poiché entrambi i 
processi   devono   rimanere   sempre   in   esecuzione.   Il 
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inizializzazione  per   concordare   la  versione  del  protocollo  di 
comunicazione   da   utilizzare.   Il   Controller   implementa   il 
protocollo e risponde di conseguenza.
Se il valore del campo command è 'U', il SER ha ricevuto una 
richiesta di INVITE che coinvolge uno o più  utenti  nattati  e 
richiede   l'intervento   di   un   proxy   RTP.   Il   Controller   deve 
scegliere   a   quale   RTPproxy   assegnare   questa   nuova 
sessione(riga 7). Questa scelta viene effettuata utilizzando un 
algoritmo   di   scheduling   di   tipo   probabilistico   che   verrà 
descritto in dettaglio nel paragrafo .
Il Controller deve memorizzare quale proxy RTP ha scelto per 
quella  determinata   sessione   in  modo da  poter  selezionare   lo 
stesso RTP quando riceverà i messaggi successivi di 'L' e  'D' 
relativi alla stessa sessione.






























Per   monitorare   lo   stato   di   carico   dell'RTPproxy   abbiamo 
utilizzato il protocollo SNMP(vedi Appendice B).



























































Viene   poi   calcolata   la   percentuale   di   carico   del   proxy 
























L'algoritmo   di   scheduling   implementato,   chiamato 
Measurement   Based   Weighted   Selection,     è   un   algoritmo 
probabilistico   che   seleziona   i   proxy   RTP   in   maniera 
proporzionale alla loro capacità residua.
La   scelta   di   questo   algoritmo  è   stata   dettata   sia   da   ragioni 





la   totale   assenza   di   informazioni   sulla   sessione   che   veniva 
allocata rendeva superfluo l'uso di un algoritmo deterministico 
troppo   complesso.   Nei  messaggi   SER­RTPproxy   non   viene 
infatti   scambiata   nessuna   informazione   sul   tipo   di   sessione 
(audio­video) né sul tipo di codec usato.
L'algoritmo   implementato   risulta   dunque   molto   semplice   e 
richiede un esiguo numero di conti. 
I   pesi   utilizzati   dall'algoritmo   (figura   20   )   sono   calcolati 
tenendo  conto  dalla   capacità   residua  del  proxy  normalizzata 
rispetto al carico complessivo del sistema. È  da notare come 
debba  essere  distinto  un  primo  caso   (riga  2)   che  si  verifica 












Se   il   peso   del   proxy   RTP   è   minore   del   valore   generato, 
abbiamo trovato il proxy (riga 3­4).


























SER­RTPproxy   fosse   correttamente   implementato,   abbiamo 


































per   generare   un   traffico   di   background   utilizzando   Brute 
(Brawny and RoBust Traffic Engine), un’applicazione  in grado 
di  generare  pesanti   carichi   di   traffico  Ethernet   IPv4  e   IPv6 
modellabili secondo diversi possibili modelli di traffico. 
Sul   PC004   era   in   esecuzione   l'applicazione   RTPproxy 




















del  SER e  generare  una serie  di   richieste  di   sessioni  dirette 
all'RTPproxy Controller. 
Lo   script   sviluppato   in   C,   chiamato   teleproxy,   deve   essere 
lanciato in questo modo:















6839_0     U   i6ho9u01n3qbe7oxoy   87.138.25.1   5004 
qg83i0acub8xldq  a6sd3ry1m78hpztl
6839_1     L   h1fa9c9axa6hh9v1m7   87.138.25.1   5004 
yy661fe8m11786u a6sd3ry1m78hpztl 
● Test 1: Inseguimento delle variazioni del rate




daddr=192.168.23.21;   len=1500;   rate
+=1000;  dport=8000; 
loop counter=3; label=lab;



















1000  messaggi  di   richiesta  per  ogni   differente   situazione  di 
carico.
Anche   in   questo   caso,   abbiamo   modificato   l'RTPproxy 
Controller   in  modo che  scrivesse  nel   file  di   log   l'RTPproxy 
scelto per ogni richiesta di connessione.
I risultati ottenuti riportati nei seguenti grafici, mostrano come 

































Peso Numero   di 
scelte
RTPproxy 1 0 0 0,5 514





Peso Numero   di 
scelte
RTPproxy 1 61,4774 60 0,359150 372





Peso Numero   di 
scelte
RTPproxy 1 11,9749 12 0,578680 588





Peso Numero   di 
scelte
RTPproxy 1 23,9522 24 0,499969 499






Peso Numero   di 
scelte
RTPproxy 1 71,8271 72 0,270380 283





Peso Numero   di 
scelte
RTPproxy 1 95,7507 96 0,046054 66
RTPproxy 2 11,6245 12 0,953946 934
4.2 Sviluppi futuri





perfomante. Infatti,    mentre  i processi sono di solito fra loro 
indipendenti,   utilizzano   diverse   aree   di   memoria   ed 
interagiscono   soltanto   mediante   appositi   meccanismi   di 
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comunicazione messi a disposizione dal sistema, al contrario i 






successive   interrogazioni.  Un  polling   in   parallelo   eviterebbe 
questo inconveniente.
Infine,   si   possono   pensare   di   implementare   differenti 
meccanismi,   utilizzando   altre  metrichen   diversi   algoritmi   di 










L'applicazione   sviluppata   implementa   un   meccanismo   di 
interrogazione SNMP periodica agli agent snmpd in esecuzione 
nelle   macchine   su   cui   viene   installato   un   proxy   RTP 
recuperando le informazioni di carico. 
Abbiamo   scelto   come   metrica   di   carico   il   rate   dei   bit   in 
ingresso sull'interfaccia su cui l'RTPproxy è in ascolto. 
Questo   valore   viene   utilizzato   per   il   calcolo   dei   pesi   da 
assegnare   a   ciascun   proxy   RTP   in   modo   che   risultino 
proporzionali la loro  capacità residua. 
Quando   viene   effettuata   una   richiesta   di   allocazione   di   una 









scelta   dei   proxy   RTP   rispondessero   agli   obbiettivi   che   ci 
eravamo posti. I risultati di questi test sono mostrati nell'ultimo 
capitolo della tesi.
In   futuro,   si   può   pensare   di   modificare   l'applicazione   per 
raffinarla   dal   punto   di   vista   implementativo   e   aggiungere 
















● la   prima  parte   consente   di   settare   l'indirizzo   IP   e   la 
porta   su   cui   si   desidera   mettere   in   ascolto 
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l'applicazione. Sono gli stessi valori che devono essere 








la   porta   ed   infine   deve   essere   fornito   il   nome  della 













● la   terza   parte   del   file   di   configurazione   riguarda   i 
parametri   utilizzati   dal   processo   di   monitoraggio   e 
dall'algoritmo di scheduling. Questi parametri sono:
• sampling   time:  indica   il   periodo   espresso   in 




cui  viene calcolato  il   rate  medio.  Abbiamo scelto 




• load   threshold:   consente  di   settare  una   soglia  di 
95



























informazioni   tra   apparecchiature   di   rete,   consentendo   agli 
amministratori di tenere sotto controllo le prestazione della rete 
e   di   accorgersi   in   tempo   reale   del   manifestarsi   di 
malfunzionamenti. 










Network  Management   Framework   (NMF)   ed   è   mostrata   in 
figura 24. 
L'architettura consente di gestire degli elementi di rete  usando 
degli  agent,   cioè   moduli   software   che   risiedono   sulle 
apparecchiature   da   gestire.   Tali   agenti   comunicano   con   un 
manager (Network Management Station) che, interagendo con 




dette  Management   Objects.   L'insieme   di   questi   oggetti 
costituisce   un'astrazione   di   database   detta  Management 
99
Information Base (MIB ). 
Gli   oggetti   MIB   sono   specificati   utilizzati   un   linguaggio 




















il   linguaggio   con   cui   queste   informazioni   devono   essere 
specificate. 
Nella RFC 2578 vengono specificati   i   tipi  di  dati  base nella 
SMI per il linguaggio di definizione dei moduli MIB. Sebbene 




























fornisce  anche un   linguaggio  di   composizione  di   livello  più 
alto.
102
Il  costrutto  OBJECT­TIPE  è  usato per specificare il   tipo di 
dati,   lo   stato   e   la   semantica   di   un   oggetto   da   gestire. 
Collettivamente, questi oggetti da gestire contengono i dati di 
gestione che sono situati nel nucleo di gestione della rete.   Ci 
sono   circa  10.000  oggetti   definiti   in   diverse  RFC  relative   a 




indica   se   la   definizione   di   un   oggetto   è   attuale   e   valida, 
obsoleta (nel qual caso esso non può essere implementato e la 
sua   definizione     è   inserita   solo   per   motivi   storici)   o 
recuperabile ( obsoleta ma implementabile). 








































gestire   (compreso   ipFowarding   in   figura   25)   per 
l'implementazione della gestione del protocollo IP. 
Oltre a contenere la definizione OBJECT­TYPE  degli oggetti 
da   gestire   all'interno   di   un  modulo,   il   costrutto  MODULE­
IDENTITY  contiene frasi che documentano informazioni per 
contattare   l'autore   del   modulo,   la   date   dell'ultimo 
aggiornamento,   la   storia   delle  modifiche   e   una   descrizione 
testuale   del   modulo.   Come   esempio,   consideriamo   la 
definizione   del   modulo   per   la   gestione   del   protocollo   IP 
mostrata in figura 26.
Il costrutto NOTIFICATION­TYPE è usato per specificare le 
informazioni   relative   ai   messaggi   “SNMPv2­Trap”   e 
“Information Request” generati da un agent o da un'entità  di 
gestione.
















































agenti   rispetto   alla   definizione   delle   notificazione   e   degli 
eventi. 
B.4 Structure of Management Information
Si   può   pensare   ai   MIB   come   ad   un   deposito   virtuale   di 








La   IETF   ha   compiuto   un   lavoro   di   standardizzazione   dei 
moduli MIB associati con router, host e altri equipaggiamenti 







adottò   una  struttura   standardizzata  per   l'identificazione  degli 











Il   livello   più   basso   della   gerarchia   mostra   alcuni   dei   più 
importanti     moduli   MIB   orientati   al   software   (system   e 







informazioni   MIB   fra   entità   di   gestione   e   agent   che 
intervengono su una richiesta. 
L'uso più comune dell'SNMP è nel modo richiesta­risposta in 
cui  un'entità   di  gestione  SNMPv2  invia  una   richiesta   ad  un 
agent   SNMPv2   che   riceve   la   richiesta,   compie   alcune 
operazioni ed invia la risposta. Tipicamente, una richiesta sarà 
usata   per   chiedere   o   modificare   i   valori   dell'oggetto  MIB 
associati con un dispositivo da gestire. 
Un   secondo   uso   comune   è   quello   in   cui   l'agent   invia   un 
messaggio non sollecitato, conosciuto come messaggio TRAP, 
ad   un'entità   di   gestione.   I   messaggi   trap   sono   usati   per 
notificare ad un'entità  di  gestione una situazione eccezionale 
che ha portato a variazioni dei valori degli oggetti MIB, 
L'SNMPv2     definisce   sette   tipi   di   messaggi,   conosciuti 




GetRequest Manager­Agent Riceve   il   valore   di   uno   o   più 
oggetti MIB in questione
GetNextRequest Manager­Agent Ottiene   il   valore   del   successivo 
oggetto   MIB   in   questione   nella 
lista o nella tabella
GetBulkRequest Manager­Agent Ottiene   i   valori   di   un   grande 
blocco di dati, come una tabella
InformRequest Manager­Manager informa   l'entità   di   gestione   dei 
valori   MIB   remoti   per   il   suo 
accesso
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