Abstract. This is the second paper of the series of two papers in which we consider very rough solutions to Cauchy problem for the Einstein vacuum equations in CMC spacial harmonic gauge, and obtain the local well-posedness result in H s , s > 2. The novelty of our approach lies in that, without resorting to the standard paradifferential regularization over the rough, Einstein metric g, we manage to implement the commuting vector field approach to prove Strichartz estimate for geometric wave equation 2gφ = 0 directly. In this paper, we quantitize the geometric feature of null hypersurface in rough Eisntein spacetimes those are generated solely by H 2+ data. In particular, we provide · L 2 t L ∞ x (I×Σ) control ofχ, ζ which is crucial for establishing Strichartz estimate in [25] .
Introduction
We consider very rough solutions to Cauchy problem for the Einstein vacuum equations (EV) in CMC spacial harmonic gauge, and obtain the local well-posedness result in H s , s > 2. Relative to the wave coordinates, Einstein vacuum equation takes the form of a strictly hyperbolic, quasilinear equations,
where φ = (g µν ) and the function N µν (φ, ∂φ) is smooth in its arguments and is quadratic in ∂φ. The study of local well-posedness of Einstein equation was pioneered by Y.C. Bruhat [4] who proved a local in time existence result under the assumption that (g, k) H s ×H s−1 with s ≥ 4. By classic energy method and Sobolev embedding, it was improved in [6] to s > 5/2. The most significant progresses toward the optimal regularity of initial data were the improvement to s > 2 for Einstein vacuum equation under wave coordinates, which was achieved in [10] - [12] , and the work [17] for the general class of quasi-linear wave equation. We consider vacuum Einstein equation under constant mean curvature and spatial harmonic coordinate (CMCSH) gauge, which was raised by Andersson and Moncrief in [1] to produce solutions in a more dynamic way.
Letĝ be a fixed smooth Riemannian metric on Σ with Levi-Civita connection ∇ and Christoffel symbolΓ k ij . Let Γ k ij denote the Christoffel symbol with respect to the induced metric g ij on Σ t , we introduce the vector field U = U k ∂ k where
The solution of (EV) constructed in [1] is to find the pair (g, k) such that they satisfy the vacuum Einstein evolution equations, the constraint equations and the CMCSH condition (1.2) Trk := g ij k ij = t and U j = 0.
This leads to an elliptic-hyperbolic system (1.3)
where R ij denote the Ricci curvature tensor of the induced metric g. (1.3) is a Elliptic-hyperbolic system whose hyperbolic part consists of the Einstein evolution equations, and elliptic part consists of the equations for the lapse and shift. It is natural to ask under what minimal regularity on the initial data the CMCSH Cauchy problem is locally well-posed. The main result we establish in the series of two papers shows the well-posedness of the problem when the initial data is in H s × H s−1 with s > 2. To improve the classical result on the local well-posedness of quasilinear wave equation, the key step is to derive the Strichartz estimate for the wave operator 2 g(φ) with rough coefficients g ij (φ). A series of progresses was achieved by Smith [16] , Bahouri-Chemin, [2, 3] , Tataru [21] using parametrix constructions. One interesting progress was made by Klainerman in [7] where a vector field approach was developed to establish the Strichartz estimate. Blended with the paradifferential localization procedure in [2, 21] , this approach was further developed by KlainermanRodnianski in [9] where they successfully improved the local well-posedness of (1.1) in R 3+1 to the Sobolev space H s with s > 2 + 2− √ 3
2 . The core progress that enables the improvement from s > 2 + 2− √ 3 2 to s > 2 for (EV) under wave coordinate was made in [12] by showing that Ric(h) relative to the frequency-truncated metric h = g ≤λ does not deviate from 0 to a harmful level. However, similar estimates for Ric(h) can hardly be obtained for general quasilinear wave equation of type (1.1). The sharp local well-posedness for type (1.1) in H s with s > 2 was achieved by Smith and Tataru in [17] based on the wave packet parametrix construction.
We believe that Einstein spacetime is in nature smooth enough for a more direct implementation of the vector field approach for Strichartz estimates. The reason for choosing CMCSH gauge not only lies in that the H 2+ local well-posedness under this gauge is not known in literature, but also because the approach requiring defecting Ricci can not be adapted to CMCSH spacetime, due to the lack of control of one component of ∂g, i.e. ∂ t Y , under this gauge. Therefore in our work, instead of following the procedure of smoothing the actual spacetime and controlling the defected Ricci, we work in the rough Einstein spacetime. We no longer have smoother metric offered by the previous approach, nevertheless we manage to take advantage of the extra bit of differentiability offered by Strichartz estimates, and Ric(g) = 0. Our work provides a simplification of the work [10, 11, 12] As the main building block, in [25] by assuming a collection of estimates on Ricci coeffcients, we accomplish the following strichartz estimates by a bootstrap argument. Proposition 1.2. There exists a large number Λ ≥ 1 such that for any q > 2 sufficiently close to 2 and any δ > 0 sufficiently close to 0 such that 4 0 + δ 0 + δ < s − 2 where δ 0 = ( 
To prove Proposition 1.2, we make the following bootstrap assumptions
In [25] , we establish the energy estimates under the bootstrap assumption (BA1)
In this paper, we provide the esimates, required in proving Proposition1.2, on Ricci coefficients of the rough Einstein CMCSH spacetime with metric assumptions (BA1) and (BA2), and (EG). Therefore we complete the proof of Theorem 1.1.
1.1. Geometric Set-up and main theorem. We now fix a point p in Σ × I and use Γ + to denote the time axis passing through p which is defined to be the integral curve of the forward unit normal T with Γ + (t p ) = p. We use Γ t to denote the intersection point of Γ with Σ t . Let u be the outgoing solution of the eikonal equation g αβ ∂ α u∂ β u = 0 satisfying the initial condition u(Γ t ) = t − t p on the time axis. We will call this u an optical function. We denote by C u the level sets of u which are the outgoing null cones with vertex on the time axis. Let S t,u = C u ∩ Σ t and let {e 1 , e 2 } be an orthonormal frame on S t,u . Let N be the exterior unit normal, along Σ t , to the surface S t,u . We define
We will call L, L the canonical null pair. Then {e 1 , e 2 , e 3 := L, e 4 := L} also forms a null frame. For 0 < u ≤ t 0 + T − t p and t p ≤ t 1 ≤ t 2 ≤ t 0 + T , we introduce the null hypersurface H := ∪ t1≤t≤t2 S t,u . We will use D + to denote the region enclosed by H, Σ t1 and Σ t2 . For any scalar function ψ we introduce the flux
where γ is the induced metric on S t,u and / ∇ is the corresponding covariant differentiation. 
Associated to this canonical null frame, we define on each null cone S t,u the Ricci coefficients
It is well-known ( [10] ) that there hold the identities
We recall the following results from [25, Sections 2] .
where π is the deformation tensor of T with components k and ∇ log n, E and H are the electric and magnetic parts of spacetime curvature defined by E ij = R 0i0j and H ij = R 0i0j respectively. As a consequence of (1.6), we have
We will useπ to denote any term from the set ∇Y , ∇n, k, ∇g and e 0 (n), where e 0 (n) = n −1 (∂ t n − ∇ Y n) as defined before. We rely on (1.10)-(1.14) to complete the proof of Proposition 1.2. (1.9) consists of (BA1) and the L 2 t L ∞ x estimates on e 0 n, ∇n, ∇Y that can be derived immediately by using (BA1) and (1.7) , under the rescaled coordinates. 
where p > 2 is such that 0 < 1 − 2/p < s − 2, and z = trχ − 2 n(t−u) , Ω =
The control of Ricci coefficients consistent with H 2 Einstein metrics has been studied in [10, 22, 24] , where a set of estimates concerning trχ,χ, ζ, ζ was achieved in terms of curvature flux, combined with flux of k if null hypersurface is foliated by S t , level sets of t. Bearing the flavor of these works, in the situation when H 2+ estimates for g can be established, we first manage to gain from the extra differentiability of metric a slightly stronger flux type control for ∇g, k. We then obtain a stronger set of estimates on Ricci coefficients in terms of the
ω -norms forχ, ζ and corresponding estimates for µ, trχ− 2 n(t−u) . This enables us to carry out delicate analysis such as Calderon Zygmund inequality on null hypersurfaces under rough metric. In this procedure, thanks to working directly in vacuum spacetime, we no longer encounter the technical baggage in [10] - [12] posed by defected Ric(h). Nevertheless, this set of estimates is far from sufficient to control
norm of deformation tensor (K) π, which relies on estimates forχ, ζ in this norm. The idea of Klainerman-Rodnianski [11] is to rely on the Hodge system such as the equation of (2.46)
The key points of deriving a strichartz type norm forχ lie in:
(1) To obtain a decomposition of the form
withπ being certain components of ∂g. The new difficulty arising in our situation is to exclude the time derivative of shift in the decomposition for the null curvature component of β. This issue is settled in Section 4.
(2) To employ Calderon-Zygmund theorem for Hodge system div F = / ∇G + e
where S = S t,u . Relative to a regularized metric g ≤λ , using (1.15) to estimate
only leads to a loss of ln λ, which can be easily balanced after integration in a frequency dependent time subinterval. However, relative to non-smoothed metric, the application of (1.15) relies on the norm of sup u / ∇π L 2+ (St,u) , which requires the boundedness of the H 3 2 + norm of ∇g and k that can only be achieved under the assumption of H s , s > 5 2 on data. We solve this problem by squeezing a bit more differentiability out of ∇g, k in L 2 t L ∞ x , which can be achieved by Strichartz estimate via a bootstrap argument. To implement this idea, we establish a modified Calderon-Zygmund inequality relative to the rough metric, which can be seen in Section 5.
Estimates for Ricci coefficients
In Sections 2 and 3, we will complete the proof of Theorem 1.4. We will consider only the case λ = 1 since the general case can be obtained by a simple rescaling. Thus, we will work on the spacetime [0, T ] × Σ.
Consider an outgoing null cone C u in [0, T ] × Σ initiating from a point p on Γ + with u = t(p). Let D + be the domain enclosed by C u and Σ T and let S t,u := C u ∩Σ t . For simplicity, we will supress u and write S t := S t,u . Instead of the canonical null pair {L, L}, we will work under a new pair of null vector fields {L , L } which is defined as follows. The null vectors l ω in T p M parametrized with ω ∈ S 2 are normalized by g(l ω , T p ) = −1. We denote by Γ ω (s) the outgoing null geodesic from p with Γ ω (0) = p and
Then D L L = 0. The affine parameter s of null geodesic is chosen such that s(p) = 0 and L (s) = 1. We will assume that the exponential map
is a global diffeomorphism from S 2 to S t for any t ∈ (u, T ]. Along C u we introduce the null lapse function a
. Then a > 0 on C u with a(p) = 1. Moreover, along any null geodesic Γ ω there holds
We can define a conjugate null vector L on C u with g(L , L ) = −2 and such that L is orthogonal to the leafs S t . Let N be the outward unit normal of S t in Σ t . Then in terms of L , L and a we have
Relative to the canonical null frame L, L, we recall the null components of the Riemannian curvature tensor R as follows
and α , β , ρ , σ , β , α can be similarly defined with L, L replaced by L , L . We define
It follows from [25, Proposition 3.9] and the standard flux type estimate by using the Bel-Robinson tensor and Einstein vacuum equation,
where we set for any Σ-tangent tensor field F µ ,
Let us denote byk the traceless part of k,k = k − 1 3 Trk · g. We decomposek on each S t by introducing components
where (e A ) A=1,2 is an orthonormal frame on S t . Letη AB be the traceless part of η. Since δ AB η AB = −δ, we haveη AB = η AB + 1 2 δ AB δ. The Ricci coefficients χ , χ , ζ , ζ , ξ , µ and null components of curvature associated with the null frame {e 1 , e 2 , L , L } are related to their counterparts associated with {e 1 , e 2 , L, L} as follows:
In the following we will consider the Ricci coefficients relative to the null frame {e 1 , e 2 , L , L }, and we will drop the prime for convenience. We will also fix the following conventions:
• / π denotes the collection ofη, , δ, ∇ N log n, / ∇ log n, Trk, •π denotes the collection of / π, ∇g,
We define the norm of
Theorem 2.1. There exists a universal constant C 1 ≥ 1 such that on C u there holds
The proofs can be found in [23, 24] and rely on the bounded flux (2.4) and (1.5)-(1.7). Proposition 2.2. On each S t we introduce the ratio of area elements
Then there hold
where C is a positive universal constant.
Finally we recall ( [23, 24] ) that for any Σ-tangent tensor field F there holds the trace inequality
and for any − t 4 ≤ u ≤ t and any Σ-tangent tensor field F , there holds
where Int(S t,u ) denotes the domain in Σ t enclosed by S t,u . For S t tangent tensor F , there holds
We recall also the transport Sobolev-type inequality for any S t -tangent tensor field F ,
with 2 ≤ p ≤ 4. Similar to [23, Proposition 8.1] and also using (2.17), we have for any Σ-tangent tensor field F that
As an immediate consequence of (2.20), (2.8) and (2.13), on C u there holds for
Lemma 2.3. For q > 2, there hold the following Sobolev inequalities on C u :
For any Σ tangent tensor F there holds
Indeed, we can check for Σ tangent tensor F i the following symbolic identities,
where
where to derive the last inequality, we employed (2.17).
Lemma 2.5. Let f be the components of the Σ-tangent tensor fields ∇ 2 n, ∇(ne 0 (n)), and ∇ 2 Y . Then for 2 ≤ q < 4 there holds
For the case q = 2, both inequalities follow essentially from (2.18) (See [23] ). We consider the case 2 < q < 4 only. We decompose a scalar function f by f = µ>1 P µ f + P ≤1 f . By the Sobolev inequality (2.19) on S t,u we have
Using the finite band property of LP projections and (2.18), we derive that
. The lower order part P ≤1 f can be treated similarly. Therefore summing over µ > 1, we obtain r
. The estimate (2.25) then follows by using (1.6).
We next prove (2.26). It is straightforward to derive that ∇π 0 = n −1 ∇ 2 n+π 0 ·π 0 . Then using (2.25) and (2.17)
Note that we have the following symbolic identity
In view of L = T + N , and using (2.25), we can derive
Hence we complete the proof.
2.1. L p flux type estimates. In this subsection, we will use Proposition 1.3 to derive L p flux type estimates on ∇g, k and null components of curvature R 0 = (α, β, ρ, σ, β). Let 0 < 1 − 2 p < s − 2. For any S t -tangent tensor F along null hypersurface C u we define the Sobolev norm
We denote by
where ∇g in the last term denotes the scalar components of ∇g relative to arbitrary time independent coordinate frame in Σ.
We now state the main result of this subsection.
Proposition 2.6. Let f be the components of k and ∇g. Then on C u there hold
As the first step, in what follows we build a connection between the dyadic flux in Proposition 1.3 and the ones that will be used to derive (2.28).
Then for any 0 < < 1 and any scalar function f there hold
Proof. We first prove (2.31) and (2.32) by assuming the following inequality, with > 1 being dyadic
We decompose f = l>1 P f + P ≤1 f . First we have
Summing over µ > 1, we obtain (2.34)
Now we consider the part 1< <µ P f in the decomposition of f . The term P ≤1 f can be treated similarly. By the finite band property of / P µ , we have
In view of (2.33), it follows that
Hence we have
Taking l 2 µ and also combining with (2.34) gives (2.31). (2.32) can be derived in the same fashion.
We next prove (2.33). Recall that Π mn = g mn −N m N n and / ∇ m = Π n m ∇ n . Note that for functions f on C u we have
whereP denote a classical Littlewood-Paley projection on R 3 induced by a different symbol. By the commutation formula [ / ∇, D t ]f = anχ · / ∇f for scalar functions f , we obtain
For the last term on the right, we have
With the help of the symbolic identity trθ = trχ + k andθ =χ + k, we obtain
where we employed the Hölder inequality, (2.22) and rtrχ ≈ 1. By the Sobolev embedding, we deduce that
In view of (2.35), (2.36) and (2.37), we thus obtain (2.33).
Note that the energy estimate on the Bel-Robinson tensor does not implies the L p , p > 2, type curvature flux in (2.30). As the second step, we now build the connection between (2.29) and (2.30). Proposition 2.8. Let err denote the type of error terms taking the form (π + F ) · π +trχπ with F =χ, / ∇ log a,θ. Relative to canonical null frame {e 1 , e 2 , L, L}, there hold the following results for null components of curvature:
(a) There exist scalar functions • π, S-tangent 2-tensor fields
• π AB such that the components β, β admit the decompositions
(b) There exist two S-tangent vector fields
A and
A such that
+err.
(c) There holds the decomposition
, and
denote the terms formed by the sums of N µ (g · ∇g, k) µ··· and
As a key feature required by the proof of (1.14) (see Section 3.2), the higher order terms in the decompositions for β, ρ and σ can only contain / ∇π. Since time derivative of shift has to be excluded in our decompositions, Proposition 2.8 does not follow from the approach given in [11, Section 4] . We will derive in Section 4 the decompositions in a more invariant fashion.
Lemma 2.9. Let err be the error term in Proposition 2.8. Let
Proof. It follows from (2.27), rtrχ ≈ 1 and
In view of (2.17) and (2.20), we can obtain
where F =χ, / ∇ log a,θ. By integrating in t and using (BA1), π H 1 (Σ) ≤ C and (2.22) we can complete the proof.
Proof of Proposition 2.6. First, applying (2.19) 
With the help of (2.31), we then obtain
On the other hand, applying (2.19) to F = / P µ D t f and using (2.32) we can obtain
Thus, applying the above two inequalities with f = k ij , ∇g ij , and using
and Proposition 1.3, we have
This completes the proof of (2.28). We next prove (2.29). Let / ∇ * denote either / ∇ A or / ∇ L for S-tangent tensor, and ∇ * be either ∇ L or / ∇ A for Σ tangent tensor as in (2.5). We recall from [23, (8.14) , (8.15) ] that with π being Σ tangent tensor π 0 or k,
By using (2.28) and (2.26), we have |r
where to derive the last inequality we employed Lemma 2.9. Hence we obtain (2.29).
In view of the decompositions in Proposition 2.8, we have R 0 = / ∇ * / π+g· / ∇( ∇g)+ err. By using (2.29) and Lemma 2.9, we can obtain (2.30).
L
p estimates for Ricci coefficients. We fix a null cone C u contained in D + with t = u at its vertex on Γ + . By rescaling the space-time coordinate as (t, x) → (
, we may restrict our consideration to the time interval [0, 1]. We denote by H, the null cone C u after change of coordinates. Then H = ∪ 0<t≤1 S t with S t being the intersection of H and Σ t . We also denote H t := ∪ t ∈[0,t] S t for 0 < t ≤ 1.
We will rely on the quantities
and (2.40)
We will prove an L p version of weakly spherical property on S t in Proposition 2.20 and the following estimates Proposition 2.10. Let M denote either µ or / ∇trχ. If R 0,p + R 0 is sufficiently small, there holds on H
We remark the the smallness on R 0 + R 0,p can be obtained by requiring T − u sufficiently small but depends only on universal constants.
Let us record the structure equations for the Ricci coefficients relative to {e 1 , e 2 , L , L }:
We will suppress " / " in / div and / curl for convenience. Let us record the following transport equation for µ where will be dropped for convenience,
Recall the following result on initial data (see [22] ).
Lemma 2.11. There holds
Let us recall the transport lemma (see [11, 23] ).
Lemma 2.12. For an S tangent tensor field F verifying
We also need the following useful Sobolev inequality.
Lemma 2.13. For any q ≥ 2 and any S t tangent tensor field F , there holds the estimate
Proof. The estimate with q = 2 is proved in [23, Lemma 8.2] ; the same argument can be used to the result for any q > 2.
We now prove the following result on null cone H, Proposition 2.14.
Proof. By the Sobolev embedding (2.23) we have for p > 2 that
The second inequality in (2.53) will follow from (2.52) and (2.39). We need only to prove (2.52). In view of (2.43) and (2.39), we have
Let p be such that
In view of (2.44), (2.54), (2.39) and the first part of (2.53), we obtain
The proof is thus complete.
2.2.1. Weakly spherical condition. Let γ be the induced metric on S t , and define the rescaled metric
where i, j, k = 1, 2. Recall that we have proved in [24] that
Now we make the following bootstrap assumption which will be improved at the end of this section. Assumption 2.15. For the transport local coordinates (t, ω), the following properties hold true for all surfaces S t of the time foliation on the null cone H: the metric • γ ij (t) on each S t verifies weakly spherical conditions i.e.
where we assume 0 < ∆ 0 < Let / ∇ (0) be the covariant differentiation relative to γ (0) ij . We will improve (WS2) with the right side replaced by R 0 + R 0,p . By choosing ∆ 0 < R 0,p + R 0 sufficiently small, we can close the bootstrap argument.
Lemma 2.16. Under the Assumption 2.15, for 2 < q ≤ p,
Proof. It suffices to consider F to be 1-form. Relative to any coordinates on S,
Note that using (WS1) and Assumption 2.15
we have r
∆ 0 . Also in view of (2.24) and Hölder inequality, we obtain
Note that we can choose 0 < ∆ 0 < 1 2 sufficiently small, then for 2
The other direction can be proved in the same way.
We recall from [24] the following result which uses the smallness of R 0 given in the remark immediately after Proposition 2.10.
Proposition 2.17. On null cone H under the condition (2.40) and C −1 < n < C that for S tangent tensor F , there holds
By Assumption 2.15, let us prove the following L p estimate for Hodge system. 
Proof. We only give the proof for D = D 2 . The proof for the case that D = D 1 follows similarly. For S-tangent, symmetric, traceless 2-tensor F , let us definẽ
AC γ CD F DB and 2F AB =F AB +F BA . By (WS1) and Assumption 2.15 we can show that
We also can check that
By Calderon Zygmund theory on 2-sphere with γ (0) and also using (2.59), we obtain
where to derive the last inequality, we employed (2.57), Lemma 2.16 and the smallness of ∆ 0 . Therefore, Lemma 2.18 follows by using Lemma 2.16.
using Lemma 2.18, we can derive that for 2
Since using (2.54), (2.53) and (2.39)
Recall that M = / ∇trχ or µ. (2.45) and (2.49) can be symbolically recast as
if M = / ∇trχ. We now establish the following estimates, which, in view of (2.24) and (2.51),imply Proposition 2.10.
Proof. (2.63) can be obtained immediately by combining the second estimate in (2.62) with (2.60), we consider the first norm in (2.62). By (2.61), Lemma 2.12 and 2.11, integrating along the null geodesic Γ ω initiating from the vertex, we obtain
We have 
We can proceed in a similar fashion for the other two terms,
In view of |a − 1| ≤ 1/2 in (2.10), the factors a m , m ∈ N can be ignored in H i when we employ 
Similarly,
R 0 can be sufficiently small, then we combine (2.65), (2.67) and (2.69) to obtain
Using Minkowski inequality, we can obtain in view of (2.64)
We can also obtain in view of (2.66) that
p ω norm and using (2.20), we have
where for the last step we employed Minkowski inequality and (2.60). Since R 0 can be sufficiently small, the second inequality in (2.62) can be proved. Now we prove Assumption 2.15. Proposition 2.20. For the transport local coordinates (t, ω), the following properties hold true for all surfaces S t of the time foliation on the null cone H: the metric • γ ij (t) on each S t verifies weakly spherical conditions i.e.
where i, j, k = 1, 2.
Proof. Since relative to the transport coordinate on H,
Differentiate the above equation again, we obtain,
where i, j, k = 1, 2, with the initial condition given by (2.55). Integrating the following transport equation along a null geodesic initiating from vertex, by κ L 2 t L ∞ ω R 0 in (2.14) and a similar argument to Lemma 2.12, we can obtain
where Γ represents Christoffel symbols, and Γ ·χ stands for the terms
R 0 in (2.14) and Lemma 2.12,
We estimate the terms in the line of (2.72) by (2.11) and (2.54)
Summing over all i, j, k = 1, 2, we have for the component of Christoffel Symbol
where C is the constant such that the Christoffel symbol of γ S 2 satisfies |∂γ S 2 | ≤ C, (2.70) then follows by χ L ∞ ω L 2 t ≤ CR 0 which can be sufficiently small.
Proof of Theorem 1.4
In this section, we give the proofs of (1.9)-(1.14) in Theorem 1.4. Recall the definition of the region D + from Section 1.1. We consider D + under the rescaling coordinates according to (t, x) → ( 
Proof. Observe that z = aV + 2aU and
. Thus the estimates for z follow immediately from those estimates on U.
In order to derive the estimates on U, we write U = z 1 − z 2 , where
with n p being the value of the lapse function n at the vertex p of the null cone C u .
Integrating along any null geodesic initiating from vertex, we obtain,
Recall that |a − 1| ≤ 1/2, C −1 < n < C and t − u ≈ s. We can derive from (3.3) that (3.5) r
We next consider z 1 . On the outgoing null cone C u with vertex p, we have the transport equation
Integrating along any null geodesic initiating from the vertex, we obtain,
In view of (3.4), it follows that
→ 0 as T → 0, the estimate holds on sufficiently small interval [0, T ]. Thus, it follows from (3.8) and τ * ≤ λT that on the same time interval [0, T ] with
Consequently the estimate holds on larger interval and thus we must have the claim on any interval [0, T ] with
With the help of (3.6), (3.9) and Lemma 2.12 we thus obtain
which together with (3.5) gives
In the same way, we can also derive that
Combining this with (3.5), we obtain the estimate for U in (3.1).
Finally we consider Ω. Observe that Ω =
, we have
Similar to (3.5) we can derive that
Thus we complete the proof of (3.1).
Proposition 3.2.
Relative to the canonical null frame, there holds on every S t,u that
Proof. We consider Lz first. Note that
in view of the definition of µ, we derive that
In view of rtrχ ≈ 1 and (3.1), we have r
Therefore, by using (2.41) and applying
to F = Ω, L log n, z, we can deduce in view of (3.1), (2.8) and r
In order to obtain the estimate for / ∇z, we apply (3.12) to / ∇a and / ∇n and use (2.41) for / ∇trχ . It then follows that
This completes the proof.
We define Hardy-Littlewood maximal function for scalar function f (t) by
It is well-known that for any 1 < q < ∞ there holds
Proof. Recall the estimate (2.9) in Theorem 2.1. We then have
Assuming the following estimate on D
, therefore we can obtain (1.12). To see (3.14), due to U = z 1 − z 2 , let us consider z 2 first. In view of (3.3), |a − 1| ≤ 1/2, C −1 < n < C and t − u ≈ s, we can obtain (3.15) sup
In view of (3.7), we also have
Combining (3.15) and (3.16), taking L 2 t norm, and using (3.13) implies (3.14).
x estimate forχ and ζ. We will use the equations (2.46)-(2.48) to derive the estimates forχ and ζ. We first recall from [11] the following version of Calderon-Zygmund-type result for Hodge systems.
Proposition 3.4. Let F be a covariant traceless symmetric 2-tensor satisfying the Hodge system
for some tensor field G and 1-form e. Then for 2 < p < ∞ and St,u) and for p > 2 there holds (3.19)
Similarly, for the Hodge system
where G = (G 1 , G 2 ) are 1-forms and e = (e 1 , e 2 ) are scalar functions, we have (3.18) and for any p > 2 there holds
Relative to rough metric, the proof of Proposition 3.4 can follow from the standard Calderon-Zygmund theory with the help of weakly spherical condition (2.70) and (WS1). Consider the application of (3.19) to divχ = / ∇
• π + / ∇trχ + · · · which follows from the Hodge system (2.46) and Proposition 2.8 (a), where
on null cones, which needs one-half more derivative to give the estimate of sup u r (3.19) . This poses an issue of lack of half-derivative. Note that, by Strichartz estimate, we may expect to control µ
On the other hand, since
causes a new technical baggage due to the factor N µ involved in the paradifferential calculation. To solve all the potential issues, our strategy is to establish (3.22) so as to take advantage of the extra differentiability of k, ∇g. 
The proof of (3.22) is presented in Section 5. By (2.29), (2.24) and (2.51), we can check thatπ verifies the same estimates for A in Proposition 2.10, we can incorporateπ into the collection of A. We now slightly extend the definition of err in Proposition 2.8 to (3.23) err := A · A + trχ ·π.
where A was defined in Section 2. By using (2.41) we have r
2 . Also using the fact rtrχ ≈ 1, we can obtain the following estimate on err.
Lemma 3.6. For any p such that 0 < 1 − 2 p < s − 2, there holds We define / χ, a symmetric traceless 2-tensor, to be the solution of
.
It is straightforward to see that
Applying (3.19) in Proposition 3.4 to (3.25) and also using (3.10), we obtain
Note that with 2 ≤ q ≤ 4,
Applying (3.22) in Proposition 3.5 to (3.26) and using (3.28) give
where p > 2 sufficiently close to 2. Combining (3.27) and (3.29), and using (3.24) and (1.12), we can obtain
, which is the first part of (1.14).
3.2.2.
Estimate for ζ. In view of (2.47), (2.48) and Proposition 2.8, we can write
). Let / µ A be an S-tangent co-vector which is defined as a solution of the Hodge system
It follows from (2.58) and (2.12) that
Observe that by (2.47), Proposition 2.8 (b) and the divergence theorem, we can treatμ as nerr. By ignoring the average sign, in view of (3.23),μ can also be incorporated to err. With the help of (3.30), we have
In view of (3.22) in Proposition 3.5 and (3.28), we obtain
3 From now on, by abuse of notation, µ 0+ Pµ 
Assuming this result, we can obtain from (3.33) and (3.24) that (3.34)
which, in view of (BA2), gives the second part in (1.14).
In order to prove Lemma 3.7, we first derive an equation for
where D t F := nD L F for any tensor field F . We need the commutation formula ([5, Chapter 13], [24] )
Lemma 3.8. D 4 / µ satisfies the following Hodge system.
Proof. Let G := Lµ + trχµ. We can derive
In view of (3.36) we then obtain
As explained before (3.32), κμ can be treated as κ · err, where the average sign has been ignored. We also will not distinguish nG with nG. Then, in view of (2.46) and (2.49), symbolically there holds
In view of (3.36) and (3.30), we also have
Thus, with the help of Proposition 2.8 (b), we obtain (3.37). 
we have E R 0 + R 0,p . By (2.24), we also have
By (3.35) and Lemma 2.12,
Using (3.22) in Proposition 3.5 , (3.28), (3.37) and C −1 < strχ < C on C u , we can obtain
Thus, by using (3.40), (2.14) and Proposition 3.3 and 2.10, we can derive that
In view of (1.9) and (3.13), we have
Proof of Proposition 2.8
4.1. Decomposition for β, β. We need the following decomposition result on R AN .
Lemma 4.1. On S t,u ⊂ Σ t , relative to orthonormal frame {N, e 1 , e 2 },where N denotes the unit normal of S t,u in Σ t , there holds
where the 2-tensor
• π 1 and the scalar • π 2 are terms formed by the sums of N µ (g · ∇g, k) µ··· and Π µ µ (g · ∇g, k) µ ··· . 4 We ignored the frame coefficients e j A , N k in the last three terms, since they are harmless for the purpose of application. [5, (7. 3.3e)]), and
By the Gauss equation E
(see [5, (11.1.2d )]), we have symbolically that
Hence Proposition 2.8 (a) can be proved by using (4.1).
Proof of Lemma 4.1. We write
Then we have
For simplicity of exposition, we set U kjl = U p kj · g pl and A klm := ∇ m g lk − ∇ l g mk . Then we have
We now define
Since the spacial harmonic condition implies that
Using (4.2), we can deduce that
Hence, withπ jC =
We then conclude symbolically that 
It is easy to check that g ia b − g ib a = − n n ij j ab . Hence we have
This completes the proof of (4.2).
4.2.
Decompositions of α and σ. The decompositions of α and σ follow immediately from the structure equations 1 2
and σ = / curl −θ ∧η which can be found in [5, Chapter 11].
4.3. Decomposition for ρ. Let (e A ) A=1,2 be an orthonormal frame on S, and let 
whereẼ consists of the projections U · U to S and the terms θ · (N l U l··· , Π l m U l··· ) and for |Ẽ| := max A,B,C,D |Ẽ ABCD | we have |Ẽ| | ∇g · ∇g| + |θ · ∇g|. Recall from [5, P.167 ] that γ AC γ BD R ADCB = −2ρ. By the Gauss equation, we then have
This together with (4.3) gives the decomposition for ρ in Proposition 2.8.
Proof of Proposition 3.5
In this section we will complete the proof of Proposition 3.5 by employing the geometric Littlewood-Paley theory on the surfaces S t developed in [14] . In Section 6 we introduced the metric γ (0) := r 2 γ S 2 on S t,u , where r denotes the the radius of S t,u with respect to γ, i.e r := 
One can refer to [14] for various properties of U (τ ) and P
µ . In particular, it has been shown that one can always find an m such that the associated P (0) µ
Lemma 5.1. For 2 ≤ p < ∞, and any S-tangent tensor H there hold on S t that Taking the L p norm gives
We next prove (5.2). In view of We then derive by the Sobolev inequality and the L 2 estimate of heat operator U (τ ) that
as desired.
Now we divide the proof of (3.22) into two steps. The first step is to prove Lemma 5.2. For S-tangent tensor fields F and G satisfying the Hodge system in Proposition 3.4, there holds with δ > 0 and p > 2 that
Proof. LetF be defined by (2.59). Using the following standard identity for Hodge operators (see [5, Page 38])
2 D
2F − 1 r 2F ,
we can obtain
We can always find the Littlewood Paley projectionP In what follows, we will not distinguishP (0) µ with P
µ . By the Bernstein inequality and the finite band property, for p > 2 satisfying 0 < 1 − 2/p < s − 2, we can derive on S that
where, with the help of the Bernstein inequality and (3.18), the lowest order term
has been treated as
with p > 2 being a large number and 1/q = 1/2 + 1/p . Therefore, we obtain that
It remains to consider the first term in (5.4). Using the Bernstein inequality with q > 2, we have µ −2 r 2 P
By the L q theory for elliptic equations, the finite band property, and (5.1), we have
which together with the estimate on I µ imply
Using Proposition 2.20 and (WS1), we therefore complete the proof.
The second step is to prove Lemma 5.4, for which we need the following result.
Lemma 5.3. For any p > 2 and any S-tangent tensor F , there holds on S := S t,u that
Proof. With the help of (5.3) and the Bernstein inequality, we have
µ . From (5.2) it follows that
which implies A 
Thus, we complete the proof of (5.6).
Lemma 5.4. (i) For 0 < < 1, µ > 1 and any scalar function f , there holds on S := S t,u that
(ii) Let δ, δ > 0 be such that δ + δ < 1 and let q > 2 be such that 2/q < 1 − δ. Then for any scalar functions f and H and any µ > 1 there holds
Proof. We first prove (i). We can write
µ + I
µ .
By using the properties of the geometric Littlewood-Paley projections, we have on S t,u that
Combining the above estimates gives (5.7). Now we prove (ii). In view of P f = f and set f := P f , we can write
µ + J 
