Abstract-This paper presents a Hidden Markov Model 
I. INTRODUCTION
Power generation from renewable energy sources (RES) is steadily increasing around the globe as many countries adopt policies that promote their use. In Europe for example, a target has been set that 20% of total energy consumption should be generated by RES till the year 2020 [1] . This will result in a RES share of 50% in power generation, which is going to be even higher in the future as new restrictions are applied regarding the CO2 emissions. The challenge of such high RES penetration is how the fluctuations in power production are going to be balanced. It is straightforward that the need for balancing power will increase which in turn will affect the balancing or real-time markets (BM), both in terms of the price volatility and the energy volume traded in them. Under these conditions, it is very crucial for power producers that are providing balancing power to estimate the prices in the BM in order to optimally schedule their production and balancing offers. The same applies for RES producers and power consumers who try to decrease their imbalance costs.
The field of price forecasting in the day ahead (DA) electricity markets has been well studied and new approaches are continuously proposed. Many different methods have been applied so far, ranging from econometric tools to pattern recognition and machine learning techniques [2] . On the other hand, the BM price modelling is not so well studied. It seems that the low liquidity in most of the BMs and the small number of participants affects the research interest for this type of electricity market. Among the methods that have been proposed for modelling and forecasting electricity prices in the BM, we can find autoregressive models [3] - [5] , autoregressive models in combination with Markov processes [6] , non-linear time series models [7] and moving weighted average methods [3] . A benchmark of various BM forecasting models is provided in [8] .
In this paper, we propose a method for BM electricity price and volume forecasting based on hidden Markov models (HMM). The HMM are used to model Markov processes with unobserved (hidden) states. Historically, the HMM has been used with success as predictor or classifier in many fields, like in speech recognition [9] and DNA sequence analysis [10] . Forecasting techniques based on HMM have been developed for the stock markets like in [11] and [12] . A HMM for DA electricity price forecasting has been used in [13] and [14] .
The following sections are organised as follows: Section II describes the HMM. Section III explains how a HMM is trained and used for BM forecasting. In section IV a simulation is conducted with data coming from the Nordic BM. The results are presented and compared with a reference model. Finally, section V concludes this paper.
II. THE HIDDEN MARKOV MODEL
As it was referred in the introduction, a HMM can be used for modelling Markov processes with unobserved or hidden states. While in a regular Markov process the system moves between known states, in a HMM, the states are not directly visible (hidden), but the output (observation) which is dependent on the state, is visible. This is shown in fig. 1 where the hidden state at time t is denoted as x(t) and the observation at the same time as y(t). As a Markov process, x(t) is only dependent on x(t-l) while y(t) is only dependent on x(t). When the observation are continuous like for example the values of the electricity prices, then the observation set M is infinite and the observation symbol probability distribu tion cannot be calculated. In this case a continuous prob ability density function is used which is usually approxi mated by a mixture of Gaussian distributions N: 
III. USING HMM FOR BALANCING MARKET FORECASTING
A BM serves as a trading floor for replacement/tertiary reserves according to the ENTSO-E definition [16] . Using the BM, a power system operator (TSOIISO) can ensure the balance of the system by activating balancing power offers usually submitted by conventional plants.
This paper is focusing on the Nordic BM, but the method ology described here can be also applied to other BMs with some minor modifications. The Nordic BM is characterized by a) marginal price settlement: price is set by the marginal cost of the last activated unit, b) hourly settlement resolution, c) dual imbalance pricing scheme: BM price is paid only to the balance responsible players that actively help the restoration of the system balance and d) price cap/ftoor: DA market prices act as an upper/lower limit to the BM prices [8] . There are three main possible balancing states depending on the direction of the balancing power needed each hour: 1) no regulation state, when consumption equals production, 2) upward regulation state, when consumption exceeds production, and 3) down ward regulation state, when production exceeds consumption. There is also a fourth state which happens rather rarely and it is when both upward and downward regulation is needed for a specific hour.
Two prices are defined for each hour in the BM, the upward balancing price Pu p and the downward balancing price Pdown. It is more common to work with the BM premium instead of the BM prices directly. The BM premium is defined as (1): 0 u p/ down = Pu p /down -Ps p ot The autocorrelation (ACF) and partial autocorrelation (PACF) functions of the BM premiums in fig. 3 show some strong correlation for lags 1-2. There is also some small correlation for lag 24, which implies a weak diurnal season ality. This seasonality is stronger for downward regulation. BM volumes present similar autocorrelations. Furthermore, the scatter plot of the BM premiums against the BM volumes in fig. 4 shows some positive correlation between these two variables.
If a power producer participates both in the DA and bal ancing markets, the BM should be taken into account when submitting the offers to the DA market. In order to do that, the BM forecasting models should predict the prices/volumes for the next day, or 12-36 hours ahead as the bidding to . .
-60 the DA market is typically done at noon of the previous day. Furthermore, RES producers that want to balance their stochastic production, are more interested for one hour ahead BM forecasts, because the production forecast error is lower closer to the real time production. The proposed method can be used for both 1 hour and 12-36 hours ahead forecasts and it can be analysed in three steps: 1) Data preprocessing: It includes the outlier detection, the handling of the daylight saving time and the scaling of the data. 2) HMM training: During the training procedure the pa rameters of a HMM model A = (A, Cjm, f..i jm , E jm ,]f) are adjusted in a way to maximize p {Y, A} which is the probability that the given observation sequence Y is generated by model A. This is called the learning problem in HMM theory. Baum-Welch algorithm is used to train the model [15] . Here, two models are trained, 3) Forecasting a) One hour ahead forecast: The Viterbi algorithm [15] is used to calculate the most probable state of the last hour in the training series which is the current hour. This is called the decoding problem in HMM theory. Then a marginalization of all possible cases for next hour state is done using eg. (2) where it is assumed that the current state there is no regulation. In order to decrease this error, the lowest possible output of eq. (2) is set to be zero. b) Day ahead forecast: A different approach is used.
Because it is very difficult to predict the states of the BM market for many hours ahead, the approach proposed is based on finding similar patterns in the past. For this, the forward-backward algorithm is used [15] . This procedure is called the evaluation problem in HMM theory. The algorithm calculates the likelihood of 24 hours observation sequences.
Then the day D N which has the closest likelihood with the current day Dc is chosen and the day that follows it D N + 1, is assumed to give the prediction for the day ahead. Alternatively, the differences of the two days DN+ l and DN can be added to the current day Dc for the day ahead prediction.
IV. SIMULATION
This section presents the results of the proposed method. The data are collected from Nordpool [17] and specifically for the SE2 price area for the period 0l.0l.2014-31.12.2014. The data set is split into two sets: one training set and one validation set. The forecasting procedure is as follows: Data in the training set are used to train the model according to the procedure explained in the previous section. Then the trained model is used to forecast the BM premiums and volumes for the next hour (one hour ahead forecast) or for the next 36 hours (day ahead forecast). These forecasts are tested against the actual data included in the validation set and both the Mean Absolute Error (MAE) given by eg. (3) and the Synunetric Mean Absolute Percent Error (SMAPE) given by eg. (4) are calculated. SMAPE is a measure of prediction accuracy which is used instead of the commonly used Mean Absolute Percent Error (MAPE) because many of the actual values of the BM prices and volumes are zero.
Here Pt is the forecasts, At is the actual values and N is the length of the data series. Furthermore, in order to check if the data recentness affects the model accuracy, a moving window approach is used. According to this, the size of the training set is kept fixed and the earlier data are discarded. The size of the window which gives better results is decided after testing. With the updated training set, a new cycle starts with retraining of the model and forecast of the subsequent hour or day ahead. This procedure of the moving window is shown in fig. 5 . A reference model is built to compare the accuracy of the HMM method with it. This is a highly cited model [6] which uses a combination of a Markov switching state model to predict the state of the BM and a SARIMA model to predict the value of the BM prices. Here a modification of this model is used which combines elements of the models presented in [18] and [8] .
The Markov switching model determines the balancing state among the four different states as shown in table I. A duration-dependent model is used with two transition matrices according to [6] . These transition matrices are given in table II. The BM continuous valued prices and volumes are modelled with ARIMA family models. An ARMA(I,I) is found to best fit the BM up regulation volumes while an ARMA(2,1) is the best for the BM down regulation volumes. Regarding the BM premiums, an ARMA(l,I) is also found to best fit the BM up regulation premiums while an ARMA (2, 1) These ARMA processes are not sufficient to make long term predictions as they converge to their mean value. Therefore, for the case of day ahead forecast, they are replaced by SARIMA models with 24 hours seasonality.
B. Results
The HMMs are chosen to have 10 and 8 states for up and down regulation respectively while the number of the Gaussian mixtures is set to 4. Tables IV and V show the MAE and SMAPE scores of the BM volume and premium forecasts for both the HMM and the reference model and both one hour and day ahead forecasts. The two methods achieve quite similar scores for one hour ahead forecasts. It is also clear that up regulation volumes and premiums are better predictable than down regulation counterparts. For the case of day ahead forecasts the scores are quite poor for both models. In BM forecasting it is very important to predict the balancing state correctly. Because of the floor/cap price in the spot market, the state prediction becomes even more important than the price value itself. Table VI shows the percentage of the states that have been correctly predicted. The proposed HMM method outperforms the reference model for both the one hour ahead and day ahead forecasts. In the first case, it manages to predict correctly approx. 75% of the states while in the second case the score is approx. 45%. Fig. 6 shows the one hour ahead volume prediction for both the HMM and the reference model. We see that the HMM predicts the BM states quite well. On the other hand the ARMA model is better predicting the values, specially the peaks. The same is concluded by the BM premium predictions in fig. 7 . This is the reason why although the HMM method outperforms in state prediction, the MAE and SMAPE scores are similar. 
V. CONCLUSION
A HMM based method is proposed in this paper for BM forecasting. This method provides forecasts for both the BM premiums and the BM volumes with mixed results. The one hour ahead forecasts are achieving good results which are similar to other methods. The day ahead results cannot manage to capture the BM movement so well. This also applies to the reference model and it is in agreement with the results in [8] where all the models fail to give good results for 12-36 hours ahead forecasts. The reason for this is that the BM states are quite random without presenting some seasonal pattern. Further research is needed in order to identify factors that influence the BM prices. Such explanatory variables can be for example the wind and solar power production or the load.
