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 The concept of ranked set sampling is a recent development that enables one to 
provide more structure to the collected sample items, although the name is a bit of a 
misnomer as it is not as much a sampling technique as it is a data measurement technique. 
This approach to data collection was first proposed by McIntyre (1952) for situations 
where taking the actual measurement for sample observations is difficult. 
Since its inception with the paper by McIntyre, a good deal of attention has been 
devoted to the topic in the statistical literature, particularly over the past fifteen years. 
Some of this work has been geared toward specific parametric families and some has been 
developed under minimal nonparametric distributional assumptions. However, many of 
the important concepts and features of the ranked set sampling methodology transcend the 
parametric or nonparametric categories. This dissertation is divided into five chapters. 
With a comprehensive bibliography given at the end.                
Chapter-I presents the basic ideas, preliminary results and presents a brief review 
of  ranked set sampling. Methods for obtaining ranked set samples are described and the 
structural differences between ranked set samples and simple random samples are 
discussed.                 
Chapter-II deals with the estimation of mean of exponential distribution using 
moving extreme ranked set sampling.  Maximum likelihood estimator and a modified 
Maximum likelihood estimator are considered and their properties are studied. The method 
is studied under both perfect and imperfect ranking.  
Chapter-III  deals with ranked set sampling with size- biased probability of 
selection. Ranked set sampling with probability of selection proportional to size and errors 
in ranking. In this chapter RSS is used to obtain a second-phase sample and increase the 
efficiency of estimators relative to simple random sampling. Estimators of the population 
mean and the population size are considered. Computer simulated results are given. 
Finally, ranked set sampling with errors in ranking is considered with probability of 
selection proportional to size.               
Chapter-IV is fully devoted quality control charts for the sample mean using pair 
ranked set sampling (PRSS), and selected ranked set sampling (SRSS). These new charts 
are compared to the usual control charts based on simple random sampling (SRS) data.              
Chapter-V:  In this chapter quality control charts are developed for monitoring the process 
mean based on Double Ranked Set Sampling (DRSS), considering a normal population 
and several shift values, the performance of the Average Run length (ARL) of these new 
charts are compared with the control charts based on Ranked Set Sampling (RSS) and SRS 
with the same number of observations. 
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Chapter I 
Basics of Ranked Set Sampling 
 
 
 
 
 
1.1. INTRODUCTION 
ne of the keys to any Statistical inference is that the data involved be obtained via 
some formal mechanism that enables the experimenter to make valid judgments on 
the question(s) of interest. One of the most common mechanisms for obtaining such data is 
that of a simple random sample. Other more structured sampling designs, such as stratified 
sampling or probability sampling, are also available to help make sure that the obtained data 
collection provides a good representation of the population of interest. Any such additional 
structure of this type revolves around how the sample data themselves should be collected 
in order to provide an informative image of the larger population. With any of these 
approaches, once the sample items have been chosen the desired measurement(s) is 
collected from each of the selected items. 
The most commonly used sampling approach for collecting data from a population 
with the goal of making inferences about unknown features of the population is that of a 
simple random sample (SRS). The observations in an SRS are mutually independent if the 
sampling is from an infinite population or with replacement from a finite population and 
they are dependent if sampling from a finite population without replacement. In either 
situation, however, there is a probabilistic guarantee that each measured observation in an 
SRS can be considered representative of the population. Despite this assurance, there 
remains a distinct possibility that a specific SRS might not provide a truly representative 
picture of the population. 
With this issue in mind, statisticians have developed a variety of ways to guard 
against obtaining such unrepresentative samples. Sampling designs such as stratified 
sampling probability sampling and cluster sampling all provide additional structure on the 
sampling process to improve the likelihood that the collected sample data provide a good 
representation of the underlying population. A secondary goal in most data collection 
settings is to minimize the costs associated with obtaining the data, including both the cost 
O 
of initially selecting the population units for measurement and in making the actual 
measurements. 
The idea of ranked set sampling was first proposed by Mclntyre(1952) in his effort 
to find a more efficient method to estimate the yield of pastures. Measuring yield of pasture 
plots requires moving and weighing the hay which is time-consuming. But an experienced 
person can rank by eye inspection fairly accurately the yields of a small number of plots 
without actual measurement. Mclntyre adopted the following sampling scheme. Each time, 
a random sample of k pasture lots is taken and the lots are ranked by eye inspection with 
respect to the amount of yield. From the first sample, the lot with rank 1 is taken for cutting 
and weighing. From the second sample, the lot with rank 2 is taken, and so on. When each 
of the ranks from 1 to k has an associated lot being taken for cutting and weighing, the cycle 
repeats over again and again until a total of m cycles are completed. Mclntyre illustrated the 
gain in efficiency by a computation involving five distributions. He observed that the 
relative efficiency, defined as the ratio of the variance of the mean of a simple random 
sample and the variance of the mean of a ranked set sample of the same size, is not much 
less than (k+1)/2 for symmetric or moderately asymmetric distributions, and that the relative 
efficiency diminishes with increasing asymmetry of underlying distribution but is always 
greater than 1. Mclntyre also illustrated the estimation of higher moments. In addition, 
Mclntyre mentioned the problem of optimal allocation of the measurements among the 
ranks and problems of ranking error and possible correlation among the units within a set, 
etc. Though there is no theoretical rigor, the work of Mclntyre is pioneering ad fundamental 
since the spores of many later developments of RSS.  
The idea of ranked set sample seemed buried in the literature for a long time until 
Halls & Dell (1966) conducted a field trial evaluating its applicability to the estimation of 
forage yields in a pine hard wood forest. The terminology ranked set sampling was, infact, 
coined by Halls & Dell. The first theoretical result about RSS was obtained by Takahasi and 
Wakimoto (1968). They proved that, when ranking is perfect, RSS mean is an unbiased 
estimator of population mean, and the variance of RSS mean is always smaller than the 
variance of the mean of a SRS of the same size. Dell & Clutter later obtained similar results, 
however, without restricting to the case of perfect ranking. Dell & Clutter (1972) and David 
& Levine (1972) were the first to give some theoretical treatments on imperfect ranking. 
Stokes (1976, 1977) considered the use concomitant variables in RSS. Up to this point, the 
attention had been focused mainly on the non-parametric estimation of population mean. A 
few years later Stokes (1980) considered the estimation of population variance and the 
estimation of correlation coefficient of a bivariate normal population based on RSS. 
However, other statistical procedures and new methodologies in the context of RSS had yet 
to be investigated and developed. 
 The middle of 1980‟s was a turning point in the development of the theory and 
methodology of RSS. Since then, various statistical procedures with RSS, non-parametric or 
parametric, have been investigated, variations of the original notion of RSS have been 
proposed and developed, and sound general theoretical foundations of RSS have been laid. 
A few references of these developments are given below. The estimation of cumulative 
distribution function with various settings of RSS was considered by Stokes and Sager 
(1988), Kvam and Samaniego (1993) and Chen (2000). The RSS version of distribution-free 
test procedures such as sign test, signed rank test and Mann-Whitney-Wilconxon test were 
investigated by Bohn and Wolfe(1992,1994), and Hettmansperger (1995).The estimation of 
density function and population quantiles using RSS data were studied by Chen (1999, 
2000). The RSS counterpart of ratio estimate was considered by Samawi and Muttlak 
(1996). The U-statistic and M-estimation The U-statistic and M-estimation based on RSS 
were considered, respectively, by Presnell and Bohn (1999) And Zhao and Chen (2002). 
The RSS regression estimate was tackled by Patil et al. (1993), Yu Lam (1997) and Chen 
(2001). The parametric RSS assuming the knowledge of the family of the underlying 
distribution was studied by many authors, e.g., Abu- Dayyeh and Muttlak (1996), Bhoj 
(1997) and Ahsanullah (1996), Fei et al. (1994), Li and Chuiv (1997), Shen(1994), Sinha et 
al. (1996), Stokes (1995), Chen(2000). The optimal design in the context of unbalanced 
RSS was considered by Stokes (1995), Kaur et al. (1997,), Ozturk and Wolfe (1998), Chen 
and Bai (2000) and Chen (2001). A general theory on parametric and non-parametric RSS 
was developed by Bai and Chen (2003). Ranked mechanisms based on the use of multiple 
concomitant variables were developed by Chen and Shen (2003) and Chen (2002). The 
Ranked set sampling method is modified to yield new sampling methods. Several 
modifications for the ranked set sampling were introduced by several authors.  
1.2   BALANCED RANKED SET SAMPLING 
The goal of RSS is to collect observations from a population that are more likely to 
span the full range of values in the population (and, therefore, be more representative of it) 
than the same number of observations obtained via simple random sampling.  In its most 
straightforward and original form, ranked set sampling proceeds as follows.  To obtain an 
RSS of k observations from a population, an initial SRS of k units is selected from the 
population and rank ordered on the attribute of interest. A variety of mechanisms can be 
used to obtain this ranking, including visual comparisons, expert opinion, or through the use 
of auxiliary variables, but it cannot involve actual measurements of the attribute of interest 
on the sample units. The unit that is judged to be the smallest in this ranking is included as 
the first item in the RSS and the attribute of interest is formally measured for this unit. This 
initial measurement is denoted by X[1], where a square bracket is used instead of the usual 
round bracket (1) for the smallest order statistic because X[1] may or may not actually have 
the smallest attribute measurement among the k units in the SRS, even though our ranking 
judged it to be the smallest. The remaining k–1 units (other than X[1] in our initial SRS are 
not considered further in making inferences about the population – their role was solely to 
assist in the selection of the smallest ranked unit for measurement. 
Following the selection of X[1], a second independent SRS of size k is selected from 
the population and ranked in the same manner as the first SRS. From this second SRS, we 
select the item ranked as the second smallest of the k units and add its attribute 
measurement, X[2], to the RSS. From a third independent SRS of size k, we select the unit 
ranked to be the third smallest, X[3], for attribute measurement and inclusion in the RSS. 
This process continues until we have selected the unit ranked to be the largest of the k units 
in the kth independent SRS, denoted by X[k], for attribute measurement and inclusion in our 
RSS. 
This entire process results in the k measured observations X[1], …, X[k] and is called a 
cycle. The number of units, k, in each SRS is called the set size. Thus to complete a single 
ranked set cycle, we need to use a total of k
2
 units from the population to separately rank k 
independent SRSS of size k each. The measured observations X[1], …, X[k] constitute a 
balanced ranked set sample of size k, where the descriptor „balanced‟ refers to the fact that 
we have collected one judgment order statistic for each of the ranks 1,2,…, k. 
To obtain a balanced RSS with a desired total number of measured observations (i.e. 
sample size) n = km, we repeat the entire process for m independent cycles, yielding the 
following balanced RSS of size n: 
[1]1 [1]2 [1]3 [1]
[2]1 [2]2 [2]3 [2]
[ ]1 [ ]2 [ ]3 [ ]
1
2
k
k
k k k k k
Cycle X X X X
Cycle X X X X
Cycle k X X X X


     

 
Since its inception with the paper by McIntyre, a good deal of attention has been 
devoted to the topic and there has been an explosion of interest in and a tremendous amount 
of methodological development of ranked set sampling procedures particularly over the last 
few  years. Some of this work has been geared toward specific parametric families and 
some has been developed under minimal non-parametric distributional assumptions. 
However, many of the important concepts and features of the ranked set sampling 
methodology transcend the parametric or non-parametric categories 
   One reason for this increase is the recognition by statisticians of the need for more 
cost-effective sampling procedures, such as those that use a prior knowledge or can 
otherwise provide the needed information with a significant reduction in cost over the more 
traditional simple random sampling approaches. 
The means of Simple Random Sample X  and Ranked Set Sample *X  for common 
measured number of observations is an unbiased estimator of the population mean, , and 
that it has RSS has variance lesser than SRS.   
Of course, there is certainty a difference between these unbiased estimators X  
and *X . The k components of the SRS average X  are mutually independent and identically 
distributed and each is itself an unbiased estimator for . While the k components of the 
RSS *X  are also mutually independent, they are not identically distributed and none of them 
(except for the middle order statistic when k is odd and the underlying distribution is 
unbiased for . Yet the average process leaves *X  unbiased. Interestingly, it is the 
additional structure associated with the non-identical nature of the distribution for the terms 
in *X  that leads to the improvement in precision for *X relative to X . In the case of perfect 
ranking not only is *X  an unbiased estimator, its variance is always no larger than the 
variance of the SRS estimator X  based on the same number of measured observations. In 
fact, this is a strict inequality unless 
*
( )i   for all i=1,…,k, which is the case only if the 
judgment rankings are purely random.  
1.3. UNBALANCED RANKED SET SAMPLE 
There are situations where measuring differing numbers of the various judgment 
order statistics (unbalanced RSS) can lead to improved RSS procedures. The choice of set 
size remains important for this unbalanced RSS setting but the concept of a cycle is no 
longer necessary, since we do not need to have the same measurement counts for every 
judgment order statistic. Collection of an unbalanced RSS with set size k and total number 
of measured observations n proceeds as follows. Let n1,…,nk be any positive integers such 
that n1+n2+…+nk = n. Collect n independent SRSS, each of size k. Using any appropriate 
ranking scheme that does not involve measurement of the variable of interest, rank order the 
k observation from least to greatest within each of the n SRSS. Select n1 of these rank 
ordered sets of size k at random and measure the smallest judgment order statistic in each of 
them. From the remaining n–n1, ordered sets of size k, randomly select another n2 ordered 
sets and measure the second smallest judgment order statistic in each of them. Continue in 
this fashion until you measure the largest judgment order statistic in each of the final nk 
ordered sets. 
For each r = 1,…,k,  let X[r]j denote the measurement for the rth smallest judgment 
ordered statistic in the jth of the nr sets, for j=1,…,nr. Then, X[r]j, j=1,…, nr and r = 1, …, k 
is an unbalanced RSS of n measured observations with set size k and ordered replications n1, 
n2, …, nk. Just as with balanced RSS, the measured units in an unbalanced RSS are mutually 
independent, but now the numbers of measured units in each of the ranks are not necessarily 
equal. Balanced RSS corresponds to the special case where n1=n2=…=nk. 
There are a number of factors to consider when deciding whether to use balanced or 
unbalanced RSS, mostly related to the type of inferences of interest and what is known 
about the shape of the underlying distribution.  
Stokes (1995) and Bhoj (1997) were the first to demonstrate the optimality of 
unbalanced RSS for estimation of a location parameter within the context of a parametric 
family and Kaur et al. (1997) obtained corresponding results for skewed distributions. 
Ozturk and Wolfe (2000 & 2001) extended these findings to non-parametric tests. 
When the underlying distribution is unimodal and symmetric, the optimal 
unbalanced RSS procedures are based solely on set medians, which is precisely the region 
where it is most difficult to be accurate in our rankings. The second area of concern 
revolves around the rationale for collecting the data in the first place. If the sole goal of the 
study is to estimate the population mean for a symmetric and unimodal distribution, then the 
highly unbalanced RSS based on set medians will work just fine. However, if you later 
decide that you also want to estimate other features, such as the variance or even the c.d.f, 
of the underlying distribution, median based unbalanced RSS is generally inferior to 
balanced RSS. 
1.4.  RANKED SET SAMPLING WITH UNEQUAL SAMPLES 
 Bhoj gave ranked set sampling procedure with unequal samples. In the case of 
ranked set sampling with unequal samples (RSSU), n samples are drawn, where the size of 
the ith sample is ni, i = 1,2,…, n. The steps in RSSU are the same as in RSS. In both 
sampling schemes only n observations out of n
2
 ranked unit are measure accurately. Hence, 
the comparison of the estimators based on these schemes will be fair. ni = 2i–1 is taken 
when n is even half the sample sizes are smaller than n and the other half are greater than n. 
In the case of odd n, one sample is of size n, (n–1)/2 samples are greater than n, and the 
other (n–1)/2 samples are smaller than n. 
 Let x(ii)ni denote the ith ordered observation from the ith sample of size ni = 2i–1. We 
note that, when the sample sizes are equal the subscript of sample size is omitted, as in the 
case of RSS. Then x(ii)ni, i = 1, 2, …, n, constitute our RSSU, where these n observations are 
independently distributed. It is easy to show that 
2 .ni n  Kaur, Patil, and Taillie (1997) 
considered an appropriate unequal allocation of samples for skewed distributions in RSS. 
However, their unequal allocation is brought in via different values of ri, where ri is the 
number of measurements made corresponding to the ith rank for i = 1,2,…,n. In the case of 
usual RSS, r1 = r2 = … = rn = r. In the proposed sampling scheme, our sample sizes are 
unequal and therefore RSSU is entirely different than the unequal allocation considered in 
the literature.  
1.5.  ERRORS IN RANKING 
For the case with errors in ranking, it is essential to assure that the erroneous 
rankings are not related to the process of selecting elements for quantification; otherwise, 
bias could be injected. Consider a set of n elements, one of which is destined to be 
quantified. They are ordered by the ranker‟s judgment. For purposes of ranked set sampling, 
the impact of all errors in ordering the set is expressed simply by the difference between the 
elements that is placed in the position to be quantified and the element that should have 
been placed there. 
The distribution of X[r] is not the distribution of the rth order statistic, because it 
includes the influence of errors in ranking judgment. Suppose ranking judgment is so poor 
as to give a random ordering of the elements in each set. Then ( )r   
for
 each r. The 
estimate is unbiased but RP equals 1. In practice, ranking ability will be between the 
extremes of a random and perfect ordering of the sets. Thus relative precision will depend 
upon both the characteristics of the parent population and the impact of errors in ranking 
judgment. Frequently the differences between the erroneously ranked elements are small 
and the errors have little effect on the within position variance. 
 
1.6.   MEDIAN RANKED SET SAMPLING 
Muttlak (1997) proposed Median Ranked Set Sampling (MRSS) method which 
consists of selecting m random samples each of size m units from the population and rank 
the units within each sample with respect to the variable of interest. If the sample size m is 
odd, then from each sample select for measurement the ((m+1)/2)
th
 smallest rank (the 
median of the sample). If the sample size m is even, then select for measurement the (m/2)
th
 
smallest rank from the first m/2 samples, and the ((m+2)/2)
th
 smallest rank from the second 
m/2 samples. The cycle can be repeated n times if needed to obtain a sample of size nm. 
1.7.  PAIR RANKED SET SAMPLING (PRSS) 
 Hossain and Muttlak (1999) gave Paired Ranked Set Sampling (PRSS) method, two 
sets of n random elements are required to obtain a sample of size two. At first n elements 
are selected randomly and ordered, the k-th smallest element of the set is considered for 
measurement, where 1  k  n is pre-determined. Similarly, second set of size n elements is 
again selected randomly and ordered, and the (n–k+1)th smallest of the set is measured. The 
procedure can be repeated r times to obtain a sample of size 2r. Note that in the usual RSS 
method the sample size is required to be a multiple of n and in the PRSS method it is 
required to be a multiple of 2 and does not depend on the choice of the set size n. 
1.8. EXTREME RANKED SET SAMPLING 
Ranked set sampling (RSS) assumed perfect ranking i.e. there will be no errors in 
ranking the units with respect to the variable of interest. In fact for most practical 
applications, it is not easy to rank the units without errors in ranking.   There will be a 
loss in efficiency, i.e. RSS will give a larger variance due to the errors in ranking the 
units.  To reduce the errors in ranking in estimating the population mean, the Extreme 
Ranked Set Sampling (ERSS) procedure was introduced by Muttlak (1999). In the 
Extreme Ranked Set Sampling (ERSS) procedure, select n random samples of size n units 
from the population and rank the units within each sample with respect to a variable of 
interest by visual inspection. If the sample size n is even, select from n/2 samples the 
smallest unit and from the other n/2 samples the largest unit for actual measurement. If 
the sample size is odd, select from (n-1)/2 samples the smallest unit, from the other (n-
1)/2 the largest unit and from one sample the median of the sample for actual 
measurement. The cycle may be repeated r times to get nr units. These nr units form 
the ERSS data. 
We can see that the ERSS in practical applications can be performed with less 
errors in ranking the units since all we have to do is find the largest or the smallest 
of the sample and measure it. The ERSS method is very easy to apply in the field and 
will save time in performing the ranking of the units with respect to the variable of 
interest. In addition, this method will reduce the errors in ranking and hence increase the 
efficiency of the ERSS when compared to RSS. 
1.9.  PERCENTILE RANKED SET SAMPLING 
In the Percentile Ranked Set Sampling (PRSS) procedure, n random samples of size 
n units from the population and rank the units within each sample with respect to a variable 
of interest. If the sample size is even select for measurement from the first n/2 sample the 
(p(n+1))
th
 smallest rank and from the second n/2 samples the (q(n+1))
th 
smallest rank, where 
0p1 and q=1–p. If the sample size is odd, select from the first (n–1)/2 samples the 
(p(n+1)
th 
smallest rank and from the other (n–1)/2 samples the (q(n+1))th smallest rank, and 
from one sample the median for that sample for actual measurement. The cycle may be 
repeated r times to get nr units. These nr units form the PRSS data. 
 
 
1.10. DOUBLE RANKED SET SAMPLING 
 The Double Ranked Set Sampling (DRSS) procedure can be described as the 
followings: Identify m
3
 units from the target population and divide these units randomly 
into m sets each of size m
2
. The procedure of ranked set sampling is applied on each m
2
 
units to obtain  m ranked set sampling each of size m, then again apply the ranked set 
sampling procedure on the m ranked set sampling sets obtained in the first stage to obtain a 
DRSS of size m (Al-Saleh and Al-Kadiri 2000). 
1.11.  QUARTILE RANKED SET SAMPLING 
 In Quartile Ranked Set Sampling method, m units are selected from the population 
and we rank the units within each sample with respect to a variable of interest. If the sample 
size is even, select for measurement from the first m/2 samples the (q,(m+1))
th
 smallest the 
(qu(m+1) the smallest rank. If the sample size is odd, select from the first (m – 1)/2 samples 
the (11(m+1)) th smallest rank and for the other (m–1)/2 samples the (qu(m+1)) the smallest 
rank, and from one sample the median for that sample for actual measurement. 
1.12.  DOUBLE QUARTILE RANKED SET SAMPLES 
The Double Quartile Ranked Set Sampling (DQRSS) procedure can be described as 
follows. Select m
3
 units from the population and divide them into m
2
 sample each of size m. 
If the sample size is even, select from the first m
2
/2 sample the [q1(m+1)]th smallest rank, 
from the second m
2
/2 samples the [q3 (m+1)]th smallest rank. If the sample size is odd, 
select from the first m(m–1)/2 samples the [q1(m+1))th smallest rank, the median from the 
next m samples and the [q3(m+1)] the smallest rank from the second m(m–1)/2 samples. 
This step yield m sets each of size m. Apply the QRSS procedure on the m sets obtained 
earlier to get a DQRSS sample of size m. The whole cycle may be repeated n times to obtain 
a sample of size mn from DQRSS.  
1.13.  SELECTED RANKED SET SAMPLING (SRSS) 
 Hossain and Muttlak (2001) Considered  the situation where, instead of selecting n 
random sets of size n elements each as in the RSS, only K < n  random set of size n 
elements are selected, and instead of measuring the ith smallest order statistic of the ith set, 
nith smallest order statistic of the ith set is considered for measurement. The values of  
  1 2 1 2, ,..., 1 ...k kn n n n n n n      
are required to be determined beforehand, see Hossain and Muttlak (2001). 
 The procedure of selected ranked set sampling (SRSS) can be described as follows: 
At first, a set of n > k elements is randomly selected and they are ordered by visual 
inspection and the n1-th smallest is selected for measurements. Another set of n elements is 
randomly selected and they are ordered and the n2-the smallest element is measured, and the 
procedure is continued until the nk-th smallest is measured. 
1.14.  MOVING EXTREMES RANKED SET SAMPLING 
Al-Odat and Al-Saleh (2001) introduced the concept of varied set size RSS, which is 
coined here as Moving Extremes Ranked Set Sampling (MERSS). They investigated this 
modification non-parametrically and found that the procedure can be more efficient and 
applicable than the simple random sampling technique (SRS). 
The procedure of MERSS is described as follows: 
1. Select m random sample of size 1,2,3,…,m, respectively. 
2. Identify the maximum of each set by eye or by some other relatively inexpensive 
method, without actual measurement of the characteristic of interest. 
3. Measure accurately the selected judgment identified maximum. 
4. Repeat steps 1, 2, 3 but for minimum 
5. Repeat the above steps r time until the desired sample size, n = 2rm is obtained. 
This sample is called Moving Extremes Ranked Set Sample (MERSS). 
Clearly, the procedure of MERSS is easier to use than the usual RSS 
1.15.  MULTISTAGE RANKED SET SAMPLING 
The superiority of using ranked set sampling, for estimating the mean of a 
population, over simple random sampling, is well established. This technique is useful when 
visual ordering of a small set of size (m) can be done easily and fairly accurately, but exact 
measurement of an observation is difficult and expensive. It is noted that for many 
distributions, an increase in the efficiency of ranked set sampling can be achieved by 
increasing the set size m. However, in practice, m should be kept very small so that visual 
ranking errors will not destroy the gain in efficiency.  
The MSRSS procedure is described as follows: 
1.  Randomly selected mr+1 sample units from the target population, where r is 
the number of stages. 
2.  Allocate the mr+1 selected units randomly into mr−1 sets, each of size m2. 
3.  For each set in Step (2), ranked set sampling procedure is applied, to obtain a 
(judgment) ranked set of size m. This step yields mr−1 (judgment) ranked sets, 
of size m each. 
4.  Without doing any actual quantification on these ranked sets, repeat Step (3) 
on the mr−1 ranked set to obtain mr−2 second stage (judgment) ranked sets, 
each of size m. 
5.  The process is continued using Step (3), without doing any actual 
quantification, until we end up with one rth stage (judgment) ranked set of size 
m. 
6.  Finally, the m identified elements in Step (5) are now quantified for the 
variable of interest. 
1.16.  L RANKED SET SAMPLING (LRSS) 
A robust RSS procedure is suggested based on the idea of L statistic, which will 
be referred as L Ranked Set Sampling (LRSS). The main idea of this procedure is to 
discard the data in the tails of a data set (trimming), or replace data in the tails of a 
data set with the next most extreme data value (winsorizing). In order to plan LRSS 
design, n random samples should be selected each of size n, where n is typically small 
to reduce ranking error.  For the sake of convenience it is assumed that the judgment 
ranking is as good as actual ranking.  LRSS has the following steps: 
Step 1. Select n random samples each of size n units. 
Step 2. Rank the units within each sample with respect to a variable of interest 
by a visual inspection or any other cost-free method. 
Step 3. Select the LRSS coefficient, k = [n, α], such that  0 ≤ α < 0 5, where [x] 
is the largest integer value less than  or equal to x. 
Step 4. For  each  of the  first k + 1 ranked  samples,  select the  unit  with  rank k 
+ 1 for actual  measurement. 
Step 5. For  each of the last k + 1 ranked  samples, i.e., the  ( n– k)th to the nth 
ranked  sample, select the unit with rank  n–k for actual  measurement. 
Step 6. For  j = k + 2,…, nk1, the  unit  with  rank  j in the jth ranked 
sample is selected for actual  measurement. 
Step 7. The cycle may be repeated r times to obtain the desired sample size n∗r. 
Without loss of generality, suppose that the cycle is repeated   once, r = 1. 
For any sample size, when k = 0, then this procedure leads to the novel 
RSS, McIntyre‟s procedure.  For a sample of size n with k = (n1)/2, then 
the selected sample leads to the traditional MRSS, i.e., n equal to 5 or 6 
and k = 2. Also, the PRSS could be considered as a special case of this 
scheme. 
1.17.  BALANCED GROUP RANKED SET SAMPLING 
Jemain, Omari and Ibrahim (2008) proposed the Balanced Groups Ranked Set 
Samples method (BGRSS)  for estimating the population mean with samples of size m=3k 
where (k = 1,2,…). It was found that the BGRSS produced unbiased estimators with 
smaller variance than commonly used simple random sampling for symmetric distribution. 
The balanced groups of ranked set sampling can be described as follows: 
Step 1: Randomly select m=3k(k=1,2,….) sets each of size m from the target 
population, and rank the units within each set with respect to the variable of 
interest. 
Step 2: Allocate the 3k selected sets randomly into three groups, each of size k sets. 
Step 3: For each group in step (2), select for measurement the lowest ranked unit 
from each set in the first group, and the median unit from each set in the 
second group, and the largest ranked unit from each set in the third group. 
By this way we have a measured sample of size m=3k units in one cycle. The Steps 
1-3 can be repeated n times to increase the sample size to 3kn out of 9k
2
n units. 
The BGRSS method differs from the usual RSS and ERSS methods. In the usual 
RSS we identify and measure the ith smallest ranked unit of the ith sample (i=1,2,…,m).In 
the case when m is odd, for ERSS we select the smallest ranked unit from the first m1/2 
sets and the largest ranked unit from the other m1/2 sets. In the case when m is even we 
select the smallest ranked unit from the first m/2 sets and the largest ranked unit from the 
other m/2 sets. But in the BGRSS method, the measured units consist of m/3 minima, m/3 
medians and m/3 maxima. 
Indeed, the BGRSS method is easy to be applied since we only need to identify and 
measure the lowest rank units of the first k sets, and the medians of the second k sets and 
the largest rank units from the last k sets. Here, k is any positive integer. However, for 
practical purposes, k should be small in order to have a small sample size, so that the 
ranking is easy and errors in ranking is reduced. 
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2.1. INTRODUCTION 
isher laid the foundation of the theory of estimation, although much of the attention 
was directed to approximation measures appropriate to large sample. In the present 
age of computer sophistication, computational difficulty is no longer a justification for 
seeking alternative and inefficient estimation procedures particularly when there are only 
two or three parameters to be estimated. Quite often there are many competing methods of 
estimation and specific method may be superior to other method.  
Fei et al., (1994) used RSS to estimate the parameters of Weibull and extreme value 
distributions. Lam et. al. (1994) used RSS to estimate two parameter exponential 
distribution. Al-Saleh and Al-Kadiri (2000) considered Double RSS as a procedure that 
increases the efficiency of RSS estimates without increasing the set size m. Al-Saleh and 
Al-Omary (2002) generalized Double RSS to multistage RSS and most recently. Barabesi 
and El-Sharaawi (2001) considered the efficiency of RSS for parametric estimation in 
general setting demonstrating that parametric inference is generally more efficient than SRS 
counterpart procedure essentially, to use the procedure we need to be able to (judgment 
rank) any pairs of elements. 
Exponential distribution is a very important and a widely used distribution in 
statistics and in the field of life-testing. The lifetimes can often be usefully represented by 
an exponential random variable. Being a skewed distribution, this distribution doesn‟t 
benefit much from RSS for small set size Takahasi and Wakimoti, (1968). A random 
variable X has an exponential distribution if it has the                 probability density function 
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MLE and the modified MLE of the population mean were considered. The efficiencies of 
the estimators were compared with their SRS counterparts. The information in the moving 
extreme ranked set sampling (MERSS) was measured through Fisher information number. 
It was seen that the MERSS is more efficient than SRS in estimating the population mean 
F 
and the sample obtained using this procedure carry more information about the parameter 
than a simple random sample of equivalent size.  
2.2.  THE MAXIMUM LIKELIHOOD ESTIMATOR (MLE) 
For a set size m, let (Xm:m, Xm-1:m-1,…, X1:1, Y1:m, Y1:m-1, Y1:m-2,…, Y11) be MERSS 
from  
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 . If judgment ranking are accurate then for i = 1,…,m, Xi:i has the same 
distribution as the i
th
 order statistics of a simple random sample (SRS) of sixe i from f and 
Y1:i has the same distribution as the 1
st
 order statistics of a SRS of size i from f. to get the 
MLE of . The likelihood function is  
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where C is a constant. Now, 
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which simplifies to  
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which can be reduced further to 
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Taking the second derivative we have 
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The first term of the above quantity is always negative and the second term is zero at 
any solution, ˆ , of (2.1). Thus 
2
2
ˆ
L

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< 0. Thus, any solution of (2.1) maximizes the 
likelihood and hence (2.1) should have at most one solution. But as 0, LHS of (2.1) goes 
to a negative number and as   it goes to . Hence, (2.1) has a unique solution and this 
solution is the MLE of . This estimator is denoted by ˆMERSS  
2.3.  PROPERTIES OF THE ML ESTIMATOR 
Theorem 2.1: Assume that the sampling is from an exponential distribution using moving 
extreme ranked set sampling then for any real number “a” 
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c) The efficiency is free of . 
Proof:   
a) ˆMERSS is the solution of (2.1) 
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Now, if t is a solution of (*) then
t
a
is a solution of (**). Hence 
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(b) and (c) follows trivially from (a). 
The information number for simple random sample of size 2m from an exponential 
distribution is 
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Proof:   
The likelihood function: 
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where C is constant 
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      
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Comparing IMERSS and ISRS, it can be seen that 
MERSS
SRS
I
I
is free of  and for 
m=1,
2
2
MERSS SRSI I

  but for m  2, IMERSS  > ISRS. 
Numerical Comparison 
In order to study the properties of ˆMERSS  
equation (2.1) is solved numerically. The 
simulation confirms the unbiasedness of the estimator. Also, the efficiency of the estimator 
is compared with that of SRS. 
Table 2.1: Summary of a Simulation with 10000 iterations to study ˆMERSS for Exp (1)
 
m  ˆˆ MERSSE 
 
 ˆˆ MERSSVar 
 
 ˆˆ MERSSMSE 
 
 ˆ ˆ,MERSS SRSeff  
 
1 1.00175 0.50104 0.501039 0.9979 
2 1.00544 0.20880 0.208833 1.1971 
3 1.00853 0.12448 0.124552 1.3381 
4 1.01010 0.08330 0.083400 1.4989 
5 1.00774 0.05967 0.05973 1.6743 
6 1.00975 0.04524 0.04534 1.8380 
7 1.00457 0.03637 0.03639 1.9628 
8 1.00656 0.02948 0.02952 2.1171 
9 1.00166 0.02555 0.02556 2.1737 
1
0 
1.0040 0.02162 0.02163 2.3114 
Table 2.1 gives empirical evidence that ˆ
MERSS is unbiased estimator. Also the 
estimated variance decreases as m increases and  ˆ ˆ,MERSS SRSeff   1. Furthermore, the 
efficiency is increasing as m increases and for m  8, the efficiency ˆ
MERSS  
w.r.t ˆSRS is more 
than 2. The following table represents the information number and the asymptotic efficiency 
of . 
Table 2.2:  The Information Numbers and Asymptotic efficiencies of ˆMERSS relative 
to ˆSRS  
M 2
MERSSI  
2
MERSSI   ˆ ˆ,MERSS SRSAE    
1 2.0000 2 1.000 
2 4.8082 4 1.202 
3 8.2416 6 1.374 
4 12.4194 8 1.552 
5 17.0814 10 1.708 
6 22.2472 12 1.854 
7 27.8789 14 1.991 
8 33.9445 16 2.122 
9 40.4169 18 2.245 
10 47.2731 20 2.364 
It can be seen from this table that the asymptotic efficiency is increasing with m and 
is always larger than 1 for m > 1. Note also that the relative efficiencies reported in Table 
2.1 are smaller than the corresponding values in Table 2.2, i.e., the reported results of the 
two tables are in agreement with the Cramer-Rao inequality (information inequality). 
Furthermore, the two types of efficiency are very close, indicating that ˆMERSS ,
 though not 
the Minimum Variance Unbiased Estimator (MVUE), its variance is close to the variance of 
MVUE (which does not exist). 
 2.4. MODIFIED MLE 
In order to get a closed form approximate MLE of , the last term of the left-hand 
side of the likelihood equation is replaced by its expectation. This technique was used by 
Maharota and Nanda (1974) for censored data, and by Zheng and Al-Saleh (2000) for MLE 
using RSS. The MLE of  is the solution of equation: 
  
:
:
:
1:
1
1
1 0
2 2
1
i i
i i
x
m
i i
i x
i
X eX Y
i Y
m
e

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 
  
     
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Taking the expectation of  
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we get 
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 
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substitute in (2.1) we get the following method equation: 
 
 
 
2
2 2
1 0
21 1 1
1 1 0
2 2 2
m i
j
i j
iX Y
i i
jm i j
 

 
  
       
    
      (2.2) 
Therefore, the solution of this equation is 
 
 
 
 
*
2
2 2
1 0
1ˆ
2 21 1 1
1 1 1
2 2
m i
j
i j
X Y
i
i i
jm i j


 
 
 
 
  
   
      
      
 
           (2.3)
 
*ˆ is called a modified MLE of . This modified estimator is of the form *ˆ * ,
2
X Y
c

    
where c is a constant that only depends on the sample size. Thus, we can find this constant 
before sampling. Table 2.3 shows some values of the constant for various values of m. 
Table 2.3: Value of the Constant of the Modified ˆMERSS  for 1 m  20. 
m Value of the  m Value of the 
constant constant 
1 1.0 11 0.7785 
2 1.0 12 0.7632 
3 0.9729 13 0.7492 
4 0.9412 14 0.7364 
5 0.9105 15 0.7245 
6 0.8824 16 0.7134 
7 0.8570 17 0.7032 
8 0.8342 18 0.6936 
9 0.8138 19 0.6847 
10 0.7953 20 0.6760 
From Table 2.3, for m = 1, 2 the constant is exactly 1 and thus
*ˆ
2
X Y
is

. For m > 
2, c is smaller than 1, which means that this constant is a shrinkage factor, i.e. 
*ˆ
2
X Y


  . 
Also, for small value of m, 
*ˆ  is not very far from 
2
X Y
but the constant gets smaller as m 
increases and therefore the estimator departures from
2
X Y
. 
Theorem 2.3: The modified MLE, 
*ˆ is an unbiased estimator of . 
Proof: 
 
*ˆ *
2
X Y
c

  
 *ˆ *
2
X Y
E E c

   
i.e.  *1 ˆ
2
X Y
E E
c

 
 
 
 
It is well known that under some regularly conditions 
 ;
0
f x
dx







. As a 
consequence of this fact we have: 
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
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 
 
Therefore, (*) can be simplified to  *1 1ˆ 1 0E
c c
  
 
    
 
  
 *ˆE     
Numerical Comparison 
The mean and variance of each of
*ˆ , ˆSRS and 
ˆ
MERSS are calculated by simulation for 
different values of m. The efficiency of the three estimators is also calculated. The 
numerical values are reported in Table 2.4. 
Table 2.4: Summary of a simulation with 10000 iterations to study 
*ˆ for Exp 
(1)
 
m 
 *ˆEˆ 
 
 *ˆˆVar 
 
 *ˆˆMSE 
 
 *ˆ ˆ, SRSeff  
 
 *ˆ ˆ, MERSSeff  
 
1 1.00
179 
0.50
096 
0.500
96 
0.99808 1.0002 
2 0.99
793 
0.21
428 
0.214
28 
1.16669 0.9740 
3 1.00
164 
0.13
272 
0.132
73 
1.25572 0.9384 
4 1.00
291 
0.09
056 
0.090
57 
1.38020 0.9209 
5 1.00
175 
0.06
600 
0.066
00 
1.51506 0.9049 
6 1.00
333 
0.05
062 
0.050
63 
1.64583 0.8954 
7 1.00
011 
0.04
099 
0.040
99 
1.74270 0.8879 
8 1.00
105 
0.03
386 
0.033
86 
1.84603 0.8720 
9 0.99
681 
0.02
942 
0.029
43 
1.88751 0.8680 
1
0 
0.99
968 
0.02
496 
0.024
96 
2.00300 0.8666 
Table 2.4 confirms the unbiasedness of
*ˆ , and the efficiency of *ˆ  with respect 
to ˆSRS is always greater than 1 and is increasing with m. However, as expected 
*ˆ is less 
efficient than ˆ
MERSS . It is also noted that  *ˆ ˆ, MERSSeff   tends to decrease with, indicating 
that the contribution of the terms of the likelihood which are replaced by their expectation 
become more important as m increases. However for moderate values of m, the loss in the 
efficiency is not so important. An advantage of this modified estimator over the MLE is 
discussed in the next section.  
2.5. ERROR IN RANKING 
Bohn and Wolfe (1994) studied the effect of imperfect judgment rankings on 
properties of procedures obtained from RSS. They introduced a model for these errors. Here 
MERSS is investigated under imperfect ranking, i.e. the judgment ordering of the items in a 
set does not match their true ordering. In this case the density of the i
th
 judgment order 
statistic will no longer be the density of the i
th
 order statistic. 
In the MERSS procedure, we have only two cases, maximum and minimum. Let 
P[j]:j;(i)j be the probability that the element that was judged as the maximum of j elements has 
actual rank i and let *[ ] :( )i j i jP be the probability that the element which was judged as the 
minimum in a set of size j has actual rank i, i =1,2,…, j and j =1,2,…,m. Then clearly 
 
[ ] :( ):
*
[ ] :( ):
1 1
1 1
j j i j
j j
j j i j
i i
P and P
 
   . 
Let f[j]:j (x) be the density of X[j]:j then    [ ]: [ ]: :( ): :
1
.
j
j j j j i j i i
i
f x P f x

 Also let                                           
f[1]:j (y) be the density of Y[1]:j then    *[ ]: [ ]: :( ): :
1
.
j
i j j j i j i j
i
f y P f y


 
Here X[j]:j and Y[1]:j are 
respectively, the judgment maximum of a random sample of size j and the judgment 
minimum of another random sample of size j = fi:j is the density of the i
th
 order statistic of a 
random sample of size j. 
 The likelihood function is  
   *[ ]: ( ): : [1] :( ): :
1 11
j jm
p j j i j i j j i j i j
i ij
L P f x P f y
 
  
   
  
   
and 
 * *[ ]: ( ): : [1] :( ): :
1 1 1
log log log
j jm
p j j i j i j j i j i j
j i i
L L P f x P f
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     
      
     
    
The structure of a MERSS depends on the values assigned to the P[j]j:j;(i):j and
*
[1]: :( ):j i jP . If 
P[j]:j;(i):j 
1
j
  and 
*
[1]: :( ):
1
,j i jP
j
  then a judgment ordering of any set is a random ranking 
which implies that MERSS procedure is equivalent to SRS, while if P[j]:j;(i):j =1 for i = j and 0 
otherwise and *[1]: :( ): 1j i jP   for i =1 and 0 otherwise for j =1,2,…, m, then the ranking is 
perfect. The MLE of , when we encounter imperfect ranking should 
satisfy
*
0.
pL




However, we rarely know any thing about these Ps. In practice, we never 
know whether we have error in ranking or not. If error in ranking is present, then solving the 
likelihood equation in (2.1) to obtain the MLE is no longer a sound method, and the 
estimator obtained, which is not the actual MLE my not be more efficient than the MLE 
using SRS. In this case, we expect that the modified MLE,
*ˆ , being less dependent on the 
likelihood, to perform better than the estimator obtained based on (2.1). 
The performance of *ˆMERSS and 
*ˆ under imperfect ranking was also investigated. In 
order to study the performance of the solution of (2.1) a simulation was conducted. The 
model for the simulation denotes the character of interest X but the ranking was according to 
a concomitant variable X
*
, where X
*
 = X +  and                      N(0,2), X* and  are 
independent. This model was employed by Dell and              Clutter (1972) and Zheng and 
Al-Saleh (2000), which was the same model introduced by the psychologist Thurstone. If 2 
= 0, then we have perfect ranking and as 2 increases, ranking error gets more serious. This 
can be seen from the fact that the correlation between X and X
*
 is *, 2 2X X


 


. 
Computer simulations of 10000 trials were conducted and the efficiency and the 
expected value of the solution of (2.1), *ˆMERSS , had been obtained for different values of 
2
.  
Also, the efficiency and the expected value of the modified MLE
**ˆ had been calculated. 
The results are reported in Tables 2.5-2.8. 
Table 2.5: The Efficiency of *ˆ
MERSS w.r.t 
ˆ
SRS (when =1) 
m 2 
=0.
0 
2 
=0.
10 
2 
=0.
25 
2 
=0.
50 
2 
=0.
75 
2 
=1.
0 
1 1.0
08 
1.0
08 
1.0
08 
1.0
08 
1.0
08 
1.0
08 
2 1.2
00 
1.1
98 
1.1
92 
1.1
90 
1.1
86 
1.1
82 
3 1.3
56 
1.3
52 
1.3
10 
1.2
21 
1.1
80 
1.1
17 
4 1.5
50 
1.5
30 
1.4
41 
1.2
69 
1.1
56 
1.0
61 
5 1.6
65 
1.6
39 
1.5
25 
1.2
77 
1.0
98 
0.9
84 
6 1.8
24 
1.7
90 
1.6
29 
1.2
84 
1.0
77 
0.9
55 
7 1.9
61 
1.9
15 
1.6
72 
1.2
55 
1.0
19 
0.8
82 
8 2.1
17 
2.0
64 
1.7
54 
1.2
32 
0.9
53 
0.8
28 
9 2.2
42 
2.1
67 
1.7
50 
1.1
40 
0.8
88 
0.7
58 
1
0 
2.3
12 
2.2
09 
1.6
92 
1.0
72 
0.8
14 
0.7
05 
 
Table 2.6: The Expectation Values of *ˆMERSS  (when =1) 
m 2 
=0.
0 
2 
=0.
10 
2 
=0.
25 
2 
=0.
50 
2 
=0.
75 
2 
=1.
0 
1 1.0
029 
1.0
029 
1.0
029 
1.0
029 
1.0
029 
1.0
029 
2 0.9
975 
1.0
094 
1.0
001 
1.0
044 
1.0
108 
1.0
171 
3 1.0
085 
1.0
126 
1.0
185 
1.0
310 
1.0
404 
1.0
473 
4 1.0
031 
1.0
078 
1.0
211 
1.0
424 
1.0
561 
1.0
633 
5 1.0
054 
1.0
122 
1.0
308 
1.0
578 
1.0
750 
1.0
855 
6 1.0
055 
1.0
146 
1.0
404 
1.0
722 
1.0
895 
1.0
976 
7 1.0
075 
1.0
191 
1.0
491 
1.0
870 
1.1
051 
1.1
148 
8 1.0 1.0 1.0 1.0 1.1 1.1
029 167 512 931 159 239 
9 1.0
076 
1.0
239 
1.0
633 
1.1
105 
1.1
306 
1.1
398 
1
0 
1.0
068 
1.0
257 
1.0
689 
1.1
194 
1.1
429 
1.1
497 
 
 
Table 2.7: The Efficiency of 
**ˆ w.r.t ˆSRS (when =1) 
m 2 
=0.
0 
2 
=0.
10 
2 
=0.
25 
2 
=0.
50 
2 
=0.
75 
2 
=1.
0 
1 1.0
08 
1.0
08 
1.0
08 
1.0
08 
1.0
08 
1.0
08 
2 1.1
36 
1.1
33 
1.1
23 
1.1
03 
1.0
83 
1.0
64 
3 1.2
71 
1.2
67 
1.2
45 
1.1
92 
1.1
49 
1.1
21 
4 1.4
22 
1.4
16 
1.3
80 
1.3
04 
1.2
43 
1.1
96 
5 1.5
01 
1.4
92 
1.4
54 
1.3
62 
1.2
83 
1.2
30 
6 1.6
11 
1.6
01 
1.5
60 
1.4
49 
1.3
59 
1.2
84 
7 1.7
28 
1.7
17 
1.6
66 
1.5
42 
1.4
41 
1.3
47 
8 1.8
73 
1.8
64 
1.8
08 
1.6
58 
1.5
16 
1.4
05 
9 1.9
63 
1.9
49 
1.8
88 
1.7
16 
1.5
73 
1.4
41 
1
0 
2.0
19 
2.0
05 
1.9
32 
1.7
67 
1.6
18 
1.4
72 
 
Table 2.8: The Expectation Values of 
**ˆ w.r.t (when =1) 
m 2 
=0.
0 
2 
=0.
10 
2 
=0.
25 
2 
=0.
50 
2 
=0.
75 
2 
=1.
0 
1 1.0 1.0 1.0 1.0 1.0 1.0
029 029 029 029 029 029 
2 1.0
017 
1.0
019 
1.0
016 
1.0
009 
1.0
019 
1.0
029 
3 1.0
045 
1.0
049 
1.0
064 
1.0
063 
1.0
037 
1.0
001 
4 0.9
970 
0.9
980 
1.0
007 
1.0
010 
0.9
961 
0.9
887 
5 1.0
009 
1.0
026 
1.0
058 
1.0
055 
0.9
987 
0.9
899 
6 0.9
999 
1.0
021 
1.0
071 
1.0
058 
0.9
961 
0.9
824 
7 1.0
007 
1.0
034 
1.0
087 
1.0
078 
0.9
957 
0.9
806 
8 0.9
973 
1.0
004 
1.0
063 
1.0
048 
0.9
931 
0.9
752 
9 1.0
034 
1.0
069 
1.0
132 
1.0
118 
0.9
970 
0.9
776 
1
0 
1.0
024 
1.0
063 
1.0
131 
1.0
118 
0.9
968 
0.9
747 
Based on Tables 2.5 and 2.6 it may concluded that 
1. The efficiency of *ˆMERSS w.r.t 
ˆ
SRS is decreasing as 
2
 gets larger, i.e. the efficiency 
is decreasing as error in ranking is increasing. 
2. For small values of 2, the efficiency of the estimator tends to increase with m. 
3. The estimator becomes worse than that of SRS when the error in ranking is serious 
(2  75).  
4. Based on Tables 2.7 and 2.8 one  may conclude the following: 
1. The efficiency of the modified MLE **ˆ w.r.t ˆSRS is increasing with in even when 
the error in ranking is large. However, the values of the efficiencies become smaller 
as ranking error gets larger. 
2. **ˆ is always more efficient than the SRS estimator even when error in ranking is 
present. 
3. **ˆ may have larger efficiency than *ˆMERSS when 
2
  0.5 
4. For small ranking errors, the estimator is still very close to the parameter. 
Therefore, in practice, unless there is a good evidence of accurate ranking, it is safer 
to use
*ˆ , which is more robust (less sensitive to errors in ranking) than *ˆMERSS . 
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3.1.  SIZE-BIASED PROBABILITY OF SELECTION 
ox (1969) suggested the harmonic mean as an estimator of the mean of a random 
variable X, if we are sampling from a population with probability proportional to X. 
For example, X may be lake size if we are using point-intercept sampling for lakes in a 
region of area A, fiber length when using point-intercept sampling for fibers in yarn (Cox, 
1969), or particle width if we are using line-intercept sampling to estimate the number of 
particles in a region of area A McDonald (1980). Let f(x) denote the probability density 
function of X. If each unit has probability of selection proportional to its size X, then Cox 
showed that the probability density function of observed size is 
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where g(x) is called the weighted (or length-biased) probability density function and  is the 
mean of the unweighted density f(x). Cox derived several additional results, First, 
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where Eg denotes expectation with respect to the weighted density g(x). Hence, 
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is an unbiased estimate of 1/ with variance 
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where -1 is defined by E[1/X]. For large n, the harmonic mean,  
1


 , is asymptotically 
normal with mean   and variance 
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C 
provided that (3.4) is finite. 
Let X1, X2,…,Xn be a random sample with probability density function f(x) with 
mean  = E[X] and variance 2 = E[(X-)2]. Let X11, X12,…, X1n; X21, X22,…, X2n; …; Xn1, 
Xn2,…, Xnn be independent random variables, all with the same cumulative distribution 
function F(x) and Xi(1), Xi(2),…, Xi(n) be the order statistics of Xi1, Xi2,…,Xin (i =1,2,…,n). Let 
X1(1), X2(2),,…, Xi(i), …, Xn(n) denote the ranked set sample, where Xi(i) is the ith order statistic 
in the ith sample. To simplify the notation, Xi(i) will denoted by X(i). The ith order statistic 
has mean 
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and variance 
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It is known that 
    ,
1
1
,
n
n i
i
f x f x
n 
          (3.6) 
where fn,i(x) is the probability density of the ith order statistic  Let 
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where X is the sample mean of a random sample and ( )nX is the mean of a ranked set sample 
of the same size. Takahasi and Wakimoto showed that ( )nX is an unbiased estimator of the 
population mean  and has smaller variance than X . 
3.2. ESTIMATION OF THE POPULATION MEAN  
Ranked set sampling may follows first-phase size-biased selection of elements from 
a population. The objectives of using the ranked set sampling procedure rather than a simple 
random sample in the second phase are: (1) decrease the necessary number of observations 
required for a certain efficiency, or (2) increase the efficiency of estimators with the same 
sampling effort. Note that we are sampling n, units with size-biased probability of selection 
from a population with probability density function f(x). Hence, the probability density 
function of the n1 units is g(x), equation (3.1). Also, g(x) is the parent population for the n 
units selected in the second phase. Consider 
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as an estimator of 1/. By equations (3.1) and (3.6), we can write 
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where gn,i(x) can be written in the form  
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  Multiply both sides of equation  (3.10) by 1/x. Integration yields 
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Using equation (3.2), it can be shows that 
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where    ,1/ ,   1,2,..., .i n ix g x dx i n   Hence, ( )n is an unbiased estimator of 1/. To 
show that the variance of 
( )n is less than the variance of  , consider the following 
transformations: Y=1/X and Y(i)= 1/X(i). The random variable Y will have probability density 
function f(1/y)/(y3). Equations (3.3) and (3.9) can be written 
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Using equations  (3.11) and  (3.12), and the results by Takahasi and Wakimoto (1968) and 
Dell and Clutter (1972), it is clear that 
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Now, suppose the cycle is repeated m times. Denote the ith order statistic from the 
ith sample in the jth cycle by X(i),j (i =1,2,…, n and j = 1, 2, …, m). The following 
expression is suggested as an estimator of 1/: 
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It is easy to show that
( )n m is an unbiased estimator of 1/ and has smaller variance 
than , where   is based on a simple random sample of nm. 
Following Cox the harmonic mean 
1
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unbiased estimator of the population mean. Also, one would expect that the variance of 
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 because the variance of 
( )n is smaller than the 
variance of  . Based on the computer simulations this relationship is shown to be correct 
for the distributions considered. 
3.3. ESTIMATION OF THE POPULATION SIZE N 
In many studies the population size N is unknown and must be estimated. For 
example, the number of particles in a region of area A my be of interest where individual 
particles are sampled by the line-intercept method McDonald, (1980). Assume n1 units are 
selected in the first-phase sample, where i is the probability that the ith unit is selected, i 
=1, 2,…N. An unbiased estimator of the population size N is  
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Equation (3.16) reduces to  
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because we are considering a first-phase sample with probability proportional to size X, i.e., 
i =CXi, where C is a constant. 
 Assume that the line-intercept method is used, n1 units are selected, and the 
maximum number of units that can be ordered by eye with respect to the variable X is n. 
Further assume there is only enough money (time) available for nm exact measurements 
where n
2
mn1. The ranked set sampling procedure can be used to measure nm elements in 
the second-phase sample. Assuming the cycle is repeated one time, an estimator of N is  
  
 
1
1
1
.
n
n
i i
n
N
n CX
          (3.18) 
The estimator in equation (3.18) can be compared to the usual estimator, 
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which is based on a simple random sample of size n selected from the n1 size-biased 
elements. The following well-known method is used to find the expectation of the estimator 
in equation (3.18) Let: 
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It is clear the ti and si are independent. The expected value of (3.18) is 
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i.e.,  nN
 is an unbiased estimator of N. It is easy to show N is also unbiased estimator of N. 
The variances of the estimators in equations (3.18) and (3.19) conditional on the observed 
value of n1 fixed. The two variances are 
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Conditioning on n1 and using equations (3.11) – (3.13), it is easy to show that 
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By equations (3.21) – (3.23) we have the result 
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This estimator based on the ranked sample in the second phase is unbiased and has 
smaller variance than the estimator based on a simple random sample of the same size. If 
the cycle is repeated m times, the estimator given in equation (3.18) can be written 
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3.4. COMPUTER SIMULATION RESULTS 
Computer simulation trials were conducted to gain insight concerning the properties 
of ranked set sampling when applied to a first-phase sample selected with probability 
proportional to size. Four probability distribution functions were considered for the 
populations: normal, uniform, exponential, and gamma. One thousand random numbers 
from each population were generated. The first-phase sample was obtained by selecting the 
ith unit with probability. 
i = CXi ,         (3.26) 
where C is a constant. After n1 size-biased units were selected from the population, the 
McIntyre  and Takahasi and Wakimoto  ranked set sampling procedure was used to pick nm 
units out of the n1 units for measurement,  referred to as   the ranked data). Also, nm units 
are randomly chosed from the size-biased sample (the unranked data). For each population, 
trials were run with n = 3 and with m = 4, 8 (i.e., with total sample sizes of 12 and 24 for the 
ranked and unranked data sets). The mean and the size of each population were estimated 
from the ranked and unranked data sets. Finally, estimates of the means, mean squared 
errors, and variances were computed after 3,000 replications. 
 Results of these simulation trials were summarized by the relative efficiencies of the 
estimators of the population mean  Table 3.1, and for the size of the population N Table 
3.2. The efficiency of the harmonic mean is defined by 
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Table 3.1:  Relative Efficiencies of Second-Phase Ranked Set Sampling to 
Second Phase Simple Random Sampling for Estimation of the 
Population Mean  
Distribution 
Sample Size = nm 
3(4) =12 3(8) = 24 
Normal ( =1, 2 =.09) 
Uniform ( = .5, 2 =.083) 
Exponential ( =1, 2 = 1) 
Normal ( = 5, 2 = 1) 
Uniform ( = .5, 2 = .83) 
Gamma ( = 5, 2 = 5) 
1.383 
1.242 
1.154 
2.167 
1.351 
1.801 
1.521 
1.121 
1.132 
2.002 
1.227 
1.718 
 
Table 3.2:  Relative Efficiencies of Second-Phase Ranked Set Sampling to 
Second-Phase Simple Random Sampling for Estimation of the 
Population Size N 
Distribution 
Sample Size = nm 
3(4) =12 3(8) = 24 
Normal ( =1, 2 =.09) 
Uniform ( = .5, 2 =.08) 
Exponential ( =1, 2 = 1) 
Normal ( = 5, 2 = 1) 
Uniform ( = .5, 2 = .83) 
Gamma ( = 5, 2 = 5) 
1.289 
1.182 
1.202 
1.458 
1.233 
1.581 
1.307 
1.152 
1.144 
1.268 
1.124 
1.547 
were MSE denoted the mean squared error. The efficiency of the estimator of the population 
size is defined by 
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where var(.) denotes the variance of the appropriate statistic. 
Considering Tables 3.1 and 3.2, it was concluded that a gain in efficiency is obtained 
by using ranked set sampling for the second-phase sample. For example, the relative 
efficiency of the ranked set sample is 2.167 for estimating the population mean  = 5 and 2 
= 1. The main conclusions are: 
(1)  if the values of the random variables are 2 away from zero, i.e.,              Xi  
2, the gain in efficiency is higher;  
(2)  if the population is not symmetric the efficiency will decrease; 
 (3)  if the population is symmetric and most values are within 2 of the mean , 
e.g., normal data, the efficiency will be higher.  
3.5.   NUMERICAL EXAMPLE   
To illustrate how one might apply the estimators, data collected using the line-
intercept sampling method for vegetation was used Table 3.3. This study was conducted by 
members of a graduate level class on biological sampling techniques taught by Lyman L. 
McDonald at the University of Wyoming. Data from the three short transects in Table 3.3 
were considered as belonging to one long transect with n1=46. In line-intercept sampling the 
probability of inclusion in the “sample” is proportional to width X of the shrub, where width 
is defined as the distance between tangents of the shrub that are parallel to the transect 
Eberhardt, (1978). Assume we can rank only n=3 shrubs at a time with respect to their 
widths and the cycle is repeated m=5 times. In the second phase, the McIntyre and Takahasi 
and Wakimoto  ranked set sampling procedure was used to obtain the ranked data. For the 
sake for comparison, the first element from each set of size 3 was selected and considered as 
the unranked data (simple random sample data). Table 3.4 contains the ranked and the 
unranked data. Estimates of the population size N using C=1/W, where W = 125 is the 
length of the base line, for the unranked and ranked data are 
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Table 3.3:  Raw Data for Width of Encountered Shrubs in the                          
Line-intercept Example 
Tr
ans
ect 
x1 = width 
I 
1
.
5
3 
.
3
8 
.
8
7 
.
5
9 
.
7
9 
.
2
0 
.
7
8 
.
4
2 
1
.
8
5 
1
.
0
2 
1
.
4
5 
.
9
7 
.
4
8 
.
5
6 
.
5
2 
.
6
2 
.
2
2 
.
4
2 
II 
1
.
1
5 
.
8
7 
1
.
5
7 
1
.
9
7 
.
.
5
7 
.
1
.
9
7 
.
5
8 
1
2
.
5
4 
1
.
8
5 
.3
5 
1
.
2
7 
.
2
4 
.
7
5 
.
8
0 
1
.
0
1 
7
8 
1
.
8
2 
9
8 1
.
3
0 
.
5
5 
1
.
6
9 
2
.
1
2 
III 
.
7
1 
1
.
5
0 
1
.
8
2 
1
.
8
6 
1
.
6
1 
1
.
2
1 
   
 
Table 3.4:  Ranked Set Sampling Data (ranked data) and Simple Random Sampling Data 
(unranked data) in the Line-Intercept Example 
Unra
nked  
data 
(xi) 
1
.
5
3 
.
5
8 
.
7
8 
.
3
5 
.
4
8 
.
7
8 
.
3
8 
1
.
5
5 
.
4
2 
1
.
2
7 
.
5
6 
1
.
8
2 
1
.
1
5 
1
.
8
2 
.
9
7 
Ran
ked  
data 
[x(n)] 
.
7
9 
2
.
5
4 
1
.
4
5 
.
3
5 
.
5
2 
.
9
8 
.
2
0 
2
.
1
2 
.
9
7 
.
7
5 
.
6
2 
1
.
5
0 
.
5
7 
1
.
8
6 
.
9
7 
and 
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Using the unranked data, the estimate of the population mean x is 
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and using the ranked data, the estimate is 
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In this specific application, the results in equations (3.29) and (3.30) are close to 
each other, as are the results in equations (3.31) and (3.32). 
To estimate the variance of the estimators one would require at least two 
independent replications of the transect Kaiser, (1983). In this example, the second-phase 
ranked set sampling is used to reduce the number of shrubs actually measured, increase 
coverage over the entire study area, and increase the efficiency relative to the usual 
estimators.  
3.6.  RANKED SET SAMPLING WITH PROBABILITY OF SELECTION 
PROPORTIONAL TO SIZE AND ERRORS IN RANKING 
Dell and Clutter (1972) considered the case in which there are errors in ranking; that 
is, the quantified observation from the ith sample in the jth cycle may be not the ith order 
statistic but rather the ith “judgment order statistic”, which is written X[i],j (to distinguish it 
from the actual order statistic X(i),j). They showed that the estimator  
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is an unbiased estimator of the population mean , regardless of the errors in ranking, and 
has smaller variance than the usual estimator based on a simple random sample of the same 
size. Each element selected for the first-phase sample with probability proportional to its 
size, has two values:  
 x = the numerical value of the random variable X, 
 i = the i
th
 smallest order statistic. 
Ranked set sampling with errors in ranking in the second phase is considered. As before,  
f(x) denotes the probability density function of X and g(x) = (x/x) f(x) is the weighted 
probability density function of X. Assuming the cycle is repeated on time, let X[i] denote the 
ith judgment order statistic in the ith sample and g[i](x) denote the weighted probability 
density function of X[i]. The probability density function g(x) can be written as  
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 The following are suggested as estimators of 1/ and N:  
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when n1 and C are defined as before. Equations (3.35) and (3.36) are the same as equations 
(3.9) and (3.18), but with errors in ranking. Using equation (3.34),  it is easy to show that 
the estimators in equations  (3.35) and  (3.36) are unbiased estimators of 1/ and N, 
respectively, and have smaller variance than the estimators based on a simple random 
sample, with sample size equal to n. if the cycle is repeated m times the following are 
suggested as estimators of 1/ and N: 
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Again, by using equation (3.34) it is not difficult to show that the estimators given in 
equations (3.37) and (3.38) are unbiased estimators of 1/ and N, respectively. Also, they 
have smaller variances than the usual estimators based on simple random sampling data, 
with sample size equal to nm. The harmonic mean  
1
[ ]n m

 is an approximately unbiased 
estimator of the population mean  and based on the fact that  ( )n m has smaller variance 
than  , one would expect that 
1
[ ]n m

 has smaller variance than 
1


 . The following 
computer simulation shows this relationship to be correct for the distributions considered. 
Ranked set sampling with errors in ranking in the second phase and size-biased 
probability of selection in the first phase were simulated in computer trials. Three 
probability distribution functions  
Table 3.5:  Relative Efficiencies of Second-phase Ranked Set Sampling with Errors 
in Ranking to Second-phase Simple Random Sampling for Estimation of 
the Population mean  
Sample 
size 
(nm) 
e 
0 .100 .250 .500 .75 
 Normal ( = 5, 2 = 1.0) 
12 
24 
2.167 
2.002 
2.201 
2.013 
2.141 
1.872 
1.983 
1.763 
1.976 
1.709 
 Gamma ( = 5, 2 = 5) 
12 
24 
1.801 
1.718 
1.796 
1.714 
1.729 
1.681 
1.686 
1.572 
1.627 
1.402 
 Poisson ( = 5, 2 = 5) 
12 
24 
1.769 
1.448 
1.768 
1.447 
1.767 
1.446 
1.744 
1.423 
1.687 
1.401 
 
 
Table 3.6: Relative Efficiencies of Second-phase Ranked Set Sampling with Errors 
in Ranking to Second-phase Simple Random Sampling for Estimation of 
the Population size N 
Sample 
size 
(nm) 
e 
0 .100 .250 .500 .75 
 Normal ( = 5, 2 = 1.0) 
12 
24 
1.458 
1.268 
1.457 
1.270 
1.456 
1.266 
1.401 
1.216 
1.386 
1.162 
 Gamma( = 5, 2 = 5) 
12 
24 
1.581 
1.547 
1.549 
1.546 
1.527 
1.544 
1.517 
1.509 
1.407 
1.417 
 Poisson( = 5, 2 = 5) 
12 
24 
1.763 
1.493 
1.762 
1.492 
1.761 
1.492 
1.736 
1.468 
1.668 
1.447 
For example, when sampling from a normal distribution with  = 5 and 2 = 1.0, the relative 
efficiency is 1.983 for estimating the population mean  (Table 5) and 1.40 for estimating the 
population size N when 
2
e  = .50. However, the efficiency decreased as the random errors 
variance increased (for nearly every distribution considered). 
were considered for the populations: normal, gamma, and Poisson. One thousand random 
numbers were generated in each replication. For each population, computer simulation trials 
were run with n = 3 and m = 4, 8. In the first phase each random number in the set of 1,000 
was selected with probability proportional to its magnitude, equation (3.26). Hence, n1 units 
were selected with probability proportional to size from each population. The model for 
these simulations was the same as the model considered by Dell and Clutter, i.e. the  
elements are ranked on the basis of values that are equal to the original number plus a 
random error component assumed to be distributed normally with mean  = 0 and variance 
2
e . When this was accomplished, the McIntyre, Takahasi and Wakimoto ranked set 
sampling procedure was used to choose nm units out of the n1 units (the ranked data). A 
simple random sample of size nm elements was also chosen from the n1 units (the unranked 
data). The mean and size of the population were estimated from these ranked and unranked 
data. Estimates of the means, mean squared errors, and variances were computed after 3,000 
independent replications. The random errors used in the computer simulation trials were 
normally distributed with mean 0 and variances = .10, .25, .50, and .75. The relative 
efficiencies of the estimators are defined as in equations (3.27) and (3.28). 
 Results of these simulations are summarized by the efficiencies of second-phase 
ranked set sampling with errors in ranking relative to simple random sampling for the mean 
of the population  Table 3.5 and for the size of the population N Table 3.6. Entries for 2
e  = 
0 correspond to perfect ranking. Considering Tables 3.5 and 3.6, it was concluded that a 
gain in efficiency is obtained by second-phase ranked set sampling whether or not we have 
errors in ranking (for the population sampled). 
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4.1.  INTRODUCTION 
hroughout industry, measuring, inspection and testing is being done every minute, by 
people and by automatic devices. The results are in the farm of numbers, for example, 
measurements or a count of the number of non-conforming pieces in a sample. These are 
numbers or data. They are obtained in order to take action on a manufacturing process for 
improving and rectifying it, or far a decision on incoming products. An ever present 
character of such data or results is that they vary: from time to time, piece to piece, sample 
to sample, and this is true even if the production process is held as constant as is humanly 
possible. Wherever we have variation we have a statistical problem, whether we like it or 
not, whether we know it or not. Thus in such problems we ought to be using methods 
designed far analysis of data, that is, statistical methods. They can be used to minimize the 
chances of wrong decisions. Fortunately there are many statistical techniques which can be 
readily learned by anyone with even quite limited background they will greatly did in 
process improvement and control, and in decision making on lots of products. 
Control of quality of output is very old, certainly going back to the building of the 
pyramids in Egypt, and even to the making of arrowheads in Stone Age times. But statistical 
quality control, that is, the use of statistical methods in quality control, is a relatively recent 
development, which began at the Bell Telephone Laboratories in the 1920s. 
The objectives of statistical quality control are to collect data in a sound, unbiased 
manner and to analyze the results appropriately so as to obtain satisfactory, dependable, and 
economic quality. A micro like finish on all pieces, within a total tolerance of .0002 may not 
be necessary far the use at hand, so we say “satisfactory”. “Dependable” quality is obtained 
when processes are adequately controlled, and we can rely upon them to produce the desired 
quality consistently. Moreover the production of quality must be done “economically” so as 
to hold costs down, to be competitive and able to sell at a profit. Statistical quality control 
methods enables us to obtain maximum benefit out of production and inspection data and at 
lowest cost. If a product is to meet customer requirements, generally it should be produced 
by a process that is stable or repeatable. More precisely, the process must be capable of 
operating with little variability around the target or nominal dimensions of the product‟s 
quality characteristics. Statistical Process Control (SPC) is a powerful collection of 
problem-solving tools useful in achieving process stability and improving capability 
through the reduction of variability. 
SPC can be applied to any process. Its seven major tools are  
1. Histogram or stem-and-leaf display. 
2. Check sheet. 
T 
3. Pareto chart. 
4. Cause-and-effect diagram. 
5. Defect concentration diagram. 
6. Scatter diagram. 
7. Control chart. 
Although these tools, often called “the magnificent seven”, are an important part of 
SPC, they comprise only its technical aspects. SPC builds an environment in which all 
individuals in an organization desire continuous improvement in quality and productivity. 
This environment is best developed when management becomes involved in an on going 
quality-improvement process. Once this environment is established, routine application of 
the magnificent seven becomes part of the usual manner of doing business, and the 
organization is well on its way to achieving its quality improvement objectives.  
Of these tools, the Shewhart control chart is probably the most technically 
sophisticated. It was developed in the 1920s by Dr. Walter A. Shewhart of the Bell 
Telephone Laboratories. To understand the statistical concepts that form the basis of SPC, 
we must first describe Shewhart‟s theory of variability. 
In any production process, regardless of how well designed or carefully maintained 
it is, a certain amount of inherent or natural variability will always exist. This natural 
variability or “background noise” is the cumulative effect of many small essentially 
unavoidable causes. In the framework of statistical quality control, this natural variability is 
often called a “stable system of chance causes”. A process that is operating with only 
chance causes of variation present is said to be in statistical control. In otherwords, the 
chance causes are an inherent part of the process. 
Other kinds of variability may occasionally be present in the output of a process. 
This variability in key quality characteristics usually arises from three sources. Improperly 
adjusted or controlled machines, operator errors, or defective raw material. Such variability 
is generally large when compared to the background noise, and is usually represents an 
unacceptable level of process performance. We refer to these sources of variability that are 
not part of the chance cause pattern as “assignable causes”. A process that is operating in 
the presence of assignable causes is said to be out of control. 
These chance and assignable causes of variation are illustrated in figure 4.1. Until 
time t1 the process shown in this figure is in control; that is, only chance causes of variation 
are present. As a result, both the mean and standard deviation of the process are at their in-
control values (say, 0 and 0). At time t1 an assignable cause occurs. As shown in figure, 
the effect of this assignable cause is to shift the process mean to a new value 1 > 0. At time 
t2 another assignable cause occurs, resulting in              = 0, but now the process standard 
deviation has shifted to a larger value 1 > 0.  At time t3 there is, another assignable cause 
present, resulting in both the process mean and standard deviation taking on out-of-control 
values. From time t1 forward, the presence of assignable causes has resulted in an out-of-
control process.  
 
 
 
 
 
 
Fig 4.1:  Chance and assignable causes of variation 
Often production processes will operate in-control state, producing acceptable 
product for relatively long periods of time. Eventually, however, assignable causes will 
occur, seemingly at random, resulting in a “shift” to an out-of-control state where a larger 
proportion of the process output does not confirm to requirements. For example, note from 
fig. 4.1 that when the process is in control, most of the production will fall between the 
lower and upper specification limits (LSL and USL, respectively) when the process is out of 
control, a higher proportion of the process lies outside of these specifications. 
 
S
a
m
p
le
 q
u
a
lit
y
 c
h
a
ra
c
te
ri
s
ti
c
  
                                                        Sample number of time  
Fig 4.2: A typical control chart 
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A major objective of statistical process control is to quickly detect the occurrence of 
assignable causes of process shifts so that investigation of the process and corrective action 
may be undertaken before many non-conforming units are manufactured. The control chart 
is an on-line process-monitoring technique widely used for this purpose. Control charts may 
also be used to estimate the parameters of a production process, and, through this 
information, to determine process capability. The control chart may also provide 
information useful in improving the process. The eventual goal of statistical process control 
is the elimination of variability in the process. It may not be possible to completely 
eliminate variability, but the control chart is an effective tool in reducing variability as much 
as possible. 
A typical control chart is shown in fig.4.2, which is a graphical display of a quality 
characteristic that has been measured or computed from a sample versus the sample number 
or time. The chart contains a center line that represents the average value of the quality 
characteristic corresponding to the incontrol state. (That is, only chance causes are present). 
Two other horizontal lines, called the Upper Control Limit (UCL) and the Lower Control 
Limit (LCL), are also shown on the chart. These control limits are chosen so that if the 
process is in control, nearly all of the sample points will fall between them. As long as the 
points plot within the control limits, the process is assumed to be in control, and no action is 
necessary. However, a point that plots outside of the control limits is interpreted as evidence 
that the process is out of control, and investigation and corrective action are required to find 
and eliminate the assignable cause or causes responsible for this behavior. It is customary to 
connect the sample points on the control chart with straight-line segments, so that it is easier 
to visualize how the   sequence of points has evolved over time.  
Even if all the points plot inside the control limits, if they behave in a systematic or 
non-random manner, then this could be an indication that the process is out of control. For 
example, if 18 of the last 20 points plotted above the centre line but below the upper control 
limit and only two of these points plotted below the center line but above the lower control 
limit, we would be very suspicious that something was wrong. If the process is in control, 
all the plotted points should have an essentially random pattern. Methods for looking for 
sequences or non random patterns can be applied to control charts as an aid in detecting out-
of-control conditions. Usually, there is a reason why a particular non random pattern 
appears on a control chart, and if it can be found and eliminated, process performance can 
be improved. 
Muttlak and Al-Sabah (2001) developed quality control charts for the sample mean 
using ranked set sampling, median ranked set sampling and extreme ranked set sampling. 
They compared the newly developed charts using Average Run Length (ARL) to the 
Shewhart control chart. They showed that the newly charts are more efficient than the 
Shewhart charts i.e. they have smaller average run length. Finally they collected a real life 
data set and used to construct quality control charts for the newly suggested control charts.  
A control chart is a graphical technique used for continuously monitoring whether 
the manufacturing process is in a state of statistical control or not. Its primary objective is to 
detect quickly the formation of assignable causes of process shifts so that investigation of 
the process and corrective measures may be taken before many non- conforming units are 
manufactured. Generally a control chart is an effective tool in eliminating process 
variability as well as estimating the parameters of the production process. 
Since the first work of Shewhart the construction of quality control charts has 
undergone series of modifications with new methods being suggested.  Most of the methods 
reported in the literature are based on Simple Random Sampling (SRS), which to a certain 
extent is considerably less effective in estimating the population mean compared with a new 
sampling method, such as Ranked Set Sampling (RSS) and its modifications,  
Muttlak and Al-Sabah (2003) developed different quality control charts for the 
sample mean using ranked set sampling (RSS), and two of its modifications, namely median 
ranked set sampling (MRSS) and extreme ranked set sampling (ERSS). These new charts 
were compared to the usual control charts on simple random sampling (SRS) data. The 
charts based on RSS or one of its modifications are shown to have smaller average run 
length (ARL) than the classical chart when there is a sustained shift in the process mean. 
The MRSS and ERSS methods were compared with RSS and SRS data, it turns out that 
MRSS dominates all other methods in terms of the out of control ARL performance. Real 
data were collected using the RSS, MRSS, and ERSS in cases of perfect and imperfect 
ranking. These data sets are used to construct the corresponding control charts. These charts 
were compared to usual SRS chart. Abujiya and Muttlak developed quality control charts 
for monitoring the process mean based on Double Ranked Set Sampling (DRSS) rather than 
the traditional Simple Random Sampling (SRS). Considering a normal population and 
several shift values, the performance of the Average Run Length (ARL) of these new charts 
was compared with the control charts based on Ranked Set Sampling (RSS) and SRS with 
the same number of observations. It was shown that the new charts do a better job of 
detecting changes in process mean compared with SRS and RSS. 
In this chapter the Pair Ranked Set Sampling (PRSS), and Selected Ranked Set 
Sampling (SRSS) will be used to develop control charts for the population mean. These 
charts are compared to the well-known quality control charts for variables using the usual 
Simple Random Sampling (SRS) data. The control charts for PRSS and SRSS data are 
shown to have smaller Average Run Length (ARL) then the usual control charts based on 
SRS data. 
4.2.  SAMPLING METHODS 
Ranked Set Sampling (RSS) 
Let X(i:n)j denote the i
th
 order statistic from the i
th
 set of size n in the j
th
 cycle. Then 
the unbiased estimator of the population mean, Takahasi and Wakimoto (1968) using RSS 
data based on the j
th
 cycle is defined as: 
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4.3. RANKED SET SAMPLING WITH CONCOMITANT VARIABLE 
Suppose that the variable of interest X is difficult to measure and to order, but there 
is a concomitant variable Y, which is correlated with X. The variable Y may be used to 
acquire the rank of X as follows: Select n
2
 bivariate units from the population and group 
them into n sets of size n each. From the first set of size n, the X associated with the smallest 
Y is measured. From the second set of size n the X associated with the second smallest Y is 
measured. We continue this way until the X associated with the largest Y from the nth set is 
measured. The cycle is repeated r times until nr Xs have been measured. Note that ranking 
of the variable X will be with errors in ranking i.e. X[i:n],j is the i
th
 judgment order statistic 
from the i
th
 set of size n in the j
th
 cycle of size r. This method is called Imperfect Ranked Set 
Sampling (IRSS). 
Assume that (X, Y) has a bivariate normal distribution and the regression of X on Y is 
linear. Then following Stokes (1977) we can write 
 xx y
y
X Y

   

           (4.3) 
where Y and  are independent and  has mean 0 and variance  2 21 ,x   is the 
correlation between X and Y and x, y, x, y, are the means and standard deviations of the 
variable X and Y. 
Let Y(i:n),j and X[i:n],j be the i
th
 smallest value of Y and the corresponding value of X 
obtained from the i
th
  set in the j
th
 cycle respectively. We can write the above equation 
   ( : ),: , ,xx i n j y iji n j
y
X Y

  

     i = 1, 2,…, n, j = 1,2,…, r. (4.4) 
The unbiased estimator of the mean of the variable of interest X with ranking based 
on the concomitant variable Y, i.e. using imperfect ranked set sampling method, can be 
written for the j
th
 cycle as 
 , : ,
1
1
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n
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i
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The variance of ,irss jX  is given by  
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An estimator of the population mean µ using paired ranked set sampling for the jth 
cycle can be written as  
 ( : )1 ( : )2
1
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where 1.k n k     Clearly for symmetric distribution prssjX is an unbiased estimator for  
with variance   
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 and t is known constant depending on the underlying 
distribution, t = 1 for normal distribution. 
Once the values of n1, n2, n3,….,nk, and ci , i = 1,2,….,k are determined as discussed in 
section 1.13. Let   : ; 1,2, ,in n j j r
X
 
 is the nith order statistics of the nith set of size n in the jth 
cycle. If the underlying distribution is normal an unbiased estimator of the population mean 
 for the jth cycle is 
  :isrssj i n n j
X c X        (4.9) 
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The variance of  srssjX  can be shown to be 
   2 1var srssj
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where   is the value of the scale parameter for the underlying distribution.  
4.4.  QUALITY CONTROL CHART USING SIMPLE RANDOM SAMPLING (SRS) 
Let Xij for i = 1,2,…, n and j = 1,2,…, r denote the i
th
 unit in the j
th
 SRS of size n and 
Xij ~ N (, 
2
). If the population mean  and variance 2 are known then the Shewhart 
control chart for  
1
1
; 1,2,...,
n
j ij
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X X j r
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        (4.11) 
is given by 
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where UCL, CL and LCL denote the upper central limit, central limit and lower central limit 
respectively. The sample means , 1,2,...,jX j r can be plotted in the above charts. For this 
chart the Average Run Length (ARL) is equal to 1/, where  is the probability of type 1 
error if the process is under control. But if the process starts to get out of control then ARL 
= 1/, where  is the probability of type II error. 
 In most real life problems  and variance 2 are unknown. We use the collected data 
to estimate  and , obviously the unbiased estimator for  is 
1
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now define the control limits for the sample mean jX  to be 
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After establishing the above chart, the sample means , 1,2,...,jX j r  are plotted in 
the chart. 
4.5  QUALITY CONTROL CHARTS USING PAIRED RANKED SET SAMPLING 
(PRSS) 
The PRSS mean prssjX of the jth cycle can be plotted on the control chart based on 
PRSS. 
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Average Run Length (ARL) is used to compare the PRSS control charts to the 
Shewhart control chart. The ARL assumes that the process is under control with mean 0 
and standard deviation 0, and at some point in time the process may start to get out of 
control i.e. the mean is shifted from 0 0 0 /to n     .  It is  assumed that the 
process is following the normal distribution with mean 0 and variance 
2
0 if the process is 
under control, and the shift on the process mean is 0
0
n
  

  .              If  = 0 the 
process is under control and in this case if the point is outside the control limits it is a false 
alarm. 
 The simulation was done only for the rule a point out of control limits. For each 
value of ,  1,000,000 replications is simulated. Values of the limits were calculated in 
equation (4.16), using the results of the order statistics for the standard normal distribution, 
Harter and Balakrishnan (1996). 
Since the perfect ranking and SRS are special cases of the imperfect ranking with  
= 1 and  = 0 respectively, we will consider the case of imperfect ranked set sampling 
(IPRSS) with different values of . Following the same procedure as used previously, 
equation 4.6 is used to perform simulation, which can be written as 
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    (4.17) 
where 2x is the variance of the variable of interest X and 
2
( : )z k n  is the variance of the k-th 
order statistic of a standard normal distribution. 
The control chart given in equation 4.16 is based on the perfect PRSS, we need to 
modify it to the case of imperfect ranking by substituting for the variance iprssjX  given in 
equation 4.17 to get 
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If the ranking of the units is done perfectly, i.e. there are no errors in ranking then 
we set  = 1 in equation (4.18). 
In simulation both X and Y is considered as standard normal random variable, this 
implies 
2 1x  . The computer simulations were run for  = 0, 0.25, 0.5, 0.75, 0.9, 1.0, n = 
3,4,5,6 and for  = 0, 0.1, 0.2, 0.3, 0.4, 0.8, 1.2, 1.6, 2.0, 2.4, 3.2. Results are shown in 
Tables 4.1 – 4.4. Considering these results the following remarks are made. 
 If the process is under control, i.e.  = 0, PRSS reduces the false alarm to ARL = 
355.89. But in the case PRSS only measuring two units, one from each set of 
size n, i.e. a sample size of 2. For example if n = 4 for all other cases we have to 
measure 4 units, one from each set of size 4, but for the case of PRSS we are 
only measuring 2 units, one unit from two sets of size 4 units. 
 The PRSS method is dominated SRS if the process starts to get out of control i.e. 
  >  0, for example if   = 0.4 and n = 4 the ARL using PRSS is 99 as compare 
to 200.01, for SRS. 
 If the sample size increases there will not be much of a change in the ARL if  = 
0. But the ARL will keep decreasing if  > 0, for example if the sample size is 5 
and  = 0.4 the ARL is 81 as compared to 99 in the case of n = 4. 
 Imperfect ranking decreases the efficiency of PRSS and the ARL will be larger 
which depend on the values of . But PRSS is still doing better than SRS method 
by having smaller ARL for the same value of . 
 The ARL for the PRSS will decrease much faster than SRS if  increases. 
4.6.  QUALITY CONTROL CHARTS USING SELECTED RANKED SET 
SAMPLING (SRSS) 
 The SRSS mean srssjX  of the jth cycle can be plotted on the control chart based on 
SRSS, which can be defined as follows: 
3
srssX
UCL     
CL =         (4.19) 
3
srssX
LCL            
where  2 2 2
( : )
1
.
jsrss
k
i n nX
i
c  

   
ARL was used to compare the selected ranked set sampling (SRSS) control charts to the 
other control charts. The values for ,  and n were used to run simulation for 1,000, 000 
replications, The analogues of equations (4.17) and (4.18) are 
   2 2 2 2 21 ( : )
1
var 1
i
k
isrssj x z n n
i
X c   

 
   
 
     (4.20) 
and  
 
3
isrssX
UCL     
CL =         (4.21) 
3
isrssX
LCL           
where   2 2 2 2 2( : )
1
1
iisrss
k
x i z n nX
i
c    

 
   
 
 and 
2
( : )iz n n
 is the variance of the nith order 
statistics of a standard normal distribution. 
 In simulation both X and Y were considered as standard normal random variable. 
The computer simulation is run for the same values of ,  and n that considered before and 
for different values of k. Results are shown in Tables 4.5 to 4.14. Considering the results of 
Table 4.5 to 4.14, the following remarks can be made:  
1. If the process under control i.e.  = 0 SRSS is dominated SRS and PRSS methods in 
reducing the number of false alarm, i.e. reducing ARL. Please note that in SRSS we 
are only measuring k units out of the n units in each set, where k < n. 
2. If the number of measured units k remains constant, but the sample size n increases 
then the ARL will be decrease as n increases. For example if  = 0.4, k =2 and if n = 
3, 4, 5, or 6 then the corresponding ARL is 133.51, 120.51, 110.79, 103.62 
respectively. In the other we do not see this pattern if n remains constant and k 
increases. 
3. The SRSS reduces the ARL over SRS and PRSS for most cases considered in this 
study if the process starts to get out of control. 
4. Imperfect ranking decreases the efficiency of SRSS, as it is the case for other 
methods. 
 
The following are some specific conclusions. 
1. All the newly developed control charts dominate the classical charts. If the process 
starts to get out of control by reducing the number of Average Run Length (ARL) 
substantially. But number of false alarms is not reduced by the same amount if the 
process is under control. 
2. Errors in ranking will reduce the ARL for both cases considered. For example if we 
are using a concomitant variable to rank our variable, then the ARL will depend on 
the correlation between the two variables. 
Table 4.1: ARL values when n =3 using PRSS 
  
 0.0 0.25 0.50 0.75 0.90 1.00 
0
.
0 
3
7
0.
2
4 
3
6
9.
8
9 
3
6
8.
2
5 
3
6
7.
0
8 
3
6
2.
1
8 
3
5
5.
8
9 
0
.
1 
3
4
7.
6
3 
3
5
0.
5
3 
3
5
4.
3
1 
3
4
6.
6
2 
3
3
6.
3
8 
3
2
1.
8
5 
0.
2 
3
1
0.
7
1 
3
0
9.
4
4 
2
9
8.
8
8 
2
8
8.
3
7 
2
7
0.
5
5 
2
5
0.
9
2 
0
.
3 
2
5
1.
5
1 
2
4
7.
3
5 
2
4
1.
0
2 
2
2
5.
4
1 
2
0
4.
6
6 
1
8
4.
5
1 
0
.
4 
2
0
0.
3
6 
1
9
7.
0
6 
1
8
5.
4
1 
1
6
2.
0
2 
1
3
9.
4
7 
1
1
8.
6
0 
0
.
8 
7
1.
5
1 
6
9.
0
4 
6
1.
3
5 
4
7.
9
1 
3
6.
7
8 
2
8.
1
2 
1
.
2 
2
7.
8
4 
2
6.
5
3 
2
2.
7
9 
1
6.
7
0 
1
2.
0
9 
8.
8
3 
1
.
6 
1
2.
3
9 
1
1.
7
5 
9.
9
2 
7.
0
7 
5.
0
6 
3.
7
0 
2
.
0 
6.
3
0 
5.
9
8 
5.
0
3 
3.
6
1 
2.
6
5 
2.
0
2 
2
.
4 
3.
6
4 
3.
4
7 
2.
9
5 
2.
1
9 
1.
6
9 
1.
3
9 
3
.
2 
1.
7
3 
1.
6
6 
1.
4
8 
1.
2
5 
1.
1
1 
1.
0
4 
 Table 4.2: ARL values when n =4 using PRSS 
  
 0.0 0.25 0.50 0.75 0.90 1.00 
0
.
0 
3
7
0.
1
2 
3
6
9.
5
2 
3
6
9.
7
9 
3
6
6.
8
4 
3
6
4.
4
1 
3
5
1.
6
3 
0
.
1 
3
4
5.
5
4 
3
4
9.
0
4 
3
4
7.
9
4 
3
3
9.
9
9 
3
3
0.
4
9 
3
0
8.
1
3 
0
.
2 
3
1
1.
0
8 
3
0
0.
4
8 
3
0
0.
5
3 
2
7
9.
6
5 
2
5
8.
4
1 
2
3
0.
0
8 
0
.
3 
2
5
1.
7
6 
2
5
1.
7
2 
2
3
8.
2
2 
2
1
2.
2
4 
1
8
2.
8
8 
1
5
1.
4
5 
0
.
4 
2
0
1.
1
2 
1
9
5.
9
7 
1
8
2.
8
3 
1
5
5.
2
0 
1
2
6.
1
5 
9
8.
9
9 
0
.
8 
7
1.
5
6 
6
8.
6
0 
5
9.
7
1 
4
3.
7
8 
3
0.
8
8 
2
0.
9
7 
1
.
2 
2
7.
8
2 
2
6.
3
8 
2
2.
0
2 
1
4.
9
8 
9.
8
3 
6.
3
3 
1
.
6 
1
2.
3
8 
1
1.
6
5 
9.
5
3 
6.
3
0 
4.
1
1 
2.
7
1 
2
.
0 
6.
3
0 
5.
9
2 
4.
8
4 
3.
2
4 
2.
2
1 
1.
5
9 
2
.
4 
3.
6
5 
3.
4
4 
2.
8
5 
2.
0
0 
1.
4
8 
1.
1
9 
3.
2 
1.
7
3 
1.
6
5 
1.
4
5 
1.
1
9 
1.
0
6 
1.
0
1 
 
Table 4.3: ARL values when n = 5 using PRSS 
  
 0.0 0.25 0.50 0.75 0.90 1.00 
0
.
0 
3
6
9.
8
0 
3
6
8.
4
6 
3
7
0.
5
0 
3
6
7.
8
4 
3
6
7.
9
2 
3
5
5.
4
0 
0
.
1 
3
5
2.
8
4 
3
4
8.
8
5 
3
4
8.
2
2 
3
3
9.
3
8 
3
2
8.
1
2 
3
0
4.
6
1 
0
.
2 
3
0
8.
5
8 
3
0
5.
2
4 
2
9
8.
8
6 
2
7
4.
4
1 
2
4
7.
8
3 
2
0
8.
7
7 
0
.
3 
2
5
2.
1
4 
2
5
0.
1
5 
2
3
5.
4
7 
2
0
7.
4
7 
1
7
0.
6
5 
1
3
0.
6
2 
0
.
4 
1
9
9.
9
9 
1
9
5.
6
0 
1
8
0.
4
6 
1
4
7.
3
7 
1
1
4.
3
8 
8
1.
0
9 
0
.
8 
7
1.
5
5 
6
8.
4
9 
5
8.
1
5 
4
0.
5
4 
2
6.
0
2 
1
5.
1
8 
1
.
2 
2
7.
8
2 
2
6.
2
4 
2
1.
4
1 
1
3.
6
0 
8.
0
5 
4.
4
7 
1
.
6 
1
2.
3
9 
1
1.
5
9 
9.
2
3 
5.
7
0 
3.
3
9 
2.
0
2 
2
.
0 
6.
3
0 
5.
8
8 
4.
6
8 
2.
9
5 
1.
8
8 
1.
3
0 
2.
4 
3.
6
5 
3.
4
1 
2.
7
6 
1.
8
5 
1.
3
2 
1.
0
7 
3
.
2 
1.
7
3 
1.
6
4 
1.
4
2 
1.
1
5 
1.
0
3 
1.
0
0 
 
Table 4. 4: ARL values when n = 6 using PRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
0.
0
4 
3
7
1.
3
5 
3
6
9.
8
6 
3
6
7.
3
8 
3
6
5.
6
8 
3
5
4.
1
2 
0
.
1 
3
5
2.
7
6 
3
5
2.
9
2 
3
4
8.
2
3 
3
3
9.
9
8 
3
2
3.
7
6 
2
9
4.
7
5 
0
.
2 
3
0
7.
9
4 
3
0
7.
0
6 
2
9
5.
4
6 
2
7
2.
1
3 
2
3
9.
7
3 
1
9
3.
5
6 
0
.
3 
2
5
3.
6
7 
2
4
8.
7
6 
2
3
4.
9
4 
2
0
1.
6
8 
1
6
1.
3
9 
1
1
6.
4
5 
0
.
4 
2
0
0.
5
1 
1
9
6.
2
0 
1
7
9.
6
4 
1
4
4.
6
6 
1
0
6.
9
3 
6
9.
6
7 
0
.
8 
7
1.
7
1 
6
8.
2
2 
5
7.
4
3 
3
8.
6
4 
2
3.
2
9 
1
2.
1
2 
1
.
2 
2
7.
8
4 
2
6.
1
2 
2
0.
9
5 
1
2.
8
3 
7.
1
1 
3.
5
7 
1
.
6 
1
2.
3
1
1.
5
9.
0
5 
5.
3
7 
3.
0
2 
1.
7
0 
8 3 
2
.
0 
6.
3
1 
5.
8
5 
4.
5
9 
2.
8
0 
1.
7
2 
1.
1
8 
2
.
4 
3.
6
4 
3.
4
0 
2.
7
2 
1.
7
7 
1.
2
5 
1.
0
3 
3
.
2 
1.
7
3 
1.
6
4 
1.
4
1 
1.
1
3 
1.
0
2 
1.
0
0 
 
Table 4.5: ARL values when n =3 and k =2 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
0.
6 
3
7
0.
2
2 
3
6
9.
1
3 
3
6
2.
6
3 
3
3
0.
6
9 
3
2
4.
7
3 
0
.
1 
3
5
2.
8
7 
3
5
2.
8
3 
3
5
0.
0
6 
3
3
9.
5
1 
3
2
1.
7
9 
2
9
9.
9
0 
0
.
2 
3
0
7.
9
0 
3
0
7.
0
7 
3
0
1.
8
8 
2
8
6.
2
8 
2
6
6.
8
1 
2
4
5.
5
9 
0
.
3 
2
5
2.
5
4 
2
5
0.
5
4 
2
4
2.
2
2 
2
2
5.
5
8 
2
0
4.
7
8 
1
8
4.
7
5 
0
.
4 
2
0
0.
1
8 
1
9
7.
2
9 
1
8
8.
6
2 
1
6
8.
7
7 
1
5
1.
0
1 
1
3
3.
5
1 
0
.
8 
7
1.
6
3 
6
9.
5
4 
6
3.
2
7 
5
2.
5
6 
4
4.
2
9 
3
6.
9
6 
1
.
2 
2
7.
8
2
6.
7
2
3.
8
1
8.
8
1
5.
1
1
2.
3
3 9 3 9 1 6 
1
.
6 
1
2.
3
8 
1
1.
8
8 
1
0.
4
0 
8.
0
7 
6.
3
7 
5.
1
7 
2
.
0 
6.
3
1 
6.
0
4 
5.
2
8 
4.
1
0 
3.
2
7 
2.
6
9 
2
.
4 
3.
6
5 
3.
5
6 
3.
0
8 
2.
4
5 
2.
0
1 
1.
7
1 
3
.
2 
1.
7
3 
1.
6
8 
1.
5
3 
1.
3
2 
1.
1
9 
1.
1
1 
 
 
Table 4.6: ARL values when n = 4 and k =2 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
3.
0
1 
3
7
0.
0
1 
3
6
9.
6
2 
3
5
9.
5
1 
3
3
4.
6
7 
3
1
1.
8
8 
0
.
1 
3
5
4.
5
0 
3
5
3.
9
9 
3
5
0.
5
5 
3
3
5.
6
7 
3
1
4.
9
9 
2
8
4.
8
8 
0
.
2 
3
0
9.
6
0 
3
0
8.
8
9 
3
0
2.
2
1 
2
8
4.
3
7 
2
5
7.
0
1 
2
2
9.
4
6 
0
.
3 
2
5
2.
0
4 
2
5
0.
2
6 
2
4
1.
7
0 
2
1
8.
6
6 
1
9
3.
2
1 
1
6
8.
3
0 
0
.
4 
2
0
1.
3
0 
1
9
7.
7
2 
1
8
6.
2
9 
1
6
3.
9
9 
1
4
4.
6
7 
1
2
0.
5
1 
0 7 6 6 4 3 3
.8 
1.
3
8 
4.
4
3 
2.
3
0 
9.
8
1 
9.
2
9 
1.
4
1 
1
.
2 
2
7.
7
8 
2
6.
6
0 
2
3.
1
9 
1
7.
5
4 
1
3.
2
2 
1
0.
2
3 
1
.
6 
1
2.
3
9 
1
1.
7
9 
1
0.
1
0 
7.
4
6 
5.
5
8 
4.
2
7 
2
.
0 
6.
3
0 
5.
9
9 
5.
1
2 
3.
8
0 
2.
8
8 
2.
2
7 
2
.
4 
3.
6
4 
3.
4
8 
3.
0
0 
2.
2
9 
1.
8
1
0 
1.
5
0 
3
.
2 
1.
7
3 
1.
6
7 
1.
5
0 
1.
2
7 
1.
1
4 
1.
0
6 
 
Table 4.7: ARL values when n = 4 and k =3 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
0.
2
2 
3
6
9.
9
7 
3
6
8.
8
9 
3
6
5.
1
5 
3
5
5.
6
4 
3
3
4.
5
7 
0
.
1 
3
5
2.
8
5 
3
5
2.
1
3 
3
4
8.
5
2 
3
3
8.
3
1 
3
1
7.
9
4 
2
9
1.
4
3 
0
.
2 
3
1
1.
5
2 
3
0
8.
7
8 
2
9
9.
7
0 
2
8
2.
1
3 
2
5
3.
4
5 
2
2
1.
5
1 
0
.
3 
2
5
6.
3
1 
2
5
3.
3
5 
2
4
3.
4
2 
2
1
8.
1
9 
1
8
7.
4
1 
1
5
7.
6
8 
0 2 2 1 1 1 1
.4 
0
3.
8
4 
0
0.
0
6 
8
6.
9
4 
6
0.
3
0 
3
3.
8
0 
0
8.
8
1 
0
.
8 
7
4.
1
7 
7
1.
5
4 
6
3.
1
9 
4
8.
4
4 
3
6.
5
0 
2
7.
3
0 
1
.
2 
2
9.
0
8 
2
7.
7
7 
2
3.
7
1 
1
7.
1
4 
1
2.
2
5 
8.
8
1 
1
.
6 
1
3.
0
4 
1
2.
3
5 
1
0.
3
6 
7.
3
1 
5.
1
5 
3.
7
2 
2
.
0 
6.
6
4 
6.
2
8 
5.
2
6 
3.
7
3 
2.
7
0 
2.
0
3 
2
.
4 
3.
8
3 
3.
6
3 
3.
0
8 
2.
2
6 
1.
7
2 
1.
3
9 
3
.
2 
1.
7
9 
1.
7
2 
1.
5
3 
1.
2
6 
1.
1
1 
1.
0
4 
 
Table 4.8: ARL values when n = 5 and k =2 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
0.
0
5 
3
6
9.
9
4 
3
6
5.
9
5 
3
5
8.
3
4 
3
3
5.
2
6 
2
9
8.
2
8 
0
.
1 
3
5
3.
2
4 
3
5
2.
2
0 
3
4
8.
8
1 
3
3
6.
1
2 
3
0
8.
7
5 
2
7
2.
7
5 
0
.
2 
3
0
8.
8
5 
3
0
4.
6
6 
2
9
9.
1
3 
2
7
7.
8
4 
2
4
9.
3
4 
2
1
6.
6
9 
0
.
2
5
2
5
2
4
2
1
1
8
1
5
3 3.
8
1 
0.
9
1 
0.
3
6 
4.
8
6 
7.
1
6 
7.
4
4 
0
.
4 
1
9
9.
5
8 
1
9
6.
3
5 
1
8
5.
3
9 
1
6
0.
2
1 
1
3
4.
4
8 
1
1
0.
7
9 
0
.
8 
7
1.
3
1 
6
9.
0
1 
6
1.
2
9 
4
7.
6
2 
3
6.
5
3 
2
7.
8
5 
1
.
2 
2
7.
8
1 
2
6.
5
4 
2
2.
8
2 
1
6.
6
5 
1
2.
1
1 
8.
9
0 
1
.
6 
1
2.
3
8 
1
1.
7
6 
9.
9
1 
7.
0
7 
5.
0
6 
3.
7
2 
2
.
0 
6.
3
0 
5.
9
7 
5.
0
3 
3.
6
1 
2.
6
5 
2.
0
2 
2
.
4 
3.
6
5 
3.
4
6 
2.
9
5 
2.
1
9 
1.
6
9 
1.
3
8 
3
.
2 
1.
7
3 
1.
6
6 
1.
4
9 
1.
2
4 
1.
1
1 
1.
0
4 
 
Table 4.9: ARL values when n = 5 and k =3 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
2.
8
7 
3
6
9.
8
6 
3
6
7.
7 
3
6
3.
0
1 
3
4
8.
5
7 
3
2
3.
2
9 
0
.
1 
3
5
4.
6
0 
3
5
2.
9
9 
3
4
7.
1
0 
3
3
5.
6
0 
3
0
9.
4
7 
2
7
1.
0
9 
0
.
2 
3
1
1.
3
0
7.
3
0
0.
2
7
5.
2
4
1.
1
9
9.
36 
5
8 
1
0 
4
8 
5
5 
8
3 
0
.
3 
2
5
6.
3
8 
2
5
3.
4
2 
2
4
1.
3
9 
2
1
3.
7
5 
1
7
6.
7
8 
1
3
9.
2
1 
0
.
4 
2
0
5.
0
0 
2
0
0.
5
1 
1
8
8.
5
5 
1
5
8.
2
4 
1
2
6.
2
3 
9
6.
1
1 
0
.
8 
7
5.
5
4 
7
2.
4
6 
6
3.
4
5 
4
7.
2
0 
3
3.
9
3 
2
3.
8
7 
1
.
2 
2
9.
8
2 
2
8.
3
3 
2
3.
8
6 
1
6.
6
8 
1
1.
3
6 
7.
7
2 
1
.
6 
1
3.
4
2 
1
2.
6
6 
1
0.
4
7 
7.
1
1 
4.
8
0 
3.
2
9
4 
2
.
0 
6.
8
4 
6.
4
4 
5.
3
1 
3.
6
4 
2.
5
3 
1.
8
3 
2
.
4 
3.
9
4 
3.
7
2 
3.
1
0 
2.
2
1 
1.
6
3 
1.
2
9 
3
.
2 
1.
8
3 
1.
7
5 
1.
5
4 
1.
2
5 
1.
0
9 
1.
0
2 
 
Table 4.10: ARL values when n = 5 and k =4 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
2.
4
7 
3
6
8.
6
4 
3
6
6.
9
9 
3
6
4.
2
6 
3
6
2.
1
6 
3
4
8.
2
0 
0
.
1 
3
5
1.
3
3
4
9.
2
3
4
8.
0
3
4
2.
5
3
2
9.
9
3
0
8.
2
3 1 3 0 4 5 
0
.
2 
3
0
9.
0
5 
3
0
8.
4
5 
3
0
0.
7
5 
2
8
4.
0
7 
2
5
8.
3
6 
2
2
7.
4
1 
0
.
3 
2
5
5.
1
3 
2
5
3.
0
4 
2
4
0.
8
6 
2
1
5.
8
6 
1
8
5.
4
3 
1
5
2.
7
6 
0
.
4 
2
0
2.
0
1 
1
9
8.
9
4 
1
8
4.
9
6 
1
5
8.
2
1 
1
2
8.
1
8 
1
0
0.
1
4 
0
.
8 
7
3.
7
0 
7
0.
9
3 
6
1.
7
4 
4
5.
3
8 
3
1.
9
2 
2
1.
5
2 
1
.
2 
2
9.
0
1 
2
7.
4
6 
2
2.
9
4 
1
5.
5
9 
1
0.
2
1 
6.
5
2 
1
.
6 
1
2.
9
6 
1
2.
2
2 
9.
9
8 
6.
5
8 
4.
2
6 
2.
7
8 
2
.
0 
6.
6
2 
6.
2
1 
5.
0
6 
3.
3
7 
2.
2
8 
1.
6
2 
2
.
4 
3.
8
2 
3.
5
9 
2.
9
7 
2.
0
7 
1.
5
1 
1.
2
0 
3
.
2 
1.
7
9 
1.
7
1 
1.
4
9 
1.
2
1 
1.
0
6 
1.
0
1 
 
Table 4.11: ARL values when n = 6 and k = 2 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.75 0.9
0 
1.0
0 
0
.
0 
3
7
2.
5
2 
3
7
1.
7
8 
3
6
9.
9
5 
35
8.
49 
3
3
2.
9
5 
2
8
9.
9
2 
0.
1 
2
5
3.
2
3 
3
5
1.
9
8 
3
4
7.
2
1 
33
2.
45 
3
0
7.
0
7 
2
6
5.
0
1 
0
.
2 
3
0
7.
3
5 
3
0
5.
8
7 
2
9
6.
3
1 
27
8.
10 
2
4
6.
3
8 
2
0
7.
3
9 
0
.
3 
2
5
3.
9
0 
2
4
9.
6
5 
2
4
1.
7
1 
21
2.
74 
1
8
1.
7
6 
1
4
9.
2
7 
0
.
4 
2
0
0.
1
4 
1
9
6.
7
5 
1
8
3.
3
0 
15
7.
92
5 
1
2
9.
9
1 
1
0
3.
6
2 
0
.
8 
7
1.
4
2 
6
8.
9
6 
6
0.
8
3 
46
.2
9 
3
4.
3
8 
2
5.
3
4 
1
.
2 
2
7.
8
4 
2
6.
4
8 
2
2.
5
0 
16
.0
5 
1
1.
2
9 
7.
9
8 
1
.
6 
1
2.
3
9 
1
1.
7
2 
9.
7
7 
6.
79 
4.
7
2 
3.
3
4 
2
.
0 
6.
3
1 
5.
9
6 
4.
9
6 
3.
47 
2.
4
6 
1.
8
5 
2
.
4 
3.
6
4 
3.
4
5 
2.
9
1 
2.
12 
1.
6
1 
1.
3
0 
3
.
2 
1.
7
3 
1.
6
6 
1.
4
7 
1.
22 
1.
0
9 
1.
0
3 
 
Table 4.12: ARL values when n = 6 and k =3 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0 3 3 3 3 3 3
.0 
7
0.
0
4 
6
9.
7
6 
6
7.
8
9 
6
2.
4
1 
4
6.
9
2 
1
0.
4
8 
0
.
1 
3
5
2.
7
8 
3
5
4.
7
7 
3
4
9.
7
8 
3
3
2.
4
0 
3
0
2.
5
4 
2
5
4.
2
9 
0
.
2 
3
1
1.
2
2 
3
0
8.
4
0 
3
0
0.
1
1 
2
7
3.
0
1 
2
3
3.
9
7 
1
8
5.
0
0 
0
.
3 
2
5
8.
8
4 
2
5
4.
2
0 
2
4
3.
2
9 
2
1
0.
0
7 
1
7
0.
2
7 
1
2
8.
2
2 
0
.
4 
2
0
6.
1
1 
2
0
3.
1
8 
1
8
7.
4
2 
1
5
5.
2
7 
1
2
0.
6
9 
8
7.
5
5 
0
.
8 
7
6.
3
3 
7
3.
3
0 
6
3.
7
2 
4
6.
4
4 
3
2.
1
8 
2
1.
6
8 
1
.
2 
3
0.
3
2 
2
8.
7
6 
2
4.
0
6 
1
6.
3
6 
1
0.
7
8 
7.
0
1 
1
.
6 
1
3.
6
6 
1
2.
8
5 
1
0.
5
3 
6.
9
8 
4.
5
5 
3.
0
1 
2
.
0 
6.
9
7 
6.
5
5 
5.
3
5 
3.
5
7 
2.
4
2 
1.
7
1 
2
.
4 
4.
0
2 
3.
7
8 
3.
1
2 
2.
1
7 
1.
5
8 
1.
2
4 
3
.
2 
1.
8
6 
1.
7
8 
1.
5
4
5 
1.
2
4 
1.
0
8 
1.
0
1 
 
Table 4.13: ARL values when n = 6 and k = 4 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
6
9.
5
7 
3
6
3.
8
7 
3
5
9.
2
1 
3
5
4.
2
4 
3
5
0.
9
5 
3
4
2.
1
1 
0
.
1 
3
3
1.
0
8 
3
2
9.
6
1 
3
3
0.
4
3 
3
2
5.
4
1 
3
1
6.
2
0 
3
0
0.
9
3 
0
.
2 
2
9
0.
3
8 
2
8
8.
7
9 
2
8
2.
8
1 
2
6
8.
1
4 
2
4
5.
7
2 
2
1
6.
4
3 
0
.
3 
2
4
0.
9
6 
2
3
7.
4
1 
2
2
7.
4
3 
2
0
2.
4
3 
1
7
4.
1
6 
1
4
3.
1
9 
0
.
4 
2
0
2.
5
8 
1
8
7.
4
5 
1
7
5.
7
5 
1
4
8.
5
2 
1
2
0.
0
1 
9
1.
9
2 
0
.
8 
7
3.
8
7 
6
7.
6
0 
5
8.
5
6 
4
2.
5
6 
2
9.
1
7 
1
8.
9
1 
1
.
2 
2
9.
0
1 
2
6.
4
2 
2
1.
9
0 
1
4.
6
4 
9.
2
8 
5.
6
6 
1
.
6 
1
2.
9
9 
1
1.
8
3 
9.
6
0 
6.
2
0 
3.
9
0 
2.
4
6 
2
.
0 
6.
6
1 
6.
0
6 
4.
9
0 
3.
2
1 
2.
1
2 
1.
4
7 
2
.
4 
3.
8
2 
3.
5
3 
2.
8
9 
1.
9
9 
1.
4
3 
1.
1
4 
3
.
2 
1.
7
9 
1.
6
9 
1.
4
7 
1.
1
9 
1.
0
5 
1.
0
1 
 Table 4.14: ARL values when n = 6 and k =5 using SRSS 
  
 0.0 0.2
5 
0.5
0 
0.7
5 
0.9
0 
1.0
0 
0
.
0 
3
7
0.
0
4 
3
6
9.
0
5 
3
6
8.
4
0 
3
6
6.
2
7 
3
6
4.
1
9 
3
5
2.
1
2 
0
.
1 
3
5
2.
5
4 
3
5
5.
1
3 
3
5
3.
2
9 
3
4
0.
8
2 
3
2
5.
0
4 
2
9
9.
5
1 
0
.
2 
3
1
0.
2
3 
3
0
9.
3
7 
3
0
2.
1
7 
2
7
8.
1
8 
2
5
0.
9
3 
2
0
9.
4
7 
0
.
3 
2
5
6.
3
0 
2
5
3.
2
8 
2
4
2.
3
7 
2
0
9.
1
8 
1
7
5.
6
6 
1
3
5.
9
2 
0
.
4 
2
0
3.
4
8 
2
0
0.
5
8 
1
8
6.
3
1 
1
5
3.
1
2 
1
1
9.
6
4 
8
6.
1
2 
0
.
8 
7
5.
0
1 
7
1.
8
3 
6
1.
4
8 
4
3.
3
2 
2
8.
3
6 
1
7.
1
2 
1
.
2 
2
9.
5
7 
2
7.
8
3 
2
2.
8
4 
1
4.
7
5 
8.
9
3 
5.
1
2 
1
.
6 
1
3.
2
5 
1
2.
3
9 
9.
9
3 
6.
2
1 
3.
7
5 
1.
3
9 
2
.
0 
6.
7
5 
6.
3
0 
5.
0
4 
3.
2
0 
2.
0
4 
1.
1
1 
2
.
4 
3.
8
9 
3.
6
5 
2.
9
5 
1.
9
8 
1.
4
7 
1.
0
2 
3.
2 
1.
8
1 
1.
7
3 
1.
4
9 
1.
4
3 
1.
0
4 
1.
0
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Chapter V 
Quality Control Chart for the Mean Using double Ranked Set Sampling 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
QUALITY CONTROL CHART FOR THE 
MEAN USING DOUBLE RANKED                   
SET SAMPLING   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.1.  INTRODUCTION    
oday, new modifications of RSS namely, double ranked set sampling (DRSS), 
Median Double Ranked Set Sampling (MDRSS), and Double Median Ranked Set 
Sampling ( DMRSS)  have emerged and are more effective in the estimation of the 
population mean as compared to RSS. Just as the RSS and some of its earlier modifications 
improved the performance of control charts for the mean, DRSS, MDRSS and DMRSS play 
a significant role in monitoring a characteristic of the manufacturing process. 
     In this chapter, control chart are developed for monitoring the process mean based 
on DRSS, MDRSS and DMRSS and performance for these charts are compared with the 
control chart for the mean based on SRS and RSS with the same sample sizes. 
5.2.  CONTROL CHART BASED ON DOUBLE RANKED SET SAMPLING 
(DRSS) 
Assuming the process following the normal distribution N(,2) with a known 
variance  
2
:i n
 of the jth-order statistic for RSS, then  DRSS mean is given by  
 :
1
1 n
drssj i n j
i
Y Y
n 
     
j=1,2,…,m of the jth cycle as suggested by Al-Saleh and Al-Kadiri (2000) can be plotted on 
the control chart for a mean based on DRSS data as follows:  
3
3
drss
drss
UCL x
CL
LCL x
 

 
  

 
  
       (5.1) 
where 
    
*2 *2 2
( : ) ( : ): :2
1
1
[( ( ) ]
drss
n
i n i ni n i nY
i
and E Y E Y
n
  

    
i.e. the ith variance for the DRSS method, which is calculated using numerical integration. 
T 
 Figure 5.1: Control chart for mean using SRS & DRSS for same process 
5.3. Visual Comparison of DRSS with SRS 
 Assume that Xij i =1,2,…,n; j =1,2,…,m are from stable normal distributions with 
mean  and variance 2. Using a sample of size n = 3 with a run length of m = 50, a 
simulation for the above process with  = 0 and 2 =1 was carried out for the SRS (Figure 
5.1) based control chart for means. The means of DRSS data were also plotted on the same 
chart to see their pattern. Figure indicates that the means estimated by DRSS have less 
variability as compared with those estimated by SRS. 
 5.4.  AVERAGE RUN LENGTH COMPARISON OF DRSS 
  In support of visual comparison that the control charts based on DRSS have less 
variability than the classical SRS chart, use of the average run length (ARL) was made. The 
ARL assumes that the process is in the state of statistical control with mean 0 and standard 
deviation 0, and at a certain point in time the process starts to get out of statistical control 
with a shift in mean from 0 to 1 0 0 / n    , Now, assuming that the process follows 
a normal distribution with mean 0 and variance 
2
0 when the process is in the state of 
statistical control, the shift on the process mean is given by 
1 0 0| | / .n      if a point 
is outside the control limits when the process is in a state of control i.e.  = 0 , then  it is a 
false alarm. 
Table-5.1: ARL values for mean charts, matched to 370, using DRSS 
 
DRSS 
S
R
S 
n 
= 
2 
n 
= 
3 
n 
= 
4 
n 
= 
5 
0
.
0 
37
0.
64 
37
0.
37 
37
0.
37 
37
0.
10 
37
0.
54 
0
.
1 
33
2.
68 
34
3.
17 
32
0.
31 
30
6.
56 
35
4.
14 
0
.
2 
26
9.
40 
25
6.
02 
22
8.
21 
20
7.
13 
31
2.
50 
0
.
3 
20
3.
17 
17
6.
74 
14
7.
67 
12
3.
98 
25
3.
90 
0
.
4 
14
8.
54 
11
6.
40 
89
.5
6 
73
.5
4 
20
0.
92 
0
.
8 
40
.5
6 
26
.0
9 
17
.3
4 
12
.2
4 
71
.4
9 
1
.
2 
13
.5
5 
7.
78 
4.
91 
3.
42 
27
.8
4 
1 5. 3. 2. 1. 12
.6 
58 17 11 61 .3
8 
2
.
0 
2.
84 
1.
75 
1.
33 
1.
14 
6.
30 
2
.
4 
1.
72 
1.
25 
1.
08 
1.
02 
3.
64 
2
.
8 
1.
32 
1.
08 
1.
02 
1.
00 
2.
37 
3
.
2 
1.
12 
1.
02 
1.
00 
1.
00 
1.
72 
  As with the work of Muttlak and Al-Sabah (2003) and Salazar and Sinha (1997), 
simulation for the first rule (a point out of control limits) and, for each shift, 1,000,000 
iterations were simulated. The control limits, equation 5.1 of the DRSS based control chart 
for means were computed using numerical integration. 
 Considering only the case for perfect ranking, i.e. when ranking the variable of 
interest without error in ranking the units, computer simulations was run for various values 
of ,  = 0.0,0.1, 0.2, 0.3, 0.4, 0.8, 1.2, 1.6, 2.0, 2.4 and 3.2, when the sample sizes are n =2, 
3, 4, 5.The control limits  were open up to 3.072
 drssY
 and the results are displayed in Table 
5.1. The ARL values for the classical SRS chart reported in Table 5.1 are independent of the 
sample size.   
Table 5.1 indicates that the new charts based on DRSS give better ARL performance 
as compared to the SRS. For n  2 and 1.2    2.4 the ARL values of DRSS are less than 
half of the  corresponding values for the SRS and less than one-quarter of the corresponding 
values of SRS when n  5 and 0.8    2.0  
Most often in practical situations there is always need to estimate  and 
drssY
 using 
the DRSS data since they are not known. The unbiased estimator for  using DRSS was 
given by Al-Saleh and Al-Kadiri (2000) to be:  
1
1 n
drss drssj
j
Y Y
m 
 
                                                                     (5.2)
 
The estimator for 
drssY
  to be 
 
2
2
( )
1
1 1
ˆ ˆ
drss
n
drss i drssY
i
Y Y
n n
 

 
   
 
     (5.3) 
where: 
   
2
2
( ) ( : ):
1 1 1
1 1
ˆ
1
n m m
drss drss i i n ji n j
i j j
Y Y and Y Y
nm m

  
  

   
are the estimators for the variance of DRSS and population mean of the ith order statistic 
respectively.  
The control charts may be constructed based on 
drssY and ˆ
drssY
  as follows: 
ˆ3
ˆ3
drss
drss
drss Y
drss
drss Y
UCL Y
CL Y
LCL Y


 

 

  
          (5.4) 
Clearly, this estimator  ˆ
drssY
 is a biased estimator for 
drssY
 , and hence there is a need to 
investigate the level of its biasness. Computer simulation was employed in this direction. 
Simulations were carried out using data from standard normal distributions for sample sizes 
at different values of using 50,000 iterations. It was found that the bias becomes negligible 
as the number of replications increases.  
5.5.  CONTROL CHART BASED ON MDRSS  
Assume the process follows a normal distribution N(,2) with a known variance. 
The MDRSS mean of the jth cycle:  
 
( : )
1
1 n
mdrssj i md j
i
Y Y
n 
    
as suggested by Abujiya (2003) can be plotted on the control chart for a mean based on 
MDRSS data:  
3
3
mdrss
mdrss
Y
Y
UCL
CL
LCL
 

 
  

 
 

  
       (5.5) 
where 
    
2 2 2
( : ) ( : ): :2
1
1
[( ( )) ]
mdrss
n
i md i mdi md i mdY
i
and E X E X
n
  

    
is the variance of the ith order statistics using the MDRSS method, when is calculated using 
numerical integration. 
5.6.  VISUAL COMPARISON OF MDRSS WITH SRS 
Assume that the MDRSS data are from normal distribution with mean  and 
variance 2. Using a sample of size n =3 with a run length of m = 50, we simulate the above 
process with  = 0 and 2 = 1 for the SRS based mean chart (Figure 5.2) means are also 
plotted for MDRSS data on the same chart. From Figure 5.2 it is clear that the means 
estimated by MDRSS have less variability compared with those estimated using SRS. 
5.7. AVERAGE RUN LENGTH COMPARISON OF MDRSS 
 Considering simulation for a point out of control limits, simulations was carried out 
for various values of  and n, in 1,000,000 iterations. The control limits of the MDRSS-
based chart for the mean in equation 5.5 were computed using numerical integration. Only 
the case for perfect ranking were considered and computer simulations were run for various 
values of , when the sample sizes are n =2, 3, 4 and 5. The control limits were open up to 
302
mdrssY
 to match the ARL to the accepted false alarm rate in the classical SRS chart the 
results are given in Table 5.2.  
Table-5.2: ARL values for mean charts, matched to 370, using MDRSS 
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Figure 5.2 Control chart for mean using SRS & MDRSS for same process 
From Table 5.2 it can be seen that the ARL performance of new charts based on 
MDRSS were better compared with the SRS method. From the table it can be seen that the 
ARL values of MDRSS are less than half the corresponding values for the SRS when n  3 
and 0.4    2.8 while for n  5 and 0.4    2.0 the ARL values of MDRSS are one-fifth 
less than those of the corresponding SRS.  
In practical situations, we need to estimate the  and 
mdrssY
 using the MDRSS data.  
Since the underlying distribution is normal, the unbiased estimator for  using MDRSS is 
given by:   
1
1 n
mdrss mdrssj
j
Y Y
m 
             (5.6) 
We proposed the estimator for
mdrssY
  to be: 
 
 
2
( : )
1 1
1
ˆ
1mdrss
m n
Y i md j mdrss
j i
Y Y
n n

 
 
     
                    (5.7) 
where Y(i:md) denotes the jth observation of the ith median of a RSS of size n if the set size is 
odd or the (n/2)th and ((n+1)/2)th order statistic of the ith set (i=1,2,..,k = n/2) and (i = k+1, 
k+2,…,n) of RSS respectively if the sample size is even. We use 
mdrssY and ˆ mdrssY to construct 
the control charts as follows:  
ˆ3
ˆ3
mdrss
mdrss
mdrss Y
mdrss
mdrss Y
UCL Y
CL Y
LCL Y


 

 

  
         (5.8) 
Simulations were carried out for data from a standard normal distribution for sample 
sizes at different values of using 50,000 iterations. It was found that the bias is negligible 
for any value of set size n and becomes very clear with the increase in number of 
replications m.  
5.8.  CONTROL CHART BASED ON DMRSS  
 It was assumed that the process follows a normal distribution with mean  
variance,2, variance is assumed to be known then the DMRSS mean  of the jth cycle 
Abujiya (2003):  
 ( : )
1
1 n
dmrssj i dm j
i
Y Y
n 
    
Were plotted on the control chart based on DMRSS data as follows:  
3
3
dmrss
dmrss
Y
Y
UCL
CL
LCL
 

 
  

 
 

  
     (5.9) 
where 
    
2 2 2
( : ) ( : ): :2
1
1
[( ( )) ]
dmrss
n
i dm i dmi dm i dmY
i
and E Y E Y
n
  

    
is the variance of the ith order statistics selected using the DMRSS method, which is 
computed by the use of numerical integration. 
5.9.  VISUAL COMPARISON OF DMRSS WITH SRS 
It was assumed that the DMRSS data were from N(, 2) and using  values of n and 
m,  SRS mean chart were simulated  for the above process with  = 0 and 2 =1, and also 
means of DMRSS were plotted  on the same chart to see their variability (Figure 5.3), the 
means estimated using DMRSS had less variability as compared with those estimated by 
SRS, which means that they may detect a shift in process mean faster as compared to SRS. 
5.10. AVERAGE RUN LENGTH COMPARISON OF DMRSS 
  Computer simulations was run for various values of  and n, in 1,000,000 repetitions 
considering only when a point is out of control limits. The control limits of the DMRSS 
based control chart for means in equation 5.9 computed using numerical integration with 
perfect ranking. Control limits were open up to 3.017
dmrssY
 to match the ARL to the 
accepted false alarm rate in the classical SRS chart, ARL = 370.00, and the results are given 
in Table 5.3. 
Table- 5.3: ARL values for mean charts, matched to 370, using DMRSS 
 
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Figure 5.3   Control chart for mean using SRS & DMRSS for same process 
Table 5.3 suggested that the ARL performance of the DMRSS based charts had less 
variability compared with the one based on traditional SRS. Table 5.3 also revealed that the 
ARL values of DMRSS were less than one-third the corresponding values for the SRS when 
n  3 and 0.4    2.4 while for n  5 and 0.4    2.0 the ARL values of DMRSS were 
one-sixth less than those of the corresponding SRS.  
The value of  and 
dmrssY
 were estimated using the DMRSS data. Since the unbiased 
estimator for  using DMRSS is:   
1
1 m
dmrss dmrssj
j
Y Y
m 
 
 
       (5.10) 
  the estimator for
dmrssY
  is given by  
 
 
2
( : )
1 1
1
ˆ
1dmrss
m n
i dm j dmrssY
j i
Y Y
n n

 
 
     
     (5.11) 
where Y(i:dm) denotes the jth observation of the ith median of a median ranked set sampling 
of size n if the set size is odd or the (n/2)th and ((n+1)/2)th order statistic of the ith set (i 
=1,2,..,k = n/2) and (i = k+1, k+2,…,n) of median ranked set sampling  respectively if the 
sample size is even control charts using 
dmrssY and ˆ
dmrssY

 
are constructed as follows:  
ˆ3
ˆ3
dmrss
dmrss
dmrss Y
dmrss
dmrss Y
UCL Y
CL Y
LCL Y


 

 

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      (5.12) 
 The bias of ˆ
dmrssY
 as an estimator for 
dmrssY
 was investigated using computer 
simulation for sample sizes n = 2,3,4,5 at different valves of m using 50,000 iterations for 
data from a standard normal distribution. It was found that the bias ˆ
dmrssY
 becomes very 
small (negligible) for any value of n and with an increase in number of replications m.  
5.11.  COMPARING THE NEW CHARTS BASED ON THE STANDARD                
3-SIGMA  
In order to compare the new charts with SRS and RSS based on the standard 3, 
simulations were carried for various values of  = 0, 0.1, 0.2, 0.3, 0.4, 0.8, 
1.2,1.6,2.0,2.4,2.8,3.2 and n =3, 4 and 5 in 1,000,000 replications for the rule: a point out of 
control limits, Using numerical integration, the control limits for DRSS, MDRSS and 
DMRSS-based control charts for the mean were computed. The average run length (ARL) 
for the SRS, RSS, MRSS and the new methods using the standard 3 are given in Table 
5.4-5.6. From the tables, it can be concluded that 
1) The ARL performance of the new charts based on DRSS, MDRSS and DMRSS is 
generally better compared with those based on SRS, RSS and MRSS for all 
sample sizes considered. 
2) Among the new charts, DRSS appears to the worst in terms of ARL performance 
as n increases and   > 0. It is followed by MDRSS, and DMRSS dominates all 
the charts.  
3) Although, the new charts have proven to be better than the SRS, RSS and MRSS, 
the DRSS appears to increase the false alarm rate when a process is in a state of 
statistical control (i.e.   = 0). But as the sample size increases, the ARL values of 
MDRSS and DMRSS seem to be matching up with the accepted false alarm rate 
in the traditional SRS chart for the mean (i.e. ARL =370.00). For example, if n = 5 
and  = 0, the ARL values of MDRSS and DMRSS are 363.41 and 369.34 
respectively. 
Table-5.4: ARL values when n = 3 using different sampling technique 
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Table-5.5: ARL values when n = 4 using different sampling technique 
 
Sampling Methods 
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 MRSS, the DRSS appears to increase the false alarm rate when a process is in a state of 
statistical control (i.e.  = 0). But as the sample size increases, the ARL values of MDRSS 
and DMRSS seem to be matching up with the accepted false alarm rate in the traditional 
SRS chart for the mean (i.e. ARL =370.00).  
5.12.  APPLICATIONS 
To see how well and efficient, the proposed control charts could readily be applied 
to real life situations, an attempt was made to construct some control charts using real data 
sets. 
Table-5.6: ARL values when n = 5 using different sampling technique 
 
Sampling Methods 
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Data Collection 
The data of Muttlak and Al-Sabah collected from a filling bottle with soft drink 
production line of the Pepsi-Cola production company in Al-Khobar, Saudi Arabia was 
used. The data were collected by measuring the unfilled part of the bottle using SRS, RSS 
and MRSS sampling techniques with perfect ranking as well as imperfect ranking for 
sample sizes n = 3 and 54 random samples of n = 4 were collected based on the above 
mentioned sampling methods. The data sets for the case of perfect ranking were used and 
new sampling techniques applied on them to obtain the required DRSS, MDRSS and 
DMRSS data sets. 
5.13.  CONSTRUCTION OF CONTROL CHARTS USING REAL DATA 
Control Charts Using DRSS Data: To compare the control charts based on the DRSS 
method with SRS, RSS and MRSS, the data sets collected using these sampling techniques 
were used to construct the charts. The data sets obtained when the DRSS method was 
applied to RSS data for n =3 was used to construct a control chart for the mean and for fair 
comparison, the SRS and RSS counterparts were also plotted on the same charts, as shown 
in Figure 5.4. 
Control Charts Using MDRSS Data: Using the data sets collected by applying MRSS on 
RSS data to obtain MDRSS, control charts were constructed for the mean using the 
sampling methods of SRS, MRSS and MDRSS for set size n = 3, as shown in Figures 5.5. 
Control Charts Using DMRSS Data: Here the sets of data from the DMRSS method 
obtained by applying MRSS on the MRSS data when n = 3 with perfect ranking are used to 
develop quality control charts for the mean. Figure 5.6 gives the mean control charts using 
the DMRSS method as well as SRS and MRSS for the same process. 
 
Fig. 5.4: Control Chart for mean using SRS, RSS and DRSS with n = 3. 
 
 
 
Fig. 5.5: Control Chart for mean using SRS, MRSS and MDRSS with n = 3. 
Control Charts using DRSS, MDRSS and DMRSS data: Finally, the sets of data obtained 
using DRSS, MDRSS and DMRSS with a sample size n = 3 for the case of perfect ranking 
to construct the control charts were used. Figure 5.7 gives the control chart for mean based 
on the new sampling techniques DRSS, MDRSS and DMRSS data. 
 Figure 5.6: Control Chart for mean using SRS, MRSS and DMRSS with n = 3. 
 
Figure 5.7: Control Chart for mean using DRSS, MDRSS, EDRSS and DMRSS with n = 3. 
 Having used SRS, RSS, MRSS, DRSS, MDRSS and DMRSS to implement quality 
control charts using real data (Figure 5.4-5.7), the following observations were made based 
on the data used.  
 The DRSS method produces a very effective control chart for the mean, which is 
not only better than the SRS method but also the RSS methods (Figure 5.4). 
 The MDRSS method (Figures 5.5) demonstrates its superiority in estimating the 
population mean better than the SRS and MRSS methods for the same process. 
 Using the DMRSS method to estimate the population mean is clearly shown, 
through Figure 5.5, to be doing a better job than the SRS and MRSS. 
 Finally, the use of DMRSS produced the most efficient control charts for a 
mean, as can be seen in Figure 5.7. This is followed by MDRSS and then DRSS 
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