Abstract. In this paper we propose to study budget semi-supervised learning, i.e., semi-supervised learning with a resource budget, such as a limited memory insufficient to accommodate and/or process all available unlabeled data. This setting is with practical importance because in most real scenarios although there may exist abundant unlabeled data, the computational resource that can be used is generally not unlimited. Effective budget semi-supervised learning algorithms should be able to adjust behaviors considering the given resource budget. Roughly, the more resource, the more exploitation on unlabeled data. As an example, in this paper we show that this is achievable by a simple yet effective method.
Introduction
Previous studies on semi-supervised learning almost neglect the fact that although there exist abundant or even unlimited unlabeled data, the computational resource that can be used is generally not unlimited. In this paper, we propose to study budget semisupervised learning, that is, semi-supervised learning with a resource budget. Roughly, given a labeled data set L and a large unlabeled data set U , for a concerned semisupervised learning algorithm Algo, a computational resource ∆ is needed to exploit all the data in U , yet the available resource is only ∆ a which is much smaller than ∆; try to enable Algo to adapt to ∆ a .
Here, the budget can be memory storage, computational time cost, etc. For example, assume that a storage of 10 6 × 10 6 matrix is required for Algo to exploit all available unlabeled data, yet the memory storage available is only able to accommodate a 10 5 × 10 5 matrix. Ideally, effective budget semi-supervised learning algorithms should be able to adjust their behaviors considering the given resource budget. Roughly, the more resource, the more exploitation on unlabeled data.
There were some consideration on limited budget of computational resource in some other fields, but in the area of semi-supervised learning, to the best of our knowledge, this is the first study on this topic. In this paper, using a kind of spectral analysis based algorithm, cluster kernel [1] , as an example, we will show that the problem of budget semi-supervised learning can be tackled by a simple yet effective method which exploits advantages of known techniques and is validated in experiments.
The rest of this paper is organized as follows. Section 2 briefly introduces the cluster kernel algorithm [1] . Section 3 presents the Lank method. Section 4 reports on experimental results. Finally, Section 5 concludes.
Background
Given labeled data {(x 1 , y 1 ), · · · , (x l , y l )} and unlabeled data {x l+1 , · · · , x l+u }, l u, n = l + u. For simplicity, assume that x ∈ R m and y ∈ {0, 1}. We can construct a Gaussian kernel matrix K by considering the pairwise affinity of the data points, where nearby data points are assigned with relatively large edge weights. Now we consider the following cluster kernel algorithm [1]:
1. Let D denote the diagonal matrix whose elements are D ii = j K ij , and construct the matrix
T , and assume that the eigenvalues are ordered as λ 1 ≥ λ 2 ≥ · · · . 3. Apply a transfer function ϕ on λ. Letλ i = ϕ(λ i ), and constructL = UΛU T . 4. LetD denote the diagonal matrix whose elements areD ii = 1/L ii , and computẽ
The transfer function ϕ can take different forms. Here, the poly-step transfer function which has achieved the best performance in [1] is adopted:
For an unseen test example x, we can approximate it with a liner combination of the labeled and unlabeled training examples by
where v i = K(x, x i ) since K is Gaussian, and Φ is the feature map corresponding to
The Lank Method
The storage cost of the cluster kernel algorithm is O(n 2 ) and the computational cost is roughly O(n 3 ). Now, suppose we do not have unlimited resource, e.g., we have a storage budget which is much smaller than O(n 2 ), what can we do? The large storage is caused by the use of a full-connection graph. If we consider a k-graph where each node is only connected to its k-nearest neighboring nodes, the storage will reduce to O(kn). Actually, using k-graph to reduce the storage cost is not new [2, 5] . We call this as k-approx. This method is reasonable since in most cases the affinity among neighboring examples is important while that among far examples are not very meaningful. To ensure that the resulting matrix is symmetric, we simply set the symmetric component of any non-zero component to the same non-zero value, and thus, for the worst case the storage is O(2kn).
The 2nd step of the cluster kernel algorithm, however, is still expensive in storage even after using k-approx. In addition, using k-approx alone could not significantly reduce the computational cost. Note that K is large and symmetric, and assume that the m (m n) largest eigenvalues and the corresponding eigenvectors are sufficient. Thus, we can solve the problem through the famous Lanczos method [4] and reduce the computational cost to O(mn 2 ). Given a symmetric n × n matrix K and an ndimensional vectorẑ having unit 2-norm, the Lanczos method works as follows:
The method computes an m×m symmetric tridiagonal matrix T m with the property that the eigenvalues of K contains the eigenvalues of T m . The diagonal and subdiagonal elements of T m are stored in a(1 : m) and b(1 : m − 1) respectively. Note that K is not altered during the entire process. If K has an average of about k non-zero values per row then approximately (2k + 8)n flops are involved in a single Lanczos step. Upon termination the eigenvalues of T m can be found using the symmetric tridiagonal QR algorithm [3] . The main computational task is the matrix-vector multiplication Ku with cost O(n 2 ). When k-approx is used, each matrix-vector product is O(kn) operations. So, the computational cost can be further reduced to O(mkn). It is noteworthy that the whole Lanczos process can be implemented with just two n-vectors of storage.
Analysis
The k-approx First, by using k-approx we get a matrix
and K we can solve the same eigenvectors, the remaining steps of the cluster kernel algorithm are almost untouched. So, we can analyze the influence of the use of k-approx by studying the eigenvectors solved from
is a diagonal matrix whose diagonal elements are the eigenvalues of L, and U = [u 1 u 2 · · · u n ] is an orthogonal matrix whose ith column is the eigenvector corresponding to λ i . Assume that the eigenvalues are ordered as
Suppose we get K (k) by applying k-approx with a specific k value, the eigenval-
We have the following results [7] about the relative perturbation bounds for eigenvalues between L and L (k) :
where the following matrix decompositions are used:
When k is large ( E (k) F is small), the left-hand of Eq. 4 is small, and thus the distances between the eigenvalues of L and L (k) is small. We have the following results about the relative perturbation bounds for eigenvectors between L and L (k) :
where rg(·) expresses the relative gap, Θ (k) denotes diagonal matrix with canonical angles between the subspace generated by
2 ] are defined similarly based on the corresponding partitions [7] . When k is large, the left-hand of Eq. 5 is small, and thus the canonical angles between the subspaces Q 1 and Q 
, in which γ = 
Theorem 2. The Rayleigh-Ritz approximations (λ
According to the theorem, when m is large, both the approximation of eigenvalues and eigenvectors are close to the original eigenvalues and eigenvectors. Overall, we would like to know the difference betweenKK
m is the kernel matrix obtained by the k-approx and Lanczos processes. We find that when k (the kernel matrix density) and m (the number of Lanczos steps) are large, the difference betweenKK 
is small when k is large. Thus, the difference betweeñ
v is small when both m and k are large. Note that Eqs. 4 and 5 imply that by using k-approx, the differences between the eigenvalues/eigenvectors and those of using the full-connection graph are small when k is large. We must note that, however, classification error is not necessarily proportional to eigen-system approximation error. On the other hand, using the full-connection graph does not necessarily lead to the optimal classification performance. In practice, if there are sufficient labeled training examples, cross validation can be used to select the optimal k value from those tolerated by the resource budget; otherwise it is not bad to use the largest k value tolerated by the budget.
The Algorithm
From the above analysis we have the Lank (Lanczos with k-approx) algorithm:
1. Decide the largest k and m tolerated by the given budget. 2. Obtain K (k) by constructing the k-nearest neighbor affinity matrix and setting the symmetric component of non-zero components to the same non-zero value. 3. Apply the Lanczos process to K (k) to obtain the largest m eigenvalues λ
and corresponding eigenvectors q
Apply the transfer function (e.g., Eq. 1) to the eigenvalues, and use the transferred eigenvaluesλ
m and corresponding eigenvectors to constructL
LetD denote the diagonal matrix whose elements areD
For test example x, similar to Eq. 3, we havẽ
Suppose each integer costs 4 bytes and each double float costs 8 bytes in storage; this is popular in current machines. Given n examples with dimensionality d, the storage for these examples is dn × 8 bytes. After applying k-approx, the matrix K (k) which contains 2kn number of non-zero entries is generated. Considering both the storage for the non-zero values and their indices, the required storage is roughly 2kn × 8 + 2 × 2kn × 4 = 4kn × 8 bytes. So, up to now the storage required is (d + 4k)n × 8 bytes. Now considering the Lancozs process, for storing the m largest eigenvalues and corresponding eigenvectors we need (m + mn) × 8 bytes. Since we use K (k) , the entire storage for the Lanczos process is (m+mn+4kn)×8 bytes. When m n, the storage required is roughly ((m + 4k)n) × 8 bytes. So, overall the storage required by the Lank method for exploiting all the labeled and unlabeled examples is (max (m, d) + 4k) n × 8 bytes. Since d and n are known, by assuming m = δk (δ is a parameter), we can get the estimate of the largest k tolerated by the budget.
Experiments

When Original Cluster Kernel Can Work
First, we study that when there are sufficient resource for the original cluster kernel algorithm [1] (abbreviated as ClusK in the following) to exploit all available unlabeled examples, how well the Lank method approximates the performance of ClusK.
For this purpose, we run experiments on two small-scale UCI data sets, australian and kr-vs-kp. On each data set we randomly pick 10% examples to use as labeled training examples and regard the remaining ones as unlabeled examples. On both data sets the resource are sufficient for ClusK to utilize all examples, and we compare ClusK and Lank in a transductive setting. According to [1] , σ of Gaussian is set to 0.55 for both algorithms. We repeat the experiments for ten times with random labeled/unlabeled partitions, and the average results are shown in Fig. 1 . To study how well the Lank method approximates ClusK, we present in Fig. 1 the performance of Lank under different k and m (m = δk) configurations. Note that the number of examples in kr-vs-kp is about five times of that in australian, and so a k value being large for the latter is not necessarily large for the former. We can see that except when both k and m are small on kr-vs-kp, Lank approximates ClusK well on both data sets and on most parameter configurations.
When Original Cluster Kernel Cannot Work
Next, we study how the algorithms work given a resource budget. We run experiments on the SRAA data set (http://www.cs.umass.edu/∼mccallum/code-data.html) which contains 70K examples each described by 300 features. The original data set has four classes; we merge the two real classes and the two simulate classes, resulting in a twoclass classification task. We randomly pick 1K or 5K examples to use as labeled training examples and regard the remaining ones as unlabeled examples. In the experiments we evaluate the performances under three storage budgets, 200MB, 400MB and 600MB.
The original ClusK cannot deal with such a large data set even when the largest budget (i.e., 600MB) were allocated. So, we facilitate it with the two sampling methods described in [2] . Briefly, RandSub randomly samples some unlabeled examples to use; SmartSub first uniformly samples some unlabeled examples to get an estimate of the decision surface, and then chooses the examples near that estimated surface to use. We use the calculation described at the end of Section 3.3 to estimate k and m. Here, we simply set δ = 0.5k. ClusK facilitated with RandSub or SmartSub is denoted by ClusK+RandSub and ClusK+SmartSub, respectively; both use the largest number of unlabeled examples that can make the algorithms executable under the given storage budget. The parameters of the sampling methods are set to the values recommended in [2] . The experiments are repeated for ten times and the results are shown in Fig. 2 . Note that when there are 5K labeled training examples, ClusK+SmartSub cannot work given the budget of 200MB or 400MB, because the budget is not sufficient for running the SmartSub method. Fig. 2 shows that Lank is a better choice under all budgets. 
Conclusion
This paper proposes to study budget semi-supervised learning. The key is that, given different budgets, even for the same data, the behaviors of the algorithm should be different. Roughly speaking, the more resource, the more exploitation on unlabeled data. Considering that algorithms relying on spectral analysis suffer seriously from budget resource, we present a simple yet effective method which is able to adapt such kind of algorithms to a given budget. In order to show that the goal of budget semi-supervised learning is tractable, the presented method utilizes some well-known simple techniques. It is for sure that new elaborate methods will be attractive and lead to a better performance. This will become a fruitful topic in future research.
