Introduction* Recently G. Szego [9] and Z. Nehari [8] have obtained some interesting results connecting the singularities of axially symmetric harmonic functions with those of analytic functions. In this paper we shall show that a similar connection also exists between the singularities of a three-dimensional harmonic function and a function of two complex variables. We may do this by considering the WhittakerBergman operator [10] [1] B 3 (f y «9f X o ) which transforms functions of two complex variables f (t,u), into harmonic functions of three variables.
Occasionally it is convenient to continue the arguments x, y, z to complex values in order to study the behavior of H(X). For instance, if we introduce, as a particular continuation, the complex spherical coordinates T -+ (x 2 + y 2 + z 2 )
,1/2 2 By introducing spherical coordinates
x -r sin θ cos ψ , y -r sin θ sin φ , z -r cos θ , the polynomials may be written in the form hn,m(x,y,z) = (n\/(n + m!))r w P?(cos0)e im * > Integrals of terms t n u m , where \m\ > \n\ > 0, vanish; consequently, we may restrict ourselves to just those functions where \m\ ^ \n\.
x + iy V /2
x -iy J which reduce to ζ = e iφ , ξ = cos 0, for real #, y, z, we may obtain an inverse Whittaker operator.
LEMMA. Let V(r, cos θ 9 e ίφ ), be a harmonic function regular at infinity; i.e.
and £f is the unit circle. Then G(s, u) 
+ -r ,
consequently is an analytic function of r, |, f, except of course at f=±l, and ζ = 0.
It may be concluded, therefore, that the integrals involved in our representation for G (s, u) are Cauchy-integrals, since the integrand is a single-valued analytic function of ξ and ζ.
II Singularities of harmonic functions generated by the Whittaker* Bergman operator* Bergman [2] has considered a special class of harmonic functions generated by the Whittaker operator and has given a simple procedure for finding their singularities. He does this as follows:
Suppose that (llu)f(t, u) has the form P (t, u)IQ(t, u) , where P and Q are polynomials in t and u. In order to study the harmonic function
we consider the singularity manifold of P/Q, i.e.
(x + iy)(2u)-\ w] = θ} .
The manifold Z 3 may also be written in the form
where the Φ.(X) are algebraic functions of x, ^/, 2;, and the degree of u in Q is n. At every point (as, y, z), except those which satisfy the equation
, n} 9 of Z\ We choose the contours j£f, t; -1, 2, 3, , n, so that one and only one u = φy(X) lies inside ~Sf. It follows from the residue theorem that where H^X) is the corresponding branch of
We notice that H(X) becomes singular for those values of (x, y, z) which satisfy the equations
We shall now show that Bergman's result does not depend on the fact that (llu)f(t, u) is an algebraic function, but holds under more general conditions. The only restriction we will impose is that the singularities of (l/u)f(t, u) can be written in the implicit form S (x, y, z, u 
(where £? is the unit circle) is regular at X- (x, y, z) , providing this point does not lie simultaneously on the two surfaces
Proof. The proof of Theorem 1 will be based on a modified form of an idea employed by Hadamard in the proof of his theorem on the multiplication of singularities [8] [5] . The integral representation of H{X) is valid for all points (x,y, z) which can be reached from an initial point by continuation along a curve Γ(X) (in three dimensional real-space, i2 3 ), provided no point of Γ(X) corresponds to a singularity of (lfu)f(t 9 u) on the integration path. This initial domain of definition of H(X) can now be enlarged by continuously deforming the integration path provided, again, that in this process of deformation the integration path at no time crosses a singularity of {lju)f{t, u). Accordingly, we may now write H(X) as
where jg*' is now a new integration path obtained by observing the above precautions. Since t is dependent onl= (x, y, z) 9 the singularities of the integral move in the w-plane as we continue H{X) along Γ(X). Now, as long as we can avoid crossing such a singularity by deforming the contour ^f r we are still able to continue H{X). Let us assume we have been able to continue H(X) to the point X 1 = (x 19 y 19 z λ ), and let us consider the singularities of the integral for X = X x . The singularities of {lju)f{t 9 nless dSjdu -0 at u = α, in a neighborhood of u = a we may approximate S by
Therefore in some neighborhood of u -a, say | u -a | < ε, S does not vanish save at u -a. Clearly, then, by deforming J5f' we can avoid crossing u -α, or any other point u = β for which S(x lf y 19 z 19 β) = 0, if we follow an arc of the circle | u -a \ = ε/2 about u = a. This completes our proof.
Using the language of real geometry we may say that unless we are in the neighborhood of the envelope %? (x, y, z) -0 to S(x, y, z,u) will remain the same if either integration path (in ξ oτ ζ planes) is continuously deformed in such a manner so that at no time they cross a singularity of the integrand. Therefore, we may write G(s, u) as where JSf and =Sf are new integration paths obtained by observing the above precautions. Now, the kernel in our integral representation is singular whenever * -. = and the harmonic function is singular for Φ(ξ, ζ) -r = 0. We notice a significant difference in these two singularity manifolds; as G(s, u) is continued along Γ\s~τ, u) the singularities of the kernel move in the ξ, f-planes, while those of the harmonic function remain fixed. By using the Hadamard idea we realize that we may always avoid an advancing singularity by deforming one of our contours with the possible exception occur ing when the two manifolds coincide. Therefore, unless r = Φ(ξ, ζ) as a function of ξ, and ξ also satisfies t -s -0, G(s, u) must be regular. This leads us to consider the two parameter family,
ψ(s, u\ξ,ζ) = Φ{ξ, ξ)[ξ + ±VT=F(± + X)] -s = 0 , as the only possible singularities of G(s, u).
Let us assume that we have been able to continue G(s, u) to (s 0 , u 0 ) and let us consider those values of f, ξ satisfying ψ(s 0 , u Q \ξ,ξ) = 0. These values are singularities of the integrand which must be investigated to determine whether they are avoidable by deforming the paths of integration. Let ξ -a, and ξ = β be singularities which may cross either Jδf or -£f respectively if G(s, u) is continued further along Γ^s" 1 , u) . In a bicylindrical neighborhood \ξ -a\ < ε 19 \ξ -β\ < ε 2 , we may expand ψ(so, w o ||, ζ) in a double Taylor series as ψ(βo, Wolf, ?) = (!-α)-^-ψ(«o, Wo|α, /3) + (f -β)^ψ (8 09 u o \a, β) u,\a, β) .
In this case it is always possible to choose a secant to the circle || -a I = εJ2 not passing through ξ = a, and a secant to the circle Iζ -βI = ε 2 /2 not passing through ξ = β, such that ψ(s 0 , u Q \ξ,ζ)Φθ on those portions of the secants inside the respective circles. It follows that, in this case, we may deform the paths Jδf, and -£f so that they follow the secants about the singular point (α, β) and thereby continue G (8, u) It was most natural, because of the Cauchy integrals involved, to consider ξ and ζ as independent parameters, and r the dependent parameter. However, unless we are in the neighborhood of a "singular point'' of A = 0, it is no longer necessary to make this distinction.
For a point (s, u) to lie on the envelope E(s, u) = 0, the first variation, dr dξ dζ must vanish. If we proceed as before, and consider r dependent, we obtain
which implies that an arbitrary functional relationship exists between ξ-and ζ, or more generally a relationship B(r, ξ, ζ) = 0, such that (x, y, z) which are a finite distance from the origin.
Under this transformation our family of complex surfaces becomes {ψ (8,u\r, ξ, ζ) = 0}-^ {χ(β, u\x,y,z) 
is an arbitrary function of x singular at x = β. This choice of (l/i&)/(ί, u) generates an H(X) having a simple type of singularity. Since the singularities of (l/u)/(ί, u) satisfy u -(1/u) = t/3, we represent the singularity manifold as
Eliminating u between S = 0, and ^S/9% = 0, we obtain the locus (a? + 2/β) 2 + y 2 + z 2 = 0, for the singularities of Jff(X). When /3 is real this reduces to a point singularity in R\ However, if β is complex the singularities in R 3 are given by 1254 R. P. GILBERT
We note that these are only the possible singularities of H(X). To find the actual singularities we make use of our inverse Whittaker operator to find which of the possible singularities of H{X) correspond to singularities of (llu)f (t, u If we wish to find which singularities of (llu)f (t, u) correspond to this real locus, we eliminate two parameters from χ and consider the first variation with respect to the remaining parameter. Doing this, In concluding we note, that as in the case of harmonic functions regular at the origin, a connection will exist between the coefficients of the series development for f (t,u) and the singularities of H(Xy. Hence, it would be of interest to investigate whether a relation exists between singularities as predicted by Theorem 1 of this paper, and the corresponding coefficients of the series development for f (t,u) . Such an investigation should lead to a classification of harmonic functions in terms of their pole-like singularities in three-dimensional complex space.
