Abstract. Sharp estimates for the absolute values of entries of matrix valued functions of finite and infinite matrices are derived. These estimates give us bounds for various norms of matrix valued functions. Applications of the obtained estimates to differential equations are also discussed.
where Γ is a closed contour surrounding σ(A). Furthermore, let {e k } n k=1 be a fixed orthonormal basis in a complex Euclidean space C n , and a jk (j, k = 1, ..., n) the entries of a matrix A in this basis. We put 
holds, provided the series in (1.4) converges. This theorem is proved in the next section. Note that according to (1.2), we have the inequality
A norm . in C n is said to be ideal, if for all h, g ∈ C n we have h ≤ |h| and h ≤ g , provided |h| ≤ |g|. ¿From Theorem 1.1 it directly follows Corollary 1.
provided the series in (1.5) converges. 
Proof of Theorem 1.1. By the equality
provided the spectral radius r 0 (λ) of R λ (D)V is less than one. The entries of this matrix are
and the diagonal entries are zero. Thanks to the above mentioned inequality for the spectral radius from [8] , [10] , we have
So the inequality
implies that r 0 (λ) < 1 and the series
where
Since D is a diagonal matrix with respect to basis {e k }, we can write out
where Q k = (., e k )e k . We thus have (λ j1 − λ) . . . (λ j k+1 − λ) . Lemma 1.5.1 from [7] gives us the inequalities
Hence, by (2.2)
As claimed.
3. Examples and applications of Theorem 1.1.
This inequality can be directly obtained from the equality A = D + V . It only illustrates Theorem 1.1. 
Consider the second order nonlinear differential equation
where A is a real matrix, F : R n → R n is a continuous function, satisfying
with some ideal norm. Problem (3.1), (3.2) is equivalent to the following equation:
with an arbitrary ideal norm. Put y(t) = x(t) . Then by Example 3.3,
Hence taking into account that f monotonically increases, we get by the Gronwall inequality,
Such estimates are important, in particular, in the theory of oscillations, cf. [1] . Assume thatr
then as in the finite dimensional case, r s (A) ≤r A , cf. [8] . Hence it follows that
Moreover, it is not hard to check that under condition (4.1), matrix A = (a jk ) generates a bounded linear operator in l p for any p ≥ 1. (1.4) converges in the norm of l ∞ . Proof. Let P n be the projection onto subspace generated by the first n elements of the standard basis. Then the finite dimensional matrices A n = P n AP n strongly converge to A. Let D n = P n D and V n = P n V P n be the diagonal and off-diagonal parts of A n , respectively. Then by Theorem 1.1,
But f (A n ) → f (A) in the strong topology of l ∞ [2] . So each entry of f (A n ) converges to the corresponding entry of f (A). This proves the result. 
