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ABSTRACT
A Python implementation of the quasi-harmonic approximation: Ab-initio study of the
thermoelastic properties of magnesium oxide and calcium oxide
by
Adewumi Bakare
Advisor: Angelo Bongiorno

When heated up, materials change volume, typically they expand, and they also change their elastic
properties, typically by softening. Computational methods to calculate materials properties at finite
temperature are needed to compensate for the lack of experimental data, as well as to predict
materials properties at conditions difficult to be reached in experimental labs. In this research
project, I designed a set of Python codes implementing a quasi-harmonic approximation (QHA)
method to calculate thermodynamic functions at constant volume, equation of state, and the
isothermal Bulk modulus of cubic materials. To validate the new computational tools, this
implementation of QHA has been used in conjunction with a density functional theory (DFT)
approach to calculate structural, thermodynamic, and elastic properties of MgO and CaO.
Comparisons of our results with both previous computational studies and available experimental
results demonstrate that our computational method is sound, efficient, and allows for the prediction
(within the limits of QHA) of thermoelastic properties of cubic materials. Furthermore, our
calculations show that the exchange and correlation energy functional is key to achieving an
agreement with the experimental results over a wide range of temperatures. In particular, our
calculations show that, in the case of MgO, local density approximation (LDA) functionals yield
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results that agree well with the experiment up to 1500 K, whereas generalized gradient
approximation (GGA) functionals give results that start to deviate significantly from the
experiment at around 1000 K. Future developments of this research project include: (i) extending
our QHA methods to investigate the thermoelastic properties of materials with a symmetry lower
than the cubic one, and (ii) exploring methods to account for anharmonic effects and correct the
performance of QHA at high temperature, i.e. larger than the Debye temperature of the material
under investigation.
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Chapter 1
Introduction
Thermodynamic quantities such as the entropy (at constant volume), the isochoric heat capacity,
and the Helmholtz free energy (at constant volume) can be effectively calculated by using a density
functional theory (DFT) approach in the harmonic approximation, i.e., assuming that the BornOppenheimer potential energy surface can be expanded in a Taylor series and that third and higherorder terms in the ionic displacements are small and negligible. Other thermodynamic quantities,
such as the coefficient of thermal expansion, the isobaric heat capacity, and the bulk modulus
(versus temperature, at constant pressure), can still be calculated within the harmonic
approximation, by accounting for the volume dependence of the harmonic phonon frequencies,
i.e., by accounting within the harmonic approximation for the role of static anharmonicity.
Although this quasi-harmonic approximation (QHA) fails in the case of strongly anharmonic
solids, or in general at high temperatures, where the role of intrinsic (or dynamical) anharmonicity
becomes important, methods based on QHA remain still today the approach most often employed
to study the thermodynamic and thermoelastic properties of solid materials at finite temperature.
In this computational project, I designed a set of Python codes implementing a QHA approach.
Although applicable to any material with the cubic symmetry, in my research work these codes
have been used in conjunction with DFT calculations to investigate the thermal expansion and
elastic properties of MgO and CaO.

1

1.1 Objective and significance of this study
In this computational research project, I have designed a set of Python codes implementing a QHA
approach to study the thermoelastic properties of cubic materials. These Python codes have been
integrated with an open-source software (Quantum ESPRESSO) to carry out periodic DFT
calculations to investigate the thermoelastic properties of two selected oxides: MgO and CaO. For
completeness, thermoelastic properties were calculated by employing both the local density
approximation (LDA) and generalized-gradient approximation (GGA) of the exchange and
correlation energy, as well as pseudopotentials constructed based two different paradigms, i.e.,
norm conserving and ultrasoft pseudopotentials. In detail, my Python implementation of QHA was
used to calculate, from DFT, the following properties of both MgO and CaO:
1) the coefficient of volumetric thermal expansion at zero pressure and temperatures
between 0 and 2000 K,
2) the isothermal Bulk modulus at zero pressure and temperatures between 0 and 2000 K,
3) thermodynamic functions such as the entropy, specific heat capacity, internal energy,
thermal pressure, and Helmholtz free energy at constant volume and temperature
between 0 and 2000 K.
To rationalize the validity and limits of our computational framework, we compared the calculated
properties to available experimental data.

The significance of this research project lies in the importance of calculating from first principles
properties of materials at finite temperature and pressure, and therefore, in determining the limits
of current methods, as well as to propose solutions to improve their accuracy.
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1.2 Properties and applications of MgO and CaO
Magnesium oxide is a white hygroscopic solid mineral often found as a very fine powder (Fig.
1.1) and commonly referred to as periclase. It has an IUPAC name known as oxomagnesium [1],
and it is sometimes referred to as magnesia, oxymag, or casumag. When fine particles of
magnesium oxide are dispersed in air, whether directly or when generated by the burning or cutting
of magnesium metal, the resulting magnesium oxide fume is an inhalation hazard.
Magnesium oxide is a crystalline material having the so-called rock-salt structure, i.e., a facecentered cubic (fcc) lattice with an experimental lattice parameter of 4.203 Å and one formula unit
in the primitive unit cell. The crystalline lattice of MgO consists of a regular arrangement of Mg
and O ions with formal charges of +2 and -2, respectively (Fig. 1.1). Magnesium oxide has a molar
mass of 40.305 g/mol and a density of 3.6 g/cm3 [2]. Magnesium oxide has a pH of 10.3 and a
refractive index of 1.73 at 750 nm, it is a colorless, odorless transparent cubic crystal with a boiling
point of 3600 oC and a melting point of 2825 oC, it is soluble in acids and ammonium salt solutions,
but insoluble in ethanol [3]. Magnesium oxide has specific heat capacity of 0.92885 kJ/kg-K at 27
°C, a heat of fusion of 77.4 kJ/mol at 2642 °C, the heat of formation equal to -601.7 kJ/mol at 25
°C, free energy of formation of -569.44 kJ/mol at 25 °C, a Mohs hardness of 5.5-6.0, the thermal
conductivity of 45-60 W m-1 K-1, and an electronic bandgap of about 7.8eV (and as such, it is
considered as an insulator) [4].
Magnesium oxide is a material with a variety of applications. It is prized as a refractory material,
i.e., a solid that is physically and chemically stable at high temperatures due to its high thermal
conductivity and low electrical conductivity. Thanks to its impressive thermal properties, MgO is
is used in filling the spiral calrod range top heating elements on kitchen electric stoves, as a basic
refractory material for crucibles, and it is also used as a principal fireproofing ingredient in
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construction materials [5]. Other uses of MgO include being used to produce cement, and in the
treatment of wastewater, drinking water, and air emissions. MgO is also used in waste treatment
industries for its acid buffering capacity and related effectiveness in stabilizing dissolved heavy
metal species, as well as in medicine to relieve heartburn and dyspepsia, or as an antacid and
magnesium supplement, and as a short-term laxative. Finally, MgO is used as an optical matrix in
many devices due to its transparency to IR radiation [5].

Figure 1.1: (Left): MgO in its powder form. (Right): image of the crystalline structure of MgO. Green and red
spheres are used to represent O and Mg ion, respectively.

Calcium oxide (CaO) is commonly referred to as quicklime or burnt lime. Quicklime is relatively
inexpensive; it is widely used in different sectors. Calcium oxide appears as an odorless, white, or
gray-white solid in the form of hard lumps. It is a strong irritant to the skin, eyes, and mucous
membranes. It is noteworthy that CaO is a pyro metamorphic mineral, it is rare, as it is unstable in
moist air quickly turning into portlandite, Ca(OH)2 [6]. Calcium oxide has the same rock-salt
structure as magnesium oxide (Fig. 1.2), with an experimental lattice parameter of 4.8152 Å. It is
sometimes referred to as pebble lime or calcia. Calcium oxide is usually produced by thermal
decomposition of materials, such as limestone or seashells, that contain calcium carbonate in
a lime kiln, which is then accomplished by heating the material to above 825 °C.
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Calcium oxide has a molar mass of 56.0774 g/mol and a density of 3.3 g/cm3 [2]. Calcium oxide
has a pH of 12.8 with a boiling point of 2850 °C and a melting point of 2570°C. Unlike magnesium
oxide, calcium oxide is soluble in ethanol and water and insoluble in glycerol. Calcium oxide has
a specific heat capacity of 0.181885 kJ/kg-K at 370 °C, a heat of fusion of 152.4 kJ/mol at 2642
°C, the heat of formation of -63.5.7 kJ/mol at 25 °C, free energy of formation of -589.44 kJ/mol at
25 °C, a thermal conductivity of 23 W m-1 K-1, and its electronic bandgap is about 7.1eV [6].
The major use of CaO is in the basic oxygen steelmaking (BOS) process. It is also used in the
production of concrete blocks, cement, paper, plaster, solid sprays, and glass. When quicklime is
heated to 2,400 °C (4,350 °F), it emits an intense glow. This form of illumination is known
as limelight and was used broadly in theatrical productions before the invention of electric lighting.
Calcium oxide can also be employed in the petroleum industry for water detection, and it is also
used in the treatment of drinking water and wastewater. It is also applicable in the mining and
disposal of corpses. Due to its high bandgap, it can be employed as an electrical insulator at high
temperatures [7].

Figure 1.2: (Left): CaO in its powder form. (Right): image of the crystalline structure of CaO. Green and red
spheres are used to represent O and Ca ions, respectively.

Thanks to their abundance and many uses, MgO and CaO are materials that have been studied
extensively over the past decades, both theoretically and experimentally. Therefore, these two
materials represent the optimal choice to test and validate this method
5

Chapter 2
Density Functional Theory
2.1 Introduction to density functional theory
Density functional theory (DFT) is a quantum mechanical method used in material science,
chemistry, and physics to describe, at the atomic scale, molecules and materials by accounting for
the electronic degrees of freedom [8]. In the context of computational materials science, DFT
calculations allow for predicting the behavior of materials from purely quantum mechanical
considerations and without the need for empirical parameters. As such, DFT calculations are very
often referred to as first principles or ab initio calculations. The most common formulation of DFT
is the one proposed by Kohn and Sham [9]. In this formulation, electrons are considered to be
independent of each other and experience an effective single-electron energy potential generated
by both ions and electrons. The effective single-electron Schrödinger equations are then solved by
imposing selected boundary conditions. In our work, we used an implementation of DFT relying
on the use of the periodic boundary conditions, which are suitable to describe crystalline materials
such as the ones considered in this study.

2.1.1 Applications of DFT
Nowadays, DFT is broadly used in chemistry and materials science to study the properties of
molecules and materials at an atomic scale. DFT methods are applied for synthesis-related systems
and processing parameters. Examples of contemporary DFT applications include studying the
effects of dopants on phase transformation behavior in oxides, magnetic behaviors in dilute
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magnetic semiconductor materials, and the study of magnetic and electronic behavior in
ferroelectrics and dilute magnetic semiconductors [10]. DFT has shown to be applicable in the
prediction of mechanical properties of nanostructures, it is also useful in predicting the sensitivity
of nanostructures to environmental pollutants like Sulphur dioxide [11]. And as we are going to
discuss in this research work, DFT is used in investigating the electronic and thermal properties of
molecules.

2.2 Kohn-Hohenberg theorems and Kohn-Sham formulation of DFT
DFT is known to have its roots in the Thomas–Fermi model for the electronic structure of metals
(Ref. [12] and references therein). However, DFT was first put on a firm theoretical footing
by Walter Kohn and Pierre Hohenberg in the framework of the two Hohenberg–Kohn
theorems (HK) [12]. The original HK theorems were formulated for a generic quantum system in
its non-degenerate ground state, and then later they were generalized to, for example, systems in
an excited state or in the magnetic field [13]. The first HK theorem demonstrates that the groundstate properties of a many-electron system are uniquely determined by an electron density that
depends on only three spatial coordinates. It sets down the groundwork for reducing the manybody problem of N electrons with 3N spatial coordinates to a problem depending on only three
spatial coordinates. This theorem has since been extended to the time-dependent domain to
develop time-dependent density functional theory (TDDFT), which can be used to describe
excited states. The second HK theorem proves that the energy as a function of the electronic charge
density satisfies the variational principle. This last theorem sets the ground to numerically calculate
the total energy of a molecular or material system by minimizing the DFT energy functional with
respect to the electron charge density (and not the wavefunction depending on 3N coordinates).
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Here we assume that the Born–Oppenheimer approximation is valid. Thus, electrons move in the
potential energy surface generated by a set of immobile ions. In the context of DFT, this ionic
potential is often referred to as (static) “external potential” V. A stationary electronic state is then
described by a wavefunction Ψ(r1,…, rN) satisfying the following many-electron timeindependent Schrödinger equation:
# 𝛹 = [𝑇( + 𝑉( + 𝑈
#]𝛹 = -.
𝐻

%
$&'

ℏ!

%

%

− "# 𝛻$ " + 2$&' 𝑉(𝑟$ ) + .
"

$*+

𝑈(𝑟$, 𝑟) )6 𝛹 = E 𝛹 ,

(2.1)

# is the Hamiltonian, E is total energy, 𝑇( is the
where N is the number of electrons in the system, 𝐻
# accounts for the electron-electron interactions. It
kinetic energy, 𝑉( is the external potential, and 𝑈
# are known as universal operators, i.e.,
should be noted that 𝑉( is system dependent, while 𝑇( and 𝑈
they have the same form for any N-electron system.

Equation (2.1) is a complicated many-electron equation that is not separable into simpler single#. One of the simplest methods to solve the manyparticle equations due to the interaction term 𝑈
body Schrödinger equation based on single electron approximation is the Hartree–Fock method.
More sophisticated approaches are usually categorized as post-Hartree–Fock methods. These
approaches become increasingly computationally demanding with the size (number of atoms) of
the system, and therefore they are typically used to study small molecular complexes. DFT
provides an appealing alternative, which is much more versatile, as it provides a way to
systematically map the many-body problem, with Û, onto a single-body problem without Û. In
DFT the key variable is the electron density n(r), which for a normalized Ψ is given by
n(r) = N ∫ 𝑑 , 𝑟" … ∫ 𝑑 , 𝑟% 𝛹 ∗ (𝑟' , 𝑟" , … , 𝑟% )𝛹(𝑟' , 𝑟" , … , 𝑟% ) .
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(2.2)

The first HK theorem demonstrates that to each ground-state density n0(r) there correspond a
unique ground-state wavefunction Ψ0(r1, …, rN). In other words, Ψ is a unique functional of n0
Ψ. = Ψ[𝑛. ]

(2.3)

and consequently, the ground-state expectation value of an observable Ô is also a functional of n0
O[𝑛. ] = < Ψ[𝑛. ]│ Ô│ Ψ[𝑛. ] >.

(2.4)

In particular, the ground-state energy becomes a functional of n0:
^+𝑈
^ │ Ψ[𝑛. ] > ,
E[𝑛. ] = < Ψ[𝑛. ]│𝑇( + 𝑉

(2.5)

^ │ Ψ[𝑛. ] >, can be written
where the contribution of the external potential in Eq. (2.5), < Ψ[𝑛. ]│𝑉
explicitly in terms of the ground-state density n0:
V[𝑛. ] = ∫ 𝑉(𝑟)𝑛. (𝑟)𝑑 , 𝑟.

(2.6)

^ │ Ψ > can be written explicitly in
In general, the contribution of the external potential < Ψ│𝑉
terms of the density n as:
V[𝑛] = ∫ 𝑉(𝑟)𝑛(𝑟)𝑑 , 𝑟 .

(2.7)

Then we can write the total energy of a specified system as
E[𝑛] = T[𝑛] + 𝑈[𝑛] + ∫ 𝑉(𝑟)𝑛(𝑟)𝑑 , 𝑟

(2.8)

The task now is to minimize Eq. (2.8), and hence to determine the correct ground-state
density n0 and thus all other ground-state observables. The formulation of DFT proposed by Kohn
and Sham [9] consists of the most popular approach used to accomplish this task.
The main assumption underlying the Kohn-Sham formulation of DFT is that
%

"

n(r) = 2$&' 𝑓$ │ 𝛷$ (𝑟)│ ,

(2.9)

where 𝛷$ are single-electron orbitals describing an auxiliary non-interacting system of electrons
whose kinetic energy can be calculated exactly [9]. Within this formulation, the task of
9

determining the ground-state density n0 reduces to solving the following set of coupled
Schrödinger equations:
ℏ!

[ − "# 𝛻 " + 𝑉/ (𝑟) ] 𝛷$ (𝑟) = 𝜀$ 𝛷$ (𝑟) ,

(2.10)

where 𝜀$ are the orbital energies and 𝑉/ is an effective single-particle potential taking the following
form:
0(2 ′ )

𝑉/ (𝑟) = 𝑉(𝑟) + ∫ │ 252 ′│ 𝑑 , 𝑟 ′ + 𝑉67 [n(r)] ,

(2.11)

where 𝑉(𝑟) is the external potential, the second term corresponds to electrostatic potential
generated by the charge density (Hartree term), and the third term, VXC, is the exchange-correlation
potential, which is an unknown functional of the charge density accounting for the quantum manybody effects not captured by the preceding terms. Since the Hartree term and VXC depend on n(r),
which in turn depends on the single-electron orbitals, the Kohn–Sham equations in Eq. (2.10) need
to be solved self-consistently. In practice, this means that to solve Eq. (2.10), the numerical
algorithm sets out with an initial guess for n(r), then it calculates the corresponding Vs and solves
the Kohn–Sham equations, it calculates the total energy of the system, and it proceeds to guess a
new electronic charge density that potentially can lower the total energy. This procedure is
repeated until convergence is reached, namely until the energy of the system is minimized and
doesn’t change significantly.
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2.3 Exchange and correlation energy functionals, pseudopotentials, and
plane-wave basis sets
One of the problems of DFT is that the exact form of the exchange and correlation energy
functional is not known. However, it is possible to make approximations to Exc[n] and allow for
the calculation of the physical properties of a molecular system with a certain degree of accuracy
[13]. One of the simplest approximations is the local-density approximation (LDA), which in
mathematical terms translates into:
𝐸67 89: [𝑛]=∫ 𝜀67 (𝑛(𝑟))𝑛(𝑟)𝑑 , r

,

(2.12)

where 𝜀;< (𝑛) corresponds to the exchange and correlation energy per unit volume of a uniform
electron gas with density 𝑛. The local spin-density approximation (LSDA) is a straightforward
generalization of the LDA to include electron spin:
𝐸67 8=9: [𝑛↑ , 𝑛↓ ]=∫ 𝜀67 (𝑛↑ , 𝑛↓ )𝑛(𝑟)𝑑 , r .

(2.13)

In LDA, the exchange-correlation energy is typically separated into the exchange part and the
correlation part: εXC = εX + εC. The exchange part is called the Dirac exchange, which takes the
form εX ∝ n1/3. There are, however, many mathematical forms for the correlation part. Highly
accurate formulas for the correlation energy density εC(n↑, n↓) have been constructed
from quantum Monte Carlo simulations of a jellium of electrons [14].
Another very common approximation of the exchange and correlation energy of an
inhomogeneous electron system is the so-called generalized gradient approximation (GGA) [15].
This type of functionals take the following form:
𝐸67 @@: [𝑛↑ , 𝑛↓ ]=∫ 𝜀67 (𝑛↑ , 𝑛↓ , 𝛻𝑛↑ , 𝛻𝑛↓ )𝑛(𝑟)𝑑 , r ,
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(2.14)

where 𝜀67 now depends on not only the value of the local charge density but also on its gradient.
Over the past decades, much work has been done to develop new and more accurate
approximations of the exchange and correlation energy, and modern functionals nowadays may
depend also on the Laplacian of the electron charge density, and/or even include part of the exact
exchange energy.

2.3.1

Pseudopotentials and plane-wave energy cutoffs

The electrons in the inner shells are strongly bounded and do not play a significant role in the
chemical bonding of atoms. They also partially screen the nucleus, thus forming with
the nucleus an almost inert core. Chemical properties are almost completely due to valence
electrons, especially in metals and semiconductors. This suggests that core electrons can be
assumed to be frozen and part of an “object”, called pseudopotential, consisting of both nucleus
and core electrons [16]. In most of the DFT calculations, pseudopotentials are used to describe the
interaction of the valence electrons with the systems of nuclei plus frozen cores electrons.
In this research work, the calculations of the electronic structure were performed within the
framework of density functional theory as implemented in the QUANTUM ESPRESSO distribution.
Plane-wave basis sets were used for the expansion of atomic orbitals. The electron-ion interactions
were described using pseudopotentials.
In describing ion-electron interactions, this study makes use of a series of pseudopotentials for
magnesium, oxygen, and calcium. We made use of the pz and bp pseudopotential in which the
exchange-correlation energy functional is in the Local Density Approximation (LDA). In this case,
only the valance configurations are considered. The valance configurations are Mg 3s2, Ca 4s2, and
O 2s22p4. We also made use of the pbesol and pbe pseudopotentials in which the exchange-
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correlation energy functional is in the General Gradient Approximation (GGA). In this case, the
semi-core electrons were considered along with the valence electrons. Lee and Jhi have shown that
including the semi-core electrons in the valence configuration influences the lattice parameter [17].
If more core states are considered, the accuracy of the calculations is improved, although at a
higher computational cost.
We used pseudopotentials belonging to the PS library, which have been generated by using the
atomic code by A. Dal Corso v.6.3. We considered the pseudopotential types PAW (projected
augmented waves) and USPP (ultra-soft pseudopotential). We initially considered 20 sets of
pseudopotentials to calculate the equilibrium lattice parameter, equilibrium energy, and elastic
constants for MgO and CaO. Then, we compared the results with experimental data and reduced
the 20 sets to 2 for each material, depending on how close the result was to the experimental data.
These pseudopotentials are: O.pz.spn-rrkjpaw.UPF, Mg.pz.spn-rrkjpaw.UPF, O.pbesol.spnrrkjus.UPF, Mg.pbesol.spn-rrkjus.UPF, O.pbesol.spnl-rrkjus.UPF, Mg.pbesol.spn-rrkjus.UPF,
Ca.pz.spn-rrkjpaw.UPF and Ca.pbesol.spnl-rrkjus.UPF

We carried out DFT calculations employing periodic boundary conditions. Within our periodic
DFT approach, electronic states are represented using a plane-wave basis set:
@

ΨA (𝒓) = ∑@#$% 𝑐𝒌,𝑮 𝑒 $(𝒌D𝑮)∙𝒓

(2.15)

where G is a reciprocal lattice vector, k is wave vector within the Brillouin zone of the reciprocal
space, 𝑐𝒌,𝑮 is a coefficient of the full expansion, and Gmax is the radius of the sphere in the reciprocal
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space enclosing all the wave-vectors G included in Eq. (2.15). The kinetic energy of a plane wave
with wave vector k+G is equal to:
ℏ!

2

𝐸 = "# |𝒌 + 𝑮| ,

(2.16)

and Gmax is determined by imposing that the series expansion in Eq. (2.15) includes terms such
that:
ℏ2
2𝑚

|𝒌 + 𝑮|2 < 𝐸𝑐𝑢𝑡 ,

(2.17)

where 𝐸𝑐𝑢𝑡 is the kinetic energy cutoff. In a periodic DFT calculation based on plane waves, the
larger is the energy cutoff, the larger is the number of terms in the sum in Eq. (2.15), and thus, the
more accurate is the representation of the wavefunction in terms of plane waves, and the more
accurate is the calculation. In short, large values of 𝐸<LMNOO give well-converged results.
Unfortunately, large energy cutoffs are computationally more expensive.

2.4 Preparatory DFT calculations
In a DFT calculation employing plane waves, the pressure is calculated by using a truncation
formula which gives results that are increasingly accurate for increasing values of the energy
cutoff. In particular, it is to be noted that, due to algorithmic/numerical reasons, the energy
converges more rapidly than the pressure for increasing values of 𝐸<LMNOO . We investigated this
issue with the goal of determining an energy cutoff sufficiently large to yield accurate values of
both the energy and pressure. The results of these calculations are shown in Fig. (.2.1)
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Figure 2.1: Energy (left) and pressure (right) of MgO versus energy cutoff for the charge density obtained from DFT calculations. In these
calculations, we used the primitive unit cell of MgO with a lattice parameter of 4.25 Å, a uniform grid of 8x8x8 k-points to sample the Brillouin
zone, and the pseudopotentials “O.pbesol.spn-kjpaw.UPF” and “Mg.pbesol.spn-kjpaw.UPF” for O and Mg respectively.

As shown in Figure 2.1, the energy of MgO converges at an energy cutoff of 750 Ry, while the
pressure converges at an energy cutoff of 850 Ry, which proves that the energy converges more
rapidly than the pressure for increasing values of 𝐸<LMNOO . It is worth mentioning that this implies
that:
•

(P)

For a fixed value of 𝐸<LMNOO , the equilibrium lattice constant 𝑎. of the solid under study
obtained by finding the minimum of the function 𝐸/NQ$R (𝑎) differs from the lattice constant
(S)

𝑎.

found by finding where the function 𝑝/NQ$R (𝑎) is equal to zero; 𝑝/NQ$R (𝑎) is the

pressure calculated from DFT of the solid material with lattice constant equal to 𝑎.
•

In general, the calculated pressure 𝑝/NQ$R (𝑎) differs from the theoretical pressure 𝑝MTU (𝑎)
that can be calculated explicitly by using energy values and the thermodynamic definition
of pressure, i.e.:
𝑝MTU (𝑉) = −

RP(V)
RV

≈

P(VD∆V) 5P(V5∆V)
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"∆V

,

(2.18)

where 𝑉 is the volume of the periodic (simulation) unit cell (or the so-called supercell) used to
describe the periodic (infinite) material, E is the corresponding energy as calculated from a DFT
calculation, whereas the formula of the right side of Eq. (2.18) shows the central finite difference
formula typically used to calculate an approximate value of the derivative of E with respect to 𝑉.
It is to be noted that this finite-difference formula becomes more accurate the smaller is the value
of ∆𝑉. We also remark that Eq. (2.18) can be written also in terms of the lattice parameter as
follows:
𝑝MTU (𝑎) = −

RP(V) RX
RX

RV

.

(2.19)

Since the crystalline material under study (MgO and CaO), both have the face-centered cubic (fcc)
structure, and the DFT calculations are being carried out by using the primitive Wigner-Seitz unit
cell (having the shape of a rhombic dodecahedron and therefore having a volume 𝑉 =

X'
Y

), Eqs.

2.18 and 2.19 become:

Y RP(V)

𝑝MTU (𝑎) = − ,X!

RX

Y P(XD∆X) 5P(X5∆X)

≈ − ,X!

(S)

"∆X

,

(2.20)

(P)

Generally, if 𝐸<LMNOO is sufficiently large, 𝑎. ≈ 𝑎. and regardless the value of 𝑉 or 𝑎, 𝑝MTU ≈
𝑝/NQ$R , and vice versa. To illustrate this, we carried out a series of DFT calculations by considering
increasing values of the lattice parameter of MgO, i.e. from 4.08 A to 4.40 A, and two different
energy cutoffs, i.e. 350 and 800 Ry, respectively. (large 𝐸<LMNOO ). These calculations were carried
out using the primitive unit cell of MgO, a 8x8x8 uniform grid of k-points to sample the Brillouin
zone, and the “pbesol.spn-kjpaw” pseudopotentials. We used a python code that calculates Eq.
2.20 for each value of energy and corresponding lattice parameter. The results are tabulated below.
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Table 2.1: Results obtained by using ultrasoft pseudopotentials and plane-wave energy cutoffs for
the wavefunctions and charge density equal to 75 and 350 Ry, respectively.
𝑎 (𝑏𝑜ℎ𝑟)

𝐸 (𝑅𝑦)

𝑅𝑦
𝑝!"#$% (
)
𝑏𝑜ℎ𝑟 &

𝑅𝑦
𝑝'() (
)
𝑏𝑜ℎ𝑟 &

𝑝!"#$% (𝑘𝑏𝑎𝑟)

𝑝'() (𝑘𝑏𝑎𝑟)

7.74787

-159.10309

0.00105

0.00105

145.28000

154.48150

7.78567

-159.10470

0.00077

0.00084

114.43000

123.89285

7.82346

-159.10598

0.00058

0.00064

85.40000

94.63949

7.86126

-159.10694

0.00039

0.00045

58.12000

67.16930

7.89905

-159.10758

0.00022

0.00028

32.46000

41.77892

7.93684

-159.10794

0.00005

0.00011

8.41000

17.41712

7.97464

-159.10800

-0.00009

-0.00004

-14.24000

-5.71279

8.01243

-159.10780

-0.00024

-0.00018

-35.48000

-27.17321

8.05023

-159.10733

-0.00037

-0.00032

-55.43000

-47.36768

8.08802

-159.10661

-0.00050

-0.00044

-74.12000

-65.49335

8.12582

-159.10568

-0.00062

-0.00056

-91.56000

-83.02980

8.16361

-159.10450

-0.00073

-0.00068

-107.96000

-100.3800

8.20141

-159.10313

-0.00083

-0.00078

-123.30000

-115.61412

8.23920

-159.10151

-0.00093

-0.00088

-137.61000

-129.58810

8.27700

-159.09971

-0.00102

-0.00097

-150.97000

-143.22232
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Table 2.2: Results obtained by using ultrasoft pseudopotentials and plane-wave energy cutoffs for
the wavefunctions and charge density equal to 200 and 800 Ry, respectively.
𝑎 (𝑏𝑜ℎ𝑟)

𝐸 (𝑅𝑦)

𝑅𝑦
𝑝!"#$% (
)
𝑏𝑜ℎ𝑟 &

𝑅𝑦
𝑝'() (
)
𝑏𝑜ℎ𝑟 &

𝑝!"#$% (𝑘𝑏𝑎𝑟)

𝑝'() (𝑘𝑏𝑎𝑟)

7.74787

-159.10467

0.00104

0.00105

154.48000

154.81832

7.78567

-159.10629

0.00083

0.00084

123.50000

123.81579

7.82346

-159.10756

0.00064

0.00065

94.35000

94.65348

7.86126

-159.10852

0.00043

0.00045

66.94000

66.23024

7.89905

-159.10916

0.00027

0.00028

41.17000

41.45246

7.93684

-159.10951

0.00010

0.00012

16.95000

17.22917

7.97464

-159.10958

-0.00004

-0.00003

-5.79000

-5.53410

8.01243

-159.10938

-0.00019

-0.00018

-27.14000

-26.89880

8.05023

-159.10892

-0.00032

-0.00031

-47.18000

-46.93605

8.08802

-159.10821

-0.00044

-0.00043

-65.96000

-65.737330

8.12582

-159.10726

-0.00056

-0.00055

-83.56000

-83.34615

8.16361

-159.10609

-0.00068

-0.00067

-100.04000

-99.81876

8.20141

-159.10470

-0.00078

-0.00078

-115.47000

-115.25033

8.23920

-159.10310

-0.00088

-0.00087

-129.89000

-129.68787

8.27700

-159.10130

-0.00096

-0.00097

-143.36000

-143.16323

Table 2.1 shows that 𝑝/NQ$R and 𝑝MTU are far apart, just as expected since the 𝐸<LMNOO is low. On
the other hand, Table 2.2 shows that 𝑝/NQ$R ≈ 𝑝MTU , this is because these results were obtained by
using large energy cutoffs.
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Figure 2.2: Energy (left) and pressure (right) of MgO versus lattice parameter obtained from DFT calculations.
These calculations were carried out using primitive unit cells, a uniform grid of 8x8x8 k-points to sample the
Brillouin zone, and the pseudopotentials “O.pbesol.spn-kjpaw.UPF” and “Mg.pbesol.spn-kjpaw.UPF” for O and
Mg, respectively.

In Fig. (2.2), the blue curve shows data obtained by using 𝐸<LMNOO = 800, whereas the red curve
represents data obtained by using 𝐸<LMNOO = 350. We used a third-order polynomial to fit the energy
curves and find the lattice parameters yielding the minimal value. The parameters minimizing the
energy were found to be equal to 4.21503 Å and 4.21507 Å for an energy cutoff of 800 Ry and
350 Ry, respectively. Therefore, we can conclude that there is no significant difference in the
equilibrium lattice parameter for the two energy curves. We then used a second-order polynomial
function to fit the pressure versus lattice parameter curve. The lattice parameters yielding a zero
pressure were found to be equal to 4.217Å and 4.19 Å in case of an energy cutoff of 800 Ry and
350 Ry, respectively. We notice that these values differ by 0.02 Å, compared to a difference of
0.00004 Å between the parameters derived from the energy curves. it is important to note also that
(S)

(P)

for 𝐸<LMNOO = 800𝑅𝑦 𝑎. ≈ 𝑎. .
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2.5 Calculation of elastic, electronic, and vibrational properties
The elastic constants establish the relationship between strain and stress, and they characterize
how a material responds to a particular geometrical deformation. These properties play an
important role in providing valuable information about the binding characteristics between
adjacent atomic planes, the anisotropic character of binding, and structural stability. The elastic
constants of solids provide a link between the mechanical and dynamical behaviors of crystals and
give important information concerning the nature of the forces operating in solids. These constants
can be also used to predict the structural stability of materials. Elastic constants were calculated
within the framework of density functional theory (DFT) as implemented in QUANTUM
ESPRESSO by using a finite-deformation approach.
A detailed view of a material’s electronic structure is often possible by examination of its band
structure from which the bandgap can be evaluated. The band structure represents the energy of
the available electronic states along a series of lines in the reciprocal space that typically forms a
closed-loop beginning and ending at the Γ-point (Fig. 2.3). In this study, the electronic band
structures of MgO and CaO were computed at the equilibrium lattice constants. The first step
involved a self-consistent field (SCF) calculation. These calculations were carried out by using a
plane-wave energy cutoff of 350 Ry for both MgO and CaO, a uniform grid of 8×8×8 k-points to
sample the Brillouin zone.
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Figure 2.3: First Brillouin zone of a fcc lattice showing symmetry points and high symmetry lines.

The electronic band structure of a solid consists of occupied and unoccupied energy levels/bands,
which are referred to as valence and conduction bands, respectively. In insulator materials such as
MgO and CaO, valence and conduction bands are separated by an energy gap. These bands and
band gaps are derived by band theory, and this is accomplished by examining the allowed quantum
mechanical wave functions for an electron in a large periodic lattice of atoms or molecules. Band
theory has proven useful in the explanation of many physical properties of solids, such as optical
absorption, electrical conductivity and resistivity, it also forms the foundation of the understanding
of devices like transistors, solar cells, diodes, integrated circuits, etc. [18].
A solid has an infinite number of bands. However, the majority of the unoccupied bands have high
energy and are usually disregarded. Similarly, there are low-energy bands associated with core
states, which remain filled with electrons at all times and are inert [19]. The most important bands
that are relevant for electronics and optoelectronics are those with energies near the Fermi level.
In a semiconductor or an insulator, the Fermi level is within the bandgap and it separates the
conduction and valence bands. In a metal or semimetal, the Fermi level crosses one or more
occupied and unoccupied bands [19].
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DFT-calculated bands are in many cases somewhat found to agree with experimentally measured
bands, for example by angle-resolved photoemission spectroscopy (ARPES). In particular, the
band shape is typically well reproduced by DFT, but there are also systematic errors in DFT bands
when compared to experimental results. DFT seems to systematically underestimate by about 3040% the bandgap in insulators and semiconductors [20]. The electronic band structure of Mgo
calculated by DFT is shown below.

Figure 2.4: Electronic band structure of MgO obtained from DFT calculations. The thick vertical black
segment shows the energy gap separating valence and conduction bands.

The phonon dispersion relation is defined as the 𝒌 dependence of the frequencies, 𝜔(𝒌, 𝑗), of the
normal modes for all branches 𝑗 along selected directions within the Brillouin zone of the crystal.
The number of phonon branches is equal to 3N, where N is the number of atoms inside the
primitive unit cell. Each point on the phonon dispersion curve, 𝜔(𝒌, 𝑗), gives the frequency of a
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phonon, which corresponds to a sinusoidal wave of wavelength equal to 𝑙 = 2𝜋/|𝒌|, propagating
along the 𝒌/|𝒌| direction. Typical maximum phonon frequencies range from 10 to 30 THz.

Figure 2.5: Phonon dispersion curves of MgO obtained from DFT calculations.
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Chapter 3
Quasi Harmonic Approximation (QHA)
3.1 Introduction
Temperature and pressure influence the properties of a material. In this research work, we focused
on structural and elastic properties, and to account for the role of temperature, we relied on the
quasi-harmonic approximation (QHA). In this work, we will consider temperature and pressure
values at which both MgO and CaO preserve the rock-salt structure, and therefore are characterized
by a single lattice parameter a. The lattice parameter, or equivalently the volume, attained by either
MgO or CaO at an arbitrary temperature and pressure can be obtained from the following
thermodynamic definition:
𝑃=−

Z[(\,V)
ZV

c

,

\

(3.1)

where F refers to the Helmholtz free energy. The bulk modulus of a material is defined as follows
[21]:
RV

R![

𝐵 = −𝑉 R] = 𝑉 RV !

,

(3.2)

where 𝑉 is the volume of the substance and 𝑃 is the pressure in the system [22].
The Helmholtz free energy is a thermodynamic potential that measures the useful work obtainable
from a closed thermodynamic system at a constant temperature (isothermal), and it defined as:
𝐹 = 𝑈 − 𝑇𝑆

,

(3.3)
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where 𝑈 is the internal energy of the lattice, 𝑇 is the absolute temperature, 𝑉 is the volume, and 𝑆
is the entropy.

3.2 Quasi-harmonic approximation: Basic notions
The quasi-harmonic approximation is a phonon-based model of solid-state physics. It is applicable
in the description of the thermal expansion of a material. It is based on the assumption that
the harmonic approximation holds for every value of the lattice constant, which is to be viewed as
an adjustable parameter. The harmonic phonon model states that all interatomic forces are
purely harmonic, but such a model is inadequate to explain thermal expansion, as the equilibrium
distance between atoms in such a model is independent of temperature. Thus, in the quasiharmonic model, from a phonon point of view, phonon frequencies become volume-dependent in
the quasi-harmonic approximation, such that for each volume, the harmonic approximation holds.

The Helmholtz free energy F in the quasi-harmonic approximation is written as follow:
𝐹(𝑇, 𝑉) = 𝐸QXM (𝑉) + 𝑈^$_ (𝑇, 𝑉) − 𝑇𝑆^$_ (𝑇, 𝑉) ,

(3.4)

where 𝐸QXM is the static energy, 𝑈^$_ is the internal energy in the harmonic approximation, 𝑇 is the
absolute temperature, 𝑉 is the volume and 𝑆 is the entropy due to the vibrational degrees of
freedom. In our study, V corresponds to the Wigner-Seitz unit cell of the crystalline lattice of either
MgO or CaO. This primitive unit cell contains 2 atoms. In Eq. (3.4), 𝐸QXM (𝑉) corresponds to the
total energy of V at zero temperature calculated from DFT, whereas the vibrational internal energy
and entropy assume (in the QHA) the following form:
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'

𝑈^$_ (𝑇, 𝑉) = % .
𝑲

'
𝒌,$

ℏ`𝒌," (V)

'

ℏ𝜔𝒌,$ (𝑉) + % h
"
𝑲

1

𝑆(𝑇, 𝑉) = − 𝑁 2𝒌,& 𝑘# 𝑇 ln [1 − exp 9−

Ө𝐤,, ())
+

𝑲

(3.5)

Ө𝐤,- (/)

𝒌,$

abcd

1

: ] +𝑁

𝑲

1

e5'

=
𝑇

ℏ-𝒌,. (.)

(3.6)

Ө (1)
/012 𝐤,, 345

𝒌,&

3

Where,
Ө𝐤,j (V) =

ℏ`𝒌," (V)

,

A2

(3.7)

the index i corresponds to the branch index, which in our case runs from 1 through 6, Nk is the
number of k-points in the Brillouin zone, and 𝜔𝒌,$ (𝑉) are the harmonic frequencies. By combining
the equations above, we find:
'

𝐹(𝑇, 𝑉) = 𝐸QXM (𝑉) + % .

'

𝒌,$ "

𝑲

'

ℏ𝜔𝒌,$ (𝑉) + % 2𝒌,$ 𝑘k 𝑇 ln [1 − exp q−
𝑲

Ө𝐤,- (m)
n

r]

. (3.8)

It is possible to show that, within QHA, the heat capacity at constant volume takes the following
expression:
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(3.9)

I remark that to calculate the pressure, instead of using the QHA expression dependent on the
Grüneisen parameters, for convenience I used the following formula:
𝑃(𝑇, 𝑉) = −

R[(V)
RV

≈

[(VD∆V) 5[(V5∆V)

.

"∆V
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(3.10)

3.3

DFT calculations of some thermodynamic properties

The equations above show that to calculate the Helmholtz free energy of the Wigner-Seitz unit cell
of MgO or CaO for an arbitrary value of the lattice parameter, we need to calculate the following
quantities: The static energy at zero temperature and the harmonic frequencies on a dense grid of
k-points in the Brillouin zone. To calculate these quantities, I used the pw.x and ph.x codes of
QUANTUM ESPRESSO. In particular, for each value of the lattice parameter, the following steps
were undertaken:
1. Use of pw.x to calculate total energy of the material.
2. Use of ph.x to calculate the dynamical matrix on a uniform 8x8x8 grid of k-vectors in the
Brillouin zone.
3. Fourier transform of the dynamical matrices to calculate the interatomic force constants
(IFCs) in the real space, and use of the IFCs to calculate the phonon frequencies on a dense
uniform grid (of at least 10x10x10) k-points in the Brillouin zone.
After the DFT calculations were completed, I used my Python code to calculate thermodynamic
properties such as the heat capacity at constant volume, as well as the lattice constant and Bulk
modulus as a function of the temperature. In particular, these thermodynamic and thermoelastic
properties were calculated at zero pressure from 0 up to 2000 K.

3.4 Python implementation of QHA
I undertook the following operations to calculate the lattice parameter and Bulk modulus of MgO
and CaO at finite temperature. Firstly, I generated a list of volumes larger and smaller than the
equilibrium one. In particular, I generated 51 volumes by applying a strain to the equilibrium
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volume from -0.002 up to 0.002 at intervals of 0.002. Secondly, for each volume, I used the
procedure described in the previous section to calculate from DFT the static energy and phonon
frequencies. Thirdly, I used my Python code (i) to read the data produced by the DFT calculations
and calculate for each volume the Helmholtz free energy function from 0 to 2000 K; (ii) to fit the
free energy values of the different volumes at a fixed temperature with a third-order polynomial,
and therefore to use the fitting function to determine the first and second derivatives of the free
energy with respect to volume, thus yielding the lattice parameter and Bulk modulus at the desired
temperature and pressure. A screenshot of the Python code to calculate entropy, internal energy,
free energy, and heat capacity at constant volume is shown in Fig. 3.1, whereas Fig. 3.2 shows the
entropy function of both MgO and CaO in their equilibrium volume at zero pressure and
temperatures.

Figure 3.1: Python code that calculates thermodynamics properties at temperatures ranging from 0 to 2000 K
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Figure 3.2: A graphical representation for Entropy results for both MgO and CaO

In the following, I show screenshots of the Python codes and Bash scripts used to accomplish the
aforementioned operations.

29

Figure 3.3: A python code that calculates free energy at temperatures ranging from 0k to 2000k for each volume.
The code prints out the temperatures, free energies and a constant lattice parameter and volume values.
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.

Figure 3.4: A Bash script that sends the code in fig 3.3 above to each of the 51 directories and solves for the free
energy and temperature at each directory. It also extracts the solution to the Python code at temperatures values of
300, 1000, 1500, and 1800k, collates the results, and saves it as a text file- results.txt.

Figure 3.5: A python code that plots and fits the free energy versus volume curve at different temperature (300,
1000, 1500, 1800 K). This code was also implemented to fit the free energy volume curve at temperatures values
ranging from 0 to 2000 K
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Figure 3.6: A fitted Free energy versus volume curve at 300 K, 1000 K, 1500 K and 1800 K.

.Figure 3.7: A python code that calculates for the first and second derivative of the free energy volume curve at 290
K. this code was also adjusted to calculate the free energy volume curve at all temperatures ranging from 0 to 2000k
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Figure 3.8: A bash script that generates the values for Temperature, lattice parameter, volume, pressure, and bulk
modulus.

.
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Chapter 4
Result and Discussion
We have calculated the lattice parameter, elastic constants and some thermodynamic quantities
such as entropy, Helmholtz free energy, specific heat capacity at constant volume and internal
energy for temperature values ranging from 0 K to 2000 K. We also calculated the bulk modulus
and volumetric thermal expansion for temperature values ranging from 0 K to 200K. To achieve
this, we calibrated our machine by choosing the right combination of parameters for our DFT
calculations. In choosing these combinations, we had to optimize the combinations to make sure
our results are accurate and close to experimental values and to make sure our calculations are not
computationally expensive. The combinations are the energy cutoffs for wave functions and charge
density, the uniform grid in sampling the Brillouin zone, and the pseudopotentials.
For completeness, we spent some time investigating the electronic and vibrational properties of
MgO and CaO (at zero temperature and at zero pressure).

4.1 Lattice parameters and elastic constants of MgO and CaO in
static conditions at zero pressure
Starting with the lattice parameter, for each molecule (MgO and CaO), we carried out DFT
calculations for the ground state energy and pressure for several unit cell volumes. The energy
versus volume data was then plotted and fitted using a 5th-degree order of polynomial. We also
plotted and fitted the pressure-volume data using a 3rd order degree polynomial. From the two
figures shown below in Fig. (4.1) and Fig (4.2), the equilibrium lattice parameter is the same
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(4.2008 Å for MgO, 4.71030 Å for CaO). This value is the lattice parameter that was chosen for the
rest of our DFT calculations. The calculated lattice parameters hold for zero pressure and
temperature since DFT is a ground-state theory. However, experimental measurements of lattice
parameters (4.203 Å For MgO [2] and 4.760 Å For CaO [23]) are generally done at non-zero
temperature and pressure. This partly accounts for the error in calculating the lattice parameters
and why there is a slight difference between the calculated lattice parameter and the experimental
lattice parameter for MgO and CaO.

Figure 4.1: (left) energy versus lattice parameter curve of CaO; (right) Pressure versus lattice parameter curve of
CaO. These calculations were carried out using a uniform grid of 8x8x8 k-points to sample the Brillouin zone, and
the pseudopotentials “O.pbesol.spn-kjpaw.UPF” and “Ca.pbesol.spn-kjpaw.UPF” for O and Ca, respectively.
a=4.71030 Å
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Figure 4.2: (left) energy versus lattice parameter curve of MgO; (right) Pressure versus lattice parameter curve of
MgO. These calculations were carried out using a uniform grid of 8x8x8 k-points to sample the Brillouin zone, and
the pseudopotentials “O.pbesol.spn-kjpaw.UPF” and “Mg.pbesol.spn-kjpaw.UPF” for O and Mg, respectively.
a=4.2008 Å

We ran several DFT calculations for calculating the elastic constants of MgO and CaO by
varying the pseudopotentials, Brillouin zone sampling k value, energy cut-offs for charge
density, energy cut-offs for wavefunctions. These variations resulted in different lattice
parameters which in turn resulted in different values for elastic constants 𝐶'' , 𝐶'" , 𝐶YY . The
results are summarized in the table below and observations are discussed thereafter.
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Table 4.1: Elastic constants and lattice parameter value for MgO with varying pseudopotentials, varying uniform grid
k-points from 10x10x10 to 8x8x8 to sample the Brillouin zone, as well as varying the energy cut offs for charge density
and energy cut offs for wavefunctions
Pseudopotentials

𝑬𝒄𝒖𝒕 . 𝒓(𝑹𝒚) 𝑬𝒄𝒖𝒕 . 𝒘(𝑹𝒚) 𝒂𝟎 (Å)

𝑪𝟏𝟏 (𝑮𝑷𝒂)

𝑪𝟏𝟐 (𝑮𝑷𝒂) 𝑪𝟒𝟒 (𝑮𝑷𝒂)

10

200

800

4.2216

293.7046

90.3254

144.4616

8

100

400

4.2143

294.2907

90.3487

144.5559

8

75

350

4.2073

301.1361

90.6975

145.3014

10

200

800

4.2200

291.6914

90.1586

143.5148

8

120

450

4.2180

293.7759

90.2728

143.8224

8

100

400

4.2164

294.9209

90.3827

143.9983

10

200

800

4.1667

326.3927

95.4752

151.6877

8

120

450

4.1658

327.2031

95.5237

151.7766

8

100

400

4.1640

328.6952

95.5711

151.9659

K
value

Pbesol.spnl-rrkjus

Pbesol.spn-rrkjus

Pz.spn-rrkjpaw

Experimental values for 𝐶'', 𝐶'" , 𝐶YY are 297.00 𝐺𝑃𝑎, 95.20 𝐺𝑃𝑎 and 155.70 𝐺𝑃𝑎 respectively
as measured by H.K Mao et al [24].

37

Table 4.2: Elastic constants and lattice parameter value for CaO with varying pseudopotentials, varying uniform grid
k-points from 10x10x10 to 8x8x8 to sample the Brillouin zone, as well as varying the energy cut offs for charge density
and energy cut offs for wavefunctions
Pseudopotentials

K

𝑬𝒄𝒖𝒕 . 𝒓(𝑹𝒚) 𝑬𝒄𝒖𝒕 . 𝒘(𝑹𝒚)

𝒂𝟎 (Å)

𝑪𝟏𝟏 (𝑮𝑷𝒂) 𝑪𝟏𝟐 (𝑮𝑷𝒂) 𝑪𝟒𝟒 (𝑮𝑷𝒂)

value
10

200

800

4.7709

226.1972

56.6893

73.6811

Pbesol.spnl-

8

100

400

4.7679

226.8753

56.7320

73.7034

rrkjus

8

75

350

4.7601

227.3521

57.3764

74.0361

10

200

800

4.7203

260.4753

62.4319

79.2108

8

120

450

4.7108

261.1347

62.5749

79.3765

8

100

400

4.7103

262.0402

62.9856

79.6766

Pz.spn-rrkjpaw

Experimental values for 𝐶'', 𝐶'" , 𝐶YY are 221.0 𝐺𝑃𝑎, 56.66 𝐺𝑃𝑎 and 80.39 𝐺𝑃𝑎 respectively as
measured by P. Son et al [25].

From our results in table 4.1 and 4.2 we notice that the Pz.spn-rrkjpaw pseudopotential has a lower
lattice parameter and higher elastic constants than the Pbesol.spnl-rrkjus pseudopotential. For each
pseudopotential, the results (lattice parameter and elastic constants) are very close to each other
with only a difference of 0.01 Å in lattice parameter and 0.1 difference in elastic constants. Our
results in Table 4.1 agree with the work of H.K Mao et al on the elastic constants of MgO [24],
while the works of P. Son et al [25] on the elastic constants of CaO are also close to our results in
table 4.2. For both Mgo and Cao and for each pseudopotential, as we decrease the k value and
𝐸<LM , the lattice parameter decreases while the elastic constant increases. Since there are not many
differences in the results, for further thermal calculations in the following sections we decided to
use lower energy cut off and a k value of 8 as using higher k value and energy cut off are
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computationally expensive, i.e., they take more time compared to using lower values, at least 72
hours longer.

4.2 Electronic properties
The electronic properties of MgO and CaO molecules were studied by calculating the electronic
band structure through DFT calculations as described in section 2.5 the results are shown below
in Fig. (4.3). From the figures shown, the zero-energy level is the top of the valance band, the
negative energy level is the occupied states, and the positive energy level is the unoccupied states.
In both cases i.e., MgO and CaO we have a direct bandgap because the top of the valence band is
directly under the bottom of the conduction band. The energy band gap is the energy needed for
excitation or the minimum amount of energy required for an electron to break free of its bound
state. For MgO the energy band gap is 4.6eV, this bandgap is large, so MgO does not act as a semiconductor, compared to silicon, for example, which has a bandgap of 1.1eV. it is better to classify
MgO as an insulator at room temperature. In the same vein, we classify CaO as an insulator as
well, because the calculated bandgap in this research work for CaO was 5.1eV.
There are differences between the calculated bandgap and the theoretical bandgap. The theoretical
bandgap for MgO is 7.8eV [4] while that of CaO is 7.1eV [6]. The difference originates from the
differences between the calculated lattice parameter and theoretical lattice parameter which
originates from the treatment of electrons as either core or semi core. The underestimation of band
gaps is a well-known effect of DFT calculations.
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Figure 4.3: (left): CaO energy bandgap (𝐸< ); 𝐸< = 5.1 𝑒𝑉 (right): MgO energy bandgap (𝐸< ); 𝐸< = 4.6𝑒𝑉.
These calculations were carried out using a uniform grid of 8x8x8 k-points to sample the Brillouin zone,
and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spn-kjpaw.UPF” and “Ca.pbesol.spn-kjpaw.UPF”
for O, Mg, and Ca. A lattice parameter of a=4.2008 Å fpr Mgo and a lattice parameter of a=4.7103 Å for Cao.

In order to get a more detailed picture of the electronic structure in MgO and CaO, the phonon
dispersion relation was constructed, they are described in Fig. (4.4). It is evident that the phonon
spectra for MgO and CaO are almost similar in profile except for the fact that the CaO has a denser
set of curves. The absence of negative frequencies in the phonon spectrum for both MgO and CaO
is an indication that these structures are stable. The phonon dispersion relation of CaO shows a set
of 6 branches that stretches from 0 cm−1 to about 650 cm−1 which corresponds to 2 atoms in the
unit cell with each atom having 3 modes, giving a total of 6 modes. Whereas the phonon dispersion
relation of MgO shows a set of 6 branches that stretches from 0 cm−1

to about 710 cm−1

corresponding to 2 atoms in the unit cell with each atom having 3 modes, giving a total of 6 modes.

40

Figure 4.4: (left): CaO phonon dispersion relation, (right): MgO phonon dispersion relation. These calculations
were carried out using a uniform grid of 8x8x8 k-points to sample the Brillouin zone, and the pseudopotentials
“O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spn-kjpaw.UPF” and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A
lattice parameter of a=4.2008 Å fpr Mgo and a lattice parameter of a=4.7103 Å for Cao

4.3 Thermal properties
In this section, we discuss the relationship between the thermal properties (such as entropy,
specific heat capacity, Helmholtz free energy, and total energy) with temperatures ranging from
0k to 2000k for MgO and CaO. My python code was used to implement QHA to solve for the
thermodynamic properties described after using DFT.
Fig 4.5 are the calculated specific heat capacity curve at constant volume for CaO and MgO, the
curve has similar profiles as expected. At high temperatures, we observe that the ratio of the heat
capacity and Boltmanz constant has a constant value of 6. This is valid because of the relation
defined in Eqn. (4.1) since the number of atoms in MgO and CaO is 6. It is also evident that CV
→ 0 as T → 0 for both MgO and CaO structure which agrees with the Debye model of specific
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heats. For both MgO and CaO, CV has a cubic dependence on temperature as T → 0 just as the
Debye model of specific heats predicts that CV should have a cubic dependence on temperature as
T → 0 [26].
𝐶^ = 3𝑁𝑘k

(4.1)

where, N is 2 for both MgO and CaO.

Figure 4.5: specific heat capacity curve for Cao and MgO. CaO is represented with red lines while the cyan line is
the data for MgO. The DFT calculations were carried out using a uniform grid of 8x8x8 k-points to sample the
Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spn-kjpaw.UPF” and
“Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å fpr Mgo and a lattice
parameter of a=4.7103 Å for Cao
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Fig (4.6) shows the dependence of internal energy, U, on temperature, T, for MgO and CaO
respectively. Using the first law of thermodynamics:
dU = dQ – pdV = CvdT − pdV,

(4.2)

where Q is heat, p is pressure and V is volume. This implies that the only way of changing the
internal energy of a system is by raising its temperature (CvdT) or by performing work on it
(−pdV). At constant volume, pdV=0 and therefore the internal energy is a function of temperature
only. Hence, the internal energy is proportional to temperature in agreement with this work.

Figure 4.6: (left): Dependance of Internal energy on temperature curve for CaO. (right): Dependance of Internal
energy on temperature curve for MgO. The DFT calculations were carried out using a uniform grid of 8x8x8 kpoints to sample the Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spnkjpaw.UPF” and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å for MgO and
a lattice parameter of a=4.7103 Å for CaO
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Fig. (4.7) shows the dependence of entropy on temperature for CaO and MgO. The entropy is
usually referenced to its value at very low temperatures, which (according to the law of
thermodynamics) equals zero, that is: at 0 K the entropy is 0 Ry/K. Both figures gave the same
structure and the value for the entropy is 0 Ry/K between 0 K and 250 K, after which there was a
linear dependence on temperature. i.e., at low temperatures (<250 K), the degree of disorderliness
was 0 Ry/K, and at temperatures greater than 250 K, the degree of disorderliness increases as the
temperature increases.

Figure 4.7: Dependance of entropy on temperature curve for CaO and Mgo. The green line represents MgO while
the blue lines represent CaO. The DFT calculations were carried out using a uniform grid of 8x8x8 k-points to
sample the Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spn-kjpaw.UPF” and
“Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å for MgO and a lattice
parameter of a=4.7103 Å for CaO

44

Fig (4.8) shows the dependance of Helmholtz free energy on temperature for CaO and MgO. We
generally expect the Helmholtz free energy to be indirectly proportional to the temperature, i.e., as
the temperature increases, the Helmholtz free energy decreases. It should be noted that up until
250 K there was a cubic dependance on temperature and a linear dependence from temperature
greater than 250 K for both CaO and MgO.

Figure 4.8: (left): Dependance of Helmholtz free energy on temperature curve for CaO. (Right): Dependence of
Helmholtz free energy on temperature curve for MgO. The DFT calculations were carried out using a uniform grid
of 8x8x8 k-points to sample the Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spnkjpaw.UPF” and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å for MgO and
a lattice parameter of a=4.7103 Å for CaO

The relationship between pressure and temperature was also calculated and the result is depicted
in Fig. (4.9). The curves again have the same structure with the only significant difference is that,
as the temperature increases, MgO has a higher-pressure value than CaO. For CaO the highest
pressure value is 22 Kbar while that of MgO is 32 Kbar both at 2000 K. and the lowest pressure
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value for CaO is 0 Kbar while that of MgO is 2 Kbar both at 0 K. However, we expect a linear
dependence of pressure on temperature and a direct proportionality between two quantities, which
is what our result shows.

Figure 4.9: Dependence of pressure on temperature curve for CaO and MgO. The red lines represent data for CaO
while the green line represents data for MgO. The DFT calculations were carried out using a uniform grid of 8x8x8
k-points to sample the Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, “Mg.pbesol.spnkjpaw.UPF” and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å for MgO and
a lattice parameter of a=4.7103 Å for CaO

From the law of thermal expansivity of solids, we expect a significant increase in length and
volume as temperature increases, this is shown in our result in Fig. (4.10) which shows the
relationship between lattice parameter and temperature for MgO and CaO. From Fig. (4.10) we
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observe that at low temperature (0-100 K) there is an insignificant increase in length as the
temperature increases, but from 150 K there was a significant increase in length as the temperature
increases (a linear dependence). Fig (4.10) shows our current result and results from experimental
data [27] which corroborates with our present study, that lattice parameter increases as we raise
the temperature of a solid. However, it should be noted that there is a slight deviation from the
experimental result from the temperature mark of 1600 K. This can be as a result of a change in
pseudopotential used or other criteria used in the DFT calculations.

Figure 4.10:(left): Graph of lattice parameter versus temperature of CaO showing results from our calculations
and experimental data[27]. (right): Graph of lattice parameter versus temperature of MgO showing results from
our calculations involving four different pseudopotentials and experimental data[27]. The DFT calculations were
carried out using a uniform grid of 8x8x8 k-points to sample the Brillouin zone, and the pseudopotentials
“O.pz.spnl-kjpaw.UPF”, O.pbesol.spn-kjpaw.UPF “Mg.pbesol.spn-kjpaw.UPF” Mg.pz.spn-kjpaw.UPF and
“Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å for MgO and a lattice
parameter of a=4.7103 Å for CaO

The relationship between pressure and volume at constant temperature was also calculated, and
the results are graphically represented in Fig. (4.11). We expected an inverse relationship between
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pressure and volume, i.e., as the system expands the pressure in the system decreases. Results in
Fig. (4.11) match exactly the experimental data from [28]

Figure 4.11: Graph of pressure versus volume for CaO. (Right): Graph of pressure versus volume for MgO showing
results for four different pseudopotential and experimental data [28]. The calculations were carried out at a
temperature value of T=290 K. The DFT calculations were carried out using a uniform grid of 8x8x8 k-points to
sample the Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, O.pbesol.spn-kjpaw.UPF
“Mg.pbesol.spn-kjpaw.UPF” Mg.pz.spn-kjpaw.UPF and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice
parameter of a=4.2008 Å for MgO and a lattice parameter of a=4.7103 Å for CaO

Bulk modulus which is sometimes referred to as the incompressibility of a material is the measure
of the ability of a material to withstand changes in volume when under compression on all sides.
The higher the bulk modulus, the higher its nature to be incompressible. It increases with increase
in pressure for solids. This definition is verified in Fig (4.12) below
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Figure 4.12: Graph of bulk modulus versus pressure for CaO at 500 K. (Right): Graph of bulk modulus versus
pressure for MgO at 500 K . The calculations were carried out at a temperature value of T=290 K. The DFT
calculations were carried out using a uniform grid of 8x8x8 k-points to sample the Brillouin zone, and the
pseudopotentials “O.pz.spnl-kjpaw.UPF”, O.pbesol.spn-kjpaw.UPF “Mg.pbesol.spn-kjpaw.UPF” Mg.pz.spnkjpaw.UPF and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice parameter of a=4.2008 Å for MgO and a
lattice parameter of a=4.7103 Å for CaO

Fig. (4.13) shows bulk modulus versus temperature obtained at four different pseudopotentials
for MgO and bulk modulus versus temperature of CaO and experimental data from [29]. From
the figure, the bulk modulus for MgO is 150Gpa for the pbesol pseudopotential and 160Gpa for
the pz pseudopotential, at 500k and 1000k the values of the bulk modulus for MgO are between
150GPa and 170GPa are 137Pa and 150GPa for the pbesol pseudopotential and 169Gpa for the
pz pseudopotential, the bulk modulus at 2000k is 70Gpa and 95GPa for pbesol pseudopotential
and 169Gpa for the pz pseudopotential respectively. Experimental work of Anderson et all [29]
indicates that at 250k the bulk modulus of MgO is 166Gpa, at 500k and 1000 K, the bulk
modulus for MgO is 163 GPa and 155 GPa, and at 2000 K the bulk modulus of MgO is 99 GPa.
Our study at the pbseol pseudopotential is in agreement to the works of Anderson et all [29].
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For CaO, at 250 K our present study indicates that the bulk modulus is 120 GPa while
experimental work from oda et all [29] indicates that the bulk modulus at 250 K is 110 GPa. At
1200 K, experimental work indicates that the bulk modulus is 97 GPa while the current study
indicates that the bulk modulus is 90GPa. There is an agreement at a temperature range of 600k to
800 K where the bulk modulus was between 100 Gpa and 105 Gpa.
The discrepancy in this study is likely as a result of different criteria employed in the DFT
calculations.

Figure 4.13: (left): Graph of bulk modulus versus temperature (CaO) showing results for the present study and
experimental data from Oda et all [29]. (Right): Graph of bulk modulus versus temperature (MgO) showing results
for four different pseudopotentials. The DFT calculations were carried out using a uniform grid of 8x8x8 k-points to
sample the Brillouin zone, and the pseudopotentials “O.pz.spnl-kjpaw.UPF”, O.pbesol.spn-kjpaw.UPF
“Mg.pbesol.spn-kjpaw.UPF” Mg.pz.spn-kjpaw.UPF and “Ca.pbesol.spn-kjpaw.UPF” for O, Mg, and Ca. A lattice
parameter of a=4.2008 Å for MgO and a lattice parameter of a=4.7103 Å for Cao “Ca.pbesol.spn-kjpaw.UPF”
for O, Mg, and Ca. A lattice parameter of a=4.2008 Å fpr Mgo and a lattice parameter of a=4.7103 Å for Cao
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Chapter 5
Conclusion
In this research project, I developed a collection of Python codes implementing a QHA method to
calculate the thermoelastic properties of cubic materials. To validate the new computational tools,
this implementation of QHA has been used in conjunction with a DFT approach to calculate
structural, thermodynamic, and elastic properties of MgO and CaO. In particular, our
computational method has been used to calculate for both MgO and CaO (i) the internal energy,
entropy, and free energy at constant volume and increasing temperature, (ii) the heat capacity at
constant volume, (iii) the lattice parameter and Bulk modulus at zero pressure and increasing
temperature, and (iv) the lattice parameter and Bulk modulus at constant temperature and
increasing values of the external pressure. To achieve this, we calibrated our machine by choosing
the right combination of parameters for our DFT calculations. In choosing these combinations, we
had to optimize the combinations to make sure our results are accurate and to make sure our
calculations are not computationally expensive. The combinations are the energy cutoffs for wave
functions and charge density, the uniform grid in sampling the Brillouin zone, and the
pseudopotentials. Comparisons of our results with both previous computational studies and
available experimental results demonstrate that our computational method is sound, efficient, and
allows us to predict thermoelastic properties of cubic materials. Furthermore, our calculations
show that the choice of the exchange and correlation energy functional is key to achieving an
agreement with the experimental over a wide interval of temperature. In particular, our calculations
show that, in the case of MgO, local density approximation functionals yield results that agree well
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with the experiment up to 1500 K, whereas generalized gradient approximation functionals give
results that start to deviate significantly from the experiment at around 1000 K. Future
developments of this research project include: (i) extending our QHA methods to investigate the
thermoelastic properties of materials with a symmetry lower than the cubic one, and (ii) exploring
methods to account for anharmonic effects and correct the performance of QHA at high
temperatures.
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