Sonic Booms of two different bodies, a double cone configuration and a modified F-5E aircraft are predicted using Euler solvers for the near field, and a Full Potential Propagation method for the far field. Shock fitting and grid adaptation are used to enhance accuracy of computations. The far field propagation code using the full potential equation is the first three-dimensional CFD code in literature that can march the solution with atmospheric changes in temperature and pressure taken into account. The non-linearity and non-axisymmetry of the Full Potential propagation code are its superiorities against the available "state-of-the-art" prediction methods that utilize the linear "ray-tracing" approach. The following work presents a new sonic boom prediction methodology using three dimensional CFD, with comparisons to experimental results for the double cone and for the modified F-5E aircraft. There is excellent agreement between computational and experimental results. 
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I. Introduction
This paper introduces a new method for the prediction of sonic boom, using 3D CFD computations. The flow near the aircraft is solved using an Euler solver, which in turn is used as the boundary condition for the Full Potential Equation (FPE) that is solved to propagate the shocks all the way to the ground. Atmospheric changes in temperature and pressure are taken into account to accurately model real atmosphere. Shock fitting and grid adaptation methods are used during grid generation process, and are found to be crucial for the accuracy and the stability of the computations. The method is tested for near field using the wind tunnel measurements 4 of a "double cone" body ( Fig. 1) at axisymmetric flow at Mach 2.01, and for far field with standard atmosphere using the ground measurements of the "Shaped Sonic Boom Demonstrator" of Northrop -Grumman 9 ( Fig. 2 ) at 1.922 o angle of attack.
Sonic Boom is a "thunder-like" sound heard as two bangs, as a result of the shock waves of a supersonic aircraft. The shock waves of a conventional supersonic aircraft that fly above 30,000 ft are still strong enough to generate unwanted noise levels that can be harmful to humans, animal life, and even structures. The low frequency waves inherited in the sonic boom structure pose a threat to structures in particular, since they can match to the structural natural frequencies. A noise level of 130 dB is considered as the pain threshold. Table 1 The sonic boom signatures of conventional supersonic aircraft look like an "Nwave", where there is a steady decrease in pressure between leading and trailing shocks. It has been demonstrated that signatures other than "N-wave" shape can be attained by carefully designing the geometry of the aircraft 8 . Two alternatives to "N-wave" are known as the "flat-top" and the "ramp" type signatures. Figure 3 illustrates the three wave signatures.
The "N-wave" produces the loudest sonic boom since it has the highest peak overpressure.
Therefore, it is desirable to design an aircraft that produce one of the other two alternative wave shapes. A flat-top signature has been demonstrated by the "Shaped Sonic Boom Demonstrator" (SSBD) of Northrop -Grumman in 2003 1 , with a reduction in noise as much as 25%.
To expedite the design process of low-boom aircraft, it is crucial to have computational tools that accurately predict sonic boom on ground.
Among the already available approximate methods since 1970's, there are Whitham's Ffunction 17 that relates body configuration to the near field pressure signature, and linear ray-tracing methods 6, 11 that extrapolate the near field signature to far field. These methods have several weaknesses such as assumed axisymmetry, and use of linear equations. In reality the flow is not axisymmetric due to angle of attack and complicated aircraft geometry. The flow down to approximately 200 body lengths below aircraft in particular has non-linear characteristics 12, 18 . The method presented in this paper uses nonlinear CFD throughout the entire prediction process, starting with very accurate near field computations using Euler equations and a fine grid, followed by Full Potential Equation computations to propagate the flow to the ground.
II. Near Field Computations
The near field Euler solution for the modified F-5E has been provided by Northrop -Grumman 1 , whereas the near field solution for the double cone is computed using the flow solver CFL3D by NASA Langley Research Center in Euler mode. The solver uses Roe's flux-difference splitting scheme for upwinding, and utilizes multi-grid to decrease convergence time. Grid generation for the double cone is done using the shock fitting and grid adaptation methods described below. The grid is updated after each solution to improve shock fitting. This iterative procedure of solving on a current grid and generating a new one by shock fitting is carried out until the RankineHugoniot (RH) shock jump conditions are satisfied to a prescribed threshold across the shocks. Grid adaptation is done to improve the efficiency of the grid, and thus cut in computational time. The computations are carried out in parallel mode using the Unix clusters at Old Dominion University to save time. American Institute of Aeronautics and Astronautics 
A. Governing Equations
The near field is solved using the three dimensional Euler equations in general curvilinear coordinates (GCC), as shown below in index notation. 
Here i U is the contravariant component of velocity which is defined by 
Pressure is related to the flow variables through the gas equation
B. Shock Fitting
Shock fitting in this study is done by aligning the grid lines with the shocks. When used with an upwinded Riemann solver like CFL3D, this method is said to generate the exact RH shock jump conditions by posing the local problem into a mere 1D Riemann problem 5 . This method requires iterative grid generation and solution procedure, since the shocks are not known a priori.
The first step in shock fitting is to detect shocks in an already available solution. This step is called "physical shock fitting". The detection is done by checking on the gradients of density and Mach number that peak at shocks. The idea is to look for groups of grid points where the gradients are greater than a prescribed threshold value. For initial iterations of shock fitting where the grid is not perfectly aligned with the shocks, the gradients tend to be oscillatory or dissipated. In general, the gradient of Mach is found to be more reliable than the density gradient for such cases. At each shock, a number of points are found to be above the Mach gradient threshold. The algorithm designates the gird point with the maximum density gradient in each shock group as the shock point. One key point in this process is to normalize the gradients with the maximum value on that grid line, so that a single threshold value will work for all altitudes. Figure 4 shows an example of the density and Mach gradients along the grid line that crosses the shocks in the double cone near field solution with
. The density curve is also given to display the actual shocks along with the gradients. American Institute of Aeronautics and Astronautics The second step of shock fitting is called "geometrical fitting", where the detected shock points are fitted by a least square polynomial to make sure a smooth grid line will be produced. A third order polynomial accurately conforms to the shock in general. Availability of such polynomials also facilitates the grid generation process. Additional algorithms are developed to detect shock merging, or handle incomplete shocks. In case of structured grids, such phenomena require multi-blocking to avoid irregularities such as grid lines converging to singularity, high aspect ratio grid cells, or incomplete gridlines.
C. Grid Adaptation
The grid lines are desired to cluster towards the shocks to make the grid more efficient.
In case of 3D computations for a fairly large physical domain, this becomes essential.
Grid adaptation is again done by using the density gradient information from an already available solution. The idea is to redistribute grid points on a grid line by clustering them towards regions where the area under the density gradient curve is greater. Figure 5 shows a sample density gradient curve and the relative grid line with adapted grid points. A value of 0.1 is added to the density gradient data set to avoid zero values for the area, or else the algorithm puts no grid points in zero gradient regions. The value 0.1 was chosen for illustrative purposes, and it is a user input. In fact, it controls how strong the clustering should be. Since each shock is adapted depending on its strength, user does not have to worry about setting a clustering strength for each individual shock. This optimizes the grid adaptation for any shock structure. Varying grid adaptation strength can be observed in figure 5.
III. Far Field Computations
Far field computations are carried out using the Full Potential equation. The equation is hyperbolic in the axial direction due to supersonic flow. Thus it is possible to march the solution in space and limit iterations to crossflow grid coordinates only. This allows the solution to be propagated rather then iterated through the atmosphere, saving in computational memory and time requirements.
A. Governing Equations
The 3D steady compressible FPE in conservative form in GCC is given below in index notation.
Here J 1 is the Jacobian as given in Eq. 5, and 
B. Computational Scheme
The computational scheme is based on Ref. Since the flow is hyperbolic in the marching direction, 1 derivative in Eq. 6 is backward differencing as shown in American Institute of Aeronautics and Astronautics Eq. 8. The other two derivatives on the cross-flow coordinates are central differenced as shown in Eq. 9 for 2 term.
When cast in GCC, FPE switches between hyperbolic and elliptic on the 2 cross-flow coordinate that crosses the shocks, as the Mach number normal across the shock changes from supersonic to subsonic. If this derivate is upwinded similar to the 1 derivative using backward differencing in hyperbolic regions, the problem no longer is tridiagonal, drastically increasing computational costs 2 . Instead, upwinding is simulated using density biasing to create the necessary artificial dissipation term for this derivative in the truncation error. The density biasing is given by 2 ( ) 1  1  2  2   22  2  2  2  2  ,  ,   ,  ,  22 2  22  2  2  2  2  2  ,  ,  , ,
The density in the 2 derivative in Eq. 9 is replaced by in Eq. 10. The choice of the artificial viscosity coefficient is based on the coefficient of the second order derivative term in the truncation error of the backward differencing of 1 derivative, which is responsible for the implicit artificial dissipation in that direction 2 . Such artificial dissipation terms are crucial in the stability of computations of hyperbolic equations.
C. Euler / FPE Interface
The near field Euler solution is used as the upstream boundary condition for the FPE to propagate. This is accomplished by taking three cross-flow plane cuts downstream of the body in the Euler solution, and converting the Euler velocities to potential . The interface slice through the Euler solution of SSBD is shown in Fig. 7 with density contours. Shocks can be observed as sudden changes to warmer colors in axial or inward radial direction. American Institute of Aeronautics and Astronautics The accuracy of conversion is verified by recalculating velocities from the newly computed , and comparing to the original Euler velocities. A good match is achieved if the wake is avoided by creating a toroidal grid instead of a full circle for the interface slice. The wake carries strong vorticity which cannot be allowed in potential flow. Figure 8 shows the errors in axial component of the velocity between Euler and Full Potential solution for the interface cut shown in Fig. 7 . The errors are greater close to the wake due to vorticity. By Crocco's theorem it is known that oblique shocks are also a source of vorticity, and minor errors can be observed around about strong lower shocks. In general, error is less than 4 
.

D. Grid Topology
Grid generation is done automatically in the far field marching code, using shock fitting and grid adaptation routines similar to the ones used in near field computations as explained in sections II.B and II.C. The grid is a hollow cone, surrounding only the shocks and avoiding the wake region. Since the flow is symmetric by X -Z plane, only half of the cone is used. The grid cone covers the entire atmosphere, until the lower shocks reach the desired altitude where the computations are stopped. Due to the elliptic nature of the cross-flow planes and non-axisymmetry of the problem, the whole cross-flow semi-circle is solved at all times. To fit the problem in computer memory, the conical grid is divided into "main blocks" which are axial slices with a desired number of cross-flow planes. The atmospheric variations with altitude are introduced by subblocking the main blocks and assigning each sub-block a different free stream speed of sound using its center point as reference. Figure 9 illustrates the grid topology with main blocks and sub-blocks. Sub-blocks are also used for parallel MPI computations, where each sub-block is given to one CPU. Shock fitting, grid generation, flow computation, and hard drive I/O are all done in parallel.
Each new main block is extruded using the shocks of the previous main block where a solution exists. The shocks extend linearly in local scale of main blocks, but they actually curve in the scale of the entire grid that covers the atmosphere. Figure 10 shows the grid on the X-Z plane running from the aircraft to the ground in the SSBD case with standard atmosphere. The deviation of the grid from the tangent to the grid at the start of the run is visible. This curving is a natural effect of the change in free stream speed of sound and thus the Mach number. As the atmosphere gets warmer towards the ground, the speed of sound increases and the free stream Mach number decreases, which in turn increase the Mach angle. This is in contrast to linear ray-tracing methods where the signals are propagated along straight lines. American Institute of Aeronautics and Astronautics 
E. Boundary Conditions
The outer radial boundary is given free stream conditions since this boundary is upstream of any disturbance. The inner radial boundary is not far enough from the trailing shock to assign free stream conditions, thus extrapolation boundary condition is given here. The boundaries on the X -Z plane are given symmetry condition. No boundary conditions are necessary for the downstream boundary of a main block in the axial direction, since flow is hyperbolic in this direction. For the upstream boundary of a main block, a special pressure matching technique is used to account for pressure changes by altitude. The idea is to match overpressures from one main block to the next (Eq. 15), as the free stream value of the pressure is modified with respect to the center point of a sub-block. The last three cross-flow planes of the previous main block are matched to the first three of the new main block. The procedure is as follows. 
where m U are the contravariant velocity components, and g is the contravariant metric tensor. Then by using 
IV. Results and Discussion
Two sets of results will be displayed in this section, one for the double cone at axisymmetric flow with Mach 2.01 in isothermal atmosphere, and one for the modified F-5E / SSBD of Northrop -Grumman with Mach 1.414 at an angle of attack of 1.922 o and in standard atmosphere. Both cases are compared to experimental results.
A. Double Cone with Mach 2.01 at Axisymmetric Flow in Isothermal Atmosphere
The near field grid used for the double cone case is axisymmetric with only 5 meridian planes to allow multi-grid in CFL3D in this direction, and 11 grid blocks in radial direction to handle shock merging. The grid after 6 th iteration of shock fitting is shown in Fig. 11 . Total number of grid points is 2,141,866. The upper boundary is extended up to h / L = 26 to compare the solution to FPE at h / L = 25 for the verification of FPE marching results. The case is run parallel using 11 2.4GHZ AMD64 Opteron CPU's, and the total execution time for 4000 iterations is 173 minutes.
Far field run for this case is started by obtaining the Euler / FPE interface at x/L = 9. 8 subblocks of dimensions 19(k)x461(j)x20(i) each are used on 8 CPU's and the case is run in parallel mode to reduce computational time. Total number of main blocks is 10,000 and the altitude reached is h/L = 611 below the double cone. Total number of grid points is 14,014,400,000. Number of shock fitting iterations is limited to 2 to save time. Total run time is 14.6 hrs. The case is run using isothermal atmosphere. Figure 12 shows the overpressures at 6 different altitudes. SFGA# in the legend refers to "shock fitting and grid adaptation" iterations. In Fig. 12 .a, the improvement of the result with SFGA iterations can be observed. The 2 nd and 3 rd shocks at Fig. 12 .a are seen to have merged by Fig. 12.b. Figures 12.b, 12 .c, and 12.d show comparisons with the experimental data and near field theory that are found in Ref. 4 . The "adjusted pressure" is defined as ( ) ( )
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where Ax is the distance from the point where pressure curve crosses the x-axis for the first time from the right 4 . The results show excellent agreement with experiments. The agreement between CFL3D and the FPE marching code is also remarkable. The solutions of both codes match exactly at h / L = 25. In Fig. 12 .f, the shocks are still very sharp and clean even after 14 billion grid points and a distance of h / L = 600 below the double cone. Comparing Figs. 12.e and 12.f, it is seen that all shocks have weakened considerably, the middle shock has weakened more than the leading and the trailing shock, and the footprint has expanded from 1.7 to 3.1. Expansion of the footprint is an expected result since the expansion fans are said to be slower than the shocks in general, lagging the trailing shock 11 . Similar findings have been reported in numerous references 1, 7, 9 . Figure 12. f shows that the level of non-dimensional disturbances in the flow is at order of 9 American Institute of Aeronautics and Astronautics Fig. 7 . This case was run using a previous version of the FPE marching code using serial computations and just one shock fitting iterations for main blocks. 8 sub-blocks of dimensions 19(k)x261(j)x20(i) each were used in a main block, and the total number of main blocks used is approximately 9200, totaling 7.3 billion grid points. The case took 41 hrs. on a single Intel P4 3.2 GHZ processor. Figure 13 shows the comparison of experimental data to near field Euler solution and to the FPE solution at h / L = 1.82 below the aircraft. The Euler / FPE matching for this case is done at x / L =1.5 downstream of the nose. In Fig. 13 , the near field Euler solution is seen to under-predict the upstream shocks about 10%. Since the FPE propagation relies on this Euler solution, some level of inaccuracy in the final result is expected. Figure 14 shows American Institute of Aeronautics and Astronautics the FPE predicted sonic boom signatures at 6 different altitudes, including comparisons to two experimental measurements, one recorded by a glider flying at 7987 ft 1 and the other on ground at 2372 ft 9 . The difference in the wavelength of the signatures suggests about 10% disagreement between the computational and experimental results in spatial coordinate. However, the general shape of the flat-top signature is successfully predicted with good agreement in terms of overpressure levels. The evolution of the signature through the atmosphere can be observed in Fig. 14 
V. Conclusion
The use of non-linear CFD for sonic boom prediction is a more accurate method than the linear ray tracing methods in theory. The scarcity of experimental measurements makes it hard to make rigorous comparisons of both methods. The methodology presented in this work has shown to predict pressure signatures that are in good agreement with near field and far field experimental results, but more experimental data and CFD models of various supersonic aircraft is needed to further validate the codes. The availability of this method allows computational sonic boom mitigation studies to be conducted to test many configurations for low sonic boom requirements. It is a tool that can be used in the design process of the future supersonic commercial aircraft to fly on land.
