Abstract. We review, and in some cases extend, results on the standard model of n species competing for m essential resources using the law of the minimum functional response.
Introduction.
Renewed interest in the area of resource competition has been recently triggered by results of numerical simulations by Huisman and Weissing [19, 20] of the standard model of n species competing for m essential resources, using the Law of the Minimum. Even a popular science publication has taken note (see [3] )). Simulations in [19] suggest that, for certain parameter values, coexistence may occur in the form of a periodic orbit for n = m = 3 and as a strange attractor for n = m = 5 and as many as nine species can seemingly coexist on three resources and as many as twelve species can coexist on five resources. Simulations in [20] suggest that for certain parameters in the case n = 5, m = 3 there exists two limit cycles, one involving only the first three species, the other involves only species one,four and five, and that the basins of attraction of the two limit cycles are highly interwoven, with possible fractal boundaries. This leads to extreme sensitivity of the outcome of competition, which species survive, on initial data. These results have been somewhat controversial for a number of reasons. First, their essential novelty has been questioned [28, 21] . Second, due to the well known tendency in competition models for an eventual loser to hang around for very long time periods, one cannot be sure one has integrated long enough. Finally, it is not clear whether the range 1991 Mathematics Subject Classification. Primary 92A15, 34C25. The first author was supported in part by NSF Grant #0107160.
c 0000 American Mathematical Society of parameters for which these sort of outcomes may occur represent a significant region of biologically realistic ones.
Smale [31] showed in principle that essentially any (n−1)-dimensional dynamics was possible for Kolmogorov-type competition models of n species. Armstrong and McGehee certainly pointed out the possibility of complicated behavior as well as the failure of the competitive exclusion principle in its most naive form, namely that n species cannot coexist on fewer than n resources, in their widely cited paper [1] , still interesting to read even now for its early formulation of the idea of species persistence.
However, the cautionary warning given by these authors to population biologists on the potential for complicated dynamics in systems of differential equations modeling competition was largely based on the behavior of mathematically contrived systems which satisfied only the crudest mathematical prerequisites for being a competition model. By contrast, Huisman and Weissing's simulations are carried out for the "standard model" of resource competition, long favored by biologists studying algae populations in aquatic environments [9, 35] . Clearly, the warning must be taken seriously.
Mathematically rigorous results for the standard model exist for small values of m and/or n. Results for the case m = 1, the classical chemostat equations of competition for a single resource, are extensive and nearly complete [37, 24, 25, 18, 16] . See [32] for a review. The case m = n = 2 has been completely settled, first by Leon and Tumpson [23] and later with more mathematical precision by Hsu, Cheng and Hubbell [17] and Butler and Wolkowicz [5] . Our recent work in [26] settled the case m = 2, n = 3 (but not m = 2 and larger n) and the work of the second author in [27] established the existence of the limit cycle for n = m = 3 which is fundamental to many of the conclusions of Huisman and Weissing. Our work exploits the Poincaré-Bendixson theory for three dimensional competitive systems and work of Hirsch [11, 12] .
It is our intention in this paper to provide a review of results for the standard model with emphasis on our own most recent work. Many of our results will carry over to more general functional response. Before specializing to particular m and n, we show that a great deal can be said in the general case. [22] appeared as final revisions to this paper were being made following its acceptance; it offers a review from a more biological perspective.
The Standard Model and general considerations
The equations for n species N i competing for m resources R j are
Here, the removal rate of the ith species is m i > 0, resource turnover rate is D > 0 and supply of the jth resource is S j > 0. On re-scaling the N i , we can assume that that the c ji > 0 satisfy j c ji = 1; c jk is the fraction of species k consisting of resource j. We restrict attention to essential resources R for which the Law of the Minimum applies
where, typically, f ji is a Monod function
although we really require only that f ji is continuously differentiable and that
See [8] for a derivation of (2.2) as well as other growth functions. We emphasize the assumption that each resource is an essential requirement for growth of every one of the species. Very little progress has been made in the case that the m i are distinct (although see S.B. Hsu [16] , B. Li [24, 25] and Wolkowicz and Lu [37] in case m = 1). We assume hereafter that
4) because this leads to a substantial reduction in dimension. In this case, (2.1) takes the form
where
Multiplying the first equation by C = (c ji ) and adding to the second equation, we have
which leads to
Write c i for the i-th column of C, and note that column sums of C are one. We will consistently put the resource subscript first and the species subscript second. The above integration establishes the existence of an invariant, exponentially attracting, affine sub-manifold.
Remark 2.1 Because all column sums of C are one we find that 1
T n . Here, 1 p is the p-vector of ones. As all omega limit points (R,Ñ ) of a solution of (2.5) satisfy CÑ +R = S, we find on multiplying by 1
Equivalently, resource plus biomass (in resource equivalent units) must equal resource in the feed, asymptotically as t → ∞.
The dynamics restricted to M are given by It will be useful later on to extend (2.8) to all of R n + in such a way that the time-reversed flow is strongly monotone (see Lemma 2.6 below). For this reason, we assume, without loss of generality, that each f ji extends as a continuously differentiable, strictly increasing function on (−∞, ∞) with bounded derivative on (−∞, 0]. In particular, f ji (R j ) < 0 for R j < 0. This has the harmless effect that a solution of (2.8) 
−Dt until it reaches Γ. Later on we return to examine this limiting system (2.8). For now, we focus attention on the original system (2.5).
We assume that there exists positive real numbers λ ji such that
Thus, λ ji is the break-even concentration of resource R j for the growth of species i when only resource R j is growth limiting. Denote by λ = (λ ji ) and λ i the ith column of λ.
Let Q i denote the "isocline" (in resource space) for the i-th species:
Thus Q i is the boundary of the the cone, or orthant, R ≥ λ i . Let us examine the conditions for there to exist certain steady states for (2. 
with vertex S has a point R * in common with
We will make the generic assumption that the λ are sufficiently different:
(H1) The entries in the each row of λ are distinct.
This will ensure generic pair-wise intersections of Q i and Q j for i = j.
Let M = {1, 2, · · · , m} and let #I denote the number of species in I.
In other words, each species i ∈ I must be the inferior competitor among the species in I for some resource σ(i). Furthermore, the map σ : I → M must be injective since if σ(i) = σ(p) for i = p, we have the contradiction:
This reasoning leads to
where P I is the possibly empty set of injective maps σ : I → M satisfying the property that for each
there can be no steady state where the number of species present exceeds m, the number of resources. Also,
Hence a necessary condition for such a steady state to exists is that S > λ i for i ∈ I.
If Q I is non-empty, then it is a union of portions of hyperplanes of dimension m − #I. The cone K I has dimension equal to the dimension of span{c i : i ∈ I}. Hence we expect no steady state if dim span{c i : i ∈ I} < #I. It seems unproductive to attempt a general result concerning the existence of steady states with arbitrary support I. Two special cases are easily dealt with, namely single-population steady states and positive steady states when the number of species equals the number of resources. We write E i for a single-population steady state for the ith species where I = {i}:
which exists provided S > λ i . Here, the vector R i is determined simply as the point of intersection of the line through S in the direction c i and the isocline Q i :
We will always assume that this line meets Q i generically, that is, at a point where, for some j, R
In this case we say that species i is limited by resource j. Hereafter, we assume that
Otherwise the ith species is eliminated due to lack of some resource.
Below, we restrict attention to the special case m = n. There is a positive steady state if and only if (1) there is sufficient supply of each resource, (2) each species is the inferior competitor for exactly one resource, and (3) a positivity condition holds.
Theorem 2.3 Suppose m = n in (2.5) and suppose that C is non-singular. Then there exists at most one equilibrium
In fact, letting µ = σ −1 we have
Species µ(j) is the inferior competitor on resource j. The proof is immediate from the considerations above. x i = 1} is the standard probability simplex, then c i belongs to the relative interior of Proof We must show that the time-reversed system
To prove strong monotonicity, we appeal to Theorem 4 of Walter where Lipschitzian systems are considered [36] . Accordingly, we must show that for every point 
where we have used the positivity of c pk and the strict monotonicity of f pj on all of R. Hence, Of course, competitive systems can have complicated ((n − 1)-dimensional) dynamics according to Smale [31] . Furthermore, (2.8) is not a C 1 vector field nor is (2.5) unless m = 1. The former fails to be C 1 on the union of finitely many (n − 1)-dimensional surfaces. In the following we will want these bad surfaces to contain no steady states. The point ∞ is a repeller, or source, for (2.8) in the sense that the "basin of repulsion" of ∞, the set R(∞) = {N = N (0) ∈ R Proof This follows from the proof of Theorem 1.7 of Hirsch [12] . We have
for some index p such that µ i (R) = f pi (R p ) at a steady state N * . A careful examination of the proof of the results in [12] reveals that the hypothesis that percapita growth rates are C 1 is used only for establishing (1) the strong monotonicity of the time reversed flow in the interior of R n + and (2) that the origin is the only weak source other than the point at infinity. However, we have shown that (1) holds and (2) follows as in [12] by linearization at equilibria.
As a consequence of Theorem 2.7, we need only understand the dynamics of (2.8) on the "carrying simplex" Σ. Thus, we have obtained a remarkable reduction of dimension from the original system (2.5) of n + m equations to dynamics on an n − 1 dimensional attractor for (2.8). More precisely, we have the following result (recall we are assuming (H2) holds).
Theorem 2.8 Assume that the hypotheses of Theorem 2.7 hold. An omega limit set, Ω, of a solution of (2.5) with N (0) = 0 can be described as follows

Ω = {(R, N ) : R = S − CN, N ∈ A} where A ⊂ Σ is a compact, connected, invariant and chain recurrent set relative to (2.8).
Proof The only assertions that do not follow immediately from standard facts concerning omega limit sets are that A ⊂ Σ, A is invariant and chain recurrent for (2.8). See [6, 30] for the definition of chain recurrence; we do not give it here since we use only one fact about such sets stated below. If u ≡ S − R − CN , then (2.5) becomes
where time t is explicit in the first equation only since we will regard the above system as a non-autonomous one where u(t) = u(0)e −Dt . In fact, it is an asymptotically autonomous system, asymptotic to the autonomous "limiting" system
in the sense of [30] . Consequently, by Theorem 1.8 of [30] , in the (u, N ) variables, Ω = {0} × A is invariant and chain recurrent for the limiting system. Now a chain recurrent set C cannot contain a proper subset which is a repeller for the dynamics restricted to C [6] . Since N (0) = 0, Ω is not the singleton {(0, 0)} ({(S, 0)} in (R, N ) coordinates) by (H2), since then for large t,
diverges. Therefore {(0, 0)} would be a proper subset of Ω if (0, 0) belonged to Ω. But, in view of Lemma 2.6, {(0, 0)} is a repeller for the limiting system, restricted to Ω = {0} × A. We conclude that 0 / ∈ A. Therefore, A is invariant for (2.8) and does not contain the origin. By Theorem 2.7, A ⊂ Σ.
As an immediate consequence of Theorem 2.8, in case n = 1 we have (R(t),
A result of Hofbauer [14, 15] concerning the existence of saturated steady states will prove useful. In the context of (2.8), a steady state N * is said to be saturated 
Theorem 2.9 If the hypotheses of Theorem 2.7 hold then there exists a saturated steady state of (2.8). If, in addition, every saturated steady state is nondegenerate, then the sum of their indices must be (−1)
n .
Proof Hofbauer proves this theorem under the smoothness hypotheses that the vector field is C 1 . However, as he uses the Brouwer degree and the index theorem, he requires this only near each steady state.
Under the stronger conditions of Theorem 2.9, either there exists a positive steady state, or, there exists at least one boundary steady state which is stable (resistant) to invasion by any species not present.
In the special case that m = n, when the hypotheses (a)-(c) of Theorem 2.3 hold, we can linearize about the positive steady state of (2.8). Denote by e i the ith standard basis vector with one in the ith component.
Theorem 2.10 Let the hypotheses of Theorem 2.3 and conditions (a)-(c) hold.
Then the linearization of (2.8) exists at the unique positive steady state N * and equals 
exists. The penultimate assertion follows from Perron-Frobenius Theorem since C > 0. The final assertion follows from Theorem 2.9.
We will usually renumber species so that σ is the identity, in which case its sign is one.
Remark 2.11 Suppose, as in Remark 2.4, that species have been numbered so that species i is the inferior competitor for resource i. Then
Because the determinant is the product of the eigenvalues, one easily sees that if det(C) < 0, then J(N * ) has a positive eigenvalue so N * is unstable. On the other hand, if nonsingular matrix C is diagonally dominant (c ii ≥ j =i c ij all i) then the Gerschgorin Circle Theorem (see e.g. [32] ) and nonsingularity imply that all eigenvalues of J(N * ) have negative real part so N * is asymptotically stable. Diagonal dominance means roughly that resource i makes up a larger fraction of species i than it does for all other species combined. Alternatively, if C is symmetric and positive definite, then so is Q 1/2 CQ 1/2 , which is similar to QC and hence has the same eigenvalues. It then follows that all eigenvalues of J(N * ) are negative and N * is asymptotically stable. Likewise, if nonsingular matrix C is totally nonnegative (all minors of all sizes are nonnegative) then N * is asymptotically stable for then −J(N * ), being the product of two totally nonnegative matrices, is totally nonnegative so all its eigenvalues are nonnegative real numbers [7] .
Two Species
An immediate consequence of Theorem 2.8 for the case of two species is the following result.
Theorem 3.1 Assume the hypotheses of Theorem 2.7 hold and that n = 2. Then every solution of (2.5) converges to a steady state.
Proof Σ is a one-dimensional curve connecting E 1 to E 2 . A compact, connected, invariant and chain recurrent subset of it can only be a steady state for a chain recurrent set can have no proper attractor (repeller).
The case m = n = 2 was the first non-trivial one to be considered. The outcomes of two-species competition for two resources are the same as those for the classical Lotka-Volterra model of competition: competitive exclusion, coexistence, and bistability. Proof This is only a sketch. If one species is the worst competitor on both resources then there can be no coexistence steady state by Theorem 2.3. Thus Σ consists of E 1 , E 2 and a single connecting trajectory. Now, supposing that species i is worst for resource i and that (a) or (b) hold, then there cannot be a coexistence steady state by Theorem 2.3 because (c) of that result fails. Again, Σ consists of E 1 , E 2 and a single connecting trajectory. That the local attractor is the global attractor for N (0) > 0 in each case can be deduced by using the Butler-McGehee lemma (see e.g. [32] ). In cases (c) and (d) a coexistence steady state exists by Theorem 2.3 and its stability, at least for (2.8), is determined by the trace and determinant of its Jacobian. As the trace is negative (see Theorem 2.10), it is an attractor in case (c) and a saddle in case (d). It follows that Σ consists of E 1 ,E 2 , the coexistence steady state, and two heteroclinic trajectories, converging on the coexistence steady state in (c) and diverging from it in case (d). Again, a ButlerMcGehee argument is required together with understanding the location of local stable manifolds.
Three Species
An immediate consequence of Theorem 2.8 for the case of three species is the following result. Proof Σ is homeomorphic to the standard two-dimensional simplex with corners, the steady states E 1 , E 2 , and E 3 . The remaining assertions follow from the Poincaré-Bendixson theory applied to the flow on Σ.
Two resources.
For three species competing for only two resources there can be no coexistence steady states involving all species but there can be pairwise coexistence states E ij , i = j where only species i and j are present. (2.5) converges to one of the steady states E i or E ij . In particular, for every initial data, at least one species is washed out; which species are washed out may be initial condition dependent.
Proof This, again is a sketch. As m < n there can be no coexistence steady state. By Theorem 4.1, there can be no periodic orbits or heteroclinic cycles on Σ.
Application of the Butler McGehee lemma implies that each omega limit set must be a single boundary steady state.
There are some 43 distinct phase portraits possible in this case, one of which is depicted in (figure 1) below. This phase portrait occurs for the following parameter restrictions: Only the phase portrait on Σ is shown. Figure 1 An example of tri-stability with attractors E 1 , E 2 , and E 3 .
The authors failed to answer the question posed in the title of [26] : how many species can two resources support? Theorem 4.2 implies that two resources cannot support three species. We do not know if the same conclusion holds for four species but we did find a heteroclinic cycle among the four single-population steady states. This suggests the possibility of a bifurcation of a limit cycle from some heteroclinic cycle for four species on two resources.
Three resources. Several of the exciting conclusions of Huisman and
Weissing [19, 20] stem from their numerical discovery of a limit cycle for the threeresource three-species model for certain parameters. The existence of this limit cycle was established in [27] . Here, we focus on this important special parameter region.
Let e ij denote the value of µ i − D at E j . For i = j, these are eigenvalues of the Jacobian of the vector field (2.8) at E j . We make the following hypotheses for the case m = n = 3. 
on the boundary of R 23 , e 31 < 0. As noted above, (4.3) and a result of Hofbauer [15] imply that the heteroclinic cycle is a repeller so (2.8) is (uniformly) persistent. Let N (t) be a solution of (2.8) such that N (0) lies in the interior of R 3 + but not on the stable manifold of E * . Since the system is persistent, its limit set lies in the interior of R 3 + . By Theorem 3.4.2 in Smith [33] , the limit set of N (t) is a nontrivial periodic orbit. The assertions concerning the stable manifold of E * follow from applying Theorem 4.3.4 of [33] to the time reversed (2.8).
Of course, E * , its two-dimensional unstable manifold, at least one periodic orbit and the heteroclinic cycle (4.5) belong to the carrying simplex Σ. E * is the only point of intersection of the stable manifold of E * with Σ as the latter is unordered [12] . Numerical evidence suggests the uniqueness of the limit cycle. In this case, the phase portrait on Σ is as depicted in figure 2. for every solution (R(t), N (t)) of (2.5) satisfying N (0) > 0. In fact, except for those initial data belonging to the 4-dimensional stable manifold of E * (a set of measure zero in R 6 ), its omega limit set contains a non-trivial periodic orbit.
Proof The omega limit set Ω is described in Theorem 2.8 where A ⊂ Σ. But the heteroclinic cycle is a repeller for both (2.5) and for (2.8) by Corollary 2 of [13] (see also Theorem 12.2.1 of [15] ) and therefore, (4.6) holds (for both systems). To see this, we employ the average Lyapunov function P = 3 i=1 N p i i where the p i > 0 are chosen so thatṖ /P = i p i (µ i − D) > 0 at the trivial steady state and each E i . As is shown in [15] , condition (4.3) is precisely the condition that this holds at the E i and since µ i − D > 0 at the trivial steady state by (H2), the condition at this point is obvious. Note that dissipativity of (2.5) and of (2.8) is required for the applicability of Corollary 2 of [13] .
By virtue of (4.6), A is bounded away from the boundary of Σ by a positive constant independent of positive initial data. As A is chain recurrent, it cannot contain a proper subset which is a repeller for the dynamics restricted to itself. Recall that a neighborhood of E * in Σ consists of its local unstable manifold relative to (2.8). Thus, either A = {E * } or E * / ∈ A. The former case implies that the initial data belong to the stable manifold of E * . Finally, as noted in Theorem 4.1, if E * / ∈ A then A contains a periodic orbit.
The parameter values used in [20] satisfy (4.1)-(4.4). It is interesting to note that in this case species are cooperative to survive. As a matter of fact, if one of three competitors is absent, the existence of heteroclinic cycle indicates that one of the other two rivals can not survive. then E * is asymptotically stable (see [27] ). In this case, it is possible that E * is a global attractor when (4.3) holds.
