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Abstract 
Fuji-Hara R. and S. Kuriki, Mutually balanced nested designs, Discrete Mathematics 97 (1991) 
167-176. 
A mutually balanced nested design of strength t is introduced. It is shown that such a nested 
design is equivalent to a balanced array of strength t. Some recursive constructions are given 
for a mutually balanced nested design of strength 2. Some constructions are also given for a 
balanced incomplete array of strength 2 which are based on a mutually balanced nested design. 
1. Introduction 
Let Y be a set (1, 2, . . . , s} of s symbols and let X be the set of all 
t-dimensional row vectors with elements from 9’. A balanced array of strength c 
with s symbols is a v x b array A whose elements are from Y satisfying the 
following conditions: 
(i) in any t-rowed subarray A,, of A, the number of columns of A0 which are 
equal to x is p(x) for any x E X, 
(ii) for any permutation CJ of order i and for any x E X, p(a(x)) = p(x). 
Such an array is denoted by Bplll (t, s; v). If p(x) = p(y) for every x, y E X, then 
the array is called an orthogonal array of strength t with s symbols. 
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is a BA,(2, 3; 6) with ~((11)) = 4, ~((12)) = ~((13)) = 3 and ~((22)) = ~((23)) = 
Y((33)) = 1. 
A balanced array was first introduced and studied by Chakravarti [l-2] in 
connection with some class of statistical designs. Many authors (e.g. [4-71) have 
researched such an array. Kuriki and Fuji-Hara [4] defined an (r, A)-design with 
mutually balanced nested subdesigns which is equivalent to a balanced array of 
strength two. For strength t (>2), we introduce a nested design of strength t 
satisfying some conditions in Section 3 and show that such a nested design is 
equivalent to a balanced array of strength t. We give some recursive constructions 
of a nested design of strength 2. Gill [3] generalized a balanced array to a 
balanced incomplete array and gave a construction of a balanced incomplete 
array of strength 2 there. As an application of results obtained in Section 3, we 
give some constructions of a balanced incomplete array of strength 2 which are 
based on a nested design in Section 4. 
2. Balanced arrays 
Let Ws= {(d,, d2, . . . , d,); di 2 0, Cs=l di = t}. For d = (d,, d2, . . . , d,) E W:, 
let X, be the set of all t-dimensional row vectors which contain each symbol i E Y 
in di positions. If A is a balanced array of strength t with s symbols, then 
p(x) = p(y) holds for x, y E X,+ Obviously, if x E X,, then X, = {a(x); for every 
permutation a}. Therefore, we can rewrite the conditions (i) and (ii) given in 
Section 1 for a balanced array as follows. 
C(t, d): in any t-rowed subarray A0 of A, the number of columns of 
A0 which are equal to x is a constant v,(d) for any x E X,. 
If C(t, d) are satisfied for every d E Wf, then A is a balanced array of strength t 
with s symbols. Throughout this paper, we use the conditions C(t, d) for a 
balanced array instead of usual conditions given in Section 1. Note that C(0, 0) is 
always satisfied and ~~(0) is the number of columns of A. 
Lemma 2.1. In an array with elements from 9, if s conditions in the s + 1 
conditions C(t - 1, d), C(t, d + el), C(t, d + e2), . . . , C(t, d + es) are satisfied, 
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then the remaining condition is also satisfied, where d E Ws_* and e, denotes an 
s-dimensional row vector with unity in the ith position and zero in all other 
positions. 
Proof. Let A be an array with elements from 9’. Consider a (t - 1)-rowed 
subarray A0 of A and a t-rowed subarray Al of A containing A,) as the first t - 1 
rows. For x E X,, d E W:_,, the number of columns of the subarray A, which are 
equal to (X 1 i) is denoted by (Y((x 1 i)) for each i E 9’, where (a 1 b) denotes the 
juxtaposition of two vectors a and b. In the subarray AO, the number of columns 
which are equal to x is denoted by /l(x). Since the vectors 
(X ( I), (x ) 37 . . . 7 (x 1 s) are all distinct, 
B(x) = 4(x I 1)) + 4(x I 2)) + ’ . - + 46 I s)) 
holds. 
Now we assume that the following s conditions are satisfied: C(t - 
1, 4, C(t, d + e,), . . . , C(t, d + e,_,), then /3(x) = vt_,(d), CY((X I 1)) = v,(d + 
4, . . . , CY((X I s - 1)) = v,(d + e,_J and the numbers are independent of choice 
of A0 and Al. Hence, LY((X I s)) is determined uniquely and the number is 
independent of choice of A0 and A,. Therefore, the remaining condition 
C(t, d + e,) is also satisfied. 
For other cases of the assumption, we can prove the statement of this lemma by 
the similar technique. 0 
As an immediate consequence of Lemma 2.1, we have the following. 
Lemma 2.2. In an array with elements from 9, if C(t, f) are satisfied for every 
f E WS, then C(t - 1, d) are also satisfied for every d E WS- 1. 
Lemma 2.2 implies that if A is a balanced array of strength t with s symbols, 
then A is also a balanced array of strength t - 1 with s symbols. Furthermore, by 
the proof of Lemma 2.1, in a balanced array of strength t with s symbols, 
G)=i vk+l(d + 4 
i=l 
hold for every d E WS,, k < t. 
Now we clarify the conditions to be a balanced array which will be used in the 
succeeding sections. 
Lemma 2.3. In a balanced array A of strength t - 1 with s symbols, if C(t, d) are 
satisfied for every d = (d,, dZ, . . . , dS) E WS such that d, = 0, then A is also a 
balanced array of strength t with s symbols. 
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Proof. We will show that C(t, g) are satisfied for every g = (gl, g,, . . . , gs) E WT 
by induction on g,. Since A is a balanced array of strength t - 1 with s symbols, 
C(t - 1,f) are satisfied for every f = (fi, fi, . . . , fs) E W:_,. For every f E W:_l 
such that fs = 0, each of vectors f + el, . . . , f + es_l does not contain the symbol 
s. Hence, by the conditions of this lemma, C(t, f + el), . . . , C(t, f + es_l) are 
satisfied. Therefore, by Lemma 2.1, C(t, f + es) is also satisfied. This implies that 
C(t, g) are satisfied for every g E Ws such that g, = 1. 
The remaining part of induction is straightforward, so omitted here. Cl 
By use of Lemma 2.3, noting that C(0, 0) is always satisfied, we have the 
following. 
Theorem 2.4. In an array A with elements from Y, if C(k, d) are satisfied for 
every d = (d,, d2, . . . , d,) E Ws, such that d, = 0, 1s k G t, then A is a balanced 
array of strength t with s symbols. 
3. Mutually balanced nested designs 
Let V be a v-set (called points or varieties) and 5% be a collection of subsets of 
V (called blocks). Then the pair (V, 3) is called a design. A t-wise balanced 
design &(t, K; v) is a design (V, 93) satisfying the following condition: 
For any t-subset T of V, the number of blocks containing T is J, which is 
independent of the t-subset T chosen, 
where K denotes the set of block sizes of B. If, for any 
u-subset U (U G t) of V, the number of blocks containing U is constant (say, A,) 
which is independent of the u-subset U chosen, then the design is called a regular 
t-wise balanced design R,(t, K; v), where 2= (&, A,, . . . , A,). In the case t = 2, 
the designs are called a pairwise balanced design and a regular pairwise balanced 
design (or an (r, A)-design, where r = A, and A = h2), respectively. 
Let%={(B,,B, ,..., B,}andB’={B;,B$ ,..., B~}.IfB~cBjforl<j<b, 
then (V, 53’) is called a subdesign of a design (V, 93). Note that B,! can be the 
empty set. Suppose that there exist s subdesigns (V, %?(‘)), i = 1, 2, . _ . , s, of 
(V, 93) such that u=i B(‘) = Bj and Bj’) fl Bj”) = 0 if i # i', for 1 <j G b, where 
0&i) = {B’,” B(‘) 2 ,..‘, 
B = {B”‘; ;j@);. . . 
Bg)}. For convenience, we may write a block B of 99 as 
; B’“‘}, B(‘) E C?#). If the subdesigns satisfy the following 
conditions: 
(i) each subdesign (V, C?@)) is an (ri, &,)-design, 
(ii) for any distinct points x, y E V, the number of blocks B = 
{B”‘. B(2). 3 . B(“)} E 93 which contain x in B(‘) and y in B@) is exactly jlih, ,..- 9 
then we call it an (r, a)-design with mutually balanced nested subdesigns. Kuriki 
and Fuji-Hara [4] defined the design and proved that an (r, A)-design with 
mutually balanced nested s subdesigns is equivalent to a balanced array of 
strength 2 with s + 1 symbols. 
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Here we generalize an (r, A)-design with mutually balanced nested subdesigns 
to strength t. For d = (d,, dZ, . . . , d,) E W,, let S,, &, . . . , S, be mutually 
disjoint subsets of V such that I&( = die Then we consider the following condition: 
L(k, d): the number of blocks B = {B(l); B’*‘; . . . ; B”‘} E 9? such that 
each & c B(‘) is exactly qk(d) which is independent of choice 
of s,, s,, . . . ) s,. 
If L(k, d) are satisfied for every d E Ws,, 1 <k 6 t, then (V, 93) is called a 
mutually balanced nested design (MBND) of strength t. Such a design is denoted 
by M,,(t, s; v), tl = (~‘1, ~2, . . . , Q}, where each qk is an index function from Wk 
to nonnegative integers and Y = [VI. Note that L(0, 0) is always satisfied and 
qO(0) is the number of blocks. If L(2, 2ei) is satisfied, then the ith subdesign is a 
pairwise balanced design. If L(1, ei) and L(2, 2e,) are satisfied, then the ith 
subdesign is an (r, I)-design such that r = vl(ei) and A. = q2(2ei). 
The conditions of the definition of a MBND do not mention the original big 
design (V, 93). 
Lemma 3.1. A mutually balanced nested design M,,(t, s; v) (V, 93) is also a regular 
t-wise balanced design with parameters 
Ak = ,;; cd,, d2,k d )11*(d) ..*, S 
for 1 s k s t, where d = (d,, d2, , . . , d,) and (d,,d: _._, dS) denotes the multinomial 
coeficient. 
Proof. Consider a k-subset U of V for 1 <k =G t. The number of partition of U 
into U,, U2, . . . , US such that lU,l = di is (dl,dzr.,,,d,). For each partition, the 
number of blocks B = {B”‘; BC2); . . . ; B’“)} E 28 such that each Ui c B(‘) is qk(d). 
Therefore, the number of blocks of L% containing U is 
.& cd,, d,,: . . , d,)qk(d)’ 
which is independent of the k-subset U chosen. Hence (V, 93) is a regular t-wise 
balanced design. q 
Now we show that a MBND of strength t with s subdesigns is equivalent to a 
balanced array of strength t with s + 1 symbols. 
Theorem 3.2. There exists a mutually balanced nested design M,,(t, s; v) if and 
only if there exists a balanced array BA,(t, s + 1; v) such that 
/l(X)=f~k(-l)h(t~k) 2 .‘a 2 ?j +h(d+ei,+***+ei,) 
h=O il=l ih = 1 
(3.1) 
for a t-dimensional vector x containing each symbol i E Y in di positions and the 
symbol s + 1 in the remaining positions, where d = (d,, d2, . . . , d,) E wk, 0 s k =G 
t, and (‘hk) denotes the binomial coefficient. 
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Proof. Suppose that (V, 93) is a M,(t, s; v). Let 9$ = {B,, BZ, . . . , Bb}, b = 
~(0). Each block is partitioned into s subblocks, i.e., Bj = {Bjl); Bj2); . . . ; By)}, 




if a point x of V occurs BT), 
s + 1 otherwise. 
For d = (d,, dZ, . . . , d,) E Ws,, 1 G k 6 t, let Sr, &, . . . , S, be mutually disjoint 
subsets of V such that l&l = di. Since (V, 3) is a M,, (t, s; v), the number of blocks 
B = {B(l); Bc2); . . . ; B’“‘} E 93 such that each Si c B(‘) is r),Jd) which is independ- 
ent of choice of S,, &,, . . . , S,. Hence, in the array A, C(k, d’) is satisfied for 
d’=(di, d;, . . . , dj+,)E Ws,“’ such that di =di, i= 1, 2,. . . , s, and dj+,=O. 
Therefore, by Theorem 2.4, A is a balanced array of strength t with s + 1 
symbols. Conversely, suppose that A is a BA,(t, s + 1; v). Correspond points of a 
u-set V to rows of A and blocks of a collection 94 to columns of A. Each block of 
% consists of points of V corresponding to entries 1, 2, . . . , s of A. For each 
block Bj E $3, 1 G j G b, we partition Bj into s subblocks Bj’), B(2), . . . , By) such 
that BF) consists of points with the entry i. For d’ = (di, d;, . . . , dj,,) E Ws,” 
such that dj,, = 0, 1 c k s t, let y be a k-dimensional row vector containing each 
symbol i E 9 in di positions. Since A is a BA,(t, s + 1; v), in any k-rowed 
subarray A0 of A, the number of columns of A,, which are equal to y is v,Jd’). 
From the definition of the design (V, 93), L(k, d) is satisfied for d = 
(4, da . . . , ds) E WS, such that d, = df, i = 1, 2, . . . , s. Therefore, (V, 31) is a 
M,(t, s; u). 
Finally, we show (3.1) by induction on k. In the case k = t, x does not contain the 
symbol s + 1. Hence p(x) = qt(d) holds. Assuming that (3.1) holds for k = 
u+l,u+2,... , t, we will show that (3.1) holds for k = u. Since &a(x)) = p(x) 
for any permutation o of order t, we may assume that, without loss of generality, 
x contains the symbol s + 1 in the last t - u positions, i.e., x = (x” ) s + 1 * * . s + 
l), where x* is a u-dimensional row vector containing each symbol i E 9’ in di 
. . . s + 1)). (3.2) 
positions for d E W”,. Then, we have 
p(x) = /4((x* ( s + 1. * . s + 1)) 
=$.(d)-~~~(tpU)i~~..-i~~p((x*(i,.-.i~s+l, 
Applying the assumption to (3.2), we have 
P(x)=rlU(&~ (‘,“) f: . . . i ‘-~pc_Qft-;-P) 
p=l il=l ip=l I=0 
x,i 0ee.i qu+p+dd+ei,+-- . + ei, + . . . + eip+, + . . 
$+I=1 QT+,=l 
+ ei,+3 
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Therefore, (3.1) holds for k = u. q 
In the case t = 2, we give two recursive constructions of a Zt4,,(2, s; v). 
Constructions are shown for only r = 2. However, it is not difficult to generalize 
the constructions to any integer t. 
Theorem 3.3. Zf there em& a h4,,(2, s; v) with the set of block sizes K and if there 
exist (r’, A’)-designs with v’ varieties for all v’ in K, then there exists a M,,.(2, s; v) 
such that 
and 
q;(ei) = r’Ql(ei), i = 1, 2, . . . , S, 
q;(ei + ej) = h’q2(ei + ej), i, j = 1, 2, . . . , S. 
Proof. Let (V, 93) be a i&(2, s; v) with block sizes K and let B = 
{B”‘. B(2). ; B’“‘} E L% such that IBI = v’. From the assumption, there exists an 
(r’, i’)-design (V’, 55’) with v’ E K varieties. Relabeling V’ by varieties of B, we 
construct a design (B, gB). Then we partition each block of GYB by the following 
way: 
E = {E(l); EC2’; . . _ ; E’“‘} E %B if and only if EC’) c B _ (0 . 
Applying this method for each block B of 93, we construct a new design (V, 93’). 
We will show that it is also a MBND. Consider each new subdesign (V, %(‘)‘), 
where .%@) denotes a collection of ith subblocks of 93’. For any point x of V, if 
B(‘) contains X, then x is contained in r’ blocks of G$‘. Furthermore, for any pair 
of distinct points x and y of V, if B(‘) contains {x, y}, then the pair is contained in 
il’ blocks of Z$, where ‘Z’$’ denotes a collection of ith subblocks of $YB. Hence 
(V, SICi)‘) is an (r’ql(ei), A’q,(2ei))-design. 
Next consider the condition L(2, e, + e,) 
distinct points x and y of V such that x E B(‘) 
gB such that x E EC’) and y E E”’ is A’. 
Therefore, (V, 93’) is a MBND. Cl 
about the new design (V, 3’). For 
and y E B(j), the number of blocks of 
SO q;(e; + ej) = A’n2(ei + ej) holds. 
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Theorem 3.4. Zf there exists a M,,(2, s; v) with the set of block sizes K and if there 
exist (r’, 1)-designs with v’ varieties for some v’ in K, then there exists a 
M,,(2, s; v) such that 
q;(ei)=7jl(eJ+f;(r’-l), i=l,2 ,... ,s, 
and 
q;(ei + ej) = q2(ei + f?j), i, i = 1, 2, . . . , S, 
for a suitable f;. 
Proof. By the same way as Theorem 3.3, we can embed small (r’, 1)-designs with 
v’ varieties if v’ E K. It is easy to see that the condition L(2, ej + ej) about the 
new design is satisfied. L(1, e;), however, is usually not satisfied. To satisfy the 
condition, we add some new blocks such that the ith subblock consists only one 
point and the remaining subblocks are empty, i.e., (0; . . . ; 0; X; 0;. . . ; 0}, for 
a suitable point x of V, until L(1, ei) is satisfied. 0 
Note: Let @) be the ith subblocks of the blocks which are embedded. 5 is the 
maximal number of times of points appearing in .F@). 
Example 3.5. Suppose we have the following M,(2, 2; 5) with r],(ei) = 10, 
v1(e2) = 5, r],(2e1) = 4, n2(2e2) = 1, q2(e1 + ea) = 3 and K = (2, 3, 4, 5). 
v = z, 
(0, 172; 0> {O,3,4; I> (0, 1; 3,4) (0, 2; 1, 3) 
(0, 1; 274) (074; 01 (0, 1, 4; 2, 3) (0, 2, 3; 4) 
(0, 3,4; 1, 2) (0, 2, 3; 01 (1, 2, 4; O> {I, 273; 4) 
{I, 2,4; 0, 3) (1, 3,4; 01 11, 3; 0) (193; 2) 
{2,3; O, 1,4} (294; I> (3, 4; O, 2) (294; 3) 
Now we embed S1(2, (1, 2, 3); 5), which is obtained from PG(2,2) by deleting 
two points, in the block (0, 1,4; 2,3}. The new MBND contains the following 
new blocks instead of the (0, 1,4; 2,3}. 
v, 1; 21 u, 4; 31 (4; 21 (0; 2, 3) 
{O; 3) {I; 01 ((44; 01 
(2; 01 P; 01 13; 01 13; 01 
(0; 01 (0; 01 (0; 11 (0; 1) 
10; 4) 10; 4) 
The parameters of the new MBND are rl;(eJ = 12, q;(eJ = 7 and $= ?,r2. 
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4. Balanced incomplete arrays 
A balanced incomplete array of strength t with s symbols and d blanks is a v x b 
array A whose elements are from Y satisfying the following conditions: 
(i) every row has exactly d blanks, 
(ii) in any t-rowed subarray A0 of A, the number of columns of A,, which are 
equal to r is p(x) for any x E X, 
(iii) for any permutation u of order t and for any x EX, ~(a@)) = p(x). 
Here, the vector x in the conditions (ii) and (iii) does not contain any blank. Such 
an array is denoted by BIA,(t, s, d; v). By deleting i symbols of a BA,(t, s; v), a 
BIA,(t, s - i, d; v) is obtained for a suitable d. Note that a BIA,(t, s, d; v) is not 
always of strength t - 1. Gill [3] defined a balanced incomplete array and he gave 
a construction of such an array of strength 2 there. A BIA,(2, s, d; v) constructed 
by Gill [3], however, is a balanced array of strength 2 with s + 1 symbols. 
Using the conditions L(k, d) in Section 3, we characterize a balanced 
incomplete array. 
Theorem 4.1. A BIA,(t, s, d; v) is equivalent to a design (V, 93) with s subdesigns 
satisfying the following conditions : 
(i) for any point x E V, x is contained in exactly b - d blocks of 93, 
(ii) L(t, d) are satisfied for every d E Ws, 
where v = IV( and b = 153[. 
Proof. We define the similar correspondence to Theorem 3.2 between an 
incomplete array with s symbols and a design (V, 93) with s subdesigns replacing 
the symbol s + 1 of a balanced array in Theorem 3.2 to blank. Then, every row of 
the incomplete array has exactly d blanks if and only if any point x E V is 
contained in exactly b - d blocks of 93. Furthermore, it is obvious that two 
conditions C(t, d) and L(t, d) are equivalent for every d E Ws. Then p(x) = qt(d) 
holds for a t-dimensional vector r containing each symbol i E Y in d, positions, 
where d = (d,, dZ, . . . , d,). q 
In the case t = 2, we have W; = {e; + ej; i, j = 1, 2, . . . , s}. Hence Theorem 4.1 
yields the following. 
Corollary 4.2. A BIA,(2, s, d; v) is equivalent to a design (V, 3) with s 
subdesigns satisfying the following conditions: 
(i) for any point x E V, x is contained in exactly b - d blocks of 93, 
(ii) each subdesign (V, %I(‘)) is a pairwise balanced design &(2, K; v) such that 
A = V&k), 
(iii) for any distinct points x, y E V, the number of blocks B = 
{B”‘. B(2). . . ; B’“‘} E 93 such that x E B(‘) and y E B”) is r,r*(e. + e.) 
wheri b =‘[‘$%I and B(‘) denotes the ith subblock of B E $43. 
I I ’ 
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In order to construct a BIA,(2, s, d; v), we apply a pairwise balanced design 
instead of an (r, A)-design to the constructions given in Theorems 3.3 and 3.4 and 
to satisfy the condition (i) of Corollary 4.2, we add some blocks containing only 
one point. 
Theorem 4.3. Zf there exists a M,,(2, s; v) with the set of block sizes K and if there 
exist pairwise balanced designs SA(2, K’; v’) for all v’ in K, then there exists a 
BIA,(2, s, d; v) such that 
u((ij)) = A’q2(ei + ei), i, j = 1, 2, . . . , s, 
for a suitable d. 
Theorem 4.4. Zf there exists a M,,(2, s; V) with the set of block sizes K and if there 
exist pairwise balanced designs S,(2, K’; v’) for some v’ in K, then there exists a 
BIA,(2, s, d; v) such that 
u((ij)) = q2(ei + e,), i, j = 1, 2, . . . , s, 
for a suitable d. 
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