The effect of finite spatial resolution on the measured energy spectrum is examined via a parametric study using in situ particle image velocimetry (PIV) measurements performed in the bottom boundary layer on the Atlantic continental shelf. Two-dimensional (2D) box spatial filters of various scales are applied to the data, and these filtered distributions are used to compute 1D energy spectra in both frequency and wavenumber domains. It is found that energy levels are attenuated by more than 15% at all length scales that are smaller than 10 times the scale of the filter. Filtering both in the direction of the spectrum as well as perpendicular to it contributes to the extent of attenuation, the latter via implicit integration over all wavenumbers. At scales larger than that of the filter, Gaussian, nonlinear Butterworth, and median filters attenuate less energy than the box filter. When frequency spectra are converted using Taylor's hypothesis, wave energy appears in wavenumber space at a location different than its true physical scale, which is much larger than the filter sizes. Consequently, wave energy is not attenuated and dominates over the turbulence through this spectral range. Because wave energy and turbulence respond differently to the filtering, modified spectral slopes at the transition between wave-and turbulence-dominated regions occur, resulting in inordinately steep spectral slopes. Finally, removal of the pressure-coherent part of the velocity signal is not sufficient to reveal the turbulence within the wave peak spectral range. Remaining energy in this range is still dominated by much larger scales.
Introduction
Spectral analysis is a common and useful tool for investigating turbulent flows: for example, the interpretation of flow regimes or estimation of the dissipation rate from curve fitting (e.g., Pope 2000; Grant et al. 1984; Doron et al. 2001) . Measurements of ocean turbulence, in particular, rely on such procedures because of the lack of complete characterization of the turbulence, because existing sensors are unable to fully resolve the turbulent flow in all spatial dimensions and time simultaneously. Most often, turbulence measurements are carried out using point sensors, which produce a time series at a fixed point in space. Turbulent properties are then deduced via assumptions, such as local isotropy and Taylor's hypothesis; however, these assumptions are only partly justified (Burchard et al. 2008) . It is important to understand the limitations of such measurements: for example, measurement uncertainties, missing dimensions, limited resolution, and impact of assumptions utilized. Although spectral analysis involves relatively simple computations, the interpretation of spectra is not as straightforward, especially when it is computed from measured data. The nature of the procedures used to process the data series prior to the Fourier transform has significant impact on the spectral results. In addition, observed spectral features have a variety of other sources that are associated with the sampling scheme, the instrumentation, and the flow field itself. Separation of these contributors to the computed spectra can be a challenge. In this study, we examine one of the contributors to spectral features originating from the instrumentation (i.e., the sensor spatial resolution). We will show how sensor resolution can impact the computed spectra and its interpretation using multidimensional in situ data, so that no a priori assumptions regarding the spectral shape need to be made.
Point measurements, of course, are not made at an infinitesimally small point in space but represent an averaged value over a given sample volume. Various sensors exist with large differences in sample volume size. For example, the size of an acoustic Doppler current profiler (ADCP) sample is related to the angular width of the beam, the diameter of the acoustic transducer, and the size of the depth cell. This volume can range from a few to thousands of cubic centimeters (Muste et al. 2004a,b) . Acoustic Doppler velocimeter (ADV) sample volume sizes also vary but are generally on the order of 2 cm 3 for open ocean flow measurements. Particle image velocimetry (PIV) sample volume sizes are related to the magnification of the image, thickness of the laser light sheet, and the size of the interrogation windows used to perform correlations (Raffel et al. 1998 ). Values vary from 1 3 10 23 to 500 mm 3 . Clearly, sensor volume averages may span many orders of magnitude in comparison to the Kolmogorov scale of the turbulence. These variations in sensor spatial resolution impact the measured turbulent energy spectra.
Examination of effects of finite resolution on the spectral shape has been previously studied through data obtained from direct numerical simulation (DNS) and experiments (e.g., Lavoie et al. 2007; Saikrishnan et al. 2006; Foucaut et al. 2004; Zhu and Antonia 1996; Wyngaard 1968 ). These studies have illuminated the complexity of this issue and shown how difficult spectral interpretation can be, even for ideal, known turbulent flow fields. Correction factors prescribed in these studies rely on the fact that the spectral shape is known a priori. Of course, for in situ ocean turbulence measurements, the flow regime is not known a priori, and the flow is rarely homogenous or isotropic. The limited existing data indicates that we do not have precisely defined spectral shapes for turbulence in the coastal ocean, much less in the bottom boundary layer (BBL; e.g., Gargett et al. 1984; Nimmo Smith et al. 2005) . Thus, precise corrections are generally not feasible. However, it is important to understand how sensor finite resolution affects spectral calculations in order to properly interpret them. This paper extends previous research in two ways. First, it demonstrates the type of modifications to spectra that can be expected resulting from limited sensor resolution using in situ oceanic turbulence data obtained with PIV. Such in situ measurements provide a detailed picture of the small-scale ocean turbulence without use of any assumptions. This data consists of a time series of the two-dimensional (2D) distribution of two components of the velocity field, streamwise and vertical. This data can be spatially filtered in order to simulate sample volumes of various sizes. One can also distinguish between 1D and 2D filters. Using the results of this analysis, we provide guidance on how to evaluate whether measured spectra may be affected by the point sensor's finite resolution to aid researchers in interpretation of spectra. The instantaneous spatial distribution of velocity needed for this analysis cannot be obtained from any other oceanographic sensor. Of course, our specific quantitative results apply only to the spectra that we have measured in the BBL, and they would be different for other settings. However, the guidance obtained from the results is relevant for evaluating the effect of finite spatial resolution on spectra in a wide range of oceanic flows.
Second, we identify and examine spectral modifications caused by finite resolution resulting from differing responses of surface wave orbital velocities and turbulence to spatial filtering. These flow fields involve processes occurring at vastly different spatial scales but similar time scales, and they consequently respond differently to spatial filtering. Replicating such a large disparity in length scales is very difficult to do in a laboratory, but it is found routinely in situ data. Examination of attenuation effects resulting from finite spatial resolution under such conditions has not been previously examined. We show how spatial filtering modifies spectral slopes at the transition between wave-and turbulence-dominated spectral ranges such that it becomes inordinately steep. Turbulent energy associated with scales coincident with the wave spectral peak, when the spectra are converted from frequency-to-wavenumber using Taylor's hypothesis, is attenuated because of spatial filtering. In contrast, the wave energy is not attenuated at the same spectral range, because the associated length scales are much larger, and it is positioned in the wavenumber spectrum in the wrong place because of the application of Taylor's hypothesis. Thus, at the junction between wave-and turbulence-dominated spectral ranges, a sharp transition occurs, and the spectral slope becomes artificially steepened. Furthermore, we show how removal of the pressure-coherent velocity is not sufficient to reveal the turbulent signal within the wave peak spectral range.
These last conclusions are particularly important because both modified spectral slopes in the transition region and remaining energy at the wave peak have been cited as potential evidence of wave-turbulence interactions (Kitaigorodskii et al. 1983; Thais and Magnaudet 1996) .
Background
First, we briefly note the effect of a simple 1D filter on a data series. Consider an n-point (n-pt) ''running average'' or 1D ''box'' filter applied to a data series u j sampled at a rate dx. The power spectral density (PSD) of the original data series convolved with the filter is
where E(k) is the PSD of the original data, T(k) is the transfer function of the filter, and wavenumber k is defined in cycles per meter (cpm). To be clear and avoid any confusion regarding factors of 2p, wavenumber k will retain this definition throughout this paper. The transfer function of the n-point running average filter is Figure 1 shows an example of this transfer function for n 5 3 and n 5 5, where dx matches the spatial sample rate of the PIV data, 5.4 mm. At low wavenumbers, the (squared) transfer function is unity, but it then decreases, reaching a minimum (a ''notch'') at 61.4 and 36.8 cpm for n 5 3 and n 5 5, respectively. The corresponding half-power points occur at 27.5 and 16.5 cpm, respectively. The filter is a ''reasonable'' low-pass filter, which suppresses energy at the scale of the filter but has a slow or ''non-local'' effect in Fourier space. When 1D spectra are computed from data filtered in directions perpendicular to the direction of the spectrum, the effect of the perpendicular filtering manifests itself in the 1D spectrum through the implicit integration over all wavenumbers in the other two directions. In other words, lost variance in the second and/or third direction will appear in the 1D spectrum as additional loss of PSD. When the spectral shape is known, this lost variance can be accounted for. In general, point measurements are obtained by averaging over three spatial dimensions and over time. In this paper, we concentrate on the effects of the spatial averaging. Consider a time series of the streamwise component of velocity used to compute the 1D energy spectrum versus streamwise wavenumber, which was converted using Taylor's hypothesis. This spectrum, E 11 (k 1 ), contains information about the streamwise velocity in the other directions through the implicit integration over the other two dimensions (e.g., Pope 2000) . More precisely, E 11 (k 1 ) is defined as
where f 11 (k) is one element of the full velocity spectrum tensor and k is the three-dimensional wavenumber. When the velocity is only filtered in the streamwise direction, the effects previously described are observed; hence, spectra can be easily corrected with knowledge of the transfer function of this filter. However, when the velocity is filtered in the perpendicular directions as well, f 11 (k) is convolved with the 3D filter, altering the integral [Eq. (3)] and consequently modifying E 11 (k 1 ) as well. If f 11 (k) is known, then attenuation contributed by energy losses in the other directions can be compensated for, and correction factors for E 11 (k 1 ) can be determined. This procedure is shown, for example, by Lavoie et al. (2007) . They model the exact spectrum of homogeneous isotropic turbulence (HIT) using DNS and compare it to energy spectra computed from PIV measurements of HIT at various resolutions.
Methods

a. Measurements and data
The PIV data used in this study were collected in two sets of experiments using a submersible PIV system. This technique consists of illuminating flow-following particles and capturing their displacement over a short time interval using digital cameras (e.g., Raffel et al. 1998) . By dividing each image into small interrogation windows and correlating two subsequent images an average particle displacement can be estimated over the time interval, providing a velocity sample for each interrogation window. The pairs of images are recorded at a specified sampling rate. Details of the flow conditions, experimental setup, correlation, and postprocessing techniques are described in Nimmo Smith et al. (2005) and Luznik et al. (2007) . Only relevant specific details are reviewed in this paper. The first dataset was collected near the Long-term Ecosystem Observatory (LEO-15; 398239N, 74899W) in September 2001. We use here data obtained with the center of the sample area located 55 cm from the seafloor in 21-m-deep water. The PIV field of view (FOV) was 34.65 3 34.65 cm 2 and image pairs were recorded at 3.33 Hz for 20 min with 2048 3 2048 pixels charge-coupled device (CCD) cameras. We recorded two datasets simultaneously separated in the streamwise direction by 66 cm. The images were correlated with interrogation windows of 64 3 64 pixels with a 32-pixel overlap in each direction. The current speed of 7.71 cm s 21 was similar in magnitude to the wave-induced motion, 3.3 cm s
21
, which was estimated using the root-meansquare (rms) of the time series of velocity, spatially averaged over the entire sample area (to reduce effects of turbulence). This dataset is referred to in this paper as run number 57 and as D in Nimmo Smith et al. (2005) .
The other two datasets were obtained near the South Atlantic Bight Synoptic , and image pairs were acquired at 3 Hz for 20 min. Except for magnification, the physical configuration and analysis procedures were the same as above. These two datasets, referred to in Luznik et al. (2007) and here as run numbers 102 and 105, were recorded at 90 and 43 cm above the seafloor, respectively, in 23-m-deep water. The corresponding mean currents were 23.9 and 28.8 cm s
, and the rms values of the wave-induced velocity were 4.2 and 4.3 cm s 21 , which are smaller than the mean current.
b. Two-dimensional spatial box filtering
In this study, we primarily use a 2D box filter, which is the most suitable for examining the effect of sample volume size on measured energy spectra. However, we also show spatial spectra computed from data filtered with several other filters so the reader may appreciate the differences between them (see section 3c). The 2D box filter is
where D is the characteristic width of the spatial filter; x 1 and x 3 are the streamwise and bed-normal directions, respectively; and K is a normalization factor for unity gain. The discrete implementation of this filter on the PIV streamwise velocity is e u i,j 5 1
where N 3 N is the original grid size; n 2 is the total number of grid points within the filtered area; and u l,k is the original unfiltered velocity, where the subscripts indicate location. In some cases, we also use several forms of 1D filtering performed only in the streamwise direction.
All PIV datasets were spatially filtered with this 2D box filter and the corresponding variables are summarized in Table 1 . The physical filter scales vary slightly between datasets because of differences in magnification; thus, the filters are referred to by the number of grid points. The 1D wavenumber corresponding to the filter size is denoted as k D . The map mean represents an average over the entire PIV FOV. The filter corresponding to the size of the interrogation window is 2 3 2. Estimates of the dissipation rate and Kolmogorov scale for the three datasets are reproduced here from Luznik et al. (2007) . They compute the dissipation rate directly from the measured spatial velocity gradients under the assumption that the out-of-plane gradients are averages of those measured. They further refine the estimates by spectral fitting to the universal dissipation spectrum (Gargett et al. 1984) . The Kolmogorov scale is subsequently computed from the dissipation rate using h 5 (n 3 /«) 1/4 . Filter sizes and wavenumbers are compared to and nondimensionalized by the Kolmogorov scale. The equivalent-frequency scales associated with the filter f D determined using Taylor's hypothesis based on the mean current (i.e., f D 5 k D u) are also shown in the table. Figure 2 shows a sample PIV velocity map box filtered at different scales. Small-scale features of the flow are progressively removed as the filter scale increases.
Because PIV data is 2D, only the filter scales in the streamwise and bed-normal directions can be varied, whereas the filter size in the cross-stream direction remains fixed. The scale of the cross-stream averaging inherent to the PIV technique is equal to the thickness of the light sheet, about one-half the size of the interrogation window in our measurements. Of course, spectra based on original PIV data also contain effects of finite resolution and are inherently attenuated at scales larger than the sample volume size. Foucaut et al. (2004) examine this effect on spatial spectra computed from PIV data, where they find an attenuation of 50% at a wavenumber of 2.8/(2p) times the wavenumber associated with the size of the interrogation window. We treat the unfiltered data as a reference, but it should be noted that the reference itself contains effects of attenuation resulting from spatial averaging. Here, we examine the effect of filtering on energy spectra for filter scales larger than the resolution of the PIV measurements. The implications of our findings for the PIV measurements are not inconsistent with Foucaut's conclusions.
c. Spatial spectra
The spatial spectra are computed along single rows of the unfiltered and box filtered instantaneous PIV data. First, the average value of the row is removed and data are zero padded to 64 points. Then, a Hanning window is applied, the spectrum is calculated, and finally the variances are corrected to account for the Hanning window. These spectral results are averaged over the central seven rows in each velocity map and over all velocity maps acquired in time. Thus, the final spectrum hE 11 (k 1 )i represents an averaged spectrum over many realizations, where h i denotes ensemble averaging.
Figure 3 compares spatial spectra computed from the original data of run 105 with those computed from the 3-pt filtered data in one and two dimensions. The filter scale is at the wavenumber of the first notch in the spatial spectra, and it is also denoted by a vertical line on the k 1 h axis. For the original PIV data, the scale of the filter is the Nyquist wavenumber of the spectrum. As expected, spectra of the filtered data take the shape of the original spectra multiplied by the squared transfer function of the filter. We also note the expected increased attenuation resulting from the 2D filtering. To explain the increased attenuation of the 2D filter, Fig. 4 shows contours of hE 11 (k 1 , k 3 )i plotted versus k 1 and k 3 for run 105. This spectrum is computed via a 2D discrete Fourier transform, after removal of the map mean value. Subsequently, the power spectral density is computed from the 2D Fourier coefficients and averaged over all realizations in time. Overlaid on this 2D spectrum are the contour lines of the 1D and 2D squared transfer functions for 1D 5-pt and 2D 5 3 5 box filters. For most of the spectrum, 2D filtering causes more attenuation than the 1D filter in the k 1 direction and clearly results in substantial attenuation of energy in the k 3 direction, particularly at high k 3 . The latter additional loss of energy is reflected in the 1D spectrum via the implicit integration over the entire k 3 direction [Eq. (3)]. Figure 5 demonstrates spatial spectra computed from data filtered at various scales. We also compute bootstrap estimates of uncertainty (Efron and Gong 1983) based on 500 bootstrap samples, each consisting of all good vector .3900 for 57). The resulting 95% confidence interval for the unfiltered data is also plotted in Fig. 5 . Energy attenuation at a given wavenumber increases with filter size, which includes contributions from energy losses in both directions. At this point, we also present a comparison of the spectral response resulting from different types of filters. Figure 6a shows energy spectra computed from run 105 data filtered using a 1D 5-pt box filter, a 1D 5-pt median filter, and equivalent 1D Gaussian and Butterworth filters. The coefficients for the Gaussian filter are set using a Gaussian function over a 5-pt window with a mean of zero and variance equal to ( 1 /12) 3 5 2 , following Pope (2000) , and normalized so that the coefficients sum to 1. This variance results in matching of the second moments of the box and Gaussian filters. For the Butterworth filter, we use a cutoff wavenumber equivalent to 0.6 times the scale of the box filter wavenumber to account for the fact that the cutoff wavenumber is associated with the half-power point. We match the first minimum 
of this filtered spectrum to the scale of the 5-pt box filter in order to make an equivalent comparison. Of course, if the cutoff wavenumber is set to the same scale associated with the 5-pt box filter, then the attenuation will be reduced at lower wavenumbers. Clearly, the Butterworth filter results in the least attenuation at low wavenumbers and provides the sharpest roll off. Here, we use a fifth-order Butterworth filter: a higher-order filter would result in a steeper roll-off and a lower-order filter would result in a distribution more similar to the box filter. The limited length of the data when applying a Butterworth filter presents problems because the database is substantially reduced as a result of the filter's large size in the spatial domain. However, it should be noted that spectral filters, such as this one, perform best in the spectral domain by design. For the other filters, the main differences occur near the scale of the filter. The box filter is the most effective at suppression of energy at the scale of the filter, but it also contains large lobes at high wavenumbers, which are small for the Gaussian filter and nonexistent for the nonlinear median filter. Figure 6a also shows that both 1D Gaussian and median filters cause less attenuation at scales slightly larger than the filter scale in comparison to the box filter. However, at low wavenumbers, the differences between them diminish. At scales 4 times larger than the filter scale, there is less than a 5% difference; at scales 10 times larger, the difference decreases to less than 1%. The lack of energy suppression at and beyond the filter scale for the median filter implies that in an equivalent 2D median filter, the amount of attenuation at high k 3 would be lower than that observed for the 2D box filter. Consequently, the effect of the integration over all k 3 would result in less attenuation of the 1D streamwise spectra for the median filter. However, because the energy at low wavenumbers dominates the variance and there is little difference between filtered spectra in this range, the difference in attenuation between the 2D box and median filters at low wavenumbers is not substantial. This trend is illustrated in Fig. 6b , which compares spectra filtered using a 2D 5 3 5 box filter and a 2D 5 3 5 median filter. At scales larger than that of the filter, the maximum difference between them occurs at 2-3 times the filter scale and does not exceed 10%. At scales 10 times larger than that of the filter, the difference reduces to less than 3%.
d. Frequency spectra
Time series of velocity collected by point sensors are commonly used to compute frequency spectra and are then converted to streamwise wavenumber spectra via Taylor's hypothesis. To examine the effect of spatial averaging on frequency/streamwise wavenumber spectra, the PIV time series data is utilized. This procedure allows us to perform spectral calculations at larger streamwise scales than the PIV map sample area. The mean current speed combined with the sampling rate and duration of the time series determine the streamwise wavenumber range resolved by the sampling scheme. Depending on the mean current, these frequency-based wavenumber spectra overlap by varying amounts with the direct spatial spectra (see section 3c).
Time series of PIV data are constructed from a single (x 1 , x 3 ) location in each PIV map, which we refer to as individual points. First, these time series are detrended and the temporal mean is removed. Then, the data are divided into segments of 170.65 s for runs 102 and 105 and 153.6 s for run 57, which overlap by 50%. The last segment is zero padded to complete it. Next, a Hanning window is applied to the data, the spectrum is computed, and the variance is subsequently corrected for the Hanning window. Afterward, the spectra are averaged over all segments. Segmenting the data raises the lower frequency limit of the spectra to 0.0059 cps for runs 102 and 105 and to 0.0065 cps for run 57, which is still below the range of relevant frequencies but has the advantage of reducing the overall noise. Finally, frequency spectra computed from individual-point time series are averaged over the central 30 3 30 points of the PIV maps. Thus, the final frequency spectra of the filtered and unfiltered data represent an averaged spectrum over many realizations. FIG. 3 . Run 105 ensemble-averaged spatial energy spectra of streamwise velocity in streamwise direction hE 11 (k 1 )i unfiltered and filtered in one and two dimensions at the same scale. The axes are nondimensionalized by estimates of the dissipation rate and the Kolmogorov scale (Luznik et al. 2007) , whose values are provided in Table 1 . The vertical lines on the k 1 h axis indicate the filter scale.
These spectra are subsequently converted to streamwise wavenumber spectra hE 11 (k 1 )i using Taylor's hypothesis. The presence of waves introduces variability into the convective velocity, which is not accounted for in the application of Taylor's hypothesis. Because of these variations, the computed frequency scales associated with filter sizes, for example, vary by Df D /f D 5 15%-45%, where Df D is the difference between values of f D calculated using the advection velocity at the wave crest to that at the trough. These variations are not sufficiently large to cause discrepancy between the temporal and spatial spectra in the region of overlap.
Bootstrap estimates of uncertainty for these spectra are also computed, with each consisting of 500 bootstrap samples and each sample consisting of 900 points. The 95% confidence interval for the unfiltered data is shown in Fig. 7 and subsequent results.
Results
a. Effect of spatial box filtering on the turbulent energy spectra
Combined spatial and frequency spectra for the unfiltered and filtered data are shown in Fig. 7 for run 102.
Data are normalized by h, «, and the appropriate viscosity. The high-wavenumber part is contributed by spatial spectra, whereas the low-wavenumber range is covered by frequency spectra. Note the large signature of wave motion on the frequency spectra and the general agreement between trends of spatial and time series (based) spectra in the region of overlap. High-frequency noise in the time series-based spectra is evident by the flattening of the spectra at its tail, especially for the unfiltered data. This noise clearly decreases with increasing filter size. Energy attenuation over a range of wavenumbers smaller than that associated with the filter scale is clear. As Fig. 7b highlights, this attenuation results in modifications to the spectral slope, which extend into the wavenumber range computed from time series data, well below the filter wavenumbers. Figure 8 shows similar results for run 105, where the mean current is slightly higher. Consequently, frequency spectra are pushed to lower wavenumbers (i.e., the overlap between the temporal and spatial spectra is smaller). This shift increases the difference between the filter wavenumbers and the Nyquist of the time seriesbased spectra, and the effect of the filtering on the frequency spectra is lessened. However, even in this case, FIG. 4 . Log contours of run 105 ensemble-averaged 2D energy spectra of streamwise velocity in the streamwise and bed-normal directions hE 11 (k 1 , k 3 )i. Overlaid are contours of the squared 2D transfer function (black) and 1D transfer function (white) for the 5 3 5 and 5-pt box filter, respectively. The white diamonds indicate the filter scale.
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spatial filtering modifies the temporal spectra, as highlighted in Fig. 8c . Here, the ratio of spectra computed from data filtered at various scales to that filtered at the smallest scale is calculated and plotted versus wavenumber. This ratio could have also been taken with respect to the unfiltered data, but reduced highfrequency noise in the 3 3 3 set makes it more suitable for comparison. It is clear that energy levels in the time series-based spectra are increasingly attenuated with increasing filter size. The lack of energy attenuation at about k 1 h 5 0.00026 for all filter scales is due to surface wave effects, which will be discussed in the next section. As mentioned earlier, the attenuation has two contributors: that is, attenuation from the filtering performed in the same direction as the spectrum and that resulting from the filtering performed in the perpendicular direction. Finally, we present one more example for a case with a low mean current, run 57, which is shown in Fig. 9 . Here, the time series-based spectra are pushed to higher wavenumbers, closer to the filter wavenumbers, and the effect of filtering on the time series-based spectra is more severe. The overall trends are consistent with the other two datasets.
Thus far, we show that attenuation of energy occurs over a range of wavenumbers smaller than that associated with the filter size. It is also shown that the range of wavenumbers affected is greater when the filtering is performed in two dimensions. Furthermore, we demonstrate how it can affect frequency spectra to varying degrees depending on the scale separation between the Nyquist frequency of the time series, converted to wavenumber using Taylor's hypothesis, and the wavenumber associated with the filter scale. Now, we further examine the wavenumber extent of the attenuation by determining the wavenumber at which the energy is attenuated by 15% compared to that filtered at the smallest available scale, 3 3 3. Table 2 shows these wavenumbers, along with their ratio to the wavenumber of the filters. These ratios are fairly consistent with values rounding to 0.1, with a few exceptions. Some of the ratios for run 57 (9 3 9, 11 3 11, and 19 3 19) are biased, because the true wavenumber associated with 15% attenuation falls in the range of wavenumbers associated with the wave peak (the effects of filtering on wave energy are discussed in the next section). However, when this amount of attenuation occurs at wavenumbers smaller than those associated with the wave peak (i.e., map mean), the ratio returns to a value of about 0.1. These ratios indicate that energy levels of turbulence are not attenuated by more than 15% for k 5 f /u , 0.1k D . It should be noted that attenuation levels vary with spectral properties in the second dimension, and our specific quantitative conclusions are most suitable for similar flows and filter scales.
b. Effect of filtering on overlapping wave and turbulent energy spectra
Wave signature is clearly evident in the frequency spectra; in this section, we examine the effect of spatial filtering on the wave energy. Furthermore, we examine modifications to spectral slopes resulting from differences in response of waves and turbulence to spatial filtering in the frequency range that they overlap. The wave peaks in the frequency spectra in Figs. 7, 8, and 9 represent ocean swell, with periods of about 8 s for runs 102 and 105 and about 11 and 16 s for run 57. The theoretical energy density spectrum of u horizontal orbital wave velocity is expressed by (Dean and Dalrymple 1991)
where h is the water depth, g is the acceleration of gravity, s is the angular wave frequency, k9 is the radian wavenumber, u is the angle between the wave orthogonal and the x axis, and jF(s, u)j 2 is the directional energy density spectrum.
Conversion of the frequency spectra to spatial spectra through the application of Taylor's hypothesis using the mean current results in the wave peak appearing in the spatial spectra at scales much smaller than its actual physical scale. This is apparent from examination of the dispersion relationship for surface waves (Dean and Dalrymple 1991) :
where U is the mean current. The wave phase speed is defined as c 5 s/k9. Solving Eq. (7) using the wave periods and mean currents for the present datasets results in wavelengths of 94.6 m for run 102, 95.2 m for run 105, and 136.9 and 218.2 m for the two wave peaks in run 57. The wave phase speeds are 11.9, 11.8, 12.7, and 13.7 m s
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, respectively, all of which are much larger than the mean current speeds. Unlike the turbulence, for the wave peaks to appear at their true wavelengths, the frequency spectra must be converted to wavenumber using the wave phase speed. Converting the wave-frequency spectra to spatial spectra by using the mean current results in the wave peak location being offset by the ratio between the wave phase speed and the mean current. This results in the wave peak appearing at physical wavenumbers of 0.43 (dataset 105), 0.52 (dataset 102), 1.2 (dataset 57, peak 1), and 0.8 cpm (dataset 57, peak 2)-or at nondimensional wavenumbers k 1 h of 1.7 3 10 24 , 2.6 3 10 24 , 1.4 3 10 23 , and 9.6 3 10 24 , respectively. Clearly, these wavenumbers are large enough that the attenuation resulting from spatial filtering should affect this range of wavenumbers, particularly for run 57. However, the disparity between the filter sizes used in this study and the true physical wavelengths of the waves are so large, the wave energy is not attenuated by the filtering (see Fig. 8c at k 1 h 5 0.000 26). Furthermore, at and near these wavenumbers, wave energy dominates the turbulence. It is for this reason that there is an abrupt transition at about k 1 h 5 4 3 10 23 in Fig. 9 , where wavenumbers smaller than this value appear to be unaffected by the filtering, whereas higher wavenumbers appear to be substantially affected by the filtering. This difference in the response to spatial filtering makes the spectral slope steeper at the transition between wave-and turbulence-dominated regions. This observation is important because modified spectral slopes in such transition regions have been cited as indicative of wave-turbulence interactions (Thais and Magnaudet 1996) .
Separation of wave and turbulent spectra is not a simple problem to resolve (e.g., Kitaigorodskii et al. 1983; Benilov and Filyshkin 1970; Jiang et al. 1990; Cheung and Street 1988; Thais and Magnaudet 1995) . One traditional approach assumes that the wave-induced velocity is the part of the velocity signal that is coherent with the pressure signal (Benilov and Filyshkin 1970) . We apply this method to obtain the so-called turbulent part by removing the fraction of energy that is coherent with the pressure time series. Figure 10a shows the energy spectra computed with and without the pressure-coherent velocity included. Removal of the pressure-coherent velocity reduces the wave energy by nearly a decade, but a spectral peak still remains in the same wavenumber range. The potential source of this residual energy has been a subject of previous research (e.g., Kitaigorodskii et al. 1983; Lumley and Terray 1983) . Despite the removal of the pressure-coherent velocity, the energy at the wave peak is not attenuated by the spatial filtering, which clearly indicates that it is still dominated by energy associated with scales larger than the turbulent scales on either side of the wave peak spectral range. Figure 10c demonstrates this point by showing the ratio of the map mean and 5 3 5 filtered spectra to that filtered at the 3 3 3 scale, where all time series-based spectra have the pressure-coherent velocity removed. As the filter scale increases to the largest available scale, map mean, the energy attenuation even extends to wavenumbers smaller than those associated with the wave peak. However, through the spectral range dominated by waves, there is little attenuation, whereas at slightly higher wavenumbers there is a steep transition to substantial levels of attenuation. It is possible that remaining energy at the wave peak contains low-wavenumber energy associated with the turbulence that has been aliased to the wave peak because of unsteady advection by the waves . However, because wave orbital velocities are not large compared with the mean current speeds (this ratio is 0.43 at most), this explanation is not likely (Gerbi et al. 2008) . It is also possible that the turbulence length scales in this range are larger than those surrounding the wave peak spectral range resulting from, for example, wave forcing of the turbulence. Nevertheless, the lack of attenuation in this range when the pressure-coherent velocity is removed indicates that this remaining energy is most likely still dominated by wave energy. In summary, for the present filter sizes, there is little effect on the wave spectrum; hence, any of these resolutions would be suitable for similar wave velocity measurements. Furthermore, when the finite resolution of a sensor starts affecting the turbulence at wavenumbers that overlap with those of the wave peak, the transition from wave-to turbulence-dominated regions contain spectral features that are artifacts of the different responses to the spatial filtering; specifically, the spectral slope in this transition region is steepened. Finally, the residual energy at the wave peak, after removal of the pressure-coherent signal, is still dominated by wave energy, albeit wave energy that is nonlinearly related to sea surface displacement. If this peak were associated with turbulence at the scales in wave peak spectral range, it would have been affected by the spatial filtering.
Discussion and conclusions
The results presented in this study show that the broadband attenuation caused by 2D spatial box filtering exceeds 15% at all length scales smaller than 10 times the size of the filter. This attenuation causes clear modifications to the spectral slopes and has two contributors. The first contributor is due to the filtering in the same direction as the spectrum, which results in wavenumber-dependent attenuation described by the filter's (squared) transfer function in that direction. Second, filtering in the perpendicular direction adds to that attenuation because the 1D spectrum represents an integral over all wavenumbers in the other two directions. The magnitude of attenuation caused by the filtering in the perpendicular dimension depends on the spectral properties in that direction, a fact that should be considered when strictly applying the present results. The quantitative trends are most applicable to similar flows and filter scales. It should also be noted that as the filter size in the third dimension increases, attenuation is expected to be greater than reported here. The present results suggest additional criteria when interpreting spectra. Consider spectra computed from time series acquired using a point sensor of a given resolution. The sample rate and the length of the time series determine the Nyquist frequency and the lowfrequency limit, respectively. The associated wavenumber range is set by the mean current along with the frequency range. Here, we show the importance of the sensor spatial resolution as well. We suggest that an upper-wavenumber limit be set at a wavenumber of one-tenth of that associated with the resolution of the sensor. Energy levels at wavenumbers larger than this limit are attenuated because of the limited spatial resolution of the sensor. Note that the presently analyzed box filter represents a worst-case effect of filtering on spectra. Therefore, the present conclusions should be considered as conservative when using other filters. We also show that the 1D Gaussian, Butterworth, and median filters cause less attenuation than the 1D box filter. In the case of a 2D median filter, the attenuation at low wavenumbers is very similar to that of the 2D box filter.
When the time series contains surface wave motion, the position of the wave spectral peak in wavenumber spectra is determined by the mean current and the wave frequency. This position is substantially offset from its true physical length scale by the ratio of the wave phase speed to the mean current, which is on the order of 100 in the present data. Because the true spatial scales of the waves are much larger than the present filter sizes and the wave energy dominates the turbulence, the associated energy is unaffected by the spatial filtering. We show that because of the differing response to the spatial filtering, spectral slopes at the transition between turbulence-and wave-dominated spectral ranges are modified, becoming inordinately steep. Thus, one should exercise caution when interpreting spectral slopes in this transition region. Removal of the pressurecoherent part of the velocity signal is insufficient to reveal the turbulent signal within the wave peak spectral range. The remaining energy in this range is still dominated by scales much larger than the turbulent scales before or after the wave peak.
