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Abstract. Finding dense subgraphs in a graph is a fundamental graph
mining task, with applications in several fields. Algorithms for identifying
dense subgraphs are used in biology, in finance, in spam detection, etc.
Standard formulations of this problem such as the problem of finding the
maximum clique of a graph are hard to solve. However, some tractable
formulations of the problem have also been proposed, focusing mainly
on optimizing some density function, such as the degree density and the
triangle density. However, maximization of degree density usually leads
to large subgraphs with small density, while maximization of triangle
density does not necessarily lead to subgraphs that are close to being
cliques.
In this paper, we introduce the k-clique-graph densest subgraph problem,
k ≥ 3, a novel formulation for the discovery of dense subgraphs. Given
an input graph, its k-clique-graph is a new graph created from the input
graph where each vertex of the new graph corresponds to a k-clique of
the input graph and two vertices are connected with an edge if they
share a common k − 1-clique. We define a simple density function, the
k-clique-graph density, which gives compact and at the same time dense
subgraphs, and we project its resulting subgraphs back to the input
graph. In this paper, we focus on the triangle-graph densest subgraph
problem obtained for k = 3. To optimize the proposed function, we
present an efficient greedy approximation algorithm that scales well to
larger graphs.
We evaluate the proposed algorithm on real datasets and compare it with
other algorithms in terms of the size and the density of the extracted sub-
graphs. The results verify the ability of the proposed algorithm in finding
high-quality subgraphs in terms of size and density. Finally, we apply the
proposed method to the important problem of keyword extraction from
textual documents.
1 Introduction
In recent years, graph-based representations have become extremely popular for
modelling real-world data. Some examples of data represented as graphs include
social networks, protein or gene regulation networks and textual documents. The
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2problem of extracting dense subgraphs from such graphs has received a lot of
attention due to its potential applications in many fields. Specifically, in the web
graph, dense subgraphs may correspond to link spam [18] and hence, they can
be used for spam detection. In bioinformatics, they are used for finding molec-
ular complexes in protein-protein interaction networks [6] and for discovering
motifs in genomic DNA [17]. In the field of finance, they are used for discover-
ing migration motifs in financial markets [14]. Other applications include graph
compression [10], graph visualization [1], real-time identification of important
stories in Twitter [3] and community detection [12].
Given an undirected, unweighted graph G = (V,E), we will denote |V | = n
the number of vertices and |E| = m the number of edges. Given a subset of
vertices S ⊆ V , let E(S) be the set of edges that have both end-points in S.
Hence, G(S) = (S,E(S)) is the subgraph induced by S. The density of the set
S is δ(S) = |E(S)|/(|S|2 ), the number of edges in S over the total possible edges.
Finding the set S that maximizes δ is not a meaningful problem, as density δ
does not take into account the size of the subgraph. For example, a subgraph
consisting of two vertices connected with an edge has higher density δ than a
subgraph consisting of 100 vertices and all but one edge between them. However,
clearly, we would prefer the latter subgraph from the former even if it achieves
a lower value of density δ. Typically, the problem of dense subgraph discovery
asks for a set of vertices S which is large and which has high density. Several
different functions have been proposed in the literature that aim to solve this
problem. Some of these functions can be optimized in polynomial time, however,
most of these formulations of extracting dense subgraphs are NP-hard and also
hard to approximate.
Recently, there was a growing interest in the extraction of subgraphs whose
vertices are highly connected to each other [32,7,31]. However, existing methods
do not always find subgraphs with high density δ. Instead, they prefer subgraphs
with many vertices even if their density δ is not very high. In many cases, we are
interested in discovering sets of vertices where there is an edge between almost
all their pairs. In this paper, we introduce a new formulation for extracting
dense subgraphs. We define a new family of functions for measuring the density
of a subgraph and we provide exact and approximate algorithms that allow the
extraction of large subgraphs with high density δ by maximizing these functions.
Our contributions are fourfold:
(i) New formulation: We introduce the k-clique-graph densest subgraph (k-
clique-GDS) problem, a new formulation for finding large subgraphs with high
density δ. Given a value for k, we create a graph whose vertices correspond
to k-cliques of the original graph and we draw edges between two k-cliques if
they share a common (k − 1)-clique. We then extract a dense subgraph from
the new graph and we project the result back to the original graph. We focus
on the special case obtained for k = 3 which we call the triangle-graph densest
subgraph (TGDS) problem. We define a new density function which is suited
to the needs of our problem.
3(ii) Approximation algorithm: We propose an efficient greedy approximation
algorithm for the TGDS problem which removes one vertex at each iteration.
The algorithm achieves nearly-optimal results on real-world networks.
(iii) Experimental evaluation: We evaluate our approximation algorithm on
several real-world networks. We compare the obtained subgraphs with those
outputted by state-of-the-art algorithms and we observe that the proposed
algorithm extracts subgraphs of high quality. We also present an application
of our problem to the task of keyword extraction from textual documents.
2 Related Work
In this Section, we review the related work published in the areas of Clique Find-
ing, Dense Subgraph Discovery and Triangle Listing.
Clique Finding. A clique is a graph whose vertices are all connected to each
other. Hence, all cliques have density δ = 1. A maximum clique of a graph is
a clique, such that there is no clique with more vertices. Finding the maximum
clique of a graph is an NP-complete problem [22]. The maximum clique problem
is also hard to approximate. More specifically, H˚astad showed in [20] that for any
 > 0, there is no polynomial algorithm that approximates the maximum clique
within a factor better than O(n1−), unless NP has expected polynomial time
algorithms. Feige presented in [15] a polynomial-time algorithm that approxi-
mates the maximum clique within a ratio of O(n(log logn)2/(logn)3). A maximal
clique is a clique that is not included in a larger clique. The Bron–Kerbosch
algorithm is a recursive backtracking procedure [9] that lists all maximal cliques
in a graph in O(3n/3) time.
Dense Subgraph Discovery. The problem of finding a dense subgraph given
an input graph has been widely studied in the literature [24]. As mentioned
above, such a problem aims at finding a subset of vertices S ⊆ V of an input
graph G that maximizes some notion of density. Among all the functions for
evaluating dense subgraphs, degree density has gained increased popularity. The
degree density of a set of vertices S is defined as d(S) = 2|E(S)|/|S|. The prob-
lem of finding the set of vertices that maximizes the degree density is known as
the densest subgraph (DS) problem. The set of vertices S ⊆ V that maximizes
the degree density can be identified in polynomial time by solving a series of
minimum-cut problems [19]. Charikar showed in [11] that the DS problem can
also be formulated as a linear programming (LP) problem. In the same paper, the
author proved that the greedy algorithm proposed by Asahiro et al. [5] provides
a 12 -approximation to the DS problem in linear time.
Some variations of the DS problem include the densest k-subgraph (DkS), the
densest at-least-k-subgraph (DalkS) and the densest at-most-k-subgraph (DamkS)
problems. These variations put restrictions on the size of the extracted subgraph.
The DkS identifies the subgraph with exactly k vertices that maximizes the de-
gree density and is known to be NP-complete [4]. Feige et al. provided in [16]
an approximation algorithm with approximation ratio O(nδ), where δ < 1/3.
The DalkS and DamkS problems were introduced by Andersen and Chellapilla
4[2]. The first problem asks for the subgraph of highest degree density among all
subgraphs with at least k vertices and is known to be NP-hard [23], while the
second problem asks for the subgraph of highest density among all subgraphs
with at most k vertices and is known to be NP-complete [2].
Tsourakakis introduced in [31] the k-clique densest subgraph (k-clique-DS)
problem which generalizes the DS problem. The k-clique-DS problem maximizes
the average number of k-cliques induced by a set S ⊆ V over all possible vertex
subsets. For k = 3, we obtain the so-called triangle densest subgraph (TDS)
problem which maximizes the triangle density defined as dtr(S) = t(S)/|S| where
t(S) is the number of triangles in S. The author provides two polynomial-time
algorithms that identify the exact set of vertices that maximizes the triangle
density and a 13 -approximation algorithm which runs asymptotically faster than
any of the exact algorithms.
There are several other recent algorithms that extract dense subgraphs by
maximizing other notions of density [29,32,33]. It is worthwhile mentioning
Tsourakakis et al.’s work [32]. The authors defined the optimal quasi-clique
(OQC) problem which finds the subset of vertices S ⊆ V that maximizes the
function fα(S) = |E(S)| − α
(|S|
2
)
where α ∈ (0, 1) is a constant. The OQC
problem is not polynomial-time solvable and the authors provided a greedy ap-
proximation algorithm that runs in linear time and a local-search heuristic.
Triangle Listing. Given a graph G, the triangle listing problem reports all the
triangles in G. The triangle listing problem has been extensively studied and
a large number of algorithms has been proposed [21,13,28]. A listing algorithm
requires at least one operation per triangle. In the worst case, there are n3 trian-
gles in terms of the number of vertices and m3/2 in terms of the number of edges.
Hence, in the worst case, it takes m3/2 time just to report the triangles. The
above algorithms require O(m3/2) time to list the triangles and they are thus
optimal in the worst case. Recently, Bjo¨rklund et al. proposed output sensitive
algorithms which run asymptotically faster when the number of triangles in the
graph is small [8].
3 Problem Definition
In this Section, we will introduce the k-clique-graph densest subgraph (k-clique-
GDS) problem, a novel formulation for finding dense subgraphs. In the following,
we will restrict ourselves to the case where k = 3, that is to triangles. At the end
of the Section, we will describe how the proposed approach can be generalized
to the case of k-cliques, k > 3.
The cornerstone of the proposed method is the transformation of the input
graph G = (V,E) into another graph G′ = (V ′, E′). The transformed graph
G′ is a more abstract representation of G. Specifically, it encodes information
regarding the triangles of the input graph G and the relationships between them.
As a preprocessing step before applying the transformation, we assign labels
to the edges of the input graph G. Given a set of labels L, ` : E → L is a
function that assigns labels to the edges of the graph. Each edge is assigned
5Algorithm 1 Construct triangle-graph
Input: graph G = (V,E)
Output: graph G′ = (V ′, E′)
1: Assign a unique label to each edge of the input graph G.
2: Extract all triangles in G by running a triangle listing algorithm. Let T (S) be the
set of the extracted triangles.
3: Create a new empty graph G′.
4: For each triangle t ∈ T (G) create a vertex in the G′.
5: Connect two vertices in G′ with an edge if the corresponding triangles in G share
a common edge.
6: Assign to the new edge the label of the edge that is shared between the two
triangles.
7: Return G′.
a unique label. Hence, the cardinality of the set L is equal to that of set E,
|L| = |E|. We next proceed with the transformation of G into G′. The first step
of the transformation procedure is to run a triangle listing algorithm. There
are several available triangle listing algorithms as described in Section 2. Let
T (S) be the set of triangles extracted from G. For each triangle t ∈ T (G), we
create a vertex in the new graph G′. Therefore, each vertex represents one of
the triangles extracted from G. Pairs of triangles that share a common edge
in G are considered neighbors and are connected with an edge in G′. In other
words, each edge in G′ corresponds to a pair of triangles sharing the same edge.
The edges of G′ are also assigned labels. Each edge in G′ is given the label
of the edge that is shared between the two corresponding triangles in G. For
example, given a pair of triangles t1 = (v1, v2, v3) and t2 = (v1, v2, v4) where
t1, t2 ∈ T (G), these triangles have a common edge e = (v1, v2) and the edge e′
that links them in G′ gets the same label as e, that is `(e′) = `(e). A triangle has
three edges, hence, although it can have any number of adjacent edges in G′, its
labels come from a limited alphabet consisting of only three items (the labels
of the three edges of the triangle in G). We call the transformed graph G′ the
triangle-graph of G. Algorithm 1 describes the steps required to create G′ from
G and Figure 1 illustrates how a graph containing 4 triangles is transformed into
its triangle-graph.
After creating the triangle-graph G′, we can find a subset of vertices S′ ⊂ V ′
that correponds to a dense subgraph. As mentioned earlier, each vertex v ∈ S′
represents a triangle t of the input graph G. Each triangle t is a set of three
vertices. Intuitively, the union of the vertices of all the triangles that belong to
the set S′ will form a dense subgraph of G. To extract the set of vertices S′, we
can define a density measure and optimize it. A simple measure we can employ
is the well-known degree density defined as d(S′) = 2|E(S′)|/|S′|. However,
the above function will not necessarily lead to subgraphs with high density.
Consider the two graphs shown in Figure 2. As can be seen from the Figure, the
triangle-graphs emerging from the two input graphs are structurally equivalent,
and hence, they have the same degree density. As a result, if the two graphs
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Fig. 1. Example of an input graph (left) and the triangle-graph (right) created from
it. There are 4 triangles in the input graph defined by the following triads of edges:
(1, 2, 3), (3, 4, 5), (4, 7, 8) and (9, 10, 11). The first two as well as the second and third
triangles have a common edge (edge 3 and edge 4 respectively). Hence, these pairs of
triangles are connected with an edge in the triangle-graph. The fourth triangle does
not share any edges with the other triangles, therefore, it has no adjacent edges in the
triangle-graph.
are components of a larger graph and there are no other subgraphs with higher
value, they are equally likely solutions to the DS problem. However, it is obvious
that the upper graph suits better our purpose, and we would like our algorithm
to prefer this compared to the lower graph.
To account for this problem, we define a new density measure which we call
the triangle-graph density.
Definition 1 (Triangle-Graph Density). Given an undirected, unweighted
graph G = (V,E), first construct its triangle graph G′ = (V ′, E′). For any
S′ ⊆ V ′, we define its triangle-graph density as f(S′) = d(S′)|S′| where d(S′) =∑
v∈S′ minl∈L(v)
(
degS′(v, l)
)
, L(v) the set of labels of the edges adjacent to v
(three labels at most), and degS′(v, l) the number of edges that are adjacent to v
in the subgraph induced by S′ and are assigned the label l.
The triangle-graph density will allow the discovery of subgraphs with high values
of density δ. This is due to the fact that for each triangle t in G, the function
takes into account the number of neighbors from all three edges of t. If a triangle t
corresponding to the vertex v in G′ shares one of its edges with many other trian-
gles, but the other two edges with no triangles, then minl∈L(v)
(
degS′(v, l)
)
= 0.
Therefore, even if t has many neighbors, it contributes nothing to the triangle-
graph density. Triangle-graph density seeks for subgraphs whose vertices belong
to edges which all consist of large sets of vertices. Cliques are natural candidates
for maximizing the function since all their edges are shared between several
triangles.
We next introduce the triangle-graph densest subgraph problem, the opti-
mization problem we address in this paper.
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Fig. 2. Two input graphs (left) and their triangle-graphs (right). The two triangle-
graphs are structurally equivalent although the input graphs are not.
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Fig. 3. Example of an input graph (left) and the triangle-graph (right) created from
it. There are 7 triangles in the input graph defined by the following triads of edges:
(1, 2, 3), (1, 4, 6), (2, 4, 5), (3, 5, 6), (6, 7, 8), (8, 9, 10) and (5, 10, 11).
Problem 1 (TGDS problem). Given an undirected, unweighted graphG = (V,E),
create its triangle-graph G′ = (V ′, E′), and find a subset of vertices S∗ ⊆ V ′
such that f(S∗) = arg maxS′⊆V ′ f(S
′).
After optimizing the triangle-graph density, we end up with a set of vertices
S′ ⊆ V ′ and from these we obtain the set of vertices S ⊆ V that corresponds
to the resulting subgraph. The set S consists of all the vertices that form the
triangles in S′. It is clear that the TGDS problem can result in subgraphs with
high values of density δ.
What needs to be investigated next is what are the properties of the ex-
tracted subgraphs and how they differ from the ones extracted from existing
methods. The proposed triangle-graph densest subgraph (TGDS) problem seems
to be very related to the triangle densest subgraph (TDS) problem introduced
by Tsourakakis in [31]. However, as we will show next, the two problems can
result in different solutions, and the subgraphs returned by TGDS are closer to
being near-cliques compared to the ones returned by TDS. Consider the graph G
and its triangle-graph G′ both shown in Figure 3. The optimal solution of TDS
8is the whole graph. Conversely, the optimal solution of TGDS is the subgraph
induced by the vertices that form the 4-clique. Hence, the optimal solution of
the proposed problem is a clique, while the optimal solution of TDS is a larger
graph with lower density δ. The above example demonstrates that the optimal
solutions of TGDS correspond to subgraphs that exhibit a stronger near-clique
structure compared to TDS.
The process of creating the k-clique graph for k > 3 is similar to the one
described above for k = 3. Specifically, to construct the k-clique graph G′ =
(V ′, E′), we first extract all the k-cliques from G. Then for each k-clique in
G, we create a vertex v in G′. Two vertices v1, v2 ∈ V ′ are connected with
an edge if the corresponding cliques share a common (k − 1)-clique in G. For
example, for k = 4, if two 4-cliques in G share a common triangle, an edge
is drawn between them in G′. Each (k − 1)-clique in G is assigned a unique
label and the edges of the k-clique graph are assigned the labels of the (k − 1)-
cliques that are shared between their two endpoints. Then, the k-clique-graph
density and the k-clique-graph densest subgraph (k-clique-GDS) problem are
defined in a similar way as in the case of triangles. The algorithms presented
in the next Section for maximizing triangle-graph density can be generalized to
maximizing the k-clique-graph density. However, extracting k-cliques for k > 3
is a computationally demanding task, and hence, we restrict ourselves to the
case where k = 3.
4 Proposed Algorithm
In this Section, we present a greedy algorithm for solving the TGDS problem.
The algorithm is inspired by previously-introduced algorithms in the field of
dense subgraph discovery. In what follows, we assume that we have extracted
all triangles from the input graph and we have created the triangle-graph. Note
that, for simplicity of notation, from now on, we denote by G = (V,E) the
triangle-graph and not the input graph. We also denote by qS(v) the minimum
degree of vertex v with respect to the three labels of its adjecent edges in the
subgraph induced by S, that is qS(v) = minl∈L(v)
(
degS(v, l)
)
.
We next provide an efficient algorithm for extracting a set of vertices S ⊆
V with high value of triangle-graph density f(S). The proposed algorithm is
an adaptation of the greedy algorithm of Asahiro et al. [5]. The algorithm is
illustrated as Algorithm 2. The algorithm iteratively removes the vertex v whose
value d(v) is the smallest among all vertices. Subsequently, it computes the
triangle-graph density of the subgraph induced by the remaining vertices. The
output is the subgraph over all the produced subgraphs that maximizes triangle-
graph density. The algorithm is linear to the number of vertices and the number
of edges of the triangle-graph, hence its complexity is O(t + y) where t is the
number of triangles in the input graph and y is the number of edges of the
triangle-graph.
Theorem 1. Let S be the set of vertices returned after the execution of Algo-
rithm 2 and let S∗ be the set of vertices of the optimal subgraph. Consider the
9Algorithm 2 Greedy algorithm
Input: graph G = (V,E)
Output: Subset of vertices S ⊆ V
S|V | ← V
for i← |V | to 1 do
Let v be the vertex whose minimum value of the three degrees is the smallest in
the subgraph induced by Si
Si−1 ← Si \ {v}
end for
S ← arg maxi=1,...,|V | f(Si)
iteration of the greedy algorithm just before the first vertex u that belongs in the
optimal set S∗ is removed, and let SI denote the vertex set currently kept in that
iteration. Let also qSI (u) be the minimum degree of vertex u in SI with respect
to the three labels of its adjacent edges. Then, it holds that
f(S) ≥ |S
∗|
|SI | f
∗
G +
(
1− |S
∗|
|SI |
)
qSI (u)
Proof. Given a subset of vertices S ⊆ V and a vertex v, let qS(v) be the minimum
degree of vertex v with respect to its three labels. Let also S∗ be the vertices of
the optimal subgraph. The optimal value of the function is obtained for the set
of vertices S∗ and is equal to f(S∗) = d(S∗)/|S∗|.
Consider the iteration of the greedy algorithm just before the first vertex u
that belongs in the optimal set S∗ is removed. Let SI denote the set of vertices
still present before the removal of u. The value of the function for the set of
vertices SI is then f(SI) = d(SI)/|SI |.
Since S∗ ⊆ SI ⊆ V , it holds that qV (v) ≥ qSI (v) ≥ qS∗(v), ∀v. In each iter-
ation, the algorithm removes the vertex with the minimum degree with respect
to the three labels of its adjacent edges. Since u is the first vertex to be removed
by the algorithm, it is also easy to see that qSI (v) ≥ qSI (u) ≥ qS∗(u). Therefore,
f(SI) =
d(SI)
|SI |
=
∑
v∈S∗
qS∗(v) +
∑
v∈S∗
(
qSI (v)− qS∗(v)
)
+
∑
v∈SI\S∗
qSI (v)
|SI |
≥
∑
v∈S∗
qS∗(v) +
∑
v∈SI\S∗
qSI (v)
|SI |
=
|S∗|f(S∗) + ∑
v∈SI\S∗
qSI (v)
|SI | ≥
|S∗|f(S∗) + (|SI | − |S∗|)qSI (u)
|SI |
=
|S∗|
|SI | f(S
∗) +
(
1− |S
∗|
|SI |
)
qSI (u)
10
The algorithm returns a set of nodes S which is the best over all iterations, hence
we obtain
f(S) ≥ f(SI) ≥ |S
∗|
|SI | f(S
∗) +
(
1− |S
∗|
|SI |
)
qSI (u)
From the above result, we can see that the bound provided by the approx-
imation algorithm highly depends on the relationship between |SI |, the size of
the vertex set just before the first vertex of S∗ is removed, and |S∗|, the size of
the optimal set. It also depends on the relationship between the optimal value
of the triangle-graph density f(S∗) and the minimum degree qSI (u) of the first
vertex of the optimal set S∗ to be removed from SI with respect to its three
labels. The difference between |SI | and |S∗|, and between f(S∗) and qSI (u) is
not very large in practice, and the algorithm leads to subgraphs with quality
almost equal to that of the optimal subgraphs.
5 Experiments and Evaluation
In this Section, we present the evaluation of the proposed approach for extracting
dense subgraphs. We first give details about the datasets that we used for our
experiments. We then present the employed experimental settings. And we last
report on the results obtained by our approach and some other methods.
5.1 Experimental Setup
For the evaluation of the proposed algorithms, we employed several publicly
available graphs. The algorithms are applicable to simple unweighted, undirected
graphs. Hence, we made all graphs simple by ignoring the edge direction in the
case of directed graphs and by removing self-loops and egde weights, if any. Ta-
ble 1 shows statistics of these graphs. The first ten datasets were obtained from
UCIrvine Network Data Repository4, while the remaining datasets were obtained
from Stanford SNAP Repository5. We compared the proposed algorithms with
algorithms that solve the densest subgraph (DS), the triangle densest subgraph
(TDS) and the optimal quasi-clique (OQC) problems. For the first two (DS and
TDS problems), there are algorithms that solve these problems exactly in poly-
nomial time. Hence, for small-sized datasets, we present the results obtained
from both the exact and greedy approximation algorithms for each problem. For
larger datasets, we report only on the results achieved by the greedy approxi-
mation algorithms. With regards to the objective function of the OQC problem,
we set the value of parameter α equal to 1/3 as suggested in [32]. All algorithms
were implemented in Python6 and all experiments were conducted on a single
machine with a 3.4GHz Intel Core i7 processor and 32GB of RAM. To assess
4 https://networkdata.ics.uci.edu/index.php
5 http://snap.stanford.edu/data/index.html
6 Code is available at https://github.com/giannisnik/
k-clique-graphs-dense-subgraphs
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Table 1. Graphs used for evaluating the algorithms.
Graph |V| |E|
Karate 34 78
Dolphins 62 159
Lesmis 77 254
Adjnoun 112 425
Football 115 613
Polbooks 105 441
Celegansneural 297 2,148
Polblogs 1,224 16,715
Power 4,941 6,594
Wiki-Vote 7,115 100,762
ca-CondMat 23,133 93,439
p2p-Gnutella31 62,586 147,892
Slashdot0902 82,168 504,230
email-EuAll 265,009 364,481
web-NotreDame 325,729 1,497,134
Amazon 334,863 925,872
Youtube 1,134,890 2,987,624
roadNet-CA 1,965,206 2,766,607
the quality of the extracted subgraphs, we employed the following measures: the
density of the extracted subgraph δ(S) = |E(S)|/(|S|2 ), the density with respect
to the number of triangles τ(S) = t(S)/
(|S|
3
)
, that is the number of triangles in
S over the total possible triangles, and the size of the subgraph |S|. The δ and τ
measures take values between 0 and 1. The larger their value, the closer the sub-
graph to being a clique. Therefore, we are interested in finding large subgraphs
(large value of |S|) with δ and τ values close to 1.
5.2 Results and Discussion
Table 2 summarizes the results obtained on small-sized graphs. We observe that
on the small-sized graphs, the proposed algorithm (Greedy TGDS) returns in
general subgraphs that are closer to being a clique compared to the competing
algorithms. As we can see from the Table, the densities δ and τ of the subgraphs
extracted by our algorithm are relatively high. Our initial intention was to design
an algorithm for finding a set of vertices with many edges between them. The
obtained results verify our intuition that the proposed approach is capable of
finding near-cliques. Furthermore, we show in Table 3 the triangle-graph density
of the subgraphs extracted by a brute-force exact algorithm and the proposed
greedy approximation algorithm. We notice that on four out of the six graphs, the
two densities are equal to each other, while on the other two, they are very close
to each other. The obtained results indicate that the greedy algorithm achieves
approximation ratios close to 1 on real-world networks. Hence, the approximation
algorithm is nearly-optimal in practice.
Next, we present results obtained on larger graphs. Specifically, Table 4 com-
pares the four approaches on 12 graphs. In general, the proposed algorithm still
manages to extract subgraphs with high values of δ and τ . However, on two
12
Table 2. Comparison of the extracted subgraphs by Goldberg’s exact algorithm
for the DS problem (Exact DS), Charikar’s 1
2
approximation algorithm for the
DS problem (Greedy DS), Tsourakakis’s algorithm for the TDS problem (Exact
TDS), Tsourakakis’s 1
3
approximation algorithm for the TDS problem (Greedy TDS),
Tsourakakis et al.’s greedy approximation algorithm for the OQC problem (Greedy
OQC), and our greedy approximation algorithm for the TGDS problem (Greedy
TGDS).
Dataset
Exact DS Greedy DS Exact TDS Greedy TDS Greedy OQC Greedy TGDS
|S| δ τ |S| δ τ |S| δ τ |S| δ τ |S| δ τ |S| δ τ
Karate 16 0.35 0.05 16 0.35 0.05 6 0.93 0.80 6 0.93 0.80 10 0.55 0.18 6 0.93 0.80
Dolphins 20 0.32 0.04 36 0.17 0.01 7 0.80 0.54 6 0.93 0.80 13 0.47 0.11 6 0.93 0.80
Lesmis 23 0.49 0.18 23 0.49 0.18 13 0.88 0.71 13 0.88 0.71 22 0.50 0.19 12 0.93 0.83
Adjnoun 48 0.20 0.01 44 0.22 0.01 41 0.23 0.01 41 0.23 0.01 16 0.48 0.11 7 0.85 0.62
Football 115 0.09 0.00 115 0.09 0.00 18 0.48 0.20 18 0.48 0.20 10 0.88 0.66 18 0.48 0.20
Polbooks 24 0.41 0.09 48 0.19 0.02 20 0.49 0.15 36 0.26 0.04 14 0.67 0.30 13 0.69 0.34
Table 3. Triangle-graph densities of the subgraphs extracted by an exact agorithm
and the proposed greedy approximation algorithm.
Dataset Exact TGDS Greedy TGDS
Karate 2.25 2.25
Dolphins 2.25 2.25
Lesmis 7.60 7.60
Adjnoun 2.39 2.36
Football 6.0 6.0
Polbooks 4.02 3.89
graphs (Amazon, roadNet-CA), it fails to discover high-quality subgraphs in
terms of density. Overall, the Greedy DS algorithm returns the largest subgraphs,
followed by the Greedy TDS algorithm, while the Greedy OQC algorithm and
the proposed algorithm return smaller subgraphs with higher values of density.
We notice that the subgraphs extracted by the proposed greedy approximation
algorithm resemble most those extracted by the Greedy TDS algorithm. On the
ca-CondMat dataset, all the algorithms extract the same subgraph. There is a
large clique hidden in this graph and all the algorithms manage to find it.
6 Application
In this Section, we apply the proposed algorithm to a central problem in Natural
Language Processing: extracting keywords from a textual document. Keyword
extraction finds applications in several fields from information retrieval to text
classification and summarization. Given a document d, we can represent it as
a statistical graph-of-words, following earlier approaches in keyword extraction
[26,27,30] and in summarization [25]. The construction of the graph is preceded
by a preprocessing phase where standard text processing tasks are performed.
The processed document is then transformed into an unweighted, undirected
graph G whose vertices represent unique terms and whose edges represent co-
occurrences between the connected terms within a fixed-size window. We then
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Table 4. Comparison of the extracted subgraphs by Charikar’s 1
2
approximation algo-
rithm for the DS problem (Greedy DS), Tsourakakis’s 1
3
approximation algorithm for
the TDS problem (Greedy TDS), Tsourakakis et al.’s greedy approximation algorithm
for the OQC problem (Greedy OQC), and our greedy approximation algorithm for the
TGDS problem (Greedy TGDS).
Dataset
Greedy DS Greedy TDS Greedy OQC Greedy TGDS
|S| δ τ |S| δ τ |S| δ τ |S| δ τ
Celegansneural 127 0.13 0.005 30 0.47 0.13 22 0.61 0.25 24 0.55 0.21
Polblogs 278 0.20 0.020 102 0.54 0.195 100 0.55 0.202 74 0.67 0.343
Power 31 0.20 0.021 12 0.54 0.195 12 0.54 0.195 12 0.54 0.195
Wiki-Vote 828 0.11 0.004 464 0.19 0.014 133 0.47 0.131 152 0.42 0.104
ca-CondMat 26 1.0 1.0 26 1.0 1.0 26 1.0 1.0 26 1.0 1.0
p2p-Gnutella31 1,549 0.005 0.0 10 0.40 0.11 14 0.48 0.0 22 0.15 0.016
soc-Slashdot0902 219 0.39 0.097 171 0.50 0.165 155 0.54 0.200 145 0.56 0.225
email-EuAll 505 0.13 0.005 200 0.29 0.041 97 0.51 0.164 91 0.52 0.179
web-NotreDame 1,367 0.11 0.012 457 0.34 0.114 305 0.51 0.255 155 1.0 1.0
Amazon 9 0.91 0.761 16 0.45 0.178 9 0.91 0.761 170 0.03 0.001
Youtube 1,860 0.049 0.0006 729 0.11 0.005 125 0.46 0.115 442 0.17 0.012
roadNet-CA 19,899 0.0001 0.0 168 0.017 0.0002 5 0.80 0.40 168 0.017 0.0002
employ the proposed algorithm to extract a dense subgraph from G. The vertices
of the subgraph act as representative keywords of the document.
To demonstrate the ability of the proposed approach to identify meaningful
keywords, we extracted the text of this paper and we transformed it into a
graph G using a window of size 3 (each word is connected with an edge with
each one of its two preceding and two following words, if any). We then extracted
a dense subgraph from G using the proposed greedy approximation algorithm.
The output subgraph consists of the following 31 vertices:
subgraphs, labels, maximizes, vertices, k, first, cliques,
triangle, subgraph, algorithm, triangles, value, optimal, density,
edges, large, g, number, vertex, given, function, clique, graph,
v, e, set, problem, input, edge, extract, hence
As we can observe, the extracted keywords capture the main concepts of the
paper.
7 Conclusion
In this paper, we propose a novel approach for extracting dense subgraphs. Given
a graph, our algorithm first transforms it to a k-clique-graph. We then introduce
a simple density measure to extract high-quality subgraphs. We propose a greedy
approximation algorithm for maximizing the density function. We evaluate our
proposed approach for the case where k = 3 on real graphs and we compare
it with other popular measures. We also evaluate our proposed method on the
task of keyword extraction from textual documents. Overall, our algorithm shows
good performance in finding large near-cliques, and can serve as a useful addition
to the list of dense subgraph discovery algorithms.
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