Abstract: A controlled diffusion compressor cascade is studied using large eddy simulation (LES). The aim of this study is to assess the capability of LES to be used in an industrial context. The Reynolds number is approximately 700 000 based on chord length and inlet velocity. A 'thinslice' representation of the cascade is used as the reference grid, and the influence of a narrow span is studied by comparison simulations with a domain that has a span five times larger than the thin-slice grid. While the instantaneous flow-fields of the thin-slice and wide-domain simulations are qualitatively similar, the thin-slice simulations suffer from flow confinement problems caused by the imposition of the narrow span. The non-unity axial velocity density ratio of the flow enforces the use of inviscid wall spanwise boundaries, which have a parasitic influence on the development of the flow in the thin-slice simulations. The resultant data obtained from the thinslice simulations are therefore compromised and the computed loss estimation is considered unreliable. However, when comparing mean quantities such as surface pressure and boundary layer growth the narrow does give reasonable predictions. While the inviscid spanwise walls also affect the flow near the boundaries in the wide domain simulations, there is sufficient region of span from which reliable flow data and loss estimations can be obtained. For blade flows at off-design conditions, a span of 20 per cent of the blade chord is sufficient to give good agreement with experimental data. This incurs a computational cost that may be too high to incorporate parametric LES studies into the design cycle of turbomachinery components with current computers.
INTRODUCTION
In an industrial environment, Reynolds-averaged Navier-Stokes (RANS) models have been the standard simulation tool in a wide variety of flow configurations for a number of years. The relatively coarse grids required by RANS and its subsequently lowcomputational cost allows flow solutions to be obtained rapidly, and many design parameters can be considered in a short period of time. This ensemble-averaging approach to the solution of the governing equations does, however, come at some expense as no time-dependent flow data are available that could potentially benefit a design process. Modern supercomputing power has now brought fully timedependent simulation within reach of the industrial design process. As the computational expense of direct numerical simulation (DNS) limits its applicability to flows of moderate Reynolds numbers, it is expected that large eddy simulation (LES) will become increasingly relevant to industrial applications in the foreseeable future.
Published research into the use of time-dependent simulation in turbomachinery flows has become more apparent in the past few years. The majority of this study have focused on the simulation of turbine blades in linear cascades. While computationally expensive, DNS has been performed for such turbine cascades at transitional Reynolds numbers [1] . LES of turbine cascades have been performed at conditions that match reference DNS data [2] , and it was found that the LES predicted a transition on the suction side of the blade that was delayed by some 10 per cent when compared to the DNS. This was attributed to the coarse grid used in the simulation and highlights the resolution requirements for wallbounded simulations. In all of the above simulations, the incoming wakes were included in the simulations through the use of precursor calculations [3] . The effect of small-scale turbulence embedded within the wakes was studied by Wissink et al. [4] , who concluded that while the large-scale motion of the wake triggers the Kelvin-Helmholtz (K-H) instability on the suction side of the blade, the small-scale disturbances embedded into the wake flow seed the transition to turbulence in the shear layer flow. Matsuura and Kato [5] used LES to predict transitional flow in a turbine cascade and found that the dominant unsteady behaviour of the transitional boundary layers depends upon the presence of simulated freestream turbulence.
There have been surprisingly few studies of flows relevant to compressors using LES. You et al. [6] used LES to examine loss mechanisms in rotor tipclearance flows [7] , including the effect of varying tip-gap size [8] . This study also acted as a catalyst to improve RANS modelling for turbomachinery with a second-moment closure [9] . Of particular relevance to this study are the DNS of a linear compressor cascade at a moderate Reynolds number by Zaki et al. [10] . A precursor DNS of the shedding from a cylinder was used to generate the periodically passing wake. This caused the suction-side flow to separate and rollup into discrete K-H vortices, while on the pressure side the flow underwent a bypass transition due to the passing of the wake.
Of particular interest in this study is the flow in axial compressors. The idealized controlled diffusion cascade of Sanger and Shreeve [11] has been studied extensively, yielding a significant amount of experimental data over a wide range of flow inlet angles [12] [13] [14] [15] [16] . This large dataset has prompted the cascade to be the subject of several numerical studies of the flow [14, [17] [18] [19] [20] with each study showing deficiencies in the prediction of the loss of the blade over a range of flow inlet angles.
The aim of this present study is to evaluate the ability of LES to predict loss coefficient prediction of the cascade of Sanger and Shreeve over a wide variety of flow inlet angles. Loss coefficient is a key parameter used to evaluate compressor designs and its accurate prediction for a range of design points is essential to allow the design of more efficient compressor systems. The idealized cascade of Sanger and Shreeve is a good test case for LES as its relatively simple configuration removes the geometrical difficulties encountered when simulating flows in realistic configurations, such as shroud-and tip-gap effects. As common practice in industry is to represent idealized blades using a thin-slice streamtube representation of the blade, a domain that has a spanwise extent of L Z ¼ 0.04c will be used to test the performance of LES on such domains. The effect of imposing a narrow spanwise domain on the time-dependent simulation will be assessed through comparison with simulations that have been performed on a domain that has a spanwise domain of L Z ¼ 0.2c. This study is an extension of previous studies by the current authors [19, 20] , where simulations were performed over a wide range of flow inlet angles on grids that had a large spanwise extent. The objective of this study is to assess the viability of LES using narrow span simulations, which are computationally viable in an industrial context, and in particular the initial assessment of loss prediction at off-design.
METHODOLOGY
Although the simple cascade geometry considered in this study is easily meshed using a multiblock hexahedral mesh, real gas turbine compressors contain geometrical features, such as cavities, which are more easily meshed using a general unstructured approach. This study uses a solver with an edgebased data structure that can transparently handle mixed element meshes (tetrahedra, prisms, pyramids, and hexahedra) [21] so that the outcomes of this study can be easily transferred to realistic geometry cases.
As compared to the baseline RANS solver, the spatial and temporal discretizations have been improved so as to avoid excessive dissipation of resolved eddies, and subgrid scale models incorporated. The important features are summarized below, and further details of the discretization and testing on some simplified flow problems can be found in Tristanto et al. [22] . The method has also been validated on multiple impinging jet problems relevant to vertical landing aircraft [23, 24] .
Governing equations
The time-dependent Navier-Stokes equations for compressible flow, with spatially filtered Favreaveraged variables are and G(Q) contains viscous and conduction flux terms. The notation " is for unweighted-filtered variables andedensity-weighted filtered variables.
Discretization
The domain is meshed using tetrahedra, hexahedra, pyramids, and prisms. This is then used to create the median dual control volumes that surround each node of the mesh. The fluxes through the median dual control volume faces are accumulated by looping over all the edges connecting the nodes. For edge ij connecting node i to j a second-order central difference scheme with added smoothing is used [25] 
The smoothing is based upon the difference of the pseudo-Laplacian at the nodes [21] and so is a fourthorder term. The parameter e controls the level of smoothing.
For LES, it is important that the added smoothing term should be small so as to avoid unphysical dissipation of the resolved eddies, while still retaining a stable solution. Previous study by Ciardi et al. [26] on an earlier version of the methodology experimented with a 'wiggle detector' to automatically control the smoothing, with testing on the decay of isotropic turbulence and a fully developed channel flow. Similarly, Tristanto et al. [22] used the Ducros vorticity and divergence monitor [27] to control smoothing with results shown for a fully developed pipe flow and a Mach 0.9 free jet. For comparison, the cases were also computed with another unstructured method using Roe flux difference splitting and linear-reconstruction with a least-squares approach. Careful examination of these results showed equivalent solutions could be achieved using simple fixed smoothing coefficient e ¼ 0.2 and this has been used throughout this study. This smoothing term is appropriate for a density-based solver, but close to the wall where the local Mach number reduces, the formulation can lead to larger numerical smoothing than an incompressible pressure-based method. As will be seen in the solutions presented, near wall structures are well resolved in this study, but this is an area that may require further research.
Temporal discretization uses a standard thirdorder accurate, three-stage Runge-Kutta algorithm.
Sub grid scale model
The Smagorinsky sub grid scale (SGS) model [28] defines the subgrid scale viscosity as
where the Smagorinsky length scale is
the strain rate is
and the filter width Á is calculated from the cube root of the local finite volume control volume and C s is a model constant that is problem dependent. In practical engineering calculations, hexahedral meshes resolve the gradients in the boundary layer by decreasing spacing normal to the wall, and this results in moderate-to high-aspect ratios of the control volumes close to the wall. The consequence is that the filter width, based on the cube root of the volume, stays relatively large and unrealistically high-values of sgs are found close to the wall. This could be solved by significantly reducing the spacing in the transverse and longitudinal directions so as to achieve element aspect ratios of order unity, but there is a limit as to how fine the mesh can be made without the number of elements becoming impractical for calculation. Here, an alternative approach is taken to avoid the incorrect length scale.
In the inner region of the Baldwin-Lomax or Cebeci-Smith mixing length RANS model, the turbulent viscosity takes a similar mathematical form to the SGS viscosity of the Smagorinsky model
where the mixing length is in this case
As the Smagorinsky SGS model only accounts for the modelled part of the total stress, this should be smaller than the total Reynolds stress predicted by the RANS mixing length model. Hence, this can be used to restrict the length scale in the Smagorinsky model
This SGS model length scale modification can be interpreted as using a RANS-type model for the inner region, and is similar to the detached eddy simulation (DES) approach in that a length scale is defined as the minimum of the RANS model length scale and a SGS length scale based upon the local element size. Unlike DES, which aims to use the RANS model for the whole of the boundary layer, the objective here is to use the length scale restriction only in the inner region of the boundary layer in order to improve the prediction of the wall shear stress.
For the calculations presented here, the SGS model length scale modification was typically active for a layer of only two to five elements away from the wall with the last outer element being at a position with a non-dimensional wall distance y þ less than seven. As mentioned previously, the smoothing in a density-based solver is more prone to being large in the low-speed region near the wall, and it may be important in this type of methodology to ensure that the behaviour of the SGS model does not exacerbate this.
Parallel implementation
To compute LES in a reasonable elapsed time, and so be viable in an industrial design process, requires efficient usage of massively parallel computers.
While structured multiblock computational fluid dynamics (CFD) codes are relatively straightforward to implement in parallel on distributed memory machines using domain decomposition by block, the unstructured solver requires the grid to be partitioned at run-time. The unstructured solver uses the OPLUS library [29] with message passing subsequently implemented using the message passing interface. The partitioning is itself carried out in parallel using the ParMetis library. The parallel implementation has been tuned for large-scale problems and near linear speed-up is demonstrated up to 1024 processors on an IBM Power5 system [30] . Calculations presented here have been run on a Cray XT-4 system using up to 1024 processor cores.
CONFIGURATION
The experiment simulated in this research is the controlled diffusion cascade at the Naval Postgraduate School in Monterey, California. This has been studied extensively and a large amount of data from the rig is available in the open literature [11] [12] [13] [14] [15] [16] . The blade chord length c is 0.1273 m giving Reynolds numbers based on inlet velocity of 600 000-800 000. The experimental test cases considered in this study are defined in Table 1 . The experiments were carried out for a variety of inlet angles with [37] [38] [39] [40] being considered as 'on-design', while [24] [25] [26] [27] [28] [29] [30] [31] [32] is 'off-design' with a negative incidence and 43-46 is 'off-design' with a positive incidence. The off-design cases are particularly important tests for LES as these lead to larger losses and are more difficult to compute with RANS CFD.
Two computational grids, differing in their spanwise extent are used in this study. Each grid has the same axial and transverse extent, with the distribution of grid points in these directions also identical. The number of axial nodes is set to 370 on each surface of the blade, with nodes clustered towards the leading and trailing edges. The grid normal to the blade surface has a first-cell height that gives a nondimensional wall distance y It is feasible to compute the narrow span (LES-N) on moderate-sized computers, while the large span (LES-W) currently requires large-scale high-performance machines. Previous works on turbine blades have found spanwise extents of 0.10c [31] , 0.15c [32] , and 0.20c [33] to be sufficient. Definitions of the global coordinate system and the inflow angle, , are shown in Fig. 1 along with a cut through the computational mesh, which has every other grid line shown for clarity. The global velocity variables u, v, and w are defined in the axial, transverse, and spanwise directions, respectively. The flow inlet angle is described as positive when it is above the design angle of the blade, and negative below the design angle.
Inlet total pressure and total temperature were set to match the experimental inlet Mach number. The experimental cascade did not feature an upstream transient wake passage and the background turbulence level remained constant at roughly 1.4 per cent. Random velocity fluctuations with a Gaussian distribution are added at the inlet plane. These fluctuations are uncorrelated in space and time, and due to the sawtooth like distribution are rapidly damped by the numerical smoothing and the SGS model as they convect towards the blade. The inlet fluctuations were set at about 20 per cent of the freestream velocity so that at the leading edge the intensity had reduced down to around 1 per cent, similar to the experimental value. While the simulation has a measurable fluctuation at the leading edge, since the grid is relatively coarse upstream of the blade and techniques such as recycling have not been employed, the simulation fluctuations are not realistic turbulence. However, they do seem to provide an appropriate seed for the growth of disturbances in the early development of the boundary layer.
A subsonic pressure outflow condition is applied at the outlet plane. The upper and lower boundaries of the domain are periodic. Due to boundary layer growth in the experimental cascade, the axial velocity density ratio (AVDR) is 1.025; hence, periodic boundary conditions cannot be used in the spanwise direction and instead these are defined as inviscid walls. While approximating the flow by assuming an AVDR of unity would allow the replacement of spanwise inviscid walls with a second pair of periodic boundaries, the unstructured industrial code used in this study is only capable of handling a single pair of periodic boundaries, and so this option was unable to be tested. The AVDR is set to match that found in the experimental case 8, 
RESULTS
To be consistent with the presentation of the experimental data, all velocity data are normalized by the inlet velocity, V in , of the simulation. Flow statistics of the blade are obtained at mid-span and presented in a co-ordinate system that is local to the blade surface, with u t defined as the velocity tangential to the blade. Instantaneous flow visualizations are presented in the global co-ordinate system with corresponding global velocity variables. The surface pressure coefficient, C p , is defined as
where p 0 is the inlet static pressure. Results from the simulations of Chen et al. [18] , using the linear lowReynolds number variant of the Launder and Sharma k À e model [34] will be plotted alongside the current simulation data where available. 
Flow structure
Large eddy simulation offers an advantage over traditional RANS methods in that its time-dependent nature allows the structure of the turbulent flow to be understood through visualization techniques. At negative incidence, it is likely that the pressure side boundary layer will undergo a laminar separation and transition to turbulence, with similar behaviour occurring on the suction-surface when the incidence angle is positive.
Positive incidence
The global axial velocity distribution at a distance of r/c ¼ 8.95 Â 10 À4 normal to the suction surface in case 7 is shown in Fig. 2 for both grids. Both flow-fields share several features: the flow separates near the leading edge, characterized by the region of reverse flow between 0.0 < x/c t < 0.08. The flow then reattaches to the blade surface and is turbulent in nature. The reattachment of the flow prompts the appearance of axially-orientated streaks in the flow, which indicate the presence of contra-rotating vortex pairs within the turbulent boundary layer on the convex surface. These streaks persist along the remainder of the blade surface until the flow separates from the trailing edge. The nature of these streaks is similar to those found in other numerical studies of separation bubbles formed on flat plates [35, 36] . While the two images are qualitatively similar, it is evident that only a very small number of these streaks are apparent in the LES-N grid simulation ( Fig. 2(b) ), suggesting that the narrow domain is restricting the development of the boundary layer. In comparison, the flow field from the LES-W grid in Fig. 2(a) shows several streaks across the span of the blade.
Cuts through the suction-side boundary layer at an axial location of x/c t ¼ 0.82 are shown in Fig. 3 for both grids. In the LES-W simulation, the boundary layer is dominated by the presence of 'mushroomshaped' eruptions. The stems of these structures correspond to the spanwise locations, where the low-speed streaks are apparent in Fig. 2(a) . Several scales of structure are also apparent, with small structures residing near the surface of the blade, and progressively larger structures dominating the majority of the boundary layer thickness. These flow patterns are indicative of contra-rotating vortex pairs in the boundary layer and have widely been observed in both experimental and numerical investigations of flat-plate boundary layers [35, 37] . In the LES-N simulation, however, such flow structure is not immediately apparent. The large structures evident in the boundary layer of LES-W simulation have a spanwise scale of 0.05c, greater than the domain extent of the LES-N simulations. It is therefore reasonable to conclude that the development of the boundary layer is adversely affected by the narrow span of the LES-N simulations when the boundary layer thickness approaches ¼ 0.04c. Figure 4 shows the global axial velocity distribution at a distance of r/c ¼ 8.95 Â 10 À4 normal to the pressure surface for case 2. As the flow is at high negative incidence, there is a laminar separation bubble near to the leading edge of the pressure surface. The flow evolution on the pressure surface in the simulation is similar to that described above for case 7. The LES-W Fig. 2 Global axial velocity at a distance of r/c ¼ 8.95 Â 10 À4 normal to suction surface in case 7, (a) LES-W, (b) LES-N simulation in Fig. 4(a) displays several rows of streaks across the span of the blade, while the LES-N simulation in Fig. 4(b) displays very few streaks, suggesting that at high negative incidence, the flow is also being confined by the narrow domain.
Negative incidence
The instantaneous vortex structure in the region near the leading edge of the case 2 simulations is shown in Fig. 5 , with the QÀ criterion [38] used to highlight the vortex cores. On both grids, the laminar separation on the pressure surface produces coherent spanwise-orientated K-H vortices that are shed by the shear layer on top of the bubble. These laminar K-H rollers are inviscidly unstable and eventually undergo a transition to turbulence, and reattach as a turbulent boundary layer. In Fig. 5(a) the K-H rollers are deformed by the appearance of secondary, axially orientated structures that appear in the braid region between primary rollers. The presence of this axial vorticity breaks down the spanwise-orientated K-H structures and results in the appearance of hairpin vortices in the re-attaching boundary layer, found in other numerical studies of separating boundary layers [39, 40] . The flow from case LES-N, shown in Fig. 5(b) , does not show any significant evidence of axially-orientated vorticity in the region between primary rollers. The data presented above show that the narrow spanwise domain imposed in the LES-N simulations has a significant impact on the evolution of the flow around the blade. From these observations of the flow structure, it would be expected that the narrow span simulation would give poor mean flow and loss predictions. This is investigated in the following section.
Flow statistics
Surface pressure distributions at mid-span for cases 1 and 6-8 are shown in Fig. 6 along with comparisons from the RANS solutions of Chen et al. [18] where available. The agreement between simulations on both LES grids and the experimental data is very favourable. Despite some fundamental differences in the unsteady flow structure for the narrow and wide domain, this has little effect on the pressure distributions. The LES does appear to over-predict the effect of the laminar separation bubble on the suction surface in case 8, while no separation bubble is evident in the RANS data of Chen et al.
Boundary layer profiles recorded at mid-span from three locations on the suction side of the blade are shown in Fig. 7 for case 7, ¼ 46 . At this high positive incidence angle, the flow has a laminar separation bubble near to the leading edge of the suction surface. The laser doppler velocimetry technique used in the experiment was unable to determine velocity data in the separation bubble, hence the lack of data points near the wall at x/c ¼ 0.052. Traditional RANS methods fail to capture the separation, while the LES-W simulation successfully predicts reverse flow at this location. In the LES-N simulation, the flow has reattached at this particular station. At this high angle off-design case, the boundary layers are thicker with an experimental displacement thickness of about 0.04c at the trailing edge. Since the chordwise span is only 0.04c then some structures in the boundary layer will likely span the domain and so be influenced by the inviscid side walls. If the side walls were replaced by a second periodic boundary, then the structures would be coupled across the boundary so also giving an incorrect flow behaviour with overly strong spanwise structures.
It is evident that LES-W produces the closest prediction to the experimental boundary layer data, with the LES-N data predicting a boundary layer that is somewhat smaller than the experimental data. Interestingly, the boundary layer RANS data of Chen et al. produces similar predictions to the LES-N simulation. The boundary layer profiles can be used to obtain the edge velocity of the flow, defined as the maximum velocity in the boundary tangential to the blade surface. In order to determine the location of the edge of the boundary layer, an approach based on that of Stock and Haase [41] is used. This estimates the location of the edge of the boundary layer from the location of the local maximum in moment of velocity gradient
The edge velocity distribution at mid-span from the LES of case 7 is shown in Fig. 8 . As with the surface pressure distributions in Fig. 6 , the edge velocity is well predicted on both wide and narrow grids.
Computed boundary layer parameters are shown in Fig. 9 for case 7. The boundary layer thickness on the suction surface is well predicted on the LES-W domain, while the LES-domain shows significant under-prediction of this quantity. As the boundary layer thickness at the trailing edge was reported as ¼ 0.126c in the experiment, it is not surprising that a domain with a spanwise extent of L z ¼ 0.04c fails to reasonably capture the development of the boundary layer at this incidence. On the pressure surface, the boundary layer thickness is poorly predicted on both grids. The reason for this under-prediction is apparent in the shape factor distribution, shown in Fig. 9(c) ; in the experiment, the flow underwent a natural transition to turbulence at approximately 40 per cent of chord, while the LES presented here do not capture this feature and the boundary layers remain laminar up to the trailing edge of the blade. The grid used is not sufficiently well refined to resolve the instability waves that precipitate the transition to turbulence, and refinement of the grid to capture this feature would produce a mesh that approaches DNS and would therefore be computationally impractical for a flow of this Reynolds number. The RANS data of Chen et al. highlight a limitation of traditional RANS models -all the scales of motion in the flow are assumed to be turbulent and hence the boundary layer on the pressure surface is turbulent over the entire blade surface. On the suction side, the shape factor distributions computed from both LES presented agree well with the experimental data.
The displacement thickness of the suction-side boundary layer computed from the LES does not agree well with the experimental data. However the data of Chen et al. and other numerical studies of the cascade [14, 17] show similar trends, with no published numerical study producing data that match the experimental values.
It is apparent that, at the off-design inflow angle of case 7 at least, the LES-W simulation offers some improvement over 'thin-slice' LES and RANS simulation methods. Boundary layer properties from case 8, ¼ 40.0 , nearer to the design angle of the blade are shown in Fig. 10 . The suction-side boundary layer thickness of the LES-W simulation is in extremely good agreement with the experimental data, while the LES-N computation again shows some underprediction of the quantity. As noted for case 7, the failure of the grid to capture the natural transition on the pressure surface at positive incidence results in a significantly thinner pressure-side boundary layer than recorded by the experiment. The displacement thickness of the suction-side boundary layer at Fig. 6 Surface pressure distributions the trailing edge is again under-predicted by both LES and RANS methods, although the RANS data is slightly closer to the experimental values near the trailing edge. The shape factor distribution of the suction-side boundary layer is not replicated well by the simulations presented here, while the pressure surface shape factor confirms the laminar nature of the LES boundary layers, and the turbulent nature of the RANS boundary layer.
Loss estimation
The loss in the simulations is computed using the equation where P T0 and P T2 are the averaged total pressures at the inlet and exit planes, respectively, and P D1 is the averaged dynamic pressure at the inlet. In all simulations, P T2 is obtained at a plane 0.01c upstream of the exit boundary, in order to avoid any potential contamination from the exit boundary condition.
The variation of the loss coefficient across the span of the domain from case 9 is shown in Fig. 11 for both computational domains. In both simulation types, the loss increases dramatically near to the spanwise boundaries, an effect caused by the imposition of inviscid wall conditions. The structure in the turbulent flow impinges on the inviscid spanwise boundaries and is displaced vertically along it, producing an artificially enhanced boundary layer thickness near the spanwise boundaries. A representative plot of the spanwise variation of the boundary layer thickness, d, across the blade span at the trailing edge in case 9 is shown in Fig. 12 . The boundary layer thickness in the LES-W simulation remains reasonably constant over the middle 70 per cent of the span, while in the LES-N simulation, the boundary layer can only be considered free from the influence of the wall in a region of AE5 per cent of mid-span. Given that the boundary layer thickness at this location, ¼ 0.07c, is larger than the span of the domain, it is also reasonable to conclude that the development of the boundary layer, and consequently the wake, will be affected by the narrow span.
Producing a reliable estimation of the loss from the LES-N simulations is therefore difficult, and the loss is computed from these simulations, by taking single-point data obtained at mid-span. In the LES-W simulations, there is a substantial proportion of the flow that in unaffected by the inviscid walls; hence, the loss estimation is obtained with 15 per cent of the span near each inviscid boundary ignored. The computed loss coefficient for the simulations are shown in Fig. 13 , along with the experimental data and those obtained by Chen et al. Near the design angle, the LES-W simulations produce a reasonable estimate of the loss, while at high negative incidence the loss estimate is too large. At high positive incidence, the computed loss from the LES-W grid is too low when compared to the experiment, a trend that is common with other numerical studies of the cascade [14, 17] . While the trend of the loss estimation from the LES-N simulations may appear to be in good agreement with experiment, it should be emphasized that the flow in these simulations is compromised by both confinement of the narrow span and the parasitic effects of the inviscid spanwise boundaries, which artificially thickens the boundary layer and wake flow. The LES-N simulations should therefore be considered as an unreliable method to estimate the loss in the cascade. 
CONCLUSIONS
Results have been shown for LES of a compressor cascade over a wide range of inlet angles on two grids that model a 0.04c span and a 0.20c span. While the surface pressure distribution of the flow and boundary layer development is well predicted over the range of inlet angles on both grids, the narrow span of the thin-slice simulations confines the flow and restricts its overall development when the boundary layer thickness approaches the spanwise domain extent. As the AVDR of the flow enforces the use of inviscid spanwise boundaries, the interaction of the turbulence structure and the inviscid wall results in an artificial thickening of the boundary layer, which prevents a reliable estimate of the loss from thin-slice LES to be obtained. While the wide domain simulations also suffer from the parasitic influence of the inviscid boundaries, the spanwise extent is sufficient for a reasonable estimate of the loss from the simulation to be obtained. The flow statistics obtained from the wide domain simulations are in reasonable agreement with experiment, and offer some improvement of loss prediction over traditional RANS methods at off-design angles. The time-dependent nature of the LES allows the turbulence structure of the flow to be visualized, and the mechanisms of flow development to be understood. The aim of this study is to assess the capability of LES to be used in an industrial context -if limits of computational resources means that the spanwise domain is too small, then LES is a poor tool to predict losses in compressor cascades. Ultimately, LES will be most useful if resources are available to compute the complete 3D blade including tip flow effects and this is the current focus of further work in this area. 
