Vector Quantization (LVQ) paradigm is presented. The reject option is carried out adaptively to the specific application domain. It is assumed that a performance function P is defined which, taking into account the requirements of a given application expressed in terms of classification, misclassificafion and reject costs, evaluates the quality of the classification. Under this assumption the optimal reject threshold value, determining the best trade-off between reject rate and misclassification rate, is the one for which the function P reaches its absolute maximum. Implementation and performance of the rule are illustrated.
Introduction
Neural networks have been widely used in the recent past in many application areas. In Pattern Recognition, neural networks revealed to be very interesting for building classifiers with good performance and trainable in a flexible way. To this concern, various learning algorithms have been widely studied and criteria for selecting and sorting the training set have been defined [1] [2] [3] [4] . Mostly investigated topics concern techniques for obtaining better convergence rates and criteria for stopping the learning phase when an acceptable trade-off between generalization power and specialization degree of the net has been achieved. Anyway, in real recognition problems, the samples belonging to the real world (data set) can be affected by distortions that make them quite different from the ones belonging to the training set; therefore, even a well trained network, when attempting the classification of a distorted sample, risks to misclassify it. This problem has been addressed for other kinds of classifiers by introducing a reject option essentially based on the identification of not reliable classifications [5] ; the reject decision is made by evaluating the advantage of rejecting a sample instead of running the risk to misclassify it. It appears desirable that this advantage is measured taking into account the requirements of the specific application domain. In fact, there are applications for which the cost of a misclassification is very high, so that a high reject rate is acceptable just to keep misclassification rate as low as possible; a typical example could be the classification of medical images in the framework of a prescreening for early cancer detection. In other applications it may be desirable to assign every sample to a class even at the risk of a high misclassification rate; let us consider for instance the case of a character classifier used in applications in which a text has to be successively widely edited by man.
Between these extremes, a number of applications can be characterized by intermediate requirements.
In [6] we illustrate the rationale of a method for determining the optimal reject threshold value to be used with a neural classifier in a given application domain, in order to get the best trade-off between reject and misclassification rates. In this paper, the specialization of the method in case of an LVQ classifier is discussed. We suggest to measure the performance of a classifier by means of a performance function P=P(R~,Rr,Rm) defined in terms of recognition rate (R~), reject rate (Rr) and misclassification rate (Rm). No hypotheses are in principle necessary on the form of P, but the one that it effectively represents the quality of the classification. For several applications it can be assumed that the cost of a correct classification, of a misclassification and of a reject doesn't vary with Pc, R~ and Rm. Therefore OP/0R~, 0P/ORr and 3P/ORm can be considered constant, implying that P is a linear function that can be written in the form:
where Cr is the cost of a reject and Cm is the cost of a misclassification, both normalized, for the sake of simplicity, with respect to the cost (actually a gain!) of a correct classification. The values of the cost coefficients can be assigned by taking into account the specific application domain in which the classifier is used.
The proposed approach implies the introduction of a rule according to which an input sample is rejected if the value of a suitable parameter, effectively representing the classification reliability (reliability parameter), is lower than a given threshold.
The selection of the threshold is made in such a way to maximize the performance function P in the considered context. This last aspect is especially important since, for different applications, both the form of P and the values to be assigned to the cost coefficients may be different. Moreover, the implementation of the method depends on the classifier architecture.
To evaluate the improvement of the performance function P obtained by applying the reject rule, we consider the occurrence densities of both correctly classified and misclassified patterns (in the following quoted as De and Dm respectively), obtained without using any reject option, as a function of the chosen reliability parameter.
It is worth noting that the distributions are computed after the training of the classifier, on a set S of labeled samples.
Reject Rules for LVQ Classifiers
In case of LVQ neural net based classifiers [7] , the output vector is made of the distance values between the input sample and the prototypes of every class (corresponding to neurons belonging to the Kohonen layer): classification could thus be performed by selecting the class whose representative prototype has the smallest distance from the input sample (Winner-Takes-All rule). However, in this way, no samples would be rejected and consequently it would be impossible to affect the reliability of the classification.
In order to introduce the reject option, the reliability parameter can be determined by taking into account the characteristics of the output vector provided by the network. We have experimented with three different parameters which revealed to be particularly appropriate for different situations in the feature space.
The selection of the best parameter for a given situation is carried out aposteriori: first the threshold value maximizing P is determined for each parameter and then the parameter corresponding to the highest value of P is selected.
Let us now consider an LVQ classifier, and let C the number of classes to be recognized, N the number of neurons per class and w~ the j-th neuron standing for the j-th prototype belonging to the i-th class. The distance between the input sample x and the class i is given by:
i=l ..N where d(wij,x) is the Euclidean distance between wij and x.
According to the Winner-Takes-All rule (W-rule) applied to the net output vector, the input sample x would be assigned to the class k if:
Relatively small values of ~ mean that the input sample is very close to the prototype, and consequently a high classification reliability has been achieved. On the basis of this simple consideration the first reliability parameter has been defined as:
p~=l-~w/~x where ~ represents the maximum value assumed by ~ on the set S. Even if p~ showed to work well in a set of cases, it falls when the input sample is close to the winner prototype, but placed in an overlapping region between two classes. In this case, comparing ~ with the distance 5'w~ of the input sample from the second winner class, can give more useful information. On this basis, we have introduced two more parameters: pE=(8'w~-~)/( max (~'w~-~)) and p3=l-~w/8'w~ where the maximum has been evaluated on the set S and 8'w~=mint i:~k (~'t) i=l..C. Using each of the above parameters, we can introduce a reject option by means of a classification rule (WR-rule), which rejects a sample if the corresponding value of the considered reliability parameter is lower than a given threshold s. In the following discussion, we will indicate the generic reliability parameter with the symbol p, since all the general considerations are independent on the specific parameter used. Note that, by definition, 0 < p < 1.
Let us define the occurrence density curves Do(p) and Din(p) so that R e = ~Oc(p)d p and R m =~Om(P)d p provide recognition rate and misclassification rate respectively, according to the W-rule. The introduction of the threshold s has two opposite effects on the performance function P. On the one hand, the WR-rule classifies only that percentage R'~ of the samples correctly classified with the W-rule for which the value of P is greater than s and rejects the remaining R'ro determining a decrease of P whose amount is [R'r~ (I+C0]. On the other hand, the WR-rule misclassifies only that subset of the samples misclassified with the W-rule for which the value of P is greater than s (their percentage be R'm), while the remaining R'rm are rejected; this implies an increase of P whose amount is [R'm (Cm-C0]. Thus, the use of the WR-rule gives rise to a positive variation of P if:
R'rc]R'rm<(Cm-Cr)/( 1 +Cr) It is clear that the greater is Cm with respect to Cr, the more convenient is the WR-rule with respect to the W-rule.
The performance function P, when using the WR-rule, can be written in the form:
(1) with: R'r = R'rm + R're Note that PWR depends on s through R'ro and R'rm which are integral functions of s. The method for determining the optimal value of s by maximizing relation (1), is not discussed here. On the analogy of (1), in the following Pw will denote the performance function when using the W-rule.
Experimental Results and Conclusions
The classification rule and the reliability parameters discussed above have been experimented in the framework of two tests. In Test 1 we used the same type of data chosen by Xu [8] , grouped in four clusters in a bidimensional feature space, each representing a different class. The clusters, all having the same a-priori probability, were generated by two independent Gaussian distributions with variance 0.1, and are respectively centered in (0,1),(0,-1),(1,0),(-1,0). In Test 2, in order to simulate a real situation, a noisy component made of samples of the four classes uniformly distributed within the range [-2.5,2.5][-2.5,2.5] was added to the clusters. In Test 1, the training set was made of 2000 samples (500 for each cluster) while, in Test 2, 2223 samples (including about 10% of noise) were used. Two test sets, with the same number of samples, were generated according to the same criteria.
As the number of clusters per class is 1, we chose N = 1, but also carried out a test in which N was overdimensioned (N = 5). The networks were trained with the basic LVQ1 algorithm [7] . The algorithm basic version was used, instead of its improvements, e.g. [8] , because our main goal was just to demonstrate that P can be improved by introducing the reject option.
In Table 1 , the recognition rates achieved on the considered training and test sets by a Bayesian classifier (computed from the known probability density functions) and by the LVQ net without reject option are compared. In Table 2 , the percentage increment I of P, achieved after introducing the reject option, is shown for Test I and Test 2. The value of I = ((PwR-Pw ) / (max(PwR) -Pw)) 9 100 is reported for each of the three considered reliability parameters and for different values of Cr and Cm. The quantity (max(PwR)-Pw) is the maximum increment of P, corresponding to the optimal case in which all the misclassified samples are rejected while the recognition rate remains unchanged. The values considered for Cr and Cm were chosen within the sets {3,4,5} and {7,9,11,13,15} respectively. This choice seemed adequate to include a bunch of possible real situations and correspond to the hypothesis that, in practical cases, Cr is at least three times greater than the cost of a correct classification, while Cm is at least twice Cr. Referring to p~ with the data set of Test 1, doesn't allow to locate any threshold determining an improvement of P. This can be attributed to the symmetry of the chosen data, for which the misclassffied samples have almost always a distance from the winner prototype comparable with the distance of the correctly classified samples. Conversely P2 and P3 perform well and, for Cm/Cr > 3, P2 makes the increment of P greater than that generated by p3. On the contrary, on Test 2, p~ gives the greatest increment of P: in this case the distance of a sample from the prototype is a good indicator of the classification reliability. The above results show that, as expected, we cannot select a parameter performing better than the others independently of the distribution of the samples and/or of the cost values in the specific domain. As for N = 5, in Test 2 the recognition rate obtained with the W-rnle decreases, as expected and shown in Table 1 , but P still improves: the parameter p~ performs better than the other parameters, with I ranging from 25.6% to 38.3%.
In conclusion, the method confirmed to be especially useful in recognition problems characterized by high variability among the samples belonging to a same class and by partial overlaps between the regions pertaining to different classes.
