The incidence of intra-night optical variability (INOV) is known to to differ signi- 
have routinely allowed INOV detection with amplitude (ψ) as low as 1 -2 per cent. The present sample consists of 262 such intra-night observations derived from the entire data set of our ARIES AGN INOV programme. The basic information on these sources can be found in Table 1 which combines data from Sagar et al. (2004) ; Stalin et al. (2004a Stalin et al. ( ,b, 2005 ; Goyal et al. (2007 Goyal et al. ( , 2009 Goyal et al. ( , 2010 Goyal et al. ( , 2012 and Gopal-Krishna et al. (2003, 2011) .
OBSERVATIONS AND DATA ANALYSIS
The observations were made mostly in the R filter and occasionally in the V filter. The exposure time was typically between 10 to 20 minutes for the ARIES and Gurushikhar observations but ranged between 3 to 6 minutes for the observations using the VBT, IAO and IGO, depending on the brightness of the source, the phase of the moon and the sky transparency on that night. The field positioning was mildly adjusted so as to also include within the CCD frame at least 2-3 comparison stars. For all the telescopes, bias frames were taken intermittently, and twilight sky flats were also obtained.
The pre-processing of the images (bias subtraction, flat-fielding and cosmic-ray removal) was done by applying the standard procedures in the IRAF 1 and MIDAS 2 software packages. The instrumental magnitudes of the target AGN (all point-like) and the stars in the image frames were determined by aperture photometry, using APPHOT. The magnitude of the target AGN was measured relative to a few apparently steady comparison stars present on the same CCD frame. In this way Differential Light Curves (DLCs) for each AGN were derived relative to 3 comparison stars designated as s1, s2, s3. Out of the resulting 3 star-star DLCs, we selected the steadiest star-star DLC (based on the lowest variance) for testing the INOV of the AGN monitored on that night.
These two chosen stars were now labeled s1 and s2 and the corresponding AGN target DLCs were termed as 't-s1' and 't-s2' AGN DLCs and while 's1-s2' was the star-star DLC.
Mostly, the comparison stars used lie within about 1.5 magnitude of the target AGN, this being an important criterion for minimizing the possibility of spurious INOV detection (e.g., Cellone et al. 2007; Goyal et al. 2013) . Spurious variability on account of different second-order extinction coefficients for the AGN and their comparison stars can be a potential problem if the optical colours of the objects are significantly different. Even though the B-R colors of the AGN 6 Goyal et al. and the comparison stars usually differ significantly in our sample, it was shown by and Stalin et al. (2004b) that while the photons travelling through varying airmasses during the course of monitoring will be differentially affected, this second-order term produces a negligible effect on the derived INOV parameters. For each night, an optimum aperture radius for photometry was chosen by identifying the minimum dispersion in the star-star DLCs, as a function of the chosen aperture radii, starting from the median seeing (FWHM) value on that night to 4 times of that value. For a given night, we thus selected the aperture size which yielded the minimum dispersion in the steadiest star-star DLC. This also set the threshold for INOV detection on that night (see, Goyal et al. 2013) . Typically, the selected aperture radius was ∼4 ′′ and the effective seeing was ∼2 ′′ .
STATISTICAL METHODS FOR DETECTING VARIABILITY
In the present analysis, we have used 3 statistical tests (χ 2 −, F−, and the modified C− test) for the variability detection (see also, Villforth, Koekemoer, & Grogin 2010) . Although it is argued by de Diego (2010) that the Analysis of Variance (ANOV A) statistic has the highest statistical power for detecting variability, we could not use it here since many of our light curves had fewer than 30 data points, precluding an effective application of the ANOV A test.
χ 2 -test of variance
This test was first used by Pica & Smith (1983) in the context of detecting long-term variability of 130 quasars and BL Lacs over a continuous monitoring duration of 13 years, to detect any variations below the visual detection limit. Usually, in variability detection the null hypothesis used is that a flat line fits the light curve and hence the object is non-variable. The null hypothesis is rejected when the statistic exceeds a critical value for a given significance level, α. It is given as
where N p is the number of data points, x i is the magnitude of the i th data point in the lightcurve,x
is the average over all x i and σ i is the rms measurement error associated with each x i .
F-test of variance
The F − test, first used by Howell et al. (1988) to characterise stellar variability, has recently been highlighted by de Diego (2010) in the context of INOV. The F−statistic compares the observed to expected variances. The null hypothesis is rejected when the ratio exceeds a critical value for a chosen value of α (see, also, Villforth, Koekemoer, & Grogin 2010) . It is given as : 
where Var t−s is the variance of the 'target-star' DLC, and σ 2 t−s , is the mean of the squares of the (formal) rms errors of the individual data points in the 'target-star' DLC.
A different form of F−test, the so called "scaled F−test" (e.g., Joshi et al. 2011 , see also, Howell et al. 1988 ) has been used to determine variability in AGN DLCs with an aim to compensate for the brightness mismatch between the target AGN and comparison stars used to derive the DLCs, which may lead to spurious variability in DLCs due to varying photon statistics. In this approach, to compensate for the brightness mismatch between the 'target' AGN and the comparison stars, a factor κ is computed as
where σ i,err (t − s1) and σ i,err (s1 − s2) are, respectively the rms errors on i th data point of the targetstar and star-star DLCs as returned by the APPHOT/IRAF routine and N p is the number of data points in a given DLC. In words, κ is the ratio of the mean of the "expected" variances between the target and and star 1, to the mean of the expected variances between the two stars, where "expected" indicates the values are taken from IRAF photometery. Then the 'scaled' F−test (or
where var(t − s1) is the variance of the t − s1 DLC and var(s1 − s2) is the variance of the s1 − s2 DLC. Plugging in κ from above gives
so
8 Goyal et al. Now, the F for the target AGN using s1 as a control star is actually F(t, s1) = var(t − s1)/mean (var(t − s1) ). Accordingly, the F for s1 using s2 as control is (s1, s2) . The problem with this method is that F s does not follow a F−distribution, since it is the ratio of F(AGN,s1) to F(s1,s2), as shown above. However, the ratio of two functions each distributed as F, is not distributed as F and hence one should not use the critical values associated with F−distribution at a given α, as originally done in Howell et al. (1988) and Joshi et al. (2011) . Since we do not know the distribution of the ratio of F-distributions, the use of the 'scaled' F−test in its present form is a poor choice.
Instead, the standard F−test as given in Equ. 3 should be used; this adequately takes care of the brightness mismatch between the AGN and the comparison stars.
Modified C-test of variance
The C−statistic is given as (see, e.g., Villforth, Koekemoer, & Grogin 2010)
where σ t−s is the standard deviation of the 'target-star' DLC, and σ t−s is the mean of the (formal) rms errors of the individual data points in the 'target-star' DLC.
As already explained in Sect. 1, it is improper to use p-values of a Gaussian distribution to characterise this statistic. For a given α, the real critical values of the C− statistic are equal to the square roots of the critical values for the F− statistic (de Diego 2010, see also, Villforth, Koekemoer, & Grogin 2010) . We term this as the 'modified C−test'.
Since all of the above three methods associate a flux/magnitude estimate with its error estimate, it is important to determine the photometric errors accurately. As emphasized in several independent studies, the photometric errors returned by APPHOT are significatnly underestimated (Stalin et al. 2004b; Goyal et al. 2013 and references therein). Goyal et al. (2013) have reported the latest attempt to determine this under-estimation factor, η, using an unprecedented data set consisting of 262 steady star-star DLCs. They find η = 1.54 ± 0.05 which confirms the previous estimates by the same group which were based on much smaller data sets. Goyal et al. (2013) also showed that the determination of η is quite insensitive to the magnitude difference of upto 1.5 mag between the star pair used for deriving a DLC. Thus, η =1.54 has been used in the present analysis to scale up the IRAF photometric magnitude errors. that the computed statistic value is above the critical value corresponding to p > 0.99 (i.e., α = 0.01) for a given degree of freedom (ν = N p − 1). We assign a 'probable variable' (PV) designation when the computed test statistic value is found to be between the critical values at α = 0.01 and 0.05, otherwise 'non-variable' (N) designation as assigned to a DLC.
INOV of AGN

Peak-to-peak INOV amplitude (ψ)
The peak-to-peak INOV amplitude is calculated using the definition of Romero et al. (1999) 
with D min,max = minimum (maximum) in the AGN differential light curve, and σ 2 = η 2 σ 2 i where σ i is the error associated with each data point and η =1.54 (Sect. 4).
Computation of INOV duty cycle (DC)
The INOV duty cycle was computed following the definition of Romero et al. (1999 ) (see, also, Stalin et al. 2004b :
per cent (10) where ∆t j = ∆t j,obs (1 + z) (Angel & Stockman 1980; Wills et al. 1992 ). All of them are detected at GeV energies by the FERMI (Abdo et al. 2010) . Out of 22 blazars in our sample, 11 blazars (marked with an asterisk in the 
DISCUSSION
An important step involved in the comparison presented here is to check the robustness of each statistical test. For this, we have also calculated the observed number of false positives ('Type 1 error') for each of the 3 tests. A false positive arises due the rejection of true null hypothesis by a test, when applied to the non-varying DLC (i.e., the inability to discern a non-variable object as non-variable). To compute the number of false positives, we have subjected the 'steady' starstar DLCs to the 3 afore-mentioned statistical tests. Assuming a priori that the star-star DLCs are steady, outcome of the statistical test applied to them should be consistent with the expected number of false positives for the assumed value of α. We have adopted the same variability criterion for detecting INOV in the 'steady' star-star DLC as that applied for the AGN DLCs (see Sect. 5).
The number of false positives depends only on the number of the star-star DLCs examined and the value of α chosen for the test. Thus, if the number of false positives is found to be much different from the expected number, the test cannot be deemed reliable.
We note that for our entire data set of 262 steady star-star DLCs, the expected numbers of false positives, at α = 0.01 and 0.05, are ∼ 3 and ∼13, respectively. Since the distribution of false positives (Type 1 errors) is binomial, we expect its actual number for a given test will be between 0 and 9 and in most cases between 3±2 at α = 0.01. Similarly, at α = 0.05, the actual number test. However, this is not so when the 'steady' star-star DLCs are subjected to the F−test and the modified C−test, for which the observed and expected numbers of false positives are in close agreement. Thus, we conclude that the F−test and the modified C−test can be used for variability detection, while the χ 2 −test is not a reliable variability estimator.
SUMMARY
In this study, we have determined the INOV duty cycles for 6 prominent AGN classes, namely We note that these improved estimates of DCs are in fairly good agreement with the previous estimates (e.g., Gopal-Krishna et al. 2003; Stalin et al. 2005; Carini et al. 2007 ) based on the application of C−test introduced by Jang & Miller (1997) . However, unlike the previous studies, we find that DCs for INOV amplitude ψ > 3 per cent is not zero for RQQs, RIQs and LDQs, although it is still found to be much smaller than that for the blazar class (Table 2 , see also, Gopal-Krishna et al. 2003; Stalin et al. 2004a; Goyal et al. 2010) . This is understandable, as the C−test in its original form given by Jang & Miller (1997) , is more conservative than the F−test, or the modified C−test (see de Diego 2010). Note that for ψ > 3 per cent, the INOV DC for TeV blazars is ∼32 per cent, slightly less than that for the HPCDQ class (∼ 38 per cent). However, this small difference can be explained by the inclusion of the well known BL Lac object PKS 0735+178 in the TeV blazar sample. This BL Lac object is known for its intriguing lack of INOV (see, Goyal et al. 2009 ). If we exclude PKS 0735+178 (i.e., 20 out of the 85 nights devoted to TeV blazars), we find that the INOV DC for the TeV blazars increases to ∼ 40 per cent, which is close to the value found for HPCDQs, as indeed expected.
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