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Abstract
We compute semi-analytic and numerical estimates for the largest Lyapunov
exponent in a many-particle system with long-range interactions, extend-
ing previous results for the Hamiltonian Mean Field model with a cosine
potential. Our results evidence a critical exponent associated to a power
law decay of the largest Lyapunov exponent close to second-order phase-
transitions, close to the same value as for the cosine Hamiltonian Mean Field
model, suggesting the possible universality of this exponent. We also show
that the exponent for first-order phase transitions has a different value from
both theoretical and numerical estimates.
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1. Introduction
The dynamics of classical many-body systems with long range interac-
tions in a D-dimensional space, with potential decaying at large distances r
as r−D [1], are described exactly by a Vlasov equation, where a Kac prescrip-
tion is used in order to have a properly defined continuum limit [2]. In this
limit, particles interact only through their mean field [3, 4, 5, 6, 7], and the
system never reaches thermodynamic equilibrium, and usually settles into
a non-Gaussian stationary state [4]. For a stationary state they effectively
become pairwise uncoupled, like particles evolving in a static potential. This
Preprint submitted to Journal Name December 6, 2019
ar
X
iv
:1
91
2.
02
50
6v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  5
 D
ec
 20
19
implies that one-dimensional models with long-range interactions are inte-
grable, and therefore non-chaotic, in this limit. On the other hand, a more
complex situation emerges for a finite number of particles, where collisional
contributions [8, 9, 10, 11] become relevant to the dynamics, and correct
the simple mean-field picture, usually implying chaos. These collisional cor-
rections are also responsible for driving the system towards thermodynamic
equilibrium, although with very long relaxation times [12, 13].
To show that the system dynamics is chaotic amounts to show that its
largest Lyapunov exponent (LLE) is positive [14], which has been used suc-
cessfully for long-range interacting systems [15, 16, 17, 18, 19]. A geometrical
approach based on statistical averages of microscopic dynamics was devel-
oped by Casetti and collaborators [20, 21, 22, 23]. Firpo [24] used this ap-
proach to show that, for the cosine Hamiltonian Mean-Field model [25], the
LLE λ scales as λ ∝ |e − ec|1/6 at the second-order phase transition, with
e the system energy per particle and ec its critical value. This result was
corroborated in Ref. [18] from molecular dynamics simulations, although the
values of the LLE obtained numerically deviate from the theoretical predic-
tions in [24].
In the present work, we extend this analysis to the Generalized Hamil-
tonian Mean Field (GHMF) [26], which has a richer phase diagram than
the cosHMF model, with different second-order and also a first-order tran-
sitions. This enables us to verify whether the scaling exponent for the LLE
depends on the nature of the phase transition and whether its value is model
dependent.
This paper is structured as follows: In Section 2 we present the GHMF
model and its main properties. In Section 3 we review the analytical and
numerical approaches for the determination of the LLE. Our main results
are presented in Section 4 and we close the paper with some concluding
remarks in Section 5.
2. Generalized Hamiltonian mean field model
The model was introduced in [26] and consists of N particles with position
θi on a circle and conjugate momentum pi, with the Hamiltonian
H =
N∑
i=1
p2i
2
+
1
2N
N∑
i,j=1
v(θi − θj), (1)
2
with the potential
v(θ) = 1−∆ cos θ − (1−∆) cos(qθ), (2)
where q is a positive integer and ∆ ∈ [0, 1]. The familiar cosine mean-field
model is recovered with ∆ = 1. The GHMF model is solvable at equilibrium
and the numeric effort of Molecular Dynamics (MD) simulations scale with
N instead of the usual N2, which allows for large N simulations [26, 27]. By
defining
m1 = (m1x,m1y) = m1(cosϕ1, sinϕ1) = (〈cos θ〉, 〈sin θ〉), (3)
and
mq = (mqx,mqy) = mq(cosϕq, sinϕq) = (〈cos qθ〉, 〈sin qθ〉), (4)
the Hamiltonian is rewritten as
H =
N∑
i=1
p2i
2
+
N
2
[
1−∆m21 − (1−∆)m2q
]
. (5)
For the present purposes, we restrict ourselves here to the case q = 2, also
considered in [26, 28, 29], for which, besides a paramagnetic (m1 = m2 = 0)
and a ferromagnetic (m1 > 0, m2 > 0) phases, the model also presents a
nematic (m2 > m1 = 0) phase. The transitions are second-order except for
an interval of ∆ values where the ferromagnetic-paramagnetic transition is
first-order (see Fig. 47 of Ref. [28]).
3. Estimation of the largest Lyapunov exponent
Let us consider the vector
x(t) ≡ (x1(t), x2(t), . . . , xn(t)), (6)
satisfying a set of n first-order differential equations
dx(t)
dt
= F (x(t)). (7)
The Lyapunov exponent is a measure of the growth rate of the difference
vector y(t) between two neighbor trajectories and given by
λ = lim
t→∞
lim
||y(0)||→0
1
t
ln
||y(t)||
||y(0)|| . (8)
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The value of λ usually depends on y(0), generating a Lyapunov spectrum:
λ1 ≥ λ2 ≥ · · · ≥ λn. (9)
Since we are only interested here in λ1, the largest of all such exponents,
from now on we drop the index in λ1.
3.1. Analytical estimation
Casetti and collaborators [20, 23, 30] develop an approach for the ana-
lytical estimation of the LLE from a geometrical approach for the dynam-
ics, based on Riemannian geometry, such that trajectories correspond to
geodesics of an underlying metric. Chaos then arises as instabilities in the
flow of such geodesics, which depends on the properties of the curvature of
the Riemannian manifold [22]. Assuming that the effective fluctuations of
the curvature along the trajectory are described by a Gaussian stochastic
process, the LLE is given [23] by
λ =
Λ
2
− 2κ0
3Λ
, (10)
with
Λ3 = 2σ2κτ +
√
64
27
κ30 + 4σ
4
κτ
2, (11)
and
τ =
pi
√
κ0
2
√
κ0
√
κ0 + σκ + piσκ
, (12)
where κ0 ≡ 〈κR〉µ and σ2κ ≡ 〈δ2KR〉µ (the 〈· · · 〉µ stands for the microcanon-
ical ensemble average) [22]. The curvature κR is given by the Laplacian of
the total potential energy V of the system,
κR =
KR
N − 1 =
∇2V
N − 1 . (13)
For the cosHMF model (∆ = 1), Eq. (13) yields the estimate
κ0 = 〈κR〉µ = 1− 2
N − 1〈V 〉µ. (14)
Using the results in Ref. [31] for the mean and variance of the potential
energy in the microcanonical ensemble, the following expressions for κ0 and
4
σκ are obtained:
κ0 = m¯
2, (15)
σκ = T
√
2− 1
c
, (16)
where m¯, T and c are the magnetization, temperature and specific heat in
the microcanonical ensemble, respectively. We discuss below how these same
quantities can be determined for other values of ∆.
3.2. Numerical estimation
We estimate the LLE from the Tangent Map (TM) method [32, 33],
which consists to simultaneously evolve the original non-linear equations in
Eq. (7) and the linearized equations for the difference vector corresponding
to a neighbor solution. For that purpose, one considers two nearby solutions
xA(t) and xB(t) and their difference vector
w(t) ≡ xA(t)− xB(t). (17)
The evolution of w(t) is then given at first order as
dw(t)
dt
= F (xA(t))− F (xB(t)) = ∂F
∂x
∣∣∣
x=xA
·w(t)
≡ Jw(t), (18)
with J the Jacobian matrix of the vector field F along trajectory xA(t). For
a Hamiltonian system with N degrees of freedom, the Jacobian matrix has
dimension 2N × 2N , and for a Hamiltonian of the form in Eq. (1) it is given
by
J =
(
0 I
J˜ 0
)
, (19)
where I is the N×N unit matrix and J˜ is the Hessian matrix of the potential
J˜ij = − ∂
2V
∂θi∂θj
. (20)
For an initial difference vector w0 ≡ w(0) with ||w(0)|| =  1,
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After a fixed integration time Tnorm, it evolves to w1 ≡ w(Tnorm). Then
w1 is normalized to , and the procedure is iterated, generating a sequence
of difference vectors wi, i = 1, 2, . . . The LLE is then given by
λ = lim
k→∞
1
kTnorm
k∑
i=1
ln
||wi||

. (21)
For the GHMF model, the Hamilton equations are
θ˙i = pi,
p˙i = ∆ (m1y cos θi −m1x sin θi)
+ (1−∆)q [mqy cos(qθi)−mqx sin(qθi)] . (22)
The linearized equations for θ′i(t) = θi(t) + δθi(t) and p
′
i(t) = pi(t) + δpi(t)
around a solution of Eq. (22) are then
˙δθi = δpi,
˙δpi = ∆ (δm1y cos θ
∗
i − δm1x sin θ∗i )
− ∆ (m∗1y sin θ∗i +m∗1x cos θ∗i ) δθi
+ (1−∆)q [δmqy cos(qθ∗i )− δmqx sin(qθ∗i )]
− (1−∆)q2 [m∗qy sin(qθ∗i ) +m∗qx cos(qθ∗i )] δθi, (23)
where
δm1x ≡ − 1
N
N∑
j=1
δθj sin θ
∗
j ,
δm1y ≡ 1
N
N∑
j=1
δθj cos θ
∗
j ,
δmqx ≡ − q
N
N∑
j=1
δθj sin(qθ
∗
j ),
δmqy ≡ q
N
N∑
j=1
δθj cos(qθ
∗
j ). (24)
This approach was implemented in a parallel code on GPU, to compute
the LLE for large values of N [18, 34]. Figure 1 shows the results for N = 105,
e = 0.5 and ∆ = 0, 0.35, 0.5, 1, with a good convergence obtained for total
integration time tf = 10
5.
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Figure 1: LLE for N = 105, e = 0.5 and ∆ = 0 (upper left), ∆ = 0.35 (upper right),
∆ = 0.5 (bottom left) and ∆ = 1 (bottom right) as a function of the integration time.
Integration time step is ∆t = 0.05.
4. Results
4.1. Theoretical predictions
Following the prescription in Sec. 3.1, we obtain the curvature κR from
Eqs. (13) and (22) as
κR =
1
N − 1∇
2V =
1
N − 1
∑
i
∂
∂θi
∂V
∂θi
= − 1
N − 1
∑
i
∂p˙i
∂θi
=
1
N(N − 1)
N∑
i,j=1
(i 6=j)
[
∆ cos(θi − θj) + (1−∆)q2 cos(qθi − qθj)
]
=
N
N − 1
[
∆m21 + (1−∆)q2m2q
]
, (25)
where in the last line we discarded a small term of order 1/N . Thence we
obtain for large N
κ0 = ∆m
2
1 + (1−∆) q2m2q. (26)
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The results in Ref. [24] for the cosHMF model are fully recovered by plugging
∆ = 1 in Eq. (26) and in the results below. At variance with the results for
the single cosine HMF, the right-hand side of Eq. (26) is not a function of
the potential energy of the system V = (N/2)
[
1−∆m21 − (1−∆)m2q
]
(due
the q2 multiplying the second term), except for the cases ∆ = 0 and ∆ = 1,
for which m
(∆=0)
q = m
(∆=1)
1 and T
(∆=0) = T (∆=1). Let us first consider these
cases. We have that
κ
(∆=0)
0 = q
2κ
(∆=1)
0 ,
σ(∆=0)κ = q
2σ(∆=1)κ , (27)
that imply
λ(∆=0) = qλ(∆=1). (28)
Assuming now that, near the phase transition, λ(∆=0) and λ(∆=1) obey a
scaling law of the form
λ(∆=0) ∝ |e− ec|ξ0 ,
λ(∆=1) ∝ |e− ec|ξ1 , (29)
with ξ0 and ξ1 the critical exponents for ∆ = 0 and ∆ = 1, respectively, we
obtain from Eq. (28) that
ξ0 = ξ1. (30)
For 0 < ∆ < 1, the average curvature κ0 is not a function of the potential
energy alone, and consequently the approach in [31] cannot be extended
directly to the present case. In order to overcome this difficulty, we determine
the LLE from Eq. (10), with κ0 given by Eq. (26) and computing σκ from
a Microcanonical Monte Carlo (MMC) simulation. Averages are computed
by sampling equilibrium configurations θ = (θ1, . . . , θN) of the system, with
acceptance probability [35]:
P (θ → θ′) = min
(
1,
WE(θ)
WE(θ′)
)
, (31)
where
WE(θ) ≡ (E − V (θ))N2 −1 Θ(E − V (θ)). (32)
with E the energy of the system and Θ( · ) the Heaviside function. Thus, with
Eq. (31), samples of θ are generated with distribution proportional to the
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microcanonical probability density. After convergence is reached, the equi-
librium state is sampled by the rule in Eq. (32) and microcanonical averages
can be computed. This enables us to obtain σ2κ as
σ2κ = N(〈κ2R〉µ − 〈κR〉2µ). (33)
Numerical errors in this simulation, which propagate to the final value
for the LLE, are particularly important near a phase transition. To circum-
vent this limitation, we apply a nonlinear regression for the MMC results.
For that purpose, we use a feedforward artificial neural network [36] (with
4 hidden layers of 32 neurons each and an exponential linear unit as acti-
vation function [37]). The validity of this approach is evidenced in Fig. 2
showing the results from the smoothing procedure for ∆ = 1 compared to
the corresponding theoretical prediction. The smoothing from the neural
network correctly reproduces the values of κ0 while reducing oscillations due
to numerical errors.
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Figure 2: Left panel: Values of σκ from the MMC simulation. Right panel: The same
results smoothed as described in the text.
Following the above prescriptions, the results obtained for the LLE as a
function of the energy per particle e, for q = 2 and a few values of ∆, are
shown in Fig. 3. We note that these results are in agreement with Eq. (28).
In order to investigate the scaling form λ ∝ |e− ec|ξ, we writea
lnλ = ξ ln |e− ec|+ C, (34)
with C a constant. Figure 4 shows the log-log plots for the same cases as in
Fig. 3 near the phase transition, and the corresponding values for the LLE.
As a simple consistency test, we observe that Eq. (30) is satisfied. More
9
importantly, the critical exponents associated to second order transitions
(∆ = 0, 0.35, 1) are all very close to the value 1/6 predicted from the
analytical estimates. For the case ∆ = 0.5 with a first-order transition, the
LLE also obeys a similar power law, but with a different exponent ξ = 0.040.
Analytical estimates near the value ∆ = 0.5 are shown in Fig. 5, with values
for the power law exponent varying from 0.039 to 0.048, far from the value
for the continuous transition.
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Figure 3: LLE for ∆ = 0 (upper left), ∆ = 0.35 (upper right), ∆ = 0.5 (bottom left) and
∆ = 1 (bottom right) as function of energy.
We also investigated the critical exponent ξ by varying ∆ in order to assess
how it changes when going from a second to a first order transition. The two
tricritical points [29] occur at ∆ ≈ 0.545, e ≈ 0.636 and ∆ ≈ 0.477, e ≈ 0.628,
and a critical end point occurs at ∆ ≈ 0.487, e ≈ 0.628. Figure 6 shows
that when increasing ∆ starting from ∆ = 0.46, the value of the critical
exponent drops abruptly from ξ ≈ 0.160, related to second-order transitions,
to ξ ≈ 0.040, then it grows (smoothly but not linearly) to 0.160 again,
but slightly departs from this value for the second-order transitions when
∆ & 0.545.
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Figure 4: LLE close to the phase transition for ∆ = 0 (upper left), ∆ = 0.35 (upper right),
∆ = 0.5 (bottom left) and ∆ = 1 (bottom right). These results show that λ has a critical
exponent close to 1/6 when the transition is second order, but a different value when the
transition is first order.
4.2. Molecular dynamics and the tangent map method
As systems with long-range interaction have a very long relaxation time
to equilibrium [1, 25, 26, 28], and since we know the analytic expression for
the one-particle distribution at equilibrium, we chose initial conditions for
the MD simulation at the equilibrium state. The system is left to evolve
for a time interval t0 in order to thermalize before computing quantities of
interest. To ensure that the system is indeed in the correct equilibrium state,
we compute known thermodynamic properties such as kinetic and potential
energies and total magnetization, and check these values with respect to
theoretical predictions. The results for the TM method were obtained for
N = 104, 105 and 106,  = 10−6 and total simulation time Tf = 105, with
normalization of the difference vector w at time intervals of Tnorm = 10. All
results were checked for proper convergence. The LLE as a function of energy
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Figure 5: Analytic estimates of λ close to the phase transition for ∆ = 0.49 (upper left),
∆ = 0.5 (upper right), ∆ = 0.51 (bottom left) and ∆ = 0.52 (bottom right).
per particle for the same parameter values considered in the previous section
are shown in Fig. 7, alongside the corresponding analytical estimates.
Similarly to what was shown for the HMF model in Ref. [18], the LLE de-
pendency on the energy differs significantly from its (semi-)analytic estimate.
A possible explanation comes from the fact that one of the assumptions used
in the analytical approach is that fluctuations are δ-correlated, which is ex-
pected to be valid only at higher energies [18, 20, 21]. Figure 8 shows the
behavior of the LLE close to the critical energy for N = 104, N = 105 and
N = 106, and the value of the power law exponent ξ from a least squares
fit. These results and the corresponding analytic predictions are summarized
in Table 1. As the number of particles increases, the numeric estimates ap-
proach the analytical estimate, except for the first-order phase transition.
For ∆ = 0 and ∆ = 1 (both for a second-order transition), the dynamical
estimate is approximately 10% smaller than the analytical estimate, while it
12
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Figure 6: Critical exponent of the LLE for values of ∆ around the region of first-order
transitions.
is only about 1% smaller for ∆ = 0.35.
∆ Theory N = 104 N = 105 N = 106
0 0.160 0.144 0.125 0.148
0.35 0.158 0.079 0.151 0.156
0.5 0.040 0.064 0.058 0.069
1 0.160 0.081 0.144 0.144
Table 1: Critical exponents obtained theoretically and dynamically.
We look now more carefully at the behavior of the LLE for the first-order
phase transition by focusing on values of the parameter in the vicinity of
∆ = 0.5. Results are shown in Fig. 9, and are to be compared with those
in Fig. 5 for the analytic estimates. The results are summarized in Table 2,
and show that the analytical predictions do not agree with the simulations
results in these parameter interval. On the other hand, ξ does increase with
∆, as expected, as shown in Fig. 6.
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Figure 7: LLE from the tangent map method with N = 104, 105, 106 and the corresponding
theoretical predictions for ∆ = 0 (upper left), ∆ = 0.35 (upper right), ∆ = 0.5 (bottom
left) and ∆ = 1 (bottom right) as a function of energy. The error bars are smaller than
the symbol size.
∆ Theory N = 104 N = 105 N = 106
0.49 0.039 0.051 0.061 0.056
0.50 0.040 0.064 0.058 0.069
0.51 0.040 0.083 0.072 0.073
0.52 0.048 0.074 0.073 0.096
Table 2: Critical exponents obtained theoretically and by TM method in the first-order
transitions region.
5. Concluding remarks
We showed that the geometric method in Refs. [20, 21, 22, 23, 30] can be
applied to a more general model than the single cosine HMF model considered
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Figure 8: LLE from the TM method for N = 104, 105, 106 close to the phase transitions
for ∆ = 0 (upper left), ∆ = 0.35 (upper right), ∆ = 0.5 (bottom left) and ∆ = 1 (bottom
right).
by Firpo [24]. This required the use of a semi-analytic approach to estimate
microcanonical averages of the fluctuations of the curvature along trajectories
(geodesics) in configuration space, which in principle can be extended to other
models. We also investigated the power law behavior of the LLE close to the
different phase transitions of the GHMF model. Although the exact value
of the LLE obtained from the analytic approach differs from the numerical
estimate from the tangent map method, which also occurs for the cosHMF
model [18], the estimates for the power law exponent for the LLE are in
reasonable agreement for second-order phase transitions, with the same value
ξ = 1/6 predicted and observed for the HMF model. This is an indication
that this may be a universal exponent, but requires much more investigation.
The possibility of using a renormalization group approach is to be considered
in that direction.
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Figure 9: LLE close to the phase transition from the TM method for N = 104, 105, 106
for ∆ = 0.49 (upper left), ∆ = 0.5 (upper right), ∆ = 0.51 (bottom left) and ∆ = 0.52
(bottom right).
For the first-order transition, the numerical estimates differ from the pre-
dicted value, but tend to concur as ∆ grows toward the value where the tran-
sition becomes second-order. Simulations with a higher number of particles
closer to the critical energy might confirm whether predictions are inaccurate
in this case.
As a perspective, the present work can be extended to other one-dimensional
and higher dimensional models in order to verify whether the critical expo-
nent ξ = 1/6 indeed qualifies as a universal critical exponent for second-order
phase-transitions in long-range interacting systems.
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