In this paper, we explore worst-case solutions for the problems of single and multiple matching on strings in the word-RAM model with word length w. In the first problem, we have to build a data structure based on a pattern p of length m over an alphabet of size σ such that we can answer to the following query: given a text T of length n, where each character is encoded using log σ bits return the positions of all the occurrences of p in T (in the following we refer by occ to the number of reported occurrences). For the multipattern matching problem we have a set S of d patterns of total length m and a query on a text T consists in finding all positions of all occurrences in T of the patterns in S. As each character of the text is encoded using log σ bits and we can read w bits in constant time in the RAM model, we assume that we can read up to Θ(w/ log σ ) consecutive 
In this paper, we explore worst-case solutions for the problems of single and multiple matching on strings in the word-RAM model with word length w. In the first problem, we have to build a data structure based on a pattern p of length m over an alphabet of size σ such that we can answer to the following query: given a text T of length n, where each character is encoded using log σ bits return the positions of all the occurrences of p in T (in the following we refer by occ to the number of reported occurrences). For the multipattern matching problem we have a set S of d patterns of total length m and a query on a text T consists in finding all positions of all occurrences in T of the patterns in S. As each character of the text is encoded using log σ bits and we can read w bits in constant time in the RAM model, we assume that we can read up to Θ(w/ log σ ) consecutive characters of the text in one time step. This implies that the fastest possible query time for both problems is O (n log σ w + occ). In this paper we present several different results for both problems which come close to that best possible query time. We first present two different linear space data structures for the first and second problem: the first one answers to single pattern matching queries in time O (n( where y is the length of the shortest pattern. We then show how a simple application of the four Russian technique permits to get data structures with query times independent of the length of the shortest pattern (the length of the only pattern in case of single string matching) at the expense of using more space.
all the characters of the text one by one. However as it was noticed in previous works, in many cases it is actually possible to avoid reading all the characters of the text and hence achieve a better performance. This stems from the fact that by reading some characters at certain positions in the text, one could conclude whether a match is possible or not without the need to read all the characters. This has led to various algorithms with so-called sublinear query time assuming that the characters of the patterns and/or the text are drawn from some random distribution. The first algorithm which exploited that fact was the Boyer-Moore algorithm [7] . Subsequently other algorithms with provably average-optimal performance were devised. Most notably the BDM and BNDM for single string matching and the multi-BDM [13, 11] and multi-BNDM [26] for multiple string matching. Those algorithms achieve O (n log m m log σ + occ) time for single string matching (which is optimal according to the lower bound shown in [32] ) and O (n log d+log y y log σ + occ) time for multiple string matching, where y is the length of the shortest string in the set. Still in the worst case those algorithms may have to read all the text characters and thus have Ω(n + occ) query time (actually many of those algorithms have an even worse query time in the worst-case, namely Ω(nm + occ)).
A general trend has appeared in the last two decades when many papers have appeared trying to exploit the power of the word-RAM model to speed-up and/or reduce the space requirement of classical algorithms and data structures. In this model, the computer operates on words of length w and usual arithmetic and logic operations on the words all take one unit of time.
In this paper we focus on the worst-case bounds in the RAM model with word length w. That is we try to improve on the KMP and AC in the RAM model assuming that we have to read all the characters of the text which are assumed to be stored in a contiguous area in memory using log σ bits per characters. That means that it is possible to read Θ(w/ log σ ) consecutive characters of the text in O (1) time. Thus given a text of length n characters, an optimal algorithm should spend O (n log σ w + occ) time to report all the occurrences of matching patterns in the text. The main result of this paper is a worst-case efficient algorithm whose performance is essentially the addition of a term similar to the average optimal time presented above plus the time necessary to read all the characters of the text in the RAM model. Unlike many other papers, we only assume that w = Ω(log(n + m)), and not necessarily that w = Θ(log(n + m)). That is we only assume that a pointer to the manipulated data (the text and the patterns), fit in a memory word but the word length w can be arbitrarily larger than log m or log n. This assumption makes it possible to state time bounds which are independent of m and n, implying larger speedups for small values of m and n.
In his paper Fredriksson presents a general approach [18] which can be applied to speed-up many pattern matching algorithms. This approach which is based on the notion of super-alphabet relies on the use of tabulation (four Russian technique). If this approach is applied to our problems of single and multiple string matching queries, given an available precomputed space t, we can get a log σ (t/m) factor speedup. In his paper [6] , Bille presented a more space efficient method for single string matching queries which accelerates the KMP algorithm to answer to queries in time O ( n log σ n + occ) using O (n ε + m log m) bits of space for any constant ε such that 0 < ε < 1. More generally, the algorithm can be tuned to use an additional amount t of tabulation space in order to provide a log σ t factor speedup.
At the end of his paper, Bille asked two questions: the first one was whether it is possible to get an acceleration proportional to the machine word length w (instead of log n or log t) using linear space only. The second one was whether it is possible to obtain similar results for the multiple string matching problem. We give partial answers to both questions. Namely, we prove the following two results:
1. Our first result states that for d strings of minimal length y, we can construct an index which occupies linear space and answers to queries in time O (n( log d+log y+log log m y
. This result implies that we can get a speedup factor w (log d+log w) log σ if y w log σ and get the optimal speedup factor w log σ if y (log d + log w) w log σ . 2. Our second result implies that for d patterns of arbitrary lengths and an additional t bits of memory, we can obtain a factor log σ t log d+log log σ t+log log m speedup using O (m log m + t) bits of memory.
Our first result compares favorably to Bille's and Fredriksson approaches as it does not use any additional tabulation space. In order to obtain any significant speedup, the algorithms of Bille and Fredriksson require a substantial amount of space t which is not guaranteed to be available. Even if such an amount of space was available, the algorithm could run much slower in case m t as modern hardware is made of memory hierarchies, where random access to large tables which do not fit in the fast levels of the hierarchy might be much slower than access to small data which fit in faster levels of the hierarchy.
Our second result is useful in case the shortest string is very short and thus, the first result do not provide any speedup.
The result is slightly less efficient than that of Bille [6] for single string matching, being a factor log log σ t + log log m slower (compared to the log σ t speedup of Bille's algorithm). However, our second result efficiently extends to multiple string matching queries, while Bille's algorithms seems not to be easily extensible to multiple string matching queries. The third and fourth results in this paper are concerned with single string matching, where we can have solutions with a better query time than what can be obtained by using the first and second result for matching a single pattern. In particular our results imply the following:
1. Given a single pattern p of length m, we can construct a data structure which occupies a linear space and which can find all occ occurrences of p in any text of length n in time O (n( In a recent work [4] , we have tried to use the power of the RAM model to improve the space used by the AC representation to the optimal (up to a constant factor) O (m log σ ) bits instead of O (m log m) bits of the original representation, while maintaining the same query time. In this paper, we attempt to do the converse. That is, we try to use the power of the RAM model to improve the query time of the AC automaton while using the same space as the original representation.
We emphasize that our results are mostly theoretical in nature. The constants in space usage and query time of our data structures seem rather large. Moreover, in practice average efficient algorithms which have been tuned for years are likely to behave much better than any worst-case efficient algorithm. For example, for DNA matching, it was noted that DNA sequences encountered in practice are rather random and hence average-efficient algorithms tend to perform extremely well for matching in DNA sequences (see [28] for example).
Outline of the results

Problem definition, notation and preliminaries
In this paper, we aim at addressing two problems: the single string pattern matching and the multiple string pattern matching problems. In the single string pattern matching problem we have to build a data structure on a single pattern (string) of length m over an integer alphabet 4 of size σ m. 5 In the multiple string pattern matching problem, we have a set S of d patterns of total length m characters where each character is drawn from an alphabet of size σ m. In the first problem, we have to identify all occurrences of the pattern in a text T of length n. In the second problem, we have to identify all occurrences of any of the d patterns.
In this paper, we assume a unit-cost RAM model with word length w, and assume that w = Ω(log m + log n). However w could be arbitrarily larger than log m or log n. We assume that the patterns and the text are drawn from the same alphabet Σ of size σ m. We assume that all usual RAM operations (multiplications, additions, divisions, shifts, etc.) take one unit of time.
For any string x we denote by
. j]) the substring of x which begins at position i and ends at position j in the string x.
In the paper we make use of two kinds of ordering on the strings: the prefix lexicographic order which is the standard lexicographic ordering (strings are compared right-to-left) and the suffix-lexicographic order which is defined in the same way as prefix lexicographic, but in which string are compared left-to-right instead of right-to-left. The second ordering can be thought as if we write the strings in reverse before comparing them. Unless otherwise stated, string lengths are expressed in terms of number of characters. We make use of the fixed integer bit concatenation operator (·) which operates on fixed length integers, where z = x · y means that z is the integer whose bit representation consists in the concatenation of the bits of the integers x as most significant bits followed by the bits of the integer y as least significant bits. We define the function sucount X (s), which returns the number of elements of a set X which have a string s as a suffix. Likewise we define the function prcount X (s), which returns the number of elements of a set X which have a string s as a prefix. We also define two other functions surank X (s) and prrank X (s) as the functions which return the number of elements of a set X which precede the string s in suffix and prefix lexicographic orders respectively.
Results
The results of this paper are summarized by the following two theorems: 
The theorem gives us the following interesting corollaries: The dependence of the bounds in Theorem 1 and its corollaries on minimal pattern lengths is not unusual. This dependence exists also in average-optimal algorithms like BDM, BNDM and their multiple patterns variants [13, 11, 26] . Those algorithms achieve a y log σ log d+log y speedup factor on average requiring that the strings are of minimal length y. Our query time is the addition of a term which represents the time necessary to read all the characters of text in the RAM model and a term which is similar to the query time of the average optimal algorithms.
We also show a variation of the first theorem which uses the four Russian technique and which will mostly be useful in case the minimal length is too short: This last theorem matches the result achieved in Bille's algorithm.
Components
Before we present the details of our main results we first present the main tools and components which are to be used in our solutions. In particular we will make use of several data structures and operations which exploit the power of the word-RAM model. We first describe some basic operations which will be explicitly used for implementing our algorithms. Then we describe some classical geometric and string processing oriented data structures which will be used as black-box components in our data structures.
Bit parallel string processing
Before we describe the basic bit-parallel operations, we first define how the characters are packed in words. We assume that the pattern and the text are packed in a similar way. Each character is encoded using log σ bits. The text T is thus encoded using a bit array B T which occupies m log σ bits which is m log σ /w words. We thus assume that have a representation of the text T which fits in a word array W T . 6 An important technical point is about the endianness, that is the way the bits are ordered in a word which influences the way the characters are packed in memory. We basically have two possibilities: either the bits in a word are ordered from the least to the most significant (little endian) or the converse (big endian). Here we illustrate how a particular character T [i] of the text is extracted. We only present the first case as (little endian) as the latter can easily be deduced from the former:
Then read the two words
3. At last we distinguish two cases:
• Otherwise (the character spans the two consecutive words W 0 and W 1 ) we return (
It can easily be seen that the extraction of a character can be done in constant tome. However, in general we will want to make operations on groups of characters instead of manipulating characters one by one. This permits to get much faster operations on strings. In particular we will make use of the following lemma whose proof is omitted and which can easily be implemented using standard bit-parallel instructions. 
MSB and LSB operations
Our solutions for single string matching uses the special instruction MSB(x) which returns the most significant bit set in a word and similarly LSB(x) which returns the least significant set bit in a word. Those two operations can be simulated in constant time using classical RAM operations (see [2, 17, 8] ).
Lemma 2. The two functions MSB(x) and LSB(x) can be implemented in O (1) time provided that the bit-string x is of length O (w)
bits.
Longest repetition matching
We will make use of the following tool: given a string p of length m and a string s of length n > m where both strings are over the same alphabet of size σ , we would wish to have the following two operations:
1. Longest prefix repetition matching: find the largest i such that p i (p repeated i times) is a prefix of s.
2. Longest suffix repetition matching: find the largest i such that p i is a suffix of s.
We argue that both operations can be done in O (n log σ w ). First consider the computation of Longest prefix repetition of a string p of length m into a string s of length n. We have two cases: 
In the final step we compute q = s[m j, m ( j + 1) − 1] and finally r = (q ⊕ p ) (where ⊕ denotes the xor operator) and let t = LSB(r) (or t = MSB(r) depending on the endianness). Now clearly t is the position of the first bit in which p and q differ. It is clear that the first character in which p and q differ, is precisely character number t/ log σ . From there we deduce that i = jk + t/ log σ . The computation of the LSB and the xor operator both take constant time.
The computation of the longest suffix repetition is symmetric to the computation of the longest prefix repetition except that we use MSB operation instead of LSB or vice-versa depending on the endianness. 
Data structures components
For our results we will use several classical data structures which are illustrated with the following lemmata: [31] .) Given a collection of n intervals over universe [1. .U ] where for any two intervals s 1 and s 2 we have either
for any two intervals either one is included in the other or the two intervals are disjoint). We can build a data structure which uses O (n log U ) bits of space such that for any point x, we can determine the interval which most tightly encloses x in O (log log U ) time (the smallest interval which encloses x).
For implementing the lemma, we store the set of interval endpoints in a predecessor data structure, namely the Willard's y-fast trie [31] which is a linear space version of the Van Emde Boas tree [30] . Then those points divide the universe of size U into 2n + 1 segments and each segment will point to the interval which most tightly encloses the segment. Then a predecessor query will point to the segment which in turn points to the relevant interval. This problem can be thought as a restricted 1D stabbing problem (in the general problem we do not have the condition that for any two intervals either one is included in the other or the two intervals are disjoint).
Lemma 5. Given a collection S of n strings of arbitrary lengths and a function f from S into [0, m − 1], we can build a data structure which uses O (n log m) bits and which computes f (x) for any x ∈ S in time O(|x|/w) (where |x| is the length of x in bits). When queried for any y / ∈ S the function returns any value from the set f (S).
This result can easily be obtained using minimal perfect hashing [16, 20] . Though perfect hashing is usually defined for fixed O (w) bits integers, a standard string hash function [14] can be used to first reduce the strings to integers before constructing the minimal perfect hashing on the generated integers.
Lemma 6. (See [10, Theorem 1].) Given a collection S of n strings of variable lengths occupying a memory area of size m characters (the strings can possibly overlap), we can build an index which uses O (n log m) bits so that given any string x, we can find the string s ∈ S which is the longest among all the strings of S which are prefix of x in time O (|x|/w + log n) (where |x| is the length of x in bits). More precisely, the data structure returns prrank S (s). Moreover the data structure is able to tell whether x = s.
This result which is obtained using a string B-tree [15] combined with an LCP array and a compacted trie [24] built on the set of strings, and setting the block size of the string B-tree to O (1) . The following lemma is symmetric of the previous one. 
Lemma 7. Given a collection S of n strings of variable lengths occupying a memory area of size m characters
The problem solved by Lemma 8 is called the 2D stabbing problem or sometimes called the planar point enclosure. The lemma uses the best linear space solution to the problem which is due to Chazelle [9] (which is optimal according to the lower bound shown in [27] ).
Multiple string matching without tabulation
Overview
The goal of this section is to show how we can simulate the running of the AC automaton [1] , by processing the characters of the scanned text in blocks of b characters. The central idea relies on a reduction to the 1D and 2D stabbing problems, in addition to the use of standard string data structures namely, string B-trees, suffix arrays and minimal perfect hashing on strings.
At each step, we first read b characters of the text, then find the matching patterns which end at one of those characters and finally jump to the state which would have been reached after reading the b characters by the AC automaton (thereby simulating all next and fail transitions which would have been traversed by the standard AC automaton for the b characters). Finding the matching patterns is reduced to the 2D stabbing problems, while jumping to the next state is reduced to 1D stabbing problem.
The geometric approach has already been used for dictionary matching problem and for text pattern matching algorithms in general. For example, it has been recently used in order to devise compressed indexes for substring matching [19, 25, 10] . Even more recently the authors of [29] have presented a compressed index for dictionary matching which uses a reduction to the 2D stabbing problem.
The data structure
We now describe the data structure in more detail. Given the set S of d patterns, we note by P the set of the prefixes of the patterns in S (notice that |P | m + 1). It is a well-known fact that there is a bijective relation between the set P and the set of states of the AC automaton. We use the same state representation as the one used in [4] . That is we first sort the states of the automaton in the suffix-lexicographic order of the prefixes to which they correspond, attributing increasing numbers to the states from the interval [0, m]. Thus the state corresponding to the empty string gets the number 0, while the state corresponding to the greatest element of P (in suffix-lexicographic order) gets the largest number which is at most m. We define state(p) as the state corresponding to the prefix p ∈ P . • Identify all the occurrences of patterns which end at a position j of the text such that j ∈ [ib, (i + 1)b) ( j ∈ [ib, n) in the last step).
• If not in the last step go to the next state corresponding to the longest element of P which is a suffix of
The details of the implementation of each of the last two actions are given in Sections 4.4 and 4.3.
Our AC automaton representation has the following components:
1. An array A which contains the concatenation of all of the patterns. This array clearly uses mb bits of space.
2. Let P 0<i b be the set of prefixes of S of lengths in [1, b] . We use an instance of Lemma 7, which we denote by B 1 and in which we store the set P 0<i b (by means of pointers into the array A). 3. We use an instance of Lemma 6, which we denote by B 2 and in which we store all the suffixes of strings in P (or equivalently all factors of the strings in S) of length b and for each suffix, store a pointer to its ending position in the array A (if the same factor occurs multiple times in S we store it only once). As we have at most m elements in P and each pointer (in the array A) to each factor can be encoded using O (log m) bits, we conclude that B 2 uses at most O (m log m) bits of space.
4. We use an instance of Lemma 6 which we denote by B 3 and in which we store all the suffixes of strings of S of lengths in [1, b] (we note that set by U 0<i b ). It can easily be seen that B 3 also uses O (db log m) = O (m log m) bits of space.
5. We use a 1D stabbing data structure (Lemma 4) in which we store m segments where each segment corresponds to a state of the automaton. This data structure which uses O (m log m) bits of space is used in order to simulate the transitions in the AC automaton. We also store a vector of integers of size m which we denote by T 2 and which associates an integer with each interval stored in the 1D stabbing data structure. The Central to the working of our data structure is the following technical lemma:
Lemma 9. Given a set of strings X . We have that for any two strings x ∈ X and y ∈ X:
The proof of the lemma is omitted.
Simulating transitions
We will use the representation of states similar to the one used in [4] . [1, b] ) sorted in suffix lexicographic order the identifier of the states to which they correspond. That is for each x ∈ P 0<i b we set
. We recall that given any element x ∈ P 0<i b , surank P 0<i b (x) can be obtained by querying B 1 for the element x. The 1D stabbing data structure (Lemma 4) which is built on numbers occupying 2 log(m + 1) bits each, stores m intervals each of which is defined by two points, where each point is defined by a number which occupies 2 log(m + 1) bits. Let x ∈ P be decomposed by x = p q where q is the suffix of x of length b and p is the prefix of x of length |x| − b. Let ID(q ) be the pointer associated with q in B 2 (recall that B 2 associates a unique pointer in A for each occurring factor q of elements of S). We store in the 1D stabbing data structure the interval [I 0 , I 1 ], where I 0 = ID(q ) · state(p ) and
is the number of elements of P which have p as a suffix). The 1D stabbing data structure naturally associates a unique integer identifier from [0, m] with each interval stored in it. We additionally use a table T 2 of size m indexed with the interval identifiers. More precisely, let j be the identifier corresponding to the interval associated with the state state(p) for p ∈ P . We let T 2 [ j] = state(p). That way once we have found a given interval from the 1D stabbing data structure, we can index into table T 2 in order to find the corresponding state. Now queries will happen in the following way: At step i, we are at state state(p) corresponding to a prefix p and we are to read the sequence q = T [ib, (i + 1)b − 1], and must find the longest element of P which is a suffix of pq. For that, we do the following steps:
1. We first query B 2 for the string q which will return a unique identifier ID(q ) which is in fact a pointer to the ending position of a factor q . Now, we compare q with q. If they are not equal, we go to step 5, otherwise we continue with the next step.
We query the 1D stabbing data structure for the point ID(q) · state(p) This query returns the interval (identified by a variable j) which most tightly encloses the point ID(q) · state(p) if it exists. This interval (if it exists)
corresponds to a prefix x = p q of P such that q = q and p is the longest element of P which is a suffix of p. If the query returns no interval, we conclude that we have no element of P of length b which is a suffix of pq and go to step 4, otherwise we continue with the next step.
3. We retrieve T 2 [ j] which gives us the destination state which concludes the transition. 4 . At this step we are sure that no element of P of length at least b is a suffix of pq. We thus do a query on B 1 for the string q in order to find the longest element of P which is a suffix of pq. Note that this element must be of length less than b and thus must be stored in B 1 and also must be a suffix of q. Let ID(q) be the identifier of the returned element.
By reading T 1 we retrieve the identifier of the destination state which is given by T 1 [ID(q)]. This concludes the transition.
We now give a formal proof of Lemma 10.
Proof. We prove that the above algorithm effectively simulates b consecutive transitions in the automaton. Recall that we are looking for the state corresponding to the longest element x ∈ P which is a suffix of pq. After we have read the string q, we query the data structure B 2 to retrieve a pointer ID(q ) to a string q which is a factor of some string in S (or equivalently a suffix of some element in P ). Then we compare q with q in time O (b log σ /w). Now we have two cases:
• The comparison is not successful, we conclude that no prefix in P has q as a suffix and hence the element x ∈ P must be shorter than b (otherwise it would have had q as a suffix). That means that x is a suffix of q (x is a suffix of pq shorter than q) and hence has length at most b. Hence we go the step 4 to query B 1 for the string q in order to retrieve x.
• The comparison is successful, in which case we know there exists at least one element of P which has q as a suffix. Now we go to step 2, querying the 1D stabbing for the point Now, in the first case, we go to step 4 in order to find the longest prefix in P which is a suffix q. In the second case, we go to step 2 looking among the elements which have q as a suffix for the longest one which is a suffix of pq. If the search is unsuccessful, we conclude that no such element x exists and thus x must be shorter than q and thus go to step 4 to find the longest prefix in P which is a suffix of q. 
Identifying matching occurrences
In order to identify matching patterns the 2D stabbing data structure is used in combination with B 1 .
Lemma 11. Given a parameter b and a set S of variable length strings of total length m characters over an alphabet of size σ , we can build a data structure occupying space O (m log m) bits, such that if the automaton is at a state t i after reading i characters of a text T , all the occ i matching occurrences of T which end at any position in T
In order to find the matching pattern occurrences at each step, we use B 3 , the table T 3 and the 2D stabbing data structure. Initially the automaton is at state 0, we read the first b characters of the text, T [0, b) and must recognize all occurrences which end in any position j ∈ [0, b). Note that in this first step, any occurrence must end at position b − 1 (this is the case, because we have assumed that b is no longer than the length of the shortest pattern). Then at each subsequent step i, we read a block T [ib, (i + 1)b) (or the block T [ib, n) in the last step) and must recognize all the occurrences which end at position j ∈ [ib, (i + 1)b) (or j ∈ [ib, n) in the last step). Suppose that at some step i we are at a state state(p) corresponding to a prefix p and we are to read the block q = T [ib, (i + 1)b) (q = T [ib, n) in the last step). It is clear that any matching occurrence must be a substring of pq and moreover, that substring must end inside the string q. In other words, any occurrence x is such that x = p q , where p is suffix of p and q is prefix of q.
Identifying 4. Do a transition using Lemma 10 and return to action 1. 
Analysis
Correctness
The correctness of the query is immediate. It can easily be seen that at each step I , we are recognizing all the occurrences 
Space usage
Summing up, the total space usage for the theorem is O (m log m) bits as both Lemma 10 and Lemma 11 use O (m log m) bits. 
Consequences
Tabulation based solution for multiple-string matching
We now prove Theorem 2. A shortcoming of Theorem 1 is that it gives no speedup in case the length of the shortest string in S is too short. In this case we resort to tabulation in order to accelerate matching of short patterns. More specifically, in case we have a specified quantity t of available memory space (where t < 2 w as obviously we cannot address more than 2 w words of memory), we can precompute lookup tables using a standard technique known as the four Russian technique [3] so that we can handle queries in time O (n log d+log log σ t+log log m log σ t + occ). In Theorem 1 our algorithm reads the text in blocks of size b = y, where y is the length of the shortest pattern. In reality we cannot afford to read more than y characters at each step, because by doing so we may miss a substring of the block of length y. Thus in order to be able to choose a larger block size b, we must be able to efficiently identify all substrings of any block of (at most) b characters which belong to S. The idea is then to use tabulation to answer to such queries in constant time (or rather in time linear in the number of reported occurrences). More in detail, for each possible block of u b characters, we have a total of (u − 1)(u − 2)/2 substrings which could begin at all but the first position of the block. For each possible block of u characters, we could store a list of all substrings belonging to S and each list takes at most (u
pointers of length log m bits. As we have a total of σ u possible characters, we can use a precomputed table of total size Theorem 2 is obtained by combining Lemmata 10, 11 and 12. Suppose we are given the parameter α; for implementing transitions, we can just use Lemma 10 in which we set b = α, where the transitions are built on the set containing all the patterns. Now in order to report all the matching strings, we build an instance of Lemma 11 on the set S and in which we set b = α and also build α − 1 instances of Lemma 12 for every u such that 1 u < α. More precisely let S u be the subset of strings in S of length at most u, then the instance number u will be built on the set S u using parameter u and will thus for all possible strings of length u, store all matching patterns in S of length at most u.
A query on a text of T will work in the following way: we begin at step I = 0 and the automaton is at state 0 which corresponds to the empty string. Recognizing the patterns will consist in the following actions done at each step I : 5. Do a transition using Lemma 10 and return to action 1.
Analysis
Correctness
The correctness of the transition is immediate. If can easily be seen that at each step I , we are recognizing all the • • The last step of the algorithm recognizes all the occurrences which end at any position in [Ib + 1, n − 1] and start at any position i ∈ [Ib + 1, n − 1] using the instance number u = n − Ib − 1 of Lemma 12.
Thus at the last step, we will have recognized all the occurrences of patterns in the text T .
Space usage
It can easily be seen that the space used by Lemma As we have σ 2, the total space used by Lemma 12 can be upper bounded by 2c(σ α−1 log
Summing up the space used by the three lemmata we get O (m log m + σ α log 2 α log m) bits of space.
Consequences
Corollary 3 derives easily from the theorem. That is, in the case n m, we can set α = c log σ n for some constant c < ε/2 for any ε ∈ (0, 1). Then space usage becomes 
Single string matching
We now turn to the proofs of Theorems 3 and 4. In both theorems we only have to match a single pattern p of length m against the text T of length n. We first describe the matching algorithm used in Theorem 3 then sketch a possible way to construct the data structure used in the matching algorithm. We finally show the proof of Theorem 4 which is based on the data structure of Theorem 3 combined with the use of the four Russian technique.
The matching algorithm
Our string matching algorithm employs properties of periodic strings. Proof. Let q 1 , q 2 , . . . , q i be the sequence of consecutive appearances of q in W . Then any occurrence of p in W must span exactly a sequence of i consecutive occurrences of q. As we exactly have i − i + 1 sequences of length i in a sequence of length i, we deduce that we have at most i − i + 1 occurrences of p in W . 2
Thus our first step of the matching will be to count the number of occurrences of q in W which gives us an upper bound on the number of occurrences of p in W .
Counting occurrences of q in W
We first note that in case the factor q appears more than once in p, then its (shortest) period is necessarily of length at most |q|/2 and thus q can be uniquely decomposed as q = (uv) t u with t 2, |v| 1 and g = |uv| being the length of the (shortest) period of q. 7 This can easily be explained: the fact that |q| 2|p|/3 (this is because we have |q| = m − h = • Matching q against the set P .
• Longest suffix repetition search for uv in q .
• Longest prefix repetition search of vu in q .
• Determining whether y is suffix of uv and determining whether z is prefix of vu.
• Comparing z with z and y with y . 
Construction of the data structure
The dictionary described above can easily be constructed in O (m) time. This is done using the following steps:
Determining the factors
For determining the triplet (α q , β q , r q ) associated with each factor q, we can just use the algorithm of [23] which in linear time, determines all the repetitions in a word where a repetition is precisely defined as a factor q with period at most |q|/2 . Thus for all such factors of length m − h we can associate the triplet (α q , β q , r q ) as determined by the algorithm and for all the other factors of length m − h which occur at most once we associate the triplet (α q , β q , r q ) with α q set to the position of the factor, β q set to a dummy value (this value will not be used by the algorithm) and r q set to 1.
Construction of the perfect hash function
We now describe the construction of the perfect hash function. Standard perfect hash function can be constructed in linear time on sets of w-bit integers. In case the pattern length m is O ( w log σ ), then each factor q ∈ P will also be of length O ( w log σ ) and we can just consider each factor of q as an integer number of length w bits. Thus the construction can trivially be done in this case directly on the set P . Now in case m = ω( w log σ ), the factors will no longer fit in w bits. In this case we apply the standard way to construct the perfect hash function on strings, which is to first injectively map the strings in the set P to integers of length O (log m) bits (where O (m) is the total number of strings) and then, build the perfect hash function on the resulting set of integers.
In our case, in order to maintain linear construction time, the mapping from strings to integers will proceed in B = 
Tabulation based solution
We now give a proof of Theorem 4. In the case m α/2, Theorem 3 already gives the required query time (the same as the one achieved in Theorem 4 when α 2m) using just O (m log m) bits of space. Thus we will focus on the case m < α/2. 
Conclusion
In this paper, we have proposed four solutions to the problems of single and multiple pattern matching on strings in the RAM model. In this model we assume that we can read Θ(w/ log σ ) consecutive characters of any string in O (1) time.
The first and third solutions have a query time which depends on the length of the shortest pattern (for multiple string matching) and the length of the only pattern respectively, in a way similar to that of the previous algorithms which aimed at average-optimal expected performance (not worst-case performance as in our case). Those two solutions achieve optimal query times if the shortest pattern (or the only pattern in the third solution) is sufficiently long. The second and fourth solutions have no dependence on the length of the shortest pattern but need to use additional precomputed space. They are interesting alternatives to the previous tabulation approaches by Bille [6] and Fredriksson [18] . This paper gives rise to two interesting open problems:
• In order to obtain any speedup we either rely on the length of the shortest pattern being long enough (Theorems 1 and 3) or have to use additional precomputed space (Theorems 2 and 4 ) . An important open question is whether it is possible to obtain any speedup without relying on any of the two assumptions.
• The space usage of both solutions is Ω(m log m) bits, but the patterns themselves occupy just (m log σ ) bits of space.
The space used is thus at least a factor Ω(log σ m) larger than the space occupied by the patterns. An interesting open problem is whether it is possible to obtain an acceleration compared to the standard AC automaton while using only O (m log σ ) bits of space.
A recent paper [5] almost settles both open problems for the case of single string matching. The algorithm answers in optimal time with no assumption on the pattern length. It also uses only a constant number of additional words (i.e, O (log m + log n) additional bits) on top of the pattern and the text. The only caveat of the result is that it needs a nonstandard instruction not usually included in the standard RAM model. However this instruction is cheap to implement in hardware 8 and is actually implemented in practice on some recent mainstream processors [21] . If such an instruction is not available then their algorithm suffers a small slowdown factor Θ(log log w).
