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Abstract
Modularization is a traditional consequence of the Principle of Separate of Concerns, which states
that diﬀerent abstractions should be dealt with in separate entities. Interactions between these
entities deﬁne compositional structures, which are studied by Software Architecture. Recent re-
search has revisited the original Principle, suggesting a diﬀerent modularization strategy. Along
with classic components, this approach explicitly considers additional concerns, deﬁning modules
which crosscut traditional barriers. The best known example is Aspect Orientation. This strategy
deﬁnes a novel kind of interactions and compositional structures, which are of particular inter-
est to Software Architecture. Moreover, several of those crosscutting concerns are best described
at the architecture level. Coordination is an obvious example of such an architectural aspect: a
higher-order interaction abstraction which could extend its inﬂuence to the whole system. In this
paper, we propose a way to integrate these concepts into an existing language, using the notion of
superimposition as a foundation. The chosen target is PiLar, a reﬂective, process-algebraic Adl.
The concept of architectural fragment or chevron is introduced as an architecture-level aspect. To
show the applicability of these ideas, we describe a case study consisting on the weaving of a co-
ordination architectural aspect, encapsulating the Paxos distributed consensus algorithm, and a
simple pipeline-style architecture, and obtaining a coordinated version of the initial system.
Keywords: Software Architecture, Coordination, Aspect Orientation, Superimposition, Paxos
Algorithm.
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1 Introduction
Wheeler’s Indirection Principle states that almost any problem in computer
science can be solved with an additional level of indirection. Although highly
debated, indirection is indeed one of the most important means to add ﬂexi-
bility to a system’s design.
Moreover, Dijkstra’s Principle of Separation of Concerns states that any
concern in a system’s design should be dealt with in a separate entity. This is
at the deep core of many abstractions in Software Engineering, and it is also
related to the previous principle: every time a new concern is encapsulated
into a separate modular element, a new kind of indirection appears; something
that was an integral part of the main abstraction is now something that it has
to refer to, sometimes even using a name.
The uprising of the Software Architecture discipline in the last decade is
a vindication of both these principles. The main purpose of this concept is to
separate structural concerns, composition and interaction. Components of an
architecture are alleviated from the need to resolve their own dependencies;
they are dealt with at the architectural level of description.
Therefore, the architectural level is yet another example of indirection:
concerns that were always left implicit are now explicitly managed and de-
scribed. One of this concerns is interaction, which happens to be itself a
consequence of the indirection principle. As there are now diﬀerent modules,
they have to reference each other, and hence interaction appears. Architecture
requires interaction to be explicitly considered, and provides speciﬁc notions
for that purpose. This could just mean bindings or connections between com-
ponents, but later it derived into the ﬁrst-class notion of connector, probably
the most successful abstraction in Software Architecture.
But once interaction has been identiﬁed as a concern and modularized,
indirection must appear again. Sometimes interaction must follow a master
plan, or is controlled by non-local conditions. Connectors have to refer to other
connectors, even to interact to one another. Now higher-order interaction
abstractions appear.
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One abstraction expressing a kind of higher-order interaction is coordina-
tion. This describes what happens when diﬀerent, apparently autonomous
interactions actually depend on each other. For instance, one transfer has to
wait until another has ﬁnished, or a group of them must occur simultaneously.
1.1 Coordination as an Architectural Concern
There is an obvious similarity between Coordination Models and Architectural
Description Languages (Adls), in particular when dynamic architectures are
involved. Many languages, either coming from one origin or the other, have
played both roles in diﬀerent contexts. There is an almost obvious reason for
that: coordination is an architecture-level concern.
First, as already discussed, coordination is a higher-order abstraction over
interaction. Second, interaction is one of the basic dimensions of Software Ar-
chitecture, and indeed one of the most important contributions of the ﬁeld has
been to make interaction explicit. Now architectural connections are the place
where interactions happen, and connectors are their modular units. Then, any
eﬀort to capture coordination is necessarily abstracting over architectural con-
nections; and this is exactly the kind of notion that Adls are designed for,
hence their similarity to coordination languages.
Traditionally, the separation of concerns principle has received two basic
answers: classic modularization and layered architectures; both of them are
compositional models. But recent research suggest a diﬀerent, more ﬂexible
application of the same principle. There are concerns, typically non-functional
ones, which are clearly identiﬁed and could be independently encapsulated,
but not as a conventional component. Those concerns crosscut large parts of
the architecture, and thus they could aﬀect simultaneously many modules, as
their behaviour gets easily tangled with those modules’ functionality.
Aspect-orientation, a term which here has a generic meaning, is conceived
as the last rendition of the principle, an evolved notion of modularization. We
have introduced aspect-orientation in Software Architecture [5] as an exten-
sion of an original suggestion by Andrews [1] stating that join points can be
conceived as synchronizations between concurrent processes in a process alge-
bra. But Andrews’ proposal is purely static; it is just designed to provide a
formal foundation for the weaving process, the activity where diﬀerent aspects
are merged to compose an uniﬁed system.
Andrews implies that the synchronization process is made prior to sys-
tem deployment, so it is just a compile-time process. On the contrary, our
extension is a runtime variant, totally dynamic. We do conceive architec-
tural aspects as analogous to concurrent processes, able to run independently,
synchronizing at join points. The system evolves non-deterministically, as-
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pects can be dynamically added or deleted, and detection of join points varies
depending of this shifting context.
Coordination and weaving are then related; in fact they are almost isomor-
phic. In the ﬁrst we have independent descriptions of diﬀerent concerns which
crosscut each other, and the weaving process must ensure their consistency.
In the second we have independent deﬁnitions of concurrent processes which
interact with each other, and the synchronization process must ensure their
coordination. This means that the weaving process is indeed a coordination
activity, and then aspect-orientation can also be seen as a coordination model.
With some diﬀerences of emphasis, the essence of both activities is indeed the
same. In fact, there are already some proposals to describe aspect-orientation
in terms of coordination. Our approach does the opposite; aspects are used to
introduce coordination into an architecture.
The purpose of this work is to describe how coordination can be described
at the architectural level, as a separated higher-order interaction concern.
This unfolds in two basic goals, namely that (a) any kind of coordination can
be achieved by aﬀecting interactions, that is, architectural connections; and
that (b) any global coordination strategy, which is essentially external and
exogenous, can be encapsulated as an architectural aspect and woven into
connectors, thus acquiring an internal, endogenous nature; the architecture
behaves like a system with emergent coordination.
2 PiLar: a Dynamic Reﬂective ADL
In the next sections we expose the above outlined thesis by means of an
example in the coordination domain. The example system will be described
at the architectural level, and the coordination concern will be introduced
using both reﬂective and aspectual techniques. To be able to do this, we
have chosen to use the language PiLar, a reﬂective Adl with dynamic and
aspectual capabilities.
The language was designed as a process-algebraic Adl, but with the orig-
inal intention to be ﬂexible enough to describe any kind of architectural dy-
namism. This eﬀort required an unifying notion, and this notion was Re-
ﬂection [14]. PiLar was then conceived as a reﬂective Adl, and indeed it
has shown to be very ﬂexible, and it is not limited to the description of dy-
namism. It has already been used to study problems of a diﬀerent nature,
like the structure of aspect-oriented systems. As a side eﬀect, the interest of
a speciﬁc aspectual syntax for PiLar has been made apparent.
Several presentations of this Adl have been made since its original incep-
tion [3,4]. Except for some minor details, the syntax has remained stable.
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However, the late addition of the support for aspect-oriented notions can be
considered as the most important revision of the language till date, as it has
introduced several extensions, though very few modiﬁcations. We call this
new version of the language PiLar 1.2.
An architectural description in PiLar is standardly structured as a set
of component types (archtypes) and instances. Instances are connected to
each other, composing conﬁgurations, which are in turn composite compo-
nents; thus they create the archetypical component hierarchy, which is also
deﬁned in many other Adls the same way. Behaviour is speciﬁed by means of
constraints, described with a syntax similar to a process algebra, speciﬁcally
inspired in Ccs.
The language is eclectic, but indeed a fairly standard process-algebraic
Adl. The potential to describe dynamism, and all the expressive power of the
language, comes from the reﬂective support. Then components and connec-
tions can be added or removed; not only the structure, but even the behaviour
can be altered. The type hierarchy itself is able to change; every entity can
be reiﬁed, and its meaning modiﬁed.
PiLar doesn’t even have syntactic connectors, because the same role is
played by connections, which can in turn be reiﬁed by a component and ac-
quire an internal structure. These meta-level connectors play the part of con-
ventional connectors, but their nature is not syntactic but semantic. Although
the keyword connector was recently added to the language, it actually deﬁnes
a component type; the intention is just to provide some hint to indicate that
this archtype will be used to reify a connection.
2.1 Architectural Aspects in PiLar
In the asymmetric model of advanced separation of concerns [6], an aspect
is an entity which is designed, not as an integral part of a system, but as an
addition or extension to it, overlapping its basic modular structure. Our notion
of an architectural aspect is then conceived as the reverse of a component: a
separable computational entity which is speciﬁcally designed to complement
a system, rather than to work independently; and which is introduced into
this system by means of an external weaving, rather than be composed using
an explicit interface. This kind of module is also supposed to deal with an
speciﬁc concern, though this is not really mandatory.
At the architectural level, terms like aspect or concern are probably in-
adequate. Thus, a diﬀerent name will be used to refer to this asymmetric
aspectual entity. As it is conceived to add complementary details, it can be
understood as the “decoration” of an architecture. Then, this kind of ele-
ment will be named chevron. Incidently, a chevron would be deﬁned as a kind
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of component, meaning that it could have an interface. Stated otherwise, it
doesn’t necessarily lose its compositional features.
In PiLar, the relationship between chevrons and an architecture is deﬁned
by using the theoretical notion of superimposition. In the next section we
expose the structural implications of this concept, and the way we use it
within the Adl.
2.2 Aspects as Katzian Superimposition
The concept of superimposition (a.k.a. superposition) was ﬁrst proposed
within the context of Concurrency Theory [2,8], where it was originally con-
ceived as a notion of extension or reﬁnement, expressed as a privileged rela-
tionship between two processes or concurrent entities. It has acquired more
importance ever since, even to the extent of being the central notion in some
approaches to software development. It has been appointed recently as a
suitable formal foundation for Aspect-orientation [15,7,9], which is yet under
discussion.
There are several diﬀerent deﬁnitions of superimposition; though they are
not totally equivalent, they do describe very similar ideas. From an architec-
tural point of view, the most interesting among them is a proposal by Shmuel
Katz [8], which provides an indirect description of the relationship by de-
scribing it as a concurrent control structure. Therefore, this deﬁnition can be
consistently considered at the architectural level.
From this point of view, there are two roles in any superimposition rela-
tionship: that of the entities which are superimposed to some other(s), and
the role of these others, which are below the superimposition. Together, they
compose a concurrent structure which receives the name of combination. In-
tended semantics are roughly as follows: a superimposed process reﬁnes or
extends a superimposee process. This means that the former is able to inter-
cept and inhibit any external interaction to the latter, and also to observe its
internal states; but at the same time it is unable to alter those states [2,8].
In the following we will use a preﬁx-based notation, so that the every
element is clearly identiﬁed in every sentence. Thus, the σ-component is a
component which is superimposed over another, then aﬀecting its behaviour;
and this second superimposee component is a β-component, from the point of
view of the ﬁrst one. The use of these preﬁxes can be extended to cover other
notions, including second-class elements.
Therefore, the structure deﬁned by Katzian superimposition can be consid-
ered as a composite component gathering several σ-components, which deﬁne
a global behaviour. We can identify several roles in this behaviour; they
take the form of subprocesses, which receive the name of roletypes. Several
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σ-entities could play the same role; stated otherwise, a roletype could have
several instances. This notion is also relevant at the architectural level, but
to avoid confusion, we refer to it under the term role-component.
In summary, Katzian superimposition deﬁnes a complex structure, the
combination, which joins together components located at two diﬀerent layers.
The upper layer is similar to a composite component, a conﬁguration gathering
elements which are both conventional archtypes and role-components. Every
instance of a role-component is a σ-component, which is superimposed to some
other instances, or β-components. Therefore, the lower layer is deﬁned as the
set of those β-components. However, such a layered structure is not strictly
compositional, as the relationship between constituent elements is not based
on conventional interaction.
In PiLar, the aspectual support is based on superimposition, and it is
directly inspired by Katz’ construction. Speciﬁcally, there’s a syntax to de-
scribe the structure as a composite component, perhaps partially described,
which is known as an architectural fragment ; this fragment is superimposed
over β-components using a connector-like syntax.
The architectural fragment is just a conﬁguration composed both of con-
ventional components and several placeholders, which are role-components.
When this is superimposed over some other conﬁguration, these placeholders
are ﬁlled with σ-components, which create “pure” superimposition links to
β-components. The fragment receives this name because it is a partial archi-
tecture, which is only complete when composed with another. In summary, it
is PiLar’s rendition of a chevron.
3 A Case Study of Architecture-Level Coordination
In this section we explain the example to be used in the rest of the document,
namely the Paxos algorithm for distributed consensus. Here it is described as
an architecture, deﬁning its roles and behaviour, and conceived as an indepen-
dent speciﬁcation encapsulating the coordination concern. Our purpose is to
introduce this structure in some base, non-coordinated architecture, turning it
into a coordinated one. This will prove that separation of concerns is relevant
in architecture, and also that coordination is a good exhibit of this kind of
concern.
The coordination module will be introduced into the basic substrate using
aspect-oriented notions. Our previous work provided a reﬂective version for
the same example [5]; this was our ﬁrst approach to the separate description
of concern-speciﬁc components in Software Architecture. It was enough to
achieve separation of concerns to a certain extent, as the coordination “as-
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pect” is provided as a separate entity; later reﬂection was used to merge those
concerns. However, there were many reasons to improve the aspectual sup-
port, and avoid such an explicit use of reﬂective notions.
Here our purpose is to describe the coordination concern as an architec-
tural fragment encapsulating the Paxos algorithm, in the spirit of Katzian
superimposition. This fragment will be superimposed over the base architec-
ture, using aspectual techniques and then avoiding the need to resort to the
use of reﬂection. To highlight the interest of this new approach, this example
uses a diﬀerent strategy to introduce the concern into the architecture. In-
stead of the centralized structure used in [5], here we will use a distributed
schema, which is described in section 4.
3.1 The Paxos Architecture
The Paxos algorithm was ﬁrst conceived by Leslie Lamport [11,12]. It is
a consensus algorithm for distributed systems, which describes how several
remote peers are able to reach an agreement on an speciﬁc value by exchanging
messages, even if some of these messages can be lost – that is, when the
communication channel is not reliable. So it is both a coordination algorithm,
as the participants coordinate by choosing the same value at the same moment;
and a fault-tolerant algorithm, as it is able to evolve even in the presence of
non-Byzantine communication faults.
Lamport described the algorithm with a metaphor: the distributed system
is the parliament of an imaginary ancient Greek island called Paxos – hence
its name. Legislators in this synod are the analogous of distributed processes,
actors in the algorithm; their activities describe the protocol used to reach
a consensus on a proposal, so that a majority of them decides to accept it.
The point is that these are just part-time legislators: they can freely leave
or enter the synod. This means that an actor can leave the protocol without
completing it, or join it in the middle of a discussion.
The Figure 1 provides the Paxos Architecture, an architectural description
of the Paxos algorithm, in which every role is represented as a component type.
There are three roles in the Paxos architecture, namely proposers, acceptors
and learners. A proposer is an actor which proposes a value to the synod to
be agreed on; an acceptor decides whether to accept or reject these proposals;
ﬁnally, a learner must learn if a consensus has been reached by a majority
of these acceptors. To make this paper self-contained, in this section we will
describe in detail the steps of the Paxos algorithm, so that the behaviour
described in the Figure 1 gets fully understood, even for the reader unfamiliar
to process-algebraic notations, such as the one we use in PiLar.
The Paxos consensus algorithm is divided in two phases. Phase One be-
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\component Proposer (
\interface ( port prepare | port accept )
\behaviour (
rep ( new( number, value:Int ); number!(0); value!(0); tau( proposal n );
// Paxos Phase One – Proposer
loopset ( bound ( prepare ) ) ( prepare!(proposal n) ); ⇐= 1
// Paxos Phase Two – Proposer
rep ( prepare?(promised n, last n, last v); ⇐= 2
if ( promised n = proposal n ) (
// Take the value of the highest-numbered response
number?(n); if ( n ≥ last n ) ( number!(n) )
else ( value?(v); value!(last v); number!(last n) )
if ( Majority (promised n) ) (
value?(val); if ( val=0 ) ( tau(val) );
// At last, request to accept this proposal
3 =⇒ loopset ( bound ( accept ) ) ( accept!(promised n, val) ) ) ) ) ) ) )
\component Acceptor (
\interface ( port prepare | port accept | port learn )
\behaviour (
new ( promised, num, value: Int ); promised!(0); num!(0); value!(0);
// Paxos Phase One – Acceptor
( rep ( prepare?(proposal n); ⇐= 4
// Accepts if this is newer than the last promise
promised?(n); if ( proposal n > n ) (
num?(ln); value?(lv); num!(ln); value!(lv);
loopset ( bound ( prepare ) ) ( prepare!(proposal n, ln, lv) ); ⇐= 5
promised!(proposal n) ) else ( promised!(n) ) )
// Paxos Phase Two – Acceptor
| rep ( accept?(requested n, requested v); ⇐= 6
// Accepts if no newer proposal was promised
promised?(n); promised!(n);
if ( requested n ≥ n ) ( num?(i); value?(v);
// At last, the proposal has been accepted
7 =⇒ loopset ( bound ( learn ) ) ( learn!(requested n, requested v) );
num!(requested n); value!(requested v) ) ) ) ) )
\component Learner (
\interface ( port learn )
\behaviour ( rep ( learn?(accepted n, accepted v); ⇐= 8
if ( Majority (accepted n) ) (
Use This Consensus (accepted v) ) ) ) )
Fig. 1. Paxos Architecture: Roles & Behaviour in the Paxos Algorithm
gins with one proposer, which wants to issue a proposal. A proposal could be
very complex, but for our purposes we can consider it as being constrained to
a minimal expression, consisting of two numbers: the proposal number and
a proposed value. The proposer chooses the proposal number arbitrarilyby
means of an internal action (tau). With this number it builds a prepare mes-
sage, which is sent to every acceptor, asking it just to think whether to accept
this proposal.
Upon reception, every acceptor enters Phase One in a new concurrent
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thread. The acceptor is governed by two basic rules: ﬁrst, it is willing to
accept any proposal it receives, as long as it has not promised to consider
any other proposal indexed with a higher number. Second, it never lies: this
means it never contradicts itself.
So, the acceptor checks the number of the prepare message it just received.
If the number is lower than the number of the last proposal it has promised to
accept, then the message is simply discarded. Otherwise, the acceptor answers
the proposer with the promise to accept a formal proposal with this number,
unless a higher-numbered prepare message is received in the interim. This
new promise message is composed of three data: the number of the proposal
which this acceptor is promising to support, and a copy of the last proposal
(number and value) it has accepted previously, if any. Then this message is
sent, ﬁnishing Phase One.
Phase Two begins when the proposer receives this message from an ac-
ceptor. So the proposer ﬁrst checks if this promise message refers to the
proposal it is trying to submit. When this is the case, it means that someone
has promised to support the proposal, so it is going to be issued. Now the
proposer must decide the value to be contained in it.
As we’ve seen, every promise message includes additional data about the
last proposal accepted (not just promised) by the acceptor. Now the proposer
checks this data, and compares them with its own records. If the accepted
proposal is more recent (has a higher number) than the last proposal it knew,
it is stored. In summary, the proposal learns which is the most recent accepted
proposal amongst the responses, and remembers that one, and particularly the
contained value.
Finally, the proposer must decide if a majority (whatever deﬁnition) of
acceptors has answered promising to consider the current proposal. If this is
the case, then it can request them to formally accept it. This accept message
is composed of the proposal number and a proposed value: the only purpose
of the Paxos algorithm is to try to reach a consensus to agree on this value.
If any previous proposal was accepted, then the proposer already knows the
value to suggest. If not, the value can be chosen at random, and it does that
as an internal decision (tau).
But now every acceptor begins Phase Two, and spans a new thread for
each reception of an accept message. Now this message is formally requesting
it to accept the attached proposal. The acceptor checks if the number of the
requested proposal is lower than the number of the last promised proposal. If
this is the case, the current one is simply discarded. On the other case, the
proposal under discussion must be accepted. Then, learners are notiﬁed of
this acceptance. This is the end of Phase Two.
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The ﬁnal coda is very simple. Even if a majority of acceptors have agreed
to accept the same proposal, that’s not enough: we must know that this has
happened. This is the role of learners, and thus they have the ﬁnal decision.
Thus learners receive messages for every accepted proposal; now they just
decide if a majority of the acceptors has agreed on the same proposal. When
this is the case, consensus has been reached.
In spite of its verbosity, the architecture in Figure 1 is still an abstract
speciﬁcation, as there are two unspeciﬁed details, represented here by the
functions Majority and Use This Consensus. The purpose of the latter
is just to serve as a placeholder where the architecture can be adapted for
future use, deciding what to do with the agreed value. The purpose of the
former is just to abstract out any details about the criteria used to decide
what kind of set constitutes a majority of the acceptors.
3.2 Multicasting: connectivity and multiplicity
The Paxos algorithm is not only inherently distributed, but it also relies on
anonymous communication. Interaction between actors in the Paxos synod
is conceived as a broadcast or multicast. Messages are not sent to any spe-
ciﬁc actor, but disseminated all through the system, and must be received by
everyone, or at least by a majority of some particular set.
The description of the Paxos algorithm provided in Figure 1 tries to be
almost completely general. That is, the behaviour of these three roles should
be applicable to any rendition of the Paxos Architecture. But, Adls separate
structure and behaviour; this means that interactions between components
depend on the connection patterns in the underlying architecture. Certain
interactions are conceived as some kind of multicast in the algorithm, and then
the syntax of every related sending/reception action is diﬀerent depending on
the connectivity of their ports.
Several actions appear underlined in the description in the Figure; those
are multiple actions, and they depend on the system’s topology. The only
diﬀerence between this speciﬁcation and another presentation of the Paxos
algorithm is limited to these. Among these, actions marked with even numbers
are receptions; those marked with odd numbers describe sendings. In both
cases we must have in mind that they indicate multicasted interactions, which
must match a certain connection pattern.
The description of multiple actions in the Figure 1 assumes the ﬁnal struc-
ture that is provided later in the Figure 4, and which is a full mesh pattern:
every node is directly connected to any other. Every proposer maintains two
connections –prepare and accept– to every acceptor, and every acceptor is
linked to every learner. A depiction of the resulting fragment (the coordina-
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tion aspect) is provided in the upper part of Figure 2.
In a full mesh approach, there’s a private connection for every action and
every role, so some multiplicity is already guaranteed. In the case of sending
actions, we just need to ensure that every message sent in one port is received
by every component bound in it. The “broadcast” must provide a copy of the
sent message for every component. When the connections exist, this is made
by using a simple idiom, based on the loopset construct and the introspective
bound function. They made a loop over the set of bounded connections,
sending a copy through every one of them.
Now the case of broadcasted receptions is completely diﬀerent. It’s easy to
deduce from the above that every component instance receives its own copy
of the message through its own private connection; this means that there’s no
diﬀerence between this broadcasted reception and a private one.
Fig. 2. Coordinating a Gateline with a Paxos Architecture
3.3 Coordination using Paxos Architecture
The Paxos Architecture is actually just a fragment of an architecture which
is going to be used to coordinate the behaviour of another architecture. It
is general enough to be “plugged” into almost any kind of system. The only
requirement is that the base architecture uses some value, so the consensus
can be applied.
To ease the presentation, the chosen base architecture is one of the simplest
kind: an instance of the classic Pipe-Filter Style. For coordination to have
some eﬀect, and such that it can be observed, the structure should be able
to change, introducing some kind of divergent behaviour on some condition.
Thus we have designed a simple conditional pipeline, in which pipes are not
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direct links anymore. They are now closed by default, and they would only
open depending on an event, the reception of a number. From now on, we’ll
call these conditional pipes gates, and the resulting structure is a Gateline.
Figure 3 provides a detailed description of a gate’s interface and behaviourin
PiLar, as well as the description of a parameterized Gateline, composed of N
gates and (N +1) ﬁlters. The opening of gates is controlled by an Open port,
which is left unconnected in the Gateline structure, and which is designed to
receive a number of enabled transfers. The reception of this number opens
the gate; then exactly this amount of units of data (messages) are allowed to
be sent from input to output.
The Gateline does not conform a complete architecture, unless the Open
ports of gates are connected to something; otherwise they are always closed,
and interaction doesn’t happen. In a non-coordinated version of the gateline,
each gate would receive a diﬀerent number at a diﬀerent moment, and the in-
formation ﬂow would be almost impossible. On the contrary, in a coordinated
version, every gate would receive the same number at the same moment: the
whole Gateline would be opened simultaneously, and a concrete amount of
data would be able ﬂow through the system.
\component Filter ( \interface ( port I | port O ) )
\connector Gate (
\interface ( port L | port R | port Open )
\behaviour (
rep ( Open? ( n trans );
for ( 1.. n trans ) ( L?(data); R!(data) ) ) ) )
\component Gateline 〈N〉 (
\interface ( port Input | port Output )
\conﬁguration (
F[N + 1] :Filter | G[N ] :Gate |
\bind ( for k ( 1..N ) (
G[k].L = F[k].O | G[k].R = F[k + 1].I ) |
F[1].I = Input | F[N + 1].O = Output ) ) )
Fig. 3. Gateline: Conditional (Parameterized) N-sized Pipeline
Then our purpose is to use the Paxos Architecture to decide a number,
and then get this number notiﬁed to the gates of the Gateline. This way,
coordination would have been added to the system in just one modular block.
4 Superimposing a Coordination Aspect
As already noted, coordination is not only an independent concern, but also
a relevant concern at the architectural level. For this reason, it is an excellent
example of an architectural dimension which can be speciﬁed by using aspect-
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oriented techniques. In this section, we will describe the Paxos Architecture
as a coordination aspect, which is woven into the Gateline structure.
Our aspect-oriented rendition of the Paxos algorithm presents the whole
structure as a chevron, that is, as an architectural fragment. This is coherent
in two ways – ﬁrst, the Paxos architecture is indeed a partial description, as
it is only complete when it is superimposed to a base speciﬁcation; second,
it is shown that the concern itself can be modularized, and thus it is best
described as another structure, including several components and the rela-
tionships between them. This justiﬁes our choice of a composite construct to
specify superimposition in PiLar.
In PiLar, the weaving function is a superimposition relation; this means
that every chevron is a set of σ-components, superimposed over some β-
components in a Katz construction. Thus the language does not only provide a
means to deﬁne chevrons, but also a basic connector-like structure to integrate
them into the architecture. The speciﬁcation in Figure 4 provides a descrip-
tion of the Paxos Architecture in the form of a Katzian superimposition, using
the syntax in PiLar 1.2.
\fragment Aspect Paxos Synod (
\conﬁguration (
P[3]: Proposer | A[3]: Acceptor |
rolecomp L[5]: Learner |
\bind ( for i (1..3) ( for j (1..3) (
A[i].prepare = P[j].prepare | A[i].accept = P[j].accept ) |
for k (1..5) ( A[i].learn = L[k].learn ) ) ) )
\bond assertion Lets Coord Gates over Gateline (
Coord Gates is= 〈 impose Aspect Paxos Synod(G[*]) 〉true
Lets Coord Gates is= nrec X ( Coord Gates ∨ 〈∗〉X ) )
Use This Consensus(value) ≡ shift bcomp.Open(value)
Fig. 4. Coordination Aspect: Paxos Synod with a Full Mesh Approach
In this particular conﬁguration we have three proposers, three acceptors
and ﬁve learners in the Paxos Architecture. This description provides the
full mesh approach: each component in the algorithm is directly connected to
every other. This means that every proposer is bound to every acceptor, and
every acceptor is also linked to every learner, deﬁning thirty-three connections
just within the fragment.
Chevrons could be superimposed on architectural elements using an ex-
plicit one-to-one mapping (weaving relation). But one of the most interesting
features of aspect-orientation is quantiﬁcation; this means that we have some
kind of expression to identify a set of join points, where the chevron is going
to be inserted into the base architecture.
Several aspect languages use a notion of pointcut or similar to gather such a
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set of join points. PiLar 1.2 has also the means for this kind of quantiﬁcation,
and it is known as bond assertion. An assertion is a logic expression, which
has to be fulﬁlled by the architecture. PiLar deﬁnes dynamic systems, in
which structure changes; this has to be taken into account when deﬁning
these formulae. For this reason, the language for assertions must consider the
evolution of the system in time, and therefore we have chosen a temporal logic
of actions. This means that join points are not just spatial locations, but
also time-aware conditions. This is not only coherent with existing practice
in Concurrency Theory, but also with the intuition which states that dynamic
architectures describe situations.
In this case a timeframe is not really required, as the only thing we want to
do is to superimpose the Paxos Synod chevron over the Gateline, and leave the
combination untouched. This can be done during architecture instantiation,
so a non-temporal predicate would be enough. In fact, the ﬁrst predicate in
the assertion, Coord Gates, which consists just of an action predicate, already
superimposes every learner on every gate, and that’s exactly the behaviour we
need, so no further speciﬁcation is really required.
The bond assertion speciﬁed in Figure 4 is not really adequate for the
problem at hand, because it is more complex than it needs to. The temporal
formula in the assertion in fact relaxes the constraint on the system, as it
doesn’t require the action to be immediately done, and it only states that this
should be done eventually. It is provided just as an exhibit of the kind of
temporal logic formula we are able to use.
The language for assertions in PiLar 1.2 is directly inspired on the modal
μ-calculus [16], a ﬁxpoint calculus which is considered as the “canonical” tem-
poral logic. Their formulae are deﬁned by the insertion of ﬁxpoint operators
into a basic (modal) action logic in the Hennesy-Milner style, which can be
easily related to any process algebra. While the syntax of bond assertions is
simple, their μ-calculus semantics are not. The consequence is that the tem-
poral support in PiLar is still quite diﬃcult to use. Probably it has yet to
be improved for usability, ﬁnding the adequate abstraction level, and possibly
including some redundant temporal modalities, such as always or eventually,
but always considering these use branching-time semantics [10].
5 Conclusions
This article started with three basic suggestions, namely: that coordination
is an independent concern, and issues related to it should be speciﬁed on a
separate entity; that coordination is a higher-order abstraction over interac-
tion, and then Adls are particularly well-suited to describe it; and that this
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architectural concern can be introduced in a separate architecture by using
aspectual techniques.
Though interesting in itself, the particular features of the example should
not be misleading. First, the important point about the Paxos Architecture is
just that it encapsulates the coordination concern inside itself. Second, it was
selected because it is a distributed algorithm, composed of several, modular
roles. Thus it is shown that even if we scatter the coordination behaviour all
through the architecture, it can still be separated in an independent architec-
tural module. The simpler case of having some kind of central coordinator
needs not any justiﬁcation – to combine such a one-component system with a
base architecture would be trivial in comparison.
Moreover, we have not used the fact that the Paxos Architecture provides
also fault-tolerance, but this has two interesting and almost opposite con-
sequences. On the one hand, it is shown that coordination is not the only
concern we can superimpose over an architecture; in fact, that we can intro-
duce several ones simultaneously. On the other hand, we can also see how
diﬀerent could be to separate several concerns – in this case coordination and
fault-tolerance. In this particular case, we could maintain coordination using
just a basic Transaction-Commit algorithm –which in turn can be described
as an speciﬁc case of the Paxos algorithm [13]–, but to reinstall fault-tolerance
later would be much more diﬃcult.
Our previous work on PiLar has already dealt with the description of coor-
dination at the architectural level, specially by using the reﬂective support [4].
Some of the most recent work concentrates on the separation of coordination
as an independent concern, but still using reﬂection. In this context, we have
described a reﬂective version of the Paxos algorithm in [5], using a slightly
diﬀerent presentation.
The aspectual perspective has proven to be really useful, as it is much sim-
pler than a reﬂective infrastructure, but has most of its advantages. Though
our deﬁnition of chevrons as asymmetric aspects was obviously inspired by
models at the implementation level, we have consciously avoided the temp-
tation to translate them directly; we ﬁrmly believe that diﬀerent abstraction
levels require diﬀerent mechanisms. At the architectural level, the superimpo-
sition construct we have used is much more natural than the set of object-like
abstractions included in aspect-oriented programming languages; and they
lack a theoretical basis that it already has.
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