Linear Weingarten centroaffine translation surfaces in R3  by Yang, Yun et al.
J. Math. Anal. Appl. 375 (2011) 458–466Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Linear Weingarten centroaﬃne translation surfaces in R3
Yun Yang ∗, Yanhua Yu, Huili Liu 1
Department of Mathematics, Northeastern University, Shenyang 110004, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 27 June 2010
Available online 29 September 2010
Submitted by H.R. Parks
Keywords:
Centroaﬃne differential geometry
Translation surface
Weingarten surface
In this paper we give some classiﬁcation results for non-degenerate linear Weingarten
centroaﬃne translation surfaces in 3-aﬃne space R3 by solving certain partial differential
equations.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Aﬃne translation submanifolds (hypersurfaces) form an interesting class of submanifolds (hypersurfaces) in aﬃne dif-
ferential geometry. This class of surfaces has been studied previously by Pabel [15], Binder [1], Magid and Vrancken [14],
and other geometers. All classes mentioned are very rich. In fact, Pabel has discussed translation surfaces with equiaﬃne
methods in 3-aﬃne space R3. Magid and Vrancken gave a classiﬁcation of aﬃne translation surfaces with constant sec-
tional curvature in R4. Binder classiﬁed locally symmetric aﬃne translation surfaces in R3. On the other hand, Binder [2]
also obtained some examples for relative Tchebychev hypersurfaces among the translation hypersurfaces in Rn+1, and some
classiﬁcations.
Centroaﬃne hypersurfaces have been intensively studied by Liu, Wang, Li, etc. (cf. [7–9,11–13]). With the restriction of
centroaﬃne invariants, Fujioka has found some centroaﬃne minimal surfaces in R3 [3–5]. Recently, using the geometry
properties of surfaces, the authors of this paper obtained some results for centroaﬃne translation surfaces and centroaﬃne
ruled surfaces in R3 [17,18], and got some classiﬁcation results for linear Weingarten centroaﬃne ruled surfaces in 3-aﬃne
space R3 [18].
In this paper, we consider non-degenerate linear Weingarten centroaﬃne translation surfaces in R3. For non-degenerate
centroaﬃne translation surfaces with constant Gauss curvature in R3, the following result has been proved [17].
Theorem 1.1. Let x : M2 → R3 be a non-degenerate centroaﬃne translation surface with constant Gauss curvature, then x is ﬂat and
is centroaﬃnely equivalent to one of the following surfaces in R3:
• x = (u, v, ln |v||u| )T ;
• x = (u, v,u ln |u| + c0v ln |v|)T , where c0 is a nonzero constant;
• x = (u, v,uc1 ± vc1 )T , where c1 is constant and c1 /∈ {0,1};
• x = (u, v,u ∫ A
u2
du + v ∫ B
v2
dv)T , where A and B satisfy the following Eqs. (1.1), (1.2) or (1.3).
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⎪⎪⎩
A(u) = −1
b1 + c2 ln |u|
,
B(v) = 1
b2 + c2 ln |v|
,
(1.1)
where b1,b2, c are nonzero constant.⎧⎪⎪⎪⎨
⎪⎪⎪⎩
A(u) = tan
(
c
2
ln |u| + b1
)
,
B(v) = tan
(−c
2
ln |v| + b2
)
,
(1.2)
where b1,b2, c are nonzero constant.⎧⎪⎪⎨
⎪⎪⎩
A(u) = 2
1− b1|u|c − 1,
B(v) = 2
1− b2|v|−c − 1,
(1.3)
where b1,b2, c are nonzero constant.
We are going to prove the following theorem:
Theorem 1.2. Let x : M2 →R3 be a non-degenerate linear Weingarten centroaﬃne translation surface, then x is centroaﬃnely equiv-
alent to one of the following surfaces in R3:
1. x = (u, v,u ln |u| + c0v ln |v|)T , where c0 is a nonzero constant;
2. x = (u, v,u ∫ A
u2
du + v ∫ B
v2
dv)T , where A and B satisfy Eqs. (1.1), (1.2) or (1.3);
3. x = (u + c1, v + c2,uc3 ± vc3 )T , where c1, c2, c3 are constant and c3 /∈ {0,1}. Moreover, if (c1)2 + (c2)2 = 0, then c3 = 2;
4. x = (u + c1, v + c2, ln |u| + c0 ln |v|)T , where c0, c1, c2 are constant and c0 = 0;
5. x = (u + c1, v + c2,u2 + c0 ln |v|)T , where c0, c1, c2 are constant and c0 = 0;
6. x = (∫ eξ2 dξ, ∫ eη2 dη, ∫ eξ2Φ(√2ξ)dξ − ∫ eη2Φ(√2η)dη)T , where Φ(x) = ∫ x−∞ 1√2π e− t22 dt is the standard normal distri-
bution function.
Especially, the surfaces x = (u, v, ln |u||v| )T and x = (u, v,u2 ± v2)T are centroaﬃne ﬂat and centroaﬃne minimal.
Remark. The centroaﬃne invariants are not translation invariants, so some parameters in above theorems cannot be elimi-
nated by centroaﬃne transformation and coordinates transformation.
2. Centroaﬃne hypersurfaces
In this section, we recall some fundamental notions for centroaﬃne hypersurfaces in Rn+1. For details we refer to
[10,11,16] or [19]. Let x : M → Rn+1 be a hypersurface immersion and [. . .] the standard determinant in Rn+1. x is said
to be a centroaﬃne hypersurface if the position vector of x, denoted also by x, is always transversal to the tangent space
x∗(TM) at each point of M in Rn+1. We deﬁne a symmetric bilinear form G on TM by
G = −
n∑
i, j=1
[e1(x), e2(x), . . . , en(x), eie j(x)]
[e1(x), e2(x), . . . , en(x), x] θ
i ⊗ θ j, (2.1)
where {e1, e2, . . . , en} is a local basis of TM with the dual basis {θ1, θ2, . . . , θn}. Note that G is globally deﬁned. A cen-
troaﬃne hypersurface x is said to be non-degenerate if G is non-degenerate. We call G the centroaﬃne metric of x. We say
that a hypersurface is deﬁnite (or indeﬁnite) if G is deﬁnite (or indeﬁnite). Geometrically, a hypersurface x with positive
(resp. negative) deﬁnite centroaﬃne metric G is the locally strongly convex hypersurface in Rn+1 and such hypersurface is
called hyperbolic type (resp., elliptic type) in [6].
Let x : M → Rn+1 be a non-degenerate centroaﬃne surface. Then x induces a centroaﬃnely invariant metric G and a
so-called induced connection ∇ . The difference of the Levi-Civita connection ∇ˆ of G and the induced connection ∇ is a
(1,2)-tensor C on M with the property that its associate cubic form Cˆ , deﬁned by
Cˆ(u, v,w) = G(C(u, v),w), u, v,w ∈ TM, (2.2)
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Tˆ = 1
n
traceG(Cˆ). (2.3)
Let T be the Tchebychev vector ﬁeld on M deﬁned by the equation
G(T , v) = Tˆ (v), v ∈ TM. (2.4)
It is proved by Wang in [19] that a centroaﬃne surface x : Mn → Rn+1 is called centroaﬃne minimal if traceG(∇ˆT ) = 0,
and the centroaﬃne mean curvature is deﬁned by
H = 1
n
traceG(∇ˆT ). (2.5)
The Gauss equation of x can be written as (in the following, we use the Einstein summation convention and the range of
indices is 1 i, j,k, . . . n)
∂2x
∂xi∂x j
= Γ ki j ek(x) − Gijx. (2.6)
Then the Riemannian curvature tensor is given by
Rˆli jk =
∂Γˆ li j
∂uk
− ∂Γˆ
l
ik
∂u j
+ Γˆ pi j Γˆ lpk − Γˆ pik Γˆ lp j, (2.7)
and
Rˆmi jk = Gml Rˆli jk, (2.8)
where Γˆ ki j is the Levi-Civita connection of G .
If n = 2, the Gauss curvature of x is deﬁned by
K = −Rˆ1212
det(Gij)
. (2.9)
3. Centroaﬃne translation surfaces inR3
Let x : M2 →R3 be a non-degenerate centroaﬃne translation surface and x = (u, v, t(u)+ s(v))T . From Eq. (2.1), it is not
diﬃcult to check that
G11 = −t
′′
t + s − ut′ − vs′ , G12 = G21 = 0, G22 =
−s′′
t + s − ut′ − vs′ . (3.1)
Since the centroaﬃne translation surface x is non-degenerate, we have t′′ = 0 and s′′ = 0.
From Eq. (3.1), the matrix of the metric is diagonal. Locally the metric of x can be written as
G = 	1ew1 du2 + 	2ew2 dv2, (3.2)
where
	1e
w1 = −t
′′
t + s − ut′ − vs′ , 	2e
w2 = −s
′′
t + s − ut′ − vs′
and 	21 = 	22 = 1. Then if 	1	2 = 1, x is deﬁnite, and if 	1	2 = −1, x is indeﬁnite.
From the Gauss equation (2.6) we have
x11 =
( 0
0
t′′
)
= Γ 111
( 1
0
t′
)
+ Γ 211
( 0
1
s′
)
− 	1ew1
( u
v
t + s
)
, (3.3)
x12 = x21 = 0, (3.4)
x22 =
( 0
0
s′′
)
= Γ 122
( 1
0
t′
)
+ Γ 222
( 0
1
s′
)
− 	2ew2
( u
v
t + s
)
. (3.5)
Obviously, the coeﬃcients of the induced connection are
Γ 1 = 	1ew1u, Γ 2 = 	1ew1 v, Γ 1 = 	2ew2u, Γ 2 = 	2ew2 v, Γ 1 = Γ 2 = 0. (3.6)11 11 22 22 12 12
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Γˆ 111 =
(w1)u
2
, Γˆ 211 = −
	1	2ew1−w2(w1)v
2
, (3.7)
Γˆ 112 =
(w1)v
2
, Γˆ 212 =
(w2)u
2
, (3.8)
Γˆ 122 = −
	1	2ew2−w1(w2)u
2
, Γˆ 222 =
(w2)v
2
. (3.9)
From Eqs. (3.3)–(3.5) and the integrability conditions xijk = x jik = xikj (∀i, j,k ∈ {1,2}), we obtain⎧⎪⎪⎨
⎪⎪⎩
(
Γ 111
)
v + Γ 211Γ 122 = 0,(
Γ 211
)
v + Γ 211Γ 222 − 	1ew1 = 0,
	2e
w2Γ 211 + 	1ew1(w1)v = 0,
(3.10)
and ⎧⎪⎪⎨
⎪⎪⎩
(
Γ 222
)
u + Γ 122Γ 211 = 0,(
Γ 122
)
u + Γ 122Γ 111 − 	2ew2 = 0,
	1e
w1Γ 122 + 	2ew2(w2)u = 0.
(3.11)
Combination of Eqs. (3.2), (3.6), (3.10) and (3.11) gives⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(w1)uv = (w2)uv = 	1	2uvew1+w2 ,
(w1)v = −	2vew2 ,
(w2)u = −	1uew1 ,
(w1)u = t
′′′
t′′
− 	1uew1 ,
(w2)v = s
′′′
s′′
− 	2vew2 .
(3.12)
According to Eqs. (3.12) and (2.9) we get the Gauss curvature of the centroaﬃne translation surface x
K = u
2t′′ + v2s′′
2(A + B) +
1
4
(
ut′′′
t′′
+ vs
′′′
s′′
)
+ 1, (3.13)
where A = t − ut′ and B = s− vs′ . We know that A′ = −ut′′ and B ′ = −vs′′ . Then t′′ = 0 and s′′ = 0 imply that A and B are
not constant.
From Eqs. (3.6)–(3.9), (2.3) and (2.4) we get
T 1 = u + 	1e−w1 (w2 − w1)u
4
, (3.14)
T 2 = v + 	2e−w2 (w1 − w2)v
4
, (3.15)
and
(∇ˆuT )1 = 1− 	1e
−w1(w1)u
8
(w2 − w1)u + 	2e
−w2(w1)v
8
(w1 − w2)v
+ 	1e
−w1
4
(w2 − w1)uu + u(w1)u + v(w1)v
2
, (3.16)
(∇ˆv T )2 = 1− 	2e
−w2(w2)v
8
(w1 − w2)v + 	1e
−w1(w2)u
8
(w2 − w1)u
+ 	2e
−w2
4
(w1 − w2)vv + u(w2)u + v(w2)v
2
. (3.17)
From Eqs. (2.5), (3.12), (3.13), (3.16), and (3.17), by a directly calculation, the mean curvature of centroaﬃne translation
surface x can be given as
H = K − A + B
16
(
(t′′′)2
(t′′)3
+ (s
′′′)2
(s′′)3
)
+ A + B
8
(
1
t′′
(
t′′′
t′′
)
u
+ 1
s′′
(
s′′′
s′′
)
v
)
. (3.18)
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The linear Weingarten surfaces are deﬁned by the linear combination of the mean curvature H and the Gauss curvature
K is constant, that is,
aK + bH = c, (4.1)
for some real numbers a,b, c satisfying a2 + b2 = 0.
In relation (4.1) if b = 0, it means K is constant. Then from Theorem 1.1 we can obtain surface (1), (2) and parts of (3),
(4) in Theorem 1.2.
If b = 0, we can take b = 1 without loss of generality. So the relation (4.1) can be changed to
H = c − aK . (4.2)
Then we can distinguish the following two possibilities:
Case 1. If a = −1, Eqs. (3.18) and (4.2) give
A + B
8
((
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
)
+
(
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
))
= c. (4.3)
By differentiating Eq. (4.3) with respect to u and v , we get
B ′
(
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
)
u
+ A′
(
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
)
v
= 0. (4.4)
Thus,
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
= c1A + c2, (4.5)
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
= −c1B + c¯2, (4.6)
where c1, c2, c¯2 are constant.
Putting Eqs. (4.5) and (4.6) into (4.3), since A and B are not constant, we get
c = 0, c1 = 0, c2 + c¯2 = 0, (4.7)
which implies
H = K , (4.8)
and
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
= c2, (4.9)
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
= −c2. (4.10)
Then
(a) If c2 = 0, we obtain
t = c˜1u2 + c˜2u + c˜3 or t = c¯1 ln |u + c¯2| + c¯3u + c¯4, (4.11)
s = c˜4v2 + c˜5v + c˜6 or s = c¯5 ln |v + c¯6| + c¯7v + c¯8, (4.12)
where c˜i, c¯ j (i = 1,2, . . . ,6, j = 1,2, . . . ,8) are constant.
By coordinates transformation and centroaﬃne transformation the surface is centroaﬃnely equivalent to the surface (5)
and the other parts of (3), (4) in Theorem 1.2.
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Let u = c¯1
∫
eξ
2
dξ , v = c¯2
∫
eη
2
dη, where c¯1, c¯2 are nonzero constants. It is easy to obtain the solutions of Eqs. (4.9) and
(4.10), that is, t = ∫ eξ2(∫ e−ξ2 dξ)dξ , s = − ∫ eη2(∫ e−η2 dη)dη.
By coordinates transformation and centroaﬃne transformation the surface is centroaﬃnely equivalent to the surface (6)
in Theorem 1.2.
Case 2. If a = −1 in relation (4.2), from Eqs. (3.13), (3.18) and (4.2) we can get the following equations:
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
= c˜
2
A2 + c1A + c2, (4.13)
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
= − c˜
2
B2 + c¯1B + c¯2, (4.14)
(1+ a) vs
′′′
s′′
= c˜
2
B3 − c1 + 2c¯1
2
B2 + b1B + b2, (4.15)
(1+ a)ut
′′′
t′′
= − c˜
2
A3 − c¯1 + 2c1
2
A2 + b¯1A + b¯2, (4.16)
b1 + b¯1 = −(c2 + c¯2), (4.17)
(1+ a) v
2s′′
2
= − c˜
16
B4 + c1 + c¯1
8
B3 − b1 − b¯1
8
B2 +
(
c − (1+ a) − b2 + b¯2
4
)
B + d1, (4.18)
(1+ a)u
2t′′
2
= c˜
16
A4 + c1 + c¯1
8
A3 + b1 − b¯1
8
A2 +
(
c − (1+ a) − b2 + b¯2
4
)
A − d1, (4.19)
where c˜, ci, c¯i,bi, b¯i,d1, i = 1,2, are constant.
Since (v2s′′)v = (vs′′)(2+ vs′′′s′′ ) and B is not constant, from Eqs. (4.15) and (4.18) we get
c = b2 − b¯2
4
, c1 = c¯1, b1 = −b¯1. (4.20)
Similarly, (u2t′′)u = (ut′′)(2+ ut′′′t′′ ) and A is not constant, from Eqs. (4.16) and (4.19) we get
c = b¯2 − b2
4
, c1 = c¯1, b1 = −b¯1. (4.21)
Thus it is obvious that
c = 0, b¯2 = b2, c1 = c¯1, b1 = −b¯1, (4.22)
which implies
H = −aK , a = −1. (4.23)
Then Eqs. (4.13)–(4.19) can be changed to
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
= c˜
2
A2 + c1A + c2, (4.24)
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
= − c˜
2
B2 + c1B + c¯2, (4.25)
(1+ a) vs
′′′
s′′
= c˜
2
B3 − 3c1
2
B2 + b1B + b2, (4.26)
(1+ a)ut
′′′
t′′
= − c˜
2
A3 − 3c1
2
A2 − b1A + b2, (4.27)
2b1 = −(c2 + c¯2), (4.28)
(1+ a) v
2s′′
2
= − c˜
16
B4 + c1
4
B3 − b1
4
B2 +
(
−(1+ a) − b2
2
)
B + d1, (4.29)
(1+ a)u
2t′′ = c˜ A4 + c1 A3 + b1 A2 +
(
−(1+ a) − b2
)
A − d1. (4.30)2 16 4 4 2
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1
ut′′
(
ut′′′
t′′
)
u
− 1
2
( ut
′′′
t′′ )
2
u2t′′
−
ut′′′
t′′
u2t′′
= 1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
, (4.31)
from Eqs. (4.24), (4.27) and (4.30) we get a polynomial respect to A. Since A is not constant, the coeﬃcients of the polyno-
mial are zero, that is
(2− a)c˜2 = 2c˜2, 3c˜c1
4
(2− a) = 3c˜c1
2
, (4.32)
(2− a)b1c˜
2
+ c21(2− a) +
(
b1 − c2(1+ a)
) c˜
4
= b1c˜ + 9c
2
1
4
, (4.33)
2c˜(2− a)
(
−(1+ a) − b2
2
)
+ b1c1(2− a) +
(
b1 − c2(1+ a)
)
c1 = 3c1b1 − c˜(1+ a) − c˜b2, (4.34)
−2c˜(2− a)d1 + 4c1(2− a)
(
−(1+ a) − b2
2
)
+ b1
(
b1 − c2(1+ a)
)= −3c1b2 + b21 − 3c1(1+ a), (4.35)
−4d1c1(2− a) + 4
(
b1 − c2(1+ a)
)(−(1+ a) − b2
2
)
= −2b1b2 − 2(1+ a)b1, (4.36)(
b1 − c2(1+ a)
)
(−4d1) = b22 + 2(1+ a)b2. (4.37)
On the other hand, since
1
vs′′
(
vs′′′
s′′
)
v
− 1
2
( vs
′′′
s′′ )
2
v2s′′
−
vs′′′
s′′
v2s′′
= 1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
(4.38)
and B is not constant, by using the same method as above, from Eqs. (4.25), (4.26) and (4.29) we get
(2− a)c˜2 = 2c˜2, 3c˜c1
4
(2− a) = 3c˜c1
2
, (4.39)
(2− a)b1c˜
2
+ c21(2− a) +
(
b1 + c¯2(1+ a)
) c˜
4
= b1c˜ + 9c
2
1
4
, (4.40)
2c˜(2− a)
(
(1+ a) + b2
2
)
− b1c1(2− a) +
(−b1 − c¯2(1+ a))c1 = −3c1b1 + c˜(1+ a) + c˜b2, (4.41)
−2c˜(2− a)d1 + 4c1(2− a)
(
−(1+ a) − b2
2
)
+ b1
(
b1 + c¯2(1+ a)
)= −3c1b2 + b21 − 3c1(1+ a), (4.42)
4d1c1(2− a) + 4
(−b1 − c¯2(1+ a))
(
−(1+ a) − b2
2
)
= 2b1b2 + 2(1+ a)b1, (4.43)(−b1 − c¯2(1+ a))(4d1) = b22 + 2(1+ a)b2. (4.44)
Then we have the following conclusions.
(a) If c˜ = 0 and c1 = 0, from Eqs. (4.24)–(4.44), by a trivial deduction, we get
1
t′′
(
t′′′
t′′
)
u
− (t
′′′)2
2(t′′)3
= 0, (4.45)
1
s′′
(
s′′′
s′′
)
v
− (s
′′′)2
2(s′′)3
= 0, (4.46)
vs′′′
s′′
= 0
(
or
vs′′′
s′′
= −2
)
, (4.47)
ut′′′
t′′
= 0
(
or
ut′′′
t′′
= −2
)
, (4.48)
(1+ a) v
2s′′
2
= (−(1+ a))B + d1
(
or (1+ a) v
2s′′
2
= d1
)
, (4.49)
(1+ a)u
2t′′ = (−(1+ a))A − d1
(
or (1+ a)u
2t′′ = −d1
)
. (4.50)2 2
Y. Yang et al. / J. Math. Anal. Appl. 375 (2011) 458–466 465It is easy to see the surface is centroaﬃnely equivalent to x = (u, v,u2 ± v2)T or x = (u, v, ln |u||v| )T , and both of them are
centroaﬃne minimal and centroaﬃne ﬂat.
(b) If c˜ = 0 and c1 = 0, from Eq. (4.33), we can get a = − 14 . Then Eqs. (4.34), (4.41) and (4.17) generate c2 = c¯2 = b1 = 0.
From Eq. (4.42) it is easy to obtain b2 = −3. On the other hand, combining of (4.43) and (4.44) gives b2 = 0 or b2 = − 32 . So
they are conﬂicted with each other.
(c) If c˜ = 0, from Eq. (4.32) we can get a = 0. Then from Eqs. (4.32)–(4.44) and (4.17), by a directly calculation, we get
b1 = 0, (4.51)
c21 = −c˜c2, (4.52)
−c1c2 = c˜(3+ b2), (4.53)
c1(b2 + 5) = −4d1c˜, (4.54)
c2(2+ b2) = 4c1d1, (4.55)
4d1c2 = b22 + 2b2. (4.56)
If c1 = 0, then c2 = 0. From Eq. (4.53) we get b2 = −3. On the other hand, Eq. (4.56) gives b2 = 0 or b2 = −2. So they
are also conﬂicted with each other.
If c1 = 0, then c2 = 0. From Eqs. (4.52)–(4.54) we get b2 = c
2
2
c1
− 3 and d1 = c
3
2
4c21
+ c22c1 . Putting them into Eq. (4.55) we
also get a conﬂict.
This completes the proof of Theorem 1.2.
From the proof of Theorem 1.2, we also obtain the following two corollaries.
Corollary 4.1. Let x : M2 → R3 be a non-degenerate centroaﬃne translation surface with H = K , then x is centroaﬃnely equivalent
to one of the following surfaces in R3:
1. x = (u, v, ln |u||v| )T ;
2. x = (u + c1, v + c2,u2 ± v2)T , where c1, c2 are constant;
3. x = (u + c1, v + c2,u2 + c0 ln |v|)T , where c0, c1, c2 are constant and c0 = 0;
4. x = (∫ eξ2 dξ, ∫ eη2 dη, ∫ eξ2Φ(√2ξ)dξ − ∫ eη2Φ(√2η)dη)T , where Φ(x) = ∫ x−∞ 1√2π e− t22 dt is the standard normal distri-
bution function.
Corollary 4.2. Let x : M2 → R3 be a non-degenerate centroaﬃne translation surface with constant mean curvature H, then x is
centroaﬃnely equivalent to one of the following surfaces in R3:
1. x = (u, v, ln |u||v| )T ;
2. x = (u, v,u2 ± v2)T .
Especially, they are centroaﬃne ﬂat and centroaﬃne minimal.
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