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ABSTRACT
Dislocations are fundamental crystallographic defects that play key roles in determining ma-
terial properties. The first step to understanding dislocations and being able to model them
accurately is knowing their geometry. While the far-field geometry of a dislocation can be
well described by anisotropic continuum elasticity theory, the elastic solution diverges close
to the dislocation core. Methods such as density functional theory (DFT) are needed to ac-
curately determine the geometry in the dislocation core; however, the long-range strain field
of a dislocation is incompatible with periodic boundary conditions, making it challenging to
perform DFT calculations of isolated dislocations. The flexible boundary condition (FBC)
approach captures the correct long-range response of the dislocation by coupling the disloca-
tion core to an infinite harmonic bulk through the lattice Green function (LGF). To improve
the accuracy and efficiency of the FBC approach, we develop a numerical method to com-
pute the LGF specifically for a dislocation geometry by directly accounting for its topology.
This is in contrast to previous methods, where the LGF was computed for the perfect bulk
as an approximation for the dislocation. The dislocation LGF computed using our method
describes the response around the dislocation more accurately than the perfect bulk LGF,
and relaxes dislocation core geometries efficiently when used within the FBC approach. We
apply this method to compute the LGF for screw, edge, and mixed dislocations in metals,
intermetallics, and semiconductors, and use them within the FBC approach coupled with
DFT to accurately determine the equilibrium dislocation core structures. First, we compute
the core structures of five different dislocations in BCC iron – a0/2[111] screw, a0/2[111](11̄0)
ii
71◦ mixed, a0[100](010) edge, a0[100](011) edge, and a0/2[1̄1̄1](1̄10) edge dislocations, and
find a dependence of the local magnetic moment on the local strain. Next, we compute the
relaxed core structures of the a0
2
[11̄0] Ni screw dislocation and the a0[11̄0] Ni3Al superdis-
location, demonstrating the first fully atomistic DFT calculation of an extended dislocation
core structure in an intermetallic. Finally, we compute single-period, double-period, and
quadruple-period dislocation core reconstructions of the 60◦ Cd-core dislocation in CdTe.
Through this work, we demonstrate the generality and versatility of our method to com-
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1.1 Modeling dislocation core geometries
Dislocations are fundamental crystallographic defects that play key roles in determining
material properties. In metals, the motion of dislocations control plastic deformation [1].
In semiconductors, dislocations can create defect states within the band gap which trap
electrons or holes, delaying carrier collection or inducing recombination, impacting device
performance [2, 3]. The structures and properties of dislocations depend on the crystal struc-
ture and material system, and range from compact symmetric cores in body-centered cubic
metals [4, 5, 6], to core reconstructions along the dislocation line direction in semiconductors
[7, 8, 9, 10], to dissociated dislocations bounding planar faults in close-packed metals [11, 12]
and intermetallics [13, 14, 15]. Being able to accurately model dislocation geometries in
these different crystal structures is essential to advancing our understanding of fundamental
properties of a wide range of technologically important materials.
The far-field geometry of dislocations can be well described by anisotropic continuum
elasticity theory [16, 17], but atomistic methods such as density functional theory (DFT)
are needed to accurately determine the geometry within the defect core, where the elastic so-
lution diverges. Modeling isolated dislocations is challenging because their long-range strain
fields are incompatible with periodic or fixed boundary conditions. Large simulation cells of
thousands of atoms are generally required in order to sufficiently minimize the interactions
between periodic images or finite size effects. While calculations of such size are possible
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nowadays using empirical potentials, the computational cost of DFT is still such that calcu-
lations involving much more than 1000 atoms are typically too computationally intensive to
perform.
Some DFT-based methods that have been used to model dislocation core structures are
reviewed in [18]. One way to circumvent the issues associated with modeling isolated dislo-
cations is to instead use periodic arrays of dislocation dipoles [19, 6] or quadrupoles [8, 20].
These approaches involve introducing dislocations of opposite Burgers vector within the same
supercell so that their long-range strain fields cancel each other. However, this effectively
creates periodic arrays of dislocations in the simulation which is not a realistic representation
of dislocations in a material and which can give rise to artefacts during calculations. For
example, extended dislocation cores can be sensitive to the image stresses introduced by the
dipole and quadrupole geometries [5]. A calculation utilizing an isolated dislocation geometry
would avoid the complications and potential errors due to these spurious interactions.
Isolated dislocations can be directly simulated using multiscale methods that capture the
long-range strain field of the defect by coupling the quantum mechanical core to a continuum.
Many different coupling approaches have been developed, for example, using finite elements
[21, 22], classical potentials [23, 24], or flexible boundary conditions (FBC) which displace
atoms outside the defect core according to the lattice Green function (LGF)[25]. These ap-
proaches are all based on the same concept of using a different Hamiltonian for atoms in
the dislocation core than for those outside the core. A more accurate but computationally
demanding method like DFT is used in the highly distorted dislocation core region, while
a faster but less accurate method which captures the far-field response of the dislocation is
used outside the core. However, there are a few key differences between the various coupling
approaches. The FBC and finite element approaches ensure that the surrounding region has
the same elastic properties as the core by deriving the force-constants required to compute
the LGF and the finite element constitutive equations from DFT [26, 21]. Coupling DFT
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to a classical potential (quantum-mechanical/molecular-mechanical approaches) is trickier—
available potentials may not have been fit to reproduce the relevant DFT quantities (force
constant matrix, lattice and elastic constants, and higher derivatives), leading to an un-
physical mismatch in material behavior across the coupling interface which can introduce
substantial errors in the simulation [24]. Another difference is that in the classical potential
and finite element approaches, the region described by the classical potential or finite ele-
ments is finite and appropriate boundary conditions must be applied at the outer boundary
of the simulation. In contrast, the LGF used in the FBC approach smoothly transitions into
the continuum elastic Green function at large distances [27, 28], effectively embedding the
defect within an infinite bulk. In this work, we focus on the FBC approach, which has been
applied with DFT to relax isolated screw and edge dislocations [4, 5, 11, 29].
The accuracy and efficiency of the FBC approach depends on the accuracy of the LGF.
Analytic results for LGF of simple systems such as cubic lattices with nearest-neighbor
interactions are known [30, 31]. Recently, computation of the LGF for a perfect bulk crystal
by inversion of the force-constant matrix was demonstrated for Bravais lattices [32], and later
extended to crystals with multiple-atom basis [33] or even a planar interface[34]. However,
difficulties may arise when applying the LGF for the bulk as an approximation to a lattice
containing a line defect. The LGF for the perfect bulk crystal gives the response between
atoms connected in the perfect lattice topology; however, the topology of atoms in a distorted
lattice can deviate significantly from that of the perfect lattice. In such cases, the bulk LGF
may not capture the response between atoms in the distorted lattice accurately, which could
lead to slower convergence. This raises the need for a new method of computing the LGF
that is able to directly account for the topology of a dislocation. In addition, the method
should be computationally efficient and applicable to different types of dislocations or other
defects in a wide variety of crystal structures and materials.
3
1.2 Systems of interest
1.2.1 BCC iron
The first material system that we are interested in is body-centered cubic (BCC) α-iron.
Due to their high tensile strength and low cost, iron and its alloys (steels) are widely used as
structural materials in the construction of buildings, infrastructure, automobiles, and many
other equipment and appliances. As in other metals and alloys, dislocation slip is the most
important deformation mechanism in BCC Fe. Therefore, understanding the characteristics
and behavior of dislocations will help us to gain insight into the deformation behavior and
mechanical properties of iron, and is key to being able to develop new steels with improved
mechanical properties.
In BCC Fe – as in many other BCC metals – slip occurs mainly on {110} or {112} planes,
with {110} slip preferentially observed at low temperatures [35, 36, 37]. Low temperature
plasticity behavior of BCC metals is largely controlled by the motion of a0/2〈111〉 screw
dislocations. Details of the core structure are known to affect the Peierls stress and therefore
the mobility of these screw dislocations [38, 39, 40], so an accurate determination of the core
structure is key to being able to accurately model slip in BCC metals. Density functional
theory studies of a0/2〈111〉 screw dislocations in BCC Fe as well as in other BCC metals
predict that the compact non-degenerate easy core is the minimum energy configuration
[20, 4, 5, 6, 41, 42].
While a0/2〈111〉 screw dislocations have been the most widely studied, dislocations of
edge or mixed character may also play important roles in controlling plastic deformation
in BCC metals. Edge dislocations in BCC metals can be formed as a result of junction
reactions between dislocations with a0/2〈111〉–type Burgers vectors. As dislocations move
through the material, they can react with other dislocations intersecting their glide plane
and form junctions in which the dislocations combine over a certain length. All stable binary
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junctions which can be formed have a Burgers vector of type a0〈100〉 and occur by a reaction
of type [43, 44]
a0/2[111] + a0/2[11̄1̄]→ a0[100]. (1.1)
These binary junctions may themselves be mobile, or further react with other dislocations
to form ternary junctions which contribute to work hardening. These junction reactions are
of interest and have been studied by dislocation dynamics simulations [45, 46]. In this work,
we consider two possible edge dislocations with a0〈100〉–type Burgers vectors: a0〈100〉{010}
and a0〈100〉{011} edge dislocations.
Edge dislocations have been experimentally observed in a number of BCC metals such as
BCC Mo, W, and Ta. Using high-resolution transmission electron microscopy, Cheng et al.
[47] observed a high density of dislocations with edge components in nanocrystalline BCC
Mo samples which had been deformed by high-pressure torsion. They identified edge and
mixed dislocations with a0/2〈111〉 and a0〈100〉–type Burgers vectors, and suggested that
these dislocations might play a significant role in the deformation of nanocrystalline Mo and
might be the primary reason for the reported lower strain rate sensitivity of nanocrystalline
BCC metals and alloys as compared to their coarse-grained counterparts. High density of
edge dislocations have also been observed in nanocrystalline W [48] and Ta [49] produced
by high-pressure torsion.
Finally, dislocations in BCC Fe can play a part in other interesting phenomena as well.
For example, pipe diffusion (i.e. accelerated diffusion along the dislocation line) of C intersti-
tials has been predicted to occur in the a0/2[111](11̄0) 71
◦ mixed dislocation in BCC Fe [50].
However, straightforward pipe diffusion was not predicted for other types of dislocations —
the migration of C interstitials were found to be accelerated not along the dislocation line
direction but in a conjugate diffusion direction. In order to better understand the complex
mechanisms that are likely to be at play here, accurate and detailed descriptions of the
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dislocation cores are necessary.
1.2.2 Nickel-based superalloys
Nickel-based superalloys are used extensively for applications like turbine engines in aircraft
and power plants, which require high strength and resistance to creep and fatigue at elevated
temperatures. The desirable high-temperature properties of these alloys are derived from
their microstructures which consist of a face-centered cubic (FCC) Ni matrix containing 40%
to 80% volume fraction of L12 Ni3Al precipitates [51].
Similar to other FCC metals, deformation of the Ni matrix is controlled by the motion
of a0
2
〈110〉–type screw dislocations, which spontaneously dissociate into Shockley partials









An ISF changes the ...ABCABC... stacking order in FCC to a locally hexagonal close-packed
...ABCBCA...–type stacking order.
The L12 crystal structure is based on FCC, but with different atomic species occupy-
ing the cube corners and face centers in the unit cell; as a result, the periodicity of the
crystal along the 〈110〉 direction is doubled. Therefore, the screw dislocations in Ni3Al are
a0〈110〉–type screw superdislocations which dissociate into two a02 〈110〉–type screw superpar-
tials bounding an antiphase boundary (APB); each of these superpartials further dissociates





























An APB leaves the atomic structure unchanged but creates chemical disorder as atoms on
either side of the boundary are out of phase, while a CSF combines the structural disorder
of an ISF with the chemical disorder of an APB.
Figure 1.1: Yield stress anomaly and associated strain-hardening coefficient in Ni3(Al, 1.5%
Hf). Figure from [52].
Like many other L12 ordered alloys, Ni3Al exhibits anomalous yield stress behavior,
wherein yield stress increases with increasing temperature [53, 54, 55]. Figure 1.1 shows
the anomalous yield stress behavior in a Ni3(Al, 1.5% Hf) alloy, in which the yield stress τ
increases with temperature up to about 1000 K before decreasing slightly. This behavior is
attributed to cross slip of a0
2
〈110〉 screw superpartials from a {111} plane to a {100} plane on
which they are immobile, leading to increased yield stress. For cross slip to occur, the partials
have to recombine, and the ease of recombination depends on the planar fault energy and
separation distance between the Shockley partials [56]. Therefore, accurate determination
of the equilibrium core structures of dislocations in Ni and Ni3Al is crucial to modeling
anomalous yield stress and creep mechanisms in Ni-based superalloys.
Given the importance of dislocations in superalloys, there have been a number of experi-
mental and modeling efforts over the years which have provided qualitative and quantitative
information about the dislocation geometries. Weak beam transmission electron microscopy
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(TEM) experiments [57, 58, 59, 60] have directly observed dissociated edge or mixed dislo-
cations in Ni and Ni3Al, from which planar fault energies were estimated. However, these
studies did not report direct observations of dissociated screw dislocations. The screw dislo-
cation in Ni has been relaxed using various empirical potentials which predict a wide range
of stacking fault energies and dissociation distances [61, 62, 63]. The planar fault energies in
Ni [64, 65] and Ni3Al [13, 14, 15] have been computed from first principles, with Schoeck et
al. [13] and Mryasov et al. [14] using these energies as inputs to a Peierls-Nabarro model to
compute dissociation distances in Ni3Al, while Yu et al. [15] used the planar fault energies
and isotropic elasticity theory to estimate these distances. However, since these previous
studies made use of continuum or semi-continuum models, they are not able to predict
atomic-level details of the dislocation structures which may be important for studying the
effects of variations in chemistry on the kinetics of the mechanisms for cross-slip and creep.
1.2.3 Cadmium telluride
We are also interested in applying this method to relax dislocation core structures in semi-
conductor materials. Dislocations are often introduced during heteroepitaxial growth of
semiconductor materials on substrates with a lattice mismatch [66]. In semiconductors,
dislocations not only influence the mechanical properties, but can also create defect states
within the band gap which trap electrons or holes, delaying carrier collection or inducing
recombination, impacting device performance [2]. In order to compute the electronic proper-
ties of these dislocation cores, we must first be able to accurately determine the equilibrium
core structures, which can be quite complex.
Cadmium telluride (CdTe) has long been regarded as a promising material for low-cost
photovoltaics, and is currently the second most widely used photovoltaic material in the
world after silicon, with reported efficiencies of over 20% [67]. CdTe and its alloy cadmium
zinc telluride are also promising semiconductor materials for high-resolution, room tempera-
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ture x-ray and γ-ray radiation detectors due to their band gaps in the 1.4–1.7 eV range, high
absorption coefficients, and moderately high charge carrier mobilites and lifetimes [68, 69].
However, device efficiency tends to be limited by defects such dislocations which are formed
during growth, which often act as charge carrier traps, inducing recombination or delaying
carrier collection [70]. Dislocations in CdTe have been experimentally observed to cause
defect states within the band gap and show strong correlation between their spatial distri-
butions and charge trapping in devices excited by x-rays [71, 72].
CdTe has a zinc-blende crystal structure, in which slip occurs preferentially on close-
packed {111} planes along close-packed 〈110〉 directions. One of the common dislocations in
this slip system is the 60◦ perfect dislocation, in which the Burgers vector and dislocation
line point along different 〈110〉 directions oriented 60◦ apart. The 60◦ perfect dislocation may
dissociate into two Shockley partials – a 30◦ and a 90◦ partial – bounding an intrinsic stacking
fault. In CdTe, both perfect 60◦ dislocations as well as dissociated partial dislocations have
been experimentally observed [73, 74, 75, 76] and may contribute to charge carrier trapping
in devices.
In the current work, we have focused on the 60◦ Cd-core perfect dislocation on the {111}
glide plane. We chose to relax the 60◦ perfect dislocation instead of either partial dislocation
due to some additional complications with applying our approach to isolated partials, which
we address in Section 6.2.1 of the future work. The dislocations in CdTe can belong to either
the glide set (slip on narrowly spaced {111} planes) or shuffle set (slip on widely spaced {111}
planes). Following the work by Kweon et al. [10], we have considered the 60◦ dislocation
on the {111} glide plane. Finally, depending on whether the cores are terminated by Cd or
Te atoms, two different types of core structures may be formed; we have just picked one of




The following chapters develop a new method for computing the lattice Green function
specifically for a dislocation geometry, and demonstrate the application of the method to
compute dislocation core geometries in a variety of material systems.
Chapter 2 first lays out some relevant background information about harmonic lattice
response and the flexible boundary condition approach. It then presents a new numerical
method for computing the LGF specifically for a dislocation geometry, and demonstrates the
application of this new method to two test systems — edge dislocations in a simple cubic
model system and BCC iron. By directly accounting for the topology of the dislocation, the
dislocation LGF is able to capture the response of atoms in the dislocation geometry more
accurately than the perfect bulk LGF. When used within the FBC approach, the dislocation
LGF relaxes dislocation core geometries in fewer iterations than when the bulk LGF is used.
Chapter 3 applies the method described in Chapter 2 to compute the LGF for and
relax five different dislocations in BCC iron – a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed,
a0[100](010) edge, a0[100](011) edge, and a0/2[1̄1̄1](1̄10) edge dislocations. The relaxed
dislocation core structures and changes in magnetic moments near the core are compared
and analyzed.
Chapter 4 extends the numerical method described in Chapter 2 to compute the LGF for
more complex crystal structures and dislocation geometries, such as those found in Ni-based
superalloys. The LGF computed using this method are used within the FBC approach
coupled with DFT to compute the relaxed dislocation core structures of the a0
2
[11̄0] Ni
screw dislocation and the a0[11̄0] Ni3Al superdislocation. A comparison between our DFT-
computed dissociation distances and those estimated using empirical potentials, Peierls-
Nabarro models, or elasticity theory highlights the need for DFT calculations in order to
accurately compute extended dislocation structures.
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Chapter 5 applies our method to compute the LGF for and relax single-period, double-
period, and quadruple-period reconstructions of the 60◦ Cd-core dislocation in CdTe. The
double-period and quadruple-period reconstructions are found to be more energetically fa-
vorable than the single-period core structure, as the reconstructions reduce the number of
deep defect states associated with this particular dislocation core in CdTe.
Finally, Chapter 6 summarizes the results of this work, and discusses some areas for




GREEN FUNCTION FOR A
DISLOCATION GEOMETRY
2.1 Harmonic lattice response and the flexible
boundary condition approach
Atoms in a crystal displace in response to external or internal forces; conversely, displacing
atoms from their equilibrium positions generates forces. For small forces and displacements,
the atoms behave harmonically and the two quantities are linearly related. The infinite
harmonic crystal has been well studied in both classical and quantum theory [77, 78]. For
a crystal containing N atoms, the 3N × 3N force-constant matrix Dαβ( ~Ri, ~Rj) relates the
α-component of the force on atom i located at position ~Ri, fα( ~Ri), to the β-components of
the displacements on atoms j at positions ~Rj, uβ( ~Rj), as
fα( ~Ri) = −
∑
j,β
Dαβ( ~Ri, ~Rj)uβ( ~Rj), (2.1)
where α and β are Cartesian directions, and Dαβ( ~Ri, ~Rj) is given by the second derivative
of the total potential energy U total,
Dαβ( ~Ri, ~Rj) =
∂2U total
∂uα( ~Ri) ∂uβ( ~Rj)
. (2.2)
A perfect crystal has translational symmetry, so the force-constant matrix depends only
on the difference of positions ~Rij between atoms i and j: Dαβ( ~Ri, ~Rj) = Dαβ( ~Ri − ~Rj) =
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Dαβ( ~Rij). In addition, Dαβ( ~Rij) = Dβα( ~Rji) = Dβα( ~Rij) due to independence of differentia-
tion order and inversion symmetry of Bravais lattices. The lattice Green functionGαβ( ~Ri, ~Rj)
relates the displacement uα( ~Ri) on atom i located at position ~Ri to the forces fβ( ~Rj) on atoms
j at positions ~Rj as
uα( ~Ri) = −
∑
j,β
Gαβ( ~Ri, ~Rj)fβ( ~Rj), (2.3)
The LGF obeys the same symmetries as the force-constant matrix: Gαβ( ~Ri, ~Rj) = Gαβ( ~Rij) =
Gβα( ~Rji) = Gβα( ~Rij), with the last equality only being valid for Bravais lattices. As
|Rij| → ∞, the LGF approaches the elastic Green function (EGF) from continuum elas-
ticity [30, 31, 32, 33]. The LGF and force-constant matrix are inverses of each other,
∑
k,γ
Gαγ( ~Ri, ~Rk)Dγβ( ~Rk, ~Rj) = δijδαβ, (2.4)
where δ is the Kronecker delta. By Newton’s third law, no forces are generated under a
uniform translation of the entire system, so the force-constant matrix obeys the sum rule∑
~Rj
D( ~Ri, ~Rj) = 0, and is a singular matrix. Hence, the LGF and force-constant matrix are
pseudoinverses of each other.
Figure 2.1 shows schematics of the system setups indicating the division of area around
the dislocation into the different regions required for applying flexible boundary conditions
(FBC) (regions 1, 2 and 3 only) as well as for computing the LGF (all regions shown).
Although the regions are shown as circular in the figure, this need not be the case. Region
1 contains atoms very close to the dislocation core whose interactions are nonlinear due to
large lattice distortions, which we treat with DFT. Region 2 includes all atoms on which
a force may be exerted by any atom in region 1. Region 3 contains atoms which might
experience a force from atoms in region 2. Therefore, the thickness of regions 2 and 3 should
each be at least equal to the range of the interactions between atoms in the system.
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Figure 2.1: Schematics showing the system setups used in the flexible boundary condition
(FBC) approach (left; only regions 1–3), as well as to calculate the lattice Green function
(LGF) (right; all five regions). Region 1 (white) contains the highly distorted dislocation core
(indicated by the ⊥) which will be relaxed with density functional theory. Region 2 (blue)
contains atoms which will have forces due to the displacements in region 1. Regions 1, 2 and
3 (red) contain the atoms which will be displaced according to the LGF in the FBC approach.
The buffer (yellow) and far-field (green) regions are not required for the implementation of
FBC, but are used in our computation of the LGF. While the far-field extends infinitely, in
practice, we require only a few layers of the far-field atoms which we refer to as the far-field
boundary (indicated by the dashed line) for our calculations. Atoms within the far-field
boundary region are far away from the core and their displacements are determined by the
elastic Green function (EGF). The buffer region of radius R allows for the LGF to approach
the EGF in the far-field. The regions are defined in the dislocation coordinate system, where
~t is the dislocation threading direction, and ~m and ~n are perpendicular vectors in the plane
normal to ~t.
14
The FBC approach couples density functional theory (DFT) relaxation within the dis-
location core with LGF displacements outside the core in order to efficiently relax isolated
defect geometries. The FBC approach consists of two steps: in the first step, we use an
optimization scheme (such as conjugate gradient) with DFT-computed forces to relax the
defect core (region 1), while holding the atoms in regions 2 and 3 fixed. Since later steps will
disturb the atoms in region 1, we do not fully relax region 1. Instead, only a small number
of conjugate gradient steps are performed during each core relaxation, which makes early
iterations of this step more efficient while still ensuring accuracy in the final iteration since
the final relaxation should only require small adjustments. This step reduces the forces in
region 1 but induces forces in region 2. In the second step, we apply displacements on all
atoms in regions 1, 2 and 3 as prescribed by the LGF in response to the forces in region 2.
These displacements describe the response of an infinite harmonic system; since our system
deviates from this harmonic approximation particularly in the dislocation core, this gener-
ates forces in region 1. Therefore, we alternate between these two steps until all forces in
regions 1 and 2 are smaller than a defined tolerance.
In addition to the three regions discussed above, our method for computing the LGF
requires defining two additional regions around the dislocation—the buffer region and the
far-field boundary—which are shown in Fig. 2.1. Our goal is to simulate a dislocation in
an infinite medium with traction-free boundary conditions in the infinite far-field. However,
in order to perform calculations, we need to convert this into a system of finite size and
determine the corresponding boundary conditions to capture the effect of the infinite system.
We do this by considering a large but finite system consisting of regions 1 – 3 as defined
above and an additional buffer region. The effect of the infinite medium manifests as a set
of forces on the outermost atoms in the buffer region, which we determine in response to
displacing the atoms outside of the buffer region in the far-field according to the bulk EGF.
Strictly speaking, this assumption is only valid for perfect bulk crystals; when defects are
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present, the long-range behavior of the defect LGF is not necessarily given by the bulk EGF
[79, 80]. However, for the systems that we have considered, we find that the errors due
to this approximation are sufficiently small to consider this approximation reasonable (see
Figs. 2.5 and 2.9). In practice, since the force-constants are short-ranged, we only need to
consider a few layers of far-field atoms — which we refer to as the far-field boundary —
in order to evaluate the forces in the buffer region. The size of the buffer region R can be
varied; increasing R pushes the far-field boundary further away from the dislocation core,
making the approximation of the far-field displacements and therefore the buffer forces more
accurate. We expect the leading term in the far-field error to decay as 1/R2 [30, 32], which
we also observe empirically (again, see Figs. 2.5 and 2.9).
2.2 Methods for approximating the force-constant
matrix around a dislocation
In order to compute the LGF, we first need the force-constant matrix D for the dislocation,
which we can approximate using a few different approaches. Unlike the LGF, the force-
constants are short-range, and so each atom only interacts with its local environment, which
can be bulk-like even close to a dislocation. Therefore, we can make a simple approximation
for the force-constants between a pair of atoms i and j in the dislocation geometry by using
the force-constants from the closest equivalent pair of atoms i′ and j′ in the bulk,
Ddisl,bulk-like( ~Ri, ~Rj) = D
bulk( ~Ri′ , ~Rj′). (2.5)
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We can improve on this approximation by considering the effects of local strains in the
dislocation geometry:
Ddisl,str( ~Ri, ~Rj) = D
disl,bulk-like( ~Ri, ~Rj) +
∑
α,β




where α and β are Cartesian directions, ε̄( ~Ri, ~Rj) is the average of the local strains at atoms
i and j, and ∂D/∂εαβ is the appropriate strain-derivative of the force-constants. We can
also account for local rotations in the dislocation geometry by rotating D between the pair
of atoms,
Ddisl,str+rot( ~Ri, ~Rj) = θ̄( ~Ri, ~Rj) ·Ddisl,str( ~Ri, ~Rj) · θ̄T( ~Ri, ~Rj), (2.7)
where θ̄( ~Ri, ~Rj) is the average of the local rotation around atoms i and j. Some additional
modifications may be needed for more complex crystal structures such as multicomponent
systems, which will be discussed in future chapters.
In order to quantify the errors in each of the approximations described above, we also
compute the full dislocation force-constant matrix using a direct displacement method, where
we displace each atom in the large dislocation geometry one at a time and evaluate the
resulting forces directly. The force-constant matrix obtained from this direct calculation
accounts for all geometry effects and therefore gives the most accurate harmonic lattice
response of atoms around the dislocation. However, in practice, it is far too computationally
expensive to compute the full dislocation force-constants using density functional theory,
which is why the simpler approximations are required. For testing purposes to benchmark
the accuracy of the various approximations, we evaluate all the approximations as well as the
full dislocation force-constant matrix based on an embedded atom method (EAM) potential,
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Figure 2.2: Errors in the onsite force-constants around a a0〈100〉{011} edge dislocation in
BCC iron computed using the different approximations, with respect to the directly com-
puted dislocation force-constants. The shading on each atom indicates the root-mean-square
error in that atom’s onsite force-constants. We evaluate these errors for atoms in region 2
and region 3 but not for region 1, since we do not expect the harmonic approximation to be
valid that close to the dislocation core. Instead, the region 1 atoms are filled in with grey.
The error in the bulk-like force-constants (left) has a long range component that decays
as 1/R. This component of the error is eliminated when we account for the local strains
and rotations. The strained (center) and strained and rotated (right) approximations give
very similar force-constants. The remaining errors on atoms close to the core are due to
higher-order terms that are not accounted for in our simple approximations.
18
Figure 2.2 compares the accuracy of the three different approximations described above
for force-constants around a a0〈100〉{011} edge dislocation in BCC iron. The errors in the
approximate force-constants are evaluated with respect to the dislocation force-constants
computed using the direct displacements method. The leftmost plot in Fig. 2.2 shows that the
error in the bulk-like force-constants has a long range component that decays like 1/R. The
center and rightmost plots in the figure show that this component of the error is eliminated
when local strains and rotations — which also have 1/R behavior around a dislocation
— are included. The errors in the strained, and strained and rotated approximations are
similar, indicating that the effect of local rotations on the force-constants is small. Even
after accounting for strain and rotation effects, there are still relatively large errors on atoms
close to the core, due to higher-order terms such as anharmonicity that are not included in
our simple approximations.
2.3 Computing the LGF for the dislocation geometry
including region 1
The FBC approach described in Section 2.1 requires the computation of the LGF for dis-
placements in regions 1, 2 and 3 due to forces in region 2. We start by partitioning the








where the superscripts i and o refer to atoms on the “inside”, i.e. regions 1, 2, 3 and
buffer, and atoms on the “outside”, i.e. far-field boundary region, respectively. For example,
Dio is the block of the force-constant matrix that gives forces on “inside” atoms due to
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displacements on “outside” atoms. Since D and G are the pseudoinverse of each other, we
have
DiiGii +DioGoi = 1. (2.9)
We approximate Dii and Dio for the dislocation geometry using the different approaches
discussed in Section 2.2. We use the EGF (GE) to approximate Goi between atoms in the
far-field and region 2. We then solve for Gii according to
Gii = (Dii)−1(1−DioGE). (2.10)
We compute each column of Gii numerically by first applying a unit force f on an atom in
region 2 and determining the far-field displacements ufar-field = −GEf due to that force. We
then evaluate the forces on atoms in the buffer region fbuffer = −Dioufar-field = DioGEf gener-
ated by the far-field displacements, and use conjugate gradient to solve for the displacement
field corresponding to the effective forces in the system, f eff = (1−DioGE)f . This gives us
the LGF due to the initial applied force. By systematically looping through every atom in
region 2 in this way, we can compute the portion of the Gii matrix that gives displacements
in regions 1, 2 and 3 due to forces in region 2. As we treat all interactions harmonically,
this approach is computationally efficient and the only approximations are the harmonic
interaction, and the use of the elastic Green function for the far-field.
2.4 Computing the LGF for the dislocation geometry
with disconnected region 1
We can also compute the LGF for the case where region 1 is disconnected from the rest of
the system for use within a modified FBC approach. Similar to the FBC approach described
previously, this involves alternating between two steps: first, we relax atoms in the defect
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core (region 1) using conjugate gradient, which generates forces on atoms in region 2. In
the LGF update step, we displace only atoms in regions 2 and 3 according to the LGF, in
contrast to the previous case in which we displace all atoms in regions 1, 2 and 3. As before,
we alternate between these two steps until all forces in regions 1 and 2 are reduced below
a chosen tolerance. This approach requires the LGF for displacements in regions 2 and 3
due to forces in region 2, while constraining atoms in region 1 to have no displacements in
response to forces in region 2. Therefore, the system of interest becomes one in which region
1 is disconnected from region 2 but not entirely removed. The force-constants between atoms
in region 1 and atoms in region 2 in the disconnected system are zero, while the onsite terms
are the same as before, resulting in the sum rule being broken, i.e.
∑
~Rj
D( ~Ri, ~Rj) 6= 0.
We compute the LGF for the disconnected geometry in a similar manner as was previously
used to compute the correction to the LGF due to the introduction of point defects [30, 81].
The LGF for the disconnected system is related to the LGF of the system including region
1 according to
G = G0 + δG = (D0 + δD)−1 = D−1, (2.11)
where G0 and D0 are the LGF and force-constant matrix for the full system (computed using
the method discussed in the previous section), and δG and δD are the corrections to the
LGF and force-constant matrix due to disconnecting region 1. The quantity to be computed
is δG, while δD is known and is related to the breaking of bonds between atoms in region 1
and region 2. Rewriting Eq. (2.11) in the form of a Dyson equation,
G = G0(1− δDG), (2.12)
and making use of the fact that δD is non-zero only for a small and localized group of atoms
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near the boundary between regions 1 and 2, we compute δG as
δG = −(1 +G0δD)−1G0δDG0. (2.13)
2.5 Test system: simple cubic model system
We test our methods for computing the LGF by applying them to a simple cubic (SC) model
system containing an edge dislocation. We verify that the LGF computed using our method
specifically for the edge dislocation geometry captures the response of atoms around the
dislocation accurately. We show that using this dislocation LGF leads to faster relaxation
when used within the FBC approach, compared to using the bulk LGF. We also study how
the errors in the LGF computation converge with system size.
We set up a SC system with unit lattice spacing and atoms connected by first- and second-
nearest-neighbor radial springs, both with spring constant of 1. The system is elastically
isotropic, with elastic constants C11 = 3, C12 = 1 and 2C44 = C11−C12 = 1, or Poisson ratio
of 0.25 and shear modulus of 1. For this simple model system, we model the interactions
in region 1 using a version of the harmonic potential which modifies the spring constants
based on the orientation and length of the springs. To account for the spring orientation,
we rotate the force-constant matrix between each pair of first- and second-nearest-neighbor
atoms based on their orientation in the dislocation geometry relative to what they would
be in the ideal bulk. We introduce a scaling factor to modify the strength of the spring
constants based on the distance between each pair of atoms. We construct the scaling factor
such that the strength of the first-nearest-neighbor springs decay gradually for distances
greater than the equilibrium first-nearest-neighbor distance, 1.0, becoming zero for distances
greater than
√
2, the equilibrium second-nearest-neighbor distance. Similarly, we scale the
strength of the second-nearest-neighbor springs so that they decay gradually for distances
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either less than or greater than
√
2, becoming zero for distances less than 1.0 or greater than
2.0. We generate the initial edge dislocation geometry using the elastic displacement field
for an edge dislocation in an isotropic medium [17]. The system setup contains 14 atoms in
region 1, 66 atoms in region 2, and 121 atoms in region 3. For this system, we approximate
the edge dislocation force-constant matrix using the bulk-like approximation described in
Eq. (2.5).
Figure 2.3 shows that the errors in displacements due to applying the bulk LGF to a
SC system containing an edge dislocation are greatly reduced by using the LGF computed
specifically for the appropriate dislocation geometry. To test the accuracy of the displace-
ments generated by each LGF, we construct a test case for which we know the correct
displacements. We apply a unit displacement on an atom in region 2, evaluate the forces
due to this displacement, then use the LGF computed for the bulk (bulk LGF) and the
LGF computed for the edge dislocation (edge LGF) to generate displacements from these
forces. As the forces are generated from a displacement, we expect them to generate the
same displacement in response. Therefore, the deviation between the initial displacement
and the displacements computed by each LGF is a measure of the accuracy of each LGF
when applied to the edge dislocation geometry. As discussed briefly in the introduction, we
expect the bulk LGF to be a particularly poor approximation between atoms on opposite
sides of an edge dislocation where the topology deviates the most from bulk. We observe this
in the top figure of Fig. 2.3, where the largest errors are located on the opposite side (right
side) of the dislocation from the forces due to the initial displacement (left side). Using the
LGF computed specifically for the edge dislocation geometry eliminates this issue, leading
to a more even distribution of errors and reducing the largest errors by more than 3 orders
of magnitude compared to when the bulk LGF is used. The remaining errors are due to
using the EGF to approximate the far-field displacements when computing the edge LGF,
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Figure 2.3: Error in the displacements generated by the bulk LGF (top) and the edge LGF
(bottom) for atoms in a SC edge dislocation geometry. We compute the displacements due
to the set of forces that are generated by applying a small displacement in the [100] direction
on the atom indicated by the cross. Both the bulk LGF and the edge LGF used to compute
the displacements were calculated using system size R = 60. All the atoms in regions 2
and 3 are represented in each of the plots. The test atom is chosen such that displacing
it generates forces within region 2 only. The figures show the error in the [100] and [010]
directions; this SC edge dislocation has threading vector ~t = [001], so the system is effectively
2-dimensional; the response in the [001] direction is trivially zero and is not shown here. In
the top figure (using the bulk LGF), 19 atoms which are localized at the opposite side of
the edge dislocation from the forces have large errors > 5.0 × 10−3, while the rest of the
atoms have errors < 10−5. The errors in the bottom figure (using the edge LGF) are all
< 1.5× 10−5. While the figure plots the errors for a specific test case, we have applied test
displacements on other atoms as well and the errors are of similar magnitude to those shown
here.
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these errors are in agreement with what we observe in Fig. 2.5. The far-field errors in the
computed edge LGF are an order of magnitude larger than that for the bulk LGF because
the presence of the edge dislocation causes heterogeneity in the elastic constants that is not
accounted for by the EGF used to evaluate the far-field response in both cases.
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Figure 2.4: Comparison of the relaxation of the SC edge dislocation geometry using different
LGF. All the LGF used during the relaxations were calculated using system size R = 60.
Relaxing the edge dislocation with the bulk LGF (red) and the edge LGF (blue), the forces
in region 1 and 2 decrease and the geometries converge to the relaxed geometry, with the
edge LGF converging faster. Including region 1 in the LGF update step (solid lines) leads
to faster convergence than when region 1 is fixed (dotted lines). When relaxing with the
disconnected edge LGF (brown), the forces in regions 1 and 2 increase and the geometry
does not converge due to the incompatibility in applying the far-field bulk elastic response
to the disconnected system.
Figure 2.4 compares the FBC relaxation of the SC edge dislocation using different LGF,
and shows that the edge LGF leads to the fastest convergence to the relaxed geometry. When
we displace atoms in regions 1, 2 and 3 during the LGF update step, the edge LGF results in
faster convergence to the relaxed geometry as it is able to capture the response of atoms in
the dislocation geometry more accurately than the bulk LGF. When we displace only regions
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2 and 3 during the LGF update step, the geometries converge slower than when we displace
all 3 regions. By fixing the atoms in region 1 and not displacing them during this step, the
reduction of forces in region 2 is less effective, leading to the slower overall force convergence.
While the relaxations carried out using the bulk and edge LGF converge, the relaxation using
the LGF for the edge dislocation geometry with region 1 disconnected (“disconnected edge
LGF”) does not. We believe that the disconnected edge LGF does not work well because
the far-field response of bulk is not compatible with the disconnected system which breaks
the sum rule. Our approach for determining the correction to the LGF only accounts for the
local changes in the force-constants without considering the changes in the far-field response
due to disconnecting region 1, resulting in the disconnected edge LGF not being computed
accurately. Since we were unable to accurately compute the disconnected edge LGF using
our method, in all subsequent studies we will compute the LGF for the dislocation geometry
including region 1 using the method detailed in Section 2.3 which has been shown to work
well.
Figure 2.5 shows that the errors in both the computed LGF and the relaxed SC edge
dislocation geometries converge as 1/R2, where R is the radius of the system up to the buffer
region. Our method for computing the LGF involves approximating the displacements of
atoms at the far-field using the EGF, an approximation that gets better for large R. We
compute the LGF using different system sizes R—while keeping the size of regions 1, 2
and 3 fixed—and extrapolate the data to estimate the LGF as R → ∞. The errors in the
LGF due to the far-field approximation are small (on the order of 10−5), controllable, and
converge rapidly as 1/R2, which suggests that the approximation we used in the far-field is
appropriate for this system. We also investigate the effect of these errors on the accuracy of
the relaxed geometries by comparing the geometries relaxed with FBC using LGFs computed
with R = 20, 25, 30, 40, 50 to that obtained from FBC relaxation using the LGF computed
with R = 60. We quantify the difference in the geometry around each atom by computing
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Figure 2.5: Convergence behavior of the errors in the computed G (top) and the relaxed
edge dislocation geometry (bottom) for the SC model system, with respect to system size
R. In each figure, the solid line is the best-fit line through the data points (filled circles).
(Top) The vertical axis is the deviation of G(R = 20, 25, 30, 40, 50, 60) from G(R → ∞).
The figure plots the convergence of one specific entry of G; we found that other entries of
G show similar convergence behavior as well. (Bottom) The vertical axis is the maximum
difference between the geometries obtained from relaxation using G(R = 20, 25, 30, 40, 50)
compared to that obtained from using G(R = 60). Both the errors in the computed G and
the relaxed edge dislocation geometry are small and converge as 1/R2.
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the root-mean-square difference between the vectors from each atom to its neighbors in the
different geometries, and plot the maximum value of these local geometry differences as a
measure of the overall difference in geometry. The differences in the relaxed geometries are
also small (on the order of 10−6) and converge rapidly as 1/R2.
2.6 Test system: BCC iron with EAM potential
Next, we apply our new method for computing the LGF to the a0〈100〉{011} edge dislocation
geometry in body-centered cubic (BCC) iron. As in the SC case, we show that the LGF
computed using our method specifically for this edge dislocation geometry captures the
response of atoms around the dislocation more accurately than the bulk LGF, leading to
faster relaxation when used within the FBC approach. We also investigate how using different
approaches to estimate the force-constants around the dislocation affects the computed LGF
and relaxation behavior. Finally, we verify that the errors in the LGF computation converge
rapidly with system size.
For computational efficiency during testing, we treat the atoms in the dislocation core
region using an empirical potential. We use the lammps package [82] with the Mendelev
EAM potential for Fe [83] to evaluate the forces and perform the relaxations, and the program
phon [84] to compute the force-constants. For this potential, the lattice constant is a0 =
2.8553 Å and the elastic constants are C11 = 243.4 GPa, C12 = 145.0 GPa and C44 = 116.0
GPa. The system setup contains 84 atoms in region 1, 312 atoms in region 2, and 466 atoms
in region 3.
In order to obtain an accurate relaxed geometry using the FBC approach, we must ensure
that forces in region 3 of the initial geometry are small. We generate the initial edge dislo-
cation geometry using the elastic displacement field for an edge dislocation in an anisotropic
medium [17]. If we generate the initial geometry by simply evaluating the displacements
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based on the undislocated atom coordinates (i.e. at perfect lattice positions), this results
in localized forces on the order of 0.1 eV/Å in region 3 that decay slowly as we move away
from the dislocation core. This is undesirable because the FBC approach only relaxes forces
in regions 1 and 2, so large forces in region 3 at the end of the relaxation would lead to an
inaccurate final geometry. To generate a better initial geometry, we evaluate the displace-
ments based on the final displaced atom coordinates. We do this by iterating the calculation
of the displacements until the displacements of each atom from their perfect lattice positions
are self-consistent with those given by the anisotropic elastic solution evaluated at the final
displaced positions. Sinclair et al. discussed the importance of using this approach to set up
the initial geometry in their original paper on FBC [25].
Figure 2.6 shows that the LGF computed specifically for the edge dislocation geometry
gives more accurate displacements in response to forces around the dislocation than the bulk
LGF. Unless otherwise specified, we refer to the edge LGF computed using the bulk-like
approximation for the force-constants (Eq. (2.5)). We carry out the same tests as in the SC
case to determine the error in the displacements generated by each LGF when it is applied
to the edge dislocation geometry. However, unlike Fig. 2.3, Fig. 2.6 summarizes the results
from applying the test displacement on every atom in region 2 that does not generate forces
in region 3 or beyond. For each of these atoms outlined in black, the intensity of the shading
indicates the maximum error in the displacements computed in response to a set of forces
that were generated by applying an initial test displacement on that atom. For the purpose
of this test, we evaluate all the forces and displacements—even those in region 1—using
the force-constant matrix and LGF, respectively. Therefore, the responses in this harmonic
approximate BCC iron system are linear and the errors in the displacements are proportional
to the initial displacement. As in the SC case, we find that using the edge LGF instead of
the bulk LGF around the edge dislocation geometry reduces the maximum errors by three
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Figure 2.6: Maximum error in the displacements generated by the bulk LGF (top) and the
edge LGF (bottom) for atoms in a BCC Fe a0〈100〉{011} edge dislocation geometry. We only
apply initial displacements on those atoms which generate no forces in region 3 or beyond
(atoms outlined in black). For each of these atoms, the intensity of the shading indicates
the maximum error in the displacements computed in response to a set of forces that were
originally generated from applying a displacement u0 in the [100] direction on that atom.
The errors in the displacements are proportional to the initial displacement u0 as we carry
out this test in a “harmonic approximate BCC iron” system. Both the bulk and edge LGF
were calculated using system size R = 50a0, and the edge LGF was computed using the
bulk-like approximation for force-constants. The atoms outlined in grey provide context for
the location of the atoms of interest within the system; atoms in region 1 are filled in with
grey while the unfilled/white atoms are other atoms in region 2. The errors in the top figure
(using the bulk LGF) are ≈ 5.0× 10−2u0 , while the errors in the bottom figure (using the
edge LGF) are more than 3 orders of magnitude smaller, ≈ 2.5× 10−5u0.
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of atoms in the dislocation geometry. Again, the small errors that remain are due to the
far-field approximation, and scale with the system size R as 1/R2.
We use the bulk and edge LGF within the FBC approach to relax a a0〈100〉{011} edge
dislocation geometry in BCC Fe, and compare these relaxed geometries against that obtained
from relaxation with fixed boundaries. We use a similar procedure as we used to relax the
edge dislocation in the SC system, except this time we perform the conjugate gradient
relaxations of region 1 using lammps. We compute the fully relaxed geometry by carrying
out a fully atomistic relaxation of the same edge dislocation geometry using fixed boundary
conditions, which requires a much larger simulation box containing almost 100,000 atoms.
The geometries we obtain from the FBC relaxations using less than 1000 atoms agree well
with this fully relaxed geometry, with the difference in atomic positions being on the order
of 10−3 Å. The accuracy of the geometries relaxed with FBC is limited by forces on the order
of 10−3 eV/Å that remain in region 3 at the end of the relaxation, as the FBC approach
does not relax forces in region 3. This effectively sets a practical limit for the relaxation of
forces in regions 1 and 2 to ≈ 10−3 eV/Å as well.
Figure 2.7 compares the FBC relaxation of the BCC Fe edge dislocation using the bulk
and edge LGF, and shows that using the edge LGF to displace atoms in regions 1, 2 and 3
during the LGF update step leads to fastest convergence to the relaxed geometry. When the
atoms in regions 1 are fixed during the LGF update step, the relaxations do not converge
or do so very slowly. Therefore, even though the LGF may not give accurate displacements
for atoms close to the dislocation core, displacing atoms in region 1 according to the LGF
in response to forces in region 2 is still more effective than not displacing them at all during
this step of the relaxation. When we use either the bulk or the edge LGF to displace atoms
in regions 1, 2 and 3 during the LGF update step, the relaxations converge. Both relaxations
initially proceed at a similar rate until the forces in regions 1 and 2 are ≈ 10−5 eV/Å, after
which they start to deviate and the relaxation with the edge LGF performs better. For
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BCC bulk, update 2+3
BCC bulk, update 1+2+3
BCC edge, update 2+3
BCC edge, update 1+2+3
Figure 2.7: Comparison of the relaxation of the BCC Fe edge dislocation geometry using
different LGF. Both the bulk and edge LGF used during the relaxations were calculated using
system size R = 50a0, and the edge LGF was computed using the bulk-like approximation
for force-constants. When we include region 1 in the LGF relaxation step (solid lines), the
forces in regions 1 and 2 decrease and the geometries converge to the relaxed geometry, with
the edge LGF (blue) resulting in faster convergence than the bulk LGF (red). Excluding
region 1 in the LGF update step (dotted lines) leads to a failure to converge.
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practical purposes the FBC relaxation is typically only carried out until the forces in regions
1 and 2 are ≈ 10−3 eV/Å, and the bulk and edge LGF both seem to perform similarly up
to this point in the relaxation. To better understand the reason for this, we take a more
detailed look at the forces in regions 1 and 2 during the first few relaxation cycles.
Figure 2.8 compares the evolution of forces in regions 1 and 2 during the initial stages
of relaxing the BCC Fe edge dislocation geometry, which illustrates how the choice of LGF
affects the LGF update steps as well as the overall relaxation behavior. In addition to the
bulk LGF and the bulk-like edge LGF, we also compare the behaviors of the edge LGF
computed from the strained, strained and rotated, and full dislocation force-constants. To
compare the effectiveness of the different LGF at reducing forces during each LGF update,
we track the forces after each conjugate gradient (CG) relaxation of the core and after
every LGF update. As expected for the FBC approach, after each CG relaxation, forces
in region 1 decrease while forces in region 2 increase, and after each LGF update, forces in
region 2 decrease but those in region 1 increase slightly. The LGF computed using more
accurate force-constants are more effective at reducing the forces in region 2 during each
LGF update, but these effects do not carry over to subsequent steps in the relaxation. After
the next CG relaxation, the forces in region 2 increase in all cases to about the same level
again, indicating that these forces are mostly due to the rearrangement of atoms in region
1 during the CG relaxation rather than the previous LGF update. The overall relaxation
behavior does not appear to depend significantly on which of the approximations were used
to set up the dislocation force-constant matrix, therefore we have chosen to use the simplest
bulk-like approximation (Eq. (2.5)) in subsequent studies.
For this BCC Fe edge dislocation, the effect of topology only becomes evident later on
in the relaxation. For more complicated geometries that deviate more greatly from bulk —
such as dislocations in multiple atom basis crystals which have larger Burgers vector — the
topology effect could become significant earlier on in the relaxation than we observe in this
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CG    LGF   CG    LGF    CG    LGF   CG    LGF    CG   LGF
Figure 2.8: Comparison of the root-mean-square forces in region 1 and region 2 during the
first 5 relaxation cycles, when the BCC Fe edge dislocation geometry is relaxed using different
LGF. In addition to the bulk LGF (BCC bulk; red) and edge LGF computed using the bulk-
like force-constants (BCC edge, bulk-like FCs; blue), we also consider the edge LGF where
we account for local strain (BCC edge, strained FCs; cyan) and local strain and rotation
(BCC edge, strained+rotated FCs; orange), as well as the edge LGF computed using the
full dislocation force-constant matrix (BCC edge, full disl. FCs; grey). Each relaxation cycle
consists of two steps—relaxing atoms in the region 1 by CG, followed by displacing atoms in
regions 1, 2 and 3 according to the LGF. During the CG relaxation, forces in region 1 (dashed
lines) decrease while those in region 2 (solid lines) increase. This trend is reversed during
the LGF update step. The LGF computed using more accurate force-constants are slightly
more effective at reducing the forces in region 2 after each LGF update step. However, these
differences in behavior during each LGF update do not carry over to subsequent steps in the
relaxation.
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particular system. If that is the case, we expect that using the edge LGF would lead to more
noticeable improvement in the relaxation even in the first few relaxation cycles.
0.0
10.0
Figure 2.9: Convergence behavior of the errors in the computed G (top) and the relaxed
edge dislocation geometry (bottom) for the BCC Fe system, with respect to system size R.
In each figure, the solid line is the best-fit line through the data points (filled circles). (Top)
The vertical axis is the deviation of G(R = 15a0, 20a0, 30a0, 40a0, 50a0) from G(R → ∞).
The figure plots the convergence of one specific entry of G; we found that other entries of G
show similar convergence behavior as well. (Bottom) The vertical axis is the maximum dif-
ference between the geometries obtained from relaxation using G(R = 15a0, 20a0, 30a0, 40a0)
compared to that obtained from using G(R = 50a0). Both the errors in the computed G and
the relaxed edge dislocation geometry are small and demonstrate close to 1/R2 convergence
behavior.
Figure 2.9 shows that the errors in both the computed LGF and the relaxed BCC Fe edge
dislocation geometries converge as 1/R2. As we did for the SC case, we compute the LGF
using different system sizes R and extrapolate the data to estimate the LGF as R→∞. The
figures plot the convergence of the edge LGF computed using the bulk-like approximation for
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the force-constants; we also find similar behavior for the edge LGF computed using the other
methods for approximating the force-constants. The errors in the LGF are small (on the
order of 10−4Å
2
/eV), controllable, and converge rapidly as 1/R2, which again suggests that
the approximation we used in the far-field is appropriate. Again, we also compare the edge
dislocation geometries obtained after relaxation with FBC using edge LGF computed with
different R. We calculate the differences in the relaxed geometries obtained from relaxations
using LGFs computed with R = 15a0, 20a0, 30a0, 40a0 compared to that obtained from using
the LGF computed with R = 50a0. The differences in the relaxed geometries are small (on
the order of 10−5 Å) and converge rapidly as 1/R2. These results show that the LGF can be
computed accurately using small system sizes and with low computational cost.
We also verified that the choice of initial geometry does not significantly affect the final
relaxed geometry, as long as the forces in region 3 in the initial geometry are small. Depend-
ing on where we choose to center the anisotropic elastic displacement field, it is possible to
generate slightly different initial geometries for the a0〈100〉{011} edge dislocation in BCC Fe.
There is a symmetric core structure which is more similar to the final relaxed core structure,
as well as a non-symmetric core structure which appears to be a metastable configuration.
We obtained the results shown in Fig. 2.7 by starting from the symmetric core structure, but
for comparison we also computed the LGF based on the non-symmetric core structure and
ran the relaxations starting from this geometry. We found that starting from either initial
geometry leads to the same relaxed geometry, with the relaxation from the symmetric initial
core structure converging more quickly, as expected. This verifies that the FBC approach
is robust enough that it does not have a strong dependence on the specific choice of initial
geometry, as long as the forces in region 3 are small. In this and all subsequent studies, we
always ensured that the forces due to the displacement field of the dislocation in region 3 of
the initial geometry were of the order of 10−3 eV/Å or smaller.
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2.7 Summary
We have developed a numerical method for computing the LGF specifically for a dislocation
geometry, and shown that the efficiency of FBC approaches can potentially be improved by
using the LGF computed with this method. We have applied our method for computing the
dislocation LGF to two test systems — a simple cubic model system and BCC iron — each
containing an edge dislocation. The errors in the LGF computation converge rapidly with
system size in both cases. By directly accounting for the topology of the dislocation, the
dislocation LGF is able to capture the response of atoms in the dislocation geometry more
accurately than the perfect bulk LGF. When used within the flexible boundary condition
approach, the dislocation LGF relaxes dislocation core geometries in fewer iterations than
when the bulk LGF is used. We expect to see even greater improvement in the efficiency of
FBC relaxations if the dislocation LGF is used to relax more complicated geometries, such as
dislocations in multiple atom basis crystals which have larger Burgers vector or dislocations
in grain boundaries. Reducing the number of iterations needed to relax dislocation core
geometries by using the dislocation LGF would greatly benefit DFT-based FBC approaches
which are computationally expensive.
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CHAPTER 3
DISLOCATIONS IN BCC IRON
We apply our numerical method described in Chapter 2 to compute the LGF for five dif-
ferent dislocations in BCC iron – a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed, a0[100](010)
edge, a0[100](011) edge, and a0/2[1̄1̄1](1̄10) edge dislocations. We then use the computed
LGF within the FBC approach coupled with DFT to compute the relaxed dislocation core
structures, and compare and analyze the core structures and changes in magnetic moments
near the core.
3.1 Computational setup and methodology
Figure 3.1 shows the DFT supercell setups we use to relax the screw, mixed, and edge dislo-
cations in BCC Fe. The initial dislocation geometries are generated according to anisotropic
elasticity theory and the green “+” marks the center of the elastic displacement field in each
case. The atoms are divided into three regions for applying flexible boundary conditions. For
the screw dislocation, we choose to extend the region 3 all the way to the supercell bound-
ary, therefore we construct the supercell using fractional supercell vectors (e.g. 13a0
3
[112̄]) in
order to partially cancel the stacking faults formed at the supercell boundaries due to the
displacement field of the screw dislocation. This approach has been shown to minimize the
disruption to the charge density at the boundaries [18]. With the BCC Fe lattice constant
a0 = 2.832 Å, this gives in-plane dimensions of 30.06 Å× 30.06 Å for the screw dislocation
































































Figure 3.1: DFT supercell setups for the a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed,
a0[100](010) edge, a0[100](011) edge, and a0/2[1̄1̄1](1̄10) edge dislocations in BCC Fe. The
initial dislocation geometries are generated according to anisotropic elasticity theory and
the green “+” marks the center of the elastic displacement field in each case. The atoms
are divided into three regions for applying flexible boundary conditions. For the screw dis-
location, we choose to extend the region 3 all the way to the supercell boundary, therefore
we construct the supercell using fractional supercell vectors in order to partially cancel the
stacking faults formed at the supercell boundaries. The displacement fields of the mixed and
edge dislocations are incompatible with periodic boundary conditions in the plane, therefore
we surround region 3 by a vacuum region in each of these cases. Each supercell is subject to
periodic boundary conditions along the threading direction. Table 3.1 provides more details
about the dislocation geometries.
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Table 3.1: DFT supercell region sizes for the a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed,
a0[100](010) edge, a0[100](011) edge, and a0/2[1̄1̄1](1̄10) edge dislocations in BCC Fe. The
table lists the number of atoms and radius in Å of region 1 (white atoms in Fig. 3.1), region
2 (blue atoms in Fig. 3.1), and region 3 (red atoms in Fig. 3.1). Some regions are not exactly
circular, in which case the reported radius of that region is the farthest distance of an atom
in that region from the center of the dislocation.
region 1 region 2 region 3
dislocation atoms radius (Å) atoms radius (Å) atoms radius (Å)
a0/2[111] screw 27 6.3 75 12.3 67 17.4
a0/2[111](11̄0) 71
◦ mixed 52 8.8 96 14.8 190 22.4
a0[100](010) edge 60 8.8 110 14.7 216 22.4
a0[100](011) edge 82 8.7 150 14.6 300 22.9
a0/2[1̄1̄1](1̄10) edge 142 8.7 261 14.5 514 21.8
periodic boundary conditions in the plane, therefore we surround region 3 by a vacuum
region in each of these cases. The supercells for the mixed and edge dislocations are all
the same size, with in-plane dimensions of 50.50 Å× 50.50 Å. Each supercell is subject to
periodic boundary conditions along the threading direction.
Table 3.1 lists the number of atoms and radius in Å of each region in the DFT supercell
setups for each of the screw, mixed, and edge dislocations in BCC Fe. Since the a0/2[111]
screw dislocation core is well-known to be compact [6, 41], a small region 1 is sufficient to
capture all the core atoms which have large displacements and forces. On the other hand,
the mixed and edge dislocation core structures are less well-studied, therefore to be on the
safe side we chose slightly larger region 1 sizes to be sure that the cores remain within region
1 even after relaxation. The region 2 thickness is about the same in all the setups (≈ 6
Å) as it depends on the range of the interactions between atoms in BCC Fe. The size of
region 3 in the screw dislocation setup is again smaller than that for the other dislocations
since the purpose of region 3 is to isolate regions 1 and 2 from surface or boundary effects,
and we expect the spurious forces due to the domain boundaries to be smaller and to decay
more quickly than those due to a free surface. The mixed and edge dislocation setups have
almost identical radii for each region, but the number of atoms in each region varies due to
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the different slab thicknesses, i.e. different threading vector lengths.
We use the plane-wave basis density functional theory code implemented in the Vienna ab
initio simulation package vasp [85] to relax the screw, edge, and mixed dislocation cores in
BCC Fe. We use the Perdew-Burke-Ernzerhof generalized gradient approximation exchange-
correlation functional [86] and projector augmented wave potentials [87] generated by Kresse
and Joubert [85] with electronic configuration of [Ar]3d74s1 to model the Fe nuclei and
core electrons. The calculations require a plane-wave energy cutoff of 400 eV to converge
the energies to less than 1 meV/atom. We sample the Brillouin zone using 1 × 1 × 20,
1 × 1 × 20 , 1 × 1 × 18, 1 × 1 × 14, and 1 × 1 × 8 Γ-centered Monkhorst-Pack meshes
[88] for the a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed, a0[100](010) edge, a0[100](011) edge,
and a0/2[1̄1̄1](1̄10) edge dislocations, respectively. We ensure accurate forces for atomic
relaxation using Methfessel-Paxton smearing [89] with a 0.25 eV energy smearing width. All
of the calculations are spin polarized to model the ferromagnetism of BCC Fe.
Within the flexible boundary conditions approach, atoms close to the dislocation cores are
relaxed by DFT while atoms outside the dislocation cores are displaced according to the LGF.
We set up the force-constant matrices for the a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed,
a0[100](010) edge, and a0[100](011) edge dislocations following the bulk-like approximation
laid out in Section 2.2. We use the program phon [84] to compute the force-constants in
perfect bulk BCC Fe, then approximate the force-constants between pairs of atoms in the
dislocation geometry based on the closest equivalent pair of atoms in bulk.
We use a Gaussian Approximation Potential (GAP) for BCC Fe [90] to generate the full
dislocation force-constant matrix for the a0/2[1̄1̄1](1̄10) edge dislocation. We find that the
bulk-like approximation does not work well for this particular dislocation, possibly due to
the closeness of some atoms in the initial dislocation core geometry. Therefore, we have
decided to compute the full dislocation force-constant matrix using the direct displacements
method, but since it is prohibitively expensive to do so with DFT, we instead use a Gaussian
41


















































































































Figure 3.2: Comparison between the DFT and GAP force constants versus distance r between
pairs of atoms, for different volumetric strains eV . For each value of r we take the Frobenius
norm of the difference between the DFT and GAP force constant matrices D. The dashed
lines show ||DDFT|| for each value of strain. The force constants decay as r increases and the
differences show similar behavior. The maximum difference for each strain occurs at r = 0
(i.e., the onsite term), where for eV = 0, ||DDFT|| = 19.273 eV/Å and ||DGAP|| = 19.713
eV/Å. The corresponding relative error is 2.28%, with similar maximum errors for eV = −5%
(2.69% error) and eV = +5% (1.42% error).
We check that the GAP well reproduces the lattice and elastic properties from DFT,
which is important to ensure consistency between the DFT and LGF relaxations later on.
The GAP lattice constant is a0 = 2.834 Å and the elastic constants are C11 = 285.9 GPa,
C12 = 154.3 GPa and C44 = 103.8 GPa, which agree well with our DFT-computed lattice
constant of a0 = 2.832 Å and elastic constants C11 = 277.5 GPa, C12 = 147.7 GPa and
C44 = 98.1 GPa. In addition, we check that the force-constants from GAP also agree well
with the force-constants from DFT. Fig. 3.2 compares the DFT and GAP force constants
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computed for bulk BCC Fe under different volumetric strains. The maximum absolute errors
between the GAP and DFT force-constants occur at the onsite term, which correspond to
relative errors of less than 3% in all three cases : eV = 0%, eV = −5% and eV = +5%.
This gives us confidence that the GAP will be able to predict the force-constants in the
dislocation geometry well.
Once we have the force-constant matrix for each dislocation, we numerically invert them
following the method described in Section 2.3. We use these LGF within the FBC approach
to relax the dislocations, alternating between relaxing region 1 with DFT and displacing
all atoms according to the LGF until forces in regions 1 and 2 are smaller than the chosen
force tolerance. For the screw, mixed, and two smaller edge dislocation geometries, we
relax until the forces are below 5 meV/Å. Due to the greater computational effort required
to relax the largest edge dislocation geometry, we end the relaxation when forces are less
than 20 meV/Å. Based on our experience, we do not expect the dislocation core structure
to change significantly upon further relaxation, therefore we consider this to be the fully
relaxed geometry.
3.2 Results and discussion
We visualize the relaxed core structures of the dislocations using a combination of differential
displacement (DD) maps [91], Nye tensor distributions [92], and changes in the local magnetic
moments on the Fe atoms. In Figs. 3.3 – 3.7 below, the differential displacements are
indicated by the black arrows, and the Nye tensor distributions are represented by the blue
and red gradients. The left and middle panels show the α31 and α32 components which
reflect edge character, while the right panels show the α33 component which reflects screw
character. The atoms are colored by their magnetic moments, with purple color indicating
a larger magnetic moment compared to bulk (mbulk = 2.20µB), and orange color indicating
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a smaller magnetic moment than bulk.
Figure 3.3: Combined differential displacement and Nye tensor distribution plots for the
a0/2[111] screw dislocation in BCC Fe. The dislocation core structure is visualized using
differential displacement maps (black arrows) and Nye tensor components α3i (blue and red
gradients). The α31 and α32 components reflect edge character, while the α33 component
reflects screw character. Therefore, the screw dislocation only shows non-zero α33 compo-
nents. The atoms are colored by their magnetic moments, with purple color indicating a
larger magnetic moment compared to bulk (mbulk = 2.20µB), and orange color indicating a
smaller magnetic moment than bulk.
Figure 3.3 shows the combined differential displacement and Nye tensor distribution plots
for the a0/2[111] screw dislocation in BCC Fe. As expected, the screw dislocation only shows
non-zero α33 components. We obtain the compact, non-degenerate easy core structure which
is in agreement with other studies of screw dislocation cores in BCC Fe [6, 41] as well as
other BCC metals such as Mo and Ta [20]. We also compute the magnetic moments around
the dislocation, and find that the magnetic moments are slightly enhanced near the core by
up to 7.3% compared to the magnetic moment in bulk BCC Fe.
Figure 3.4 shows the combined differential displacement and Nye tensor distribution plots
for the a0/2[111](11̄0) 71
◦ mixed dislocation in BCC Fe. The plots reflect the mixed character
of the dislocation, indicating the presence of both edge (α31) and screw (α33) components,
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Figure 3.4: Combined differential displacement and Nye tensor distribution plots for the
a0/2[111](11̄0) 71
◦ mixed dislocation in BCC Fe. The same color scheme is used as in
Fig. 3.3, though the colorbar ranges are slightly different. This dislocation has both edge
(α31) and screw (α33) components due to its mixed character.
core is compact. We estimate the width of the core to be twice the average standard deviation
of the Nye tensor distribution in the plane, which we find to be approximately 3.622 Å for
the mixed dislocation, comparable to the width of the screw dislocation core (approximately
3.224 Å). Once again, we compute the magnetic moments around the dislocation core. We
find reduced magnetic moments on atoms in the compressive region above the dislocation
core and enhanced magnetic moments on atoms in the expanded region below the dislocation
core.
Figures 3.5, 3.6 and 3.7 show the combined differential displacement and Nye tensor
distribution plots for the three edge dislocations in BCC Fe. Similar to the screw and mixed
dislocations, all the relaxed edge dislocation cores remain quite compact — we estimate
core widths of approximately 3.853 Å, 3.842 Å, and 3.664 Å, respectively. As expected,
all three relaxed dislocations show zero screw component and non-zero edge component(s),
with the edge component along the Burgers vector direction (α31) dominating. The other
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Figure 3.5: Combined differential displacement and Nye tensor distribution plots for the
a0[100](010) edge dislocation in BCC Fe. The same color scheme is used as in Fig. 3.3, though
the colorbar ranges are slightly different. This dislocation has non-zero edge components —
with the component along the Burgers vector direction (α31) being about twice as large as
the other edge component (α32) – while the screw component (α33) is zero.
m (μB)α3i (Å
–1)
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α31 α32 α33
Figure 3.6: Combined differential displacement and Nye tensor distribution plots for the
a0[100](011) edge dislocation in BCC Fe. The same color scheme is used as in Fig. 3.3,
though the colorbar ranges are slightly different. For this dislocation, the edge component
along the Burgers vector direction (α31) dominates, while the other edge component (α31)
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Figure 3.7: Combined differential displacement and Nye tensor distribution plots for the
a0/2[1̄1̄1](1̄10) edge dislocation in BCC Fe. The same color scheme is used as in Fig. 3.3,
though the colorbar ranges are slightly different. Similar to the a0[100](011) edge dislocation,
the edge component along the Burgers vector direction (α31) dominates, while the other edge
component (α31) and the screw component (α33) are close to zero.
a0/2[1̄1̄1](1̄10) edge dislocations, but is about half as large as the α31 component in the
a0[100](010) edge dislocation; this might be due to the relative ease for slip along 〈100〉
directions compared to 〈110〉 directions in BCC. The α32 component appears antisymmetric
about the vertical axis even though the deformation of the lattice is symmetric because the
vertical mirror plane reverses the direction of the curl of the deformation gradient on the
right side compared to the left side of the dislocation, therefore reversing the sign of the
Nye tensor component. This also ensures that the α32 component integrates to zero as the
dislocations have no Burgers vector component along that direction. Similar to the mixed
dislocation, we find reduced magnetic moments on atoms in the compressive region above
the dislocation core and enhanced magnetic moments on atoms in the expanded region below
the dislocation core. This suggests a correlation between the local magnetic moments and
the local strain around the dislocation cores, which we explore further in Fig. 3.8.
Figure 3.8 shows that the magnetic moments around the dislocation cores closely follow























Figure 3.8: Local magnetic moments near the dislocation cores versus average nearest-
neighbor distance. The average nearest-neighbor distance is an alternative measure of local
volumetric strain. The discrete data points correspond to the magnetic moments on each
atom near the dislocation cores, while the solid line shows the variation of the magnetic
moment in strained bulk BCC Fe. The magnetic moments around the dislocation cores gen-
erally follow the trend of magnetic moments in strained bulk BCC Fe for small volumetric
strains, although they do deviate for atoms right in the cores where the strains are larger
and non-volumetric contributions to strain may become important.
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deviate for atoms right in the cores. The average nearest-neighbor distance is an alternative
measure of local volumetric strain which better correlates the magnetic moments near the
dislocations with the moments in strained bulk. For reference, the average nearest-neighbor
distance in unstrained bulk is
√
3a0/2 = 2.45 Å. An increase in the average nearest-neighbor
distance — i.e. a local expansion of the lattice — corresponds to an enhancement of the
magnetic moments, while a decrease in the average nearest-neighbor distance — i.e. a local
contraction of the lattice — corresponds to a decrease in the magnetic moments. We find
that the magnetic moments in the dislocations follow closely to the magnetic moments in
strained bulk for sites with about -2% to +5% local volumetric strain. The outlying data
points correspond to atoms right in the dislocation cores where the local strains are larger
and non-volumetric contributions to strain may become important. It is interesting to note
that although each of the dislocations is under a different plane strain condition due to
their different dislocation threading line directions, the moments in each dislocation core
still collapse onto the same curve. This suggests that the change in magnetic moment is
essentially isotropic with strain.
3.3 Summary
Using a DFT-based flexible boundary condition approach, we have performed DFT calcu-
lations to compute the relaxed core structures of five different dislocations in BCC iron –
a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed, a0[100](010) edge, a0[100](011) edge, and a0/2[1̄1̄1](1̄10)
edge dislocations. We visualize the core geometries using differential displacement maps and
Nye tensor distributions, and find a dependence of the local magnetic moment on the local
strain. These relaxed core structures can be used for further calculations which require highly
detailed and accurate core geometries. For example, the relaxed screw dislocation geometry
has recently been used to compute solute-dislocation interaction energies, in which solute
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atoms were placed at various substitutional and interstitial sites in and around the dislocation
core and their binding energies computed using DFT. These solute-dislocation interaction
energies will in turn be used as inputs to higher length-scale solid solution strengthening





We extend our numerical method described in Chapter 2 to compute the LGF for more com-
plex crystal structures and dislocation geometries. We then use the computed LGF within
the FBC approach coupled with DFT to compute the relaxed dislocation core structures of
the a0
2
[11̄0] Ni screw dislocation and the a0[11̄0] Ni3Al superdislocation.
4.1 Computational setup and methodology
Figure 4.1 shows the DFT supercells we use to relax a a0
2
[11̄0] screw dislocation in Ni and
a a0[11̄0] screw superdislocation in Ni3Al respectively. We construct the supercells using
fractional supercell vectors rather than the typical integer multiples of lattice vectors in
order to partially cancel the stacking faults formed at the supercell boundaries due to the
screw dislocation and to minimize the disruption to the charge density at the boundaries







· a0[111] × a02 [11̄0]. The Ni lattice constant a0 = 3.5219 Å, which gives
supercell dimensions of 66.86 Å × 40.67 Å × 2.49 Å. For the Ni3Al dislocation supercell, the
supercell vectors as indicated in the figure are 23
2
· a0[112̄]× 203 · a0[111]× a0[11̄0]. The Ni3Al
lattice constant a0 = 3.5685 Å, which gives supercell dimensions of 100.52 Å × 41.21 Å ×
5.05 Å.
The atoms in each supercell are divided into three racetrack-shaped regions: region 1
(white atoms), region 2 (blue atoms), and region 3 (red atoms). Region 1 contains atoms
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Figure 4.1: DFT supercell setups for the (top) FCC Ni a0
2
[11̄0] screw dislocation and (bot-
tom) L12 Ni3Al a0[11̄0] screw superdislocation. We construct the supercells using fractional
supercell vectors in order to partially cancel the stacking faults formed at the supercell
boundaries due to the displacement field of a screw dislocation. The atoms in each supercell
are divided into three regions for applying flexible boundary conditions. Note that in the
Ni3Al case, each atom pictured in the figure represents a column of two non-equivalent atoms
along the [11̄0] direction within the supercell. The green plus signs mark the initial positions
where we introduce a0
2
[11̄0] screw dislocation(s), while the magenta crosses indicate where
we estimate the relaxed Shockley partials would end up, based on previous studies [61, 14].
This provides us with an estimate for the size of region 1 that ensures the dislocation cores
remain within region 1 throughout the relaxation.
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close to the dislocation core(s) and planar fault(s) whose interactions are nonlinear due to
large lattice distortions, which we therefore relax with DFT. We introduce a single a0
2
[11̄0]
screw dislocation using displacements from anisotropic elasticity theory in the center of the
Ni supercell, which splits into Shockley partials as it relaxes, following Reaction (1.2). For the
Ni3Al superdislocation, to speed up convergence to the relaxed geometry, we introduce two
a0
2
[11̄0] screw superpartials ≈ 44 Å apart [14] which further split into two pairs of Shockley
partials as they relax (Reaction (1.3)). We use partial separation distances predicted by
previous studies [61, 14] to estimate the width of region 1 to ensure that the dislocation
cores remain within region 1 throughout the relaxation. Atoms in regions 2 and 3 are
further from the dislocation cores and experience less distortions, therefore we approximate
the interactions harmonically and displace them according to the LGF. Region 2 contains
atoms which have forces on them due to relaxations in region 1. Region 3 contains the
rest of the atoms in the supercell which are necessary to minimize the effect of the supercell
boundaries on the atoms in regions 1 and 2. The system setup for the Ni dislocation contains
a total of 620 atoms — 84 atoms in region 1, 198 atoms in region 2, and 338 atoms in region
3. The system setup for the Ni3Al dislocation is considerably larger, containing a total of
1840 atoms — 360 atoms in region 1, 652 atoms in region 2, and 828 atoms in region 3.
We relax the dislocation cores in Ni and Ni3Al using density functional theory as im-
plemented in the Vienna ab initio simulation package vasp [93] which is based on plane
wave basis sets. We use the Perdew-Burke-Ernzerhof generalized gradient approximation
(GGA) exchange-correlation functional [86] and projector augmented wave (PAW) potentials
[87] generated by Kresse and Joubert [85] with electronic configurations of [Ar]3d84s2 and
[Ne]3s23p1 to model Ni and Al. We perform spin-polarized calculations in Ni, employing a
plane wave cutoff energy of 400 eV which ensures energy convergence to within 1 meV/atom.
In order to facilitate rapid convergence of the Brillion zone integration, Methfessel-Paxton
smearing [89] with smearing energy width of 0.25 eV was used with a 1× 1× 12 Monkhorst-
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Pack k-point mesh [88]. We perform spin-averaged calculations in Ni3Al, with a plane wave
cutoff energy of 337 eV, Methfessel-Paxton smearing with smearing energy width of 0.10 eV,
and a 1× 1× 11 k-point mesh.
While atoms close to the dislocation cores are relaxed by DFT, atoms outside the dis-
location cores are displaced according to the LGF which we compute using the numerical
method described in Chapter 2. We set up the force-constant matrices for these dislocations
following the bulk-like approximation laid out in Section 2.2, with some modifications to
handle the APB in the Ni3Al a0[11̄0] screw superdislocation. We have previously showed
that the simple bulk-like approximation — in which the force-constants between each pair of
atoms in the dislocation geometry are assigned based on that between the closest equivalent
pair of atoms in the bulk — works well for simple crystal structures such as FCC Ni. How-
ever, the APB in the a0[11̄0] Ni3Al superdislocation creates pairs of atoms of different atomic
species than are found in bulk, for which the corresponding force constants are not defined.
For example, there are only Ni-Ni and Ni-Al first-nearest-neighbors in bulk, but the APB
creates Al-Al first-nearest-neighbors as well. Since we use the force-constants from bulk to
approximate the force-constants in the dislocation geometry, we do not have force-constants
for such pairs of atoms, which we refer to as “antisite” pairs.
We approximate the unknown force-constants between “antisite” pairs by performing a
constrained linear least squares fit which enforces the symmetry of the overall force-constant
matrix. It is sufficient to enforce the symmetry of the onsite terms:
Dαβ( ~Ri, ~Ri) = Dβα( ~Ri, ~Ri), (4.1)
which gives 3 constraint equations for each atom i with at least one “antisite” neighbor. By
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Dαβ( ~Ri, ~Rj) = −
∑
j 6=i
Dβα( ~Ri, ~Rj), (4.2)
where atoms j 6= i are all the neighbors of atom i. Separating the contributions to this sum






Dβα( ~Ri, ~RjA) = −
∑
jB
Dαβ( ~Ri, ~RjB) +
∑
jB
Dβα( ~Ri, ~RjB), (4.3)
where the unknown force-constants are all on the left side of the equation. The number of
unknowns is 9×(number of “antisite” pairs) which is typically much larger than the number
of constraints. Therefore, in order to solve this, we perform a linear least squares fit to the
average of the known bulk Ni3Al force-constants for each type of neighbor pair (e.g. first-
nearest-neighbors, second-nearest-neighbors, etc.) to find the most physical solution from
among all the possible solutions that satisfy the constraints. While this is a rather rough
estimate, we find that as long as the atoms affected by this approximation are contained
within region 1, it is a sufficient estimate since these atoms will ultimately be relaxed ac-
cording to DFT, and the LGF for atoms in regions 2 and 3 is not very sensitive to small
changes to the force-constants within region 1.
Once we have the dislocation force-constant matrix for each dislocation, we numerically
invert them following the method described in Section 2.3. We use these LGF within the
FBC approach to relax the dislocations, alternating between relaxing region 1 with DFT
and relaxing the forces in region 2 by displacing all atoms according to the LGF until forces
in regions 1 and 2 are smaller than 5 meV/Å.
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4.2 Estimating dissociation distances from elasticity
theory
We also compute the dissociation distances for each dislocation from anisotropic elasticity
theory in order to compare against the values obtained from our relaxations. We compute
the intrinsic stacking fault distance dISF in the
a0
2
[11̄0] Ni screw dislocation from anisotropic
elasticity theory by balancing the elastic interaction between the partial dislocations against





where bis and bie are the magnitudes of the screw and edge components of the Burgers vector































































1/2. Following a similar approach, we compute the antiphase
boundary distance dAPB and complex stacking fault distance dCSF in Ni3Al from anisotropic
elasticity theory by balancing the elastic interactions between the partial dislocations against
the relevant planar fault energies. The force balance equations for the two leftmost partials




















= −γCSF + γAPB (4.8)
where γAPB and γCSF are the antiphase boundary energy and complex stacking fault energy











expressions for the elastic energy coefficients Ks and Ke are as defined previously in Eq.
(4.5) and Eq. (4.6). By symmetry, the forces on the other pair of Shockley partials are equal
and opposite. We solve this pair of non-linear equations numerically to obtain the elastic
estimates for dAPB and dCSF.
The above equations for estimating dISF, dAPB, and dCSF require as inputs the appropriate
lattice and elastic constants and planar fault energies which we compute using DFT. The
computed lattice and elastic constants for Ni: a0 = 3.5219 Å, C11 = 270.4 GPa, C12 = 157.1
GPa, C44 = 129.4 GPa, and for Ni3Al: a0 = 3.5685 Å, C11 = 226.4 GPa, C12 = 153.7
GPa, C44 = 118.9 GPa, have been previously computed and reported in [51]. We compute
the planar fault energies by taking the difference in total energy per fault area between
two supercells with and without the fault. For the stacking fault in Ni, we construct the
faulted supercell by shortening the periodic distance along the direction perpendicular to
the fault plane from 8·[111] to (8–1/3)·[111], essentially removing a close-packed plane and
thus changing the stacking order at the fault. We compute the Ni stacking fault energy γISF
using a 10 × 1 × 12 k-point mesh. For the planar faults in Ni3Al, we apply alias shear [95]
to construct a single APB or CSF in 1 × 3 × 1 supercells. The shear vectors required to
construct an APB and a CSF are [11̄0]/2 and [112̄]/6, respectively. We compute γAPB and
γCSF using these sheared supercells and 4×1×6 k-point meshes. The computed planar fault
energies are reported in Tables 4.1 and 4.2.
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4.3 Results and discussion
4.3.1 Ni a02 [11̄0] screw dislocation
Figure 4.2: Combined differential displacement and Nye tensor distribution plots for the
(top) screw and (bottom) edge components of the relaxed FCC Ni a0
2
[11̄0] screw dislocation.
These plots show all the atoms in region 1 (white atoms) and a few atoms from region 2
(blue atoms). As the edge components are much smaller than the screw components, the
magnitudes of the differential displacements in the bottom plot are scaled by a factor of ten
larger than those in the top plot so that they are visible. We estimate dISF = 12.0 Å based
on these plots.
Figure 4.2 shows that the a0
2
[11̄0] screw dislocation in Ni dissociates into two Shockley
partials separated by a distance dISF = 12.0 Å, 40% greater than the dissociation distance
estimated by anisotropic elasticity theory. We plot the differential displacement (DD) maps
[91] and Nye tensor distributions [92] for the screw components (top figure) and edge com-
ponents (bottom figure) of the relaxed screw dislocation. As expected, each Shockley partial
has the same screw component, while the edge components are equal but opposite so that
the total dislocation retains its pure screw character. As the edge components are much
smaller than the screw components, the magnitudes of the differential displacements in the
bottom plot are scaled by a factor of ten larger than those in the top plot so that they are
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visible. We estimate dISF = 12.0 Å based on these plots. For comparison, we also com-
pute dISF = 8.6 Å from anisotropic elasticity theory (Eq. (4.4)) and DFT-computed elastic
constants [51]. The discrepancy between these values shows that anisotropic elasticity does
not accurately predict the dissociation of this dislocation, therefore there is a need for more
accurate calculations like that presented in this work.
Table 4.1: Comparison of calculated and experimental intrinsic stacking fault energies γISF
and dissociation distances dISF for the
a0
2
[11̄0] screw dislocation in Ni. This dislocation core
structure has been computed previously using various empirical potentials, but this work
(PAW-GGA + LGF) is the first to do so using DFT. We find dISF = 12.0 Å, 40% greater
than that estimated from anisotropic elasticity theory. Previous studies using classical po-
tentials also predicted dISF which were larger than the corresponding elastic estimates. The
experimental studies estimated γISF based on the coherent twin-boundary energy (Murr [96])
or observations of dissociated edge dislocations and faulted dipoles (Carter et al. [57]); we
compute the corresponding elastic estimates for dISF using Eq. (4.4) and elastic constants
from Simmons and Wang [97].
γISF dISF(Å)
(mJ/m2) Atomistic P-N Elastic
DFT:




EAM + LGF [61] 58 19.5 15.2
EAM + LGF [61] 119 13.0 7.5
EAM [62] 176 7.4
Finnis-Sinclair [63] 40 25.0 15.25
Experiment:
Bright field TEM [96] 128 7.1
Weak beam TEM [57] 120–130 7.0–7.6
Table 4.1 compares the Ni intrinsic stacking fault energy γISF and dissociation distance
dISF computed in this work to other computational studies and experiments, from which
we see that the dISF determined from atomistic simulations is always larger than the corre-
sponding elastic estimate. Our computed γISF of 123.6 mJ/m
2 is in good agreement with
other DFT–computed values reported in literature [64, 65]. This is the first work to report
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a fully atomistic DFT relaxation of this Ni screw dislocation, although there have been a
number of studies which relaxed the dislocation using empirical potentials [61, 62, 63]. The
different empirical potentials predict a wide range of γISF and dISF, highlighting the limita-
tion of using potentials which may not have been fit to accurately reproduce the relevant
material properties such as elastic constants and stacking fault energy. All these studies do
show a similar trend in that the dISF determined from atomistic relaxation is larger than the
corresponding elastic estimate by 28–73%; this trend is also supported by our results. Our
computed γISF is also in good agreement with values predicted from experiment, however,
we do not have direct observations of the dissociated screw dislocation in Ni with which
to compare our results. Murr [96] estimated γISF based on its relationship to the coherent
twin-boundary energy, while Carter et al. estimated it based on observations of dissociated
edge dislocations and faulted dipoles. We compute the corresponding experimental elastic
estimates for dISF listed in the table using Eq. (4.4) and elastic constants from Simmons and
Wang [97].
4.3.2 Ni3Al a0[11̄0] screw superdislocation
Figure 4.3 shows that the a0[11̄0] screw superdislocation in Ni3Al dissociates into two pairs
of Shockley partials separated by distances dAPB = 36.4 Å and dCSF = 10.0 Å, which are
larger than that estimated from anisotropic elasticity theory. Similar to Fig. 4.2, we plot
the DD maps and Nye tensor distributions for the screw components (top figure) and edge
components (bottom figure) of the relaxed screw superdislocation. Again, all the Shockley
partials have the same screw components and alternating edge components, and we estimate
dAPB = 36.4 Å and dCSF = 10.0 Å based on these plots. For comparison, we also compute
dAPB = 32.8 Å and dCSF = 6.4 Å from anisotropic elasticity theory (Eqs. (4.7) and (4.8))
and DFT-computed elastic constants [51]. Anisotropic elasticity underestimates both dAPB
and dCSF by 3.6 Å, similar to the discrepancy between the computed and estimated values
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Figure 4.3: Combined differential displacement and Nye tensor distribution plots for the
(top) screw and (bottom) edge components of the relaxed L12 Ni3Al a0[11̄0] screw superdis-
location. As there are two layers of atoms within the slab, we compute the differential
displacements and Nye tensor as averages through the slab thickness. These plots show all
the atoms in region 1 (white atoms) and a few atoms from region 2 (blue atoms). As the edge
components are much smaller than the screw components, the magnitudes of the differential
displacements in the bottom plot are scaled by a factor of ten larger than those in the top
plot so that they are visible. We estimate dAPB = 36.4 Å and dCSF = 10.0 Å based on these
plots.
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of dISF for the Ni screw dislocation.
Table 4.2: Comparison of calculated and experimental planar fault energies γAPB and γCSF
and dissociation distances dAPB and dCSF for the a0[11̄0] screw superdislocation in Ni3Al. This
work (PAW-GGA + LGF) is the first fully atomistic DFT calculation of this dislocation core
geometry in Ni3Al, and we find dAPB = 36.4 Å and dCSF = 10.0 Å which are larger than
the values estimated from anisotropic elasticity theory. While Schoeck et al. [13], Mryasov
et al. [14] and Yu et al. [15] computed the planar fault energies with DFT, Schoeck et al.
and Mryasov et al. computed dAPB and dCSF using a Peierls-Nabarro model, while Yu et al.
simply estimated these distances from isotropic elasticity theory. As a comparison, we also
compute dAPB and dCSF using the Mishin EAM potential [98] where we relax a large system
of almost 200,000 atoms with fixed outer boundary conditions. The experimental studies
(Hemker et al. [58], Karnthaler et al. [59], Kruml et al. [60]) estimated γAPB and γCSF based
on observations of dissociated edge or mixed dislocations; we compute the corresponding
screw dislocation dissociation distances dAPB and dCSF using Eqs. (4.7) and (4.8) and elastic
constants from Prikhodko et al. [99].
γAPB γCSF dAPB(Å) dCSF(Å)
(mJ/m2) (mJ/m2) Atomistic P-N Elastic Atomistic P-N Elastic
DFT:
PAW-GGA + LGF 171.2 202.4 36.4 32.8 10.0 6.4
LAPW-LDA [13] 172 223 33 6.25
LMTO-LDA [14] 210 225 34.3±8 36.0 8.7±1 5.3
PAW-GGA [15] 178.76 202.32 36.01 8.76
Empirical potential:
EAM 252 202 19 19.9 12 10.0
Experiment:
Weak beam TEM [58] 180±20 206±30 32.1 6.8
Weak beam TEM [59] 175±15 235±40 34.5 5.4
Weak beam TEM [60] 195±13 236±29 30.2 5.8
Table 4.2 compares the dissociation distances dAPB and dCSF computed in this work –
the first fully atomistic DFT calculation of this Ni3Al screw superdislocation – to other
computational studies and experiments. In fact, not only is this the first fully atomistic
DFT calculation of this dislocation in Ni3Al, it is the first such calculation of an extended
dislocation in any intermetallic. Due to the complex extended dislocation structure, such
calculations are extremely challenging and computationally expensive. Even with the use of
FBC, we require a large supercell containing 1840 atoms; without FBC, even larger super-
cells would be required to accurately compute the dislocation structure, making the problem
intractable. We compute dissociation distances which are in generally good agreement with
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those computed by previous studies using Peierls-Nabarro model [13, 14] or elasticity theory
[15]. However, the key advantage of our approach compared to these continuum models is
that because it is fully atomistic, we are able to compute atomic-level details of the core
geometry, not just estimate dissociation distances. For comparison, we also compute dAPB
and dCSF using the Mishin EAM potential [98] where we relax a large system of almost
200,000 atoms with fixed outer boundary conditions. This potential considerably overesti-
mates γAPB, therefore underpredicts dAPB. As with the Ni screw dislocation, we do not have
direct observations of this dissociated screw superdislocation to compare our results to since
the experimental studies ([58, 59, 60]) estimated γAPB and γCSF based on observations of
dissociated edge or mixed dislocations. We compute the corresponding experimental elas-
tic estimates for dAPB and dCSF listed in the table using Eqs. (4.7) and (4.8) and elastic
constants from Prikhodko et al. [99].
4.4 Summary
Using a DFT-based flexible boundary condition approach, we have performed the first fully
atomistic DFT calculations of extended dislocation core structures in Ni and Ni3Al. Differ-
ences between our DFT-computed dissociation distances and those estimated from Peierls-
Nabarro models or elasticity theory demonstrate the limitations of these continuum models
and highlights the need for accurate atomistic calculations. Furthermore, with a fully atom-
istic approach, we are able to compute atomic-level details of the core geometry which are
important for further studies such as solid solution strengthening calculations or simulations
of diffusion near or along a dislocation. The computed dissociation distances can also be
used to parameterize higher length-scale models to study the anomalous yield stress and





Finally, we apply our method to compute the LGF for the 60◦ Cd-core dislocation in CdTe,
to demonstrate the applicability of the approach to yet another material system – semicon-
ductors – and crystal structure – zinc blende. We use the computed LGF within the FBC
approach to relax the CdTe 60◦ Cd-core dislocation in single-period (SP), double-period
(DP), and quadruple-period (QP) thickness slabs in order to observe reconstructions along
the dislocation line.
5.1 Computational setup and methodology
We use the initial 60◦ Cd-core dislocation geometry generated by Kweon et al. [10] using
semi-empirical methods. They constructed a large orthorhombic cell of approximately 12,000
atoms, with the two in-plane directions parallel to the [1̄1̄2] and [111] directions, and the
out-of-plane (threading) direction parallel to [1̄10]. Free boundary conditions were applied in
the in-plane directions, while periodic boundary conditions were applied along the threading
direction. A single dislocation with Burgers vector 1
2
[01̄1] was introduced in the center of
the cell, and the large dislocation structure was relaxed using a Stillinger-Weber potential
[100], carried out using the LAMMPS package [82]. At the end of this relaxation, a small
region consisting of 189 Cd and Te atoms close to the dislocation core was extracted from
this large geometry and used to construct the supercell for the DFT calculations.
Figure 5.1 shows the DFT supercell we use to relax the 60◦ Cd-core dislocation in CdTe.
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Figure 5.1: DFT supercell setup for the CdTe 60◦ Cd-core dislocation on the (111) glide
plane. The atoms in the supercell are divided into three regions for applying flexible bound-
ary conditions – region 1 (atoms outlined in black), region 2 (atoms outlined in blue) and
region 3 (atoms outlined in red). Regions 1 and 2 consist of only Cd (orange) and Te (grey)
atoms, while region 3 also includes a layer of pseudo-Hydrogen (white) atoms used to pas-
sivate the Cd and Te dangling bonds at the surface. The atoms are surrounded by at least
12 Å of vacuum to avoid interaction between periodic images in the plane. The indicated
vector along the [1̄10] threading direction corresponds to the single-period thickness slab.
The center of the dislocation is indicated by the ⊥, and the two Cd atoms closest to the core
are labeled as A and B for future reference.
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The small slab that was extracted from the large semi-empirical calculation has Cd and
Te dangling bonds at the surfaces which we passivate with pseudo-Hydrogen atoms with
fractional charges of 1.5 or 0.5 electrons, respectively. We construct the slab to have only
{111}–type surfaces which are straightforward to passivate; we avoid {100}–type surfaces
because they require two passivating pseudo-Hydrogens per surface atom which are too
closely-spaced along the dislocation threading direction, causing issues during relaxation.
The final setup for the single-period (SP) slab contains 95 Cd atoms (orange), 94 Te atoms
(grey), and 39 pseudo-Hydrogen atoms (white). The atoms in the supercell are divided
into three regions for applying flexible boundary conditions – region 1 (atoms outlined in
black), region 2 (atoms outlined in blue) and region 3 (atoms outlined in red). Region 3
is surrounded by at least 12 Å of vacuum to avoid interaction between periodic images in
the plane. The SP supercell is doubled or quadrupled along the [1̄10] direction to form the
double-periodic (DP) and quadruple-period (QP) supercells. In order to relax the DP and
QP structures, we had to break the symmetry along the dislocation line by slightly displacing
the core atoms in the initial geometry.
We relax the 60◦ Cd-core dislocations using density functional theory as implemented in
the Vienna ab initio simulation package vasp [93] which is based on plane wave basis sets.
We use the Ceperley-Alder local density approximation exchange-correlation functional [101]
and projector augmented wave potentials [87] with valence electron configurations of 4d105s2
for Cd and 5s25p4 for Te. Following the DFT settings chosen by Kweon et al., we use a
plane wave cutoff energy of 275 eV and a 1× 1× 2 Monkhorst-Pack k-point mesh [88] when
relaxing the QP dislocation, quadrupling and doubling the number of k-points along the
dislocation threading direction for the SP and DP dislocation calculations, respectively. We
perform the Brillion zone integration using Gaussian smearing with smearing energy width
of 0.10 eV.
While atoms in region 1 are relaxed by DFT, atoms in regions 2 and 3 are displaced
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according to the LGF which we compute using the numerical method described in Chapter
2. We set up the force-constant matrix for each dislocation separately in order to properly
account for the different periodicities of the force-constants along the dislocation threading
direction in each case. For the most part, we follow the bulk-like approximation laid out
in Section 2.2 to assign the force-constants around the dislocation. Unlike in BCC or FCC
crystal structures, the 3×3 force-constant matrices between pairs of atoms in the zinc blende
crystal structure are not necessarily symmetric. This in and of itself is not an issue for the
method as long as the overall dislocation force-constant matrix is symmetric. However,
around an edge dislocation, some atoms close to the core will have more or fewer neighbors
than in bulk. If these extra/missing neighbors have unsymmetric force-constants, this makes
the onsite terms which are computed by the sum rule unsymmetric as well, thus breaking
the symmetry of the overall dislocation force-constant matrix.
We deal with this problem by using a similar approach as we used to approximate the
unknown force-constants between “antisite” pairs in the Ni3Al APB, by solving a constrained
linear least squares problem. In this case, the unknown force-constants are those between
two “non-bulklike” atoms, i.e. atoms having more or fewer number of neighbors than in bulk.
We enforce the same constraint – that the onsite terms must be symmetric. The target values
for the fit are the known force-constants between “bulklike” atoms around the dislocation
whose force-constants are well approximated by the simple bulk-like approximation. We
solve a set of equations that is essentially the same as Eq. (4.3) for values of the unknown
force-constants such that the resulting onsite terms – and therefore overall dislocation force-
constant matrix – will be symmetric. As before, we find that as long as the affected atoms
are contained within region 1, this correction works well since these atoms will ultimately be
relaxed according to DFT, and the LGF for atoms in regions 2 and 3 is not very sensitive
to small changes to the force-constants within region 1.
Once we have the dislocation force-constant matrix for each dislocation, we numerically
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invert them following the method described in Section 2.3. We use these LGF within the
FBC approach to relax the dislocations, alternating between relaxing region 1 with DFT
and displacing all atoms according to the LGF until forces in regions 1 and 2 are smaller
than 20 meV/Å.
5.2 Results and discussion
Figure 5.2 shows the unrelaxed and relaxed geometries of the CdTe 60◦ Cd-core dislocation.
The dislocations are viewed on the (111) glide plane, with the dislocation threading line
running vertically, along the [1̄10] direction. Subfigure (a) shows the dislocation geometry
generated by the semi-empirical calculation using the Stillinger-Weber potential, which is
the initial geometry for the DFT calculations. This geometry has broken bonds right in
the core, with the core CdA1 atom having only two bonds and the neighboring CdB1 atom
having only three bonds (each atom has one bond oriented along the [111]-direction which is
not shown), while Cd atoms in bulk should have tetrahedral fourfold coordination. As each
Cd atom contributes 0.5 electrons to each bond it forms, there are effectively 1.5 unbonded
electrons in the core per periodic length along the dislocation line in the unrelaxed geometry.
Figures 5.2 (b), (c) and (d) show the single-period (SP), double-period (DP), and quadruple-
period (QP) relaxed core configurations, respectively. In the SP case, the core CdA1 atom
is threefold coordinated, forming a nearly planar configuration with its three neighboring
atoms – two of which are depicted in the figure, while the third neighbor along the [111]-
direction is not shown. The CdA1–CdB1 bonding state is only partially filled as it is formed
by the 1.5 electrons which were unbonded when in the unrelaxed geometry. Therefore, we
expect this dislocation core to be associated with states in the band gap which could act as
charge carrier traps.
The undercoordinated CdA1 atoms drive the SP structure to undergo a reconstruction
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Figure 5.2: (a) Unrelaxed and (b–d) relaxed geometries of the CdTe 60◦ Cd-core dislocation
on the (111) glide plane. Subfigure (a) shows the dislocation geometry generated by the
semi-empirical calculation using the Stillinger-Weber potential, which is the initial geometry
for the DFT calculations. Subfigures (b), (c) and (d) show the relaxed core configurations
obtained from the single-period (SP), double-period (DP), and quadruple-period (QP) relax-
ations, respectively. The dislocations are viewed on the (111) glide plane, with the dislocation
threading line running vertically, along the [1̄10] direction. The dashed boxes indicate the
periodicity of each structure. Cd and Te atoms are shown in orange and grey, respectively.
Important Cd atoms in the core are labeled as A and B with numbers, to be referenced in
the text.
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along the dislocation line to form the DP structure shown in Fig. 5.2 (c). In the DP structure,
neighboring CdA1, CdB1, and CdA2 atoms form a triangular Cd cluster which appears to act
like a three-center two-electron bond, while the remaining electron forms a half-filled bonding
state between CdA2 and CdB2. While we ourselves did not perform electronic structure
calculations, Kweon et al. did, and their partial local electronic density of states (PLDOS)
calculations bear this out. Therefore, by undergoing this reconstruction from the SP to the
DP structure, the number of partially-filled states per unit length along the dislocation line
can be halved. We find that the DP structure is more energetically favorable than the SP
structure by 0.33 eV/nm, in good agreement with the value of 0.34 eV/nm found by Kweon
et al..
Finally, we also allow the dislocation to relax to a QP structure, shown in Fig. 5.2 (d).
In the QP structure, two triangular Cd clusters are formed by neighboring CdA1, CdB1,
and CdA2 atoms and CdA2, CdB2, and CdA3 atoms, with each cluster again acting like a
three-center two-electron bond. Meanwhile, CdA4 remains threefold coordinated and forms
a bond with CdB4, similar to that formed in the SP core. The remaining CdB3 atom is also
threefold coordinated, and adopts a nearly planar configuration with its three Te neighbors.
This quasi-planar CdTe3 configuration is similar to that predicted around a Te vacancy in
CdTe [102], in which the remaining 0.5 electron is delocalized onto a neighboring bond.
PLDOS calculations by Kweon et al. found that the three-center two-electron bonding
states lie below the valance band edge, while the defect state associated with the CdA4–CdB4
bond – including the contribution from the delocalized electron from CdB3 – appears just
slightly above the top of the valance band. The absence of deep defect states in the QP
core suggests that the 60◦ Cd-core dislocation might not strongly trap charge carriers if it
is able to undergo such reconstructions in practice. We find that the QP structure is more
energetically favorable than the SP structure by 0.50 eV/nm, again in good agreement with
the value of 0.58 eV/nm found by Kweon et al..
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5.3 Summary
We have applied our method to compute LGF for the 60◦ Cd-core dislocation in CdTe, and
used the LGF within the DFT-based flexible boundary condition approach to relax single-
period, double-period, and quadruple-period dislocation core structures. Our calculations
predict that it is energetically favorable for the core to reconstruct along the dislocation line,
and in doing so, the number of deep defect states associated with this particular disloca-
tion core in CdTe can be reduced. Similar dislocation core reconstructions have also been






6.1 Summary of Results
In this work, we have developed a numerical method to compute the LGF specifically for
a dislocation geometry by directly accounting for its topology. This is in contrast to pre-
vious methods, where the LGF was computed for the perfect bulk as an approximation for
the dislocation. The dislocation LGF computed using our method describes the response
around the dislocation more accurately than the perfect bulk LGF, and relaxes dislocation
core geometries efficiently when used within the FBC approach. We have shown that the
errors in the LGF computation converge rapidly with system size, therefore the LGF can
be computed accurately and efficiently using small system sizes and low computational cost.
The method does not assume any particular type of dislocation or crystal structure, there-
fore it is very general and should be able to be applied to study dislocations in a wide
range of technologically important material systems including metals, intermetallics, and
semiconductors.
We demonstrate the generality and versatility of our method by computing LGF for a
variety of screw, edge, and mixed dislocations in different crystal structures and material
systems, which we then use within the FBC approach coupled with DFT to accurately
determine the equilibrium dislocation core structures.
First, we have applied our method to compute the LGF for and relax five different
dislocations in BCC iron – a0/2[111] screw, a0/2[111](11̄0) 71
◦ mixed, a0[100](010) edge,
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a0[100](011) edge, and a0/2[1̄1̄1](1̄10) edge dislocations. We visualized the core geometries
using differential displacement maps and Nye tensor distributions, and found a dependence
of the local magnetic moment on the local strain. For the screw dislocation, we obtained
the compact, non-degenerate easy core structure which is in agreement with other studies
of screw dislocation cores in BCC Fe as well as other BCC metals. For the mixed and edge
dislocations, we have performed the first fully ab initio optimizations of these core structures
in BCC Fe. These core structures can be used for further calculations which require highly
detailed and accurate core geometries, such as to compute solute-dislocation interaction
energies which can be used as inputs to higher length-scale solid solution strengthening
models.
Next, we extended our method to compute the LGF for more complex crystal structures
and dislocation geometries, such as those found in Ni-based superalloys. We used the com-
puted LGF within the FBC approach coupled with DFT to compute the relaxed dislocation
core structures of the a0
2
[11̄0] Ni screw dislocation and the a0[11̄0] Ni3Al superdislocation.
We believe that these are the first fully atomistic DFT calculations of extended disloca-
tion core structures in an intermetallic, which has been made possible through the use of
FBC. Again, we visualized the core geometries using differential displacement maps and
Nye tensor distributions. Both dislocations dissociate into partials upon relaxations, and
we estimated the dissociation distances from our calculations and compared them against
those estimated using empirical potentials, Peierls-Nabarro models, or elasticity theory. We
found that elasticity theory tends to underestimate the dissociation distances, while many
empirical potentials did not give accurate predictions of dissociation distances since they
also did not accurately predict the planar fault energies. This highlights the need for DFT
calculations such as those which we have performed here in order to accurately compute
extended dislocation structures. The computed dislocation structures can be used to param-
eterize higher length-scale models to study the anomalous yield stress and creep mechanisms
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in Ni-based superalloys.
Finally, we applied our method to a semiconductor material, CdTe. We computed the
LGF for and relaxed the 60◦ Cd-core dislocation in CdTe in single-period, double-period,
and quadruple-period thickness slabs. Our calculations predicted that it would be ener-
getically favorable for the core to reconstruct along the dislocation line, and in doing so,
reduce the number of defect states associated with the dislocation core. Our results are in
good agreement with a previous study of dislocations in CdTe, and similar dislocation core
reconstructions have also been predicted in other semiconductor materials.
6.2 Future work
In the next few sections, we discuss some areas for future work that could further extend
and improve on the method developed and demonstrated in this work so far.
6.2.1 Isolated partial dislocations
Due to the low stacking fault energies in many semiconductors [106], dislocations in semi-
conductors are often observed to be well dissociated into partials. For example, the stacking
fault energy in silicon has been estimated by experiments [107] and simulations [108, 109] to
be in the range of 33–56 mJm−2, leading to a dissociation distance of 4–8 nm [107, 110]. As
a result, previous computational studies on dislocations in Si have chosen to compute each of
the partials separately, using methods such as the periodic array of dislocation dipoles [7] or
quadrupoles [8, 9] approach. Similarly, the stacking fault energy in CdTe is only around 10
mJm−2, leading to very large dissociation distances of over 10 nm [111, 112, 113], for which
it is unfeasible to relax both partials within the same DFT simulation cell. Kweon et al. [10]
relaxed each 30◦ and 60◦ partial in CdTe separately, fixing atoms away from the cores.
Modeling isolated partials using a coupling approach like FBC is non-trivial as we have
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to ensure that the partial core is embedded within a medium that has the appropriate
elastic response. This requires that we are able to compute the LGF for a region which
includes a ribbon of stacking fault extending out from one side of the dislocation. The
previous approaches to computing the LGF [32, 33, 34] are unable to deal with such complex
geometries. However, our approach for computing the LGF is much more versatile and
general and could be quite easily modified to deal with isolated partial cores with a stacking
fault ribbon extending from from one side.
Figure 6.1: Schematics showing the modified system setups used in the flexible boundary
condition (FBC) approach (left), as well as to calculate the lattice Green function (LGF)
(right) for an isolated partial dislocation. The partial dislocation core (indicated by the
⊥) has a stacking fault extending from it (indicated by the dashed line). The regions are
defined as in Fig. 2.1, with the only difference being that in order to compute the LGF for
one partial dislocation, we have to construct the system containing both partials, where the
other partial is embedded within the buffer region. Note that the schematic is not to scale;
the radius of the buffer region is typically much much larger than that of region 3.
Computing the LGF for a region that includes a ribbon of stacking fault extending out
to one side requires only a small modification to the system setup shown in Fig. 2.1 and
described in Section 2.1. The modified setup is shown schematically in Fig. 6.1. In this
example, if we want to relax the left partial using FBC, we require the LGF around that
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partial. In order to compute the LGF for the left partial, we set up a large system that
includes the right partial as well. Since the partials are well separated, the other partial will
likely be within the buffer region, as shown. By doing so, the stacking fault is completely
contained within the system, so we do not have to worry about having to determine the
response of the stacking fault in the far-field. As long as the radius of the buffer region
is chosen to be much larger compared to the partial separation distance, the bulk EGF
remains a reasonable approximation for the far-field response. Therefore, we can apply the
exact same method as described in Section 2.3 to compute the LGF for one (or both) of
the partials. While there is no long-range effect of the stacking fault in this case, we can
still capture the short-range effect of the stacking fault by modifying the force-constants
accordingly.
6.2.2 Dislocations in random alloys
We are also interested in extending our method to model dislocations in random alloys. There
are many interesting and technologically important materials which are random alloys or
contain random alloys, including β-Ti alloys such as gum metals, and doped semiconductors.
Dislocations in random alloys have been studied [114] using approaches such as virtual crystal
approximation [115] which simply average the interactions of the elements composing the
alloy. However, in doing so, the atomic-level variations in the composition which could play
an important role in determining the details of the dislocation core structure are completely
smeared out. Our method for computing the LGF allows us to explicitly define the force-
constants between each pair of atoms, thereby enabling us to capture the details of the local
variations in composition in a way that the virtual crystal approximation cannot. This could
potentially be a powerful approach for accurately modeling dislocations in random alloys.
However, there are a few challenges associated with applying the FBC approach to relax
dislocations in random alloys. The first challenge pertains to generating a good initial
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geometry for the relaxation. We typically generate the initial dislocation geometries based
on the displacement field from anisotropic elasticity. However, since the anisotropic elasticity
solution is based on a continuum theory, it does not account for variations in the local
composition which may require additional local relaxations. In the case of random alloys,
we have found that this leads to large localized forces on some atoms even away from the
dislocation core which do not decay. This is problematic because only forces in regions 1 and
2 close to the core are relaxed in the FBC approach, therefore it is important to have a good
initial geometry in which the forces outside of region 2 are small. Large unrelaxed forces in
other parts of the simulation may lead to inaccurate “relaxed” dislocation geometries.
The second challenge relates to setting up the force-constant matrix around the disloca-
tion. Our current approach for setting up the force-constant matrix around the dislocation
— the bulk-like approximation — is based on having DFT-computed force-constants in
bulk. However, computing the force-constants in even a bulk random alloy is difficult as
the force-constants are sensitive to the composition of the local environment, therefore one
would need to perform DFT calculations for every possible compositional configuration in
a random alloy, which is computationally not feasible. Even using a special quasirandom
structure (SQS) approach [116] does not guarantee that every possible local environment
can be represented within a single or even multiple SQS supercells.
We propose an approach to deal with these two issues, which is to fit a Gaussian Approxi-
mation Potential (GAP) [117] for the random alloy of interest and use it to both generate the
initial geometry and to directly evaluate force-constants in the dislocation geometry. GAP
has been formulated so that it can be fit to DFT data on energies, forces, virials, as well as
force-constants. Therefore, we are hopeful that this approach can be used to fit a potential
that well reproduces the lattice and elastic properties from DFT, which will enable us to
generate a good initial geometry as well as accurate force-constants. Once we have generated
the dislocation force-constant matrix, our method for computing the LGF is general enough
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that it should be applicable to the random alloy system without requiring modifications.
6.2.3 Using Hessian information to improve convergence rate
Gradient-based methods are used extensively with DFT to solve optimization problems.
Newton-based or quasi-Newton methods such as the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm [118, 119, 120, 121] rely on estimation of the (inverse) Hessian. Typi-
cally, these algorithms start with no — or very little — information about the Hessian for
the system, and try to approximate the Hessian based on changes in forces with displace-
ments as the relaxation proceeds. In many cases, we actually have some physical or chemical
intuition about the types of interactions that are present in the system which could be used
to inform the Hessian; however, many commonly used optimization algorithms do not take
advantage of this. For example, the BFGS implementation in vasp simply assumes the
Identity matrix as the initial guess for the Hessian, which is not a particularly physically
motivated initial guess.
Figure 6.2 demonstrates for a simple test case that providing even a little prior informa-
tion to the initial Hessian can significantly improve convergence behavior. We construct a
test system of a 2× 2× 2 FCC Aluminum supercell and apply small random perturbations
ranging from -0.1Å to +0.1Å on each of the 8 atoms. For efficiency, we use an EAM potential
[122] to compute the forces, and relax this system using the BFGS optimizer in the Atomic
Simulation Environment (ASE) package [123] which has an option to provide an initial guess
for the Hessian. We perform the relaxation starting with different initial guesses for the Hes-
sian and compare the convergence rate in each case. The exact Hessian around the minimum
is known in this case and can be computed by the direct displacement method; relaxation
with the exact Hessian (red line) demonstrates almost ideal convergence behavior, where
once the system is within the harmonic regime the relaxation essentially converges in one
step since all the curvature information is known. The default initial Hessian in ASE is 70
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Figure 6.2: Comparison of convergence rates for relaxations starting with different initial
guesses for the Hessian in a simple test system. Relaxations are performed with the exact
Hessian (red line), ASE default Hessian (black), rescaled Hessian (blue), and three Hes-
sians approximated by taking into account of radial bond stretching terms for first-nearest-
neighbors, with spring constants estimated by the EAM potential (pink), Universal Force
Field (green), or Badger’s Rule (orange). All approximations resulted in significant improve-
ments in convergence rate compared to the relaxation starting from the default Hessian.
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×1, which leads to the slowest convergence (black line). By incorporating some knowledge
about the interaction strength in FCC Al and rescaling the default Hessian to 7 ×1, we can
already observe a significant improvement in the convergence rate (blue line). We also con-
structed approximate Hessians (i.e. force-constant matrices) by taking into account of radial
bond stretching terms for first-nearest-neighbors, with spring constants k1NN estimated by
the EAM potential (kEAM1NN = 1.25 eV/Å), Universal Force Field (k
UFF
1NN = 3.94 eV/Å) [124], or
Badger’s Rule (kBR1NN = 2.43 eV/Å) [125]. All approximations resulted in significant improve-
ments in convergence rate compared to the default Hessian, with the EAM approximated
Hessian performing the best as expected (pink line), but even approximations which were
off by a factor of two (Badger’s Rule; orange line) or three (UFF, green line) converged in
far fewer steps than when no initial guess was provided.
For our specific application of relaxing dislocation core structures, we believe that sig-
nificant improvement in the convergence rate of the DFT relaxation could be achieved with
essentially no additional computational cost on top of that already required to compute the
LGF. This is because in the process of computing the LGF, we have in fact constructed a
force-constant matrix (i.e. Hessian) for the dislocation. While the approximations we used
to construct this Hessian may not be particularly accurate very close to the dislocation core,
the simple test case above suggests that having even a rough estimate for the Hessian as
a starting guess could greatly speed up a relaxation. Therefore, we believe that with some
tweaks to the existing BFGS implementation in vasp to allow us to provide our dislocation
force-constant matrix as an initial guess, we could see significant speedup in the conver-
gence rate of the DFT part of the relaxation. If this can be demonstrated, it would further
differentiate our method from other coupling approaches which are unable to provide such





We visualize the relaxed core structures of the dislocations using a combination of differential
displacement (DD) maps [91] and Nye tensor distributions [92]. The DD maps display the
core structure of a dislocation via arrows that indicate the relative displacements between
pairs of atoms. The components of the Nye tensor distributions describe the distribution
of the local Burgers vector density, which we compute at each site in the dislocation core
and linearly interpolate between sites to generate contour plots for visualization. In this
Appendix, we outline the two approaches and how we have implemented them to generate
Figs. 3.3–3.7 and 4.2–4.3.
A.1 Differential displacements
Differential displacement (DD) maps were first introduced by Vitek et al. [91] as a means
to visualize out-of-plane displacements in the core of a0/2[111] screw dislocations in BCC
crystals. The relative difference in displacements of a pair of atoms in the dislocated geometry
compared to their positions in the ideal crystal is depicted by an arrow pointing from one
atom to the other whose length corresponds to the magnitude of the relative displacements.
This helps us to identify the positions of dislocation cores since atoms in the dislocation
cores tend to not only be highly displaced from their positions in the ideal lattice, but more
importantly, to have large differential displacements which correspond to larger arrows.
We briefly describe the general approach to constructing a DD map to visualize our dis-
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location geometries. First, we compute the displacements of the atoms in the dislocated
geometry compared to their atomic coordinates in the corresponding perfect (i.e. undislo-
cated) geometry. Next, we consider every pair of atoms in the dislocated geometry whose
pair distance is less than approximately (R1NN + R2NN)/2, where R1NN and R2NN are the
first- and second-nearest-neighbor distances in the perfect lattice, and compute the differ-
ence in the displacements of each atom. We modulo the differential displacements by the
magnitude of the appropriate Burgers vector component of the dislocation, and plot them
as arrows pointing between the pairs of atoms with their lengths are scaled corresponding
to the magnitude of the differential displacement. The choice of modulus is very important
as it determines which differential displacements are depicted as the largest arrows on the
DD map. Typically, we are interested in having the largest arrows show up around the
dislocation cores, therefore, we choose the modulus value accordingly to be the magnitude of
the appropriate Burgers vector component of the dislocation of interest. When visualizing
partial dislocations (Figs. 4.2 and 4.3), we choose the modulus value based on the Burg-
ers vector of the partials; if the differential displacements are computed modulo the Burgers
vector of the perfect dislocation, the largest arrows will appear at the stacking faults instead.
A.2 Nye tensor distributions
A dislocation with a total Burgers vector ~b can be described as a distribution of infinitesimal
dislocations, each having a differential Burgers vector ~db. The Nye tensor α describes the
distribution of the infinitesimal dislocations, and is defined as
~db = α · ~n dA (A.1)
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where ~n is the unit vector normal to the area dA enclosed by the infinitesimal Burgers
circuit. From this expression, it is clear that integrating over an area A that encloses the




α · ~n dA. (A.2)
Alternatively, the Burgers vector ~b can be obtained from a Burgers circuit construction.





where ~dx′ are the lattice vectors in the dislocated lattice. Summing the corresponding lattice
vectors ~dx in the perfect lattice does not give a closed circuit and the vector needed to close





The vectors ~dx and ~dx′ are related by the lattice correspondence tensor G which describes
the deformation of the lattice,
~dx = ~dx′ · G. (A.5)
Combining Eqs. (A.4) and (A.5), replacing the summation with an integral over C ′ and then




(∇× G) · ~n dA. (A.6)
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Comparing Eqs. (A.2) and (A.6), we obtain the expression for the Nye tensor:
α = −(∇× G). (A.7)
Next, we describe how we compute the Nye tensor α numerically for our dislocation
geometries. For every atom in the dislocated geometry, we identify n′ neighboring atoms
within a sphere of approximate radius (R1NN +R2NN)/2, where R1NN and R2NN are the first-
and second-nearest-neighbor distances in the perfect lattice, and construct a (n′×3) matrix of
these vectors, Q. We do the same in the corresponding perfect (i.e. undislocated) geometry
and construct a (n×3) matrix of the n neighbor vectors, P. Within the dislocation core, the
number of neighbors n′ can generally be different from n. For every distorted vector in Q,
we determine the closest corresponding vector in P, discarding any pairs of vectors whose
angular deviation exceeds a critical value. Based on the remaining n′′ pairs of corresponding
vectors, we solve for the correspondence tensor G using the relation in Eq. (A.5),
P = Q · G, (A.8)
where P and Q are now both (n′′ × 3) matrices. Since n′′ > 3 and each vector has three
components, this system of equations is overdetermined for the nine components of G; there-
fore, we use a least-squares fit to solve for G. We compute the spatial derivatives of G using
a finite difference approximation by taking the difference between G at neighboring atoms,
denoted as ∆G. From this we get the tensor of derivatives Timk = ∂kGim by solving another
least-squares problem,
∆G = Q ·T. (A.9)
Finally, we obtain the Nye tensor for each atomic site according to Eq. (A.7), expressed in
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index notation as
αjm = −εjkiTkim (A.10)
where εjki is the Levi-Civita permutation symbol. We plot particular components of the
Nye tensor distribution as contour plots projected onto the plane normal to the dislocation
threading line direction. Because the Nye tensor is only computed at atomic sites, we linearly
interpolate the values between sites in order to obtain smooth contour plots for visualization.
In Figs. 3.3–3.7 and 4.2–4.3, the regions of high Nye tensor density are shown in red and
blue, which indicate the positions of the dislocation cores.
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and P. Hĺıdek. Photoluminescence and electric spectroscopy of dislocation-induced
electronic levels in semi-insulated CdTe and CdZnTe. J. Lumin., 130(8):1425–1430,
2010.
[72] V. Babentsov, V. Boiko, G. A. Schepelskii, R. B. James, J. Franc, J. Procházka, and
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[109] P. Käckell, J. Furthmüller, and F. Bechstedt. Stacking faults in group-IV crystals: An
ab initio study. Phys. Rev. B, 58(3):1326 – 1330, 1998.
[110] L. Pizzagalli. Atomistic modeling of the dissociation of a screw dislocations in silicon.
J. Mater. Sci., 51(6):2869 – 2876, 2016.
[111] E. L. Hall and J. B. Vander Sande. On the nature of extended dislocations in deformed
cadmium telluride. Phil. Mag. A, 37(1):137–145, 1978.
[112] G. Lu and D. J. H. Cockayne. Dislocation structures and motion in II-VI semiconduc-
tors. Physica B, 116:646–649, 1983.
[113] G. Lu and D. J. H. Cockayne. Partial separations of extended α and β dislocations in
II-VI semiconductors. Phil. Mag. A, 53:307–320, 1986.
[114] D. C. Chrzan, M. P. Sherburne, Y. Hanlumyuang, T. Li, and J. W. Morris, Jr. Spread-
ing of dislocation cores in elastically anisotropic body-centered-cubic materials: The
case of gum metal. Phys. Rev. B, 82:184202, 2010.
[115] L. Bellaiche and D. Vanderbilt. Virtual crystal approximation revisited: Application
to dielectric and piezoelectric properties of perovskites. Phys. Rev. B, 61:7877, 2000.
[116] A. Zunger, S.-H. Wei, L. G. Ferreira, and James E. Bernard. Special quasirandom
structures. Phys. Rev. Lett., 65(3):353–356, 1990.
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