A general constrained minimum risk inequality is derived. Given two densities f θ and f 0 we find a lower bound for the risk at the point θ given an upper bound for the risk at the point 0. The inequality sheds new light on superefficient estimators in the normal location problem and also on an adaptive estimation problem arising in nonparametric functional estimation.
1. Introduction. The problems of estimating a function at a point under squared error loss and the whole function under integrated squared error loss have held a central position in the nonparametric functional estimation literature. In particular, each has received a fairly detailed analysis in density estimation, nonparametric regression and white noise models. Progress to date can be contrasted as follows.
In both problems asymptotic rates of convergence are typically slower than ' n . For integrated squared error loss, asymptotically minimax procedures have been found when the parameter space is a Sobolev space. For a given space these procedures may be chosen to be linear. For the pointwise estimation problem, typically there do not exist linear procedures which are asymptotically minimax. However, under mild regularity conditions appropriately chosen linear procedures have maximum risk within a small constant multi-Ž . ple of the minimax risk. See, for example, Ibragimov and Hasminskii 1984 Ž . or Donoho and Liu 1991 . In particular, minimax rates of convergence can be achieved by linear procedures.
One of the most important results for the global estimation problem was the construction of adaptive estimators which are simultaneously asymptotically minimax over a large number of Sobolev spaces; see Efromovich and Ž . Ž . Ž . Pinsker 1984 , Efromovich 1985 and Golubev 1987 . Such adaptive procedures have not been found for the pointwise estimation problem.
Ž . Recently Lepskii 1990 has shown that for a white noise model it is not possible to find adaptive estimators for the pointwise problem which preserve minimaxity over a range of Lipschitz classes. Furthermore Lepskii showed that if an estimator is asymptotically rate minimax over one Lipschitz class, it must inflate the maximum risk over the other Lipschitz class by at least a logarithmic factor of the sample size. Lepskii even showed that these bounds Ž . can be attained. See also Lepskii 1991 Lepskii , 1992 , and see Donoho and Johnstone Ž . Ž . 1992 and Efromovich and Low 1994 for some recent, related results.
In this paper we develop a two point inequality which is particularly well suited to providing lower bounds for adaptive estimation problems. The inequality gives, in a general setting, a lower bound for the squared error risk at one parameter point subject to having a small risk at another parameter point. The relationship to adaptation is spelled out in Section 4. Such an inequality is also related to the study of -minimax procedures and to the Ž notion of superefficient estimation. 
by 2.5 . In the second inequality of Ž .
x Ž . Ž . 2.8 we have again used Cauchy᎐Schwarz. This proves 2.3 .
It is of interest to note that the first bound in the theorem, 2.3 , is sharp. As before, let s 0, s y ) 0. 
wŽ . REMARKS. It can be seen that apart from arbitrary measurable transformations of the sample space, the example in the preceding proof is the only Ž . Ž . one in which the minimum in 2.9 is the same as 2.3 . In other words, the Ž . Ž . bound in 2.3 is attained if and only if the likelihood ratio, q x , takes only the two values 0 and I.
In many applications f and f will be densities of independent identi-1 2 cally distributed random variables X , . . . , X , each with density f Ž1.
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Furthermore, the bound in Theorem 1 is still sharp because letting f be 
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Applications.
A. Superefficiency in the normal location model. As a first and simple example, the inequality given in the last section can be used to yield the following result about superefficient estimates in the standard normal location model. 
The theorem is proved by taking limits since 2 M r ln ª 0 as n n ª ϱ. I B. Superefficiency in the white noise model. We now turn to our main application of Theorem 1. Consider the following white noise model
Ž . Ž . 
Ž . Minimax rates of convergence, as n ª ϱ, for estimating f 0 are well Ž . Ž Ž . . 2 known. For estimators ␦ based on the signal 3.6 , write E f 0 y ␦ for n f n Ž . the mean squared error for estimating f 0 . Then 2 2 k rŽ2 kq1.
fgF F k THEOREM 3. Let p ϱ, nrln p ϱ and let ␦ be estimators based on n n n Ž . 3.6 . If
wAs noted in the introduction, a similar statement, but with a different Ž .
x proof, appears in Lepskii 1990 .
PROOF. Let g: R ª R be a k times differentiable function such that:
Ž . Ž .
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yϱ Such a function is easy to construct. Set
n n ln n and ␤ k n 3.15 s 1.
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n By 3.11 , assumption iii for g and 3.15 , f g F F k ᭙ n. Write P for the n g probability measure associated with the process 1 1 1 dX s f t q dW , y F t F .
Ž . t n t
' 2 2 n Ä n n 4 Then a sufficient statistic for the family of measures P , P is given by
Then by assumption iv for g and 3.14 it follows that for n G N , 1 ␥ s ln . 
Ž . Since T is sufficient for P , P we may apply Theorem 1 with s f 0 , 
n n n Ž . Ž . Then ª 0 as n ª ϱ and hence by 3.12 and 3.19 it follows that
Ž . REMARK. One may also also consider Sobolev parameter spaces in place of Ž . the Lipschitz spaces defined in 3.7 . Thus, suppose the parameter space is
In this case the optimal rate for estimating f 0 is n in place of the 2 k rŽ2 kq1.
Ž . rate n of Theorem 3. See, for example, Donoho and Low 1992 . For Ž . this case, Theorem 3 remains valid with the obvious modification to 3.9 and Ž . Ž . with this optimal rate substituted into 3.10 and 3.11 . The proof is very similar to that of Theorem 3. The principal difference is the definitions of ␣ , n Ž . ␤ and g in 3.16 in order to establish a suitably unfavorable two point n Ž . problem, as is done above 3.18 . These ␣ , ␤ , g are given via the hardest n n linear subproblem algorithm, and are explicitly described in Donoho and Low Ž . 1992 . Note that here g is really g , that is, its form as well as its scaling n depend on n. k -k , we would require 1 2 2 2 k rŽ2 k q1.
Ž . In particular 4.2 must hold with sup deleted for some fixed f g F F k .
Theorem 3 then yields that
Ž . and it follows that 4.1 cannot hold if 4.2 holds. Hence, adaptive estimation
conclusion is also valid for the Sobolev situation discussed in the preceding . remark.
In fact, a similar result can be proved under fairly general conditions using Theorem 1 and hardest one-dimensional subfamily arguments found in Ž . Donoho and Liu 1991 .
In particular, suppose that T is a linear functional and ⌽ and ⌽ are Then it follows from essentially the same arguments used to prove the above that if
5. Nonparametric regression and density estimation models. In this section we show, with only minor modifications in the proofs, that Theorem 3 also holds in the nonparametric regression and density estimation models. This naturally yields analogs for the lack of adaptivity statement in Section 4.
The nonparametric regression model is given as follows. For each n, set 1 Ž . t s y q irn , i s 0, . . . , n, and let i n 2 y s f t q e , i s 1, . . . , n Ž .
Ž . Ž . where F F k is given by 3.7 .
Ž . For estimates ␦ based on 5.1 the minimax rate of convergence is the n Ž . same as in the white noise model and is given by 3.8 . Moreover Theorem 3 Ž . also holds for estimators ␦ based on 5.1 . The proof is essentially the same n as in Section 3. Define g, c, ␣ , ␤ as before. Write P n for the probability n n g n Ž .
Ž n n . measure on ‫ޒ‬ generating 5.1 . Then T s ln dP rdP is sufficient for 
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