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ABSTRACT
STATISTICAL METHODS FOR NONLINEAR DYNAMIC
MODELS WITH MEASUREMENT ERROR USING THE RICKER
MODEL
SEPTEMBER 2011
DAVID JOSEPH RESENDES, B.S., UNIVERSITY OF
MASSACHUSETTS DARTMOUTH
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor John Buonaccorsi
In ecological population management, years of animal counts are fit to nonlinear,
dynamic models (e.g. the Ricker model) because the values of the parameters are
of interest. The yearly counts are subject to measurement error, which inevitably
leads to biased estimates and adversely affects inference if ignored. In the literature,
often convenient distribution assumptions are imposed, readily available estimated
vi
measurement error variances are not utilized, or the measurement error is ignored
entirely. In this thesis, ways to estimate the parameters of the Ricker model and
perform inference while accounting for measurement error are investigated where
distribution assumptions are minimized and estimated measurement error variances
are utilized. To these ends, SIMEX and modified estimating equations (MEE) rather
than likelihood methods are investigated for data on the abundance and log-abun-
dance scales, and how inference is done via the parametric bootstrap and estimated
standard errors from the modified estimating equations is shown. Subsequently, sim-
ulation studies are performed on the log-abundance scale under varying parameter
values to learn how levels of measurement error variances (ranging from the realis-
tically low value of 0.052 to unrealistically high value of 0.52) affects the estimators
and inference when measurement error is ignored, and how the methods perform
accounting for it. It was found that the bias induced by measurement error depends
on the true value of the parameter. Furthermore, the performances of SIMEX and
MEE are associated with the true value of a and the level of measurement error
variance. In particular, both methods perform best for a > 1 and low to moderate
levels of measurement error variance, with the MEE estimators having high standard
error and often poorer performance than those from SIMEX. It was also found that
the MEE estimators contain singularities which attribute to its low precision and
erratic behavior. These methods were then applied to actual moose count data with
sample size more than double that of the simulations. It was found that both the
SIMEX and MEE estimators performed well suggesting that sample size contributes
to previous poor behavior.
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C H A P T E R 1
INTRODUCTION
A problem that has recently received considerable attention, especially in the
ecological literature, is estimating the parameters of a nonlinear dynamic process in
the presence of measurement error. Specifically, at each point in time a measurement
is taken, and there is a process model that describes how the these measurements
move through time. This stochastic process model contains parameters, and the goal
is to estimate them and carry out statistical inferences.
Process error occurs because there are random perturbations on what is expected
at each point in time. Along with this error, there is the almost inevitable uncertainty
in the measurements taken at each point in time. This error, called measurement
or observation error, can arise for many different reasons and is a problem in many
disciplines. A motivation for studying this problem is the estimation of and inference
for the parameters in a population dynamic model for animal abundance. The move-
ment of animal abundances through time is not known exactly (this is the process
error), and it is almost impossible to know exactly how many animals inhabit an
area at a particular time (this is the measurement error).
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As an illustration, a data set previously analyzed in Clark and Bjørnstad (2004)
will be analyzed with the methodology developed in this thesis. This data set consists
of yearly counts of moose in the Bialowieza Primeval Forest from 1946 – 1993, but
with missing data for several years (1963 – 1966, and 1989). Figure 1 displays a plot
of this data set, which will be investigated in Chapter 8.
Thesis Overview
The goals of this thesis are to investigate ways to estimate process parameters in
non-linear dynamic models in the presence of measurement error, carry out statis-
tical inference for these parameters, utilize measurement error variability estimates
in the analysis, and avoid making convenient distribution assumptions that may not
be realistic. For each of the methods considered here, a simulation study subse-
quently follows for various levels of parameter combinations over various levels of
measurement error variances, pitfalls will be identified, and the moose data set will
be analyzed as an illustration.
Chapter 2 is an overview of nonlinear, dynamic models (2.1), measurement error
models (2.3), and approaches to estimation and inference with and without measure-
ment error including estimating equations and likelihood methods (2.2.1, 2.4, and
2.5). Reference points are determined in this section also by a simulation study to
determine the performance of the estimating equations estimators when no measure-
ment error is included in the model framework (2.2.2). Specific model assumptions
that will be used throughout the thesis are outlined (2.6), as are parameter values
used in the simulation studies (2.7).
2
Figure 1. Abundances of moose in the Bialowieza Primeval Forest
from 1946 – 1993.






























Chapter 3 is an investigation of the performance of a naive analysis that ignores
measurement error. The focus of this section is to calculate the (approximate) an-
alytical bias of estimators induced by measurement error via estimating equations
in nonlinear, dynamic models using the Ricker function as an illustration (3.2). A
simulation study follows to learn more about the bias induced by measurement error
in the naive estimators, and the performance of these estimators when measurement
error is ignored (3.3).
Next to Bayesian methods, likelihood methodology has been very popular the
past few decades for analyzing ecological population data. Chapter 4 contains an
overview of likelihood methods applied to nonlinear, dynamic models that account
for measurement error. Here, pitfalls of using such methods, and variants of them, are
outlined. The rest of the thesis strays away from likelihood methods and minimizes
distribution assumptions to perform estimation and inference.
Chapter 5 studies how SIMEX can be applied to nonlinear dynamic models, a
method that has been used sparingly for such paradigms. In this section, only mo-
ment assumptions are used for the process, but distribution assumptions are needed
for the measurement error. The methodology is laid out for both additive (log-
abundance scale, 5.2.1) and multiplicative (abundance scale, 5.2.2) measurement er-
ror. A simulation study follows to investigate the performance of the estimators and
inference under many parameter combinations, and under homoscedastic and known,
homoscedastic and unknown, and heteroscedastic and unknown measurement error
variance (5.3) for the log-abundance model.
An important focus of the thesis is to use estimating equations for estimation
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and inference. However, in the presence of measurement error, the estimating equa-
tions are (approximately) biased estimates of zero. Therefore, a way to correct for
measurement error is to modify the estimating equations so that they are (approx-
imately) unbiased for zero. Chapter 6 takes this approach, one that has not been
taken in the context of nonlinear, dynamic models. Both scales are analyzed (6.2 and
6.3), and approximate standard errors are calculated. A simulation study follows in
the log-abundance model (6.2.3).
The bootstrap is a powerful tool to perform statistical inference and has been used
in the ecological population context. However, it has not been used in conjunction
with SIMEX in this context, nor for modified estimating equations. Subsequently,
Chapter 7 lays out how to implement the bootstrap using these methods, and a
simulation study follows for the log-abundance model. Due to the nature of nonlinear
dynamic models, the behavior of the unconditional residuals is a hard to determine.
Therefore, here distribution assumptions are made and the parametric bootstrap is
studied.
Finally, Chapter 8 gathers all of the preceding methodology together and analyzes
the moose data set under various assumptions on the value of the measurement error
variance. Concluding remarks and a discussion of the results, pitfalls experienced,
and areas for further research are contained in Chapter 9.
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C H A P T E R 2
MODELS AND BACKGROUND
This section is an overview of the paradigms and methodology that will be built
upon in the rest of the thesis. Chapter 2.1 introduces notational conventions for
the dynamic process model, itemizes popular ecological dynamic models, and briefly
examines the Ricker function. Chapter 2.2 presents how to fit the Ricker model
to perfectly measured animal abundance data using estimating equations. Chapter
2.3 presents notational conventions for measurement error models. Chapter 2.4 is
a short explanation of likelihood functions for dynamic models. Chapter 2.5 is a
survey of the current literature on these subject matters. Chapter 2.6 outlines the
specific model assumptions that will be used throughout the thesis, and Chapter 2.7
summarizes the parameter values and combinations used in the simulation studies.
2.1 Dynamic Models For True Values
In general, an element of a random, dynamic series is denoted Yt where the index
t ∈ {1, ..., T} is discrete time, and its realized value is yt. The whole random dynamic
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series from time t = 1 to T is denoted by the vector YT , and the realized series is yT .
Typically, Yt is a dynamic function of lagged values of yt which describes how the
true (and possibly unknown) values move through time, and is written in terms of its
conditional moments or conditional distribution, given its history yt−1. Symbolically,
E(Yt | yt−1) = m(yt−1, β),
V (Yt | yt−1) = v(yt−1, β, σ),
and, more generally,
Yt | Yt−1 = yt−1 ∼ fYt|yt−1(yt;yt−1, ω)
where yt−1 = {y1, ..., yt−1}, “| yt−1” is shorthand for “| Yt−1 = yt−1” (in words,
“given the random series Yt−1 is observed as yt−1”), β is a vector that contains all of
the parameters in the process model, σ is a vector containing additional parameters
in the conditional variance of Yt, fYt|yt−1 is the conditional density of Yt given yt−1,
and ω is a vector containing β and σ. Note that the marginal density of Yt and
the joint density of Yt are denoted fYt and fYt , respectively. Also note that the
conditional variance is allowed to change with t through yt−1, although for most of
the thesis V (Yt | yt−1) = σ2.
A popular way to write the conditional process model of Yt given its history is to
add a noise term onto its conditional mean function:
Yt | yt−1 = m(yt−1, β) + t
where E(t | yt−1) = 0 and V (t | yt−1) = v(yt−1, ω). The first order Markov
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assumption is also popular to use. If applied here, then fYt|yt−1 = fYt|yt−1 which
implies that E(Yt | yt−1) = E(Yt | yt−1) and V (Yt | yt−1) = V (Yt | yt−1).
As stated earlier, one of the main motivations for this thesis is to estimate pa-
rameters in ecological population dynamic models where the population abundances
are subject to measurement error. Notational conventions for these models use Nt
for the abundance or density of an animal population at time t, and Xt = log(Nt).
Using the conventions above, the process models are:
Nt | nt−1 = h(nt−1, β)δt
and
Xt | xt−1 = log(h(nt−1, β)) + log(δt)
= g(xt−1, β) + t
where h(nt−1, β) and g(xt−1, β) are the conditional mean functions for Nt and Xt,
respectively, with g(nt−1, β) = log(h(nt−1, β)) and t = log(δt).
A important but subtle characteristic of these two models is that, if it is assumed
that E(δt | nt−1) = 1 (so that E(Nt | nt−1) = h(nt−1, β)), then
E(log(δt) | nt−1) = E(t | xt−1) < log(E(δt | nt−1)) = 0
by Jensen’s inequality. This implies that, if it is assumed that the tth abundance
is conditionally unbiased (with respect to past abundances) to its dynamic function
value, then the tth log-abundance is conditionally biased to the left. In other words,
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E(Xt | xt−1) = g(xt−1, β) + E(log(δt) | xt−1) < g(xt−1, β) = log(E(Nt | nt−1)).
Therefore, if model assumptions are made on the abundance or density scale, one
must be clear what the implications are on the log-abundance scale, and vice versa.
Furthermore, the severity of the bias can be determined approximately using the
Taylor series expansion with the proper moment assumptions, or exactly for certain
distribution assumptions. Result 2.1.0.1 formalizes this for the relationship between
the moments of lognormal and normal random variables under conditions suitable
for dynamic animal abundance models.
Result 2.1.0.1. If  ∼ N(µ, σ2), where µ ∈ R and σ > 0, and δ = exp(), then
E(δ) > exp(E()) and, for µ ≥ 0, V (δ) > V ().
Proof. It is well documented that exp() = δ ∼ Lognormal(µ, σ2) where E(δ) =
exp(µ + σ2/2) and V (δ) = exp(2µ + σ2)[exp(σ2) − 1] (see Johnson, et al., 1994,
Chapters 14.1 and 14.3). Also, as previously mentioned, Jensen’s Inequality implies
that exp(µ+ σ2/2) = E(δ) = E[exp()] > exp(E()) = exp(µ) since exp() is convex
and nonlinear. For µ ≤ 0, it is clear that exp(µ) > µ since exp(µ) > 0 ∀µ ∈ R. For
µ > 0,
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∴ E(δ) = exp(µ + σ2/2) > exp(µ) > µ = E() ∀µ ∈ R. Using similar logic, for
µ ≥ −σ2/2,




> eV () − 1






+ . . .
> σ2
= V ()
∴ V (δ) > V () ∀µ ≥ 0. For completion (note that this is not part of the premise of
the theorem), if µ < 0 (an assumption that is not appropriate for animal abundance
models) and −µ > σ2/2, then V (δ) < V (), otherwise V (δ) > V ().
Two characteristics of dynamic process models that can be crucial to the method-
ology to estimate parameters and carry out statistical inference are stationarity and
linearity. A dynamic series Yt is said to be stationary if it retains its statistical prop-
erties when time has shifted. Specifically, Yt is stationary if the joint distribution of
Yt = {Y1, ..., Yt} is the same as the joint distribution ofYt+h = {Y1+h, ..., Yt+h} ∀h ∈
Z. Another type of stationarity, referred to as weak stationarity, occurs when E(Yt)
and Cov(Yt, Yt+h) are independent of t (Brockwell and Davis, 2002, Chapter 1.4).
Linear Dynamic Models:
The most popular linear dynamic process models are autoregressive-moving av-
erage (denoted ARMA, AR, or MA depending on the model components) and inte-
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grated ARMA (denoted ARIMA) models. ARMA models are of the form
Yt − φ0 − φ1Yt−1 − ...− φpYt−p = Zt − θ1Zt−1 − ...− θqZt−q
where φi and θj are parameters, {Yt} is a stationary time series, E(Zt) = 0, and
V (Zt) = σ
2. Commonly used forms for these models are the AR(1) (Yt−φ0−φ1Yt−1 =
Zt) and the AR(2) (Yt−φ0−φ1Yt−1−φ2Yt−2 = Zt). The ARIMA process arises from
a linear dynamic process that is not stationary, but, after taking a finite number of
lagged differences of the time series, becomes an ARMA process. A popular ARIMA
model is the random walk with drift model, Yt = Yt−1 + µ + t where often it is
assumed that the series t
iid∼ N(0, σ2). Note that when both sides of this equation
are subtracted by Yt−1 (the first lagged difference), then the process is stationary.
Parameter estimation methodology for linear, autoregressive models is well known;
see Brockwell and Davis (2002, Chapters 2.4, 5.1, 5.2, and 6).
Popular linear autoregressive ecological process models include the exponential
and Gompertz models. The dynamics for these models are governed by:
Exponential: Nt | nt−1 = nt−1eβδt
or Xt | xt−1 = xt−1 + β + t (2.1)
Gompertz: Nt | nt−1 = nt−1ea+bxt−1δt
or Xt | xt−1 = a+ (b+ 1)xt−1 + t. (2.2)
The unconditional expectation of Nt in the exponential model is E(Nt) = n0(e
β)t.
Therefore, this model is a random walk with a trend component (λ = eβ) on the
log-abundance scale. The Gompertz model, on the log-abundance scale, is an AR(1)
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process. A more general version of the Gompertz model is
Nt | nt−1 = nt−1ea+bxt−1+cxt−2δt
or Xt | xt−1 = xt−1 + a+ bxt−1 + cxt−2 + t, (2.3)
which is an AR(2) on the log-abundance scale. These two Gompertz models are
of ecological significance because they include parameters that are sometimes inter-
preted as direct density dependence (b) and delayed density dependence (c). Also,
a represents the intrinsic growth rate which is important to know when managing a
species. Since these models are autoregressive on the log-abundance scale, method-
ology to estimate parameters in them is well known. For general linear AR model
methodology see Brockwell and Davis (2002, Chapters 2.4, 5.1, 5.2, and 6), for den-
sity independent model (random walk) methodology on the see the naive analyses in
Staudenmayer and Buonaccorsi (2006), Buonaccorsi and Staudenmayer (2009) and
Morris and Doak (2002, Chapter 3), and for density dependent model (Gompertz)
methodology on the log-abundance scale see Dennis and Taper (1994) and Morris
and Doak (2002, Chapter 4). Convenient assumptions such as the normality of the
process errors when the process is discrete (as animal abundances are) are often
made. As stated earlier, a goal of this thesis is to avoid using assumptions that may
be unreasonable or unrealistic.
Nonlinear Dynamic Models:
Nonlinear dynamic models arise when the process model is nonlinear with respect
to either the parameters or lagged values. Some popular examples from the ecological
literature are the logistic, Ricker, Beverton-Holt, and theta-logistic process models.
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These models are:
Logistic: Nt | nt−1 = eant−1(1− nt−1)δt, nt ∈ (0, 1)
or Xt | xt−1 = a+ xt−1 + log(1− nt−1) + t, (2.4)
Ricker: Nt | nt−1 = nt−1e(a+bnt−1)δt
or Xt | xt−1 = a+ xt−1 + bnt−1 + t, (2.5)
Beverton-Holt: Nt | nt−1 = nt−1 β0
1 + β1nt−1
δt
or Xt | xt−1 = xt−1 + log(β0)− log(1 + β1nt−1) + t, (2.6)
Theta-logistic: Nt | nt−1 = nt−1ea(1−(1/k)nt−1)θ)δt
or Xt | xt−1 = xt−1 + a(1− (1/k)nt−1)θ + t. (2.7)
Define the carrying capacity of the population as k. This parameter appears in the
theta-logistic model, and, for the Ricker and Gompertz model, k = −a/b. Like the
Gompertz model, the Ricker equation has an extension that models both direct and
delayed density dependence. This model is
Nt | nt−1 = nt−1e(a+bnt−1+cnt−2)δt
or Xt | xt−1 = a+ xt−1 + bnt−1 + cnt−2 + t (2.8)
Note that the Ricker model on the log scale is nonlinear in the covariates, but linear
in the parameters.
The logistic model has the same type of dynamic behavior as the Ricker (discussed
below); however, the dynamics of the Beverton-Holt and the Theta-logistic models
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are more complex. See Sun, et al. (2009) and Thomas, et al. (1980) for a further
discussion on the dynamic behavior of these models.
The Ricker Model
The Ricker model has been studied and its stochastic version has been applied
to data since its inception in the mid 1950s. This investigation focuses on this pro-
cess model because its dynamics are well-known and its popularity in the ecological
literature. Suppose that the deterministic version of the model is rewritten as
Nt | nt−1 = nt−1ea[1−(1/k)nt−1],
then, its dynamic behavior is determined by the value of the intrinsic growth rate a.
Thomas, et al. (1980) categorizes the deterministic behavior of this model. They find
that: (1) a < 0 implies that the population will go extinct (the abundance mono-
tonically decreases to 0), (2) a = 0 implies that the abundance will stay at its initial
value and never change, (3) 0 < a ≤ 1 implies that the abundance will increase to its
carrying capacity asymptotically (or decrease if the initial population size is greater
than k), (4) 1 < a < 2 implies that the abundance oscillates in a damped fashion
around the carrying capacity, (5) 2 < a < 2.69 creates increasing levels of limit cycles
depending on the value of a around the carrying capacity, and (6) a > 2.69 implies
that the system is experiencing chaos. When a deterministic dynamical system is
experiencing chaos, subsequent values seem like they are produced by an underly-
ing random mechanism. However, certain parameter values cause the system to be
highly unpredictable, i.e. a pattern in the dynamics is difficult, if not impossible, to
determine. For completion, no matter how unrealistic this scenario is, if a < 0 and
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the initial population size is greater than the carrying capacity, then the population
explodes to infinity. Lee (1996) proves that, for a > 0, b < 0, and error added
in on the log scale with mean 0 and homoscedastic variance, the stochastic Ricker
model (written as equation 2.5) has some desirable properties, including asymptotic
stationarity. In this reference, the proof of this seems to include parameter values
that induce mathematical chaos deterministically, and subsequent simulations in-
clude such values. Lee (1996) proves only the existence of the asymptotic stationary
distribution of Xt for a ≥ 0 and b < 0 and that the moments E(Xr), r > 0 are
finite; the functional forms are not given within.
2.2 Methods Without Measurement Error
In order to put the adverse effects of measurement error on estimators and in-
ference into perspective, estimators extracted from untainted data should be inves-
tigated. In this section, perfectly measured data are fitted to the Ricker model. For
a general discussion of parameter estimation techniques and inference for nonlin-
ear time series, see Kantz and Schreiber (1997), Kedem and Fokianos (2002), Tong
(2003), Fan and Yao (2003), and Gao (2007). The focus of this thesis is on the Ricker
model. Turchin (1990), Dennis and Taper (1994), Lee (1996), Solow (1998), Quinn
and Deriso (1999), McCallum (2000), Ponciano, et al. (2005), and Bra¨nnstro¨m and
Sumpter (2006) fit this model to data without considering measurement error.
The sources listed above take many different approaches. Most require some
kind of distribution assumption. One of the goals of this thesis is to forgo such
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assumptions wherever possible. For this reason, and among others described later,
the approach adopted here is to use estimating equations.
2.2.1 Estimating Equation Methodology
An Overview of Estimating Equations
The estimating equations approach to parameter estimation is a generalization of
likelihood methods and least squares that only requires moment assumptions rather
than depending on the probability distribution of the data. The actual estimating
equations, denoted S(y; β) =
∑
i S(yt; β) in general, are functions of the data and
parameters whose expected value, or limiting mean with respect to the sample size,
is zero (here t is an arbitrary index of the random sample y). The choice of this
notation shows the connection between estimating equations and likelihood methods
because the score functions are often used as estimating equations.
The estimation is done by equating the functions to zero and solving for the pa-
rameters; the caveat is that there needs to be an equation per parameter, and the
functions must be linearly independent. Besides being robust to distribution assump-
tions, this method often requires less computation resources than the maximization
of a complicated likelihood (e.g. likelihoods formed from nonlinear, dynamic mod-
els). For a more detailed introduction to estimating equations, see Godambe (1997,
pgs 5-15), Hardin and Hilbe (2003, chapters 2 and 3), and Kedem and Fokianos
(2002), the latter two use estimating equations based on likelihoods in the context
of generalized linear models.
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The estimators derived from estimating equations have some pleasing properties:
as long as some regularity conditions are met, then these estimators are consistent
and asymptotically normal (see Crowder (1986)). Furthermore, the approximate









where I(β) = E[(∂S(yt; β)/∂β)
′(∂S(yt; β)/∂β)]. Putting all of this together,
√
n(β̂i − βi) ∼ AN(0,Σβ )
where β̂i is the estimator of the i
th parameter derived from using estimating equa-
tions.
Estimating Equations for Nonlinear, Dynamic Models
For this investigation, the process model is dynamic and nonlinear with E(yt −
m(yt−1;ω) | yt−1) = E(dt | yt−1) = 0 (with t indexing time), which implies that
the estimating functions are of the form
∑
t S(yt;ω, yt−1) =
∑
t ct(yt−1;ω)dt, where
ct(yt−1;ω) is chosen to ensure optimality in terms of maximizing information. Go-
dambe (1985) showed that ct = E(∂dt/∂ω | yt−1)/E(d2t ). By the double expectation
formula
∑
tE[E(S(yt; β, yt−1) | yt−1)] = 0 fulfilling the specified requirement. Lele
(1994) estimates the parameter of the logistic model (a chaotic, nonlinear, dynamic
model related to the Ricker model) using estimating equations, and Lele, et al. (1998)
apply estimating equations to ecological population data assuming that the process
has Ricker dynamics allowing for spatial variability on the log-abundance scale. The
17
consistency and asymptotic normality properties follow for these types of models un-
der suitable conditions; see Godambe (1985) and Tjøstheim (1986) for details. Also,








where I(ω) = E[(∂m(yt−1;ω)/∂ω)] is the information matrix.
Estimating Equations applied to the Ricker Model: Log-abundance Scale
Let Xt = log(Nt) be the perfectly measured log-abundance at time t ∈ {1 . . . T}.
As discussed in Chapter 2.1, E(Xt | xt−1) = xt−1 + a + b exp(xt−1) = xt−1 + a −
a/k exp(xt−1). Assume further that V ar(Xt | xt−1) = σ2 . Then the estimating






 xt − xt−1 − a− b exp(xt−1)
exp(xt−1)[xt − xt−1 − a− b exp(xt−1)]

















xt − xt−1 − a+ a exp(xt−1)k
]






t=2 exp(xt−1)/(T −1), SDE =
∑T
t=2(xt−xt−1) exp(xt−1)− (T −1)ED, and
SEE =
∑T
t=2 exp(2xt−1)− (T − 1)E
2
, the resulting estimators are
âEE,b = D − b̂EEE and b̂EE = SDE
SEE
,
which are the estimators if xt − xt−1 is regressed on exp(xt−1), and the conditional
maximum likelihood estimators if Xt | xt−1 ∼ N(xt−1 + a + b exp(xt−1), σ2 ). These
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are also the least squares estimates of a and b from a linear regression of xt − xt−1
onto exp(xt−1). Besides Cushing (1998, pg 50), this fact has not been utilized very
much in the ecological literature. Note that inferences that would accompany the
estimates calculated by a standard statistical computing package based on regression
are not necessarily correct because of autocorrelation between the regressors and the
outcomes. In terms of {a, k}, the estimators are
âEE,k =
k̂2EED(T − 1)− k̂EE(SDE + (T − 1)DE)
k̂2EE − 2k̂EE(T − 1)E + SEE + (T − 1)E
2
and
k̂EE = E − SEE
SDE
D.
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Estimating Equations applied to the Ricker Model: Abundance Scale
Let Nt be the perfectly measured abundance at time t ∈ {1 . . . T}. As discussed
in Chapter 2.1, E(Nt | nt−1) = nt−1 exp(a+ bnt−1) = nt−1 exp(a− a/knt−1). Assume







 nt − nt−1 exp(a+ bnt−1)












(nt − nt−1 exp(a(1− nt−1/k)))
 .
On this scale, closed form solutions do not exist for {a, b} nor {a, k}. However, for
{a, b}, one of the parameters can be solved in terms of the other, and a root-finding
routine can be applied via, for example, R. Some details on computing are located in
Appendix A. The factors that go into the approximate covariance matrix in terms
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Those factors that go into the approximate covariance matrix in terms of {a, k} are
located in Appendix E. A simulation study follows to investigate the performance
of using estimating equations in estimation assuming the process follows the Ricker
model under both scales and various levels of a.
2.2.2 Simulation Study
Here, data sets are simulated without measurement error. This simulation study
without including measurement error does provide a reference point to interpret
results from analyses that ignore measurement error, and those that try to account
for it. It should be noted that these results should be the best that can be expected
since no measurement error is included here. In other words, with measurement error
included in the analysis, the estimates and inferences should be, at best, as good as
those presented here, but probably worse. This should be particularly true in naive
analyses that do not account for measurement error, and the hope is that those that
correct for measurement error will measure-up to the results displayed here. The
model used to create the data sets isXt | xt−1 ∼ N(xt−1+a(1−1/k exp(xt−1)), σ2 ) t ∈
{1, ..., T} where a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, σ = 0.2, T = 20, and x1 =
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log(50); M = 1000 data sets will be created per parameter combination. Note
that the data will be analyzed only on the log-abundance scale for computation
convenience.
Table 1 contains the simulation means and medians of the estimates and biases in
estimating a, k, and σ. Note that two data sets were removed from the simulation
where a = 0.2 due to negative estimates of k. Upon inspection of this table, a is esti-
mated with high, positive bias when its true value is 0.2 bias, and the bias decreases
to almost 0 as a increases. The other parameters k and σ are well-estimated for all
values of a, with σ typically underestimated.
Table 2 contains the simulation standard deviations, means (with median in
parentheses) of the approximate analytical standard errors, and coverage rates of
95% Wald confidence intervals based constructed using the analytical standard er-
rors (only the simulation standard deviation of σ is reported). Upon inspection,
both the simulation standard deviations and mean of the standard deviations in es-
timating a are quite close, albeit very high compared to the true value of a, especially
when a is small. When a is small, the standard deviations and standard errors are
also high, the median (when a = 0.2) indicates that there are some high estimates of
̂
SE(k̂). As a increases, then these measures of variability decrease by quite a bit. A
notable feature here is that the variability in estimating σ based on the simulation
standard deviation does not seem to be affected by the value of a.
One worrying aspect of this analysis is that, across the board, the coverage rates
are below 95%. One reason for this can be that the sample size (or time frame) is
small (T = 20), which is typical in the population ecology context. However, the
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Table 1. Simulation means and medians statistics from the analy-
sis of simulated data using the Ricker function on the log-
abundance scale without including measurement error in
the model. The parameter values to simulate the data are
a = {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, and σ = 0.2. Two data
sets were removed from the simulation where a = 0.2 due to
negative estimate of k.
Mean
â k̂ σ̂
a Est. Bias Est. Bias Est. Bias
0.2 0.367 0.167 99.050 -0.950 0.194 -0.006
0.75 0.815 0.065 99.923 -0.077 0.196 -0.004
1.5 1.501 0.001 100.193 0.193 0.196 -0.004
2.4 2.389 -0.011 100.042 0.042 0.195 -0.005
2.6 2.591 -0.009 100.003 0.003 0.196 -0.004
Median
â k̂ σ̂
a Est. Bias Est. Bias Est. Bias
0.2 0.354 0.154 94.771 -5.229 0.193 -0.007
0.75 0.801 0.051 99.847 -0.153 0.194 -0.006
1.5 1.516 0.016 100.129 0.129 0.196 -0.004
2.4 2.402 0.002 100.079 0.079 0.196 -0.004
2.6 2.594 -0.006 99.909 -0.091 0.196 -0.004
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focus of this thesis is not to research further why this is so, or the deficiencies of
using the Wald-type confidence interval in this framework.
Table 2. Simulation standard deviations (Stdev), means (medians) of
approximate analytical standard errors (StErr), and cover-
age rate (CR) of 95% Wald confidence intervals constructed
using the approximate analytical standard errors from the
analysis of simulated data using the Ricker function on the
log-abundance scale without including measurement error in
the model. The parameter values to simulate the data are
a = {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, and σ = 0.2. Two data
sets were removed from the simulation where a = 0.2 due to
negative estimate of k.
â k̂ σ̂
a Stdev StErr CR Stdev StErr CR Stdev
0.2 0.176 0.150 (0.144) 0.798 45.005 70.805 (11.924) 0.684 0.035
0.75 0.218 0.192 (0.191) 0.871 6.010 5.692 (5.377 ) 0.902 0.033
1.5 0.201 0.182 (0.179) 0.906 3.008 2.886 (2.840 ) 0.916 0.035
2.4 0.101 0.083 (0.081) 0.890 1.885 1.776 (1.775 ) 0.918 0.034
2.6 0.085 0.073 (0.072) 0.893 1.771 1.644 (1.639 ) 0.925 0.034
2.3 Measurement Error Models
As mentioned earlier in Chapter 1, measurement error is present in many ap-
plications where data are modeled by a dynamic process. At each point in time,
Yt cannot be measured exactly, but is estimated by some sampling scheme. This
mismeasured value is denoted ŷt and the mismeasured data up to time T is denoted
ŷ = ŷT = {ŷt; t = 1, . . . , T}. These mismeasured observations are viewed as random
variables in the model framework and are denoted Ŷt or ŶT = Ŷ for the whole series.
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In general, Ŷt ∼ fŶt|yt(ŷt; yt, θ) where E(Ŷt | yt) = µ(yt, θ), V ar(Ŷt | yt) = σut(yt, θ),
and Cov(Ŷt, Ŷs | yt, ys) = σuts(yt, ys, θ) where t 6= s. Note that θ contains the param-
eters associated with the measurement error model. Typically, µ(yt, θ) = yt which
indicates that Ŷt is unbiased for yt, but in this investigation the issue will be whether
the unbiasedness is assumed for N̂t (abundance) or X̂t (log-abundance).
In ecological abundance models, this measurement error arises because, at each
point in time an animal abundance is estimated due to the difficulty inherent in
the exact measurement of the number of animals in a given area. In this case, an
estimated animal abundance at time t is denoted N̂t and the log-abundance is X̂t.
Two popular measurement error models are the additive and multiplicative mod-
els, given by,
Ŷt | yt = yt + ut (2.9)
Ŷt | yt = ytqt. (2.10)
In equations 2.9 and 2.10, Ŷt and yt may refer to either N̂t and nt or X̂t and xt
depending on the model assumptions. The randomness in these models comes from
the random variables ut and qt . The conditional expected value and variance of ut
or qt determine the nature of the measurement error bias and variance. Similar to
the discussion in Chapter 2.1, E(X̂t) = E(log(N̂t)) 6= log(E(N̂t)). Therefore, if the
measurement error model is such that the abundance is measured without bias, then
there is bias in measuring the log-abundance and vise-versa.
A special case is the Poisson measurement error model assumed to be unbiased on
the abundance scale, that is N̂t | nt ∼ Poisson(nt). Note here that σ2ut = nt. This
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characteristic of the mean/variance relationship can be generalized. For instance,
the variance can be modeled to be greater than the mean in the so-called over-
dispersion model. One way to construct an over-dispersed Poisson measurement
error model is to let N̂t | nt ∼ Negative Binomial[m = nt/(c − 1), p = (c − 1)/c].
Here, E(N̂ | nt) = nt so the measurement error model is still unbiased for the true
abundance. Also, V (N̂t | nt) = cnt where c > 1 is the proportion of the mean
for the variance. The motivations for this model are that as m approaches infinity
(equivalent to c approaching 1) the Negative Binomial[nt/(c− 1), (c− 1)/c], c > 1
distribution approaches Poisson(nt) (see McCullagh and Nelder, 1989, Chapter 6.2).
In many disciplines, especially ecology, heteroscedasticity in the measurement er-
ror can be present. In addition to dependence on the underlying true values, changes
in sampling effort, weather conditions, terrain, and other factors contribute to the
change in variability among sampling time points. See Buonaccorsi, et al. (2006),
where the parameters of a random walk model, and functions of them, are estimated
in the presence of measurement error with heteroscedastic variance. Also, in many
sampling schemes, estimated variances and covariances accompany the observations
and can be exploited in the methods to estimate parameters. These are generally
denoted σ̂2ut and σ̂uts. See Staudenmayer and Buonaccorsi (2005) where, under cer-
tain conditions, the estimated measurement error variances are used to in corrected
estimating equations to estimate AR(p) parameters, and Buonaccorsi and Stauden-
mayer (2009) where they are used to estimate process variance, functions of model
parameters, and carry out inference in a random walk model. As discussed earlier,
one of the goals of this thesis is to adapt existing methodology to use these estimated
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measurement error variances in what are called “pseudo” methods when dealing with
nonlinear models.
Finally, many sources in the ecological literature warn of the consequences of
ignoring measurement error. Some of these warnings include biased process model
parameter and variance estimates (see Turchin (1990) and Buonaccorsi, et al. (2006))
and negative total autocorrelation in a time series where no autocorrelation is present
in the growth increments (McNamara and Harding, 2004) if measurement error is
ignored. Also, measurement error leads to inference issues such as an inflated rate
of detection of delayed density dependence, as demonstrated through simulation in
Solow (1998), Solow (2001), and Freckleton, et al. (2006). Viljugrein, et al. (2005)
also used simulation to show that ignoring measurement error leads to bias in the
estimates of an AR model and inflation of the process error variance.
2.4 Likelihood Functions
One of the most popular ways to estimate parameters in parametric models is
by maximum likelihood (ML) where a likelihood function is defined and maximized
with respect to the parameters. These parameter values are called the maximum
likelihood estimators (MLEs) and often have desirable properties such as consistency,
efficiency, functional invariance, and asymptotic normality. For more details on ML
and MLEs, see Casella and Berger (2002, Chapters 6.3 and 7.2.2) for a general
discussion, Brockwell and Davis (2002, Chapter 8.7) for ARMA models, and Kedem
and Fokianos (2002, Chapter 1) for partial ML and its usage in time series models.
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Suppose a random sample of size T is taken from a large population and yT =
{y1, .., yT} denotes the data, then the likelihood function, L(ω), is defined as the
joint distribution of the data, fYT (yT ;ω) =
∏n
t=1 fYt(yt;ω) viewed as a function of the
parameters, ω. It is a challenge, if not impossible, to calculate fYt(yt;ω) for nonlinear,
dynamic data. As discussed in Chapter 2.1, the moments and distributions of Yt are
defined conditional on lagged observations. Therefore, the likelihood function can be
calculated by:









fYt|yt−1(yt | ω, yt−1),
where the difference is that rather than conditioning on the complete past yt−1 =
{y1, . . . , yt−1}, only the previous point in time yt−1 is conditioned on. Kedem and
Fokianos (2002, Chapter 1) argue for the construction of a partial likelihood, in this
case a conditional likelihood (CL) function, by dropping the first factor because the
subsequent optimization of this function (called conditional maximum likelihood or
CML) yields estimators with properties similar to those from ML (e.g. ω̂ from CML
is consistent, efficient, and asymptotically normal). Furthermore, it does not force
any assumptions on the marginal distribution of Y1 (which depends on the model




fYt|yt−1(yt | ω, yt−1).
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Now, suppose that yT is unobserved and its estimate ŷT = {ŷ1, ..., ŷT} is as
explained in Chapter 2.3. Recall that moments and distribution assumptions for Ŷt
are made conditional on the true value with θ being the collection of parameters that
are involved in the measurement error model. Exploiting the conditional statements,
the likelihood function is constructed as follows:






























De Valpine and Hastings (2002) refer to equation 2.11 as the true likelihood since it
takes into account all possible state trajectories in the state space. The initial state
y1 can be treated a couple of different ways. If it is treated as a random variable, then
fY1(y1;ω) must be supplied, but it often difficult to obtain exactly. A popular tactic
is to assume fY1(y1;ω) is the stationary distribution for the process. In the context
of nonlinear dynamic models, this may also be a cumbersome function to calculate
and adds to the inevitable numerical expensive of calculating and optimizing the
likelihood function. Rather than treating y1 as a random variable, it can either be
assumed known, or estimated along with the other parameters. If either tactic is
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adopted, then the true likelihood function becomes

















where the subscript 2 : T indexes the second to the T th element of yT . It may be
very cumbersome to do ML or CML when the true likelihood contains an integral,
especially since the number of integrals increases with the sample size. This will be
investigated further in Chapter 4.1.1.
Once the likelihood function is constructed, it is maximized, or, more popularly,
minimized on the −2 log scale with respect to the parameters, and the values that
optimize the likelihood function are the MLEs (or CMLEs). As previously stated,
MLEs and CMLEs have desirable properties that make ML or CML worth exam-
ining; however, for reasons explained later, these approaches are not taken in this
investigation.
As stated in Chapter 2.3, there are applications where estimates of measurement
error parameters are readily available from the sampling scheme. For instance, when
an animal abundance is estimated at time t, it is possible to obtain a measure of
variability for this estimate. The estimated abundance and its estimated variance
measured at time t are denoted dt = {n̂t, σ̂2qt}, or {x̂t, σ̂2ut} for estimates on the
log-abundance scale. If these estimators have, or it is reasonable to assume that
they have, certain properties, then the measurement error parameters in the model
can be substituted by their estimates in what are called “pseudo” analyses. For
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instance, Staudenmayer and Buonaccorsi (2005) show that if the dynamic model is
AR(p) and the measurement error is additive, normal, and heteroscedastic, then the
AR parameter estimate φ̂ are consistent if the average of the measurement error
variances converges in probability to the true average measurement error variance.















with the same type of substitution for the dynamic CML function. Likelihood and
pseudo-likelihood methodologies will be commented on further in Chapters 2.5 and
4.
2.5 Literature Survey
In the past few decades, the literature has become saturated with methodol-
ogy and numerical techniques to calculate likelihood functions, optimize them, and
perform statistical inference in state space paradigms, especially in the ecological
sector. This section is a survey of such methods with application to dynamic animal
abundance models. Chapter 2.5.1 reviews methodology for dynamic linear mod-
els. Chapter 2.5.2 is a survey of the likelihood methodology for nonlinear dynamic
models. Both of the aforementioned sections are in the relative frequentist context.
Chapter 2.5.3 is a brief review of the Bayesian methodology.
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2.5.1 Linear Dynamic Models
This section contains a non-exhaustive review of the literature where linear dy-
namic models are used in animal abundance applications, and ML or CML is used
for parameter estimation. This review includes references that ignore and account
for measurement error, but focuses on the latter. Recall from section 2.1 that the
more popularly used dynamic models are the exponential model (E(Nt | nt−1) =
nt−1 exp(β) or E(Xt | xt−1) = xt−1 + β) and the Gompertz model (E(Nt | nt−1) =
nt−1 exp(a + bxt−1) or E(Xt | xt−1) = a + (1 + b)xt−1). Recall that on the log-
abundance scale, these models are referred to as the random walk and AR(1) models,
respectively. For a detailed investigation of these models without measurement error
see Brockwell and Davis (2002, Chapters 2.4, 5.1, 5.2, and 6). Buonaccorsi (see 2010,
chapter 12) presents a general discussion of these models including measurement er-
ror, including properties of naive estimators and how to correct for measurement
error.
Random Walk Models:
Dennis, et al. (1991) ignore measurement error and allow for unequal time inter-
vals between sampling points. The time elapsed between time ti+1 and ti is denoted
τi = ti+1 − ti. They assume conditionally independent, N(0, σ2) errors and, in great
detail, show that this is a Wiener process when the first order Markov assumption
is applied. To estimate parameters, they use CML and argue that estimators are




τi. In fact, this is
a linear model and well established inference methodology from linear model theory
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follows. See also the naive analyses in Buonaccorsi, et al. (2006) and Buonaccorsi
and Staudenmayer (2009).
Staples, et al. (2004) use the random walk process model with unbiased, normal,
homoscedastic error. The measurement error model is additive, normal, biased,
and homoscedastic. They use REML on the first difference of the observed log-
abundances to estimate parameters assuming a Toeplitz(2) covariance structure.
Buonaccorsi, et al. (2006) use an exponential process model on the log-abundance
scale with additive, normal, and homoscedastic errors. They allow for unequally
spaced time points, which imposes heteroscedasticity through the multiplication of
the variance by the known difference in successive time points (τi = ti− ti−1). Using
first principles, they estimate parameters and functions of the parameters using a
method they have coined the naive analysis. Next, they carefully distinguish be-
tween defining the observation error model on the log-abundance and on the actual
abundance. They also note that there are closed equations to relate the two mod-
els if the errors in the abundance model are log-normally distributed. Using the
log-abundance measurement error model (additive, heteroscedastic, autocorrelated,
and possibly bias-imposing errors), they calculate bias or approximate bias expres-
sions and note the simplification if the observation errors have certain properties,
such as lognormality. Staudenmayer and Buonaccorsi (2006) use the same models as
Buonaccorsi, et al. (2006) and offer several methods of correcting for measurement
error in estimates and in development of their standard errors: method of moments
(mom), pseudo method of moments (pmom), linear mixed model (lmm), and pseudo
linear mixed model (plmm). The mom correction requires that the measurement er-
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rors have common mean and are uncorrelated. The bias can be subtracted from the
naive estimate to calculate the corrected estimate. The pmom correction allows for
the observation errors to have different means and correlation structure. The pmom
correction follows the same procedure as the mom correction, but estimated pro-
cess error means, variances and covariances are provided by the data and sampling
scheme. The lmm approach assumes that the observation errors are unbiased and
that the data are normally distributed. This implies that the likelihood follows a lin-
ear mixed model, and REML is used to estimate parameters. The plmm method uses
the same approach as lmm, but uses the estimated covariance of the measurement
errors. Buonaccorsi and Staudenmayer (2009) extend this methodology by including
ways to do statistical inference on model parameters and functions of them. They
also include a way to bootstrap in this paradigm.
Linear Autoregressive Models:
Langston, et al. (2002) allow for multiple sites to be sampled within a year. They
use the first order Markov assumption and implement both CML on a model that
assumes normal process errors and restricted CML allowing for random site and year
effects. Inference is done using the parametric bootstrap and Wald type χ2 tests.
De Valpine and Hilborn (2005) demonstrate through simulation that the EV
method provides biased estimates of parameters (even asymptotically), inflated vari-
ances, and incorrect inferences. They support these conclusions by comparing esti-
mates from an AR(1) model (additive, normal process errors) with additive, normal,
homoscedastic measurement errors to that of the constrained (since the ratio of the
error variances is known) and non-constrained (assumes nothing about the ratio of
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the error variances) KF analysis results, which provide asymptotically correct esti-
mates and inferences.
Davis, et al. (2005) show, in detail, how the ML estimator of the parameters in
a first-order Poisson GLARMA (generalized linear autoregressive moving average) is
asymptotically normal. They designed a state-space model where the observation at
time t is a Poisson(µt) random variable and the state equation log(µt) is a moving
average with martingale difference noise. They argue that, given the past errors in
the MA are 0, the likelihood has a certain form. Newton-Raphson is used to find the
maximum likelihood estimators (MLEs) and their standard errors. After satisfying
regularity conditions, they establish the asymptotic normality of the MLEs.
Staudenmayer and Buonaccorsi (2005) develop an estimator for the parameters
in an AR(p) model with additive measurement error based on directly correcting the
estimating equations for bias. The estimator allows for heteroscedastic measurement
error variances and exploits them if they are estimated from the sampling scheme.
Asymptotic properties of this estimator are investigated, and the asymptotic vari-
ance is calculated. The performance of this estimator is compared to three other
estimators in terms of RMSE: pseudo-ML (pML), ARMA(p,p), and modified Yule-
Walker (MYW) estimators. The pML estimators are calculated by maximizing the
likelihood of the true values plus the measurement errors, assuming that the true
values and the measurement errors are independent and normal, and the estimated
covariance of the measurement errors is used. The ARMA(p,p) method exploits the
fact that the observed series is an ARMA(p,p) when the measurement error is ho-
moscedastic, and KF is used along with numerical optimization routines to maximize
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the likelihood. The MYW method solves the Yule-Walker equations and uses the
observed lag j autocovariance is the same for the observed series and for the true
values.
Dennis, et al. (2006) use the AR(1) process model with additive, homoscedastic,
normal errors. They exploit the covariance structure here for parameter estimation.
The measurement error model is additive, homoscedastic, independent, unbiased,
and normal on the log-abundance scale. They use ML (using Nelder-Mead to maxi-
mize the joint likelihood and through the KF) on the observed log-abundances and
REML on X̂t+1 − X̂t for parameter estimation. They allow for both stationary
and non-stationary series (the later requires estimating the initial state x0). They
also show how to calculate functions of parameters using the estimates, such as the
carrying capacity of the population. Lele, et al. (2007) also uses a similar model,
but introduces their new numerical parameter estimation technique with roots in
CML called “data cloning” where the k copies of the data are assumed seen and the
likelihood calculated for these k copies (making the MLE easier to find).
Lele (2006) uses two types of autoregressive process models on the log-abundance
scale with additive, homoscedastic, normal errors: one is assumed stationary and one
non-stationary. The observation model is Poisson with rate equal to the abundance
at time t, but says that any distribution can be used here. A composite-likelihood
(CL) analysis, with roots in estimating functions theory, is used. The parametric
bootstrap is suggested for inference.
Kalman Filter:
The Kalman filter (KF) developed by Kalman (1960) aims to estimate a latent
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value (called the “signal”, denoted yt) when it has been corrupted by error (called
the “noise”, denoted ut) when the sum of the two quantities is observed (denoted ŷt);
the underlying latent model is a stochastic, linear, dynamic process. There are three
state estimates that the Kalman filter obtains for each time t: predicted (denoted
y˜t|t−1), filtered (y˜t|t), and smoothed states (y˜t|T ). The predicted states are estimates
based on all observations up to time t − 1 (i.e. y˜t|t−1 = ̂E(Yt | ŷt−1)), the filtered
states are estimates based on all observations up to time t (i.e. y˜t|t = ̂E(Yt | ŷt)),
and the smoothed states are are estimates based on all of the T observations (i.e.
y˜t|T = ̂E(Yt | ŷT )). These estimates are obtained by minimizing a loss function with
respect to y˜t|t, and the loss function that is connected to a likelihood function and is
typically chosen is
∑T (yt − y˜t|t)2.
The following briefly describes the calculations involved to use the Kalman fil-
ter to obtain state process parameter estimates using CML (for more details, see
Kalman (1960), Haykin (2001, Chapter 1), and Dennis, et al. (2006)). To illus-
trate it, suppose that the paradigm is Yt | yt−1 = φyt−1 + t, t iid∼ N(0, σ2 ),
Ŷt | yt = yt + ut, ut iid∼ N(0, σ2u), and t ⊥ us∀ t, s. The initial state y0 will be
treated as a model parameter to be estimated, and the initial error variance is σ2u.
1. Initialization step: y˜0|0 = y0 and P0|0 = σ2u
2. For t = 1, . . . , T :
(a) Predicted state estimate: y˜t|t−1 = φy˜t−1|t−1
(b) Pt|t−1 = φ2Pt−1|t−1 + σ2
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(d) Filtered state estimate: y˜t|t = y˜t|t−1 +Gt(ŷt − y˜t|t−1)
(e) Pt|t = (1−Gt)Pt|t−1
3. Recall that the CL function is
∏T
t=1 fŶt|ŷt−1(ŷt; ŷt−1, y0, φ, σ, σu), and, from nor-
mal distribution theory, Ŷt | ŷt−1 ∼ N(y˜t|t, Pt|t). Using this and the recursion
relations, the CL likelihood function is constructed and minimized with respect
to {φ, σ, σu, y0}.
Note that data with these assumptions can be analyzed using mixed model method-
ology rather than using the KF.
Besides those mentioned above, Knape (2008) also uses the KF to analyze an
AR(1) process model and additive measurement error model, both on the log-abun-
dance scale with homoscedastic, unbiased, normal process and measurement errors
in simulation to investigate the density dependence estimator bias for different levels
of the knowledge of the error variances. He claims that identifiability of parameters
is a problem when the measurement error variance is greater than the process error
variance. In their model, the precision of the density dependence estimate is inversely
related to the strength of density dependence. However, if the density dependence
parameter is 0 (random walk with drift model), then it is difficult for the analysis to
separate measurement error variance and process error variance. He concludes that,
for noisy time series, state-space models may not be useful in all cases. However,
with the proper restrictions and assumptions on the measurement and process error
variances, state-space formulations work well for parameter estimation.
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There are several variants of the KF when the process model is nonlinear. The
more popular techniques are the extended KF (EKF) and the unscented KF (UKF).
The former performs the KF with a linearization step, and the latter does not lin-
earize, but rather uses the nonlinear dynamic function to transform deterministic
“sample points” around the state. Details to implement these procedures will be
suppressed.
2.5.2 Non-Linear Dynamic Models
Over the past few decades, parameter estimation and inference in nonlinear time
series have been handled a few different ways. For general discussion of nonlinear time
series and parameter estimation techniques therein, see Kantz and Schreiber (1997)
and Tong (2003); Fan and Yao (2003) and Gao (2007) also include inference methods.
Kedem and Fokianos (2002) take a partial likelihood approach to generalized time
series parameter estimation and inference (recall that a partial likelihood is a more
general form of a conditional likelihood function).
Methodology that Ignores Measurement Error
Priestley (1978) and Priestley (1985) use a general, nonlinear time series for the
process model with additive normal, homoscedastic errors, and ignore measurement
error. He uses a transformation (Volterra expansion) into what he calls the “state-
dependent model,” which he claims is a locally linear autoregressive moving average
(ARMA) process. A variant of the EKF method is used to calculate parameter
estimates in this ARMA process.
Turchin (1990) uses the Ricker process model that allows for delayed density
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dependence (Equation 2.8) and wants to estimate and draw inference on the pa-
rameters within, c in particular, and ignores measurement error. He works on the
log-abundance scale and regresses Xt −Xt−1 on Nt−1 and Nt−2. He states that this
assumes that δt ∼ lognormal(0, σ2), but it actually means that t ∼ N(0, σ2). There-
fore, this analysis is the same as conditional maximum likelihood (CML) using the
second order Markov assumption. Another thing to note is that Turchin goes on
to use AR(2) inferential methodology, but this process model is not an AR(2), it is
nonlinear. See Solow (1998) who carries on the same framework, but is motivated by
the effects of measurement error on the detection of the delayed density dependence
parameter.
Dennis and Taper (1994) use CML (with the first order Markov assumption and
normal, unbiased, homoscedastic process noise), but apply it to the Ricker model
assuming only direct density dependence (Equation 2.5) on the log-abundance scale
ignoring measurement error. They recommend the parametric bootstrap for infer-
ences. For sources that use the same model and assumptions, see Bra¨nnstro¨m and
Sumpter (2006) for a general discussion on process noise, Ponciano, et al. (2005) who
use an “ANOVA-like” variant to the Ricker process model for inference and present
a model selection procedure, McCallum (2000) who suggests jackknifing for infer-
ence, and Quinn and Deriso (1999), who suggest using the delta method to calculate
variances of parameter estimates. Lee (1996) uses the same paradigm as Dennis and
Taper (1994). He proves conditions are satisfied to use conditional least squares for
parameter estimation. He also demonstrates how inference, which comes from the
asymptotic normality of the conditional least squares estimates, can be carried out.
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Solow (2001) uses the logistic map (Equation 2.4) in an effort to see the effects
of measurement error on the naive estimation of the parameter. He works on the
density scale (which is done when working with this process model) with additive
process errors that are N(0, σ2) and are conditionally independent (the first order
Markov assumption is used). A formula is given for the parameter which is the CML
estimator.
Berliner (1991) also uses this paradigm, but entertains both CML and Bayesian
approaches to do estimation assuming that σ = 0.1. The CML approach here is
conditioned only on the initial state n0 and the log of the likelihood function is
l(n0, a) = −
n∑
i=1
(ni − fi(n0; a))2/2σ2
where fi(n0; a) is the i
th-fold of the logistic map. He analyzes the effects on the
likelihood function of different values of the parameter since the logistic function is
known for its chaotic nature. Measurement error is ignored in the analysis.
Methodology that Accounts for Measurement Error
This part of the section investigates methods where likelihood (or likelihood-
type) functions are maximized in models where there is a latent dynamic process
subject to measurement error. The methods are itemized by numerical technique to
optimize the likelihood function accounting for the challenge of integrating over the
state space.
1. NISS (Numerically Integrated State Space)
• De Valpine and Hastings (2002): They entertain two process models
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both on the log-abundance scale; the Ricker and the Beverton-Holt (Xt |
xt−1 = xt−1 + a − log(1 + β1 exp(xt−1) + t) where the process error
t | xt−1 ∼ N(0, σ2 ) and are iid. The measurement error model is
X̂t = xt + ut where ut | xt ∼ N(0, σ2u) are iid and independent of the
process error. NISS calculates the data likelihood (L(θ; x̂T ) = P (X̂1 |
θ)ΠTt=2P (X̂t | x̂t−1, θ)) by a series of conditioning steps and marginal-
izations. First, P (X̂1 | θ) =
∑
x1
P (X1)P (X̂1 | x1) is calculated. Here,
and in subsequent state-marginalizing steps, it is necessary to assume
that the abundance is bounded by a chosen number. Next, the first
state is “updated” by the first observation and the subsequent mass is
P (X1 | x̂1) = (P (X1)P (X̂1 | x1)P (X̂1 | x1))/P (X1). The next factor in
the likelihood product is calculated by





P (X1 | x̂1)P (X2 | x1)P (X̂2 | x2).
This process continues until the complete likelihood is calculated. In-
tegrals and density functions should be substituted accordingly for the
continuous case. Since the process model is non-linear and the errors al-
lowed to be non-Gaussian, the calculations need to be done numerically.
NISS uses numerical methods such as the discretization of the range of
all possible states and Fourier transforms to simplify convolution integral
calculations involved. The Nelder-Mead algorithm is used to maximize
the likelihood. Since the likelihood is being calculated and maximized,
their estimators come from CML, so it is reasonable to use asymptotic
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normality of estimators for inferences such as the likelihood ratio test
(LRT) for hypothesis testing and confidence interval construction, and
AIC for model selection. However, it is difficult to justify the asymptotic
properties of estimators derived from models with a nonlinear process.
• Punt (2003): The true biomass is governed by Bt+1 = (bt + abt(1 −
bt/k) − ct)et where Bt is the latent biomass at year t, the process er-
ror t | bt iid∼ N(0, σ2 ), ct is catch at year t presumably measured exactly
(not explicitly stated in his paper, but refers to De Valpine (2002) where
it is measured exactly and not treated as a random quantity), a is the
intrinsic growth rate, and k is the pre-exploitation population size. The
measurement error model is It = qbte
ηt , where It is observed abundance
index, the measurement error ηt | bt iid∼ N(0, σ2η), and q is catchability co-
efficient which is estimated along with the other parameters. They use
NISS with both states and data on the log-abundance scale and compare
the performance of its estimates to those derived from implementing the
Kalman filter, ML ignoring process error, and error-in-variables (EV).
2. MCKL (Monte Carlo Kernel Likelihood)
• De Valpine and Hilborn (2005): Same paradigm as Punt (2003). MCKL
calculates likelihoods with a weighted kernel density estimate from a
Bayesian posterior sample, then the prior distribution is marginalized us-
ing importance sampling. Specifically, the likelihood function L(θ) =
f(YT | θ) needs to be maximized with respect to θ. To do this, a Monte
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Carlo (MC) sample of size m from pi(θ | YT ) ∝ L(θ)P (θ) is taken with
the intent to eventually marginalize P (θ). Define the estimated posterior
sample pi(θ | YT ) = (1/m)
∑m
i=1Kh(θ−θi), where Kh(θ) is the multivari-
ate normal density function with mean 0 and diagonal covariance matrix
chosen as a bandwidth adjustment between bias and variance. Next, the
prior distribution is marginalized by importance sampling and calculating
L̂(θ) = (1/m)
∑m
i=1Kh(θ − θi)/P (θi). L̂(θ) is the unnormalized MCKL
estimate that is to be maximized with respect to θ by using Nelder-Mead.
Also, this reference compares the performance of the estimates derived
from MCKL to those from EV.
• De Valpine (2003): develops the MCKL method.
• De Valpine (2004): outlines conditions on the usage of MCKL and the
asymptotic properties of the estimators that it produces.
3. Data Cloning
• Lele, et al. (2007): The true values are governed by the Ricker model with
lognormal error (Nt = nt−1ea+bnt−1+t , where t | nt−1 ∼ normal(0, σ2 ) and
are iid). The measurement error model is N̂t | nt ∼ Poisson(nt). They
use data cloning to estimate parameters. Data Cloning is an estimation
technique with roots in CML where the k copies of the data are assumed
seen and the likelihood calculated for these k copies (making the CMLE
easier to find). The CMLE is found by using either a Bayesian or non-
Bayesian Markov Chain Monte Carlo (MCMC) on the cloned data sets.
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• Ponciano, et al. (2009): the model for the true values are the same as
in De Valpine and Hastings (2002). The measurement error model is
N̂t | nt ∼ Poisson(nt). They implement data cloning in the context of
carrying out inference (model selection and profile likelihood CIs).
4. Kalman Filter Variants (Extended and Unscented Kalman Filter)
• As noted earlier Punt (2003) compared the performance of the Kalman
filter to NISS and EV.
• Wang (2007): The true values are governed by the theta-logistic function
Xt = a+xt−1+(bnt−1)θ+t, where t | xt−1 ∼ N(0, σ). The measurement
error model is normal and additive on log-abundance scale with known,
heteroscedastic variance. Use both the extended and unscented Kalman
filter (EKF and UKF). These Kalman filter variants are appropriate for
nonlinear process models.
2.5.3 Bayesian Techniques
This problem also has the attention of Bayesian analysts. The most popular
Bayesian approach to the problem is to use particle filtering in conjunction with
a Markov Chain Monte Carlo (MCMC) routine. Particle filtering is a numerical
method that uses, if necessary (typical for nonlinear dynamic models), a MCMC
routine to calculate the posterior distribution of a state at time t given all of the
data up to time t (called forward filtering) and given all of the data collected (called
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backward smoothing). See Calder, et al. (2003), Clark and Bjørnstad (2004), Clark
(2005), and Newman and Lindley (2006) for a general discussion on Bayesian state-
space methodology for parameter estimation and inference in nonlinear population
models in the presence of measurement error with an application. The following is
a brief list of references that use Bayesian methods. We do not expand on these
further since the approach in this thesis is relative frequentist.
• Calder, et al. (2003): true values are governed by the Ricker function on the
log-abundance scale. The measurement error model is additive normal. They
use Bayesian particle filtering in conjunction with Metropolis-Hasting (MH)
within Gibbs Sampling to estimate the states and parameters. See also Wang
(2007).
• Clark and Bjørnstad (2004): Similar paradigm as in Calder, et al. (2003), but
use Gibbs sampling in the particle filtering framework. See also Viljugrein, et
al. (2005), Aanes, et al. (2007), Sæther, et al. (2007), Sæther, et al. (2008), and
Ward, et al. (2007).
• Newman and Lindley (2006): Use Sequential Importance Sampling (SIS) to
sample from the posterior and estimate parameters.
• Berliner (1991): Same paradigm as previously stated. The Bayesian analysis
consists of two cases: the first is that n0 is known and e
a ∼ Unif(0, 4), and
the second is that ea is known and n0 ∼ Unif(0, 0.5).
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• Stenseth, et al. (2003) use an AR(2) model (incorporating seasonal effects)
on the log-abundance scale for the process model with additive, normal, ho-
moscedastic errors. The observations are assumed to be Poisson distributed
with rate a function of the log-abundance in fall. Gibbs sampling was used to
sample from the posterior; vague priors were used (normal with high variance
and inverse gamma). Their interest is in estimating the density dependence
parameters in the process model using Hokkaido vole abundance data.
2.6 Thesis-Specific Models And Methods
Keeping in mind that the motivation is to fit animal population data over time
to a nonlinear dynamic model, both the abundance and log-abundance scales are
investigated. In both of these model frameworks, the dynamic process focused on is
the Ricker model. For convenience, let the Ricker functions be denoted as
h(nt;ω) = nt exp(a+ bnt) = nt exp[a(1− nt/k)] (2.13)
for the abundance and
g(xt;ω) = xt + a+ b exp(xt) = xt + a[1− exp(xt)/k] (2.14)
for the log-abundance scales. The first state (n1 or x1) is fixed rather than using the
stationary distribution for it. The two models are labeled Model 1 and Model 2, and
the following equations describe them.
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Model 1:
Nt | nt−1 ∼ Poisson(h(nt−1;ω)), t = 2, . . . , T
N̂t | nt ∼ Lognormal, E(N̂t | nt) = nt−1, V (N̂t | nt) = σ2qt
ω = {a, b} or ω = {a, k}
θ = {σ2qt; t = 1, . . . , T}
Model 2:
Xt | xt−1 ∼ Normal(g(xt−1;ω), σ2 ) t = 2, . . . , T
X̂t | xt ∼ Normal(xt, σ2ut); t = 1, . . . , T
ω = {a, b} or ω = {a, k}
σ = σ2t
θ = {σ2ut; t = 1, . . . , T}
Note that for all of models considered, the measurement error variances are gener-
ally allowed to change with time. The models will also be investigated under several
scenarios for the measurement error variance behavior for each of the paradigms: (1)
homoscedastic and assumed known (σ2ut = σ
2
u), (2) homoscedastic and unknown (σ̂
2
u
is used in place of σ2ut), and (3) heteroscedastic and unknown (σ̂
2
ut is used in place of
σ2ut).
Estimating equations are primarily used for estimation and inference in this inves-
tigation. This methodology does not require distribution assumptions, only moment
assumptions. Therefore, wherever possible, the distribution assumptions assump-
tions will be dropped and only the moment assumptions of Models 1 and 2 will be
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used. It will be clearly indicated in the text what distribution assumptions are used,
or if they are not used at all. For instance, the parametric bootstrap will be used for
inference, and this requires the distribution assumptions.
2.7 Simulation Details
The details of the parameter values and combinations are collected here, but are
also revisited just before the simulation study. The true parameter values used in
these simulations are T = 20, a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, and σ = 0.2.
The grid of values of a represents deterministically weak to strong growth to the
carrying capacity without oscillation or bifurcation (a ∈ {0.2, 0.75}), growth to the
carrying capacity with damped, oscillation around it (a = 1.5), and varying levels of
bifurcation (a ∈ {2.4, 2.6}).
Three hundred data sets (M = 300) per parameter combination are simulated
for methods that require a high level of computational resources, such as SIMEX.
SIMEX also requires levels of proportional of measurement error variance and a
number of remeasurements; these are λ = {0, 0.5, 1, 1.5, 2} and J = 300, resp. For
those methods that do not require much computational resources, such as modified
estimating equations, the number of simulated data sets is M = 1000.
The levels of measurement error standard deviation are σu ∈{0.05, 0.1, 0.2, 0.25,
0.3, 0.4, 0.5}. These represent low (0.05), reasonably high (0.2), and unreasonably
high (0.5) levels of variation (De Valpine and Hastings, 2002). To further put these
values into perspective, the effect of these levels of measurement error variation on a
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range of abundance values is inspected. This is done by comparing the measurement
error coefficient of variation (MECV = SD(Ŷ | yt)/E(Ŷt | yt)).
MECV behavior
As discussed earlier, unbiased measurement error on the abundance scale implies
bias measurement error on the log-abundance scale, and vise-versa. Therefore, the
behavior of the MECV for the assumed measurement error models is investigated
for the case where the measurement error is unbiased on the log-abundance scale,
and then the abundance scale. It is helpful to know what the measurement er-
ror bias is when considering both scales, therefore distribution assumptions will be
used on the measurement errors. Specifically, additive normal measurement error on
the log-abundance scale is used, which is necessary and sufficient for multiplicative
log-normal measurement error on the abundance scale. The levels of abundances
considered in the calculations are {2, 10, 50, 100, 500, 1000, 5000} and the levels of
σ2u are {0, 0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}.
MECV behavior: unbiased measurement error on the log-abundance scale
Suppose that X̂t | xt = xt + ut and ut ∼ N(0, σ2u). Then
MECVla|la = SD(X̂t | xt)/E(X̂t | xt) = σu/xt.
Note that for a fixed σu, the MECVla|la and xt are inversely proportional. This
framework converted to the abundance scale is exp(X̂t) = N̂t and N̂t | nt = nt exp(ut)
where exp(ut) = qt ∼ Lognormal, E(qt) = exp(σ2u/2), and V ar(qt) = exp(σ2u)
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(exp(σ2u)− 1). This implies that










Therefore, with unbiased measurement error on the log-abundance scale, theMECV
on the abundance scale is
MECVa|la = SD(N̂t | nt)/E(N̂t | nt) =
√
exp(σ2u)− 1.
Note that the bias induced by converting to the abundance scale when unbiased as-
sumptions on the log-abundance scale are made is nt(exp(σ
2
u)−1), and theMECVa|la
stays constant as nt changes. To view the MECV behavior, Figure 2 contains two
plots: one displays the relationship betweenMECVla|la and xt for the different levels
of σu, and the other one displays this relationship for the abundance scale conversion.
On the log-abundance scale, theMECV decreases as xt increases, and the difference
in the relative variations among different levels of σu decreases as xt increases. On
the abundance scale the MECV stays constant no matter what the value of the
abundance. The plots also imply that, in general, larger measurement error variance
is much more severe on the abundance scale when these assumptions are made on
the log-abundance scale, and large values of abundance do not decrease the severity.
MECV behavior: unbiased measurement error on the abundance scale
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Figure 2. MECV for different log-abundance and abundance values
over different levels of measurement error standard devia-
tion. Assumptions on the measurement error are made on
log-abundance scale: additive, normal, unbiased, and ho-
moscedastic measurement error. Note that these assump-
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Suppose that N̂t | nt = ntqt and qt ∼ Lognormal where E(qt) = 1 and V (qt) = σ2q .
Then
MECVa|a = SD(N̂t | nt)/E(N̂t | nt) = ntσq/nt = σq.
Note that for a fixed σq, the MECVa|a is free of nt; the same feature as if unbiased
assumptions were made on the log-abundance scale. This framework converted to
the log-abundance scale is log(N̂t | nt) = X̂t | xt = xt + log(qt) where log(qt) = ut ∼
Normal(− log(σ2q + 1)/2, log(σ2q + 1)). Furthermore,




V (X̂t | xt) = V (ut)
= log(σ2q + 1)
Therefore, with assumptions made on the abundance scale, the MECV on the log-
abundance scale is








Note that the bias induced by converting to the log-abundance scale when unbiased
assumptions on the abundance scale are made is log(σ2q + 1)/2, which is free of
an abundance or log-abundance term, unlike the bias induced on the abundance
scale when unbiased assumptions are made on the log-abundance scale. However,
the MECVla|a is a function of the log-abundance. To view the MECV behavior,
Figure 3 contains two plots: one displays the relationship between MECVa|a and
nt for the different levels of σq, and the other one displays this relationship for the
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log-abundance scale conversion. This figure displays the same features as Figure 2
where, on the abundance scale, the MECV is constant for each σq, and, on the
log-abundance scale, the MECV is inversely proportional to xt. A summary of the
results above is contained within Table 3 for reference.
Table 3. Biases and variances of observations given states and MECVs
for several measurement error model assumptions. It is as-
sumed that the measurement error variance is known and
heteroscedastic, the measurement error is additive on the
log-abundance scale, and multiplicative on the abundance
scale.
Abundance Scale
ME unbiased on E(N̂t | nt) V (N̂t | nt) MECV

















ME unbiased on E(X̂t | xt) V (X̂t | xt) MECV
Log-abundance scale xt σ
2
u σu/xt




Summing up, using the popular assumptions as normal, homoscedastic measure-
ment error, the relative variation in the measurement error model on the abundance
scale does not change no matter the value of the abundance and it becomes severe
with measurement error standard deviation as low as 0.10. On the log-abundance
scale, the relative variation in the measurement error model decreases to acceptable
levels for larger values of log-abundance and, at such levels, it is similar among levels
of σu.
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Figure 3. MECV for different abundance and log-abundance values
within different levels of measurement error standard devi-
ation. Assumptions on the measurement error are made on
abundance scale: multiplicative, lognormal, unbiased, and
homoscedastic measurement error. Note that these assump-
tions imply measurement error bias on the log-abundance
scale.


























































C H A P T E R 3
EFFECTS OF IGNORING MEASUREMENT ERROR:
THE NAIVE ANALYSIS
3.1 Introduction
In this section, the effects of ignoring measurement error on estimators will be
investigated for nonlinear, dynamic models. This is useful for understanding how
different levels of measurement error variance influences the behavior of the estima-
tors and, subsequently, inferences. For instance, it is well-known that in the context
of simple linear regression where there is additive, uncorrelated measurement error
in the regressor, the slope is underestimated (e.g. Buonaccorsi (2010, pg 84)).
In the context of linear autoregressive models, Staudenmayer and Buonaccorsi
(2005) demonstrate measurement error induced bias in AR(1) and AR(2) models
subject to additive measurement error where, with appropriate assumptions on the
limiting behavior of the average measurement error variances, the direction of the bias
of the two naive AR estimators can depend on the true values of those parameters.
Buonaccorsi, et al. (2006) investigate the bias of the AR estimator in a random walk
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with drift model subject to additive measurement error and find that the parameter
is overestimated no matter its true value.
Assessing bias in the estimators of nonlinear, dynamic models is complex due
to the convoluted nature of the unconditional expected values involved. One way
to do this is to use estimating equations to obtain naive estimators, then tease out
the measurement error bias using moment assumptions. Note that if the data are
subject to measurement error, then the estimating equations, referred to as the naive
estimating equations, will be biased estimates of 0 (i.e., E[S(ŷ; β)] 6= 0, even asymp-
totically with respect to the sample size). This implies that estimators derived from
estimating equations, their standard errors, and properties are suspect. Therefore,
Chapter 3.2 contains an investigation where the paradigm is the Ricker model on the
log-abundance scale subject to additive measurement error, and estimating equations
are used to attempt to obtain the analytical bias induced by the measurement error.
Another way to investigate the bias is through simulation. Chapter 3.3 contains a
simulation study to investigate the bias induced by measurement error under several
parameter combinations and both abundance and log-abundance scales. In this
paradigm, De Valpine and Hastings (2002) have shown that for a = {1.5, 2.4, 2.6}
the naive estimate of a is underestimated. Bolker (2008, pg 458), using the logistic
model (a scaled version of the Ricker model), states that a will be overestimated
because measurement error causes the abundances to appear to be increasing at a
higher rate than in reality (although he admits that it is impossible to know this
exactly based on one data set). Several studies have investigated the bias specifically
in the stock-recruitment with Ricker dynamics model, a more complex model than
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that of a regular Ricker dynamic model. Walters and Ludwig (1981) suggest that
the direction and magnitude of the biases in estimating b depend on its true value.
Kehler, et al. (2002) suggest that the bias in estimating b depends on the range of
nt−1.
3.2 Assessing The Bias Via Estimating Equations
Here, we try to obtain the analytical expressions for the measurement-error-
induced biases of the estimator ω̂naive = {ânaive, b̂naive}. The process model E(Xt |
xt−1) = xt−1 + a + b exp(xt−1) = g(xt−1;ω) and V (Xt | xt−1) = σ2 , subject to
measurement error through the model X̂t = xt + ut where E(ut) = 0, V (ut) =
σ2u, ut ⊥ us ∀t 6= s, and ut ⊥ Xs ∀t, s. This attempt illustrates the challenges
in characterizing bias, even with a relatively simplistic nonlinear, dynamic model
subject to additive normal measurement error.
The attack here is to factor out ω̂ from ω̂naive. For clarity, a few expressions
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In equation 3.1, SDE is the numerator of the formula for b̂, ŜXE′ represents the sum
of the product of the deviations of the consecutive differences in the true process with
the lag1 abundance minus 1, and ŜUE is the sum of the product of the deviations of
the difference between the consecutive measurement errors and the lag1 abundance.
These calculations, and assuming the terms that are averages behave like a constant




T − 1 | x
)
≈ SDE
T − 1 +
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[(ut − ut−1) exp(xt−1) exp(ut−1)]






























































































)2 /(T − 1) (3.5)
= SEE + C (3.6)
The C term in equation 3.6 is a combination of equation lines 3.3 – 3.5, and cannot




T − 1 | x
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≈ SEE




T − 1 , (3.7)
and bringing the preceding calculations together,
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SEE + B
















































Equation 3.9 is a complicated expression. It may be cumbersome to calculate even
using Taylor expansions. The bias can be approximated further by dividing all of









However, the unconditional expected values of the the states and functions of them
are still needed. This expression does display some insight into the behavior of the
bias in that it is a function of b. Therefore, the direction and magnitude should
change depending on the value of b.
The bias in ânaive is found similarly.





xT − x1 + uT − u1
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= E + E
′
ânaive = D + U − (E + E ′)(̂b+G)
= D − Eb̂+ U − EG− E ′(̂b+G)
= â+ U − EG− E ′(̂b+G)
Summing up, the bias induced by measurement error in estimating â is
Bias(ânaive) ≈ H = E
[
U − EG− E ′b̂naive
]
The biases derived above involve products and quotients of sums of functions
of measurement error terms and states values. Therefore, the exact expected value
is difficult to calculate. One way to get a rough approximation is to take the ex-
pected value of each of the terms involved, ignore the covariance between them, and
substitute the expected values in. This is done here; however the approximation
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should be improved (a topic for further research). The expected values of A and B
which are used in equation 3.9 are calculated below. The Taylor series expansion is
used to get the expected values of the terms involving the measurement error. The
Taylor expansion for E(exp(ut−1)) is 1 + σ2u/2, for E(ut−1 exp(ut−1) it is σ
2
u, and for
























































































As previously discussed, it is difficult to calculate expected values of the exp(xt−1)
terms due to the nonlinear dynamics. However, one way to continue with an approxi-
mation is to drop the expected value and substitute in some unbiased estimate of the
exp(xt−1) terms. This topic goes beyond the focus of this thesis and can be picked
up for future research.
Summary of the Bias Assessment via Estimating Equations
Of course, the best way to investigate the bias is to obtain an analytical expression
for it. Using it, one can assess the behavior of the naive estimator at different levels
of measurement error variances, and use it as a way to correct for measurement error
directly. To the author’s knowledge, these types of analytical calculations are scarce
in the literature for nonlinear, dynamic models, and probably for good reason since
the moments involved are complex. Hilborn and Walters (1992) stated that one
should investigate the bias via simulation. However, if it is known that the behavior
of the dynamic model ranges from monotone to chaotic with respect to time, then a
grid of values that spans the categories of behavior should be used for this parameter.
The intrinsic growth rate a is this parameter for the Ricker model, and, as shown in
the attempts above, the bias in the naive estimate depends on the value of ω. As
stated, this topic can be taken further but distracts from the correction techniques
which are more important.
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3.3 Simulation: Bias Investigation Of Naive Estimators
In this section, the bias of the naive estimators of the Ricker model will be
investigated through simulation under various parameter combinations on both the
abundance and log-abundance scales. The parameter values considered here are
x1 = log(50), a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, σ = 0.2, and σu = σq ∈{0.05,
0.1, 0.2, 0.25, 0.3, 0.4, 0.5}. The range of a represents two values where the process,
deterministically, is monotonically increasing to the carrying capacity slowly (0.2)
and quickly (0.75), increasing then oscillating around the carrying capacity (1.5),
bifurcates once and oscillates around the carrying capacity (2.4), and bifurcates twice
and oscillates around the carrying capacity.
Naive Analysis for Model 1
Recall that Model 1 is constructed as follows: Nt | nt−1 ∼ Poisson(h(nt−1;ω))
where h(nt−1;ω) = nt−1 exp(a+bnt−1) and N̂t = ntqt where qt ∼ Lognormal, E(qt) =
1, V ar(qt) = σ
2
q , qt ⊥ qs, t 6= s, and qt ⊥ Ns, ∀t, s. Equation 3.10 is the naive log-
likelihood, equation 3.11 are the naive estimating equations, equation 3.12 is the
root of the first estimating equation in terms of a, and equation 3.13 is operated
on by a numerical root finder (see Appendix A for details) to obtain the root with
respect to b. Equation 3.14 is the naive estimate of the covariance matrix of ω̂. The
construction of the estimating functions, information matrices based on them, and
theory behind them are found in Tjøstheim (1986), Godambe (1985), and Basawa
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Snaive(ω; n̂) = −
T∑
t=2
 n̂t − n̂t−1 exp(a+ bn̂t−1)















































































(1− n̂t−1/k)h(n̂t−1; a, k),
B =
∑
(1− n̂t−1/k)(an̂t−1/k2)h(n̂t−1; a, k)− ̂tn̂t−1/k2,
C =
∑




2atn̂t−1/k3 + a2n̂2t−1h(n̂t−1; a, k)/k
4.
There is something to consider before running the naive analysis here: the in-
corporation of measurement error here inevitably leads to non-integer data. The
support of the Poisson distribution contains only non-negative integers, so the anal-
yses here contain two sets of estimates. The first just uses the estimated abundances,
while the second rounds the estimated abundances to the nearest integer before they
are analyzed.
Tables 4 – 5 contain the results of these analyses for the non-rounded and rounded
simulated data. One set of results was removed since there was a negative estimate of
k (for {a, σq} = {0.2, 0.05}). Upon inspection, there is very little difference between
the rounded and non-rounded estimates. As in the recruitment-spawner models with
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Ricker dynamics, the bias in estimating a is positive when a ∈ {0.2, 0.75}, and is
quite high even for small levels of measurement error variance. Also, the biases and
CVs increase with σq. As reported by De Valpine and Hastings (2002) and confirmed
in the table, if the true value of a ∈ {1.5, 2.4, 2.6}, then the biases in estimating a are
negative. Furthermore, these biases and the CVs are worse as σq increases. When
the true value of a is 1.5 the biases and CVs in estimating a are quite high. However,
these statistics are much lower when the true value of a is 2.4 or 2.6. The carrying
capacity, k is estimated well in each of the scenarios, but the biases and CVs are
worse with increasing σq. There doesn’t seem to be a pattern of direction of bias in
estimating k for different levels of a.
Tables 6 – 10 display the simulation statistics of the naive standard errors, the
lengths of 95% Wald confidence intervals, and coverage rates1. The general trend is
that standard errors and confidence interval widths increase with σq, and coverage
rates decrease with σq, as expected. When a ∈ {0.2, 0.75}, the coverage rates are
poor, and get increasingly worse as σq increases. There is also an anomaly when
a = 0.2 and σq = 0.05: the standard error of k̂ is quite high compared to higher
levels of σq. When a = 1.5, the coverage rates for estimating a start slightly less
than 90%, and as σu increases to 0.5, they drop to around 65%. The coverage rates
for the â are quite good for a ∈ {2.4, 2.6} with most being greater than 95%. One
thing to note, however, is that the lengths of the confidence intervals for estimating a
1One data set in the simulation where a = 0.2 and σq = 0.05 resulted in a negative estimate of
k. When the estimating equations were changed such that b was constrained to be negative (i.e.
b = − exp(η)), the analysis resulted in no root. This data set was removed before calculating the
simulation statistics.
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may be unreasonably high, especially for cases where σu is high. The coverage rates
for estimating k are consistently in the 80% range, which is not ideal.
Table 4. Simulation statistics for estimating a from the naive EE anal-
ysis of Model 1 with a ∈{0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, and
σu ∈{0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}.
Non-rounded Data Rounded Data
True a 0.2 0.75 1.5 2.4 2.6 0.2 0.75 1.5 2.4 2.6 σq
Mean 0.373 0.852 1.409 2.397 2.597 0.374 0.852 1.409 2.397 2.597 0.05
Median 0.357 0.844 1.426 2.399 2.599 0.354 0.843 1.427 2.398 2.597
Stdev 0.151 0.196 0.217 0.041 0.042 0.152 0.196 0.218 0.042 0.042
CV 0.405 0.231 0.154 0.017 0.016 0.407 0.230 0.154 0.017 0.016
Bias 0.173 0.102 -0.091 -0.003 -0.003 0.174 0.102 -0.091 -0.003 -0.003
Mean 0.509 0.914 1.316 2.392 2.598 0.509 0.914 1.316 2.392 2.598 0.1
Median 0.491 0.893 1.342 2.392 2.597 0.492 0.899 1.342 2.393 2.597
Stdev 0.194 0.206 0.233 0.048 0.051 0.194 0.205 0.233 0.048 0.051
CV 0.381 0.225 0.177 0.020 0.020 0.381 0.225 0.177 0.020 0.020
Bias 0.309 0.164 -0.184 -0.008 -0.002 0.309 0.164 -0.184 -0.008 -0.002
Mean 0.709 0.998 1.183 2.368 2.575 0.709 0.997 1.183 2.368 2.574 0.2
Median 0.692 0.998 1.176 2.378 2.575 0.694 0.998 1.175 2.378 2.576
Stdev 0.244 0.217 0.239 0.083 0.089 0.245 0.218 0.239 0.083 0.089
CV 0.345 0.218 0.202 0.035 0.035 0.345 0.218 0.202 0.035 0.035
Bias 0.509 0.248 -0.317 -0.032 -0.025 0.509 0.247 -0.317 -0.032 -0.026
Mean 0.786 1.022 1.159 2.351 2.567 0.786 1.022 1.158 2.351 2.568 0.25
Median 0.769 1.008 1.151 2.358 2.577 0.766 1.007 1.150 2.358 2.575
Stdev 0.255 0.203 0.241 0.115 0.107 0.255 0.203 0.241 0.115 0.108
CV 0.324 0.198 0.208 0.049 0.042 0.324 0.198 0.208 0.049 0.042
Bias 0.586 0.272 -0.341 -0.049 -0.033 0.586 0.272 -0.342 -0.049 -0.032
Mean 0.869 1.067 1.131 2.335 2.569 0.869 1.067 1.131 2.335 2.569 0.3
Median 0.853 1.061 1.130 2.347 2.576 0.853 1.059 1.134 2.347 2.575
Stdev 0.251 0.234 0.248 0.141 0.131 0.251 0.234 0.248 0.141 0.131
CV 0.288 0.219 0.219 0.060 0.051 0.288 0.219 0.219 0.060 0.051
Bias 0.669 0.317 -0.369 -0.065 -0.031 0.669 0.317 -0.369 -0.065 -0.031
Mean 0.955 1.074 1.153 2.287 2.514 0.954 1.074 1.153 2.287 2.514 0.4
Median 0.943 1.076 1.144 2.303 2.534 0.943 1.077 1.145 2.303 2.534
Stdev 0.262 0.266 0.258 0.169 0.206 0.262 0.266 0.258 0.169 0.206
CV 0.274 0.248 0.224 0.074 0.082 0.274 0.248 0.224 0.074 0.082
Bias 0.755 0.324 -0.347 -0.113 -0.086 0.754 0.324 -0.347 -0.113 -0.086
Mean 1.012 1.158 1.116 2.235 2.495 1.013 1.158 1.116 2.235 2.495 0.5
Median 1.006 1.146 1.117 2.264 2.508 1.007 1.147 1.117 2.263 2.507
Stdev 0.258 0.264 0.259 0.258 0.251 0.258 0.264 0.259 0.258 0.251
CV 0.255 0.228 0.232 0.116 0.101 0.255 0.228 0.232 0.116 0.101
Bias 0.812 0.408 -0.384 -0.165 -0.105 0.813 0.408 -0.384 -0.165 -0.105
Boxplots of the simulation statistics are located in Appendix B. Figures 4 and 5
display several plots of particular data sets (one for each a) showing the data, the
true dynamics, and the estimated dynamics (â and k̂ applied to the deterministic
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Table 5. Simulation statistics for estimating k from the naive analysis
of Model 1 with a ∈{0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, and
σu ∈{0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}.
Non-rounded Data Rounded Data
True a 0.2 0.75 1.5 2.4 2.6 0.2 0.75 1.5 2.4 2.6 σq
Mean 96.455 99.823 100.080 100.028 99.881 96.276 99.821 100.084 100.023 99.886 0.05
Median 95.412 99.892 100.154 99.970 100.082 95.430 99.884 100.148 99.966 100.091
Stdev 16.688 3.387 1.948 1.945 1.694 15.491 3.384 1.945 1.946 1.689
CV 0.173 0.034 0.019 0.019 0.017 0.161 0.034 0.019 0.019 0.017
Bias -3.545 -0.177 0.080 0.028 -0.119 -3.724 -0.179 0.084 0.023 -0.114
Mean 91.440 100.277 100.177 99.958 99.806 91.447 100.283 100.172 99.964 99.801 0.1
Median 91.115 100.244 100.095 99.951 99.640 91.148 100.224 100.086 99.899 99.600
Stdev 14.201 3.865 2.899 2.902 3.014 14.236 3.865 2.896 2.901 3.020
CV 0.155 0.039 0.029 0.029 0.030 0.156 0.039 0.029 0.029 0.030
Bias -8.560 0.277 0.177 -0.042 -0.194 -8.553 0.283 0.172 -0.036 -0.199
Mean 91.491 101.008 102.074 100.106 99.567 91.499 101.004 102.074 100.103 99.565 0.2
Median 92.798 100.722 101.855 100.072 98.955 92.796 100.682 101.936 100.083 98.912
Stdev 13.413 5.715 5.397 5.584 5.471 13.409 5.725 5.401 5.579 5.471
CV 0.147 0.057 0.053 0.056 0.055 0.147 0.057 0.053 0.056 0.055
Bias -8.509 1.008 2.074 0.106 -0.433 -8.501 1.004 2.074 0.103 -0.435
Mean 92.089 102.884 102.162 99.656 98.298 92.076 102.883 102.160 99.661 98.297 0.25
Median 91.606 102.675 101.741 99.659 98.375 91.563 102.678 101.710 99.607 98.237
Stdev 13.567 6.658 6.168 6.568 6.865 13.559 6.658 6.166 6.562 6.871
CV 0.147 0.065 0.060 0.066 0.070 0.147 0.065 0.060 0.066 0.070
Bias -7.911 2.884 2.162 -0.344 -1.702 -7.924 2.883 2.160 -0.339 -1.703
Mean 92.556 103.130 103.269 100.631 98.434 92.553 103.135 103.268 100.625 98.432 0.3
Median 93.317 102.418 102.646 100.055 98.280 93.350 102.362 102.653 99.986 98.248
Stdev 14.141 8.505 8.134 7.735 7.567 14.140 8.503 8.133 7.736 7.571
CV 0.153 0.082 0.079 0.077 0.077 0.153 0.082 0.079 0.077 0.077
Bias -7.444 3.130 3.269 0.631 -1.566 -7.447 3.135 3.268 0.625 -1.568
Mean 93.508 106.663 106.279 99.825 98.285 93.511 106.656 106.284 99.830 98.289 0.4
Median 93.097 104.980 105.466 99.299 98.069 93.027 104.950 105.476 99.316 98.112
Stdev 16.926 13.543 10.470 10.900 9.945 16.932 13.531 10.468 10.904 9.950
CV 0.181 0.127 0.099 0.109 0.101 0.181 0.127 0.098 0.109 0.101
Bias -6.492 6.663 6.279 -0.175 -1.715 -6.489 6.656 6.284 -0.170 -1.711
Mean 97.112 110.164 110.540 100.214 96.466 97.117 110.174 110.542 100.222 96.456 0.5
Median 95.066 107.159 109.969 99.057 96.295 95.046 107.227 109.930 99.090 96.326
Stdev 18.955 28.154 14.962 12.586 11.685 18.960 28.333 14.966 12.587 11.691
CV 0.195 0.256 0.135 0.126 0.121 0.195 0.257 0.135 0.126 0.121
Bias -2.888 10.164 10.540 0.214 -3.534 -2.883 10.174 10.542 0.222 -3.544
73
Table 6. Model 1 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 0.2
True a 0.2
SE(â) SE(k̂) CILa CILk CRa CRk σq
Mean 0.131 19.861 0.515 77.854 0.763 0.702 0.05
Median 0.124 7.071 0.486 27.719
Stdev 0.037 134.032 0.146 525.398
Mean 0.161 8.591 0.630 33.676 0.563 0.603 0.1
Median 0.158 6.721 0.620 26.346
Stdev 0.042 9.710 0.164 38.061
Mean 0.190 8.399 0.744 32.924 0.290 0.657 0.2
Median 0.186 7.321 0.729 28.697
Stdev 0.045 4.762 0.178 18.665
Mean 0.205 8.937 0.802 35.033 0.220 0.630 0.25
Median 0.200 7.745 0.784 30.359
Stdev 0.051 5.598 0.199 21.943
Mean 0.219 9.362 0.859 36.698 0.163 0.673 0.3
Median 0.214 8.004 0.838 31.374
Stdev 0.052 6.034 0.202 23.651
Mean 0.234 10.353 0.918 40.584 0.100 0.700 3 0.4
Median 0.223 9.342 0.875 36.619
Stdev 0.057 5.247 0.223 20.567
Mean 0.264 12.673 1.035 49.677 0.120 0.740 0 0.5
Median 0.255 10.673 0.998 41.839
Stdev 0.068 8.357 0.265 32.758
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Table 7. Model 1 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 0.75
True a 0.75
SE(â) SE(k̂) CILa CILk CRa CRk σq
Mean 0.176 3.015 0.691 11.817 0.807 0.860 0.05
Median 0.172 2.834 0.676 11.110
Stdev 0.047 1.048 0.183 4.110
Mean 0.194 3.664 0.759 14.364 0.827 0.913 0.1
Median 0.191 3.532 0.750 13.844
Stdev 0.045 1.134 0.174 4.444
Mean 0.205 5.227 0.805 20.488 0.763 0.883 0.2
Median 0.201 4.887 0.789 19.156
Stdev 0.044 1.903 0.173 7.458
Mean 0.218 6.380 0.855 25.010 0.760 0.937 0.25
Median 0.214 5.995 0.839 23.501
Stdev 0.049 2.200 0.194 8.625
Mean 0.228 7.046 0.892 27.621 0.713 0.877 0.3
Median 0.221 6.708 0.864 26.295
Stdev 0.056 2.713 0.218 10.635
Mean 0.245 10.424 0.962 40.862 0.723 0.853 0.4
Median 0.240 8.869 0.940 34.766
Stdev 0.062 7.907 0.243 30.994
Mean 0.266 25.481 1.041 99.885 0.680 0.830 0.5
Median 0.255 10.193 1.001 39.954
Stdev 0.073 242.314 0.286 949.851
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Table 8. Model 1 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 1.5
True a 1.5
SE(â) SE(k̂) CILa CILk CRa CRk σq
Mean 0.190 1.785 0.746 6.996 0.887 0.910 0.05
Median 0.191 1.756 0.749 6.882
Stdev 0.041 0.402 0.162 1.575
Mean 0.201 2.480 0.788 9.722 0.807 0.873 0.1
Median 0.201 2.391 0.788 9.372
Stdev 0.046 0.684 0.178 2.682
Mean 0.217 4.507 0.851 17.666 0.653 0.877 0.2
Median 0.210 4.327 0.825 16.961
Stdev 0.055 1.370 0.215 5.372
Mean 0.225 5.484 0.882 21.496 0.650 0.890 0.25
Median 0.218 5.172 0.856 20.275
Stdev 0.057 2.021 0.223 7.920
Mean 0.236 6.841 0.924 26.815 0.643 0.903 0.3
Median 0.228 6.199 0.894 24.300
Stdev 0.062 2.821 0.242 11.056
Mean 0.245 8.859 0.961 34.727 0.663 0.887 0.4
Median 0.241 7.962 0.943 31.209
Stdev 0.062 3.452 0.241 13.531
Mean 0.262 12.334 1.028 48.350 0.670 0.877 0.5
Median 0.248 10.496 0.973 41.145
Stdev 0.073 6.630 0.288 25.989
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Table 9. Model 1 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 2.4
True a 2.4
SE(â) SE(k̂) CILa CILk CRa CRk σq
Mean 0.044 1.500 0.172 5.880 0.957 0.847 0.05
Median 0.042 1.460 0.166 5.725
Stdev 0.011 0.288 0.044 1.130
Mean 0.064 2.292 0.251 8.985 0.980 0.850 0.1
Median 0.061 2.260 0.239 8.857
Stdev 0.018 0.523 0.070 2.051
Mean 0.112 3.990 0.440 15.641 0.983 0.830 0.2
Median 0.109 3.804 0.427 14.910
Stdev 0.035 0.964 0.135 3.779
Mean 0.139 4.897 0.544 19.197 0.980 0.827 0.25
Median 0.134 4.727 0.525 18.531
Stdev 0.045 1.424 0.177 5.582
Mean 0.166 5.778 0.650 22.651 0.967 0.813 0.3
Median 0.155 5.599 0.609 21.947
Stdev 0.054 1.620 0.211 6.352
Mean 0.238 7.669 0.934 30.063 0.970 0.800 0.4
Median 0.225 7.385 0.882 28.947
Stdev 0.085 2.545 0.333 9.976
Mean 0.300 9.624 1.176 37.724 0.943 0.827 0.5
Median 0.281 8.867 1.103 34.757
Stdev 0.122 3.936 0.478 15.428
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Table 10. Model 1 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 2.6.
True a 2.6
SE(â) SE(k̂) CILa CILk CRa CRk σq
Mean 0.040 1.464 0.158 5.737 0.913 0.877 0.05
Median 0.039 1.434 0.153 5.623
Stdev 0.011 0.314 0.042 1.231
Mean 0.058 2.300 0.229 9.015 0.960 0.837 0.1
Median 0.058 2.309 0.226 9.051
Stdev 0.015 0.512 0.060 2.008
Mean 0.104 4.016 0.407 15.744 0.963 0.810 0.2
Median 0.100 3.955 0.391 15.503
Stdev 0.030 1.038 0.116 4.067
Mean 0.131 5.015 0.515 19.657 0.970 0.793 0.25
Median 0.125 4.897 0.490 19.197
Stdev 0.039 1.337 0.154 5.240
Mean 0.157 6.022 0.617 23.608 0.977 0.803 0.3
Median 0.151 5.885 0.593 23.068
Stdev 0.047 1.706 0.185 6.688
Mean 0.220 7.850 0.864 30.770 0.947 0.823 0.4
Median 0.206 7.553 0.808 29.609
Stdev 0.082 2.531 0.323 9.922
Mean 0.274 9.161 1.075 35.909 0.927 0.813 0.5
Median 0.262 8.559 1.029 33.552
Stdev 0.097 3.322 0.382 13.023
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Ricker equation) with the former for σu = 0.2 and the latter for σu = 0.5. Figures 6
– 9 display several plots (one for each a) of the true deterministic dynamics, and the
estimated dynamics using both the simulation mean and median of a and k. The
estimates in the tables and figures suggest that the naive analysis does a relatively
good job of estimating a and k for Model 1 when σu is small, but there is high bias for
larger σu values. This high bias shows itself when comparing the true and estimated
deterministic dynamics, in particular when the true a is 1.5.
Naive Analysis for Model 2:
Recall that Model 2 is constructed as follows: Xt | xt−1 ∼ N(g(xt−1), σ2 ) and
X̂t | xt ∼ N(xt, σ2u), where g(xt−1) = xt−1 + a + b exp(xt−1). Assumptions here are
that the process and measurement error variances (σ2t and σ
2
ut resp.) are assumed






u ∀t). The process parame-
ters, ω = {a, b}, are estimated using estimating equations based on the CML score
functions, and the naive estimator for σ is
√∑
(x̂t − g(x̂t−1; â, b̂))2/(T − 3). The
naive likelihood, equation 3.16, is constructed ignoring the measurement error com-
ponents. Equations 3.17 – 3.19 are the score functions and their roots, and equation
3.20 and the subsequent equations are the matrices that go into the calculation of
the covariance matrix of ω̂ based on the estimating equations. For convenience, note
that ̂t = x̂t − x̂t−1 − a− b exp(x̂t−1) in these equations.
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Figure 4. Several plots of the results of the Model 1 EE naive analysis
for different values of a.























































































































Model 1 EE Naive Analyses: Data, Estim. and True Determ. Ricker
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Figure 5. Several plots of the results of the Model 1 EE naive analysis
for different values of a.


















































































































Model 1 EE Naive Analyses: Data, Estim. and True Determ. Ricker
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Figure 6. Model 1 EE simulation estimates applied to the determin-
istic Ricker function (Mean and Median) compared to the
true dynamics.












Sim Mean: a^=0.7089112, k^=91.49112

























Sim Median: a^=0.692371, k^=92.79776



























Sim Mean: a^=0.9977398, k^=101.0078



























Sim Median: a^=0.9979737, k^=100.7216













Model 1 EE Naive Analyses: Sim. Center and True Det. Ricker
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Figure 7. Model 1 EE simulation estimates applied to the determin-
istic Ricker function (Mean and Median) compared to the
true dynamics.









Sim Mean: a^=1.408930, k^=100.0803






















Sim Median: a^=1.425729, k^=100.1536























Sim Mean: a^=2.396550, k^=100.0283























Sim Median: a^=2.399231, k^=99.96998























Sim Mean: a^=2.597128, k^=99.8813























Sim Median: a^=2.59882, k^=100.0817













Model 1 EE Naive Analyses: Sim. Center and True Det. Ricker
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Figure 8. Model 1 EE simulation estimates applied to the determin-
istic Ricker function (Mean and Median) compared to the
true dynamics.












Sim Mean: a^=1.012400, k^=97.11228

























Sim Median: a^=1.005853, k^=95.06602
























Sim Mean: a^=1.158283, k^=110.1641



























Sim Median: a^=1.146283, k^=107.1590













Model 1 EE Naive Analyses: Sim. Center and True Det. Ricker
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Figure 9. Model 1 EE simulation estimates applied to the determin-
istic Ricker function (Mean and Median) compared to the
true dynamics.












Sim Mean: a^=1.116318, k^=110.5401

























Sim Median: a^=1.117059, k^=109.9695























Sim Mean: a^=2.235087, k^=100.2142























Sim Median: a^=2.264113, k^=99.05653























Sim Mean: a^=2.494776, k^=96.46628























Sim Median: a^=2.508323, k^=96.29525
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Snaive(ω; x̂) = −
T∑
t=2
 x̂t − x̂t−1 − a− b exp(x̂t−1)





































































A1 = −(1− 1/k exp(x̂t−1))]2,
B1 = [−(1− 1/k exp(x̂t−1))][−a/k2 exp(x̂t−1)],

















3 exp(x̂t−1)] + [a2/k4 exp(2x̂t−1)].
Tables 11 – 13 contain the simulation average, median, standard deviation, bias,
and CV for each of the parameter combinations2. As witnessed in the naive analysis
of Model 1, the direction of the bias in a changes: it is positive when a ∈ {0.2, 0.75}
2Two data sets, one from the simulation where a = 0.2 and σu = 0.05 and the other where a = 0.2
and σu = 0.1, resulted in negative estimates of k. As in the Model 1 naive simulation study, the
estimating equations were changed so that was constrained to be negative (i.e. b = − exp(η)) and
the analyses resulted in no roots. These data sets were removed before calculating the simulation
statistics.
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and negative when a = {1.5, 2.4, 2.6}. When a < 1, a is grossly over-estimated,
and the bias is worse as σu increases. When a > 1, the bias is not as bad, but it
does increase in magnitude with σu. Further, the CVs are quite high for low levels
of a (20% to 40%) and decrease as a increases. There is a general increasing trend
in CV as σu increases, but the increase isn’t by much. The carrying capacity k
seems to be overestimated for a ≥ 0.75 but underestimated when a = 0.2. The
magnitude of the bias is generally low and decreases as a increases. As for σ, in
general, for the three lower levels of a, σ is initially estimated with low, positive bias,
but this increases as σu increases. When a ∈ {2.4, 2.6}, the magnitude of this bias
is higher and increases substantially as σu increases. This phenomenon is probably
because a is being underestimated here, severely in some cases. Therefore, when the
true dynamic process contains bifurcations (as in a ∈ {2.4, 2.6}), but the estimated
dynamic process does not, then extra process variance will be picked up in estimating
σ. Interestingly, the CVs in estimating σ stay relatively constant around 18% (still
very high) for a ≤ 1.5, even for higher levels of σu. For a > 1.5, the CVs stay
constant around 20% with a slight increase with σu.
Tables 14 – 18 display the simulation statistics for the naive standard errors,
95% Wald confidence interval widths, and coverages rates of a and k. In general,
the standard errors (and therefore lengths of the CIs) of the estimates increase with
σu, but the coverage rates decrease. The high standard error of k̂ when a = 0.2
and σu = 0.1 resulted from three data sets with large estimates of k. Some of
the most notable aspects are that the coverage rates are quite poor, even for small
measurement error, and for quite large CI widths. When a > 0.2, the behavior of
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the standard errors and coverage rates are the same, but the magnitudes are less
extreme.
Boxplots of the simulation statistics are located in Appendix B. Figures 10 and
11 display several plots of particular data sets (one for each a) showing the data, the
true dynamics, and the estimated dynamics (â, and k̂ applied to the deterministic
Ricker equation) for moderate and high measurement error variance (σu = {0.2, 0.5}).
Figures 13 and 15 display several plots (one for each a) of the true deterministic dy-
namics, and the estimated dynamics using both the simulation mean and median of
a and k when σu = {0.2, 0.5}. Upon inspection, it seems that the gross underestima-
tion of â has a great effect on the dynamics, and would result in spurious forecasts.
Naive Analysis Conclusions
It is clear from the estimates and inferences of the simulation study that mea-
surement error in dynamic models, if present, negatively affects bias and inference.
Particularly when it is known that a is small, it has been demonstrated that just a
small amount (in terms of standard deviation) of measurement error can cause sub-
stantial bias leading to spurious forecasts. Subsequently, methods that correct for
measurement error bias in nonlinear dynamic models should be investigated. Chap-
ter 4 inspects likelihood methods, Chapter 5 contains a investigation of SIMEX, and
Chapter 6 attempts to modify the estimating equations to correct for the adverse
effects of measurement error.
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Table 11. Simulation statistics for estimating a from the naive EE
analysis of Model 2 with a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100,
σ = 0.2, and σu ∈ {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}
â σu
True a 0.2 0.75 1.5 2.4 2.6
Mean 0.413 0.822 1.444 2.381 2.575 0.05
Median 0.374 0.805 1.487 2.378 2.581
Stdev 0.194 0.212 0.205 0.105 0.091
CV 0.471 0.259 0.142 0.044 0.035
Bias 0.213 0.072 -0.056 -0.019 -0.025
Mean 0.456 0.861 1.405 2.343 2.544 0.1
Median 0.437 0.849 1.418 2.355 2.539
Stdev 0.203 0.216 0.222 0.127 0.110
CV 0.445 0.251 0.158 0.054 0.043
Bias 0.256 0.111 -0.095 -0.057 -0.056
Mean 0.593 0.939 1.266 2.206 2.427 0.2
Median 0.562 0.926 1.246 2.207 2.428
Stdev 0.238 0.236 0.232 0.203 0.170
CV 0.401 0.251 0.183 0.092 0.070
Bias 0.393 0.189 -0.234 -0.194 -0.173
Mean 0.639 0.944 1.220 2.104 2.327 0.25
Median 0.609 0.933 1.219 2.130 2.355
Stdev 0.251 0.223 0.251 0.221 0.213
CV 0.393 0.236 0.206 0.105 0.091
Bias 0.439 0.194 -0.280 -0.296 -0.273
Mean 0.729 0.975 1.182 1.988 2.231 0.3
Median 0.704 0.977 1.175 2.005 2.245
Stdev 0.254 0.246 0.236 0.257 0.241
CV 0.348 0.253 0.200 0.129 0.108
Bias 0.529 0.225 -0.318 -0.412 -0.369
Mean 0.778 0.958 1.108 1.826 2.057 0.4
Median 0.772 0.951 1.066 1.840 2.066
Stdev 0.259 0.237 0.256 0.301 0.309
CV 0.333 0.248 0.231 0.165 0.150
Bias 0.578 0.208 -0.392 -0.574 -0.543
Mean 0.813 0.983 1.053 1.628 1.855 0.5
Median 0.784 0.962 1.044 1.631 1.847
Stdev 0.267 0.254 0.252 0.323 0.354
CV 0.329 0.259 0.239 0.198 0.191
Bias 0.613 0.233 -0.447 -0.772 -0.745
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Table 12. Simulation statistics for estimating k from the naive EE
analysis of Model 2 with a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100,
σ = 0.2, and σu ∈ {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}
k̂ σu
True a 0.2 0.75 1.5 2.4 2.6
Mean 97.537 100.093 100.007 100.188 100.035 0.05
Median 97.781 99.765 99.880 100.090 99.980
Stdev 24.259 6.633 3.221 2.279 2.125
CV 0.249 0.066 0.032 0.023 0.021
Bias -2.463 0.093 0.007 0.188 0.035
Mean 97.281 100.264 100.433 100.464 100.276 0.1
Median 93.770 100.121 100.424 100.288 100.126
Stdev 39.446 6.800 3.809 2.968 3.302
CV 0.405 0.068 0.038 0.030 0.033
Bias -2.719 0.264 0.433 0.464 0.276
Mean 94.771 102.044 102.324 101.516 101.668 0.2
Median 92.329 101.730 102.691 101.406 101.253
Stdev 22.243 8.575 5.887 5.802 5.682
CV 0.235 0.084 0.058 0.057 0.056
Bias -5.229 2.044 2.324 1.516 1.668
Mean 93.347 103.608 102.998 103.665 102.895 0.25
Median 89.674 103.177 102.433 103.537 102.549
Stdev 25.989 8.969 6.586 7.467 7.676
CV 0.278 0.087 0.064 0.072 0.075
Bias -6.653 3.608 2.998 3.665 2.895
Mean 96.631 104.456 104.028 102.375 104.261 0.3
Median 94.139 104.339 104.307 102.320 104.166
Stdev 24.105 10.220 7.929 8.235 9.306
CV 0.249 0.098 0.076 0.080 0.089
Bias -3.369 4.456 4.028 2.375 4.261
Mean 96.037 106.562 107.144 107.924 107.089 0.4
Median 94.083 106.204 106.359 107.045 105.752
Stdev 23.061 11.727 11.053 11.643 12.962
CV 0.240 0.110 0.103 0.108 0.121
Bias -3.963 6.562 7.144 7.924 7.089
Mean 100.686 113.058 113.294 111.585 112.367 0.5
Median 98.039 112.124 112.911 109.391 111.366
Stdev 25.654 14.983 14.898 15.532 15.574
CV 0.255 0.133 0.131 0.139 0.139
Bias 0.686 13.058 13.294 11.585 12.367
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Table 13. Simulation statistics for estimating σ from the naive EE
analysis of Model 2 with a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100,
σ = 0.2, and σu ∈ {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}
σ̂ σu
True a 0.2 0.75 1.5 2.4 2.6
Mean 0.202 0.206 0.205 0.226 0.231 0.05
Median 0.200 0.203 0.202 0.226 0.231
Stdev 0.036 0.036 0.036 0.039 0.043
CV 0.177 0.175 0.177 0.173 0.186
Bias 0.002 0.006 0.005 0.026 0.031
Mean 0.231 0.225 0.231 0.298 0.322 0.1
Median 0.231 0.227 0.228 0.296 0.312
Stdev 0.041 0.037 0.042 0.056 0.071
CV 0.177 0.167 0.181 0.187 0.220
Bias 0.031 0.025 0.031 0.098 0.122
Mean 0.301 0.291 0.294 0.456 0.536 0.2
Median 0.299 0.289 0.288 0.447 0.522
Stdev 0.051 0.052 0.054 0.104 0.125
CV 0.169 0.178 0.182 0.228 0.233
Bias 0.101 0.091 0.094 0.256 0.336
Mean 0.352 0.324 0.337 0.536 0.633 0.25
Median 0.350 0.322 0.333 0.524 0.619
Stdev 0.061 0.061 0.061 0.119 0.153
CV 0.174 0.189 0.181 0.221 0.242
Bias 0.152 0.124 0.137 0.336 0.433
Mean 0.387 0.371 0.379 0.617 0.720 0.3
Median 0.383 0.368 0.376 0.602 0.711
Stdev 0.070 0.062 0.071 0.142 0.175
CV 0.181 0.167 0.188 0.230 0.243
Bias 0.187 0.171 0.179 0.417 0.520
Mean 0.485 0.461 0.471 0.760 0.910 0.4
Median 0.479 0.456 0.463 0.755 0.889
Stdev 0.089 0.079 0.094 0.161 0.212
CV 0.184 0.171 0.200 0.211 0.232
Bias 0.285 0.261 0.271 0.560 0.710
Mean 0.586 0.566 0.573 0.906 1.069 0.5
Median 0.580 0.560 0.562 0.874 1.047
Stdev 0.102 0.106 0.117 0.214 0.254
CV 0.173 0.188 0.204 0.236 0.238
Bias 0.386 0.366 0.373 0.706 0.869
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Table 14. Model 2 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 0.2
True a 0.2
SE(â) SE(k̂) CILa CILk CRa CRk σu
Mean 0.155 16.324 0.608 63.989 0.739 0.903 0.05
Median 0.149 10.977 0.585 43.028
Stdev 0.042 23.488 0.166 92.071
Mean 0.168 37.781 0.659 148.099 0.702 8 0.883 0.1
Median 0.163 11.037 0.637 43.264
Stdev 0.047 285.844 0.185 1120.489
Mean 0.187 13.722 0.734 53.788 0.533 5 0.793 0.2
Median 0.182 11.057 0.714 43.344
Stdev 0.049 17.692 0.191 69.351
Mean 0.202 14.815 0.793 58.073 0.497 2 0.813 0.25
Median 0.194 11.676 0.761 45.769
Stdev 0.057 19.744 0.224 77.394
Mean 0.217 14.636 0.851 57.372 0.353 0 0.757 0.3
Median 0.209 11.240 0.820 44.060
Stdev 0.055 24.296 0.215 95.238
Mean 0.232 15.397 0.911 60.354 0.333 87 0.853 0.4
Median 0.230 13.220 0.903 51.820
Stdev 0.057 11.409 0.223 44.721
Mean 0.247 18.293 0.969 71.709 0.333 23 0.827 0.5
Median 0.240 15.486 0.942 60.705
Stdev 0.052 11.456 0.203 44.905
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Table 15. Model 2 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 0.75
True a 0.75
SE(â) SE(k̂) CILa CILk CRa CRk σu
Mean 0.676 0.195 5.870 0.765 23.011 0.903 0.05
Median 0.192 5.627 0.752 22.058
Stdev 0.044 1.997 0.172 7.829
Mean 0.652 0.199 6.125 0.779 24.008 0.883 0.1
Median 0.197 5.742 0.772 22.509
Stdev 0.042 2.087 0.166 8.181
Mean 0.680 0.211 7.379 0.825 28.925 0.793 0.2
Median 0.210 7.080 0.823 27.753
Stdev 0.045 2.568 0.177 10.066
Mean 0.667 0.219 8.309 0.860 32.572 0.813 0.25
Median 0.216 7.777 0.845 30.486
Stdev 0.050 2.986 0.197 11.704
Mean 0.677 0.221 9.388 0.868 36.800 0.757 0.3
Median 0.217 8.662 0.849 33.955
Stdev 0.051 3.678 0.201 14.416
Mean 0.703 0.238 11.987 0.931 46.987 0.853 0.4
Median 0.232 11.468 0.908 44.954
Stdev 0.051 4.329 0.199 16.968
Mean 0.800 0.250 15.491 0.982 60.723 0.827 0.5
Median 0.247 14.467 0.968 56.711
Stdev 0.054 6.674 0.210 26.161
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Table 16. Model 2 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 1.5.
True a 1.5
SE(â) SE(k̂) CILa CILk CRa CRk σu
Mean 0.185 3.141 0.725 12.312 0.883 0.933 0.05
Median 0.184 3.053 0.723 11.969
Stdev 0.040 0.721 0.156 2.828
Mean 0.194 3.680 0.759 14.425 0.867 0.910 0.1
Median 0.187 3.586 0.735 14.056
Stdev 0.042 0.909 0.163 3.564
Mean 0.211 5.374 0.828 21.065 0.787 0.907 0.2
Median 0.206 5.105 0.809 20.012
Stdev 0.048 1.542 0.187 6.045
Mean 0.215 6.460 0.844 25.324 0.717 0.920 0.25
Median 0.215 6.228 0.842 24.415
Stdev 0.049 1.869 0.192 7.327
Mean 0.227 7.635 0.890 29.930 0.697 0.913 0.3
Median 0.220 7.245 0.861 28.400
Stdev 0.050 2.591 0.196 10.158
Mean 0.241 10.577 0.943 41.460 0.567 0.880 0.4
Median 0.236 9.978 0.926 39.113
Stdev 0.052 3.953 0.204 15.497
Mean 0.266 14.531 1.041 56.960 0.597 0.827 0.5
Median 0.264 13.525 1.033 53.016
Stdev 0.061 5.915 0.240 23.187
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Table 17. Model 2 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 2.4.
True a 2.4
SE(â) SE(k̂) CILa CILk CRa CRk σu
Mean 0.089 2.052 0.348 8.043 0.897 0.910 0.05
Median 0.087 2.062 0.342 8.082
Stdev 0.021 0.366 0.081 1.435
Mean 0.109 2.746 0.429 10.763 0.893 0.893 0.1
Median 0.106 2.770 0.416 10.857
Stdev 0.029 0.546 0.112 2.142
Mean 0.112 3.990 0.440 15.641 0.983 0.830 0.2
Median 0.109 3.804 0.427 14.910
Stdev 0.035 0.964 0.135 3.779
Mean 0.192 5.758 0.753 22.572 0.697 0.840 0.25
Median 0.189 5.556 0.741 21.777
Stdev 0.053 1.631 0.209 6.392
Mean 0.219 7.031 0.857 27.560 0.523 0.900 0.3
Median 0.210 6.608 0.823 25.904
Stdev 0.058 2.307 0.228 9.043
Mean 0.265 10.092 1.040 39.562 0.460 0.853 0.4
Median 0.260 9.551 1.018 37.441
Stdev 0.064 3.500 0.253 13.720
Mean 0.309 14.305 1.209 56.074 0.123 0.870 0.5
Median 0.308 13.036 1.207 51.099
Stdev 0.067 6.243 0.263 24.474
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Table 18. Model 2 simulation statistics for estimating the naive stan-
dard errors of ω̂ (SE(ω̂), confidence interval lengths (CILω),
and coverage rates (CRω); the true value of a is 2.6.
True a 2.6
SE(â) SE(k̂) CILa CILk CRa CRk σq
Mean 0.080 1.938 0.315 7.595 0.887 0.913 0.05
Median 0.079 1.940 0.308 7.605
Stdev 0.019 0.360 0.076 1.412
Mean 0.099 2.726 0.388 10.686 0.893 0.897 0.1
Median 0.097 2.652 0.379 10.395
Stdev 0.027 0.625 0.107 2.449
Mean 0.156 4.835 0.613 18.954 0.807 0.857 0.2
Median 0.149 4.647 0.584 18.216
Stdev 0.048 1.345 0.189 5.274
Mean 0.185 6.113 0.726 23.961 0.723 0.863 0.25
Median 0.175 5.689 0.685 22.301
Stdev 0.056 1.977 0.218 7.749
Mean 0.220 7.371 0.862 28.895 0.650 0.827 0.3
Median 0.207 7.111 0.811 27.874
Stdev 0.064 2.494 0.249 9.778
Mean 0.277 10.615 1.086 41.610 0.527 0.830 0.4
Median 0.273 9.850 1.072 38.610
Stdev 0.070 3.983 0.275 15.613
Mean 0.330 15.095 1.292 59.170 0.370 0.863 0.5
Median 0.322 13.345 1.263 52.311
Stdev 0.087 6.967 0.341 27.311
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Figure 10. Several plots of the results of the Model 2 naive EE analysis
for different values of a and σu = 0.2.







Estm: a^=0.65799, k^=89.10626, σ^ε=0.4584226



























Estm: a^=1.807807, k^=102.4028, σ^ε=0.2160922





























Estm: a^=2.451128, k^=102.9033, σ^ε=0.1701262
























Estm: a^=2.714598, k^=103.1657, σ^ε=0.2221120


















Model 2 EE Naive Analyses: Data, Estim. and True Determ. Ricker
98
Figure 11. Several plots of the results of the Model 2 naive EE analysis
for different values of a and σu = 0.5.







Estm: a^=0.65799, k^=89.10626, σ^ε=0.4584226



























Estm: a^=1.384306, k^=92.89435, σ^ε=0.399268























Estm: a^=1.775661, k^=144.1875, σ^ε=1.047773

























Estm: a^=1.636973, k^=97.50027, σ^ε=0.8252787
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Figure 12. Model 2 naive EE simulation estimates applied to the de-
terministic Ricker function (Mean and Median) compared
to the true dynamics; σu = 0.2.















Sim Mean: a^=0.5932492, k^=94.77118, σ^ε=0.3013124
































Sim Median: a^=0.562396, k^=92.32912, σ^ε=0.2990786






























Sim Mean: a^=0.9387383, k^=102.0444, σ^ε=0.2907498






























Sim Median: a^=0.926156, k^=101.7298, σ^ε=0.2892874
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Figure 13. Model 2 naive EE simulation estimates applied to the de-
terministic Ricker function (Mean and Median) compared
to the true dynamics; σu = 0.2.










Sim Mean: a^=1.444449, k^=100.0075, σ^ε=0.2045430



























Sim Median: a^=1.487281, k^=99.87988, σ^ε=0.2015967


























Sim Mean: a^=2.381154, k^=100.1877, σ^ε=0.225623


























Sim Median: a^=2.37803, k^=100.0903, σ^ε=0.2260669


























Sim Mean: a^=2.575325, k^=100.0351, σ^ε=0.2310955


























Sim Median: a^=2.581273, k^=99.9798, σ^ε=0.2306832
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Figure 14. Model 2 naive EE simulation estimates applied to the de-
terministic Ricker function (Mean and Median) compared
to the true dynamics; σu = 0.5.















Sim Mean: a^=0.8133994, k^=100.6859, σ^ε=0.586337
































Sim Median: a^=0.7840665, k^=98.03908, σ^ε=0.5803492






























Sim Mean: a^=0.9826306, k^=113.0582, σ^ε=0.5660637






























Sim Median: a^=0.962265, k^=112.1245, σ^ε=0.5603197

















Model 2 EE Naive Analyses: Sim. Center and True Det. Ricker
102
Figure 15. Model 2 naive EE simulation estimates applied to the de-
terministic Ricker function (Mean and Median) compared
to the true dynamics; σu = 0.5.










Sim Mean: a^=1.052587, k^=113.2942, σ^ε=0.5733854



























Sim Median: a^=1.043984, k^=112.9106, σ^ε=0.5618977


























Sim Mean: a^=1.627655, k^=111.5853, σ^ε=0.9064488


























Sim Median: a^=1.630611, k^=109.3910, σ^ε=0.8743457


























Sim Mean: a^=1.854961, k^=112.3671, σ^ε=1.069293


























Sim Median: a^=1.846596, k^=111.3656, σ^ε=1.047356
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C H A P T E R 4
LIKELIHOOD METHODS
4.1 Introduction
Likelihood methods have a long history, and, as stated in Chapter 2.4, estimates
constructed from them have appealing properties. This methodology is popular in the
ecological population context to estimate parameters in nonlinear, dynamic models
accounting for measurement error (see De Valpine and Hastings (2002), Punt (2003),
De Valpine and Hilborn (2005), Lele, et al. (2007), and Wang (2007)). However, these
methods will only be outlined for reasons listed below, but first and foremost that
likelihood methods depend on distribution assumptions which are to be avoided, or
used sparingly, in this thesis.
Chapter 2.4 outlines the calculation of the full, or true, likelihood function for
nonlinear, dynamic models accounting for measurement error. The function is re-
called here:
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This function is maximized with respect to {ω, θ} (or just ω if θ = θ̂ in so-called
pseudo-likelihood methods). Depending on the nature of the nonlinear, dynamic
model, the function fYt|yt−1(yt; yt−1ω) may not take on a form so that equation 4.1
can be integrated by hand. Therefore, numerical methods must be used in order
to integrate the true likelihood. Monahan (2001, pg 255) discusses the “curse of
dimensionality,” where for numerical integration over four variables (T = 4), 10,000
function evaluations will result in a precision of a least 0.1. Furthermore, the true
likelihood needs to be maximized with respect to {ω, θ} in order to obtain estimates,
which adds to the computational burden. The number of parameters in {ω, θ} adds
to this burden.
To avoid intensive computation required to maximize the true likelihood in such
model frameworks, some have applied a variant of the error-in-variables methodology
(see Ludwig and Walters (1981), Ludwig, et al. (1988), and De Valpine (2002)). Here,
the true states are treated as fixed parameters and estimated along with {ω, θ} which
implies that the integral drops out of the true likelihood. In the linear context, this
framework can be viewed as a mixed model with the states treated as random effects.
However, in the nonlinear, dynamic context (in particular, if the nonlinear model is
the Ricker function), the form of the nonlinear mixed model laid out in Demidenko.
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(2004, pgs 432 – 433) may not follow (does not for the Ricker function). Furthermore,
without any knowledge about the value of the measurement error parameters, then
the “modified” likelihood function (the integrand of the true likelihood) is unbounded
with respect to {ω, θ}. This problem may be alleviated if estimated measurement
error parameters, θ̂, are imputed. Another problem with this methodology is that,
as will be shown, the true likelihood and the modified likelihood are not necessarily
the same.
Despite these issues, and because of the popularity and appealing results of max-
imum likelihood (ML) methods, for completeness this section outlines how ML is
applied to nonlinear dynamic models. Chapter 4.1.1 defines the true likelihood func-
tions for Models 1 and 2 (refer to Chapter 2.6) and outlines the problems one would
face in trying to perform ML. Chapter 4.2 examines the error-in-variables approach
assuming measurement error parameters are unknown in the Model 2 framework,
and finds it lacking.
4.1.1 True Likelihoods For Models 1 And 2
Recall that θ contains parameters in the measurement error model while ω =
{β, σ} contains parameters in the true, unobserved dynamic model. The main ob-
jective here is estimation of ω often with a focus on β . The most popular way to
estimate parameters when probability distributions are assumed known is through
maximum likelihood (ML). To avoid specifying the stationary distribution of Y1, the
likelihood here is constructed by conditioning on y1 in what is referred to as condi-
tional ML (CML). Also recall that the likelihood function is denoted L(ω, θ), and
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is defined as L(ω, θ) = f
ŶT
(ŷT ;ω, θ). Since there is a latent process in the models






(yT , ŷT ;ω, θ)dyT ,
where f
YT ,ŶT
(yT , ŷT ;ω, θ). Using the first order Markov assumption for the process









fYt|yt−1(yt; yt−1, ω)dyT .
Recall that Model 1 is defined to have Poisson(h(nt−1)) dynamics on the abun-
dance scale with additive Normal(0, σ2ut) measurement error on the log-abundance
scale, and Model 2 is defined to have Normal(g(xt−1), σ2t) dynamics on the log-abun-
dance scale with additive Normal(0, σ2ut) measurement error on the log-abundance





























































Upon inspection of these likelihood functions, the integrals involved are com-
plicated to calculate because of the nonlinear g(·) and h(·) functions. Recall from
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Chapter 2.5 that there are several ways to numerically integrate such likelihood
functions. De Valpine and Hastings (2002) and Punt (2003) use NISS (numerically
integrated state space), De Valpine (2003) and De Valpine and Hilborn (2005) uses
MCKL (Monte Carlo kernel likelihood), Lele, et al. (2007) and Ponciano, et al. (2009)
use data cloning in conjunction with MCMC (Markov chain Monte Carlo), and Punt
(2003) and Wang (2007) use Kalman filter variants (EFK and UFK) to calculate the
integral in such convoluted likelihood functions.
These sources state that the likelihood calculation is complicated and numerical
methods are needed to calculate and maximize it, but there are other problems that
may arise that are worth stating and commenting on. Below is a list of a few of these
potential problems that may arise for such likelihoods.
1. It is computationally expensive to numerically compute L(ω, θ) in equations
4.2 and 4.3, let alone optimize them due to the nonlinear dynamics.
2. There could be local maxima or saddle points in the likelihood functions.
3. There could be no maximum over the parameter space.
4. The identifiability of the model, both theoretically and empirically, may be in
question.
Before using one of the existing methods, an investigation of the numerical inte-
grability of the true likelihood follows for Model 2. If the total number of function
calls to do the numerical integration, D, is O(MT ), where M is the number of
function calls per integral, then the D increases exponentially with the sample size.
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Therefore, for large sample sizes, it is a challenge to numerically integrate the like-
lihood. If, however, the behavior of D does not depend on T (e.g. D is O(MP )
where P is a fixed number, or increases at a slower rate than T ), then the numerical
integration may be more feasible.
Theorem 4.1.1.1. If a latent dynamic process {Xt; t = 2, . . . , T} is governed by
the stochastic log-Ricker equation (Xt | xt−1 = xt−1 + a + b exp[xt−1] + t) and the
measurement error model is additive (X̂t | xt = xt + ut), with t | xt−1 iid∼ N(0, σ2 ),
















dx2 . . . dxT
where ω = {a, b, σ} and θ = {σu} does not have a closed form, (2) the numerical
integration of L(ω, θ) requires D function calls, where D is O(MT−2), and (3) as T
gets large, D →∞.
Proof. This will be a proof by induction. Suppose {ω, θ} = {a, b, σu, σ}, h(x) =
x+ a+ b exp(x), and σ = σ2 + σ
2
u, then:






































































Where w11(σu, σ, x1, x̂1) is the term in equation 4.4. These types of substitutions will
be made throughout this proof by replacing everything outside of the integral with
a wmn function. An explanation of each substitution will be suppressed henceforth.
Now






































= w13(a, b, σu, σ, x1, x̂2) (4.7)
The integrand of equation 4.6 is the kernel of a N(µ1, σ
2











equation 4.7 follows since the integrand integrates to 1 over the support of x2. Hence,
the true likelihood becomes
















and is ready to be optimized. Therefore, there are M = 0 function calls for T = 2
in this paradigm.







fX̂1|x1(x̂1; x1, θ)fX2|x1(x2; x1, ω)fX̂2|x2(x̂2; x2, θ)fX̂3|x3(x̂3; x3, θ)
×fX3|x2(x3; x2, ω)dx2dx3
= fX̂1|x1(x̂1; x1, θ)
∫
x2




fX̂3|x3(x̂3; x3, θ)fX3|x2(x3; x2, ω)dx3dx2 (4.8)
The application of the Fubini-Tonelli Theorem (Shiryaev, 1996, pg 198) to the true
likelihood yields equation 4.8. This is done because xT is the only variable not
applied to the h function, which complicates the integration. This allows the inner
most integral to be easily integrated. If the F-T Theorem was not applied, then
the inner most integral is intractable because the h(x2) term in the exponential
function would contain terms such as exp(x2) and x2 exp(x2). The result would be
that D =M2 for T = 3. So,










































































In equation 4.8, the inner most integral is of the same form at the integral of x2 in
equation 4.6, thus equation 4.9 results.
111



























































u(h(x1)− a+ a/σ2 − 2σ2 x̂3/σ2) + σ2 x̂2]








2exp(2x˙2) + 2σ2ubx2 exp(x˙2) + 2σ
2


















= w23(x̂3, x1, σu, σ, a, b)Ex˙2(p21) (4.11)





[σ2u(h(x1)− a+ a/σ2 − 2σ2 x̂3/σ2) + σ2 x̂2]





2σ2u(1− σ2u/σ2) + σ2
,
and call the next two factors p21. Therefore,
L(ω, θ) = w23Ex˙2(p12),
and this implies that it takes at least D =M1 function calls to numerically integrate
the true likelihood for T = 3.
For T=4:
One of the lessons learned from the T = 3 part of the proof is that it is not worth
expanding the h(·) functions to try and find a kernel since the terms in this function
do not cancel with other terms (i.e. it doesn’t simply the integral). This part of
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the proof starts off like the former part, by applying the F-T Theorem to switch the
outer most with the inner most to simplify the integral. Note that is this was not
done, then D = M3 because the inner most integral would contain terms that are








fX̂4|x4(x̂4; x4, θ)fX4|x3(x4; x3, ω)fX̂3|x3(x̂3; x3, θ)
×fX3|x2(x3; x2, ω)fX̂2|x2(x̂2; x2, θ)fX2|x1(x2; x1, ω)
×fX̂1|x1(x̂1; x1, θ)dx2dx3dx4
= fX̂1|x1(x̂1; x1, θ)
∫
x2








fX̂4|x4(x̂4; x4, θ)fX4|x3(x4; x3, ω)dx4dx3dx2



































































































































































= w33(x̂4, x1, σ, σu)Ex˙2{p32(σ2u, σ2 , x˙2, x̂3)Ex˙3 [p43(σ2u, σ2 , x˙3, x̂4)]} (4.12)


























Therefore, the numerical integration of the true likelihood (equation 4.12) takes at
least D =M2 function evaluations.
Assume T = K takes at least D =MK−2 function evaluations. T = K + 1:









(x̂K+1;xK+1, θ)fXK+1|xK (xK+1;xK , ω)fX̂K |xK (x̂K ;xK , θ)
. . . ×f
X̂2|x2
(x̂2;x2, θ)fX2|x1(x2;x1, ω)fX̂1|x1(x̂1;x1, θ)dx2 . . . dxK+1
= w(K+1)K(x̂K+1, x1, σ, σu)EX˙2{p32(σ, σu, x˙2, x̂3)Ex˙3 [p43(σ, σu, x˙3, x̂4)Ex˙4
{. . . Ex˙K−1{pK(K−1)(σ, σu, x˙K−1, x̂K)Ex˙K [p(K+1)K(σ, σu, x˙K , x̂K+1)]} . . .}]} (4.13)
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In the T = K case, the inner most integral is E[pK(K−1)(σ, σu, x˙K−1, x̂K)], and, in
this case, it is extended to E{pK(K−1)(σ, σu, x˙K−1, x̂K)E[p(K+1)K(σ, σu, x˙K , x̂K+1)]}
which increases the number of function evaluations to do the numerical integration by
a factor ofM . Therefore, the number of function evaluations required to numerically
integrate the true likelihood is at least D = MK−2M = MK−1 in this case. This
implies that D = O(MT ), which means that the number of function evaluations
increases exponentially with the sample size. Therefore, the numerical integration of
the true likelihood is a great challenge at large sample sizes.
The above is motivation to search for other methods of estimation. As previ-
ously stated, estimating equations are a generalization of likelihood methods. This
methodology will be pursued in subsequent sections.
4.2 A Likelihood Approach Motivated By Error In Variables
In light of the challenging numerical integration problem of the true likelihood,
this section examines another method that has received attention in the literature
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for related problems and aims to avoid such complicated calculations: the functional
error-in-variables (EV) approach. A non-exhaustive list of references that use EV
is Ludwig and Walters (1981), Ludwig, et al. (1988), Schnute (1994), De Valpine
(2002), De Valpine and Hilborn (2005), and Punt (2003).
As previously stated, EV treats the true state values as fixed parameters and
estimates them with {ω, θ}. Also stated, there are several issues with this method:
(1) without any knowledge about the value of the measurement error parameters,
then the “modified” likelihood function (the integrand of the true likelihood) is un-
bounded with respect to {ω, θ}, (2) the true likelihood and the modified likelihood
are not necessarily the same, and (3) the meaning of the process variance changes
since the states are no longer random, but fixed.
Before the EV likelihood is critiqued, it should be stated that there are several
motivations for considering its usage. As previously stated, if the numerical inte-
gration to obtain the true likelihood is too numerically expensive (e.g. T is large),
then EV is an alternative. If the contribution of log f
Y|Ŷ(ŷ,y;ω, θ) to the true like-
lihood (equation 4.14) is negligible, then an EV-type approach should be considered
(this will be shown below)1. Also, the EV-type likelihood function has a form that
resembles a nonlinear mixed model. Note that in the linear mixed model context,
with appropriate assumptions, the estimated latent variables are best linear unbiased
predictors (blups) and the parameter estimators are best linear unbiased estimators
1For example, if it can be shown that f
Y|Ŷ(y; ŷ, ω, θ) ≈ c over Ω for some constant c, then the
contribution of this factor is negligible. This can happen if Y | Ŷ ∼ Multidimensional Uniform
and would imply in some sense that, given the data, the distribution of the states is the same over
some multidimensional grid. This implication may not be realistic.
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(blues) (see McCulloch, et al., 2008, pg 311-312), with similar extensions to certain
nonlinear models. For linear and certain nonlinear mixed models, the form of the
likelihood can be exploited to readily obtain blups and blues. Unfortunately, if a
model has Ricker dynamics on the log-scale with additive normal errors, and the
measurement error model is also on the log-scale and has additive normal measure-
ment error (as in Model 2), the form of the likelihood cannot be exploited the same
way due to the nonlinear dynamics. According to Pinheiro and Bates (2000, pg 312),
the nonlinear mixed model likelihood integrates over the random effects (a true likeli-
hood). The way a nonlinear mixed model is constructed here is that the observation
is a nonlinear function of the random effect (the state) plus noise, and the random
effect is linear in its parameters plus noise. For the Model 2 setup (and presumably
any paradigm with nonlinear latent dynamics), the observation is a linear function of
the random effect plus noise and the random effect is a nonlinear dynamic function
rather than linear plus noise.
In this section, the EV likelihood for Model 2 is defined and is compared to the
true likelihood function. Also, the unboundedness of the EV likelihood is shown both
analytically and through simulation for Model 2.
The EV likelihood
The differences between the true and EV likelihoods are the quantities that are
considered random, the parameter space, and, of course, their respective likelihood
equations. Recall that ω contains the process model parameters and θ contains
measurement error parameters. As stated earlier, the true likelihood function is
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the joint distribution of the latent and observed variables integrated over the latent
variables before it is optimized with respect to ω and θ (or just in ω in a “pseudo”
approach). Hence, the true states are treated as random in this so called structural
error-in-variables analysis and the parameter space is Ω = {ω, θ} (or Ω = ω in the
“pseudo” approach). The EV framework treats the state variables as fixed and these
states are estimated along with ω and θ (or just with ω). So, the parameter space
here is Ω = {ω, θ,y} (or Ω = {ω,y}). Note that the number of parameters in
the parameter space grows with the sample size. De Valpine (2002) describes the
meaning of the two likelihoods as follows:
“In much of statistics, the [true] likelihood of a set of parameters is
defined as the probability (more technically, the value of a probability
density function) that the model with those parameters produced par-
ticular data . . . In fisheries, the term ’likelihood’ is also used in an EV
model-fitting framework. The EV likelihood is the probability (or value
of a probability function) of an estimated series of population states as
well as the observations from those states.”
A natural question that follows is: from a frequentist standpoint, if the true states
are treated as fixed and estimated, should there be a parameter to model the variance
of these variables? Generally, should unknown quantities that are treated as fixed
in a model have variance? To put this into perspective, recall that Model 2 has
normally distributed, unbiased process errors with variance, say, σ2 . Also, let β̂
be the the estimate of β fitted by the Ricker model to data. Then the question
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is, what is the meaning of σ2 ? One could replace the σ
2
 in the likelihood with
(T − 2)−1∑(xt − g(xt−1;ω))2 to avoid this issue.
The EV-type likelihood is defined to be the integrand of the true likelihood which
is the joint distribution of the data and the states, and is denoted L(ω, θ,y). The
relationship between the two likelihood functions is:














Y|Ŷ(y; ŷ, ω, θ)
and
logL(ω, θ) = logL(ω, θ,y)− log f
Y|Ŷ(y; ŷ, ω, θ). (4.14)
According to equation 4.14, and supposing that both the EV and true likelihoods are
identifiable, the maximum with respect to {ω, θ} (or {ω}) of one of the functions does
not necessarily occur at the same place as the other (unless, for instance, f
Y|Ŷ(y) ∼
Unif(m,n) where n−m = 1). The EV likelihood is a kind of likelihood, not a true
likelihood (it is the joint distribution of the data and the states, not just the data).
Maximizing this type of likelihood may lead to biased estimates, and large sample
theory typically attributed to true likelihood may not follow. De Valpine (2002)
states that the EV likelihood is maximized over a particular state trajectory rather
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than taking all of the different possible state trajectories into account to estimate
{ω, θ} (or ω) like the true likelihood would. Therefore, unless ŷEV (the predicted
value of y using EV) is the particular trajectory where the global maximum of the
true likelihood is attained, then it will surely pick up a local maximum with respect
to {ω, θ} (or ω).
Putting aside the aforementioned EV characteristics, more importantly, unless
some assumption is made as to the relationship between the process error and mea-
surement error variances (e.g. σ2u/σ
2
 = C), then the EV likelihood function is un-
bounded. Theorem 4.2.0.1 formally states this using the Model 2 framework as
defined in Chapter 2.6.
Theorem 4.2.0.1. Suppose that a latent dynamic process {Xt; t = 2, . . . , T} is
governed by the stochastic log-Ricker equation [Xt | xt−1 = g(xt−1) = xt−1 + a +
b exp(xt−1) + t] and the measurement error model is additive (X̂t | xt = xt + ut),






























is such that ∀M ∈ R ∃ {x, σ2 , σ2u} ∈ Ω such that L(ω, θ,x) > M .
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where d is fixed and positive by construction. Choose any M ∈ R and let σ2u =
(d/2pi(M + 1))2/T . Note that the set of chosen parameters values is in Ω. Then
L(ω, θ,x) = M + 1 > M . Therefore the likelihood function is unbounded since M
was chosen arbitrarily.
In other words, without the exponential term in the measurement error contri-
bution to the EV-type likelihood, the likelihood can go to infinity since the factor
containing σ2u is allowed to dominate the function. Empirical evidence of this fol-
lows. However, it should be emphasized that if an assumption on the ratio of the
measurement error variance to process error variance is made, if pseudo-EV where
σ2u is replaced by its estimate σ̂u is implemented, or if σu is assumed known, then the
likelihood is bounded.
EV Simulation
This section investigates the performance of an EV-type approach through sim-
ulation, even though the developments above suggest that such an approach may
be problematic. The work is done as if σu and σ is unknown. Note that if an
assumption on the ratio of σu/σ is made, if pseudo-EV where σ
2
u is replace by its es-
timate σ̂u is implemented, or if σu is assumed known, then the likelihood is bounded.
121
Here, Model 2 [Xt | xt−1 ∼ N(g(xt−1), σ2 ) and X̂t | xt ∼ N(xt, σ2u), where g(xt−1) =
xt−1+a−(a/k) exp(xt−1)] is used for illustration. Its EV-type likelihood will be calcu-
lated and optimized with respect to {ω, θ} = {a, k, σ, σu} and x = {x1, . . . , xT} un-
der different conditions. Note that Cov(ut, us) = Cov(t, s) = C(ut, t) = 0 ∀t 6= s
for each analysis; i.e. measurement errors are assumed uncorrelated.
• Analysis 1: σ2t = σ2 and σ2ut = σ2u ∀t. This analysis is being performed to
demonstrate the difficulties outlined earlier.
• Analysis 2: σ2t = σ2 and σ2ut = σ2u ∀t. σ2u is assumed known and it is set to its
true value in this analysis, so it is not a member of θ.
Analyses 1 and 2 will be performed on the same simulated data sets. The data will
be simulated as described in Chapter 3. Note that when σ < σu, nlminb had trouble
converging in both analyses, so the results will exclude such cases.
Analysis 1
In this section, {a, k, σ, σu,x} is estimated in the EV likelihood using several
simulated data sets. Under the conditions of Analysis 1:












However, before the regular simulation study, the behavior of equation 4.15 is inves-
tigated. Recall from Theorem 4.2.0.1 that this likelihood function is unbounded. For
data simulated with a = 1.5, σ = 0.2 and σu = 0.2, equation 4.15 was minimized
with respect to {a, k, σ, σu}, and x are held fixed at x = x̂. Table 19 displays the
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starting values required by nlminb, the returned minimum value of equation 4.15,
{â, k̂, σ̂, σ̂u}, and the convergence status. Upon inspection, for different starting
values of {a, k, σ, σu}, different argmins of −2L(ω, θ,x) are calculated, except for
σ̂u which is 0 in each case. Also, the minimum of −2L(ω, θ,x) is −∞ for each.
Therefore, this type of likelihood can be numerically coaxed to infinity.
Table 19. Results for Analysis 1 with x fixed at x̂, and the true a = 1.5,
σ = 0.2, and σu = 0.2
{a0, k0, σ0, σu0} {â, k̂, σ̂, σ̂u} Min(Equ. 4.15) Conv. Status
Run 1 {0.6, 700, 0.4, 0.09} {−49.5, 4.86e−9, 9.017e33, 0} −∞ 3
Run 2 {1.4, 200, 0.3, 0.3} {159, 3.90e5, 4.16e22, 0} −∞ 3
Run 3 {2.4, 1000, 0.1, 0.1} {−3.67, 1.38e17, 4.288e6, 0} −∞ 3
Tables 20 – 22 contain the simulation average, median, standard deviation, bias,
and CV for each of the parameter combinations. All of the implementations of
nlminb on the simulated data sets returned convergence status 8 (false convergence),
which means either the gradient is calculated wrong (with and without a supplied
score function), the stopping tolerances may be too tight, and either the objective
function or the gradient is discontinuous at the current value. The most notable of
the estimates σ̂ ≈ 0 for all of the parameter combinations. Upon inspection of a
sample of data sets, the predicted values follow deterministic Ricker dynamics with
a = â and k = k̂ (â and k̂ are the last estimates before convergence fails), which
follows from such estimates of σ. All of the other estimates are quite biased, and
have high CVs. Therefore, Analysis 1 doesn’t seem like a viable way to analyze data
in this paradigm. One way that may improve the performance of this analysis is to
assume that the ratio between the process and measurement error variances is some
known constant C (as is done in the literature); a form of this, constructed as a
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“pseudo” approach, is also done below.
Table 20. Simulation statistics from Analysis 1 for a = 1.5 and different
levels of measurement and process error.
x˜1 â k̂ σ̂ σ̂u
True 0.2 0.05
Mean 4.261 -0.041 2.388e+17 8.221e−12 1.300
Median 4.424 -0.005 4.142e+01 3.842e−12 0.329
Stdev 1.116 0.155 4.089e+18 1.519e−11 5.407
CV 0.262 -3.796 1.713e+01 1.847 4.160
Bias 0.349 -1.541 2.388e+17 -0.2 1.250
True 3.912 1.5 100 0.2 0.1
Mean 4.712 -0.022 1.171e+13 3.128e−12 0.397
Median 4.728 -0.021 1.713e+03 2.487e−12 0.365
Stdev 0.315 0.039 2.025e+14 2.466e−12 0.142
CV 0.067 -1.758 17.30 .7884 0.358
Bias 0.800 -1.522 1.171e+13 -0.2 0.307
True 3.912 1.5 100 0.2 0.2
Mean 4.023 0.058 5652.122 3.448e−12 0.468
Median 4.001 0.061 3353.252 2.577e−12 0.443
Stdev 0.436 0.048 8227.068 2.877e−12 0.145
CV 0.109 0.820 1.456 0.8345 0.310
Bias 0.111 -1.442 5552.122 -0.2 0.268
Analysis 2
Here, σu is treated as known and fixed to its true value (either 0.05, 0.1, or
0.2) in the analysis. Equation 4.15 is the likelihood function, except θ is dropped
from the likelihood function, and {x, a, k, σ} is estimated. Table 23 displays the
percentages of convergence status for each combination of parameters. Recall that a
status of 4 means “converged properly,” and 8 means “did not converge properly.”
The algorithm does not have much of a problem converging when σu < σ (better
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Table 21. Simulation statistics from Analysis 1 for a = 2.4 and different
levels of measurement and process error.
x˜1 â k̂ σ̂ σ̂u
True 0.2 0.05
Mean 3.105 0.222 105.508 2.498e−12 1.214
Median 3.127 0.186 78.435 6.827e−13 1.152
Stdev 0.442 0.122 101.697 1.106e−11 0.437
CV 0.142 0.551 0.964 4.427 0.360
Bias -0.807 -2.178 5.508 -0.2 1.164
True 0.2 0.1
Mean 3.031 0.166 587.937 2.631e−12 1.058
Median 3.055 0.161 344.763 1.797e−12 1.027
Stdev 0.521 0.051 732.040 2.720e−12 0.387
CV 0.172 0.307 1.245 1.034 0.365
Bias -0.881 -2.234 487.937 -0.2 0.968
True 3.912 2.4 100 0.2 0.2
Mean 3.434 0.203 187.145 6.732e−12 0.969
Median 3.498 0.133 125.876 1.111e−12 0.889
Stdev 0.518 0.174 147.389 5.254e−11 0.554
CV 0.151 0.859 0.788 7.805 0.572
Bias -0.478 -2.197 87.145 -0.2 0.769
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Table 22. Simulation statistics from Analysis 1 for a = 2.6 and different
levels of measurement and process error.
x˜1 â k̂ σ̂ σ̂u
True 0.2 0.05
Mean 2.840 0.207 174.489 5.411e−12 1.358
Median 2.805 0.187 160.407 1.291e−12 1.252
Stdev 0.542 0.091 105.608 5.260e−11 0.505
CV 0.191 0.437 0.605 9.720 0.372
Bias -1.072 -2.393 74.489 -0.2 1.308
True 0.2 0.1
Mean 2.890 0.189 259.865 2.668e−12 1.272
Median 2.903 0.164 188.609 1.712e−12 1.218
Stdev 0.459 0.096 411.753 3.844e−12 0.321
CV 0.159 0.509 1.584 1.441 0.252
Bias -1.022 -2.411 159.865 -0.2 1.182
True 3.912 2.4 100 0.2 0.2
Mean 3.048 0.227 100.678 2.302e−11 1.190
Median 3.102 0.193 82.706 6.121e−13 1.160
Stdev 0.708 0.134 63.828 3.667e−10 0.364
CV 0.232 0.591 0.634 15.93 0.306
Bias -0.864 -2.373 0.678 -0.2 0.990
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when σu is low), but it does if the opposite is true, σ < σu in particular. If σ = σu,
then a higher percentage of data sets cause the algorithm not to converge (meaning
that there is a problem with the algorithm). Furthermore, the same problem as in
Analysis 1 is happening here for non-converging cases: the predicted states match
the deterministic Ricker function for a = â and k = k̂ where â and k̂ are the last
estimates before convergence fails (which implies that σ̂ is very close to zero). It
should be emphasized that even if the algorithm converges properly, it is at a local
maximum since the likelihood is unbounded.
Table 23. Analysis 2: Convergence stati for each parameter combi-
nation. Convergence status 4 means “converged properly”
and status 8 means “did not converge properly.”
Parameters Convergence Status
a σ σu (4) (8)
1.50 0.20 0.20 0.01 0.99
1.50 0.20 0.10 0.64 0.36
1.50 0.20 0.05 1.00 0.00
1.50 0.05 0.20 0.00 1.00
2.40 0.20 0.20 0.38 0.62
2.40 0.20 0.10 0.98 0.02
2.40 0.20 0.05 1.00 0.00
2.40 0.05 0.20 0.00 1.00
2.60 0.20 0.20 0.24 0.76
2.60 0.20 0.10 0.91 0.09
2.60 0.20 0.05 1.00 0.00
2.60 0.05 0.20 0.00 1.00
Figures 16 compares the predictions, observations, and states, and Figure 17
compares the predictions with the true and estimated Ricker dynamics from a data
set where the algorithm converged. Upon inspection of these figures, it seems like
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the analysis is doing well at predicting the states because the predictions follow the
true states quite closely. The estimated deterministic Ricker function follows the
true one quite closely as well.
Tables 24 – 26 contain the simulation statistics for this analysis at the different
levels of the true parameters as in previous analyses (the statistics extracted from
the case where σ = 0.05 and σu = 0.2 are left out due to the convergence issues).
Boxplots of the simulations of converging data sets are located in Appendix C. Table
27 contains these results in cases where some of the data sets converged, but others
did not (σ = 0.2 and σu = 0.2) for comparison.
Comparing this analysis to the naive in terms of CV and bias, in general Analysis
2 seems to estimate a, k slightly worse than the naive (note that in the a = 1.5,
σ = 0.2, and σu = 0.05 case, the algorithm only converged twice). The CVs in
estimating σ are quite high in both analyses, in general, the biases are lower in the
naive analysis. Several of the data sets produced a very high estimate of k, which
is why the mean, standard deviation, and bias are so large in the a = 1.5, σ = 0.2,
and σu = 0.2 case and the a = 2.6, σ = 0.2, and σu = 0.1 in Tables 24, 26, and 27.
Table 27 shows the typical estimates of σ (very close to zero) when the algorithm
fails to converge.
This analysis did not do any better than the naive analysis, and the assumptions,
namely that σu is constant through time and known, may not be reasonable. Also,
there are convergence issues when the ratio σ/σu < 1.
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Figure 16. Plot of the data, predicted states, and latent states for a
converging data set.











EV Analysis 2: Predictions, Data, and States



















Figure 17. Plot of the predicted states, true, and estimated determin-
istic Ricker dynamics for a converging set (same data set
as in Figure 16).
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Table 24. Simulation statistics from Analysis 2 for a = 1.5 and different
levels of measurement and process error for converging cases
Converging Cases = 299 x˜1 â k̂ σ̂ fixed σu
True 3.912 1.5 100 0.2 0.05
Mean 3.906 1.525 99.906 0.170
Median 3.905 1.553 99.783 0.171
Stdev 0.048 0.207 3.532 0.038
CV 0.012 0.136 0.035 0.225
Bias -0.006 0.025 -0.094 -0.030
Converging Cases = 191
True 3.912 1.5 100 0.2 0.1
Mean 3.896 1.619 98.885 0.154
Median 3.889 1.650 98.796 0.155
Stdev 0.095 0.220 3.682 0.045
CV 0.024 0.136 0.037 0.290
Bias -0.016 0.119 -1.115 -0.046
Converging Cases = 2
True 3.912 1.5 100 0.2 0.2
Mean 3.844 1.417 95.115 0.205
Median 3.844 1.417 95.115 0.205
Stdev 0.532 0.499 4.631 0.044
CV 0.138 0.353 0.049 0.217
Bias -0.068 -0.083 -4.885 0.005
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Table 25. Simulation statistics from Analysis 2 for a = 2.4 and differ-
ent levels of measurement and process error for converging
cases.
Converging Cases = 300 x˜1 â k̂ σ̂ fixed σu
True 3.912 2.4 100 0.2 0.05
Mean 3.910 2.399 99.920 0.155
Median 3.912 2.403 100.023 0.157
Stdev 0.052 0.100 2.414 0.044
CV 0.013 0.042 0.024 0.284
Bias -0.002 -0.001 -0.080 -0.045
Converging Cases = 293
True 3.912 2.4 100 0.2 0.1
Mean 3.919 2.406 99.764 0.122
Median 3.918 2.414 99.341 0.119
Stdev 0.110 0.107 3.444 0.045
CV 0.028 0.044 0.035 0.366
Bias 0.007 0.006 -0.236 -0.078
Converging Cases = 114
True 3.912 2.4 100 0.2 0.2
Mean 3.884 2.404 4.7269e+08 0.109
Median 3.882 2.420 99.503 0.097
Stdev 0.215 0.263 5.047e+09 0.115
CV 0.055 0.109 10.677 1.057
Bias -0.028 0.004 4.727e+08 -0.091
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Table 26. Simulation statistics from Analysis 2 for a = 2.6 and differ-
ent levels of measurement and process error for converging
cases.
Converging Cases = 300 x˜1 â k̂ σ̂ fixed σu
True 3.912 2.6 100 0.2 0.05
Mean 3.910 2.603 99.972 0.145
Median 3.911 2.604 99.973 0.147
Stdev 0.049 0.091 2.144 0.046
CV 0.012 0.035 0.021 0.315
Bias -0.002 0.003 -0.028 -0.055
Converging Cases = 272
True 3.912 2.6 100 0.2 0.1
Mean 3.915 2.561 6.716e+08 0.206
Median 3.923 2.605 100.1 0.163
Stdev 0.189 0.308 6.680e+09 0.188
CV 0.048 0.120 9.947 0.911
Bias 0.003 -0.039 6.716e+08 0.006
Converging Cases = 72
True 3.912 2.6 100 0.2 0.2
Mean 3.901 2.634 102.266 0.113
Median 3.871 2.640 102.507 0.110
Stdev 0.204 0.112 5.527 0.036
CV 0.052 0.043 0.054 0.321
Bias -0.011 0.034 2.266 -0.087
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Table 27. Simulation statistics from Analysis 2 for σ = 0.2 and σu = 0.2
over the levels of a for non-converging cases
Converging Cases = 298 x˜1 â k̂ σ̂ fixed σu
True 3.912 1.5 100 0.2 0.2
Mean 4.061 0.981 54140.115 7.986e-12
Median 4.070 1.223 100.375 3.329e-12
Stdev 0.391 0.821 819881.006 4.139e-11
CV 0.096 0.837 15.144 5.182e+00
Bias 0.149 -0.519 54040.115 -2.000e-01
Converging Cases = 186
True 2.4 0.2 0.2
Mean 4.032 2.608 115.712 1.085e-11
Median 4.051 2.823 106.752 8.815e-12
Stdev 0.423 0.432 73.241 8.511e-12
CV 0.105 0.166 0.633 7.846e-01
Bias 0.120 0.208 15.712 -2.000e-01
Converging Cases = 228
True 2.6 0.2 0.2
Mean 3.991 2.861 107.768 1.133e-11
Median 4.006 2.861 106.844 9.526e-12
Stdev 0.371 0.128 8.072 7.526e-12
CV 0.093 0.045 0.075 6.640e-01
Bias 0.079 0.261 7.768 -2.000e-01
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4.3 Conclusions
It has been shown that (1) in the EV framework, the number of parameters
grows with the sample size; (2) the EV likelihood differs from the true likelihood
function on a theoretical level in that the EV likelihood is optimized with respect
to model parameters and the latent states, with the latter integrated over in the
true likelihood (i.e. the maximum attained using EV will be in the “slice” where
the latent states are estimated reducing the chance that it is a global maximum);
(3) they differ on a mathematical level in that the true log-likelihood is the EV
log-likelihood plus another, possibly non-zero, term (this may induce bias in the
estimators); (4) without making an assumption on the process and measurement
error variances, such as their ratio is a known constant, then the EV likelihood is
allowed to escape to infinity (a problem if it is to be numerically maximized); (5) if
the simple dynamic model, such as Model 2, is analyzed using EV, then, even with
known measurement error variance, the estimates do not perform any better than
those from naive analysis ignoring measurement error altogether.
It should be emphasized that the EV likelihood is bonded if σu is known, an
estimate of it is used, or if the ratio σu/σ is known. In any of these cases, EV can
be implemented for the Model 2 paradigm.
Also, with sufficient computer resources and time, and because of the appealing
properties of true likelihood estimators, true likelihood methods should be strongly
considered for nonlinear, dynamic models. These methods have been explained by
others. As noted earlier, they require distributional assumptions
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C H A P T E R 5
SIMEX
5.1 Introduction
Simulation Extrapolation (SIMEX) is a numerical procedure originally introduced
by Cook and Stefanski (1994). See Carroll, et al. (2006, Chapter 5) and Buonaccorsi
(2010, Chapter 6.11) for overviews. It attempts to correct the bias in estimators
induced by measurement error. This method incorporates additional random, un-
biased measurement error (called pseudo error) with variance proportional to the
variance of the original measurement error in the observations (these observations
with additional error are called remeasurements) through simulation, and attempts
to extrapolate to where the remeasurement error variance is zero by fitting a regres-
sion model to the estimates and the variance proportions.
In the context of nonlinear dynamic processes, especially in ecological popula-
tion models, SIMEX has not been explored much. Furthermore, those that have
used SIMEX do not carry out inference. Table 28 contains several sources from the
ecological literature where SIMEX is used to correct measurement error in dynamic
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models.
Table 28. Sources from the ecological literature that use SIMEX to
estimate parameters in nonlinear dynamic models. Note
that none of these handle inference.
Source Dynamic Model Measurement Error Remeasurements
Solow (1998)
Logistic
Yt|yt−1 = αyt−1(1− yt−1) + t
yt ∈ (0, 1), α ∈ (0, 4)
t
iid∼ N(0, σ2)
N̂t | yt ∼ Pois(yt/c)
c is the known sampling area
M̂t | n̂t ∼ Bin(n̂t, p)
→ M̂t | yt ∼ Pois(pyt/c)
p is the observance prob.
Ẑt | yt ∼ (c/p)M̂t | yt
range p extrap. to c/p = 0
Ellner et al (2002)
dxt/dt = B(xt−τ )−D(xt) + t
t
iid∼ (0, σ2)
B(x), D(x) are cubic reg. splines
same as Solow’s remeasurements,
but without c
∗
Melbourne and Chesson (2006)
dR/dt = g(R)− f(R)C +D
g is the logistic map among others
lognormal
no more details
SIMEX by variance components
Bolker (2008, pgs 458 – 460) General Discussion Additive General Discussion
∗: The details for the remeasurements in Ellner et al (2002) are difficult to
determine. According to the source: “In our simulation models we have as-
sumed the Poisson sampling model described above. We can therefore add a
second ”dose” of sampling error by simulating the process of sampling from a
population of the observed size.”
In this section, SIMEX is an investigated for nonlinear dynamic models subject
to observation error. Chapter 5.2 outlines how SIMEX is implemented to correct for
measurement error in estimates of such models with both additive and multiplicative
measurement error; the former has applications in analyzing animal abundance data
on the log scale and the latter on the abundance scale. Chapter 5.3 contains the
simulation study to investigate the performance of the SIMEX corrected estimators
with a focus on the Ricker dynamic model on the log-abundance scale subject to
additive measurement error. Chapter 5.4 contains some concluding remarks.
137
5.2 SIMEX on Nonlinear, Dynamic Models
In this section, SIMEX is defined for nonlinear dynamic models subject to addi-
tive or multiplicative measurement error. In general, SIMEX incorporates additional
measurement error (called pseudo-error) to the observations by mimicking how the
original measurement error agitated the process with I different proportions of the
original measurement error variance (these perturbed quantities are called remeasure-
ments). The original measurement error and the ith type of pseudo error together
have variance, say, Λi. Note that in order to implement SIMEX, the measurement
error variance must be known or well-estimated. For each chosen proportion of the
original measurement error variance, J sets of remeasurements are simulated. Each
of the sets of remeasurements are analyzed as if there is no measurement nor pseudo
error. For each of the I levels of pseudo error variance, the J parameter estimates
are averaged. The averaged parameter estimated are then regressed on the different
proportions of pseudo-error variance separately for each parameter. The SIMEX
corrected estimates are the extrapolations of the regression models to where Λ = 0.
Subsequently, Chapters 5.2.1 and 5.2.2 outline how to implement SIMEX for
models with additive and multiplicative measurement error. As previously stated, the
motivation here is to correct estimates from nonlinear, dynamic animal population
models where the measurement error is additive on the log-abundance scale or the
measurement error is multiplicative on the abundance scale.
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5.2.1 SIMEX On Nonlinear Dynamic Models With Additive Measure-
ment Error
The following outlines SIMEX in more detail for nonlinear dynamic models with
additive, homoscedastic measurement error. Suppose that a dynamic process is gov-
erned by fYt|yt−1(yt; yt−1, ω) (which may or may not be known) and the measurement
error is additive, unbiased, and has variance σ2u. Note that the conditional distribu-
tion function for the observation equation is denoted fŶt|yt(ŷt; yt, σ
2
u), or, specifically
for additive measurement error, Ŷt | yt = yt + ut where ut ∼ fut(ut; σ2u), E(ut) = 0,
and V ar(ut) = σ
2
u, ∀t. The steps to obtain a SIMEX corrected estimate of ω are:
1. Choose a grid of proportions, denoted λ = {λ1, . . . , λI}, where λiσ2u will serve
as the pseudo error variance by construction. There are a couple of things to
note here:
• the total measurement error (measurement error plus pseudo error) will
have variance σ2u(1+λi) (note that these measurement error variances are
conditioned on yT ),
• λi = −1 corresponds to 0 remeasurement error variance, and
• λi = 0 corresponds to the naive analysis.
2. Simulation Step: The jth realized simulated set of remeasurements within the
ith level of λ is denoted ŷijT = {ŷij1, . . . , ŷijT}. These remeasurements are
generated by Ŷijt ∼ fŶt|yt(ŷijt; ŷt, λi, σ2u), or Ŷijt = ŷt + wijt where wijt ∼
fut(wijt;λi, σ
2
u) ∀t, where E(wijt) = 0 and V ar(wijt) = λiσ2u. There are a
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couple of modifications to make if necessary:
• if the original measurement error is heteroscedastic, then σ2u is replaced
by σ2ut and
• if the original measurement error variance is unknown, but well-estimated
by σ̂2u (or σ̂
2







3. Estimation Step: For each (i, j), analyze ŷijT using a naive analysis such as
CML, CLS, or estimating equations, and denote the estimates ω̂ ij . These esti-
mates are viewed as a function of λi, but notation displaying this relationship
will be suppressed. Calculate the average of these estimates for each i by
ω¯ i = J
−1∑J
j=1 ω ij separately for each parameter in ω.
4. Extrapolation Step: Regress {ω¯ i} on λ separately for each parameter in ω. The
nature of the relationship between the two variables will dictate the type of
regression to use; usually the regression model used is either linear, quadratic,
or rational. Extrapolate ω¯ to λ = −1 using the chosen regression model.
This extrapolated value is denoted ω̂SIMEX and is the SIMEX corrected estimate of
ω. It represents the value of ω when there is no variance in the unbiased measurement
error.
To put this into perspective, suppose that, as in the Model 2 framework, on the
log-abundance scale the dynamics is governed by the Ricker function with normally
distributed process error and the measurement error is normally distributed. Symbol-
ically, suppose that Xt | xt−1 ∼ N(xt−1+a+b exp(xt−1), σ2 ) and X̂t | xt ∼ N(xt, σ2u).
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Then the remeasurements are generated by X̂ijt = x̂t+wijt where wijt ∼ N(0, λiσ2u).
In this framework, one can use estimating equations to obtain estimates of a, b, and
σ2 for each remeasurement set; these are denoted âij, b̂ij , and σ̂
2
,ij . Next, calculate
the average of the estimates for each i, e.g. ai =
∑
j âij. For each of the parameters,
regress the I averages onto λ and use the regression model to extrapolate back to
λ = −1 to obtain the SIMEX corrected estimate of the parameter, e.g. if the chosen
regression model is linear, then âSIMEX = β̂0 + β̂1(−1).
To gain more insight on the estimates derived from SIMEX using the aforemen-
tioned framework, Chapter 5.3 contains a simulation study for varying levels of a
and σu, Chapter 8 analyzes the moose data set using this method, and Chapter 7.1
uses the bootstrap to perform inference and investigate the performance of SIMEX
in this paradigm.
5.2.2 SIMEX On Nonlinear Dynamic Models With Multiplicative Mea-
surement Error
The following outlines SIMEX in more detail for nonlinear dynamic models with
multiplicative, homoscedastic measurement error. The construction of the remea-
surements is based on suggestions in Carroll, et al. (2006, pgs 104 – 105), who discuss
the implementation in general, and Ku¨chenhoff (2008), who use SIMEX to correct
for misclassification. A motivation for doing this type of analysis is in analyzing
animal abundance data over time on the count or density scale.
Suppose that a dynamic process is governed by fYt|yt−1(yt; yt−1, ω) (which may or
may not be known) and the measurement error is multiplicative, unbiased (i.e. the
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expected value of the measurement error is 1), and has variance σ2q . Note that the
conditional distribution function for the observed value is denoted fŶt|yt(ŷt; yt, σ
2
q ), or,
specifically for multiplicative measurement error, Ŷt | yt = ytqt where qt ∼ fqt(qt; σ2q ),
E(qt) = 1, and V ar(qt) = σ
2
q ∀t. Here, fqt is the density of the lognormal distribution.
The calculations leading to the development of SIMEX here are provided in Appendix
D rather than here to avoid distracting from the main result. The steps to obtain a
SIMEX corrected estimate of ω are:
1. Choose a grid of proportions, denoted λ = {λ1, . . . , λI}, where λi log(σ2q + 1)
will serve as the log-scale, pseudo error variance by construction. There are a
couple of things to note here:
• the total measurement error (the measurement error times pseudo error)
will have variance (σ2q + 1)
1+λi − 1,
• λi = −1 corresponds to 0 remeasurement error variance, and
• λi = 0 corresponds to the naive analysis.
2. Simulation Step: The jth realized simulated set of remeasurements within the
ith level of λ is denoted ŷijT = {ŷij1, . . . , ŷijT}. The properties of the to-
tal measurement error depend on the lognormality of the measurement and
pseudo errors and their behavior on the log-scale, therefore the remeasure-
ments are generated by log(Ŷijt) = log(ŷt) + wijt where wijt ∼ N(−λi log(σ2q +
1)/2, λi log(σ
2
q + 1)) ∀t. Obtain ŶijT by exp(log(ŶijT )). There are a couple
of modifications to make if necessary: (1) if the original measurement error is
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heteroscedastic, then σ2q is replaced by σ
2
qt and (2) if the original measurement
error variance is unknown, but well-estimated by σ̂2q (or σ̂
2
qt), then replace σ
2
q
with σ̂2q (or σ̂
2
qt).
3. Estimation Step: For each (i, j), analyze ŷijT using a naive analysis such as
CML, CLS, or estimating equations, and denote the estimates ω̂ ij . These esti-
mates are viewed as a function of λi, but notation displaying this relationship
will be suppressed. Calculate the average of these estimates for each i by
ω¯ i = J
−1∑J
j=1 ω ij separately for each parameter in ω.
4. Extrapolation Step: Regress {ω¯ i} on λ separately for each parameter in ω. The
nature of the relationship between the two variables will dictate the type of
regression to use. For instance, it may be appropriate to use a quadratic λ
term in the regression function. Extrapolate ω¯ to λ = −1 using the chosen
regression model.
This extrapolated value is denoted ω̂SIMEX and is the SIMEX corrected estimate of
ω. It represents the value of ω when there is no variance in the unbiased measurement
error.
To put this into perspective, suppose that, as in the Model 1 framework, on the
abundance scale the dynamics is governed by the Poisson distribution with the Ricker
function of the previous abundance as the rate and the measurement error is lognor-
mally distributed. Symbolically, suppose that Nt | nt−1 ∼ Poisson(nt−1 exp(a +
bnt−1)) and N̂t = ntqt where qt ∼ Lognormal, E(qt) = 1, and V ar(qt) = σ2q .
Then the remeasurements are generated by N̂ijt = exp[log(n̂t) + wijt] where wijt ∼
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N(−λi log(σ2q + 1)/2, λi log(σ2q + 1)). In this framework, one needs to apply nonlin-
ear optimization to obtain estimates of a and b for each remeasurement set; these
are denoted âij and b̂ij . Next, calculate the average of the estimates for each i,
e.g. ai =
∑
j âij. For each of the parameters, regress the I averages onto λ and
use the regression model to extrapolate back to λ = −1 to obtain the SIMEX cor-
rected estimate of the parameter, e.g. if the chosen regression model is linear, then
âSIMEX = β̂0 + β̂1(−1).
As an illustration of this method, Chapter 8 contains an analysis of the moose data
set using this method. However, due to the computational intensity of obtaining ω
using nonlinear optimization and space restrictions, a simulation study and bootstrap
is not performed in this investigation.
5.3 SIMEX Simulation Study
In this section, SIMEX is evaluated for the Model 2 framework [Xt | xt−1 ∼
N(g(xt−1), σ2 ) and X̂t | xt ∼ N(xt, σ2u) where g(xt−1) = xt−1 + a+ b exp(xt−1)].
The true parameter values used in these simulations are T = 20, a ∈{0.2, 0.75,
1.5, 2.4, 2.6}, k = 100, and σ = 0.2 (details are provided in Chapter 2.7). Three
hundred data sets (M = 300) per parameter combination are simulated. For all of
the SIMEX simulations in this investigation, λ ∈{0, 0.5, 1, 1.5, 2} which implies
that I = 5, and J = 300 remeasurements are simulated per level of λ.
The measurement error variance is treated several ways: (1) it is constant and
known, (2) it is constant and unknown, and (3) the measurement error is het-
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eroscedastic and the values of the variances are unknown. In the second and third
scenarios, the measurement error variance(s) is (are) assumed well estimated, and
will be used in simulating SIMEX remeasurements. Using Model 2 as an example,
the measurement error variance estimate(s) is (are) obtained as follows logic (note
the true, average measurement error standard deviation is σu ∈{0.05, 0.1, 0.2, 0.25,
0.3, 0.4, 0.5}). Assume, [19σ̂2u]/σ2u ∼ χ219 which implies that σ̂2u ∼ Gamma(α =
19/2, β = 2σ2u/(19)). So σ̂
2
um is generated by a random Gamma(α, β) for each m.
In the third measurement error variance scenario, σ2ut is unknown and estimated
by σ̂2ut. The average, true measurement error standard deviation for a particular
data set is σu ∈ {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}. Since the measurement error is
heteroscedastic, σ2ut (the true measurement error variance for the t point in time)
is generated following the same procedure as described above using σu. Now, the
estimated measurement error standard deviation σ̂ut will be obtained as follows:
[19σ̂2ut]/σ
2
ut ∼ χ219 which implies that σ̂2ut ∼ Gamma(α = 19/2, β = 2σ2ut/19), so σ̂2umt
is generated by a random Gamma(α, β) for each m and t.
Note that the actual degrees of freedom associated with σ̂2ut depends on the nature
of the sampling scheme that begot x̂t. Using T = 20, as done in this investigation,
may not be reasonable since typically the degrees of freedom is lower resulting in
higher variability in generating σ̂2ut for a simulation. To put this value into perspec-
tive, the coefficient of variation for σ̂2u is
√
2/19 = 0.32.
σu is constant and known
In this scenario, the measurement error variance is assumed constant, known,
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and σu ∈ {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}. The remeasurements are constructed as
follows: X̂mtij = x̂mt+
√
λiumtij where x̂mt is the t
th simulated observation in the mth
simulated set of observations and the pseudo errors umtij ∼ N(0, σ2u). Estimating
equations are used to naively estimate ω (details in Appendix 3), and quadratic
extrapolation is used to get the SIMEX estimates.
Tables 29 – 31 contain the simulation means of the SIMEX and naive estimates.
All but one (a = 0.75 and σu = 0.5) of the SIMEX estimates of a are closer to their
true value than the naive estimates, and this difference becomes more clear as σu
increases. For the cases when a < 1, the magnitude of the bias is quite high and
positive, even for low measurement error variance, and the bias increases with σu.
When a > 1, the bias is smaller and negative rather than positive, and is better
estimated for cases where a > 2. The SIMEX estimates of k are generally worse
in terms of bias (higher, negative bias) than the naive estimates for a = 0.25, but,
then a ≥ 0.75, the SIMEX estimates of k outperform the naive estimates with very
little bias, even for high levels of σu. The SIMEX analysis estimates σ better than
the naive analysis in terms of bias, except for the a = 1.5 and σu = 0.05 case (but
the estimates are close here). The biases are low for the cases where σu is low to
moderate, but for higher values SIMEX grossly over-estimates σ.
A notable aspect of this analysis is that there seems to be some association be-
tween the measurement error variance and the true value of a in that as σu increases,
SIMEX fails to account for the bias caused by the measurement error. Also, when
estimating a the simulation bias is positive for a < 1 (see Hilborn and Walters (1992)
and Walters and Ludwig (1981)) and negative for a > 1 (see De Valpine and Hastings
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(2002)), and high for moderate to high levels of σu for all estimates. In other words,
it seems like there is some underlying relationship between the measurement error
variance and the nature of the bias in naive estimators of a. Furthermore, it seems
as though SIMEX cannot account for this bias when levels of the measurement error
variance are high, under the present conditions and assumptions. This relationship
warrants further research.
Table 29. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters for σu ∈ {0.05, 0.1, 0.2}. The assumption on σ2u
is that it is known and constant
True σu 0.050 0.100 0.200
â k̂ σ̂ â k̂ σ̂ â k̂ σ̂
True 0.200 100.000 0.200 0.200 100.000 0.200 0.200 100.000 0.200
Naive 0.387 97.654 0.203 0.477 90.932 0.228 0.612 92.481 0.302
SIMEX 0.365 98.597 0.194 0.406 77.116 0.196 0.471 92.707 0.217
True 0.750 100.000 0.200 0.750 100.000 0.200 0.750 100.000 0.200
Naive 0.860 99.458 0.207 0.853 100.030 0.224 0.913 101.682 0.285
SIMEX 0.850 99.366 0.201 0.818 99.646 0.199 0.855 99.850 0.210
True 1.500 100.000 0.200 1.500 100.000 0.200 1.500 100.000 0.200
Naive 1.444 100.007 0.205 1.405 100.433 0.231 1.266 102.324 0.294
SIMEX 1.467 99.878 0.197 1.468 99.955 0.204 1.378 100.322 0.215
True 2.400 100.000 0.200 2.400 100.000 0.200 2.400 100.000 0.200
Naive 2.381 100.188 0.226 2.343 100.464 0.298 2.206 101.516 0.456
SIMEX 2.395 100.070 0.198 2.398 100.031 0.218 2.387 99.671 0.279
True 2.600 100.000 0.200 2.600 100.000 0.200 2.600 100.000 0.200
Naive 2.575 100.035 0.231 2.544 100.276 0.322 2.427 101.668 0.536
SIMEX 2.588 99.935 0.195 2.591 99.800 0.224 2.605 99.772 0.321
σu is constant, unknown, and estimated:
In this scenario, σu is assumed constant in time, but unknown and well-estimated
by σ̂u obtained by some sampling scheme as outlined at the beginning of this section.
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Table 30. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters for σu ∈ {0.25, 0.3, 0.4}. The assumption on σ2u
is that it is known and constant
True σu 0.250 0.300 0.400
â k̂ σ̂ â k̂ σ̂ â k̂ σ̂
True 0.200 100.000 0.200 0.200 100.000 0.200 0.200 100.000 0.200
Naive 0.666 95.157 0.346 0.691 96.698 0.389 0.807 97.044 0.474
SIMEX 0.525 94.450 0.234 0.538 93.718 0.248 0.703 89.986 0.275
True 0.750 100.000 0.200 0.750 100.000 0.200 0.750 100.000 0.200
Naive 0.954 102.230 0.326 0.943 103.685 0.367 0.968 106.770 0.462
SIMEX 0.918 99.124 0.221 0.902 99.191 0.231 0.964 98.772 0.265
True 1.500 100.000 0.200 1.500 100.000 0.200 1.500 100.000 0.200
Naive 1.220 102.998 0.337 1.182 104.028 0.379 1.108 107.144 0.471
SIMEX 1.335 99.836 0.230 1.300 99.771 0.243 1.216 99.036 0.269
True 2.400 100.000 0.200 2.400 100.000 0.200 2.400 100.000 0.200
Naive 2.104 103.665 0.536 1.988 102.375 0.617 1.826 107.924 0.760
SIMEX 2.356 100.825 0.323 2.290 98.371 0.381 2.205 100.339 0.467
True 2.600 100.000 0.2000 2.600 100.000 0.200 2.600 100.000 0.200
Naive 2.327 102.895 0.633 2.231 104.261 0.720 2.057 107.089 0.910
SIMEX 2.566 100.021 0.377 2.537 99.990 0.426 2.474 99.812 0.565
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Table 31. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters for σu = 0.5. The assumption on σ
2




True 0.200 100.000 0.200
Naive 0.842 101.721 0.581
SIMEX 0.775 81.980 0.321
True 0.750 100.000 0.200
Naive 0.955 112.795 0.559
SIMEX 0.961 100.090 0.294
True 1.500 100.000 0.200
Naive 1.053 113.294 0.573
SIMEX 1.149 100.513 0.307
True 2.400 100.000 0.200
Naive 1.628 111.585 0.906
SIMEX 2.024 99.577 0.587
True 2.600 100.000 0.200
Naive 1.855 112.367 1.069
SIMEX 2.306 100.116 0.690
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The remeasurements here are obtained as follows: X̂mtij = x̂mt+
√
λiσ̂2umumtij , where
umtij ∼ N(0, 1).
Tables 32 – 34 contain the SIMEX and naive estimates. Upon inspection, the
estimates are similar and display a similar pattern to those in the previous analysis:
the SIMEX estimators out-perform the naive estimators, and the bias is typically
negative and gets worse as σu increases. Another point is that the estimates here and
in the previous analysis are very similar even though the measurement error variance
is treated as unknown here. However, this can be attributed to the high degrees of
freedom used to generate the estimated measurement error variances.
Table 32. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters for σu ∈ {0.05, 0.1, 0.2}. The assumption on σ2u is
that it is unknown, but well-estimated by σ̂2u and it is con-
stant.
True Mean σu 0.050 0.100 0.200
â k̂ σ̂ â k̂ σ̂ â k̂ σ̂
True 0.200 100.000 0.200 0.200 100.000 0.200 0.200 100.000 0.200
Naive 0.412 97.098 0.202 0.455 96.651 0.232 0.593 94.771 0.301
SIMEX 0.391 96.936 0.193 0.388 104.074 0.201 0.445 95.160 0.213
True 0.750 100.000 0.200 0.750 100.000 0.200 0.750 100.000 0.200
Naive 0.822 100.093 0.206 0.861 100.264 0.225 0.939 102.044 0.291
SIMEX 0.810 99.975 0.199 0.827 99.814 0.201 0.903 100.102 0.213
True 1.500 100.000 0.200 1.500 100.000 0.200 1.500 100.000 0.200
Naive 1.444 100.007 0.205 1.405 100.433 0.231 1.266 102.324 0.294
SIMEX 1.465 99.902 0.197 1.469 99.926 0.203 1.384 100.371 0.211
True 2.400 100.000 0.200 2.400 100.000 0.200 2.400 100.000 0.200
Naive 2.381 100.188 0.226 2.343 100.464 0.298 2.206 101.516 0.456
SIMEX 2.395 100.057 0.199 2.396 100.030 0.220 2.392 99.615 0.273
True 2.600 100.000 0.200 2.600 100.000 0.200 2.600 100.000 0.200
Naive 2.575 100.035 0.231 2.544 100.276 0.322 2.427 101.668 0.536
SIMEX 2.587 99.930 0.196 2.590 99.825 0.226 2.611 99.739 0.316
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Table 33. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters. The assumption on σ2u is that it is unknown,
but well-estimated by σ̂2u and it is constant.
True Mean σu 0.250 0.300 0.400
â k̂ σ̂ â k̂ σ̂ â k̂ σ̂
True 0.200 100.000 0.200 0.200 100.000 0.200 0.200 100.000 0.200
Naive 0.639 93.347 0.352 0.729 96.631 0.387 0.778 96.037 0.485
SIMEX 0.484 93.924 0.237 0.593 95.025 0.243 0.661 88.635 0.291
True 0.750 100.000 0.200 0.750 100.000 0.200 0.750 100.000 0.200
Naive 0.944 103.608 0.324 0.975 104.456 0.371 0.958 106.562 0.461
SIMEX 0.903 100.442 0.216 0.958 99.934 0.233 0.940 98.680 0.266
True 1.500 100.000 0.200 1.500 100.000 0.200 1.500 100.000 0.200
Naive 1.220 102.998 0.337 1.182 104.028 0.379 1.108 107.144 0.471
SIMEX 1.336 99.832 0.228 1.304 99.494 0.238 1.218 99.130 0.268
True 2.400 100.000 0.200 2.400 100.000 0.200 2.400 100.000 0.200
Naive 2.104 103.665 0.536 1.988 102.375 0.617 1.826 107.924 0.760
SIMEX 2.360 100.625 0.318 2.304 98.040 0.371 2.197 100.561 0.472
True 2.600 100.000 0.200 2.600 100.000 0.200 2.600 100.000 0.200
Naive 2.327 102.895 0.633 2.231 104.261 0.720 2.057 107.089 0.910
SIMEX 2.571 99.898 0.370 2.556 100.031 0.416 2.469 99.536 0.566
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Table 34. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters for σu = 0.5. The assumption on σ
2
u is that it is
unknown, but well-estimated by σ̂2u and it is constant.
True Mean σu 0.500
â k̂ σ̂
True 0.200 100.000 0.200
Naive 0.813 100.686 0.586
SIMEX 0.737 89.979 0.336
True 0.750 100.000 0.200
Naive 0.983 113.058 0.566
SIMEX 1.013 100.198 0.308
True 1.500 100.000 0.200
Naive 1.053 113.294 0.573
SIMEX 1.152 100.955 0.311
True 2.400 100.000 0.200
Naive 1.628 111.585 0.906
SIMEX 2.004 100.192 0.599
True 2.600 100.000 0.200
Naive 1.855 112.367 1.069
SIMEX 2.303 100.649 0.693
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σut is unknown and changing with t:
In this scenario, σut changes with t, and is unknown and well-estimated by σ̂ut
obtained by some sampling scheme. Therefore, the remeasurements are X̂mtij =
x̂mt +
√
λiσ̂2umtumtij, where umtij ∼ N(0, 1).
Tables 35 – 37 contain the simulation means of the SIMEX and naive estimates.
The estimates here behave similar to those in the previous two scenarios. The abso-
lute values of the biases here are just slightly higher than in the previous simulations.
It seems here that the lack of knowledge of the true, changing measurement error
variances does not affect the performance of the SIMEX estimates relative to the
homoscedastic scenarios. Again, this feature may be attributed to the high degrees
of freedom used in generating the measurement error variances.
In summary, when working exclusively on the log-abundance scale if it is reason-
able to assume that: (1) a dynamic process is governed by the Ricker model, (2) the
measurement error is normal with variance at least well-estimated by some sampling
scheme, then SIMEX does a better job of estimating ω than a naive analysis for
low to moderate levels of measurement error variance that may be changing with
time. If it is known that a > 2, than the SIMEX estimators perform even better.
For low to moderately-low levels of σu, SIMEX out-performs the naive estimators
in estimating σ having low bias. However, for moderate to high levels of σu, σ is
grossly overestimated, especially when a > 2. As stated earlier, there seems to be
some association between the SIMEX estimators of a and σ, and σu in that SIMEX
does not perform well in estimating these parameters when σu is high, but does when
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Table 35. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters. The assumption on σ2ut is that it is unknown
and changing with t, but well-estimated by σ̂2ut.
Average σut 0.050 0.100 0.200
â k̂ σ̂ â k̂ σ̂ â k̂ σ̂
True 0.200 100.000 0.200 0.200 100.000 0.200 0.200 100.000 0.200
Naive 0.816 102.700 0.575 0.851 102.464 0.587 0.839 101.396 0.583
SIMEX 0.815 102.598 0.573 0.847 101.960 0.577 0.823 100.653 0.544
True 0.750 100.000 0.200 0.750 100.000 0.200 0.750 100.000 0.200
Naive 0.979 112.027 0.553 0.976 113.689 0.562 0.973 114.174 0.560
SIMEX 0.980 111.883 0.550 0.978 113.152 0.552 0.976 111.880 0.520
True 1.500 100.000 0.200 1.500 100.000 0.200 1.500 100.000 0.200
Naive 1.454 100.067 0.204 1.416 100.590 0.229 1.271 101.753 0.288
SIMEX 1.476 99.939 0.197 1.479 100.137 0.203 1.384 99.947 0.212
True 2.400 100.000 0.200 2.400 100.000 0.200 2.400 100.000 0.200
Naive 2.385 99.957 0.222 2.352 100.201 0.288 2.217 101.551 0.450
SIMEX 2.398 99.824 0.196 2.401 99.790 0.214 2.388 99.925 0.282
True 2.600 100.000 0.200 2.600 100.000 0.200 2.600 100.000 0.200
Naive 2.577 100.097 0.233 2.555 100.371 0.313 2.427 101.133 0.517
SIMEX 2.589 99.986 0.199 2.598 99.954 0.221 2.589 99.378 0.314
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Table 36. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters. The assumption on σ2ut is that it is unknown
and changing with t, but well-estimated by σ̂2ut.
Average σut 0.250 0.300 0.400
â k̂ σ̂ â k̂ σ̂ â k̂ σ̂
True 0.200 100.000 0.200 0.200 100.000 0.200 0.200 100.000 0.200
Naive 0.829 99.441 0.592 0.821 103.226 0.584 0.850 102.081 0.598
SIMEX 0.799 96.487 0.524 0.816 102.802 0.574 0.835 100.257 0.559
True 0.750 100.000 0.200 0.750 100.000 0.200 0.750 100.000 0.200
Naive 0.966 114.176 0.556 0.955 112.838 0.562 0.988 111.897 0.561
SIMEX 0.971 104.693 0.485 0.954 112.331 0.553 0.993 109.821 0.521
True 1.500 100.000 0.200 1.500 100.000 0.200 1.500 100.000 0.200
Naive 1.222 102.911 0.345 1.189 104.674 0.375 1.077 107.642 0.472
SIMEX 1.342 99.634 0.233 1.203 104.144 0.360 1.096 105.588 0.426
True 2.400 100.000 0.200 2.400 100.000 0.200 2.400 100.000 0.200
Naive 2.075 103.232 0.551 1.977 104.110 0.630 1.859 108.176 0.754
SIMEX 2.316 100.249 0.342 2.005 103.686 0.606 1.954 106.282 0.680
True 2.600 100.000 0.200 2.600 100.000 0.200 2.600 100.000 0.200
Naive 2.324 103.036 0.647 2.200 103.686 0.733 2.099 107.511 0.883
SIMEX 2.561 100.226 0.390 2.229 103.209 0.703 2.201 105.819 0.791
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Table 37. Simulation means of the naive and SIMEX estimates (us-
ing quadratic regression for extrapolation) of process model
parameters. The assumption on σ2ut is that it is unknown
and changing with t, but well-estimated by σ̂2ut.
Average σut 0.500
â k̂ σ̂
True 0.200 100.000 0.200
Naive 0.819 101.520 0.595
SIMEX 0.802 99.777 0.557
True 0.750 100.000 0.200
Naive 0.970 112.611 0.559
SIMEX 0.970 110.474 0.520
True 1.500 100.000 0.200
Naive 1.046 112.266 0.566
SIMEX 1.063 110.252 0.525
True 2.400 100.000 0.200
Naive 1.593 113.164 0.928
SIMEX 1.652 111.305 0.881
True 2.600 100.000 0.200
Naive 1.814 114.217 1.086
SIMEX 1.878 112.291 1.029
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it is low.
An explanation of the high estimates of σ is that when a > 2, then, determin-
istically speaking, there are bifurcations in the dynamics of the Ricker function. As
a increases, the number of bifurcations increase. If the estimate of a is too low (as
it is when σu is high), then the estimated number of bifurcations is lower than the
true number. Therefore, the estimated process errors appear more diffuse relative to
the true process error. This inevitably increases the process error variance. As an
example, suppose that when a = 2.6 and σu = 0.5, âSIMEX = 1.8 (not far-fetched
since this is the simulation mean of the estimates from the study). The true number
of bifurcations is 4, but the estimated number is 0. Therefore, the process error at
each point in time appears to jump wildly around the estimated process mean, then
eventually around the estimated carrying capacity. This is because the true number
of bifurcations is not accounted for due to the under-estimate of a.
5.4 Conclusions On SIMEX
Based on the simulation study, the SIMEX estimators mostly outperform the
naive estimators in terms of simulated bias. As displayed in the summary tables,
even with unknown, heteroscedastic measurement error, SIMEX does relatively well
at estimating the parameters, with decreasing bias as the the measurement error
variance decreases and as the true value of a increases. In particular, the estimates
of σ for Model 2 are estimated much better in the SIMEX analysis than the naive
analysis for small to moderate measurement error variance. However, if it is believed
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that the MECV is high, then, based on the simulation results, the estimates calcu-
lated in both the naive and SIMEX analyses have very high biases, especially for a
and σ. One should tread lightly if the measurement error variance is high.
A question to ponder before doing any analyzing is what scale to work with.
Model 1 has the advantage of parsimony and a more realistic process variance, but the
computational resources to run a simulation even for moderate to small simulation
and remeasurement sizes is large. Model 2 requires much less computer resources
to estimate the parameters (and eventually perform inference) since closed form
solutions exist for the estimators, but the model assumptions may not be realistic.
Another point is that the literature is lacking in a careful, theoretical assessment
of SIMEX in dynamic settings. SIMEX treats the true explanatory variables as fixed
throughout the analysis. However, in dynamic models, explanatory variables are
random at one point, then, subsequently treated as fixed. More research is required
to see the effects of this technicality on SIMEX estimators, but goes beyond the focus
of this thesis.
In general, its ease of computation, ability to incorporate estimated measure-
ment error variances, and its potential (based on these simulations) to outperform
a naive approach in dynamic models makes a SIMEX analysis worth considering to
estimate parameters. However, due to the nature of the dynamics of the process
model, the standard errors of the estimates may be a challenge to calculate since
they require the information matrix. Details of these calculations for the regression
setting are in Carroll, et al. (2006, Chapter 5.3.3 and Appendix B.4). A way to do
inference in SIMEX by avoiding the information matrix calculation is to bootstrap.
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As stated in Carroll, et al. (2006, pgs 110 – 111), this can be a computational burden.
Bootstrapping is investigated further in Chapter 7.1.
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C H A P T E R 6
MODIFIED ESTIMATING EQUATIONS
Using the estimating equations approach to parameter estimation is an attractive
methodology for several reasons. It doesn’t require the specification of a distribution
of the data, it tends to be much less computationally expensive than other methods,
and, if some regularity conditions are met, then estimators derived from them are
consistent and asymptotically normal, even for nonlinear, dynamic models; see Go-
dambe (1985), Tjøstheim (1986), Lele (1994), Basawa (2001), and also see Lele, et
al. (1998) for an application of this method in the context of population ecology. As
outlined in Chapter 2.2.1, the estimating equations are p (p is the number of param-
eters) functions of the data and parameters denoted by S(y;ω) =
∑
t S(yt;ω), and
typically only moment assumptions of the model are needed to construct them. The
estimators are obtained by solving for the parameters in the equation S(y;ω) = 0.
Ideally, E(S(Y;ω)) = 0 (or limT→∞ T−1
∑
tE[S(Yt;ω)] = 0).
Unfortunately, if observations are subject to measurement error, then the esti-
mating equations are biased estimates of 0 (i.e. E(S(Ŷ;ω)) 6= 0), and therefore the
estimators in the model are biased for their true values, and limiting properties and
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inferences should be suspect. Naik-Nimbalkar and Rajarshi (1995) and Thompson,
et al. (1999) tackle the problem in such models using estimating equations in the
state space framework in the context of obtaining filtered state estimates. Naik-
Nimbalkar and Rajarshi (1995) go further by obtaining smoothed estimates and also
present an algorithm to estimate the parameters of the process model after filtered
state estimates are obtained. These methods can require a high level of computation
resources due to the algorithm’s need to alternate between filtering and parameter
estimation until convergence. The aim of this section is to avoid such algorithms
by modifying the estimating equations to be unbiased for 0 which should reduce the
amount of resources.
In Chapter 6.1, the naive estimating equations of nonlinear, dynamic models will
be modified (so-called the modified estimating equations method or MEE) so that,
in the presence of measurement error, they are approximately unbiased estimates of
0. Chapter 6.2 applies the MEE method to the Ricker model on the log-abundance
scale assuming additive measurement error and includes a simulation study. Chapter
6.3 applies the MEE method to the Ricker model on the abundance scale assuming
multiplicative measurement error.
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6.1 Modifying The Estimating Equations Of Nonlinear, Dy-
namic Models
As discussed, the philosophy here is to modify the naive estimating equations in
some way so that they are unbiased estimates of zero. Several MEE strategies are
detailed in Buonaccorsi (2010, pgs. 209 – 214) for non-dynamic models, and one of
those methods is codified in this section for nonlinear dynamic models.
Suppose that the unobserved random variable Yt is governed by the nonlinear,
dynamic function g(yt−1;ω), and the value ω is of interest. Symbolically, E(Yt |
yt−1) = g(yt−1;ω). It has been shown (Godambe, 1985) that the optimal estimating







V (Yt | yt−1) .
The random variablesY are not observed directly because they are subjected to mea-
surement error. The naive estimating equations S(ŷ;ω) are biased estimates of zero.
A way to correct for measurement error is to construct a new set of estimating equa-
tions, denoted SMEE(ŷ;ω, θ), where θ contains any measurement error parameters
such as the measurement error variances (they may or may not change with time), by
modifying the existing naive estimating equations such that E(SMEE(Ŷ;ω, θ)) = 0
(or T−1
∑
tE[SMEE(Ŷt;ω, θ)] →T→∞ 0). Note that E[SMEE(Ŷt;ω) | yt] = S(yt;ω)
implies that E[SMEE(Ŷt;ω)] = E[S(Yt;ω)] = 0 (at least asymptotically with respect
to the long-run average).
As previously noted, θt is not known and is estimated using θ̂t. In the so-called
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pseudo-MEE methods, θ̂t is substituted in for θt. This is discussed further in Chapter
6.4. Henceforth, the argument θt to the S(ŷt;ω) will be dropped and the distinction
between using θt or θ̂t will not be made for convenience.
Following the method in Buonaccorsi (2010, pg 211): a function is calculated
At(ŷt; θt) such that
T∑
t=2
E[S(Ŷt;ω)−At(Ŷt; θt)] = 0







So, the attack to finding At is to let it be the contribution to the bias in the naive
estimating equations such that, when subtracted from the naive estimating equations,
the result is zero in expectation. This can be done by choosing At(ŷt; θ) so that


















E[S(Ŷt;ω) | yt−1]− E(S(Ŷt;ω) | yt−1)
}
= 0
satisfying the property that estimating equations are unbiased estimates of 0.
What’s left to do is to solve the MEEs for the parameters to obtain the corrected
“estimators” denoted ω̂MEE. There are a couple of things to note here: (1) closed
form solutions may not exist because of the nonlinear nature of the dynamic function
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and (2) E[S(Ŷt;ω) | yt−1] may contain the true values (yt) and members of θt.
Estimators should be free of such nuisance parameters; the quote marks around the
word suggest that they are not true estimators (a distinction that will not be made
henceforth). Strategies to obtain values to impute in for the true values include
(1) substitute ŷt in for yt, (2) substitute an approximately, conditionally unbiased
estimates of functions of yt that involve ŷt and θt using Taylor expansions, and (3)
under certain distribution assumptions, unbiased estimates of functions of yt can be
calculated exactly and are substituted. The members of θt come into the MEEs
through expected values of functions of the measurement errors, so imputations
for them require two stages: calculations of the expected values and imputation
of the members involved. Two strategies to calculate the expected values are (1)
use a Taylor expansion of the expectation and (2) under distribution assumptions,
these expectations can be calculated exactly. Subsequent imputation will inevitably
require the values of θt that may not be known, so, under certain conditions, θ̂t will
be substituted in for θt. These methods are studied further under specific model
assumptions in Chapter 6.2.1.
Buonaccorsi (2010, pg 214) also outlines how to obtain the covariance matrix
for the MEEs estimators. This calculation is combined with the theory on standard
error calculations outlined in Tjøstheim (1986) for nonlinear, dynamic models. If
regularity conditions are met, then the estimated covariance matrix of the MEE esti-
mators are calculated by substituting in the MEE for the naive estimating equations.
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Symbolically, the calculation is


















Chapters 7.2 and 7.3 outline how to do inference with MEE using the Ricker process
model as an illustration.
To put this framework into perspective, Chapter 6.2 uses the Ricker process model
subject to additive measurement error on the log-abundance scale with a simulation
study under various parameter combinations. Chapter 6.3 uses the Ricker process
model with multiplicative measurement error on the abundance scale. Chapter 6.4
contains some concluding remarks about MEEs.
6.2 Ricker Model On The Log-Abundance Scale
In this section, the calculations in the preceding section will be used under specific
model assumptions. Namely, the conditional moments of the unobserved process
model are E(Xt | xt−1) = g(xt−1;ω) = xt−1+ a+ b exp(xt−1), V (Xt | xt−1) = σ2 , and
the measurement error model is X̂t = xt+ ut where E(ut) = E(ut | xs) = 0, V (ut) =
σ2u, and E(utus) = 0; t 6= s. Note that since E(ut | xs) = 0 =⇒ Cov(ut, xs) =
0; ∀t, s.
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 = − T∑
t=2
 (x̂t − x̂t−1 − a− b exp(x̂t−1))
exp(x̂t−1)(x̂t − x̂t−1 − a− b exp(x̂t−1))



























Also, without measurement error (i.e. x̂ = x), E(S(x;ω)) =
∑
tE[E(S(xt;ω) |
xt−1)] = 0. The closed form solutions of the naive estimators are
ânaive = D̂ − Êb̂naive, b̂naive = ŜDE
ŜEE






[x̂t − g(x̂t−1; ω̂)]2
T − 3 ,
where D̂t = x̂t − x̂t−1, Êt = exp(x̂t−1), D̂ =
∑
D̂t/(T − 1) = (x̂T − x̂1)/(T − 1),
Ê =
∑
exp(x̂t−1)/(T − 1), ŜDE =
∑
exp(x̂t−1)(x̂t − x̂t−1)− (T − 1)D̂ Ê, and ŜEE =∑
exp(2x̂t−1)− (T − 1)Ê
2
, and sums are taken over all t ∈ {2, .., T}.
For this model, the MEEs are calculated in Chapter 6.2.1, Chapter 6.2.2 offers
suggestions on how to manage the unknown quantities involved in the MEEs, and
Chapter 6.2.3 is a simulation study.
6.2.1 Finding The MEEs: General Development
As discussed, these estimators are biased for their true values due to the presence
of measurement error. What follows is a way to correct the bias induced by mea-
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surement error in the estimating equations as outlined in the previous section. The
approach is to calculate
∑T
t=2E(S(x̂t, x̂t−1;ω) | xt−1), and then subtract an estimate
of this from the naive estimating equations to obtain the MEEs denoted SMEE(x̂;ω).
The details for this calculation are located in Appendix F, but the results are located
here. In terms of ω = {a, b}1,
T∑
t=2











bz2t−1[η1,t−1 − η2,t−1]− zt−1η3,t−1
]
,
where zt−1 = exp(xt−1), η1,t−1 = E(exp(ut−1)), η2,t−1 = E(exp(2ut−1)), and η3,t−1 =
E(ut−1 exp(ut−1)). These expressions are not known and need to be estimated. Sup-




SMEE,a(x̂t, x̂t−1;ω) = −
T∑
t=2







SMEE,b(x̂t, x̂t−1;ω) = −
T∑
t=2





bẑ2t−1[η̂1,t−1 − η̂2,t−1] + zt−1η̂3,t−1
]
. (6.3)
1Appendix F contains this development for ω = {a, k}
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Now, ω̂MEE can be obtained by setting the MEEs to zero and solving for the pa-
rameter. Details of this calculation are located in Appendix F. The resulting MEE
estimators are






















Estimating σ2 using MEE
To estimate σ2 , consider the “residual”:
rt | xt = X̂t − g(X̂t−1; âMEE, b̂MEE)
= xt + ut − xt−1 − ut−1 − âMEE − b̂MEE exp(xt−1 + ut−1)
= xt − xt−1 − âMEE − b̂MEE exp(xt−1) exp(ut−1) + ut − ut−1
≈ t + b exp(xt−1)(1− exp(ut−1)) + ut − ut−1,
where the last approximation arises from treating âMEE and b̂MEE as a and b. A



















[b exp(xt−1)(1− exp(ut−1)) + ut − ut−1]2
T − 3
with










exp(xt−1)E[(ut − ut−1)(1− exp(ut−1))] + 2(T − 1)σ2u
(T − 3) .













+ 2(T − 1)σ2u
T − 3 .
A caveat to using this estimator is that σ̂2,MEE can be negative.
The expression for rt also suggests a way to obtain the distribution function of .
Suppose this equation is rewritten as rt = t+Qt. If the distribution of Qt is known,
then the distribution of t can be estimated using mixture/deconvolution theory; see
Carroll, et al. (2006, Chapter 12.1). This is an area of further research.
Estimated Covariance Matrix of the MEE Estimators
The components that go into the estimated covariance matrix of the estimators
are calculated here using equation 6.1, which is reproduced here:










For ω = {a, b}, equations 6.2 and 6.3 together make SMEE(x̂t; ω̂) and
Î =












The covariance matrix in terms of ω = {a, k} is located in Appendix F.
The formulas above are not estimators because they contain the unknown quan-
tities E(f(ut−1)) and f(xt−1). Of course, in order to obtain estimates of ω, σ2 , and
standard errors, these terms must be estimated. Several ways to obtain these values
are subsequently investigated.
6.2.2 Estimating The Correction Terms
As noted, it is necessary to obtain estimates of the zt and ηj,t j = 1, 2, 3 terms
to compute the MEE estimates as given in Chapter 6.2.1. For the terms involving
expected values of the measurement errors, the difficulty in acquiring exact expres-
sions is that, to this point, there are only first moment and second central moment
assumptions on them. Therefore, explicit forms for terms such as E(exp(ut−1)) can-
not be calculated exactly. Also, the true process is not known exactly, so terms such
as exp(xt−1) are unknown.
The terms η1,t−1, η2,t−1, and η3,t−1 are, respectively, E(exp(ut−1)), E(exp(2ut−1)),
and E(ut−1 exp(ut−1)). These quantities can be estimated a couple of ways: (1) use
the Taylor expansions for moments and (2) apply distribution assumptions on the
measurement errors such as normality. The former preserves robustness inherent in
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estimating equations approaches, but is an approximation, and the latter is an exact
expression, but requires distributional assumptions.
The approach to estimating zt−1 = exp(xt−1) is to substitute an approximately
conditionally unbiased estimate for it. The argument for doing this is that it preserves
the condition that the expected value of the estimating equations is 0. Another
approach, which is a topic for future research, is to use filtered or smoothed estimates.
Note that a conditionally unbiased estimator of xt is x̂t since E(X̂t | xt) = xt. Here,
the estimates of zt−1 are computed three ways (1) just substitute exp(x̂t) in for
exp(xt) and exp(2xt) in for exp(2x̂t), (2) use the Taylor expansion of for moments to
obtain a approximately, conditionally unbiased estimator, and (3) assume that the
measurement error is normal and obtain an exact conditionally unbiased estimator.
The first does not reflect conditional unbiasedness (and therefore does not preserve
the property that the expected value of the estimating equations are 0), but is easy
to implement. The second preserves some robustness, but is an approximation. The
third is an exact expression, but requires normality.
The estimates are developed below in detail. Note that they are in terms of σ2u,
but, realistically, σ̂2u or σ̂
2
ut will be substituted in for them instead. Table 38 contains
a summary of the different types of imputations. Also, the values of the estimates
are compared for various levels of measurement error variance, and estimates of ω̂
using these imputations are compared via simulation in Chapter 6.2.3.
Estimates Derived from Taylor Expansions
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For the terms involving expected values of functions of measurement errors,
















= 1 + 2σ2u
⇒ η̂2,t−1 = 1 + 2σ2u, (6.5)
and





⇒ η̂3,t−1 = σ2u. (6.6)
For the terms involving functions of the true process,
E(exp(x̂t−1) | xt−1) ≈ exp(xt−1)(1 + σ2u/2)







E(exp(2x̂t−1) | xt−1) ≈ exp(2xt−1)(1 + 2σ2u)







Estimates Derived from Assuming Normality for the Measurement Errors
Here, it is assumed that ut
iid∼ N(0, σ2u). For the terms involving expected values of
functions of measurement errors, the estimates are obtained using the moment gen-
erating function for normal random variables, E(exp(sut)) =Mut(s) = exp(s
2σ2u/2),
η1,t−1 = E(exp(ut−1)) = exp(σ2u/2)
⇒ η̂1,t−1 = exp(σ2u/2), (6.9)
η2,t−1 = E(exp(2ut−1)) = exp(2σ2u)
⇒ η̂2,t−1 = exp(2σ2u), (6.10)
and
η3,t−1 = E(ut−1 exp(ut−1)) = σ2u exp(σ
2
u/2) (6.11)
⇒ η̂3,t−1 = σ2u exp(σ2u/2). (6.12)
The details to leading to equation 6.12 are located in Appendix F. For the terms
involving functions of the true process,
E(exp(x̂t−1) | xt−1) = exp(xt−1 + σ2u/2)








E(exp(2x̂t−1) | xt−1) = exp(2xt−1 + 2σ2u)









Therefore, a conditionally unbiased estimate of exp(xt−1) is exp(x̂t−1 − σ2u/2) and of
exp(2xt−1) it is exp(2x̂t−1 − 2σ2u).
Summary and Comparison Between Estimates
Table 38 contains a summary of the estimates developed above.
Table 38. Summary table for the choices of imputations for ηj,t−1 j =
1, 2, 3, zt−1, and z2t−1 among using Taylor expansions, assum-
ing normality for the measurement errors, and, for exp(xt−1)
and exp(2xt−1), just substituting in exp(x̂t−1) and exp(2x̂t−1)
resp.
Type of Imputation
True Taylor Normal Data

















ẑt−1 exp(xt−1) exp(x̂t−1)/(1 + σ
2
u/2) exp(x̂t−1) exp(−σ2u/2) exp(x̂t−1)
ẑ2t−1 exp(2xt−1) exp(2x̂t−1)/(1 + 2σ
2
u) exp(2x̂t−1) exp(−2σ2u) exp(2x̂t−1)
Figure 18 displays a comparison between the values of the two types of imputa-
tions for η̂j,t−1 j = 1, 2, 3 for various levels of σu. Upon inspection, there is very little
difference between the two for lower through moderately high values of measurement
error variance. For η̂1,t−1, there is little difference between the values among the
levels σu. Therefore, one can speculate that the analysis results should be robust to
the choice of imputation.
The difference between the three imputation choices for zt−1 and z2t−1 are the
multipliers to the function of xt: the multipliers for method (1) are 1 and 1, the Taylor
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Figure 18. Comparison of the imputation choices (either using the
Taylor expansion or normality assumption) for η1,t−1 =
E(exp(ut)), η2,t−1 = E(exp(2ut)), and η3,t−1 = E(ut exp(ut))
among various levels of measurement error standard de-
viation.










































































MEE Imputation Values for Measurment Errors
175
method are 1/(1 + σ2u/2) and 1/(1 + 2σ
2
u), and the normal method are 1/ exp(σ
2
u/2)
and 1/ exp(2σ2u) resp. Figure 19 displays the differences between the multipliers for
each level of σu. There doesn’t seem to be a large difference between the normal
and Taylor imputations, but the difference between these two and the method (1)
imputation is quite large, especially for the exp(2x̂t).
As stated earlier, the imputations are approximations or require distribution as-
sumptions. Therefore, the effects of using them are not limited to increasing bias
in the estimates and adversely affect inferences. Subsequently, a simulation study
is performed to investigate the performance of MEE in general, and to compare the
performance of the estimators among different imputations.
6.2.3 MEE Simulation Study
This section contains a simulation study to compare the performance of MEE
to a naive analysis in terms of simulation bias and standard deviation. Here, the
following parameter combinations and distributions are used to construct M = 1000
data sets for each: Xt | xt−1 ∼ N(xt−1 + a− a/k exp(xt−1), σ2 ), X̂ | xt ∼ N(xt, σ2u),
t ∈ {1, . . . , 20}, x1 = log(50), a ∈ {0.2, 0.75, 1.5, 2.4, 2.6}, k = 100, σ = 0.2, and
σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5}.
Before summarizing the simulation results, note that a number of results were
removed before calculating simulation statistics because they resulted in negative
estimates of k or large estimates of a in absolute value (| a |> 50). For the naive
analysis, there were five data sets removed (four where {a, σu} = {0.2, 0.05} and one
for {0.2, 0.1}). Table 39 contains the number of data sets that were removed for
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Figure 19. The values of the multipliers of zt−1 = exp(xt) and z2t−1 =
exp(2xt) over various levels of σu for each imputation
method.
























































MEE Imputation Values for exp(xt) and exp(2xt)
177
each level of {a, σu} from the MEE analysis. The most striking feature is that the
number of negative estimates of k is associated with the value of a and σu; there
is a negative relationship between the number of negative estimates of k and large
âMEE and a, and a positive relationship with σu. This suggests that there is some
underlying problem using estimating equations to estimate parameters when a is
small or σu is large, or that the time frame (T = 20), though realistic, is too small.
Furthermore, it is possible for σ̂2,MEE < 0, and Table 40 contains the number of data
sets per parameter and imputation type combination that resulted in such estimates.
Here, negative estimates of σ grow with a and σu. For higher levels of σu, most of
the data sets per cell result in negative estimates. Even for moderate levels, half or
slightly less resulted in negative estimates. This suggests that the construction of
the MEE estimator of σ may not be appropriate. However, note that De Valpine
and Hastings (2002) state that σu = 0.2 is large for measurement error standard
deviation in ecological population data, so σu = 0.5 may be unrealistically large.
The MEE estimates of σ displayed in subsequent tables will be based on just the
positive estimates; the whole data sets will not be removed as with the negative
estimates of k.
Tables 41 – 46 display a comparison of the simulation average bias for each of the
MEE imputation methods described in Chapter 6.2.2 and the naive analysis for each
of a, k, and σ resp. Only a selection of the levels of σu are displayed, but the pattern
is apparent upon inspection. In estimating a, the MEE analysis outperformed the
naive analysis for the most part. There are several data sets that resulted in very high
(in absolute value) MEE estimates of a, which is why several cells have such a high
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Table 39. Number of data sets (out of 1000 per cell) that resulted in










0.2 0.75 1.5 2.4 2.6
0.05 8 0 0 0 0
0.1 10 1 0 0 0
0.2 37 14 11 0 0
0.25 52 36 31 0 0
0.3 68 48 78 1 0
0.4 98 64 78 28 5
0.5 121 110 129 125 152
bias. Inspecting just the MEE biases, there an increase in bias with σu, and decrease
in bias with increasing a. The top two performing analyses are those that use Taylor
expansions and normality for both estimates. In estimating k, the bias in the MEE
estimates is worse than the naive analysis for a = 0.2, but, in general, it is much
better than the naive estimates for a > 0.2. There were a few very high estimates
of k that carried the biases far to the right for a = 0.2. Also, in general, the Taylor-
Taylor method outperformed the rest, and the method where normality is used for
the measurement error and the data are imputed for the state values performed the
worst. As for estimating σ, the biases are, in general, lower than those of the naive
analysis for low to moderate levels of σu. Furthermore, the direction of the bias is
typically negative for lower to moderate levels of σu, then positive for larger levels.
However, one should tread lightly here since many data sets needed removing due to
negative estimates.
Tables 47 – 48 display the simulation means and medians of the estimates of a,
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Table 40. Number of data sets (out of 1000 per cell) that resulted in
negative estimates of σ2 when performing MEE. ST stands
for state function estimation techniques and ME stands for






















0.05 0 0 0 4 7 0 0 0 4 8
0.1 5 1 6 172 300 5 1 6 187 317
0.2 161 135 229 604 627 159 144 290 674 709
0.25 243 216 301 649 689 233 218 357 746 788
0.3 278 255 270 706 704 263 249 304 834 832
0.4 307 312 257 686 719 332 358 242 738 876





0.05 0 0 0 4 7 0 0 0 4 7
0.1 5 1 5 157 274 5 1 6 170 295
0.2 164 142 184 513 537 166 145 233 592 620
0.25 262 249 278 509 561 265 274 367 637 682
0.3 313 318 317 524 521 321 362 396 705 704
0.4 433 453 415 471 481 419 446 453 773 758







0.05 0 0 0 4 7 0 0 0 4 7
0.1 5 1 5 157 274 5 1 6 170 295
0.2 163 142 181 509 534 166 145 231 590 616
0.25 261 247 276 498 554 269 275 366 627 674
0.3 320 325 306 504 503 321 363 401 687 693
0.4 457 457 414 417 433 449 477 468 727 713
0.5 542 540 458 289 321 470 525 489 722 790
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Table 41. Estimated bias of the naive and MEE estimates of a based
on the simulation mean (median). Negative estimates of k
and large estimates of a (| a |> 50) were removed. The la-
bels of the columns are (type of measurement error imputa-
tion, type of state imputation) where T=Taylor expansion,
D=only data, and N=normality assumption
Simulation Mean (Median) Bias of a
σu Naive (T,D) (T,T) (T,N)
a = 0.2
0.05 0.199(0.169) 0.179(0.146) 0.179(0.146) 0.179(0.146)
0.1 0.236(0.213) 0.164(0.138) 0.163(0.137) 0.163(0.137)
0.2 0.404(0.366) 0.241(0.134) 0.210(0.125) 0.178(0.124)
0.4 0.588(0.567) 0.455(0.378) 0.222(0.181) -0.010(0.145)
0.5 0.640(0.624) 0.376(0.317) 0.161(0.208) -0.026(0.097)
a = 0.75
0.05 0.079(0.064) 0.071(0.052) 0.071(0.052) 0.071(0.052)
0.1 0.119(0.122) 0.099(0.095) 0.093(0.089) 0.093(0.089)
0.2 0.184(0.167) 0.194(0.134) 0.113(0.062) 0.086(0.059)
0.4 0.223(0.218) -0.206(-0.125) 0.093(0.095) -0.052(-0.029)
0.5 0.223(0.206) -0.370(-0.436) 0.080(-0.037) -0.552(-0.287)
a = 1.5
0.05 -0.037(-0.016) -0.009(0.014) -0.009(0.013) -0.009(0.013)
0.1 -0.093(-0.078) 0.025(0.035) 0.015(0.027) 0.015(0.027)
0.2 -0.220(-0.220) 0.301(0.192) 0.053(0.053) 0.097(0.049)
0.4 -0.401(-0.410) -1.019(-0.880) -0.299(-0.350) -0.248(-0.420)
0.5 -0.443(-0.462) -1.335(-1.325) -0.393(-0.549) -0.874(-0.778)
a = 2.4
0.05 -0.026(-0.018) -0.009(-0.001) -0.009(-0.001) -0.009(-0.001)
0.1 -0.067(-0.052) 0.001(0.015) -0.001 (0.012) -0.001(0.012)
0.2 -0.202(-0.180) 0.082(0.098) 0.035 (0.058) 0.034(0.056)
0.4 -0.576(-0.570) 1.087(0.875) 0.013 (0.005) -0.064(-0.085)
0.5 -0.748(-0.748) 2.222(1.966) -0.111 (-0.141) -0.366(-0.392)
a = 2.6
0.05 -0.016(-0.016) -0.001(-0.002) -0.001(-0.002) -0.001(-0.002)
0.1 -0.056(-0.053) 0.006(0.008) 0.004(0.006) 0.004(0.006)
0.2 -0.186(-0.345) 0.066(0.078) 0.030(0.043) 0.028(0.041)
0.4 -0.578(-0.562) 0.735(0.666) -0.005(-0.003) -0.082(-0.079)
0.5 -0.731(-0.713) 2.983(2.060) -0.035(-0.047) -0.274(-0.277)
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Table 42. Estimated bias of the naive and MEE estimates of a based
on the simulation mean (median). Negative estimates of k
and large estimates of a (| a |> 50) were removed. The la-
bels of the columns are (type of measurement error imputa-
tion, type of state imputation) where T=Taylor expansion,
D=only data, and N=normality assumption
Simulation Mean (Median) Bias of a
σu Naive (N,D) (N,T) (N,N)
a = 0.2
0.05 0.199(0.169) 0.179(0.146) 0.179(0.146) 0.179(0.146)
0.1 0.236(0.213) 0.165(0.138) 0.164(0.137) 0.164(0.137)
0.2 0.404(0.366) 0.255(0.135) 0.254(0.128) 0.257(0.127)
0.4 0.588(0.567) 0.156(0.173) 0.409(0.363) 0.438(0.331)
0.5 0.640(0.624) -0.075(0.005) 0.264(0.449) 0.371(0.547)
a = 0.75
0.05 0.079(0.064) 0.071(0.052) 0.071(0.052) 0.071(0.052)
0.1 0.119(0.122) 0.102(0.098) 0.096(0.091) 0.096(0.091)
0.2 0.184(0.167) 0.245(0.165) 0.083(0.105) 0.065(0.101)
0.4 0.223(0.218) -0.599(-0.561) -0.134(0.089) 0.384(0.186)
0.5 0.223(0.206) -0.788(-0.618) -0.475(-0.190) 0.253( 0.156)
a = 1.5
0.05 -0.037(-0.016) -0.009(0.014) -0.009(0.014) -0.009(0.014)
0.1 -0.093(-0.078) 0.032(0.042) 0.021(0.031) 0.021(0.031)
0.2 -0.220(-0.220) 0.354(0.280) 0.229(0.139) 0.231(0.135)
0.4 -0.401(-0.410) -1.371(-1.547) -0.543(-0.480) -0.433(-0.366)
0.5 -0.443(-0.462) -1.669(-1.551) -0.847(-0.986) -0.592(-0.573)
a = 2.4
0.05 -0.026(-0.018) -0.009(-0.001) -0.009(-0.001) -0.009(-0.001)
0.1 -0.067(-0.052) 0.003(0.017) 0.000(0.014) 0.000(0.014)
0.2 -0.202(-0.180) 0.116(0.129) 0.065(0.084) 0.062(0.081)
0.4 -0.576(-0.570) 2.642(2.131) 0.680(0.553) 0.455(0.391)
0.5 -0.748(-0.748) -5.108(-5.577) 1.911(1.299) 1.454(0.647)
a = 2.6
0.05 -0.016(-0.016) -0.001(-0.002) -0.001(-0.002) -0.001(-0.002)
0.1 -0.056(-0.053) 0.007(0.009) 0.005(0.007) 0.005(0.007)
0.2 -0.186(-0.345) 0.093(0.104) 0.053(0.066) 0.051(0.064)
0.4 -0.578(-0.562) 2.224(1.706) 0.475(0.443) 0.334(0.319)
0.5 -0.731(-0.713) -2.512(-5.193) 1.719(1.309) 0.816(0.700)
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Table 43. Estimated bias of the naive and MEE estimates of k (true
k = 100) based on the simulation mean (median). Negative
estimates of k and large estimates of a (| a |> 50) were re-
moved. The labels of the columns are (type of measurement
error imputation, type of state imputation) where T=Taylor
expansion, D=only data, and N=normality assumption
Simulation Mean (Median) Bias of k
σu Naive (T,D) (T,T) (T,N)
a = 0.2
0.05 -1.825(-4.248) 7.462(-3.772) 7.191(-3.771) 7.191(-3.771)
0.1 -2.351(-4.762) 1.039(-2.843) 0.960(-2.837) 0.961(-2.836)
0.2 -6.251(-8.478) 17.769(-7.604) 35.074(-7.309) 24.326(-7.281)
0.4 -3.038(-5.103) -8.839(-14.699) -6.190(-14.288) -0.562(-14.171)
0.5 1.534(-1.828) -8.374(-16.126) -7.129(-14.275) -5.692(-13.879)
a = 0.75
0.05 -0.204(-0.097) -0.327(-0.174) -0.326(-0.174) -0.326(-0.174)
0.1 0.326(0.542) -0.073(0.100) -0.069(0.118) -0.069(0.118)
0.2 1.623(1.287) 1.067(-0.529) 1.423(-0.331) 1.330(-0.326)
0.4 7.458(6.415) -0.923(-2.834) 0.662(-1.776) 6.056(-1.324)
0.5 12.767(11.550) 9.966(-2.923) 0.945(-1.063) 3.417(-0.683)
a = 1.5
0.05 0.105(0.190) -0.016(0.052) -0.016(0.052) -0.016(0.052)
0.1 0.567(0.495) 0.084(0.012) 0.085(0.016) 0.085(0.016)
0.2 1.684(1.578) -0.202(-0.387) -0.227(-0.407) -0.238(-0.415)
0.4 7.928(6.876) 4.259(-0.918) 4.418(-1.089) 0.998(-1.081)
0.5 13.656(12.26) 3.123(-0.331) 1.271(-0.354) 2.112(-0.198)
a = 2.4
0.05 0.172(0.096) 0.060(-0.024) 0.060(-0.024) 0.060(-0.024)
0.1 0.410(0.439) -0.037(-0.001) -0.036(-0.000) -0.036(-0.000)
0.2 1.840(1.633) 0.038(-0.087) 0.044(-0.077) 0.043(-0.078)
0.4 7.840(6.836) 0.329(-0.424) 0.423(-0.644) 0.374(-0.645)
0.5 12.064(10.38) -0.194(-1.485) 0.153(-1.427) 0.047(-1.529)
a = 2.6
0.05 0.152(0.089) 0.039(-0.033) 0.039(-0.033) 0.039(-0.033)
0.1 0.541(0.761) 0.086(0.299) 0.087(0.301) 0.087(0.301)
0.2 1.929(1.713) 0.106(-0.103) 0.118(-0.117) 0.117(-0.117)
0.4 8.143(6.971) 0.567(-0.675) 0.745(-0.434) 0.704(-0.479)
0.5 11.727(10.69) -0.283(-1.179) 0.053(-0.898) -0.063(-0.902)
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Table 44. Estimated bias of the naive and MEE estimates of k (true
k = 100) based on the simulation mean (median). Negative
estimates of k and large estimates of a (| a |> 50) were re-
moved. The labels of the columns are (type of measurement
error imputation, type of state imputation) where T=Taylor
expansion, D=only data, and N=normality assumption
Simulation Mean (Median) Bias of k
σu Naive (N,D) (N,T) (N,N)
a = 0.2
0.05 -1.825(-4.248) 7.766(-3.772) 7.464(-3.771) 7.464(-3.771)
0.1 -2.351(-4.762) 1.141(-2.835) 1.056(-2.835) 1.056(-2.835)
0.2 -6.251(-8.478) 48.446(-7.999) 22.519(-7.505) 18.414(-7.477)
0.4 -3.038(-5.103) -9.733(-15.422) -8.627(-14.095) -5.903(-14.618)
0.5 1.534(-1.828) 2.533(-14.718) 72.562(-16.009) -10.588(-16.096)
a = 0.75
0.05 -0.204(-0.097) -0.327(-0.174) -0.326(-0.174) -0.326(-0.174)
0.1 0.326(0.542) -0.072(0.090) -0.067(0.108) -0.067(0.108)
0.2 1.623(1.287) 1.958(-0.645) 0.786(-0.408) 1.099(-0.394)
0.4 7.458(6.415) 9.495(-2.940) -0.367(-2.214) -0.841(-2.476)
0.5 12.767(11.550) 13.102(-2.278) 0.913(-2.122) 1.693(-1.522)
a = 1.5
0.05 0.105(0.190) -0.016(0.052) -0.016(0.052) -0.016(0.052)
0.1 0.567(0.495) 0.084(0.008) 0.085(0.015) 0.085(0.015)
0.2 1.684(1.578) -0.325(-0.477) -0.177(-0.397) -0.186(-0.402)
0.4 7.928(6.876) 10.192(-0.693) 0.113(-0.810) 2.011(-1.089)
0.5 13.656(12.26) 64.452(-1.173) 7.934(-0.013) 1.184(-0.932)
a = 2.4
0.05 0.172(0.096) 0.060(-0.024) 0.060(-0.024) 0.060(-0.024)
0.1 0.410(0.439) -0.037(-0.001) -0.036(-0.001) -0.036(-0.001)
0.2 1.840(1.633) 0.041(-0.092) 0.045(-0.075) 0.044(-0.076)
0.4 7.840(6.836) 0.645(0.207) 0.475(-0.360) 0.392(-0.612)
0.5 12.064(10.38) -0.228(-1.025) 0.315(-0.851) 0.082(-1.327)
a = 2.6
0.05 0.152(0.089) 0.039(-0.033) 0.039(-0.033) 0.039(-0.033)
0.1 0.541(0.761) 0.086(0.299) 0.086(0.300) 0.086(0.300)
0.2 1.929(1.713) 0.105(-0.094) 0.116(-0.108) 0.115(-0.111)
0.4 8.143(6.971) 0.675(-0.371) 0.741(-0.489) 0.684(-0.540)
0.5 11.727(10.69) -0.483(-1.422) 0.098(-0.979) -0.160(-1.275)
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Table 45. Estimated bias of the naive and MEE estimates of σ (true
σ = 0.2) based on the simulation mean (median). Negative
estimates of k, large estimates of a (| a |> 50), and negative
estimates of σ2 were removed. Some of these averages are
based on very The labels of the columns are (type of mea-
surement error imputation, type of state imputation) where
T=Taylor expansion, D=only data, and N=normality as-
sumption
Simulation Mean (Median) Bias of σ
σu Naive (T,D) (T,T) (T,N)
a = 0.2
0.05 0.002(0.002) -0.009(-0.009) -0.009(-0.009) -0.009(-0.009)
0.1 0.029(0.028) -0.010(-0.010) -0.010(-0.010) -0.010(-0.010)
0.2 0.102(0.099) -0.007(-0.006) -0.008(-0.006) -0.008(-0.005)
0.4 0.286(0.279) 0.931(0.150 ) 0.242( 0.077) 0.076( 0.066)
0.5 0.382(0.376) 2.822(0.282 ) 0.208( 0.144) 0.131( 0.135)
a = 0.75
0.05 0.004(0.004) -0.005(-0.004) -0.005(-0.004) -0.005(-0.004)
0.1 0.023(0.023) -0.008(-0.007) -0.008(-0.007) -0.008(-0.007)
0.2 0.083(0.083) -0.013(-0.014) -0.013(-0.011) -0.012(-0.011)
0.4 0.253(0.248) 0.858(0.134 ) 0.094(0.056 ) 0.051(0.042 )
0.5 0.355(0.350) 1.665(0.293 ) 0.159(0.104 ) 0.094(0.092 )
a = 1.5
0.05 0.006(0.004) -0.004(-0.006) -0.004(-0.006) -0.004(-0.006)
0.1 0.028(0.026) -0.012(-0.011) -0.011(-0.009) -0.011(-0.009)
0.2 0.096(0.095) 0.010(-0.012) -0.005(-0.006) -0.005(-0.005)
0.4 0.268(0.262) 1.785(0.228 ) 0.105( 0.064) 0.073(0.061 )
0.5 0.375(0.367) 8.239(0.455 ) 0.146( 0.122) 0.129(0.127 )
a = 2.4
0.05 0.026(0.026) -0.010(-0.010) -0.009(-0.009) -0.009(-0.009)
0.1 0.091(0.090) -0.017(-0.020) -0.015(-0.016) -0.015(-0.016)
0.2 0.256(0.248) 0.084(0.069 ) 0.084(0.080) 0.085(0.078)
0.4 0.570(0.556) 0.916(0.283 ) 0.307(0.291) 0.310(0.294)
0.5 0.713(0.699) 3.857(0.869 ) 0.421(0.414) 0.438(0.440)
a = 2.6
0.05 0.036(0.035) -0.013(-0.012) -0.013(-0.012) -0.013(-0.012)
0.1 0.120(0.115) -0.001(-0.004) -0.001(-0.004) -0.001(-0.003)
0.2 0.327(0.316) 0.127(0.113) 0.127 (0.116) 0.128 (0.117)
0.4 0.715(0.702) 0.547(0.383) 0.422 (0.407) 0.427 (0.422)
0.5 0.861(0.847) 1.772(0.732) 0.502 (0.486) 0.523 (0.515)
185
Table 46. Estimated bias of the naive and MEE estimates of σ (true
σ = 0.2) based on the simulation mean (median). Negative
estimates of k, large estimates of a (| a |> 50), and negative
estimates of σ2 were removed. Some of these averages are
based on very The labels of the columns are (type of mea-
surement error imputation, type of state imputation) where
T=Taylor expansion, D=only data, and N=normality as-
sumption
Simulation Mean (Median) Bias of σ
σu Naive (N,D) (N,T) (N,N)
a = 0.2
0.05 0.002(0.002) -0.009(-0.009) -0.009(-0.009) -0.009(-0.009)
0.1 0.029(0.028) -0.010(-0.010) -0.010(-0.010) -0.010(-0.010)
0.2 0.102(0.099) 0.017(-0.006) -0.009(-0.006) -0.008(-0.006)
0.4 0.286(0.279) 0.758(0.170 ) 0.289(0.082 ) 0.106(0.075 )
0.5 0.382(0.376) 0.457(0.229 ) 1.627(0.183 ) 0.184(0.134 )
a = 0.75
0.05 0.004(0.004) -0.005(-0.004) -0.005(-0.004) -0.005(-0.004)
0.1 0.023(0.023) -0.009(-0.008) -0.008(-0.007) -0.008(-0.007)
0.2 0.083(0.083) -0.003(-0.016) -0.011(-0.013) -0.011(-0.013)
0.4 0.253(0.248) 0.736(0.187 ) 0.248(0.070 ) 0.100(0.059 )
0.5 0.355(0.350) 0.411(0.239 ) 0.863(0.197 ) 0.204(0.112 )
a = 1.5
0.05 0.006(0.004) -0.004(-0.006) -0.004(-0.006) -0.004(-0.006)
0.1 0.028(0.026) -0.013(-0.011) -0.012(-0.010) -0.011(-0.010)
0.2 0.096(0.095) 0.022(-0.012) -0.011(-0.013) -0.011(-0.012)
0.4 0.268(0.262) 1.509(0.327 ) 0.497(0.123 ) 0.197(0.097 )
0.5 0.375(0.367) 0.684(0.337 ) 1.416(0.230 ) 0.304(0.159 )
a = 2.4
0.05 0.026(0.026) -0.010(-0.010) -0.010(-0.010) -0.010(-0.010)
0.1 0.091(0.090) -0.019(-0.023) -0.017(-0.019) -0.017(-0.019)
0.2 0.256(0.248) 0.080(0.056 ) 0.082(0.068 ) 0.083(0.070 )
0.4 0.570(0.556) 4.822(0.933 ) 0.377(0.310 ) 0.294(0.262 )
0.5 0.713(0.699) 11.813(2.917 ) 7.457(0.459 ) 0.415(0.383 )
a = 2.6
0.05 0.036(0.035) -0.014(-0.012) -0.013(-0.012) -0.013(-0.012)
0.1 0.120(0.115) -0.002(-0.006) -0.002(-0.004) -0.001(-0.004)
0.2 0.327(0.316) 0.137(0.133 ) 0.128(0.112 ) 0.127(0.113 )
0.4 0.715(0.702) 66.474(0.414 ) 0.391(0.396 ) 0.388(0.378 )
0.5 0.861(0.847) 25.892(5.142 ) 2.202(0.537 ) 0.497(0.452 )
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k, and σ focusing on the Taylor expansions for imputing unknown quantities. Data
sets that lead to negative estimates of k and large estimates of a removed from all
calculations, and negative estimates of σ2 removed from just those calculations. As
viewed in the previous tables, for a < 1, there is still positive bias in estimating a, k
is typically underestimated (looking at the medians), and σ is slightly underestimate
for lower levels of σu, but over estimated thereafter. For a > 1, a seems to be well
estimated for low to moderate levels of σu and k is well estimated. However, σ
is only well estimated for lower levels of σu, and, at high levels of σu, it is better
estimated at lower levels of a.
Tables 49 – 50 display the simulation standard deviations, simulation mean ap-
proximate standard errors, and coverage rates calculated from the simulation 95%
confidence intervals constructed with the approximate standard errors for both the
naive and MEE analyses estimating a. The performance of MEE when a ≤ 1.5 in
terms of coverage rates is deceiving: the coverage rates are good, but the standard
errors are much too high, even for moderate levels of σu. These standard errors are
more reasonable for higher values of a. For estimating k, when a ≤ 1.5, the standard
errors are much too large, and the coverage rates are much too low. The perfor-
mance is a bit better for larger values of a. Note that the simulation medians of the
approximate standard errors are much more reasonable than the means suggesting
that there are some large values skewing the mean away from the center.
A couple of reasons for such poor performance of the approximate standard errors
in some cases are that (1) these are based on large sample theory, and here the sample
size is T = 20 which is small and (2) these are approximations of approximations
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Table 47. MEE simulation mean and median estimates of â, k̂, σ̂ for
the 1000 simulated data sets for each combination of a ∈
{0.2, 0.75}, k = 100, σ = 0.2, and σu ∈ {0.05, 0.1, 0.2, 0.25,
0.3, 0.4, 0.5} using the Taylor expansions estimates for both
types of unknown quantities. Negative estimates of k and
large (> 50) estimates of a were removed.
Sim. mean Sim. median
σu â k̂ σ̂ â k̂ σ̂
a = 0.2
0.05 0.379 107.191 0.191 0.346 96.229 0.191
0.1 0.363 100.960 0.190 0.337 97.163 0.190
0.2 0.410 135.074 0.192 0.325 92.691 0.194
0.25 0.254 101.763 0.214 0.315 89.933 0.204
0.3 0.523 97.735 0.244 0.390 89.611 0.231
0.4 0.422 93.810 0.442 0.381 85.712 0.277
0.5 0.361 92.871 0.408 0.408 85.725 0.344
a = 0.75
0.05 0.821 99.674 0.195 0.802 99.826 0.196
0.1 0.843 99.931 0.192 0.839 100.118 0.193
0.2 0.863 101.423 0.187 0.812 99.669 0.189
0.25 0.898 100.845 0.199 0.844 99.267 0.195
0.3 0.831 99.876 0.225 0.797 99.596 0.209
0.4 0.843 100.662 0.294 0.845 98.224 0.256
0.5 0.830 100.945 0.359 0.713 98.937 0.304
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Table 48. MEE simulation mean and median estimates of â, k̂, σ̂ of
the 1000 simulated data sets for each combination of a ∈
{1.5, 2.4, 2.6}, k = 100, σ = 0.2, and σu ∈ {0.05, 0.1, 0.2,
0.25, 0.3, 0.4, 0.5} using the Taylor expansions estimates
for both types of unknown quantities. Negative estimates
of k and estimates â > 50 were removed.
Sim. mean Sim. median
σu â k̂ σ̂ â k̂ σ̂
a = 1.5
0.05 1.491 99.984 0.196 1.513 100.052 0.194
0.1 1.515 100.085 0.189 1.527 100.016 0.191
0.2 1.553 99.773 0.195 1.553 99.593 0.194
0.25 1.650 100.630 0.208 1.534 100.613 0.202
0.3 1.322 100.163 0.247 1.387 99.761 0.234
0.4 1.201 104.418 0.305 1.150 98.911 0.264
0.5 1.107 101.271 0.346 0.951 99.646 0.322
a = 2.4
0.05 2.391 100.060 0.191 2.399 99.976 0.191
0.1 2.399 99.964 0.185 2.412 100.000 0.184
0.2 2.435 100.044 0.284 2.458 99.923 0.280
0.25 2.432 100.311 0.338 2.450 99.822 0.331
0.3 2.441 100.562 0.395 2.433 100.248 0.391
0.4 2.413 100.423 0.507 2.405 99.356 0.491
0.5 2.289 100.153 0.621 2.259 98.573 0.614
a = 2.6
0.05 2.599 100.039 0.187 2.598 99.967 0.188
0.1 2.604 100.087 0.199 2.606 100.301 0.196
0.2 2.630 100.118 0.327 2.643 99.883 0.316
0.25 2.654 100.106 0.388 2.665 99.935 0.367
0.3 2.646 100.480 0.456 2.664 99.731 0.457
0.4 2.595 100.745 0.622 2.597 99.566 0.607
0.5 2.565 100.053 0.702 2.553 99.102 0.686
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since values are imputed in for unknown quantities such as the expected values of
functions of measurement errors.
Table 49. MEE simulation standard deviation (SSD), average (me-
dian) approximate standard errors (SASE), and coverage
rates (CR) from 95% Wald confidence intervals using the
approximate standard errors for a using the 1000 simulated
data sets for each combination of a = {0.2, 0.75}, k = 100,
σ = 0.2, and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Tay-
lor expansions estimates for both types of unknown quan-
tities. Negative estimates of k and large (> 50) estimates of
a were removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 0.2
0.05 0.197 0.155(0.150) 0.744 0.198 0.162 (0.156) 0.814
0.1 0.198 0.162(0.157) 0.728 0.213 0.197 (0.180) 0.898
0.2 0.238 0.191(0.186) 0.516 1.363 1.447 (0.308) 0.924
0.25 0.247 0.205(0.201) 0.459 2.204 4.078 (0.398) 0.927
0.3 0.263 0.210(0.205) 0.347 2.682 18.000(0.456) 0.915
0.4 0.258 0.231(0.227) 0.319 4.142 22.498(0.639) 0.932
0.5 0.249 0.254(0.248) 0.298 3.589 9.695 (0.780) 0.926
a = 0.75
0.05 0.221 0.194(0.192) 0.871 0.235 0.207 (0.203) 0.873
0.1 0.216 0.198(0.195) 0.852 0.278 0.256 (0.248) 0.892
0.2 0.224 0.210(0.207) 0.829 2.193 5.103 (0.428) 0.953
0.25 0.226 0.216(0.214) 0.825 2.380 7.638 (0.557) 0.964
0.3 0.233 0.225(0.223) 0.821 3.395 17.241(0.713) 0.968
0.4 0.233 0.238(0.235) 0.840 3.628 13.655(0.868) 0.968
0.5 0.248 0.256(0.252) 0.855 4.594 27.600(0.882) 0.958
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Table 50. MEE simulation standard deviation (SSD), average approx-
imate standard errors (SASE), and coverage rates (CR)
from 95% Wald confidence intervals using the approximate
standard errors for a using the 1000 simulated data sets
for each combination of a = {1.5, 2.4, 2.6}, k = 100, σ = 0.2,
and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Taylor ex-
pansions estimates for both types of unknown quantities.
Negative estimates of k and large (> 50) estimates of a were
removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 1.5
0.05 0.209 0.187(0.182) 0.899 0.219 0.198 (0.194) 0.895
0.1 0.216 0.195(0.192) 0.881 0.271 0.253 (0.239) 0.909
0.2 0.238 0.213(0.209) 0.787 1.705 4.508 (0.419) 0.935
0.25 0.246 0.221(0.218) 0.742 2.122 7.608 (0.518) 0.939
0.3 0.242 0.230(0.228) 0.686 3.603 14.572(0.611) 0.932
0.4 0.261 0.243(0.239) 0.604 3.169 11.639(0.750) 0.916
0.5 0.275 0.258(0.254) 0.570 4.094 16.181(0.795) 0.875
a = 2.4
0.05 0.103 0.090(0.087) 0.896 0.102 0.091(0.088) 0.905
0.1 0.125 0.107(0.104) 0.867 0.125 0.112(0.108) 0.920
0.2 0.192 0.161(0.155) 0.774 0.220 0.192(0.178) 0.915
0.25 0.231 0.191(0.183) 0.675 0.296 0.238(0.219) 0.891
0.3 0.252 0.219(0.214) 0.577 0.367 0.298(0.271) 0.898
0.4 0.310 0.270(0.265) 0.445 0.726 0.546(0.380) 0.884
0.5 0.355 0.311(0.307) 0.346 1.712 2.844(0.450) 0.828
a = 2.6
0.05 0.092 0.080(0.079) 0.890 0.092 0.081(0.080) 0.892
0.1 0.114 0.099(0.096) 0.882 0.116 0.101(0.098) 0.914
0.2 0.187 0.156(0.151) 0.778 0.210 0.172(0.162) 0.891
0.25 0.211 0.185(0.179) 0.732 0.260 0.215(0.203) 0.884
0.3 0.240 0.218(0.211) 0.653 0.323 0.264(0.251) 0.897
0.4 0.326 0.278(0.272) 0.471 0.507 0.369(0.347) 0.855
0.5 0.377 0.323(0.318) 0.406 0.702 0.491(0.423) 0.834
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Table 51. MEE simulation standard deviation (SSD), average approx-
imate standard errors (SASE), and coverage rates (CR)
from 95% Wald confidence intervals using the approximate
standard errors for k using the 1000 simulated data sets
for each combination of a = {0.2, 0.75}, k = 100, σ = 0.2,
and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Taylor ex-
pansions estimates for both types of unknown quantities.
Negative estimates of k and large (> 50) estimates of a were
removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 0.2
0.05 32.134 29.345(11.703) 0.662 178.029 1105.886 (12.427) 0.689
0.1 29.695 25.756(11.952) 0.679 41.157 48.356 (15.464) 0.751
0.2 23.053 12.773(10.527) 0.610 755.234 55334.309(21.287) 0.777
0.25 21.974 13.231(11.120) 0.644 98.967 2243.748 (21.938) 0.788
0.3 24.290 14.794(11.431) 0.662 63.132 521.528 (20.860) 0.765
0.4 24.591 15.587(12.848) 0.705 120.952 944.189 (20.929) 0.757
0.5 26.759 17.208(15.172) 0.763 43.511 209.129 (21.360) 0.764
a = 0.75
0.05 6.874 6.060 (5.524 ) 0.885 6.439 5.968 (5.587 ) 0.886
0.1 6.476 6.041 (5.718 ) 0.893 7.073 8.822 (5.963 ) 0.900
0.2 7.741 7.191 (6.775 ) 0.886 30.394 347.365(8.028 ) 0.900
0.25 9.028 8.115 (7.620 ) 0.888 18.279 218.723(9.089 ) 0.898
0.3 9.973 9.339 (8.712 ) 0.892 15.723 113.840(11.076) 0.888
0.4 12.472 11.766(10.788) 0.885 37.364 374.815(12.450) 0.884
0.5 16.156 15.220(14.040) 0.880 24.088 145.944(16.595) 0.897
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Table 52. MEE simulation standard deviation (SSD), average approx-
imate standard errors (SASE), and coverage rates (CR)
from 95% Wald confidence intervals using the approximate
standard errors for k using the 1000 simulated data sets
for each combination of a = {1.5, 2.4, 2.6}, k = 100, σ = 0.2,
and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Taylor ex-
pansions estimates for both types of unknown quantities.
Negative estimates of k and large (> 50) estimates of a were
removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 1.5
0.05 3.311 3.131 (3.052 ) 0.917 3.305 3.078 (2.989 ) 0.906
0.1 3.861 3.628 (3.541 ) 0.913 3.841 3.431 (3.326 ) 0.893
0.2 5.743 5.305 (5.095 ) 0.901 5.783 9.037 (4.429 ) 0.870
0.25 7.071 6.422 (6.184 ) 0.886 9.420 166.460 (5.451 ) 0.862
0.3 8.271 7.864 (7.507 ) 0.888 10.125 35.849 (6.838 ) 0.880
0.4 11.505 10.759(9.968 ) 0.871 97.508 3938.839 (9.430 ) 0.902
0.5 14.744 14.627(13.576) 0.858 17.936 67.077 (13.966) 0.915
a = 2.4
0.05 2.282 2.060 (2.051 ) 0.898 2.279 2.046 (2.034) 0.901
0.1 3.291 2.688 (2.644 ) 0.864 3.277 2.628 (2.586) 0.863
0.2 5.939 4.579 (4.379 ) 0.842 5.822 4.293 (4.084) 0.841
0.25 7.050 5.829 (5.521 ) 0.859 6.825 5.308 (5.035) 0.863
0.3 8.831 7.140 (6.722 ) 0.845 8.457 6.307 (5.870) 0.841
0.4 11.981 10.346(9.507 ) 0.846 11.131 8.535 (7.712) 0.849
0.5 15.348 14.550(12.979) 0.880 13.760 12.034(9.730) 0.853
a = 2.6
0.05 2.354 1.975 (1.962 ) 0.889 2.351 1.963 (1.950 ) 0.895
0.1 3.357 2.716 (2.663 ) 0.872 3.341 2.666 (2.613 ) 0.858
0.2 5.856 4.809 (4.617 ) 0.858 5.746 4.547 (4.355 ) 0.855
0.25 7.297 5.977 (5.708 ) 0.852 7.067 5.515 (5.237 ) 0.857
0.3 9.069 7.533 (7.155 ) 0.861 8.712 6.730 (6.408 ) 0.865
0.4 12.715 11.109(10.257) 0.872 11.822 9.227 (8.439 ) 0.857
0.5 16.193 14.724(13.270) 0.864 14.510 11.397 (10.148) 0.831
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6.3 Ricker Model On The Abundance Scale
In this section, details of the MEE approach are presented when working on
the abundance scale. The conditional moments of the unobserved process model
are E(Nt | nt−1) = h(nt−1;ω) = nt−1 exp(a + bnt−1) = V (Nt | nt−1), and the
measurement error model is N̂t = ntqt where E(qt) = E(qt | ns) = 1, V (qt) = σ2q ,
and E(qtqs) = 0; t 6= s. Note that E(qt | ns) = 0 =⇒ Cov(qt, ns) = 0; ∀t, s.




 = − T∑
t=2
 (n̂t − n̂t−1 exp(a+ bn̂t−1))
n̂t−1(n̂t − n̂t−1 exp(a+ bn̂t−1))












(n̂t − n̂t−1 exp(a(1− n̂t−1/k))
an̂t−1
k2
(n̂t − n̂t−1 exp(a(1− n̂t−1/k))

Closed form solutions for a and b (or k) do not exist on the abundance scale.
However, a can be solved for in terms of b and a root finder, such as the uniroot















Unfortunately, if k is of interest, then a cannot be solved for and substituted in
Sk(n̂;ω) as in the equation above. The remainder of this section outlines the cal-
culations to obtain the MEEs similar to Chapters 6.2.1 and 6.2.2. As will be seen,
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due to the nonlinear nature of the Ricker model, simplification as seen on the log-
abundance scale is not attainable.
Finding The MEEs
As done previously, the approach is to calculate
∑T
t=2E(S(n̂t, n̂t−1;ω) | nt−1),
and then subtract an estimate of this from the naive estimating equations to obtain
the MEEs denoted SMEE(n̂;ω). In terms of ω = {a, b},
T∑
t=2














γ1,t−1(b) = E(qt−1 exp(bnt−1qt−1)),
and
γ2,t−1 = E(q2t−1 exp(bnt−1qt−1)).
These expressions are not known and need to be estimated. Suppose that the
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ẑ21,t−1 exp(a)[ẑ2,t−1(b)− γ̂2,t−1(b)] (6.16)
Now, ω̂MEE can be obtained by setting the MEEs to zero and solving for the param-
eter. As in the naive equations, closed form solutions do not exist, so a root finder
can be used to obtain the estimates.
Estimated Covariance Matrix of the MEE Estimators
The components that go into the estimated covariance matrix of the estimators
are calculated here using equation 6.1, which is reproduced here:

















 [n̂t − n̂t−1 exp(a+ bn̂t−1)

































n̂2t−1 exp(a+ bn̂t−1) + ẑ
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Estimating the Correction Terms
Similar to what was done in Chapter 6.2.2 when working on the log-abundance
scale, it is necessary to obtain estimates of the zi,t i = 1, 2 and γj,t j = 1, 2 terms
to compute the MEE estimates as given above. Only first and second moment as-
sumptions are made for measurement error terms, and the state values are unknown.
Therefore, approximations using Taylor expansions are used to obtain estimates for
such unknown quantities.
The terms γ1,t−1 = E(qt−1 exp(bnt−1qt−1)) and γ2,t−1 = E(q2t exp(bnt−1qt−1)) can
be estimated using the Taylor expansions for moments. Distribution assumptions,
namely assuming that qt ∼ lognormal, are a bit more technical and is left for further
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research. The results of the Taylor expansions of the γj,t−1 functions are
γ1,t−1 ≈ exp(bnt−1) +
σ2q
2
bnt−1 exp(bnt−1)[2 + bnt−1]
γ2,t−1 ≈ exp(bnt−1) +
σ2q
2
exp(bnt−1)[2 + 4bnt−1 + b2n2t−1.]
These functions contain state values, which are unknown. One attack is to im-
pute the data n̂t−1 for all nt−1. Another approach, as discussed in Chapter 6.2.2
where arguments for it are contained, is to to substitute approximately conditionally
unbiased estimates for the functions of the states. This is done by just imputing the
data in for z1,t−1. To do this for functions of state values, the Taylor expansion for
moments can be used. One can also make distribution assumptions, but, as with
the measurement errors, this becomes quite technical and is left for further research
since it is not the focus of this thesis. The approximate values for the state function
exp(bnt−1) is as follows:
















Therefore, an approximation to z2,t−1 = exp(bnt−1) is exp(bn̂t−1)/(1 + σ2qb
2n̂2t−1/2).
Due to the computational restrictions of applying the root finder to functions
with multiple roots, as is done in this application, a simulation study will not be
carried out here. The preceding is a rough outline on how to attack the problem of
estimation on the abundance scale.
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6.4 Concluding Remarks On MEE
The MEE method of estimation and inference is a straightforward way to cor-
rect for measurement error that is, in principle, robust to distribution assumptions.
Depending on the underlying nonlinear process, and also on how the measurement
error comes into the equation, this method can be easy to implement and is easier
computationally than many of the competing methods. The Ricker model studied
on the log-abundance scale is an example of this.
However, given the nonlinear nature of these models, there is a need for approxi-
mations of expected values of functions of measurement error terms and functions of
state values. This may cause the MEEs to be biased estimates of zero, and therefore
the consistency and asymptotic normality of the MEE estimators may be in question.
Furthermore, as previously discussed, in practice the measurement error vari-
ances are also unknown, but are needed in order to use this methodology. One can
exploit estimated measurement error variances form the sampling scheme and sub-
stitute those in for σ̂2ut in the so-called pseudo-MEE approach. It should be noted
that using estimated measurement error variances raises additional problems with
asymptotic behavior and, in particular, how to account for uncertainty from their use.
Further, as pointed out in Staudenmayer and Buonaccorsi (2005) and Buonaccorsi
and Staudenmayer (2009), assumptions on the asymptotic behavior of the measure-
ment error variances need to be made in order to establish asymptotic properties
even in the simple linear, autoregressive case. In practice, estimated measurement
error variances are used, but the methods here do not account for the uncertainty in
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their use. This is an area for further research.
Another aspect of the MEE methodology is that its performance may be associ-
ated with the true values of the parameters. Looking specifically at the results of the
simulation in Chapter 6.2.3, the performance in terms of bias and inference seems
to do well for higher levels of true a and lower to moderate levels of σu. For lower
levels of a, namely when a < 1, the performance of MEE falls apart quite badly even
for moderate levels of measurement error. However, the higher levels of σu may not
be reasonable anyways (see De Valpine and Hastings (2002) and references therein
who state that σu = 0.2 is high), but are instructive to learn about the behavior.
Another point is that the estimates may not exist, that is if the estimators are viewed
as a function of σu, then there are values of σu which causes a singularity. Under
certain assumptions or approximations on the unknown quantities, this value of σu
can be calculated for a particular data set. If σu is or is close to this value, then the
estimates will be very large or very small. This aspect of this particular approach
is worth further research. Furthermore, the simulations were done with the small,
albeit realistic, sample size of 20. This may also account for the behavior of the
estimators, especially the high approximate standard errors.
The MEE method is more challenging when closed form estimators do not exist.
This is experienced in the Ricker model on the abundance scale. Due to the nonlinear
nature of this model, the MEEs behave strangely: Sb tends to oscillate a bit around
zero. A reasonable estimate of b is within a certain interval, most of the roots of Sb
are outside of this interval. This creates a couple of problems: which of the roots
should be kept and, for simulation/bootstrap purposes, how can one program a root-
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finder to properly find the right roots efficiently? These problems were experienced
by the author, and subsequently a simulation study was not performed.
The preceding deficiencies of the MEE methodology should not discount it from
being used for correcting measurement error in estimators of nonlinear, dynamic
models. They are warnings of pitfalls that one may encounter. As stated, in simpler
models, if closed form solutions exist, then it can be a powerful, robust tool for
estimation and inference, and to learn about the bias induced by measurement error.
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C H A P T E R 7
INFERENCES
Estimators of nonlinear, dynamic models are biased when measurement error is
present [see Chapter 3, Walters and Ludwig (1981), and De Valpine and Hastings
(2002)]. It should follow that the performance of these estimators to properly answer
questions about population parameters also suffers. In fact Solow (1998), Solow
(2001), and Freckleton, et al. (2006) show that measurement error leads to inference
issues such as an inflated rate of detection of delayed density dependence. In this
section, inference based on the SIMEX and MEE estimators, developed in Chapters
5 and 6, is investigated two ways: (1) using the bootstrap (Efron and Tibshirani
(1993)) and (2) calculating approximate standard errors.
Generally, the bootstrap takes many (D) samples of size T in a way that mimics
the way that the original data arose. Most of the focus of this section is on the
so-called parametric bootstrap because it is difficult to estimate the distribution
of the errors in nonlinear, dynamic models to resample from. The non-parametric
bootstrap is left for future research. Once the D bootstrap samples are obtained,
each are analyzed in order to obtain the empirical distribution of the estimators
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whence inference is performed. This is done for both the SIMEX estimators (called
PB-SIMEX) in Chapter 7.1 and the MEE estimators (called PB-MEE) in Chapter
7.2. Chapter 6 outlines how to calculate approximate, corrected standard errors; this
is restated in Chapter 7.3. Each of these three methodologies are followed with a
simulation study using the parameters values summarized in Table 53.
Table 53. Simulation parameters for the performances of PB-SIMEX,
PB-MEE, and approximate standard errors.
PB-SIMEX PB-MEE Approx. SEs
a {0.2, 0.75, 1.5,
2.4, 2.6}
same as PB-SIMEX same as PB-SIMEX
k 100 same as PB-SIMEX same as PB-SIMEX
σ 0.2 same as PB-SIMEX same as PB-SIMEX
σu {0.05, 0.1, 0.2,
0.25, 0.3, 0.4,
0.5}










7.1 SIMEX Parametric Bootstrap
Suppose that SIMEX was used on a data set (refer to Chapter 5) to obtain ω̂simex.
The dth bootstrap sample, denoted Ŷ∗d with d = 1, . . . , D, is generated by:




y∗d,t−1 ∼ fYt|yt−1(y∗dt; y∗d,t−1, ω̂simex). Note that it is assumed that y1 is known
(i.e. y∗d1 = y1, ∀d), and ŷ∗1 is generated using the measurement error model
(see below). However, y∗d1 = ŷ1 can also be used to start the process.
2. Incorporate measurement error into the bootstrap samples. The mismeasured
bootstrap sample is denoted Ŷ ∗dT with Ŷ
∗
dt | y∗dt ∼ fŶt|yt(ŷ∗dt; y∗dt, θ) if θ is known,
or Ŷ ∗dt | y∗dt ∼ fŶt|yt(ŷ∗dt; y∗dt, θ̂) if θ is unknown. For this illustration, let θ =
{σ2ut; t = 1, . . . , T}, that is the measurement error parameter space contains
only measurement error variances.
3. If the measurement error variance(s) are assumed unknown, then they have to
be estimated in this step in order to be used in SIMEX. There are a couple
of ways to do this: (1) one can generate random estimated measurement error
variances (see Chapter 5.3 for details), or (2) if the original sampling method
is used to obtain Ŷ ∗dt, then measurement error variances should come with this
estimate. These variances are denoted σ̂2∗u,d,1:T .
4. SIMEX is performed on ŶdT the same way ω̂simex was obtained, except σ̂
2∗
u,d,1:T
are used instead of the original σ̂2u,1:T , and ω̂
∗
simex,d is calculated for each d ∈
{1, . . . , D}.
5. Calculate the bootstrap statistics:




• The bootstrap standard error is
√
[1/(D − 1)]∑d(ω̂∗simex,d − ω̂∗simex)2.
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• A 100(1 − α)% bootstrap confidence interval is {ω̂ | Pα/2(ω̂∗simex) < ω̂ <
P1−α/2(ω̂
∗
simex)}, where Pα(x) is a function that finds the αth percentile
of the data set x. There are better methods to calculate bootstrap confi-
dence intervals, i.e. the bootstrap bias-corrected and accelerated, but the
percentile method will be used exclusively in this thesis.
What follows are outlines for implementing PB-SIMEX for Models 1 (abundance
scale ) and 2 (log-abundance scale).
PB-SIMEX for Model 1
The Model 1 framework is recalled (more details are located in 2.6). Let h(nt;ω) =
nt exp(a + bnt) = nt exp(a(1− nt/k)), Nt | nt−1 ∼ Poisson(h(nt−1;ω)) t = 2, . . . , T ,
N̂t | nt ∼ Lognormal, E(N̂t | nt) = nt−1, V (N̂t | nt) = σ2qt, and n1 is assumed
known. The original data set is denoted N̂T , and SIMEX is performed on it to
get the corrected estimate ω̂SIMEX . The D bootstrap samples are obtained by first
generating, for all d ∈ {1, . . . , D}, the time series of length T starting at n1 = 50 and
the rest of the series by N∗dt ∼ Poisson(h(n∗d,t−1; ω̂SIMEX)), t ∈ {1, . . . , T}. Then,
the elements of these D series are given a dose of measurement error by N̂∗dt = n
∗
dtqdt
where qdt ∼ lognormal, E(qdt) = 1, and V ar(qdt) = σ2q (or σ̂2qt if it is unknown) for
all t ∈ {1, . . . , T} and d ∈ {1, . . . , D}. Now, for each d, first, if needed, measurement
error variances σ̂2∗qt are estimated by randomly generating them (see Chapter 5.3).




dT to obtain ω̂
∗
SIMEX,d. The set
ω∗SIMEX,1:D represents the empirical distribution of ω̂SIMEX , and inference is done
by operating on it, e.g. a 95% percentile confidence interval on ω is constructed by
205
the the 2.5th and 97.5th percentiles of the set ω̂∗SIMEX,1:D.
PB-SIMEX for Model 2
The Model 2 framework is recalled (more details are located in 2.6). Let g(xt;ω) =
xt + a + b exp(xt) = xt + a(1 − exp(xt)/k), Xt | xt−1 ∼ N(g(xt−1;ω), σ2 ) and
X̂t | xt ∼ N(xt, σ2ut), and x1 is assumed known. The original data set is de-
noted X̂T , and SIMEX is performed on it to get the corrected estimate ω̂SIMEX .
The D bootstrap samples are obtained by first generating, for all d ∈ {1, . . . , D},
the time series of length T starting at x1 = log(50) and the rest of the series
by X∗dt ∼ Normal(g(x∗d,t−1; ω̂SIMEX), σ̂2,SIMEX), t ∈ {1, . . . , T}. Then, the ele-
ments of these D series are given a dose of measurement error by X̂∗dt = x
∗
dt + udt
where udt ∼ Normal(0, σ2ut) (or σ̂2ut if it is unknown) for all t ∈ {1, . . . , T} and
d ∈ {1, . . . , D}. Now, for each d, first, if needed, measurement error variances σ̂2∗ut
are estimated by randomly generating them (see Chapter 5.3). SIMEX is then per-
formed on X̂∗dT to obtain ω̂
∗
SIMEX,d. The set ω
∗
SIMEX,1:D represents the empirical
distribution of ω̂SIMEX , and inference is done by operating on it, e.g. a 95% per-
centile confidence interval on ω is constructed by the the 2.5th and 97.5th percentiles
of the set ω̂∗SIMEX,1:D.
PB-SIMEX Simulation for Model 2
Before displaying the tables of bootstrap statistics, Table 54 displays the number
of data sets per simulation (out of 300 data sets) and bootstrap (out of 300(150)
= 45000 data sets) a negative k or σ was estimated (the tables for σu treated as
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unknown and constant and unknown and changing are located in Appendix G). The
highest percentage is slightly less than 5% for σ̂ < 0 and much less than 1% for k̂ < 0.
Subsequently, these bad estimates are removed from the analysis. As experienced in
Chapter 5.3, the results among the three measurement error assumptions are similar,
so only the results for the case where σu is known and constant will be displayed.
The other tables are in Appendix G.
Tables 55 – 59 display the simulation averages of the bootstrap biases, standard
deviations, confidence interval widths, and coverage rates of {a, k, σ} along with the
simulation means, biases, and standard deviations.
For a = 0.2, the bootstrap bias in estimating a is lower than the simulation bias,
and both increase with σu with the simulation bias increasing at a higher rate. The
bootstrap and simulation standard deviations in estimating a are approximately the
same, albeit high, and increase with σu. The bootstrap confidence interval coverage
rates are close to 1, but the average of the widths are large. The bootstrap biases
in estimating k are smaller in magnitude than the simulation biases, and increase
with σu. The bootstrap and simulation standard deviations for k are very high in
some cases, and, as with a, the coverage rates are close to 1 due to high average
width. The bootstrap and simulation biases and standard deviations in estimating
σ are approximatly the same, and are quite low for low to high measurement error
variance. The coverage rates show the same pattern as with a and k. The results are
about the same when a = 0.75, except the magnitudes of the biases and standard
deviations are much lower. This is further empirical evidence that, given the true
parameter values and length of time series, there is something inherently problematic
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Table 54. PB-SIMEX: Proportion of data sets that resulted in k̂ < 0
or σ̂2 < 0 when σu is treated as known and constant. There
is a total of 300 data set per simulation (Sim) and 45000
per bootstrap (150*300, Boot)
a σu
k̂ < 0 σ̂2 < 0
Boot Sim Boot Sim
0.2
0.05 0.0061 0.0067 0.0000 0.0000
0.1 0.0068 0.0067 0.0035 0.0000
0.2 0.0026 0.0000 0.0020 0.0000
0.25 0.0268 0.0000 0.0263 0.0000
0.3 0.0136 0.0000 0.0045 0.0200
0.4 0.0044 0.0000 0.0094 0.0133
0.5 0.0088 0.0033 0.0203 0.0167
0.75
0.05 0.0000 0.0000 0.0000 0.0000
0.1 0.0001 0.0000 0.0001 0.0000
0.2 0.0002 0.0000 0.0017 0.0000
0.25 0.0002 0.0000 0.0039 0.0000
0.3 0.0000 0.0000 0.0060 0.0033
0.4 0.0033 0.0000 0.0114 0.0033
0.5 0.0018 0.0000 0.0169 0.0033
1.5
0.05 0.0000 0.0000 0.0000 0.0000
0.1 0.0000 0.0000 0.0002 0.0000
0.2 0.0000 0.0000 0.0031 0.0033
0.25 0.0000 0.0000 0.0050 0.0000
0.3 0.0000 0.0000 0.0067 0.0067
0.4 0.0021 0.0000 0.0130 0.0233
0.5 0.0004 0.0000 0.0150 0.0267
2.4
0.05 0.0000 0.0000 0.0002 0.0000
0.1 0.0000 0.0000 0.0062 0.0000
0.2 0.0000 0.0000 0.0229 0.0367
0.25 0.0000 0.0000 0.0257 0.0133
0.3 0.0000 0.0000 0.0245 0.0300
0.4 0.0000 0.0000 0.0262 0.0267
0.5 0.0001 0.0000 0.0250 0.0267
2.6
0.05 0.0000 0.0000 0.0008 0.0000
0.1 0.0000 0.0000 0.0124 0.0000
0.2 0.0000 0.0000 0.0291 0.0267
0.25 0.0000 0.0000 0.0324 0.0400
0.3 0.0000 0.0000 0.0357 0.0600
0.4 0.0000 0.0000 0.0403 0.0367
0.5 0.0002 0.0000 0.0424 0.0467
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when a is low.
For a = 1.5, the average bootstrap bias is lower by at least a factor of 10 than
the simulation bias. An interesting point here is that the SIMEX estimates are used
to simulate the bootstrap data, and SIMEX typically under estimates a when its
true value is greater than 1, and the bias decreases as the true value gets closer to
one. Since a lower SIMEX value is used to simulate data, the bias of the bootstrap
estimate should be lower. This bootstrap bias for k is also lower than the simulation
bias, but the bootstrap bias for σ is close to the simulation bias. The bootstrap
standard deviations for a and σ are very close to the simulation standard deviations,
albeit large relative to their true values. However, in general, the bootstrap biases
are larger for k than the simulation standard deviations. Of course, as σu increases,
so do the biases and standard deviations.
For a = {2.4, 2.6}, when σu is small to large, the bootstrap bias is actually larger
than the simulation bias, but the magnitude of both are small relative to 2.4. The
opposite is true for larger values of σu. The same observations made when a = 1.5
can be made here, for k in particular. Something to point out though is that the
bootstrap standard deviations and simulation standard deviations of a and σ are
about the same, as are the bootstrap biases and simulation biases for σ. However,
relative to the size of a, the bootstrap standard deviations are more reasonable, even
for larger values of σu. This is not true for σ, except for very small measurement
error variance.
The coverage rates of the 95% bootstrap percentile confidence confidence intervals
are mostly all one, even for very large measurement error variance. When looked at
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in conjunction with the average confidence interval widths for a and σ, this isn’t very
surprising because all of the widths, even for smaller measurement error variances,
are quite large relative to the true values. As a increases, the widths for a are more
reasonable for small to moderately large measurement error variance. For small to
moderately large σu, the widths for k are reasonable across all a > 1.
7.2 MEE Parametric Bootstrap
Suppose that MEE was used on a data set (refer to Chapter 6) to obtain ω̂MEE.
The steps to implement the bootstrap here are identical to the bootstrap for SIMEX,
but ω̂simex is replaced by ω̂MEE and ω̂
∗
d,simex is replaced by ω̂
∗
d,MEE.
PB-MEE Simulation for Model 2
Before displaying tables of summary statistics, it should be noted that, as expected
from the results in Chapter 6, bootstrap data sets may result in negative estimates of
k and σ2 . Those that resulted in k̂ < 0 were completely removed from the summary
statistics calculations. Since many more data sets resulted in negative estimates of
σ, those negative estimates of σ were removed from just the calculations of the σ
statistics. Table 60 below displays the proportion of bootstrap data sets that resulted
in k̂ < 0 or σ̂2 < 0. Upon inspection, there are many more data sets with σ̂
2
 < 0,
than with k̂ < 0, and the number of data sets increases with σu. This limits the
usefulness of the results pertaining to σ.
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Table 55. PB-SIMEX (σu is known and constant): Simulation means
for the simulation statistics and the bootstrap simulation
results. Included are the bootstrap and simulation bi-
ases, bootstrap and simulation standard deviations, cover-
age rates for the 95% bootstrap percentile confidence inter-
vals, and widths of the bootstrap confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 0.2 100 0.2
Mean 0.3649 98.5974 0.1935 0.0500
Bias 0.1394 0.1649 2.5792 -1.4026 -0.0045 -0.0065
Std Dev 0.2025 0.1840 420.2529 60.5810 0.0362 0.0357
CI Width 0.7649 137.5052 0.1379
Cov. Rate 1.0000 0.9967 1.0000
Mean 0.4058 77.1159 0.1958 0.1000
Bias 0.1436 0.2058 8.7868 -22.8841 -0.0012 -0.0042
Std Dev 0.2420 0.2272 182.8433 246.1749 0.0445 0.0448
CI Width 0.9113 89.4216 0.1702
Cov. Rate 1.0000 0.9933 1.0000
Mean 0.4713 92.7070 0.2170 0.2000
Bias 0.2018 0.2713 -1.5029 -7.2930 0.0146 0.0170
Std Dev 0.3235 0.3154 50.7922 26.0685 0.0695 0.0690
CI Width 1.2247 139.2946 0.2655
Cov. Rate 1.0000 0.9867 0.9967
Mean 0.5250 94.4505 0.2341 0.2500
Bias 0.1896 0.3250 -4.2635 -5.5495 0.0223 0.0341
Std Dev 0.3503 0.3694 37.1355 25.2784 0.0837 0.0766
CI Width 1.3277 72.3008 0.3200
Cov. Rate 1.0000 0.9932 1.0000
Mean 0.5378 93.7181 0.2481 0.3000
Bias 0.2149 0.3378 -4.4822 -6.2819 0.0805 0.0481
Std Dev 0.3857 0.3741 105.5037 22.1370 0.6161 0.1022
CI Width 1.4079 138.6709 0.3793
Cov. Rate 0.9967 0.9733 0.9800
Mean 0.7026 89.9858 0.2747 0.4000
Bias 0.1814 0.5026 -3.6097 -10.0142 0.0590 0.0747
Std Dev 0.4162 0.4328 76.3048 21.5832 0.1322 0.1221
CI Width 1.5776 80.3128 0.5043
Cov. Rate 0.9933 0.9933 0.9867
Mean 0.7750 81.9799 0.3206 0.5000
Bias 0.1520 0.5750 -4.4108 -18.0201 0.0796 0.1206
Std Dev 0.4528 0.4548 33.5510 153.8632 0.1729 0.1526
CI Width 1.7025 75.8856 0.6594
Cov. Rate 0.9966 0.9866 0.9832
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Table 56. PB-SIMEX (σu is known and constant): Simulation means
for the simulation statistics and the bootstrap simulation
results. Included are the bootstrap and simulation bi-
ases, bootstrap and simulation standard deviations, cover-
age rates for the 95% bootstrap percentile confidence inter-
vals, and widths of the bootstrap confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 0.75 100 0.2
Mean 0.8502 99.3657 0.2009 0.0500
Bias 0.0691 0.1002 -0.2504 -0.6343 -0.0028 0.0009
Std Dev 0.2278 0.2268 7.5879 6.5935 0.0366 0.0358
CI Width 0.8669 23.0758 0.1392
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8182 99.6456 0.1994 0.1000
Bias 0.0761 0.0682 -0.1784 -0.3544 -0.0013 -0.0006
Std Dev 0.2636 0.2672 8.4939 7.2748 0.0435 0.0437
CI Width 0.9986 26.6500 0.1660
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8546 99.8504 0.2097 0.2000
Bias 0.0901 0.1046 -0.9290 -0.1496 0.0119 0.0097
Std Dev 0.3404 0.3431 10.5564 7.8401 0.0671 0.0643
CI Width 1.2913 33.8457 0.2562
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9176 99.1240 0.2208 0.2500
Bias 0.0840 0.1676 -0.9764 -0.8760 0.0223 0.0208
Std Dev 0.3703 0.3739 11.2948 9.1518 0.0821 0.0768
CI Width 1.4138 36.5339 0.3149
Cov. Rate 1.0000 0.9967 0.9967
Mean 0.9023 99.1909 0.2309 0.3000
Bias 0.0864 0.1523 -1.0016 -0.8091 0.0341 0.0309
Std Dev 0.3904 0.3868 10.9962 9.8101 0.0971 0.0860
CI Width 1.4910 41.5280 0.3689
Cov. Rate 0.9933 0.9967 0.9967
Mean 0.9642 98.7720 0.2647 0.4000
Bias 0.0612 0.2142 -1.5860 -1.2280 0.0632 0.0647
Std Dev 0.4286 0.4718 15.9107 11.7205 0.1342 0.1169
CI Width 1.6236 55.9182 0.5114
Cov. Rate 1.0000 0.9933 0.9967
Mean 0.9612 100.0895 0.2941 0.5000
Bias 0.0295 0.2112 34.2145 0.0895 0.7287 0.0941
Std Dev 0.7596 0.4613 458.1275 14.5434 8.0217 0.1405
CI Width 1.7789 69.2079 0.6591
Cov. Rate 0.9967 0.9900 1.0000
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Table 57. PB-SIMEX (σu is known and constant): Simulation means
for the simulation statistics and the bootstrap simulation
results. Included are the bootstrap and simulation bi-
ases, bootstrap and simulation standard deviations, cover-
age rates for the 95% bootstrap percentile confidence inter-
vals, and widths of the bootstrap confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 1.5 100 0.2
Mean 1.4666 99.8776 0.1969 0.0500
Bias -0.0037 -0.0334 -0.0049 -0.1224 -0.0022 -0.0031
Std Dev 0.2177 0.2153 3.3615 3.2079 0.0363 0.0370
CI Width 0.8258 12.7726 0.1386
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.4679 99.9554 0.2037 0.1000
Bias -0.0109 -0.0321 0.0097 -0.0446 0.0000 0.0037
Std Dev 0.2532 0.2602 4.1349 3.7614 0.0464 0.0480
CI Width 0.9618 15.7755 0.1770
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.3780 100.3222 0.2147 0.2000
Bias -0.0474 -0.1220 -0.0574 0.3222 0.0177 0.0147
Std Dev 0.3429 0.3444 6.4372 5.8376 0.0733 0.0706
CI Width 1.2988 24.5468 0.2810
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.3354 99.8363 0.2297 0.2500
Bias -0.0479 -0.1646 -0.1460 -0.1637 0.0292 0.0297
Std Dev 0.3725 0.4054 7.8889 6.4076 0.0905 0.0802
CI Width 1.4182 30.0800 0.3473
Cov. Rate 1.0000 1.0000 0.9967
Mean 1.3004 99.7711 0.2432 0.3000
Bias -0.0696 -0.1996 -0.2231 -0.2289 0.0413 0.0432
Std Dev 0.3975 0.4047 9.6405 7.6165 0.1057 0.0966
CI Width 1.5098 35.9858 0.4038
Cov. Rate 1.0000 0.9967 0.9900
Mean 1.2159 99.0363 0.2690 0.4000
Bias -0.0525 -0.2841 6.3216 -0.9637 0.0729 0.0690
Std Dev 0.4422 0.4697 86.9224 10.4547 0.1438 0.1339
CI Width 1.6745 65.9344 0.5508
Cov. Rate 1.0000 1.0000 0.9900
Mean 1.1494 100.5133 0.3068 0.5000
Bias -0.0393 -0.3506 -0.2678 0.5133 0.1018 0.1068
Std Dev 0.4784 0.4902 17.8327 13.3755 0.1828 0.1695
CI Width 1.8096 65.6671 0.6996
Cov. Rate 0.9967 1.0000 0.9767
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Table 58. PB-SIMEX (σu is known and constant): Simulation means
for the simulation statistics and the bootstrap simulation
results. Included are the bootstrap and simulation bi-
ases, bootstrap and simulation standard deviations, cover-
age rates for the 95% bootstrap percentile confidence inter-
vals, and widths of the bootstrap confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 2.4 100 0.2
Mean 2.3952 100.0698 0.1982 0.0500
Bias -0.0123 -0.0048 -0.0232 0.0698 -0.0016 -0.0018
Std Dev 0.1063 0.1049 2.3472 2.2942 0.0460 0.0447
CI Width 0.4056 8.9757 0.1754
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.3979 100.0312 0.2183 0.1000
Bias -0.0126 -0.0021 0.0033 0.0312 0.0139 0.0183
Std Dev 0.1363 0.1298 3.4706 2.9389 0.0791 0.0708
CI Width 0.5213 13.2398 0.3042
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.3874 99.6712 0.2793 0.2000
Bias -0.0237 -0.0126 -0.0361 -0.3288 0.0832 0.0793
Std Dev 0.2432 0.2378 6.4476 5.7659 0.1666 0.1535
CI Width 0.9293 24.6550 0.6392
Cov. Rate 1.0000 1.0000 0.9867
Mean 2.3562 100.8250 0.3233 0.2500
Bias -0.0366 -0.0438 -0.0184 0.8250 0.1092 0.1233
Std Dev 0.3084 0.2840 8.2325 7.4215 0.2104 0.1719
CI Width 1.1828 31.4597 0.8072
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.2899 98.3708 0.3806 0.3000
Bias -0.0534 -0.1101 0.0953 -1.6292 0.1423 0.1806
Std Dev 0.3758 0.3591 10.0486 8.0788 0.2557 0.2226
CI Width 1.4363 38.1753 0.9824
Cov. Rate 1.0000 1.0000 0.9900
Mean 2.2045 100.3387 0.4671 0.4000
Bias -0.0974 -0.1955 -0.0578 0.3387 0.2034 0.2671
Std Dev 0.4949 0.4745 14.3758 11.0547 0.3531 0.2532
CI Width 1.8800 54.7381 1.3496
Cov. Rate 1.0000 1.0000 0.9900
Mean 2.0242 99.5768 0.5867 0.5000
Bias -0.1324 -0.3758 0.2193 -0.4232 0.2303 0.3867
Std Dev 0.5847 0.5526 20.5163 14.2729 0.4383 0.3152
CI Width 2.2066 77.7661 1.6867
Cov. Rate 1.0000 1.0000 0.9733
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Table 59. PB-SIMEX (σu is known and constant): Means of the sim-
ulation statistics and the bootstrap simulation results. In-
cluded are the bootstrap and simulation biases, bootstrap
and simulation standard deviations, coverage rates for the
95% bootstrap percentile confidence intervals, and widths
of the bootstrap confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 2.6 100 0.2
Mean 2.5878 99.9349 0.1949 0.0500
Bias -0.0043 -0.0122 0.0013 -0.0651 0.0002 -0.0051
Std Dev 0.0903 0.0913 2.2290 2.1081 0.0502 0.0496
CI Width 0.3464 8.4688 0.1921
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.5913 99.8004 0.2243 0.1000
Bias -0.0066 -0.0087 0.0089 -0.1996 0.0233 0.0243
Std Dev 0.1254 0.1135 3.5186 3.2810 0.0944 0.0958
CI Width 0.4804 13.4345 0.3611
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.6053 99.7716 0.3211 0.2000
Bias -0.0121 0.0053 0.0177 -0.2284 0.0948 0.1211
Std Dev 0.2413 0.2072 6.8272 5.6517 0.2098 0.1794
CI Width 0.9251 26.0131 0.8016
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.5661 100.0214 0.3767 0.2500
Bias -0.0232 -0.0339 0.0680 0.0214 0.1362 0.1767
Std Dev 0.3112 0.2782 8.8304 7.4933 0.2706 0.2290
CI Width 1.1890 33.7271 1.0403
Cov. Rate 1.0000 1.0000 0.9800
Mean 2.5369 99.9904 0.4261 0.3000
Bias -0.0362 -0.0631 0.0203 -0.0096 0.1842 0.2261
Std Dev 0.3809 0.3367 10.8758 8.9837 0.3410 0.2759
CI Width 1.4559 41.3314 1.3094
Cov. Rate 1.0000 1.0000 0.9867
Mean 2.4739 99.8122 0.5647 0.4000
Bias -0.0686 -0.1261 0.0763 -0.1878 0.2774 0.3647
Std Dev 0.5244 0.4905 16.3740 12.3095 0.5068 0.3362
CI Width 1.9994 61.8713 1.9416
Cov. Rate 1.0000 1.0000 0.9900
Mean 2.3062 100.1159 0.6900 0.5000
Bias -0.1005 -0.2938 0.2985 0.1159 0.3363 0.4900
Std Dev 0.6332 0.6109 24.0950 14.2228 0.6371 0.4214
CI Width 2.4029 88.0339 2.4414
Cov. Rate 1.0000 1.0000 0.9933
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Table 60. PB-MEE: Proportion of data sets that resulted in k̂ < 0 or
σ̂2 < 0. There is a total of 500,000 bootstrap data sets per
cell.












































Tables 61 – 70 display the simulation means and medians (alternating between the
two) of the bootstrap statistics (bias, standard deviation, confidence interval width,
and coverage rate), and some of the simulation statistics from previous sections on
the tables with mean statistics (mean, bias, and standard deviation).
When a = 0.2, the perfomance of PB-MEE is very poor for performing inference
on a and k in that the simulation medians of the bootstrap biases and standard
deviations are very high (the simulation average bootstrap biases and standard devi-
ations are pulled far upwards by extreme outliers), even for low levels of measurement
error variance. As for σ̂, the performance in terms of bias and standrad deviation
isn’t bad, but this may be due to so many bad estimates being removed. The per-
formance of the bootstrap when a = 0.75 shows some of these same qualities, but
the simulation medians suggest it is a bit better.
As for a ∈ {1.5, 2.4, 2.6}, the performance of PB-MEE in terms of simulation
average and median bootstrap biases and standard deviations is much better in
that the biases and standard deviations are smaller for small to moderate levels of
measurement error variance. However, this isn’t true for higher levels of σu when
a = 1.5. The performance for the latter two in terms of estimating a and k is good,
even for large levels of measurement error variance, but poor in estimating σ.
Another interesting feature is that most of the bootstrap confidence interval cov-
erage rates are 1 or close to it, even for high levels of measurement error variance.
This seems very good, but the average, or median, lengths of the confidence intervals
should be looked at with the coverage rates as stated in the PB-SIMEX section.
Upon inspection for a and σ, the widths are quite large, even for small measure-
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ment error variance, indicating rather poor accuracy, and, as expected, the widths
get wider as the measurement error variance increases. As an example, when a = 0.2
and σu = 0.05, the median width is 0.7806. One can expect that a confidence interval
for a in this example would include 0 (no population growth), negative values (pop-
ulation is going extinct), and almost 1 (population is healthy), i.e. the confidence
interval would be too wide to make management decisions.
The issues with the bootstrap should be expected since the bootstrap is only as
good as the estimation procedure it uses. Chapter 6 outlines some of the problems
of MEE analytically and through simulation, and these issues are echoed here.
7.3 Approximate Analytical Standard Errors Via Modified
Estimating Equation
This section is an overview of obtaining approximate analytical standard errors
for ω̂MEE. For more details, refer to the general discussion on calculating corrected
standard errors in Chapter 6.1, and Chapters 6.3 and 6.2.1 for Models 1 and 2.
Under suitable conditions, ω̂MEE is asymptotically normal with estimated covari-
ance matrix:
Σ̂ω̂MEE = Î
−1∑S(ŷt, σ̂u; ω̂MEE)tS(ŷt, σ̂u; ω̂MEE)′Î′−1










Table 61. PB-MEE: Simulation means for the simulation statistics
and the bootstrap simulation results. Included are the
bootstrap and simulation biases, bootstrap and simulation
standard deviations, coverage rates for the 95% bootstrap
percentile confidence intervals, and widths of the bootstrap
confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 0.2 100 0.2
Mean 0.3793 107.2 0.1913 0.05
Bias -5.316e+88 0.1766 4.015e+91 1.933 -0.005737 -0.0087
Std Dev 6.766e+89 0.1997 5.11e+92 201.8 0.03633 0.03759
CI Width 2.72e+43 2.07e+46 0.1408
Cov. Rate 0.998 0.997 1
Mean 0.3649 101.1 0.1897 0.1
Bias -1.778e+82 0.1597 7.99e+84 -6.971 -0.01144 -0.01133
Std Dev 3.359e+83 0.215 1.51e+86 209.6 0.04995 0.04988
CI Width 1.316e+13 6.662e+15 0.1956
Cov. Rate 1 1 1
Mean 0.51 143.2 0.1929 0.2
Bias -5.479e+90 0.2017 7.809e+92 20.73 -0.02727 -0.03964
Std Dev 1.095e+92 1.35 1.561e+94 785.3 0.1063 0.1018
CI Width 1.503e+27 2.462e+29 0.3342
Cov. Rate 0.9988 0.9817 0.9976
Mean 1.356 104.5 0.215 0.25
Bias -1.06e+92 0.6463 7.465e+94 -3.804 -0.03486 -0.04242
Std Dev 2.333e+93 19.02 1.643e+96 111.3 0.1388 0.1364
CI Width 9.795e+50 1.002e+50 0.4091
Cov. Rate 0.9973 0.9849 0.9973
Mean 0.8069 98.09 0.2362 0.3
Bias -2.925e+92 1.115 1.099e+95 -10.39 -0.03978 -0.03238
Std Dev 4.736e+93 27.83 1.78e+96 88.35 0.1853 0.2305
CI Width 4.057e+16 2.508e+19 0.5104
Cov. Rate 0.9881 0.9866 0.9881
Mean 1.518 93.82 0.3038 0.4
Bias -3.071e+76 103.8 4.574e+78 -30.91 -0.06173 0.05045
Std Dev 5.328e+77 3282 7.936e+79 584.7 0.3009 2.449
CI Width 1.611e+20 1.459e+20 0.7444
Cov. Rate 0.9696 0.975 0.9696
Mean 4.174 94.73 0.409 0.5
Bias 3.445e+88 1.327 7.312e+87 -11.09 -0.1064 0.006016
Std Dev 5.87e+89 21.87 1.486e+89 58.38 0.4401 0.4025
CI Width 2.07e+87 2.165e+86 1.085
Cov. Rate 0.9461 0.9681 0.9481
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Table 62. PB-MEE: Simulation medians of the bootstrap results. In-
cluded are the bootstrap biases, standard deviations, and
widths of the 95% bootstrap percentile confidence intervals.
a k σ
True 0.2 100 0.2 σu
Bias 0.1361 -0.06053 -0.00534 0.05
Std Dev 0.2036 14.9 0.03579
CI Width 0.7806 50.02 0.1395
Bias 0.1364 0.4454 -0.01106 0.1
Std Dev 0.2438 24.21 0.04962
CI Width 0.9203 59.98 0.1943
Bias 0.1175 1.091 -0.03049 0.2
Std Dev 1.784 41.85 0.09689
CI Width 2.297 72.06 0.3258
Bias 0.1204 0.8799 -0.039 0.25
Std Dev 3.549 38.58 0.1222
CI Width 3.712 70.62 0.3824
Bias 0.09694 1.083 -0.04583 0.3
Std Dev 5.034 35.69 0.1499
CI Width 4.846 66.02 0.4522
Bias 0.06089 1.467 -0.05651 0.4
Std Dev 6.45 35.1 0.2025
CI Width 6.473 70.83 0.5943
Bias 0.05241 2.681 -0.06943 0.5
Std Dev 5.988 44.72 0.2565
CI Width 5.926 89.01 0.7356
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Table 63. PB-MEE: Simulation means for the simulation statistics
and the bootstrap simulation results. Included are the
bootstrap and simulation biases, bootstrap and simulation
standard deviations, coverage rates for the 95% bootstrap
percentile confidence intervals, and widths of the bootstrap
confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 0.75 100 0.2
Mean 0.8205 99.67 0.1955 0.05
Bias 0.07737 0.07052 0.547 -0.3258 -0.00429 -0.004511
Std Dev 0.2284 0.2354 17.35 6.439 0.03618 0.03722
CI Width 0.8815 25.49 0.1404
Cov. Rate 1 1 1
Mean 0.8442 99.95 0.192 0.1
Bias 0.08196 0.0924 0.6315 -0.3521 -0.01091 -0.008348
Std Dev 0.6512 0.2795 15.98 11.4 0.04791 0.04589
CI Width 1.216 28.04 0.1872
Cov. Rate 1 0.999 1
Mean 0.9297 100 0.1873 0.2
Bias -3.236e+35 0.1125 1.133e+38 1.177 -0.03007 -0.03936
Std Dev 6.415e+36 2.192 2.246e+39 31.36 0.1092 0.0939
CI Width 3088 6195
Cov. Rate 0.9965 0.9988 0.9965
Mean 1.1 100.8 0.1989 0.25
Bias 2.858e+14 0.2235 3.237e+14 -1.21 -0.03492 -0.05087
Std Dev 3.304e+14 3.497 3.921e+14 49.3 0.1502 0.1161
CI Width 9.901e+14 1.149e+15 0.4196
Cov. Rate 0.9906 0.9906 0.9906
Mean 1.566 101.7 0.2202 0.3
Bias -9.283e+42 0.001561 4.257e+45 -1.39 -0.03926 -0.04687
Std Dev 1.824e+44 11.19 8.364e+46 26.65 0.1935 0.1825
CI Width 3.655e+21 2.952e+21 0.5195
Cov. Rate 0.9838 0.9824 0.9824
Mean 2.623 101.4 0.291 0.4
Bias 9.088e+66 0.6415 2.757e+66 -3.619 -0.05352 -0.03918
Std Dev 5.98e+67 12.94 2.366e+67 67.38 0.3223 0.2797
CI Width 6.993e+67 2.203e+67 0.8595
Cov. Rate 0.976 0.9779 0.976
Mean 3.181 103.1 0.3562 0.5
Bias 1.721e+65 0.3822 5.675e+64 -9.64 -0.06539 -0.02464
Std Dev 1.447e+66 13.99 5.609e+65 209.8 0.4059 0.3027
CI Width 6.358e+65 2.402e+65 1.107
Cov. Rate 0.9525 0.9587 0.9525
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Table 64. PB-MEE: Simulation medians of the bootstrap results. In-
cluded are the bootstrap biases, standard deviations, and
widths of the 95% bootstrap percentile confidence intervals.
a k σ
True 0.75 100 0.2 σu
Bias 0.07927 4.08e-05 -0.004266 0.05
Std Dev 0.2298 5.934 0.0361
CI Width 0.8855 22.82 0.1398
Bias 0.08665 0.08132 -0.0105 0.1
Std Dev 0.2889 6.644 0.04712
CI Width 1.106 24.05 0.1854
Bias 0.101 0.3792 -0.03274 0.2
Std Dev 3.094 13.97 0.09508
CI Width 3.258 34.92 0.3175
Bias 0.08107 0.4529 -0.04047 0.25
Std Dev 5.186 17.42 0.1234
CI Width 5.226 40.52 0.3725
Bias 0.05754 0.4575 -0.04423 0.3
Std Dev 6.031 21.11 0.1505
CI Width 6.153 48.72 0.4442
Bias 0.05119 1.148 -0.04836 0.4
Std Dev 6.983 26.86 0.2078
CI Width 7.302 65.22 0.5845
Bias -0.006033 2.404 -0.04755 0.5
Std Dev 7.402 36.79 0.2602
CI Width 7.378 81.82 0.7353
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Table 65. PB-MEE: Simulation means for the simulation statistics
and the bootstrap simulation results. Included are the
bootstrap and simulation biases, bootstrap and simulation
standard deviations, coverage rates for the 95% bootstrap
percentile confidence intervals, and widths of the bootstrap
confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 1.5 100 0.2
Mean 1.491 99.98 0.1961 0.05
Bias 0.0009163 -0.00945 -0.01078 -0.01558 -0.004726 -0.003853
Std Dev 0.2158 0.2186 3.329 3.305 0.03704 0.03697
CI Width 0.8358 12.93 0.1441
Cov. Rate 1 1 1
Mean 1.511 100.1 0.1893 0.1
Bias 0.02906 0.01497 0.03793 0.08546 -0.01466 -0.01165
Std Dev 0.8861 0.271 4.547 3.841 0.05297 0.05247
CI Width 1.111 15.19 0.2052
Cov. Rate 1 1 1
Mean 1.446 99.82 0.1939 0.2
Bias 0.03915 0.0526 2.088 -0.2274 -0.03234 -0.04125
Std Dev 18.01 1.705 31.47 5.783 0.1176 0.1035
CI Width 4.304 36.85 0.3547
Cov. Rate 0.9988 0.9975 0.9988
Mean 1.331 101.2 0.206 0.25
Bias 13.41 0.19 51.41 -0.4712 -0.03325 -0.04964
Std Dev 78.11 8.086 104.8 21.18 0.1567 0.1261
CI Width 41.88 215.5 0.422
Cov. Rate 0.9972 0.993 0.9972
Mean 1.284 0.787 101 0.239 0.3
Bias 9.328e+16 0.04578 9.168e+16 0.1371 -0.03754 -0.03147
Std Dev 5.738e+17 8.152 5.194e+17 10.12 0.1799 0.1759
CI Width 4.395e+17 5.605e+17 0.5158
Cov. Rate 0.9941 0.9897 0.9941
Mean 1.197 101.8 0.2919 0.4
Bias -2.706e+29 -0.9474 2.052e+32 3.872 -0.03739 -0.02177
Std Dev 5.483e+30 21.34 3.973e+33 97.67 0.263 0.2422
CI Width 7.343e+18 8.556e+18 0.7433
Cov. Rate 0.9793 0.981 0.9828
Mean 1.445 102.4 0.3394 0.5
Bias -3.903e+71 -0.6263 1.342e+74 -6.447 -0.03013 -0.006482
Std Dev 6.269e+72 6.487 2.156e+75 153.2 0.3984 0.2416
CI Width 3.349e+06 6.029e+09 1.119
Cov. Rate 0.9783 0.9838 0.9783
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Table 66. PB-MEE: Simulation medians of the bootstrap results. In-
cluded are the bootstrap biases, standard deviations, and
widths of the 95% bootstrap percentile confidence intervals.
a k σ
True 1.5 100 0.2 σu
Bias -0.002656 -0.01045 -0.004725 0.05
Std Dev 0.2175 3.237 0.03654
CI Width 0.8439 12.51 0.1424
Bias 0.01966 0.007138 -0.01381 0.1
Std Dev 0.2716 3.842 0.05236
CI Width 1.039 14.7 0.2046
Bias 0.06897 0.06919 -0.03655 0.2
Std Dev 2.111 6.892 0.1031
CI Width 2.585 23.43 0.3373
Bias 0.05655 0.1391 -0.0426 0.25
Std Dev 3.949 9.114 0.132
CI Width 3.817 29.91 0.4003
Bias 0.06136 0.3639 -0.04808 0.3
Std Dev 4.316 12.32 0.1553
CI Width 4.408 38.55 0.4667
Bias 0.02758 0.9414 -0.05118 0.4
Std Dev 5.977 22.35 0.2076
CI Width 6.298 56.75 0.6005
Bias 0.006133 2.016 -0.05185 0.5
Std Dev 6.131 30.92 0.2608
CI Width 5.789 79.39 0.7523
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Table 67. PB-MEE: Simulation means for the simulation statistics
and the bootstrap simulation results. Included are the
bootstrap and simulation biases, bootstrap and simulation
standard deviations, coverage rates for the 95% bootstrap
percentile confidence intervals, and widths of the bootstrap
confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 2.4 100 0.2
Mean 2.39 100.1 0.1906 0.05
Bias -0.00781 -0.009412 -0.004793 0.05957 -0.0129 -0.01014
Std Dev 0.1027 0.1023 2.274 2.279 0.04988 0.04986
CI Width 0.3995 8.832 0.1949
Cov. Rate 1 1 1
Mean 2.386 99.98 0.1854 0.1
Bias 0.0009101 -0.001471 -0.001029 -0.03629 -0.03517 -0.04368
Std Dev 0.1225 0.1249 3.249 3.277 0.09454 0.09709
CI Width 0.4705 12.62 0.3262
Cov. Rate 1 1 1
Mean 2.33 100.2 0.2844 0.2
Bias 0.02272 0.0355 0.04589 0.04429 -0.06614 -0.06147
Std Dev 0.4283 0.2204 6.35 5.822 0.1857 0.173
CI Width 0.9784 24.54 0.6009
Cov. Rate 1 1 1
Mean 2.277 100.4 0.3385 0.25
Bias 0.05238 0.03212 0.06458 0.3111 -0.07811 -0.03382
Std Dev 0.5876 0.2959 8.074 6.825 0.2311 0.206
CI Width 1.291 31.37 0.7406
Cov. Rate 1 1 1
Mean 2.223 101.6 0.3954 0.3
Bias 0.06796 0.04083 0.1055 0.5619 -0.09255 -0.01181
Std Dev 0.8624 0.3667 10.13 8.457 0.2772 0.2374
CI Width 1.72 39.13 0.881
Cov. Rate 1 1 1
Mean 2.069 101.3 0.5072 0.4
Bias 0.102 0.01252 0.1972 0.4235 -0.1053 0.0683
Std Dev 3.058 0.7262 15.55 11.13 0.3701 0.3049
CI Width 2.384 56.45 1.169
Cov. Rate 1 1 1
Mean 1.908 101.7 0.6207 0.5
Bias -0.01436 -0.1112 1.243 0.1534 -0.1082 0.1793
Std Dev 3.594 1.712 27.1 13.76 0.4637 0.3663
CI Width 2.78 80.25 1.466
Cov. Rate 1 1 1
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Table 68. PB-MEE: Simulation medians of the bootstrap results. In-
cluded are the bootstrap biases, standard deviations, and
widths of the 95% bootstrap percentile confidence intervals.
a k σ
True 2.4 100 0.2 σu
Bias -0.006803 -0.007774 -0.01223 0.05
Std Dev 0.104 2.255 0.04978
CI Width 0.4036 8.739 0.1944
Bias 0.002214 0.001409 -0.03823 0.1
Std Dev 0.1226 3.165 0.09438
CI Width 0.476 12.23 0.3207
Bias 0.0296 0.03158 -0.07286 0.2
Std Dev 0.2528 6.048 0.1818
CI Width 0.9751 23.4 0.579
Bias 0.04939 0.06543 -0.0848 0.25
Std Dev 0.3235 7.675 0.2262
CI Width 1.249 29.76 0.7163
Bias 0.07088 0.09003 -0.09651 0.3
Std Dev 0.3903 9.612 0.2751
CI Width 1.52 37.3 0.8655
Bias 0.09654 0.2918 -0.09881 0.4
Std Dev 0.5224 13.44 0.3557
CI Width 2.009 51.26 1.134
Bias 0.1097 0.7826 -0.1057 0.5
Std Dev 0.6405 19.59 0.4426
CI Width 2.403 72.6 1.404
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Table 69. PB-MEE: Simulation means for the simulation statistics
and the bootstrap simulation results. Included are the
bootstrap and simulation biases, bootstrap and simulation
standard deviations, coverage rates for the 95% bootstrap
percentile confidence intervals, and widths of the bootstrap
confidence intervals.
a k σ σu
Boot Sim Boot Sim Boot Sim
True 2.6 100 0.2
Mean 2.599 100 0.187 0.05
Bias -0.00196 -0.0009676 0.0005228 0.03942 -0.01799 -0.01434
Std Dev 0.08632 0.09185 2.172 2.351 0.05785 0.05508
CI Width 0.3363 8.451 0.2242
Cov. Rate 1 1 1
Mean 2.585 100 0.1991 0.1
Bias 0.005552 0.003692 0.003341 0.08662 -0.04348 -0.05544
Std Dev 0.1143 0.1158 3.364 3.341 0.1117 0.1181
CI Width 0.4475 13.05 0.375
Cov. Rate 1 1 1
Mean 2.527 100.8 0.3275 0.2
Bias 0.03553 0.02978 0.02208 0.1175 -0.09021 -0.04838
Std Dev 0.2401 0.2097 6.779 5.746 0.2259 0.199
CI Width 0.9246 26.35 0.7212
Cov. Rate 1 1 1
Mean 2.506 100.9 0.3882 0.25
Bias 0.0624 0.05443 0.1099 0.1064 -0.1139 -0.02959
Std Dev 0.5002 0.2603 8.737 7.067 0.2866 0.2298
CI Width 1.257 33.61 0.8993
Cov. Rate 1 1 1
Mean 2.459 101.5 0.4564 0.3
Bias 0.08346 0.04562 0.1446 0.4802 -0.1373 0.01861
Std Dev 0.4355 0.3228 10.85 8.712 0.347 0.2755
CI Width 1.481 42.11 1.085
Cov. Rate 1 1 1
Mean 2.298 102.5 0.6215 0.4
Bias 0.1359 -0.005477 0.5385 0.7452 -0.1865 0.1226
Std Dev 0.7103 0.5068 16.65 11.82 0.4729 0.3703
CI Width 2.037 64.15 1.483
Cov. Rate 1 1 1
Mean 2.213 101.6 0.7023 0.5
Bias 0.1459 -0.03458 1.245 0.05265 -0.1622 0.2031
Std Dev 1.615 0.7016 22.76 14.51 0.5912 0.4173
CI Width 2.561 85.28 1.85
Cov. Rate 1 1 1
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Table 70. PB-MEE: Simulation medians of the bootstrap results. In-
cluded are the bootstrap biases, standard deviations, and
widths of the 95% bootstrap percentile confidence intervals.
a k σ
True 2.6 100 0.2 σu
Bias -0.001164 0.0008874 -0.01739 0.05
Std Dev 0.08613 2.157 0.05784
CI Width 0.3337 8.383 0.2257
Bias 0.005983 0.001513 -0.04784 0.1
Std Dev 0.1139 3.261 0.1107
CI Width 0.4453 12.67 0.366
Bias 0.03397 0.03197 -0.09296 0.2
Std Dev 0.2421 6.414 0.2152
CI Width 0.9325 25.12 0.6837
Bias 0.05511 0.08564 -0.1148 0.25
Std Dev 0.3128 8.224 0.2759
CI Width 1.217 31.87 0.8615
Bias 0.08016 0.1287 -0.1413 0.3
Std Dev 0.3795 10.31 0.3382
CI Width 1.471 40.17 1.059
Bias 0.1279 0.4001 -0.1744 0.4
Std Dev 0.5135 15.33 0.4607
CI Width 1.985 59.23 1.457
Bias 0.1529 0.9763 -0.1497 0.5
Std Dev 0.6452 20.5 0.5731
CI Width 2.469 77.43 1.79
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Model 1 and ω = {a, b}




 [n̂t − n̂t−1 exp(a+ bn̂t−1)






























n̂2t−1 exp(a+ bn̂t−1) + ẑ
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Refer to Chapter 6.3 for the imputation choices of the ẑi,t and γ̂j,t terms. The
covariance matrix in terms of ω = {a, k} is located in Appendix F.
Model 2 and ω = {a, b}
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Refer to Chapter 6.2.2 for details on the imputation choices of the ẑi,t and η̂j,t terms,
but a summary table (Table 71) of the choices is reproduced below. The covariance
matrix in terms of ω = {a, k} is located in Appendix F.
Table 71. Summary table for the choices of imputations for ηj,t−1 j =
1, 2, 3, zt−1, and z2t−1 among using Taylor expansions, assum-
ing normality for the measurement errors, and, for exp(xt−1)
and exp(2xt−1), just substituting in exp(x̂t−1) and exp(2x̂t−1)
resp.
Type of Imputation
True Taylor Normal Data

















ẑt−1 exp(xt−1) exp(x̂t−1)/(1 + σ
2
u/2) exp(x̂t−1) exp(−σ2u/2) exp(x̂t−1)
ẑ2t−1 exp(2xt−1) exp(2x̂t−1)/(1 + 2σ
2
u) exp(2x̂t−1) exp(−2σ2u) exp(2x̂t−1)
Approximate Inference for Model 2
The tables from Chapter 6.2.3 are reproduced here, as is the commentary.
Tables 72 – 73 display the simulation standard deviations, simulation mean ap-
proximate standard errors, and coverage rates calculated from the simulation 95%
confidence intervals constructed with the approximate standard errors for both the
naive and MEE analyses estimating a. The performance of MEE when a ≤ 1.5 in
terms of coverage rates is deceiving: the coverage rates are good, but the standard
errors are much too high, even for moderate levels of σu. These standard errors are
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more reasonable for higher values of a. For estimating k, when a ≤ 1.5, the standard
errors are much too large, and the coverage rates are much too low. The perfor-
mance is a bit better for larger values of a. Note that the simulation medians of the
approximate standard errors are much more reasonable than the means suggesting
that there are some large values skewing the mean away from the center.
A couple of reasons for such poor performance of the approximate standard errors
in some cases are that (1) these are based on large sample theory, and here the sample
size is T = 20 which is small and (2) these are approximations of approximations
since values are imputed in for unknown quantities such as the expected values of
functions of measurement errors.
7.4 Concluding Remarks
One thing to consider before performing a simulation routine is the computation
time involved. There are a couple of caveats here. A large amount of bootstrap
samples should be generated and the computation time to complete an analysis of
one data set may be large.
What the PB-SIMEX method makes up for in computational ease, it lacks in
efficiency. For each d, J remeasurements are needed. Also, to study its performance,
M simulated data sets are needed. So, summing up, if the performance of PB-SIMEX
is of interest, then MDJ data sets are needed. A meager case where M = 100,
D = 100, and J = 100 requires 1,000,000 data sets that need to be simulated and
run through an estimation routine. The PB-MEE method only requires MD, so it
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Table 72. MEE simulation standard deviation (SSD), average (me-
dian) approximate standard errors (SASE), and coverage
rates (CR) from 95% Wald confidence intervals using the
approximate standard errors for a using the 1000 simulated
data sets for each combination of a = {0.2, 0.75}, k = 100,
σ = 0.2, and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Tay-
lor expansions estimates for both types of unknown quan-
tities. Negative estimates of k and large (> 50) estimates of
a were removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 0.2
0.05 0.197 0.155(0.150) 0.744 0.198 0.162 (0.156) 0.814
0.1 0.198 0.162(0.157) 0.728 0.213 0.197 (0.180) 0.898
0.2 0.238 0.191(0.186) 0.516 1.363 1.447 (0.308) 0.924
0.25 0.247 0.205(0.201) 0.459 2.204 4.078 (0.398) 0.927
0.3 0.263 0.210(0.205) 0.347 2.682 18.000(0.456) 0.915
0.4 0.258 0.231(0.227) 0.319 4.142 22.498(0.639) 0.932
0.5 0.249 0.254(0.248) 0.298 3.589 9.695 (0.780) 0.926
a = 0.75
0.05 0.221 0.194(0.192) 0.871 0.235 0.207 (0.203) 0.873
0.1 0.216 0.198(0.195) 0.852 0.278 0.256 (0.248) 0.892
0.2 0.224 0.210(0.207) 0.829 2.193 5.103 (0.428) 0.953
0.25 0.226 0.216(0.214) 0.825 2.380 7.638 (0.557) 0.964
0.3 0.233 0.225(0.223) 0.821 3.395 17.241(0.713) 0.968
0.4 0.233 0.238(0.235) 0.840 3.628 13.655(0.868) 0.968
0.5 0.248 0.256(0.252) 0.855 4.594 27.600(0.882) 0.958
232
Table 73. MEE simulation standard deviation (SSD), average (me-
dian) approximate standard errors (SASE), and coverage
rates (CR) from 95% Wald confidence intervals using the
approximate standard errors for a using the 1000 simulated
data sets for each combination of a = {1.5, 2.4, 2.6}, k = 100,
σ = 0.2, and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Tay-
lor expansions estimates for both types of unknown quan-
tities. Negative estimates of k and large (> 50) estimates of
a were removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 1.5
0.05 0.209 0.187(0.182) 0.899 0.219 0.198 (0.194) 0.895
0.1 0.216 0.195(0.192) 0.881 0.271 0.253 (0.239) 0.909
0.2 0.238 0.213(0.209) 0.787 1.705 4.508 (0.419) 0.935
0.25 0.246 0.221(0.218) 0.742 2.122 7.608 (0.518) 0.939
0.3 0.242 0.230(0.228) 0.686 3.603 14.572(0.611) 0.932
0.4 0.261 0.243(0.239) 0.604 3.169 11.639(0.750) 0.916
0.5 0.275 0.258(0.254) 0.570 4.094 16.181(0.795) 0.875
a = 2.4
0.05 0.103 0.090(0.087) 0.896 0.102 0.091(0.088) 0.905
0.1 0.125 0.107(0.104) 0.867 0.125 0.112(0.108) 0.920
0.2 0.192 0.161(0.155) 0.774 0.220 0.192(0.178) 0.915
0.25 0.231 0.191(0.183) 0.675 0.296 0.238(0.219) 0.891
0.3 0.252 0.219(0.214) 0.577 0.367 0.298(0.271) 0.898
0.4 0.310 0.270(0.265) 0.445 0.726 0.546(0.380) 0.884
0.5 0.355 0.311(0.307) 0.346 1.712 2.844(0.450) 0.828
a = 2.6
0.05 0.092 0.080(0.079) 0.890 0.092 0.081(0.080) 0.892
0.1 0.114 0.099(0.096) 0.882 0.116 0.101(0.098) 0.914
0.2 0.187 0.156(0.151) 0.778 0.210 0.172(0.162) 0.891
0.25 0.211 0.185(0.179) 0.732 0.260 0.215(0.203) 0.884
0.3 0.240 0.218(0.211) 0.653 0.323 0.264(0.251) 0.897
0.4 0.326 0.278(0.272) 0.471 0.507 0.369(0.347) 0.855
0.5 0.377 0.323(0.318) 0.406 0.702 0.491(0.423) 0.834
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Table 74. MEE simulation standard deviation (SSD), average (me-
dian) approximate standard errors (SASE), and coverage
rates (CR) from 95% Wald confidence intervals using the
approximate standard errors for k using the 1000 simulated
data sets for each combination of a = {0.2, 0.75}, k = 100,
σ = 0.2, and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Tay-
lor expansions estimates for both types of unknown quan-
tities. Negative estimates of k and large (> 50) estimates of
a were removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 0.2
0.05 32.134 29.345(11.703) 0.662 178.029 1105.886 (12.427) 0.689
0.1 29.695 25.756(11.952) 0.679 41.157 48.356 (15.464) 0.751
0.2 23.053 12.773(10.527) 0.610 755.234 55334.309(21.287) 0.777
0.25 21.974 13.231(11.120) 0.644 98.967 2243.748 (21.938) 0.788
0.3 24.290 14.794(11.431) 0.662 63.132 521.528 (20.860) 0.765
0.4 24.591 15.587(12.848) 0.705 120.952 944.189 (20.929) 0.757
0.5 26.759 17.208(15.172) 0.763 43.511 209.129 (21.360) 0.764
a = 0.75
0.05 6.874 6.060 (5.524 ) 0.885 6.439 5.968 (5.587 ) 0.886
0.1 6.476 6.041 (5.718 ) 0.893 7.073 8.822 (5.963 ) 0.900
0.2 7.741 7.191 (6.775 ) 0.886 30.394 347.365(8.028 ) 0.900
0.25 9.028 8.115 (7.620 ) 0.888 18.279 218.723(9.089 ) 0.898
0.3 9.973 9.339 (8.712 ) 0.892 15.723 113.840(11.076) 0.888
0.4 12.472 11.766(10.788) 0.885 37.364 374.815(12.450) 0.884
0.5 16.156 15.220(14.040) 0.880 24.088 145.944(16.595) 0.897
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Table 75. MEE simulation standard deviation (SSD), average (me-
dian) approximate standard errors (SASE), and coverage
rates (CR) from 95% Wald confidence intervals using the
approximate standard errors for k using the 1000 simulated
data sets for each combination of a = {1.5, 2.4, 2.6}, k = 100,
σ = 0.2, and σu = {0.05, 0.1, 0.2, 0.25, 0.3, 0.4, 0.5} using the Tay-
lor expansions estimates for both types of unknown quan-
tities. Negative estimates of k and large (> 50) estimates of
a were removed.
Naive MEE
σu SSD SASE CR SSD SASE CR
a = 1.5
0.05 3.311 3.131 (3.052 ) 0.917 3.305 3.078 (2.989 ) 0.906
0.1 3.861 3.628 (3.541 ) 0.913 3.841 3.431 (3.326 ) 0.893
0.2 5.743 5.305 (5.095 ) 0.901 5.783 9.037 (4.429 ) 0.870
0.25 7.071 6.422 (6.184 ) 0.886 9.420 166.460 (5.451 ) 0.862
0.3 8.271 7.864 (7.507 ) 0.888 10.125 35.849 (6.838 ) 0.880
0.4 11.505 10.759(9.968 ) 0.871 97.508 3938.839 (9.430 ) 0.902
0.5 14.744 14.627(13.576) 0.858 17.936 67.077 (13.966) 0.915
a = 2.4
0.05 2.282 2.060 (2.051 ) 0.898 2.279 2.046 (2.034) 0.901
0.1 3.291 2.688 (2.644 ) 0.864 3.277 2.628 (2.586) 0.863
0.2 5.939 4.579 (4.379 ) 0.842 5.822 4.293 (4.084) 0.841
0.25 7.050 5.829 (5.521 ) 0.859 6.825 5.308 (5.035) 0.863
0.3 8.831 7.140 (6.722 ) 0.845 8.457 6.307 (5.870) 0.841
0.4 11.981 10.346(9.507 ) 0.846 11.131 8.535 (7.712) 0.849
0.5 15.348 14.550(12.979) 0.880 13.760 12.034(9.730) 0.853
a = 2.6
0.05 2.354 1.975 (1.962 ) 0.889 2.351 1.963 (1.950 ) 0.895
0.1 3.357 2.716 (2.663 ) 0.872 3.341 2.666 (2.613 ) 0.858
0.2 5.856 4.809 (4.617 ) 0.858 5.746 4.547 (4.355 ) 0.855
0.25 7.297 5.977 (5.708 ) 0.852 7.067 5.515 (5.237 ) 0.857
0.3 9.069 7.533 (7.155 ) 0.861 8.712 6.730 (6.408 ) 0.865
0.4 12.715 11.109(10.257) 0.872 11.822 9.227 (8.439 ) 0.857
0.5 16.193 14.724(13.270) 0.864 14.510 11.397 (10.148) 0.831
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is not as much of a problem.
When using estimating equations, if closed form solutions to estimators exist
(as in Model 2), then the computation time to do estimation in one data set is
relatively low (relative to whether SIMEX or an iterative MEE is used). However, if
closed form solutions do not exist, and a root-finder needs to be applied, then this
multiplies the computation time. These issues were faced by the author, especially
when attempting PB-SIMEX on Model 1, where not only is a root-finder needed, but
many checks on the nature of the function applied to the root-finder is performed.
It should be reinforced that the bootstrap will perform only as good as the es-
timation procedure it uses. It was obvious from Chapter 6.2.3 that the MEE, for
certain parameter values, especially low levels of a and higher levels of σu, does
not perform well, so nor should the bootstrap. However, if there is evidence that a
is above 1, and the measurement error is small, then the bootstrap should not be
discounted. Also, if closed form solutions are available, then computation time is
low making the PB-MEE more attractive. It should also be pointed out that the
bootstrap outperforms the approximate standard error method.
The simulation results displayed coverage rates of 1 for most of the 95% bootstrap







If g(ω̂) is biased for g(ω), then the coverage of the percentile intervals may be spu-
rious. A way to fix this is to use the bootstrap bias-corrected and accelerated con-
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fidence intervals (see Efron and Tibshirani (1993, Chapter 14.3)), which correct for
the bias by simulation. Of course, this adds to the computation time, something to
consider when applying PB-SIMEX.
The best performing inference method, by far, is PB-SIMEX. However, if mini-
mizing computation time is of importance, than it should not be considered. Also,
if closed form solutions of estimators cannot be written, then the computation time
could increase substantially.
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C H A P T E R 8
EXAMPLE: MOOSE DATA
In this section, the data set that was introduced in Chapter 1 and alluded to
throughout this thesis will be analyzed using the SIMEX and MEE methodology.
Recall that the data set (previously analyzed in Clark and Bjørnstad (2004)) consists
of yearly counts of moose in the Bialowieza Primeval Forest from 1946 – 1993, but
with missing data for several years (1963 – 1966, and 1989). Clark and Bjørnstad
(2004) state without details that the data collectors corrected for biases in the set to
reduce measurement error, and that it is known that the measurement error variance
is less than that of the process error. Since the purpose is not to investigate how to
deal with missing data, random Poisson counts are imputed for the missing years1.
Besides using SIMEX and MEE for estimation and inference here, the data will
be analyzed on both abundance and log-abundance scales using Models 1 and 2
outlined in Chapter 2.6; note that inference is only done on the log-abundance scale
for computational ease. Also, the measurement error standard deviation(s) (standard
1Averages for Poisson imputation were obtained by averaging the 10 data points surrounding
the missing data: µ = 51.6 for 1963 – 1966 and µ = 255.2 for 1989
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errors for the counts) is(are) not known, nor is an estimate of it given in Clark and
Bjørnstad (2004). Therefore, the data will be analyzed under several assumptions
on its value, specifically, σ2u = σ
2
q = {0.0012, 0.0052, 0.012, 0.052, 0.12, 0.22}. Also,
because of this, some of the estimates may well be unrealistic. The grid represents
a range of measurement error coefficient of variations from very small (e.g. 0.1% on
the abundance scale) to very large (e.g. 20% on the abundance scale). De Valpine
and Hastings (2002) suggest that σu = 0.05 is small and σu = 0.2 is large.
Model Assumptions:
When using SIMEX, the levels of proportions/exponents of measurement error
variance are λ = {0, 0.5, 1, 1.5, 2}, J = 1000 remeasurements are be simulated, and
the quadratic extrapolation will be used to obtain the SIMEX corrected estimates.
On the abundance scale, the remeasurements are simulated by the following model:
N̂ijt = exp(log(n̂t) + wtij),
where
wtij ∼ N(−λi log(σ2q + 1)/2, λi log(σ2q + 1)),
and on the log-abundance scale, the remeasurements are simulated by
X̂tij = x̂t + vijt,
where
vijt ∼ N(0, λiσ2u).
Estimating equations are used to obtain the estimates in both cases. When using
MEE, the Taylor expansion imputation for both the ηj,t−1 and zt−1 terms on the
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log-abundance scale, and the data imputation for the state values on the abundance
scale.
Naive, SIMEX, and MEE Analyses
Figures 20 – 23 display a selection of plots of the estimate averages for each level
of λ and σu (or σq) separately for each parameter. The former three are from the
Model 2 analysis and the last one is of a from the Model 1 analysis. The dashed
lines indicate the fitted quadratic regression curve and the stars indicate the SIMEX
estimates.
Tables 76 and 77 contain the Naive, SIMEX, and MEE estimates for Models 1
and 2 respectively. In terms of estimating a, this expands the finding that there
isn’t a blanket statement for the direction of the bias2. To put this into perspec-
tive, figure 1 in Chapter 1 suggests that a < 1 since the abundances seem to rise
and level off gradually without oscillation or bifurcation. This is also seen in the
simulation studies of the previous sections, when the true value of a is less than 1,
measurement error tends to cause â to be over-estimated in the naive analysis. As
Bolker (2008) suggests, measurement error will cause an observer to detect a greater
than true growth in the population over time. It seems like SIMEX and MEE are
compensating for this here by providing an smaller estimate for small to moderate
levels of measurement error variance. Furthermore, as measurement error variance
increases, the SIMEX estimate of σ decreases meaning that more of the error is
being attributed to measurement rather than process. Also, for measurement error
2Recall that De Valpine and Hastings (2002) obtain negative bias in estimating a for a ∈
{1.5, 2.4, 2.6} through simulation, but Hilborn and Walters (1992) obtain positive bias through
simulation when a = 0.66.
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Figure 20. Model 2 analysis plots of the quadratic regression of aver-
aged estimates of a for each level of λ and σu. The value
marked by a star is the quadratic model extrapolation for
λ = −1.

































































































































































































Moose Data SIMEX Extrapolation Plots: a (log−scale)
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Figure 21. Model 2 analysis plots of the quadratic regression of aver-
aged estimates of k for each level of λ and selected values
of σu. The value marked by a star is the quadratic model
extrapolation for λ = −1.
















































































































































































































Moose Data SIMEX Extrapolation Plots: k (log−scale)
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Figure 22. Model 2 analysis plots of the quadratic regression of aver-
aged estimates of σ for each level of λ and selected values
of σu. The value marked by a star is the quadratic model
extrapolation for λ = −1.














































































































































































































Moose Data SIMEX Extrapolation Plots: σε (log−scale)
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Figure 23. Model 1 analysis plots of the quadratic regression of aver-
aged estimates of a for each level of λ and σu. The value
marked by a star is the quadratic model extrapolation for
λ = −1.
















































































































































































































Moose Data SIMEX Extrapolation Plots: a (abundance scale)
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standard deviation in (0.001,0.1), the SIMEX and MEE estimates are quite close to
each other.
One thing to note is that on the abundance scale, k̂ = −144.7 when σu = 0.2,
which is a high level of measurement error standard deviation. Figure 24 displays
estimates of k and b for σu = {0.1, .., 0.2}. There is a vertical asymptote between
σq = 0.19 and 0.2 (corresponding to the estimate b̂ = 0) which accounts for the
negative estimate of k, and demonstrates the behavior of MEE estimates alluded to
in Chapter 6.4.
Table 76. Abundance scale estimates of ω for the moose data
SIMEX
Naive σq = 0.001 σq = 0.005 σq = 0.01 σq = 0.05 σq = 0.1 σq = 0.2
â 0.23038 0.23039 0.23038 0.23001 0.22081 0.18850 0.07888
k̂ 238.48 238.46782 238.49858 238.54233 240.14898 244.82084 257.06133
MEE
â 0.23038 0.23038 0.23029 0.23001 0.22098 0.19066 0.01533
k̂ 238.47775 238.47835 238.49255 238.53709 240.07705 246.84143 -144.66171
Table 77. Log-abundance scale estimates of ω for the moose data
SIMEX
Naive σu = 0.001 σu = 0.005 σu = 0.01 σu = 0.05 σu = 0.1 σu = 0.2
â 0.20789 0.20788 0.20783 0.20767 0.20484 0.19815 0.16170
k̂ 216.15 216.16793 216.21586 216.23198 218.93588 224.80825 249.71947
σ̂ 0.28893 0.28891 0.28884 0.28853 0.28151 0.25405 0.16160
MEE
â 0.20789 0.20789 0.20787 0.20779 0.20535 0.19754 0.16385
k̂ 216.14995 216.15078 216.17074 216.23320 218.29485 225.62122 278.68392
σ̂ 0.28893 0.28893 0.28885 0.28861 0.28066 0.25411 0.08142
Figures 25 and 26 (for Model 1), and Figures 27 and 28 (for Model 2) display
plots of the data with the deterministic Ricker function evaluated with each of the
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Figure 24. MEE estimates of k and b on the abundance scale for vari-
ous values of σq. There seems to be a vertical asymptote at
slightly above σq = 0.19 which corresponds to an estimate
of b = 0.
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SIMEX corrected estimates substituted in for each level of measurement error vari-
ance; the former on the time scale and the latter is plotted with respect to the
previous abundance. The plots display the relationship between the growth rate
and carrying capacity, and the measurement error variance: smaller values of mea-
surement error variance imply slight differences in the dynamics, but higher levels
of measurement error variance imply very little change in the abundance from one
time point to another (a is being underestimated by SIMEX, and the negative bias
is worse as measurement error variance increases).
Clark and Bjørnstad (2004) use a Bayesian analysis in the state space framework
for these data. They only provide posterior histograms for â and b̂; no estimate of
the process error variance is provided in the source, nor do they give an idea as to
the value of the measurement error variance. The SIMEX and MEE estimates of â
(for lower measurement error variance values) are quite close to the posterior mode
of their histograms, but the SIMEX estimates of b̂ are about half the size of theirs.3
Inference Via the Parametric Bootstrap and MEE Approximate Analytical Standard
Errors
Here, the inference calculations used in Chapter 7 are applied to the moose data
separately for assuming σu = {0, 0.001, 0.005, 0.01, 0.05, 0.1, 0.2}. When implement-
ing SIMEX, J = 300 remeasurement sets were simulated within B = 500 bootstrap
sample, and B = 1000 bootstrap samples were simulated for the MEE bootstrap.
3Note that in this investigation b̂SIMEX ≈ −0.203/216 = −0.0009398 and Clark and Bjørnstad
(2004) have a posterior mode of b̂post. mode ≈ −0.0019. This yields kpost.mode = 107, lower than
what is observed in the plot.
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Figure 25. Moose data and deterministic Ricker function evaluation
using SIMEX corrected estimates plotted on the time scale
for the Model 1 analysis.






































Figure 26. Moose data and deterministic Ricker function evaluation
using SIMEX corrected estimates plotted with respect to
the previous abundance for the Model 1 analysis.











































Figure 27. Moose data and deterministic Ricker function evaluation
using SIMEX corrected estimates plotted on the time scale
for the Model 2 analysis.




























Figure 28. Moose data and deterministic Ricker function evaluation
using SIMEX corrected estimates plotted with respect to
the previous abundance for the Model 2 analysis.













































Tables 78 and 80 display the number of data sets removed from the bootstrap
statistics calculations (due either to k̂ < 1 or σ2 < 0), the bootstrap biases, and
the bootstrap standard deviations for SIMEX and MEE, respectively, and for the
MEE case the approximate standard errors calculated previously are also displayed.
Negative estimates of k and σ weren’t much of a problem for the SIMEX bootstrap
(6 or below). However, for the MEE bootstrap when σu = 0.2, there were 440
data sets removed (the other cases were similar to SIMEX). This was due mostly to
negative estimates of σ2 . As stated in De Valpine and Hastings (2002), 0.2 is a high
level of measurement error standard deviation; it may not be appropriate for this
data set.
The SIMEX and MEE bootstrap statistics and confidence intervals are quite
similar. Focusing just on the MEE results, as σu increases, there isn’t much of a
change in the bootstrap statistics for a and σ, until σu = 0.2. The bias and standard
deviations are low for these parameters. The statistics for k vary quite a bit due to
several large estimates within certain levels of σu. Also, the approximate standard
error and bootstrap standard deviations for a are very close. The same cannot be
stated for k, where the approximate standard errors are lower in general. As for the
confidence intervals, for a, the Wald confidence intervals are more conservative than
the bootstrap confidence intervals, in general the opposite is true for k. The width
doesn’t change by much as σu increases with the exception of the σu = 0.2 case.
Concluding Remarks
This section illustrated how animal abundance data can be fit to a nonlinear,
dynamic model accounting for measurement error. The ease of using SIMEX and
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Table 78. SIMEX parametric bootstrap bias, standard deviations, and
the number of bootstrap data sets removed due to either
negative estimates of k (subscript 1) or negative estimates
of σ (subscript 2). These are based on 500 bootstrap data
sets per level of σu.
# Removed Bias Stnd Dev
σu Data Sets a k σ a k σ
Naive 0 0.040 -9.249 -0.003 0.079 72.906 0.030
0.001 11 0.036 -13.849 -0.003 0.073 59.742 0.030
0.005 31 0.039 -6.515 -0.004 0.077 76.765 0.030
0.01 31 0.031 2.234 -0.001 0.072 81.886 0.031
0.05 11 0.030 -7.259 -0.003 0.069 76.382 0.031
0.1 0 0.029 3.657 -0.002 0.067 215.232 0.034
0.2 22 0.014 -23.812 0.036 0.047 83.134 0.060
Table 79. SIMEX 95% bootstrap percentile confidence intervals. Data
sets were removed if they lead to k̂ < 1 or σ̂ < 0; see table
78. These are based on 500 bootstrap data sets per level of
σu.
95% Bootstrap Confidence Intervals
σu a k σ
Naive (0.131,0.392) (92.272 ,334.733) (0.225,0.343)
0.001 (0.137,0.378) (100.394,319.788) (0.230,0.349)
0.005 (0.142,0.400) (97.109 ,323.910) (0.227,0.337)
0.01 (0.131,0.389) (102.480,373.713) (0.232,0.348)
0.05 (0.128,0.378) (99.856 ,365.948) (0.219,0.342)
0.1 (0.131,0.370) (99.786 ,368.377) (0.189,0.319)
0.2 (0.101,0.276) (108.307,400.555) (0.097,0.288)
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Table 80. MEE parametric bootstrap bias, standard deviations, the
approximate standard errors (not from the bootstrap), and
the number of bootstrap data sets removed due to either
negative estimates of k (subscript 1) or negative estimates
of σ (subscript 2). These are based on 1000 bootstrap data
sets per level of σu.
# Removed Bias Stnd Dev Approx. Stnd Err
σu Data Sets a k σ a k σ a k
Naive 61 0.035 -4.635 -0.001 0.076 73.284 0.029 0.074 41.691
0.001 31 0.030 -8.246 -0.001 0.073 73.403 0.031 0.074 41.691
0.005 41 0.032 -5.967 -0.002 0.074 107.484 0.030 0.074 41.706
0.01 51 0.036 3.472 -0.003 0.074 178.266 0.030 0.074 41.752
0.05 21 0.030 -11.928 -0.002 0.070 73.874 0.030 0.075 43.285
0.1 61 0.032 -6.574 -0.001 0.068 83.632 0.035 0.076 49.143
0.2 11,4392 0.012 -4.905 0.054 0.029 101.716 0.078 0.080 110.488
Table 81. MEE 95% bootstrap percentile confidence intervals and
95% Wald confidence intervals based on the approximate
standard errors (not from the bootstrap). Data sets were
removed if they lead to k̂ < 1 or σ̂ < 0; see table 80. These
are based on 1000 bootstrap data sets per level of σu.
95% Bootstrap Confidence Intervals 95% Wald Confidence Intervals
σu a k σ a k
Naive (0.132, 0.400) (92.542, 344.218) (0.230, 0.348) (0.062,0.354) (134.436,297.864)
0.001 (0.125, 0.389) (97.501, 337.953) (0.230, 0.345) (0.062,0.354) (134.436,297.866)
0.005 (0.131, 0.384) (87.807, 346.934) (0.231, 0.345) (0.062,0.354) (134.427,297.914)
0.01 (0.130, 0.387) (93.537, 336.957) (0.231, 0.343) (0.062,0.354) (134.4,298.066)
0.05 (0.134, 0.380) (85.979, 325.570) (0.216, 0.337) (0.059,0.352) (133.457,303.133)
0.1 (0.130, 0.367) (109.508, 367.040) (0.183, 0.320) (0.049,0.346) (129.3,321.942)
0.2 (0.125, 0.229) (173.419, 467.594) (0.033, 0.237) (0.008,0.32) (62.127,495.241)
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MEE for estimation, and the bootstrap in conjunction with these to do inference
makes this methodology attractive. However, there are a couple of things to consider.
The sample size (T = 48) is quite high for animal abundance data. This is possibly
the main factor in the better performance (e.g. smaller bias, estimated standard
error, and tighter bootstrap confidence intervals) of the estimators here than in the
simulation studies in previous sections. In a sense, the results of this data analysis
redeems some of the worrying behavior of the MEE estimators. Also, one should
expect that the estimates and bootstrap statistics will be markedly different with
increasing σu if the sample size was much smaller. This is backed up by these
simulation studies where the sample size is 20, more than half of what is here. The
other point is even though the estimation only required moment assumptions on
the process (and SIMEX needs distribution assumptions on the measurement error),
the bootstrap depended on normality of the process and measurement error. These
assumptions may not be reasonable in the population ecology context. In order to
implement a nonparametric bootstrap, the unconditional behavior of the process
residuals are needed. This is a challenging problem, and is left for further research.
One can contrast MEE and SIMEX by viewing (1) the computation time and
(2) behavior of estimates. Keeping B, the number of bootstrap samples, the same,
it takes more than J , the number of remeasurement sets per sample, times as long
to complete the SIMEX bootstrap than the MEE bootstrap. It took 10.5 hours to
complete the bootstrap for the 7 levels of σu using B = 500 and J = 300, and it
took less than 3 minutes to complete the MEE bootstrap for B = 1000. However,
MEE tends to yield estimates of ω outside of the parameter space much more than
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SIMEX if the measurement error variance is large.
The analyses in this section were done as if σu is known. As previously stated, σu
is typically not known and each sampling unit will come with estimated variability
σ̂ut. SIMEX and MEE are tailored so that these estimates can be used in place
of σu, and the parametric bootstrap can easily generate both data and estimated
measurement error variances. However, asymptotic behavior of the estimates and
inference has not been considered and is an area of further research.
It was assumed that the observed value is an estimate of a moose abundance,
but it could in fact be a count with expected value proportional to an abundance.
That is, E(N̂t | nt) = cnt where c may be known or estimated elsewhere (i.e. not
along with ω in analyses in this investigation). Note that the bias of N̂t on the
abundance scale is Bias(N̂t | nt) = (c− 1)nt. Therefore, the bias changes with time
(as does the conditional variance of N̂t | nt). On the log-abundance scale (assuming
unbiased and homoscedastic measurement error on the log-abundance scale here),
E(X̂t | xt) ≈ log(c) + xt and the bias is Bias(X̂t | xt) ≈ log(c) + xt − xt = log(c).
Therefore, on this scale, the bias is constant (as is the conditional variance of X̂t |
xt). Not only does this fact emphasize the changes when going from the abundance
to log-abundance scales, but it also brings into question how inherently changing
measurement error bias affects estimators and inference if data are analyzed on the
abundance scale. Furthermore, under proportional measurement error (c 6= 1) and
on the log-abundance scale, if measurement error is ignored, then the nonlinear
dynamics unfurl with the proportionality factor. Specifically, E(X̂t | x̂t−1) = x̂t−1 +
a+ b exp(x̂t−1) ≈ xt−1 + log(c) + ut−1 + a+ bc exp(xt−1 + ut−1) for the Ricker model.
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After taking the first difference the model is E(D̂t | x̂t−1) ≈ a+ bc exp(xt−1 + ut−1).
Note that c must be known in order to be able to estimate a.
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C H A P T E R 9
CONCLUSIONS
The goals of this thesis were to investigate ways to estimate process parameters in
non-linear dynamic models in the presence of measurement error, carry out statistical
inference for these parameters, utilize measurement error variability estimates in the
analysis, and avoid making distribution assumptions wherever possible. SIMEX and
MEE were considered as an alternative to likelihood-based methods, which require
distributional assumptions and are a computational challenge to implement. The
motivation for both of these methods were their relatively ease of implementation
and they do not require distributional assumptions, although normality assumptions
were required when the parametric bootstrap was implemented for inference. In
the process of meeting these goals, the behavior of estimators were investigated,
and pitfalls were experienced. This chapter is a consummation of the results of
the preceding chapters. Also, in Section 9.2 the true (no measurement error in
the model), naive, SIMEX, and MEE estimators are compared in terms of general
performance, simulation bias, simulation standard deviation, and root mean squared
error (RMSE). Also, SIMEX and MEE are compared to the NISS simulation results
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from De Valpine and Hastings (2002) and what was learned about the estimation
techniques when applied to the moose example is discussed.
9.1 General Comments
Behavior Without Measurement Error
A reference point was established to compare estimates and inferences to subse-
quent analyses that include measurement error by analyzing data not perturbed by
it. This was done through simulation under various parameter values assuming the
dynamic model is the Ricker function. With this framework and analyzing on the
log-scale, closed form solutions were calculated. These estimators are the same as
those if xt − xt−1 is regressed onto exp(xt−1). This fact has not been used much in
the ecological literature, and some analyses currently used could benefit from this.
The estimators have ecological meaning, and their support is restricted because
of this. The estimators derived from the estimating equations do not account for
this. In particular, k cannot be negative. The simulation study confirmed that there
are data sets that lead to k̂ < 0. This is one limitation of the estimators here. One
way around this is to force the estimators to have the desired support replacing them
with a function of another parameter that is allowed to have unbounded support.
For instance, let k = exp(w). What happens here is that, inevitably, the estimator
ŵ involves the log function, and there is no guarantee that the argument of the log
function is greater than 0. Some notes from the simulation without measurement
error are that a is estimated with very high bias and high precision when it’s true
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value gets close to 0, σ is typically slightly underestimated and the precision in
its estimation is high, but seems unaffected by the true value of a, and that k is
well-estimated, but the precision in its estimation can be volatile due to very high
estimates of its standard error. These down-sides to the precisions could be due to
the small, but realistic, sample size of 20. Recall that the approximate standard
errors are from large sample theory. On a related note, the 95% Wald confidence
intervals had coverage rates well below 95%, with rates decreasing with measurement
error variance. From here, measurement error was added to the model, and therefore
this behavior of the estimates is the best that could have been hoped for.
Impacts of Measurement Error on the Naive Analysis
With measurement error in the framework, an attempt was made to analytically
assess the bias induced by it for Model 2. The biases proved difficult to calculate
due to the necessity of expressions for expected values for states, but did reveal that
the magnitude and direction of the bias depend on the true values of the parameters.
The calculations of the biases were only taken so far since the focus of the thesis was
on methodology to correct for measurement error. Further research into the behavior
of the bias may be fruitful.
The focus was turned to simulation studies to investigate how ignoring measure-
ment error affects the estimators, standard error, and inferences. The simulation of
the naive analysis of Model 2 suggested what was expected; when measurement error
is included but ignored, then the estimators and their precisions will perform worse
than when the measurement error is not present. One of the main results here is that
the direction and magnitude of the bias changes with the true value of a in that it is
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positive when a ∈ {0.2, 0.75} and negative when a = {1.5, 2.4, 2.6}. When a < 1, a
is grossly over estimated, and the bias is worse as σu increases, and when a > 1, the
bias is not as bad, but it does increase in magnitude with σu. Also for σ, in general,
for the three lower levels of a, σ is initially estimated with low, positive bias, but
this increases as σu increases. When a ∈ {2.4, 2.6}, the magnitude of this bias is
higher, and increases substantially as σu increases. This phenomenon is probably
because a is being underestimated here, severely in some cases. Therefore, when the
true dynamic process contains bifurcations (as in a ∈ {2.4, 2.6}), but the estimated
dynamic process does not, then extra process variance will be picked up in estimat-
ing σ because the estimated process errors appear more diffuse relative to the true
process error. This inevitably increases the process error variance. It should also
be noted the the precisions for these parameters were low, even for modest levels of
measurement error variance, and coverage rates were poor as well, getting worse as
σu increased. Besides being another reference point for comparing future work, the
lesson here is that ignoring measurement error in such models will lead to bias esti-
mates and poor precision, which, from an ecological population management point
of view, will lead to, for example, spurious forecasts.
Likelihood Methods
Likelihood methods that account for measurement error were studied just briefly
since they require distribution assumptions and they have already been investigated
by others. Besides this fact, it was shown that the integral in the likelihood function
for Model 2 cannot be integrated analytically, and that, numerically, the number
of function calls required to integrate is at least MT−2, where M is the number
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of function calls for one integral. Therefore, if T = 20 and M = 1000, then it will
require at least 100018 function calls to numerically calculate the likelihood for Model
2. This doesn’t include computation required to maximize it.
An off shoot of the likelihood, the EV likelihood, that drops the integral and
treats the states as parameters, was subsequently investigated. It was found, ana-
lytically and through simulation, that unless an assumption is made on the ratio of
the measurement error variance to the process error variance, then this likelihood
is unbounded. One may also use estimated measurement error variances to avoid
this problem, but the problem remains of how to interpret σ2 in this model with
the states treated as fixed values. The EV likelihood will only be the same as the
true likelihood under specific distribution assumptions which may not be reasonable.
Therefore, estimators and their precisions may be biased. It was also noted that this
modified likelihood is a ”slice” of the true likelihood (a slice with respect to one state
trajectory), rather than taking all state trajectories into account.
SIMEX and Modified Estimating Equations
As alternatives to the likelihood approaches, the correction methods SIMEX and
MEE were considered. SIMEX is a correction method that has been sparsely used
in the ecological literature. Its ease of use in conjunction with estimating equations,
particularly for Model 2, and its ability to utilize estimated measurement error vari-
ances, makes it an attractive method for obtaining corrected estimates. However,
inferences do not come for free. One must either bootstrap (which amounts to per-
forming a simulation within a simulation, more on this later), or try to work out
the inevitably difficult details for obtaining analytical expressions. Also, as with
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estimating equations, the estimates can be extrapolated outside of the parameter
space.
As stated, the literature is lacking in a careful, theoretical assessment of SIMEX in
dynamic settings. SIMEX treats the true explanatory variables as fixed throughout
the analysis. However, in dynamic models, explanatory variables are random at one
point, then, subsequently treated as fixed. More research is required to see the effects
of this technicality on SIMEX estimators.
The MEE analysis offered a compelling way to correct the measurement errors.
It requires no distributional assumptions and is based on estimating equations tech-
niques with appealing properties such as approximate normality of estimators and a
way to obtain approximate standard errors. Even though it has been shown through
simulation to be problematic for certain parameter combinations, it has excelled in
other combinations, particularly when the level of measurement error variance is
realistic.
Similar to corrected estimating equation approaches in nonlinear regression, this
method needs approximations of expected values of functions of measurement error
terms and functions of state values. This may cause the MEEs to be biased esti-
mates of zero, and therefore the consistency and asymptotic normality of the MEE
estimators may be in question. It was observed that the Taylor expansion of the
functions of measurement errors and the Taylor expansion of the functions of state
values performed the best, even though the process and measurement errors were
simulated using the normal distribution.
Furthermore, as previously discussed, in practice the measurement error vari-
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ances are also unknown, but are needed in order to use this methodology. One can
exploit estimated measurement error variances form the sampling scheme and sub-
stitute those in for σ̂2ut in the so-called pseudo-MEE approach. It should be noted
that using estimated measurement error variances raises additional problems with
asymptotic behavior and, in particular, how to account for uncertainty from their use.
Further, as pointed out in Staudenmayer and Buonaccorsi (2005) and Buonaccorsi
and Staudenmayer (2009), assumptions on the asymptotic behavior of the measure-
ment error variances need to be made in order to establish asymptotic properties
even in the simple linear, autoregressive case. In practice, estimated measurement
error variances are used, but the methods here did not account for the uncertainty
in their use. This is an area for further research.
9.2 Comparison of the Methods
The simulation study confirmed that SIMEX mostly outperformed the naive anal-
ysis in terms of minimizing bias. However, SIMEX fails to account for the bias in-
duced by measurement error when estimating a in that it is substantial when σu is
larger and a < 1. Furthermore, the bias in estimating a has the same pattern as in
the naive analysis: positive for a < 1, and negative for a > 1.
The SIMEX estimates of k perform very well, even for high levels of σu. The
SIMEX estimates of σ are better than the naive analysis in terms of bias, in general,
but for higher values of σu and a, σ is grossly over-estimated.
These simulations were performed three ways, one using the true values of the
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unchanging measurement error variances, one used estimated, unchanging measure-
ment error variances, and one used estimated and changing estimated measurement
error variances. The results suggested that there was no difference between the
performances of the three methods, but it may be that the choice of 19 degrees of
freedom for generating estimated measurement error variances was too large, which
reduced the variability in them. A way to extend this analysis in order to see how
using estimated measurement error variances is to use lower, varying levels of degrees
of freedom involved in generating estimated measurement error variances.
As for the MEE simulation results, one important aspect of the estimators is that
their performances may be associated with their true values. Looking specifically at
the results of the simulation in Chapter 6.2.3, the performance in terms of bias and
inference seems to do well for higher levels of true a and lower to moderate levels of σu.
For lower levels of a, namely when a < 1, the performance of MEE falls apart quite
badly even for moderate levels of measurement error. Furthermore, the estimators
have closed forms, and can be examined for singularities. When the estimates are
close to the singularities, inevitably very high, or negative estimates of k result. When
performing the simulation, data sets that resulted in such estimates were removed
from the calculation of summary statistics, but, when analyzing one data set, how
does a researcher handle a negative, or very high estimate of k? Inevitably, the
approximate standard error for k was volatile as well. Similarly, negative estimates
of σ2 are possible, in fact much more probable than negative estimates of k. The
volatile behavior of these estimators increased with σu and seemed to be associated
with the true value of a, so this may not be much of a problem if it is known that the
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measurement error variance is small and a is above 1. How to manage such estimates
is an area worth further research.
Another thing to note is that the simulations were done with the small, albeit
realistic, sample size of 20. This may also account for the behavior of the estimators,
particularly the high approximate standard errors. Relatedly, if a = 0.2, then it
takes more time for the process to reach the carrying capacity. If the observed data
grow without leveling off, how does the analysis estimate k? It is true that, deter-
ministically, the shape of the function changes slightly with a held fixed and varying
k, but the change is slight. This may be an explanation to the poor performance of
MEE when a = 0.2.
The deficiencies of the MEE methodology should not discount it from being used
for correcting measurement error in estimators of nonlinear, dynamic models. They
are warnings of pitfalls that one may encounter. As stated, in simpler models, if
closed form solutions exist, then it can be a powerful, robust tool for estimation and
inference, and to learn about the bias induced by measurement error. Particularly,
if the time series is long, the level of measurement error is low to moderate, and
there is evidence that the growth rate is close to 1 or greater, then MEE should be
considered. This methodology is clearly worth further investigation.
What follows are the performances of the true, naive, SIMEX, and MEE methods
compared side-by-side. Figures 29 – 32 display the simulation boxplots for estimating
a, Figures 33 – 36 for estimating k, and Figures 37 – 40 for estimating σ. The
true values are a ∈{0.2, 0.75, 1.5, 2.4}, k = 100, σ = 0.2, and, for brevity and
for realistic application, σu ∈{0.05, 0.1, 0.2}. The data sets that led to negative
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estimates of k were removed from the boxplots for each parameter. Those that led to
negative estimates of σ were removed from the boxplots for just σ. These parameter
combinations are subsequently used for the simulation bias, standard deviation, and
RMSE plots. After these plots, the performance of SIMEX and MEE are compared
with NISS for estimating a ∈{0.15, 2.4, 2.6} with σu ∈{0.05, 0.2}.
Upon inspection of the simulations boxplots of a, it is clear that, in general: the
variability in estimating a increases with increasing σu for all methods, the perfor-
mance (in terms of variability and bias) is better with increasing a for all methods,
and the MEE method tends to produce outlying estimates with increasing σu and
decreasing a. Note that, when a = 0.2 (Figure 29), the biases of all of the estimators
are quite high even when true values are obtained (referred to as initial bias here).
This points out the difficulty in carrying out estimation when both a is small and the
series is short, with and without measurement error. Still concentrating on Figure
29 and using the initial bias as a point for comparing the other methods, the naive
analysis performs worse than all others in general, and the bias induced by measure-
ment error is worse with increasing σu. This characteristic is the same for all of the
boxplots of â expect that when a < 1 the bias is positive and negative when a > 1.
This is further evidence that ignoring measurement error leads to biased estimates
of a and re-enforces the need for accounting for it.
For estimating k, the boxplots reveal that, in general, the performance is better
as a increases, worse as σu increases, and MEE tends to produce outlying estimates
especially for large σu and low a. The initial bias for all a is close to 0. The naive
analysis seems to estimate k just as well as SIMEX and MEE, except for large σu.
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However, even then, the bias is not very large.
The boxplots for σ̂ show that the performance is worse with increasing σu and
a. SIMEX and MEE outperform the naive analysis in terms of bias, especially for
moderate and large σu. However, as previously indicated, for large a and σu, the σ
is typically over-estimated since a is slightly underestimated. This implies that there
are less estimated bifurcations than true bifurcations, so the bifurcation states are
considered large deviations and are incorporated into the process error variance.
Figures 41, 42, and 43 display the simulation biases for a, k, and σ, respectively.
Using the initial bias as a frame of reference, Figure 41 clearly shows the consequences
on bias when ignoring measurement error when estimating a. Furthermore, SIMEX
outperforms MEE in general, but both still have high bias when σu is large. As for
estimating k, Figure 42 shows that SIMEX outperforms all of the other methods.
The MEE analysis seems to show high bias for smaller a due to high outliers. The
boxplots reveal that it performs almost just as well as SIMEX. As for the bias
in estimating σ, Figure 43 indicates that MEE slightly outperforms SIMEX, both
performing much better than the naive. As previously noted here, the performance
in terms of bias for all methods is worse as σu and a increases.
Figures 44, 45, and 46 display the simulation standard deviations for a, k, and
σ, respectively. The standard deviations for estimating a seem to be similar among
all of the methods, except when σu is large and a is on the lower end, MEE has a
much higher standard deviation. This is no surprise after viewing the boxplots, and
emphasizes the sporadic behavior of the MEE estimator of a for large measurement
error variance. The simulation standard deviations for k̂ and σ̂ display similar
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Figure 29. Simulation boxplots of the estimates of a for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 0.2,
k = 100, and σ = 0.2. Data sets that resulted in negative



















Figure 30. Simulation boxplots of the estimates of a for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a =
0.75, k = 100, and σ = 0.2. Data sets that resulted in





















Figure 31. Simulation boxplots of the estimates of a for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 1.5,
k = 100, and σ = 0.2. Data sets that resulted in negative






















Figure 32. Simulation boxplots of the estimates of a for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 2.4,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 33. Simulation boxplots of the estimates of k for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 0.2,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 34. Simulation boxplots of the estimates of k for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a =
0.75, k = 100, and σ = 0.2. Data sets that resulted in
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Figure 35. Simulation boxplots of the estimates of k for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 1.5,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 36. Simulation boxplots of the estimates of k for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 2.4,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 37. Simulation boxplots of the estimates of σ for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 0.2,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 38. Simulation boxplots of the estimates of σ for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a =
0.75, k = 100, and σ = 0.2. Data sets that resulted in
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Figure 39. Simulation boxplots of the estimates of σ for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 1.5,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 40. Simulation boxplots of the estimates of σ for each method
and level of σu ∈{0.05, 0.1, 0.2}. The true values are a = 2.4,
k = 100, and σ = 0.2. Data sets that resulted in negative
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Figure 41. Simulation biases of a for each method, level of σu ∈{0.05,
0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5, 2.4}. Data





































































































































































































Figure 42. Simulation biases of k for each method, level of σu ∈{0.05,
0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5, 2.4}. Data














































































































































































Figure 43. Simulation biases of σ for each method, level of σu ∈{0.05,
0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5, 2.4}. Data











































































































































































































patterns, increasing with σu and MEE having the highest value followed by SIMEX.
Interestingly, the naive, MEE and SIMEX simulation standard deviations are very
close for larger values of a. It should be noted that, in particular for k and σ, the
standard deviations relative to the true values are quite low for low to moderate σu.
Figures 47, 48, and 49 display the simulation root mean square errors (RMSEs)
for a, k, and σ, respectively. The naive, MEE, and SIMEX perform about the same
for low to moderate σu and lower a. The RMSEs for the MEE analysis is large for
smaller a and large σu, so it performs the worst in these situations. However, for
larger a, the MEE and SIMEX explain the error in estimating a better than the naive,
and perform about the same. This is not very surprising since the MSE penalizes
for higher bias, which the naive analysis tends to have for higher values of a. The
MEE does not perform well in terms of RMSE in estimating k for lower values of
a and large σu due to outliers. Other than this, the naive, MEE, and SIMEX have
similar RMSEs that increase with σu. Relative to the size of k, the RMSE for a > 1
are small, even for large σu. MEE and SIMEX mostly outperform the naive analysis
for estimating σ in terms of RMSE, with SIMEX and MEE performing about the
same. Note that, for a > 1, the RMSE is quite large relative to σ = 0.2 even for
moderate levels of σu.
Table 82 contains the simulation bias, standard deviation, and RMSE for esti-
mating a using SIMEX, MEE, and NISS (extracted from De Valpine and Hastings
(2002)). Recall that NISS attempts to maximize the true likelihood which requires
distribution assumptions for both the process and measurement errors (both being
normal here) and is computationally complex to fit to data. Upon inspection, for
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Figure 44. Simulation standard deviations of a for each method, level
of σu ∈{0.05, 0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5,
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Simulation Stndev for a: a=1.5





















































Figure 45. Simulation standard deviations of k for each method,
level of σu ∈{0.05, 0.1, 0.2}, and level of true
a ∈{0.2,0.75,1.5,2.4,2.6}. Data sets that resulted in neg-
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Figure 46. Simulation standard deviations of σ for each method, level
of σu ∈{0.05, 0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5,




























































































































































































Figure 47. Simulation RMSEs of a for each method, level of σu ∈{0.05,
0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5, 2.4}. Data

































































Simulation RMSE for a: a=0.75



















































































Figure 48. Simulation RMSEs of k for each method, level of σu ∈{0.05,
0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5, 2.4}. Data




























Simulation RMSE for k: a=0.2
























































































































Figure 49. Simulation RMSEs of σ for each method, level of
σu ∈{0.05, 0.1, 0.2}, and level of true a ∈{0.2, 0.75, 1.5,
2.4}. Data sets that resulted in negative estimates of k














































































































































































small measurement error variance, it seems that both SIMEX and MEE slightly out-
perform or perform just as well as NISS in terms of bias and RMSE for all levels of a.
The same is not true for larger σu, where, in terms of bias, NISS mostly outperforms
SIMEX and MEE. In terms of variability, SIMEX seems to outperform NISS slightly
when a = 1.5. This is a promising result for the distribution-free methods SIMEX
and MEE since it shows that they can compete with NISS which exploits distribution
assumptions.
Table 82. Comparison of simulation statistics for estimating a from
SIMEX and MEE, and the NISS results from De Valpine
and Hastings (2002) over a ∈{1.5, 2.4, 2.6} and σu ∈{0.05,
0.2}.
σu = 0.05 σu = 0.2
a NISS SIMEX MEE NISS SIMEX MEE
B
ia
s 1.5 0.0700 -0.0334 -0.0095 -0.0100 -0.1220 0.0526
2.4 -0.0090 -0.0048 -0.0094 -0.0190 -0.0126 0.0355




ev 1.5 0.2646 0.2153 0.2186 0.3873 0.3444 1.7054
2.4 0.1095 0.1049 0.1023 0.1449 0.2378 0.2204




E 1.5 0.2828 0.2175 0.2187 0.3873 0.3649 1.7053
2.4 0.1095 0.1048 0.1027 0.1449 0.2378 0.2231
2.6 0.0949 0.0919 0.0918 0.1342 0.2069 0.2117
In summary, although the MEE analysis can be volatile for large measurement
error levels and lower values of a, ignoring the extreme outliers, it and SIMEX
outperform or do just as well as the naive analysis. In general, the SIMEX and MEE
estimators have lower biases than the naive analysis. Another interesting aspect of
both SIMEX and MEE is that, for small σu they perform either better or just as
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well as NISS, and, minus some outliers, they are not too far off from NISS when the
measurement error is large.
For MEE in particular, variability can be high depending on the level of mea-
surement error variance. Relative to the value of a, it is problematic in terms of
parametric bootstrap-based inference (since the estimates are used to simulate data
sets) and making management decisions. As previously noted, one potential reason
for this is the small sample size. To put this into perspective, the moose data exam-
ple is a series of length 48 which is arguably large enough for asymptotic properties
to materialize. Of course, a simulation cannot be done for one data set, but the
bootstrap is an internal simulation and the bootstrap statistics present the behavior
of the estimators. The estimate of a for these data is around 0.2; a value of a that was
observed to cause the MEE estimates to be volatile. However, the bootstrap biases,
standard deviations, and surprisingly, the estimated MEE standard errors were not
only well-behaved, but also lower than observed from the a = 0.2 simulation. This is
particularly true for a and σ assuming small through moderate measurement error
variance. Another comforting aspect is that the estimated MEE standard errors are
very similar to the bootstrap standard errors for the moose data. Also, the boot-
strap confidence intervals are much tighter. Therefore, the caveats previously stated
should not write-off the MEE analysis. More research is needed. It is expected that
a simulation study where T is large will show better performance of the MEE esti-
mators. Furthermore, due to its ease of use and asymptotic properties of estimators,
it is worthwhile to find ways to improve these estimators for smaller samples sizes,
in particular for a, so that their variability and volatility are reduced.
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Inferences
Inferences based on SIMEX and MEE were subsequently investigated using the
parametric bootstrap, and approximate standard errors available using the modified
estimating equations. This obviously used some distribution assumptions, but this
could not be avoided here since developing a non-parametric bootstrap is challenging.
This would inevitably require knowledge of the sampling scheme, and the empirical
distribution of the process errors, which is difficult to calculate for nonlinear dynamic
models, but is worth further investigation.
One of the main lessons of this investigation is that the bootstrap performs only
as well as the estimation procedure that it uses. For instance, particularly for PB-
MEE, many data sets resulted in negative estimates of k and σ. The numbers of
data sets seemed to be associated with a and σu. Also, computation time should
be considered when a simulation routine such as the bootstrap. In particular for
PB-SIMEX, a large number of bootstrap samples need to be generated, and each
bootstrap sample requires a large number of remeasurement sets. If closed form
solutions cannot be written for estimators, then the computation time can increase
substantially. Fortunately closed form solutions exist for Model 2 (the Ricker function
on the log-abundance scale).
With these observations in mind, PB-SIMEX outperformed PB-MEE, which out-
performed the approximate MEE standard errors in terms of being less volatile, mini-
mizing average bootstrap bias and standard deviation. A highlight in the PB-SIMEX
simulation for a = 1.5 is that the average bootstrap bias for estimating a is lower by
at least a factor of 10 than the simulation bias revealing the relationship between the
293
bias and the true value of a. Here, the SIMEX estimates of a are used to simulate
the bootstrap data, and SIMEX typically under estimates a when its true value is
greater than 1. So, the bias for a seems to be lower for values of a > 1 that are
closer to 1. This may happen because the lower value of a being used to simulate
the bootstrap data would cause the profile of the dynamics to change from a higher
level of oscillations to a lower, more stable level for estimation.
The bootstrap biases for k were also lower than the simulation bias, but the
bootstrap biases for σ were close to the simulation bias. The bootstrap standard
deviations for a and σ were very close to the simulation standard deviations, albeit
large relative to their true values. Of course, as σu increases, so do the biases and
standard deviations. For a = {2.4, 2.6}, when σu was small to large, the bootstrap
biases were actually larger than the simulation bias, but the magnitude of both
are small relative to 2.4. The opposite is true for larger values of σu. The same
observations made when a = 1.5 can be made here, for k in particular. Something to
point out though is that the bootstrap standard deviations and simulation standard
deviations of a and σ are about the same, as are the bootstrap biases and simulation
biases for σ. However, relative to the size of a, the bootstrap standard deviations
are more reasonable, even for larger values of σu. This is not true for σ, except for
very small measurement error variance.
The PB-MEE did not perform as well. In fact, the simulation medians rather
than the means were used in comparisons because data sets resulted in very high
estimates of a and k. In fact, if a < 1, then even for moderate measurement error, the
estimates performance in terms of bootstrap bias and standard deviation was quite
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poor. When a > 1, the performance in terms of these statistics was a bit better. Of
course, the performance is worse for larger levels of the measurement error variance.
Another interesting feature was that most of the bootstrap confidence interval
coverage rates for both PB-SIMEX and PB-MEE were 1 or close to it, even for high
levels of measurement error variance. This seems very good, but the average, or
median, lengths of the confidence intervals should be looked at with the coverage
rates. For PB-MEE the confidence interval widths for a and σ were quite large,
even for small measurement error variance, indicating rather poor accuracy, and, as
expected, the widths get wider as the measurement error variance increases. The
widths for PB-SIMEX were more reasonable, but still relatively high. To put this
problem into perspective, for the PB-MEE when a = 0.2 and σu = 0.05, the median
width is 0.7806. One can expect that a confidence interval for a in this example would
include 0 (no population growth), negative values (population is going extinct), and
almost 1 (population is healthy), i.e. the confidence interval would be too wide
to make management decisions. Furthermore, note that these percentile intervals
depend on the existence of a function g such that [g(ω̂) − g(ω)]/c converges in
distribution to N(0, 1). If g(ω̂) is biased for g(ω), then the coverage of the percentile
intervals may be not be correct. A way to fix this is to use bootstrap bias-corrected
and accelerated confidence intervals (BCa, see Efron and Tibshirani (1993, Chapter
14.3)). The development of the BCa intervals in this context is an area for further
research.
The performance of the approximate standard errors of the MEE estimators in
terms of the size of the standard errors relative to the true values, and the coverage
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rates of the 95%Wald confidence intervals were also poor, in general. As stated, these
depend on large sample theory, but the simulation used T = 20 throughout. An area
for further research is to increase the sample size and re-assess the performance.
Moose Data Example
The illustration of the moose data analysis sheds additional light on many of the
aspects and pitfalls discovered through the simulations. There was evidence that a
is around 0.2, which according to the simulations suggested that the behavior of the
estimators may be problematic here, in particular that the bias for a would be large.
However, the bootstrap results reveal a very low bias for a, and the standard errors
are quite low as well. This is true for all of the estimators. The good performance here
is most likely due to the series having a larger length (T = 48) than the simulation
studies (T = 20). Also, it was shown that SIMEX and MEE were compensating
for the likely higher positive bias here by providing a smaller estimate of a which
decreased as the assumed measurement error variance increased. Furthermore, as
measurement error variance increases, the SIMEX estimate of σ decreases meaning
that more of the error was being attributed to measurement rather than process. The
volatile nature of k with respect to σu was also displayed in that there is a vertical
asymptote slightly below the large measurement error variance level.
The SIMEX and MEE bootstrap statistics and confidence intervals are quite
similar. Focusing just on the MEE results, as σu increases, there isn’t much of a
change in the bootstrap statistics for a and σ, until σu = 0.2. The bias and standard
deviations are low for these parameters. The statistics for k vary quite a bit due to
several large estimates within certain levels of σu. Also, the approximate standard
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error and bootstrap standard deviations for a are very close. The same cannot be
stated for k, where the approximate standard errors are lower in general. As for the
confidence intervals, for a, the Wald confidence intervals are more conservative than
the bootstrap confidence intervals, in general the opposite is true for k. The width
doesn’t change by much as σu increases with the exception of the σu = 0.2 case.
It should be emphasized that these pleasing results are based on a larger data
set. The behavior of the MEE estimators seems less volatile here (except for the
vertical asymptote near σu = 0.2) which suggests that the performance of MEE may
improve in longer time series.
9.3 Closing Remarks and Future Work
In summary, a number of the goals of the thesis were met through assessing the
impacts of ignoring measurement error and by examining methods to correct for
it using the Ricker model with minimal dependency on distributional assumptions.
The correction methods SIMEX and MEE were explored to these ends and, along
with their ease of implementation and being methods that minimize distribution
assumptions, showed promise in estimation and inference performance particularly
when the measurement error variance is small to moderate for time series that are
as small as 20 years. These methods mostly outperformed a naive analysis, and the
results were quite similar to those of NISS under several parameter combinations. As
demonstrated by the moose data example, larger time series increased the reliability
of these methods to perform well, but more work needs to be performed to solidify
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the implications of these pleasing results for large sample situations.
However, under certain process parameter combinations, for smaller time series,
and for larger levels of measurement error variance, it has been shown that these
methods, MEE in particular, can be volatile. Under these conditions, SIMEX seems
to fail correct for the measurement error bias since the estimates are not far off from
the naive estimates.
There is, however, much work left to do. As mentioned, ways to improve the
MEE method should be examined. Also, in keeping with the theme of minimizing
distribution assumptions, it will be useful to develop the non-parametric bootstrap
to work in conjunction with MEE. Furthermore, due to the nature of the sampling
schemes in ecology, estimators that use estimated, heteroscedastic measurement error
variances need to be constructed. This point has been covered briefly in this thesis,
but accounting for the uncertainty that comes with using the estimated measure-
ment error variance, and the limiting effects on estimators and inferences is a more
challenging venture and needs to be addressed carefully in future work. Finally, this
thesis focused on the Ricker model since it’s widely used in ecology because the values
of its parameters are of interest to ecologists responsible for managing a population.
It should be noted that every other nonlinear model has its own characterization,
but the points raised here using the Ricker model should carry over to these other
models.
In some sense, this work raised as many questions as it answered. However,
the methodologies explored here should be of great interest to those who wish to
perform estimation and inference in nonlinear, dynamic models in the presence of
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measurement error with small to moderate measurement error variance and require
techniques that minimize computation. Also, these methods should please those
who are wary of making convenient distribution assumptions that are difficult, if not
impossible, to check.
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A P P E N D I X A
COMPUTATION DETAILS
R is used to perform computations. Besides the standard functions, the section
outlines some of the more sophisticated routines that were used.
The function nlminb was used to optimize the EV likelihood function using a
PORT routine (acronym for Portable, Outstanding, Reliable, Tested). PORT is a
mathematical package containing various functions written in FORTRAN to be used
across platforms (hence the portability). Specifically, nlminb uses a variation of
Newton’s method to optimize an objective function. If the gradient of the objective
function is provided, and the Hessian not (as will be implemented here), then a
quasi-Newton method called BFGS is used to approximate it (Kaufman and Gay,
2003). A benefit of using nlminb is that it returns an algorithm convergence status:
a favorable status if 6 or less, while any other number is not favorable.
The uniroot.all function is used to find all roots of a function given an interval.
It utilizes the FORTRAN procedure zeroin.c, which implements the bisection method
and interpolation, rather than derivatives, to find the roots.
To avoid excessive round off error in estimating b (since | b | is usually a very
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small number), k will be estimated instead. Further, to enhance efficiency the Ricker
model will be written as
Xt | xt−1 = xt−1 + a(1− exp{c+ xt−1}) + t
where c = log(1/k) when the EV likelihood is being used. Also, since σ2 and σ
2
u
must be positive, it is more stable for them to be estimated using unconstrained
functions: ηu = log(σu) and η = log(σ) for the EV likelihood. Another point
worth mentioning again is that if a < 0 and k < exp(x1), then the abundance (or
log-abundance) explodes to infinity. Such volatile cases will be avoided.
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A P P E N D I X B
NAIVE ANALYSIS BOXPLOTS
Figures 50 – 61 are the boxplots of the simulation estimates from the naive
analyses of Model 2.
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Figure 50. Boxplots for the estimates of a from the Model 2 simulation
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Figure 51. Boxplots for the estimates of a from the Model 2 simulation
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Figure 52. Boxplots for the estimates of a from the Model 2 simulation
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Figure 53. Boxplots for the estimates of a from the Model 2 simulation
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Figure 54. Boxplots for the estimates of k from the Model 2 simulation
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Figure 55. Boxplots for the estimates of k from the Model 2 simulation
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Figure 56. Boxplots for the estimates of k from the Model 2 simulation
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Figure 57. Boxplots for the estimates of k from the Model 2 simulation
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Figure 58. Boxplots for the estimates of σ from the Model 2 simula-
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Figure 59. Boxplots for the estimates of σ from the Model 2 simula-
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Figure 60. Boxplots for the estimates of σ from the Model 2 EE sim-




















































































































True: a = 0.75, σu = 0.5
True
Sim Mean
Model 2  EE  Naive Analysis:  PE Stdev  (Mn, Med, Sd, CV, Bias)
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Figure 61. Boxplots for the estimates of σ from the Model 2 EE sim-
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A P P E N D I X C
BOXPLOTS FOR EV SIMULATION
Figures 62 – 64 are the boxplots of the simulation estimates from the EV analyses
of Model 2.
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Figure 62. Boxplots for the estimates of a from the simulation study
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Figure 63. Boxplots for the estimates of k from the simulation study
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Figure 64. Boxplots for the estimates of σ from the simulation study
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A P P E N D I X D
DETAILS ON SIMEX WITH MULTIPLICATIVE
MEASUREMENT ERROR
Recall that The dynamic model for Model 1 is Yt | yt−1 ∼ fYt|yt−1(yt; yt−1, ω)
[e.g. Nt | nt−1 ∼ Poisson(nt−1 exp(a + bnt−1))] and the measurement error model
is Ŷt = ytqt where qt ∼ Lognormal with E(qt) = 1, V (qt) = σ2q , and qt ⊥ Ns ∀t, s
(e.g. N̂t = ntqt). In order to do SIMEX, additional multiplicative measurement
error, denoted wijt, must be incorporated into the measurement error model. The
variance of the total measurement error, pijt = qtwijt, must have the ability to be
extrapolated to 0 via the dummy variable λ = {λ1, ..., λI} which is associated with
the moments of wijt. Carroll, et al. (2006, pgs. 104 – 105) suggest transforming to
the log-scale when dealing with multiplicative ME, but one must be careful about
what the moments are when changing scales. The goal here is to choose the moments
of wijt ∼ Lognormal such that (1) the E(pijt) = 1 ∀λ and (2) V (pijt) is a function
of σ2q and λ where λ can be extrapolated to a value that doesn’t involve σ
2
q and still,
in some sense, represents multiples of the original measurement error variance. The
following illustrates the process of finding the moments of wijt.
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• Note: If qt ∼ Lognormal with E(qt) = 1 and V (qt) = σ2q , then ut = log(qt) ∼
N(− log(σ2q + 1)/2, log(σ2q + 1)).
• Ŷijt = ytqtwijt = ytpijt implies log(Ŷijt) = y′t + p′ijt = y′t + ut + w′ijt where the
prime indicates that the log of the random variable has been taken.
• We now have p′ijt ∼ N(E(ut) + E(w′ijt), V (ut) + V (w′ijt)). Suppose that the
variance of w′ijt is V (w
′
ijt) = λV (ut), which partially satisfies condition (2).
Then, E(p′ijt) = − log(σ2q + 1)/2 + −λ log(σ2q + 1)/2 = −(1 + λ) log(σ2q + 1)/2
and V (p′ijt) = (1 + λ) log(σ
2
q + 1). This implies that E(pijt) = exp[−(1 +
λ) log(σ2q + 1)/2 + log(σ
2
q + 1)/2] = 1 ∀λ, which meets condition (1), and
V (pijt) = [exp((1 + λ) log(σ
2
q + 1)) − 1] exp[−2 log(σ2q + 1)/2 + log(σ2q + 1)] =
(σ2q + 1)
1+λ − 1. Note that limλ→−1 V (pijt) = 0, thus condition (2) is fully
satisfied.





w′ijt ∼ N(−λ log(σ2q + 1)/2, λ log(σ2q + 1)).
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A P P E N D I X E
NAIVE ESTIMATING EQUATION CALCULATION
DETAILS FOR MODEL 1
Recall that, naively E(N̂t | n̂t−1) = n̂t−1 exp(a+ bn̂t−1) = n̂t−1 exp(a(1− n̂t−1/k))
and V ar(N̂t | n̂t−1) = E(N̂t | n̂t−1). Let ̂t = nt − nt−1 exp(a + bnt−1) = nt −
nt−1 exp(a(1− nt−1/k)). Then the naive estimating equations are












Closed form estimators do not exist here. However, a can be solved for interms of b,
and a univariate root solver can be used to find the root of the score function for b.










In terms of {a, k}, neither a nor k can be solved for in terms of the other, but one
can use k̂ = −â/b̂ to obtain this estimate.




































































a2n̂3t−1 exp(a(1− nt−1/k))/k4 + 2a̂tn̂t−1/k3.
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A P P E N D I X F
MODIFIED ESTIMATING EQUATION CALCULATION
DETAILS FOR MODEL 2
Recall that Model 2 is E(Xt | xt−1) = xt−1 + a + b exp(xt−1) = xt−1 + a −
a exp(xt−1)/k = g(xt−1), V (Xt | xt−1) = σ2 , X̂t | xt = xt+ut, E(ut) = 0, V (ut) = σ2u,
Cov(ut, us) = 0 for t 6= s, and Cov(Xt, us) = 0 ∀t, s. Note that although the work
is done as if σu is known and constant through time, this calculation can be tailored
so that σu = σut, or estimated measurement erro variances can be substitution.
The modified estimating equations (MEE) are of the form
T∑
t=2
SMEE(x̂t, x̂t−1;ω, σu) = Snaive(x̂t, x̂t−1, ω)− Ct(x̂t, x̂t−1;ω, σu).
The function Ct is constructed such that E(
∑T
t=2 SMEE(x̂t, x̂t−1, θ̂t, ω t)) = 0. There-
fore, Ct = E(Snaive | x).
Ct = −E
















E(ut | xt−1) + xt−1 + b exp(xt−1)− E(X̂t−1 | xt−1)− bE(exp(X̂t−1) | xt−1)
E(exp(X̂t−1)ut−1 | xt−1) + E(exp(X̂t−1)Xt | xt−1)
−E(exp(X̂t−1)X̂t−1 | xt−1)− aE(exp(X̂t−1) | xt−1)− bE(exp(2X̂t−1) | xt−1)

= −
 b exp(xt−1)[1− E(exp(ut−1))]exp(xt−1)[g(xt−1)E(exp(ut−1))− xt−1E(exp(ut−1))
−aE(exp(ut−1))− b exp(xt−1)E(exp(2ut−1))− E(ut−1 exp(ut−1))]

= −
 b exp(xt−1)[1− E(exp(ut−1))]




bz2t−1[η1,t−1 − η2,t−1]− z1,t−1η3,t−1

where η1,t−1 = E(exp(ut−1)), η2,t−1 = E(exp(2ut−1)), η3,t−1 = E(ut−1 exp(ut−1)), and
zt−1 = exp(xt−1). There are a few ways to handle these quantites (outlined in the
main thesis). Suppose that they are replaced by their estimates, then the modified
estimating equations are
SMEE(x̂;ω, σu) = −
T∑
t=2
 x̂t − x̂t−1 − a− b exp(x̂t−1)






bẑ2t−1[η̂1,t−1 − η̂2,t−1]− ẑ1,t−1η̂3,t−1

By setting these equations to zero, the closed form estimators of a and b are























where D̂ = (x̂T − x̂1)/(T − 1), Ê =
∑T
t=2 exp(x̂t−1)/(T − 1), ŜDE =
∑T
t=1(x̂t −
x̂t−1) exp(x̂t−1)− (T − 1)ÊD̂, and ŜEE =
∑T
t=2 exp(2x̂t−1)− (T − 1)Ê
2
. In terms of
a and k (g(x; a, k) = x+ a(1− (1/k) exp(x))),
Ct = E





















−akzt−1(1− η1,t−1)− ak2 z2t−1(η2,t−1 − η1,t−1) + 1kzt−1η3,t−1
−a2
k3
z2t−1(η1,t−1 − η2,t−1)− ak2 zt−1η3,t−1
 .
Substituting in the estimates of measurement errors and states, the MEEs are
SMEE(x̂;ω, σu) =
−(x̂t − x̂t−1 − a+ ak exp(x̂t−1))(1− 1k exp(x̂t−1))
− a
k2
exp(x̂t−1)(x̂t − x̂t−1 − a+ ak exp(x̂t−1))

+
ak ẑt−1(1− η̂1,t−1)− ak2 ẑ2t−1(η̂2,t−1 − η̂1,t−1) + 1k ẑt−1η̂3,t−1
a2
k3
ẑ2t−1(η̂1,t−1 − η̂2,t−1)− ak2 zt−1η̂3,t−1

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Setting these equations to zero, the closed form solutions to a and k are
âMEE,k =




(T − 1)k̂2 − k̂(2(T − 1)Ê +∑(ẑt−1(1− η̂1,t−1))) + ŜEE + Ê2(T − 1)−∑(ẑ2t−1(η̂2,t−1 − η̂1,t−1))
k̂MEE =
(ŜDE + (T − 1)ÊD̂ +
∑
(η̂3,t−1ẑt−1))(Ê(T − 1) +
∑
((1− η̂1,t−1)ẑt−2))




−(T − 1)D̂(ŜEE + (T − 1)Ê
2
−∑(ẑ2t−1(η̂2,t−1 − η̂1,t−1)))
(T − 1)(ŜDE +
∑
(η̂3,t−1ẑt−1))
Note that without measurement error (that is σu = 0), the estimators reduce to the
naive estimators. Also, the MEE estimators can be volatile depending on the value
of σu. This is because the estimators b̂MEE and k̂MEE have denominators that can be
zero causing a vertical asymptote in the functions b̂MEE(σu) and k̂MEE(σu) at these
points.
























ẑ2t−1(η̂2,t−1 − η̂1,t−1)− â
k̂2














ẑ2t−1(η̂1,t−1 − η̂2,t−1)− 2â
k̂3
ẑt−1η̂3,t−1.
Calculating η̂3,t−1 if ut is Normal
Assuming that the measurement error is normal, the expression η̂3,t−1 is obtained



















































)E(Y ); Y ∼ N(σ2, σ2)
= σ2 exp(σ2/2)
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A P P E N D I X G
PB-SIMEX RESULTS TABLES
Tables 83 and 84 contain the proportions of datas sets that were removed from
simulation statistics calculations due to negative estimates of k and σ. Those data
sets that resulted in negative estimates of k were removed from all statistics calu-
clations, but those that led to negative estimates of σ were just removed from the
statistics calculated for σ. Figures 85 – 89 are the simulation means of PB-SIMEX
statistics when the measurement error variance is constant and unknown. Figures 90
– 94 are the simulation means of PB-SIMEX statistics when the measurement error
variance is changing with t and unknown.
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Table 83. PB-SIMEX: Proportion of data sets that resulted in k̂ < 0 or
σ̂2 < 0 when σu is treated as unknown and constant. There
is a total of 300 data set per simulation (Sim) and 45000
per bootstrap (150*300, Boot)
a σu
k̂ < 0 σ̂2 < 0
Boot Sim Boot Sim
0.2
0.05 0.0136 0.0067 0.0100 0.0000
0.1 0.0035 0.0000 0.0002 0.0000
0.2 0.0014 0.0000 0.0044 0.0033
0.25 0.0047 0.0000 0.0098 0.0100
0.3 0.0008 0.0000 0.0119 0.0000
0.4 0.0043 0.0033 0.0213 0.0100
0.5 0.0248 0.0000 0.0472 0.0267
0.75
0.05 0.0001 0.0000 0.0000 0.0000
0.1 0.0001 0.0000 0.0001 0.0000
0.2 0.0000 0.0000 0.0053 0.0000
0.25 0.0233 0.0000 0.0331 0.0200
0.3 0.0068 0.0000 0.0193 0.0067
0.4 0.0334 0.0000 0.0546 0.0333
0.5 0.0502 0.0000 0.0764 0.0367
1.5
0.05 0.0000 0.0000 0.0000 0.0000
0.1 0.0000 0.0000 0.0008 0.0000
0.2 0.0000 0.0000 0.0066 0.0100
0.25 0.0000 0.0000 0.0100 0.0067
0.3 0.0000 0.0000 0.0150 0.0233
0.4 0.0022 0.0000 0.0237 0.0467
0.5 0.0002 0.0000 0.0315 0.0533
2.4
0.05 0.0000 0.0000 0.0004 0.0000
0.1 0.0000 0.0000 0.0114 0.0033
0.2 0.0000 0.0000 0.0335 0.0633
0.25 0.0000 0.0000 0.0345 0.0367
0.3 0.0000 0.0000 0.0332 0.0600
0.4 0.0000 0.0000 0.0330 0.0367
0.5 0.0001 0.0000 0.0301 0.0267
2.6
0.05 0.0000 0.0000 0.0020 0.0000
0.1 0.0000 0.0000 0.0192 0.0033
0.2 0.0000 0.0000 0.0418 0.0433
0.25 0.0000 0.0000 0.0415 0.0667
0.3 0.0000 0.0000 0.0448 0.0933
0.4 0.0000 0.0000 0.0466 0.0633
0.5 0.0001 0.0000 0.0462 0.0667
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Table 84. PB-SIMEX: Proportion of data sets that resulted in k̂ < 0
or σ̂2 < 0 when σu is treated as unknown and changing with
time. There is a total of 300 data set per simulation (Sim)
and 45000 per bootstrap (150*300, Boot).
a σu
k̂ < 0 σ̂2 < 0
Boot Sim Boot Sim
0.2
0.05 0.0005 0.0000 0.0000 0.0000
0.1 0.0007 0.0000 0.0000 0.0000
0.2 0.0008 0.0000 0.0000 0.0000
0.25 0.0012 0.0000 0.0001 0.0000
0.3 0.0007 0.0000 0.0001 0.0000
0.4 0.0012 0.0000 0.0008 0.0000
0.5 0.0015 0.0000 0.0024 0.0000
0.75
0.05 0.0001 0.0000 0.0000 0.0000
0.1 0.0002 0.0000 0.0000 0.0000
0.2 0.0002 0.0000 0.0000 0.0000
0.25 0.0037 0.0033 0.0037 0.0000
0.3 0.0002 0.0000 0.0002 0.0000
0.4 0.0003 0.0000 0.0011 0.0000
0.5 0.0008 0.0000 0.0035 0.0000
1.5
0.05 0.0000 0.0000 0.0000 0.0000
0.1 0.0000 0.0000 0.0001 0.0000
0.2 0.0033 0.0000 0.0063 0.0033
0.25 0.0000 0.0000 0.0070 0.0067
0.3 0.0000 0.0000 0.0010 0.0000
0.4 0.0000 0.0000 0.0026 0.0000
0.5 0.0003 0.0000 0.0038 0.0000
2.4
0.05 0.0000 0.0000 0.0001 0.0000
0.1 0.0000 0.0000 0.0085 0.0033
0.2 0.0000 0.0000 0.0263 0.0167
0.25 0.0000 0.0000 0.0273 0.0533
0.3 0.0000 0.0000 0.0063 0.0000
0.4 0.0000 0.0000 0.0105 0.0000
0.5 0.0004 0.0000 0.0127 0.0000
2.6
0.05 0.0000 0.0000 0.0004 0.0000
0.1 0.0000 0.0000 0.0110 0.0033
0.2 0.0000 0.0000 0.0307 0.0233
0.25 0.0000 0.0000 0.0357 0.0467
0.3 0.0000 0.0000 0.0114 0.0000
0.4 0.0000 0.0000 0.0212 0.0000
0.5 0.0001 0.0000 0.0225 0.0000
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Table 85. PB-SIMEX (σu is unknown and constant): Simulation
means for the simulation statistics and the bootstrap re-
sults. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard de-
viations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True σu
Boot Sim Boot Sim Boot Sim
True 0.2 100 0.2
Mean 0.3908 96.9361 0.1935 0.0500
Bias 0.1353 0.1908 -1.9046 -3.0639 -0.0038 -0.0065
Std Dev 0.2041 0.1970 202.5956 89.1694 0.0360 0.0375
CI Width 0.7720 100.0551 0.1377
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.3877 104.0744 0.2007 0.1000
Bias 0.1473 0.1877 -78.1602 4.0744 -0.0017 0.0007
Std Dev 0.2379 0.2102 927.8739 106.8786 0.0466 0.0458
CI Width 0.8951 87.7470 0.1770
Cov. Rate 0.9533 0.8933 0.9400
Mean 0.4454 95.1602 0.2126 0.2000
Bias 0.2177 0.2454 -14.1850 -4.8398 0.0202 0.0126
Std Dev 0.3281 0.3135 159.0489 29.8322 0.0752 0.0759
CI Width 1.2417 63.7202 0.2884
Cov. Rate 0.8507 0.7500 0.8646
Mean 0.4843 93.9241 0.2374 0.2500
Bias 0.2434 0.2843 -4.8341 -6.0759 0.0306 0.0374
Std Dev 0.3538 0.3464 27.7533 43.2667 0.0926 0.0882
CI Width 1.3461 69.0133 0.3530
Cov. Rate 0.8281 0.6772 0.9123
Mean 0.5932 95.0245 0.2426 0.3000
Bias 0.2406 0.3932 -4.9942 -4.9755 0.0427 0.0426
Std Dev 0.3793 0.3901 26.0277 38.7767 0.1088 0.1034
CI Width 1.4428 61.1235 0.4178
Cov. Rate 0.8467 0.6794 0.9024
Mean 0.6614 88.6346 0.2909 0.4000
Bias 0.2317 0.4614 -23.8630 -11.3654 0.0614 0.0909
Std Dev 0.4144 0.4268 292.0463 25.3835 0.1477 0.1380
CI Width 1.5680 68.7833 0.5667
Cov. Rate 0.8264 0.7465 0.9097
Mean 0.7366 89.9787 0.3364 0.5000
Bias 0.1853 0.5366 -1.0470 -10.0213 0.0806 0.1364
Std Dev 0.4491 0.4624 33.6826 25.6686 0.1925 0.1620
CI Width 1.6788 82.7929 0.7310
Cov. Rate 0.9014 0.7619 0.9286
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Table 86. PB-SIMEX (σu is unknown and constant): Simulation
means for the simulation statistics and the bootstrap re-
sults. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard de-
viations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True σu
Boot Sim Boot Sim Boot Sim
True 0.75 100 0.2
Mean 0.8097 99.9753 0.1993 0.0500
Bias 0.0758 0.0597 -0.1942 -0.0247 -0.0025 -0.0007
Std Dev 0.2262 0.2241 9.0526 6.6126 0.0365 0.0374
CI Width 0.8578 24.3019 0.1388
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8275 99.8141 0.2005 0.1000
Bias 0.0754 0.0775 -0.1754 -0.1859 -0.0012 0.0005
Std Dev 0.2645 0.2639 9.5914 6.7929 0.0449 0.0439
CI Width 1.0031 26.4444 0.1712
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9026 100.1020 0.2129 0.2000
Bias 0.0692 0.1526 -0.4670 0.1020 0.0124 0.0129
Std Dev 0.3396 0.3579 8.7988 8.4412 0.0721 0.0688
CI Width 1.2967 32.7836 0.2765
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9027 100.4423 0.2162 0.2500
Bias 0.0795 0.1527 -0.5244 0.4423 0.0230 0.0162
Std Dev 0.3646 0.3780 9.7642 8.9004 0.0881 0.0930
CI Width 1.3960 37.0139 0.3366
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9579 99.9339 0.2326 0.3000
Bias 0.0587 0.2079 -0.9607 -0.0661 0.0345 0.0326
Std Dev 0.3891 0.4121 12.7430 10.2556 0.1056 0.0926
CI Width 1.4868 42.8585 0.4043
Cov. Rate 1.0000 0.9966 1.0000
Mean 0.9395 98.6799 0.2662 0.4000
Bias 0.0833 0.1895 -0.5160 -1.3201 0.0558 0.0662
Std Dev 0.4257 0.4264 15.3185 11.5636 0.1474 0.1281
CI Width 1.6191 54.5105 0.5637
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.0130 100.1975 0.3076 0.5000
Bias 0.0203 0.2630 0.1299 0.1975 0.0803 0.1076
Std Dev 0.4602 0.4702 19.4186 14.6881 0.1926 0.1664
CI Width 1.7427 69.6947 0.7402
Cov. Rate 0.9965 1.0000 1.0000
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Table 87. PB-SIMEX (σu is unknown and constant): Simulation
means for the simulation statistics and the bootstrap re-
sults. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard de-
viations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True σu
Boot Sim Boot Sim Boot Sim
True 1.5 100 0.2
Mean 1.4654 99.9020 0.1971 0.0500
Bias -0.0028 -0.0346 -0.0146 -0.0980 -0.0021 -0.0029
Std Dev 0.2173 0.2153 3.3712 3.2209 0.0367 0.0374
CI Width 0.8234 12.7992 0.1398
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.4689 99.9259 0.2031 0.1000
Bias -0.0101 -0.0311 0.0011 -0.0741 0.0003 0.0031
Std Dev 0.2559 0.2613 4.1240 3.7984 0.0475 0.0494
CI Width 0.9760 15.6987 0.1818
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.3844 100.3709 0.2109 0.2000
Bias -0.0515 -0.1156 -0.0361 0.3709 0.0198 0.0109
Std Dev 0.3463 0.3452 6.4169 5.8567 0.0773 0.0762
CI Width 1.3258 24.4219 0.2962
Cov. Rate 1.0000 1.0000 0.9967
Mean 1.3359 99.8322 0.2275 0.2500
Bias -0.0488 -0.1641 -0.1128 -0.1678 0.0318 0.0275
Std Dev 0.3718 0.4059 8.1052 6.6220 0.0963 0.0854
CI Width 1.4120 30.2476 0.3678
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.3042 99.4944 0.2377 0.3000
Bias -0.0711 -0.1958 -0.0993 -0.5056 0.0460 0.0377
Std Dev 0.3975 0.4070 10.3340 8.0409 0.1146 0.1050
CI Width 1.5186 36.2127 0.4388
Cov. Rate 1.0000 0.9967 0.9867
Mean 1.2182 99.1304 0.2675 0.4000
Bias -0.0532 -0.2818 0.0341 -0.8696 0.0825 0.0675
Std Dev 0.4392 0.4693 24.9319 10.7254 0.1570 0.1559
CI Width 1.6739 95.5410 0.6030
Cov. Rate 1.0000 1.0000 0.9733
Mean 1.1516 100.9546 0.3114 0.5000
Bias -0.0453 -0.3484 -0.0124 0.9546 0.1054 0.1114
Std Dev 0.4770 0.4814 19.2276 14.0398 0.2010 0.1925
CI Width 1.8042 68.9272 0.7733
Cov. Rate 1.0000 0.9967 0.9767
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Table 88. PB-SIMEX (σu is unknown and constant): Simulation
means for the simulation statistics and the bootstrap re-
sults. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard de-
viations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True σu
Boot Sim Boot Sim Boot Sim
True 2.4 100 0.2
Mean 2.3946 100.0572 0.1993 0.0500
Bias -0.0112 -0.0054 -0.0095 0.0572 -0.0012 -0.0007
Std Dev 0.1072 0.1052 2.3586 2.3044 0.0470 0.0462
CI Width 0.4072 9.0099 0.1793
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.3964 100.0296 0.2201 0.1000
Bias -0.0137 -0.0036 0.0054 0.0296 0.0153 0.0201
Std Dev 0.1388 0.1314 3.4861 2.9567 0.0837 0.0754
CI Width 0.5305 13.3178 0.3214
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.3915 99.6148 0.2733 0.2000
Bias -0.0206 -0.0085 0.0352 -0.3852 0.0909 0.0733
Std Dev 0.2473 0.2531 6.4564 5.7271 0.1769 0.1622
CI Width 0.9461 24.5926 0.6849
Cov. Rate 1.0000 1.0000 0.9967
Mean 2.3600 100.6251 0.3183 0.2500
Bias -0.0371 -0.0400 -0.0453 0.6251 0.1213 0.1183
Std Dev 0.3176 0.3008 8.2582 7.4618 0.2217 0.1874
CI Width 1.2161 31.4893 0.8564
Cov. Rate 1.0000 1.0000 0.9933
Mean 2.3043 98.0402 0.3712 0.3000
Bias -0.0538 -0.0957 0.0277 -1.9598 0.1541 0.1712
Std Dev 0.3848 0.3752 10.0127 8.2731 0.2712 0.2319
CI Width 1.4796 38.3165 1.0476
Cov. Rate 1.0000 1.0000 0.9967
Mean 2.1966 100.5615 0.4717 0.4000
Bias -0.0968 -0.2034 0.0374 0.5615 0.2088 0.2717
Std Dev 0.5040 0.4842 14.8171 11.0768 0.3672 0.2686
CI Width 1.9230 56.5599 1.4165
Cov. Rate 1.0000 1.0000 0.9933
Mean 2.0042 100.1921 0.5991 0.5000
Bias -0.1360 -0.3958 0.2104 0.1921 0.2274 0.3991
Std Dev 0.5857 0.5532 21.6400 14.6619 0.4492 0.3239
CI Width 2.2201 79.6857 1.7343
Cov. Rate 1.0000 1.0000 0.9933
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Table 89. PB-SIMEX (σu is unknown and constant): Simulation
means for the simulation statistics and the bootstrap re-
sults. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard de-
viations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True σu
Boot Sim Boot Sim Boot Sim
True 2.6 100 0.2
Mean 2.5874 99.9298 0.1960 0.0500
Bias -0.0054 -0.0126 -0.0082 -0.0702 0.0006 -0.0040
Std Dev 0.0913 0.0916 2.2509 2.1353 0.0516 0.0524
CI Width 0.3492 8.5584 0.1970
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.5899 99.8254 0.2257 0.1000
Bias -0.0066 -0.0101 0.0028 -0.1746 0.0229 0.0257
Std Dev 0.1266 0.1088 3.5196 3.3490 0.0993 0.0962
CI Width 0.4854 13.4442 0.3826
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.6112 99.7386 0.3161 0.2000
Bias -0.0129 0.0112 0.0919 -0.2614 0.1068 0.1161
Std Dev 0.2486 0.2215 6.9131 5.7557 0.2229 0.1989
CI Width 0.9546 26.4252 0.8521
Cov. Rate 1.0000 1.0000 0.9933
Mean 2.5714 99.8979 0.3702 0.2500
Bias -0.0224 -0.0286 0.0322 -0.1021 0.1520 0.1702
Std Dev 0.3194 0.2973 8.9022 7.6154 0.2847 0.2496
CI Width 1.2267 34.0200 1.0949
Cov. Rate 1.0000 1.0000 0.9833
Mean 2.5560 100.0311 0.4160 0.3000
Bias -0.0378 -0.0440 0.0964 0.0311 0.2030 0.2160
Std Dev 0.3906 0.3527 11.1593 9.0814 0.3576 0.2960
CI Width 1.5036 42.3429 1.3804
Cov. Rate 1.0000 1.0000 0.9833
Mean 2.4694 99.5359 0.5657 0.4000
Bias -0.0682 -0.1306 0.1639 -0.4641 0.2818 0.3657
Std Dev 0.5301 0.5053 16.6078 12.9799 0.5209 0.3507
CI Width 2.0316 63.0622 2.0091
Cov. Rate 1.0000 1.0000 0.9933
Mean 2.3027 100.6491 0.6926 0.5000
Bias -0.1013 -0.2973 0.3651 0.6491 0.3541 0.4926
Std Dev 0.6347 0.6421 24.3041 15.0638 0.6492 0.4496
CI Width 2.4164 91.6491 2.4960
Cov. Rate 1.0000 1.0000 0.9933
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Table 90. PB-SIMEX (σu is unknown and changing with t): Simula-
tion means for the simulation statistics and the bootstrap
results. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard devi-
ations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True Mean σu
Boot Sim Boot Sim Boot Sim
True 0.2 100 0.2
Mean 0.8150 102.5983 0.5727 0.0500
Bias 0.0753 0.6150 -0.9541 2.5983 -0.0090 0.3727
Std Dev 0.2421 0.2715 32.1797 25.1751 0.0980 0.1141
CI Width 0.9181 73.6480 0.3734
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8470 101.9598 0.5770 0.1000
Bias 0.0707 0.6470 -0.0897 1.9598 -0.0079 0.3770
Std Dev 0.2494 0.2885 32.6965 26.3209 0.1026 0.1164
CI Width 0.9458 71.2387 0.3906
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8231 100.6530 0.5441 0.2000
Bias 0.0758 0.6231 -1.5899 0.6530 -0.0060 0.3441
Std Dev 0.2761 0.3083 33.9517 38.6662 0.1115 0.1144
CI Width 1.0546 75.2978 0.4255
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.7993 96.4875 0.5240 0.2500
Bias 0.0806 0.5993 -7.9674 -3.5125 -0.0025 0.3240
Std Dev 0.3056 0.3083 125.5930 27.2189 0.1212 0.1338
CI Width 1.1599 75.2033 0.4639
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8161 102.8020 0.5743 0.3000
Bias 0.0767 0.6161 -0.2328 2.8020 -0.0020 0.3743
Std Dev 0.3232 0.2582 24.3862 27.9368 0.1380 0.1151
CI Width 1.2313 82.1458 0.5282
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8354 100.2572 0.5589 0.4000
Bias 0.0778 0.6354 -0.2040 0.2572 0.0068 0.3589
Std Dev 0.3717 0.2834 24.8593 25.8318 0.1640 0.1358
CI Width 1.4130 86.1439 0.6284
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.8022 99.7767 0.5568 0.5000
Bias 0.0962 0.6022 0.4200 -0.2233 0.0236 0.3568
Std Dev 0.4254 0.3056 34.2262 24.2548 0.1998 0.1265
CI Width 1.6142 98.2328 0.7637
Cov. Rate 1.0000 1.0000 1.0000
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Table 91. PB-SIMEX (σu is unknown and changing with t): Simula-
tion means for the simulation statistics and the bootstrap
results. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard devi-
ations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True Mean σu
Boot Sim Boot Sim Boot Sim
True 0.75 100 0.2
Mean 0.9796 111.8831 0.5504 0.0500
Bias 0.0543 0.2296 -0.0301 11.8831 -0.0082 0.3504
Std Dev 0.2408 0.2617 25.9785 15.6676 0.0938 0.1044
CI Width 0.9209 61.1211 0.3559
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9781 113.1519 0.5517 0.1000
Bias 0.0520 0.2281 21.4016 13.1519 -0.0069 0.3517
Std Dev 0.2508 0.2685 282.4256 17.7406 0.0980 0.1093
CI Width 0.9543 63.7279 0.3746
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9765 111.8798 0.5202 0.2000
Bias 0.0533 0.2265 -0.2506 11.8798 -0.0055 0.3202
Std Dev 0.2840 0.3091 17.3341 16.5879 0.1076 0.1202
CI Width 1.0800 64.8890 0.4095
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9715 104.6934 0.4854 0.2500
Bias 0.0548 0.2215 -0.2157 4.6934 -0.0005 0.2854
Std Dev 0.3167 0.3670 18.7962 102.3681 0.1194 0.1179
CI Width 1.2029 67.4146 0.4569
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9545 112.3310 0.5528 0.3000
Bias 0.0571 0.2045 -0.1514 12.3310 -0.0021 0.3528
Std Dev 0.3348 0.2754 24.1113 16.9990 0.1373 0.1243
CI Width 1.2765 75.3032 0.5222
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9930 109.8205 0.5212 0.4000
Bias 0.0381 0.2430 0.1025 9.8205 0.0111 0.3212
Std Dev 0.3932 0.2941 26.3015 16.1470 0.1632 0.1223
CI Width 1.4897 78.4650 0.6234
Cov. Rate 1.0000 1.0000 1.0000
Mean 0.9701 110.4745 0.5203 0.5000
Bias 0.0446 0.2201 1.2262 10.4745 0.0283 0.3203
Std Dev 0.4462 0.2982 36.7173 15.7574 0.1999 0.1214
CI Width 1.6865 91.7399 0.7639
Cov. Rate 1.0000 1.0000 1.0000
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Table 92. PB-SIMEX (σu is unknown and changing with t): Simula-
tion means for the simulation statistics and the bootstrap
results. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard devi-
ations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True Mean σu
Boot Sim Boot Sim Boot Sim
True 1.5 100 0.2
Mean 1.4755 99.9390 0.1970 0.0500
Bias -0.0046 -0.0245 0.0255 -0.0610 -0.0024 -0.0030
Std Dev 0.2162 0.2077 3.3209 3.2758 0.0364 0.0377
CI Width 0.8260 12.6803 0.1389
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.4793 100.1374 0.2034 0.1000
Bias -0.0095 -0.0207 0.0138 0.1374 0.0000 0.0034
Std Dev 0.2514 0.2744 4.0900 3.9707 0.0464 0.0451
CI Width 0.9553 15.5797 0.1774
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.3838 99.9473 0.2118 0.2000
Bias -0.0524 -0.1162 -0.0553 -0.0527 0.0158 0.0118
Std Dev 0.3416 0.3428 6.2918 5.7212 0.0723 0.0734
CI Width 1.2923 23.9269 0.2771
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.3419 99.6343 0.2327 0.2500
Bias -0.0494 -0.1581 -0.0270 -0.3657 0.0332 0.0327
Std Dev 0.3781 0.4091 8.0552 7.2538 0.0964 0.0920
CI Width 1.4436 30.5739 0.3699
Cov. Rate 1.0000 1.0000 0.9967
Mean 1.2030 104.1437 0.3602 0.3000
Bias -0.0020 -0.2970 -0.0296 4.1437 0.0117 0.1602
Std Dev 0.3779 0.2672 11.3306 8.1364 0.1157 0.0794
CI Width 1.4372 43.0150 0.4446
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.0959 105.5882 0.4260 0.4000
Bias 0.0150 -0.4041 0.1252 5.5882 0.0228 0.2260
Std Dev 0.4155 0.3220 16.5843 10.8981 0.1555 0.1032
CI Width 1.5790 61.5400 0.5942
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.0626 110.2520 0.5252 0.5000
Bias 0.0159 -0.4374 0.4886 10.2520 0.0334 0.3252
Std Dev 0.4549 0.3269 25.1480 14.9009 0.2085 0.1267
CI Width 1.7095 87.9612 0.7964
Cov. Rate 1.0000 1.0000 1.0000
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Table 93. PB-SIMEX (σu is unknown and changing with t): Simula-
tion means for the simulation statistics and the bootstrap
results. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard devi-
ations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True Mean σu
Boot Sim Boot Sim Boot Sim
True 2.4 100 0.2
Mean 2.3978 99.8239 0.1959 0.0500
Bias -0.0110 -0.0022 -0.0114 -0.1761 -0.0013 -0.0041
Std Dev 0.1049 0.1048 2.2860 2.3099 0.0452 0.0414
CI Width 0.3977 8.7280 0.1733
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.4009 99.7897 0.2141 0.1000
Bias -0.0107 0.0009 0.0156 -0.2103 0.0138 0.0141
Std Dev 0.1303 0.1322 3.3596 2.9885 0.0783 0.0772
CI Width 0.4989 12.8303 0.2993
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.3880 99.9247 0.2815 0.2000
Bias -0.0190 -0.0120 -0.0361 -0.0753 0.0715 0.0815
Std Dev 0.2379 0.2230 6.2298 5.5508 0.1666 0.1483
CI Width 0.9123 23.6792 0.6378
Cov. Rate 1.0000 1.0000 0.9967
Mean 2.3160 100.2487 0.3420 0.2500
Bias -0.0331 -0.0840 -0.0143 0.2487 0.1063 0.1420
Std Dev 0.3182 0.3021 8.4486 6.7454 0.2174 0.2025
CI Width 1.2148 32.1161 0.8338
Cov. Rate 1.0000 1.0000 0.9933
Mean 2.0046 103.6859 0.6058 0.3000
Bias -0.0306 -0.3954 0.0877 3.6859 0.0473 0.4058
Std Dev 0.4048 0.2839 12.9624 8.6066 0.2613 0.1621
CI Width 1.5540 49.1617 1.0114
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.9540 106.2822 0.6800 0.4000
Bias -0.0443 -0.4460 0.0996 6.2822 0.0809 0.4800
Std Dev 0.4807 0.3388 17.4495 11.0698 0.3474 0.1977
CI Width 1.8397 66.1400 1.3322
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.6516 111.3046 0.8811 0.5000
Bias -0.0321 -0.7484 0.6044 11.3046 0.0870 0.6811
Std Dev 0.5431 0.4216 32.0857 15.9923 0.4530 0.2311
CI Width 2.0545 108.6171 1.7308
Cov. Rate 1.0000 1.0000 1.0000
339
Table 94. PB-SIMEX (σu is unknown and changing with t): Simula-
tion means for the simulation statistics and the bootstrap
results. Included are the simulation medians, bootstrap and
simulation biases, bootstrap and simulation standard devi-
ations, bootstrap coverage rates for 95% percentile confi-
dence intervals, coverage rates for the 95% confidence inter-
vals based on the approximate standard errors, and widths
of the bootstrap confidence intervals.
a k σ True Mean σu
Boot Sim Boot Sim Boot Sim
True 2.6 100 0.2
Mean 2.5892 99.9863 0.1989 0.0500
Bias -0.0054 -0.0108 0.0050 -0.0137 -0.0002 -0.0011
Std Dev 0.0914 0.0937 2.2463 2.2659 0.0502 0.0508
CI Width 0.3509 8.5864 0.1917
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.5982 99.9540 0.2213 0.1000
Bias -0.0060 -0.0018 -0.0024 -0.0460 0.0196 0.0213
Std Dev 0.1214 0.1125 3.3806 3.3402 0.0909 0.0871
CI Width 0.4619 12.9761 0.3483
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.5890 99.3781 0.3140 0.2000
Bias -0.0127 -0.0110 -0.0034 -0.6219 0.0897 0.1140
Std Dev 0.2385 0.2004 6.5475 5.6561 0.2067 0.1687
CI Width 0.9098 24.8739 0.7943
Cov. Rate 1.0000 1.0000 0.9933
Mean 2.5610 100.2255 0.3905 0.2500
Bias -0.0203 -0.0390 0.0192 0.2255 0.1335 0.1905
Std Dev 0.3214 0.2763 9.1427 7.8290 0.2794 0.2419
CI Width 1.2273 34.8281 1.0677
Cov. Rate 1.0000 1.0000 0.9867
Mean 2.2286 103.2092 0.7032 0.3000
Bias -0.0222 -0.3714 -0.0680 3.2092 0.0682 0.5032
Std Dev 0.4169 0.2812 14.1914 8.8137 0.3609 0.1938
CI Width 1.6036 53.8574 1.3850
Cov. Rate 1.0000 1.0000 1.0000
Mean 2.2011 105.8194 0.7913 0.4000
Bias -0.0283 -0.3989 0.1152 5.8194 0.1164 0.5913
Std Dev 0.5024 0.3566 20.0816 12.1708 0.4808 0.2519
CI Width 1.9250 73.1029 1.8449
Cov. Rate 1.0000 1.0000 1.0000
Mean 1.8781 112.2906 1.0287 0.5000
Bias -0.0333 -0.7219 0.3402 12.2906 0.1253 0.8287
Std Dev 0.5925 0.4271 32.5306 17.5395 0.6317 0.2869
CI Width 2.2403 121.5727 2.4001
Cov. Rate 1.0000 1.0000 1.0000
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