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Introduccio´n
Una aproximacio´n preliminar —y bastante rudimentaria— a la traduccio´n
automa´tica es la llamada traduccio´n palabra por palabra: el sistema lee el texto
original palabra a palabra de izquierda a derecha, sustituye cada palabra original
por un equivalente fijo (de una palabra, de ma´s palabras, o incluso de cero palabras)
en lengua meta sin tener en cuenta el contexto y escribe las palabras una a una y en
el mismo orden en el texto meta (esta aproximacio´n la denominaremos en clase
“modelo 0”1). Por ejemplo, si la frase tiene N palabras,
m1 m2 m3 · · · mN
la traduccio´n modelo cero es
T (m1) T (m2) T (m3) · · · T (mN)
donde T (m) representa el equivalente fijo de la palabra m en la lengua meta, que
puede tener cero, una o ma´s palabras. Por ejemplo, la traduccio´n modelo cero al
ingle´s de la frase en espan˜ol Este ejercicio pra´ctico es muy sencillo, con m1 = Este,
m2 = ejercicio, etc., podrı´a ser This exercise practical it is very simple (incorrecta),
donde, por ejemplo, T (m4) = T (es) = it is.
* c© 2012 Universitat d’Alacant. Este material puede ser distribuido, copiado y exhibido si
los nombres de los autores se muestran en los cre´ditos. Las obras derivadas tienen que dis-
tribuirse bajo los mismos te´rminos de licencia que el trabajo original. Ma´s detalles: http:
//creativecommons.org/licenses/by-sa/3.0/deed.es. Pode´is pedir los fuentes
LaTeX a los autores.
1¡Este nombre no lo encontrare´is fuera de la asignatura!
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2Actividad
En esta actividad se deben identificar algunos de los problemas de esta aproxi-
macio´n y pensar en posibles estrategias de mejora. Para ello tendre´is que forzar
al sistema que habe´is elegido para que traduzca palabra por palabra. Por ejemplo,
escribiendo cada palabra de la frase en un pa´rrafo independiente (con una lı´nea en
blanco completa entre palabra y palabra), en algunos casos con mayu´scula inicial y
acabado en punto, como si formara una frase por sı´ misma. Algunas de las frases
que pode´is probar a traducir y su traduccio´n son:
1. (en) Tony books a room in the hotel → (es) *Tony libros un habitacio´n
dentro el hotel
2. (en) The expert’s large table is full→ (es) *El experto - grande mesa es
lleno
3. (en) The red houses are more expensive → (es) *El rojo casas es ma´s caro
4. (en) As a matter of fact, he picked it up → (es) *Cuando un asunto de
hecho, e´l elegido e´l arriba
Pista: Para descubrir como mejorar las traducciones del modelo cero pensad
en que´ informacio´n se tendrı´a que asociar a cada palabra para poder generar
traducciones ma´s adecuadas. ¿Co´mo se usarı´a esta informacio´n?
Notas para seguir la explicacio´n del profesor
Las traducciones modelo cero de los ejemplos se han obtenido con el traductor
ingle´s–espan˜ol de Apertium.org. Cuando se traducen las frases completas, el
resultado es una traduccio´n razonable.
Descripcio´n de los problemas y esbozo de la solucio´n:
1. En la primera oracio´n hay dos palabras homo´grafas, books, que puede tener
dos traducciones: reserva, cuando es verbo, o libros, cuando es sustantivo
e in, que se puede traducir por en, cuando es preposicio´n, o por dentro,
cuando es adverbio. Cuando el sistema ha traducido books aisladamente, lo
ha interpretado como sustantivo, y cuando ha traducido in aisladamente, lo
ha interpretado como adverbio.
Para poder decidir en que´ caso nos encontramos, el sistema tendrı´a que usar
informacio´n que no esta´ presente en el texto. Por ejemplo, tendrı´a que decidir
que books es un verbo porque viene precedido de Tony que es un nombre
propio. Para poder obtener la informacio´n (de que books puede ser sustantivo
3o verbo, o de que He es un pronombre personal sujeto), el sistema necesita
realizar ana´lisis morfolo´gico, y asignar a cada palabra una o ma´s categorı´as
le´xicas o partes de la oracio´n, y despue´s usar reglas para decidir en los casos
ambiguos (la misma regla se podrı´a aplicar a cooks en He cooks). En el caso
de in, el contexto, es decir, el sustantivo room que lo precede y el artı´culo
the que lo sigue, permite elegir como ma´s adecuada la interpretacio´n segu´n
la cual in es una preposicio´n.
Claramente, el sistema ya no puede trabajar directamente con el texto fuente
tal como le llega. Para resolver los problemas asociados a la homografı´a con
cambio de categorı´a en un sistema de TA basado en reglas o en conocimien-
to lingu¨ı´stico, es necesario trabajar con una representacio´n abstracta que
resulta de un cierto nivel de ana´lisis lingu¨ı´stico, y que permite aplicar reglas
generales para resolver los problemas. La traduccio´n deja de ser directa y
pasa a ser indirecta.
Si usamos la analogı´a de que traducir es como atravesar un rı´o, la traduccio´n
directa tiene el problema que hay que atravesarlo nadando, moja´ndose. El
ana´lisis es como la escalera que sube a un puente que pasa por encima del
agua. La abstraccio´n es la elevacio´n que nos permite cruzar el rı´o fa´cilmente
sin tener que ban˜arnos.
Cuando la ambigu¨edad le´xica es de otra naturaleza, por ejemplo cuando la
homografı´a no esta´ asociada al cambio de categorı´a le´xica,
(es) vendo→ vender.verb.indic.pres.p1.sg
(es) vendo→ vendar.verb.indic.pres.p1.sg
o cuando se trata de palabras polise´micas (la polisemia una propiedad de
todas las formas flexionadas de un lema determinado) que pueden tener ma´s
de una traduccio´n:
(ca) estacio´→ (en) station
(ca) estacio´→ (en) season
(ca) estacio´→ (en) . . .
la solucio´n es ma´s difı´cil.
42. En la segunda oracio´n, queda claro que el orden de las palabras que produce
el modelo cero es inadecuado porque para obtener una traduccio´n adecuada
hay que cambiar el orden de las palabras. ¿Co´mo sabemos que las palabras
large table se tienen que traducir por mesa grande y no por grande mesa?
De nuevo, saber que large es un adjetivo y table es un sustantivo (en este
contexto, puesto que puede ser una forma del verbo to table), nos permitirı´a
escribir una regla del estilo de:
(en) adj subst→ (es) subst adj
que nos permitirı´a tratar otros reordenamientos como por ejemplo red car
→ coche rojo o institutional message→ mensaje institucional.
Para poder aplicar estas reglas de reordenamiento, de nuevo es necesario
el ana´lisis (morfolo´gico en este caso, seguido de desambiguacio´n de pala-
bras como table), es decir, la abstraccio´n que nos permite tratar muchos
problemas similares de reordenamiento con la misma regla.
De hecho, para reordenar adecuadamente el sintagma nominal the expert’s
large table harı´a falta una regla ma´s larga:
(en) det1 subst1 gs adj subst2→
(es) “el” subst2 adj “de” det1 subst1
donde los subı´ndices se usan para indicar mejor la operacio´n de reordena-
miento, “gs” representa el sufijo genitivo sajo´n (’s, s’ , ’) y las palabras
entre comillas representan palabras que se tienen que an˜adir para construir
la traduccio´n.
3. En la tercera oracio´n, se observa que el modelo cero no puede garantizar
la concordancia, en este caso de ge´nero y nu´mero, de los determinantes El
(→las) y los adjetivos rojo (→ rojas) y caro (→ caras) con los sustantivos.
La misma nocio´n de concordancia so´lo se puede expresar en te´rminos de
conceptos abstractos como por ejemplo determinante, adjetivo, sustantivos,
por lo tanto, aquı´ tambie´n queda clara la necesidad de ana´lisis.
Por ejemplo, las reglas para establecer la concordancia en el sujeto de la
oracio´n las podrı´amos formular sobre la regla de reordenamiento correspon-
diente:
(en) det adj subst→ (es) det subst adj
asigna ge´nero meta: subst→ det
asigna ge´nero meta: subst→ adj
asigna nu´mero meta: subst→ det
asigna nu´mero meta: subst→ adj
5Con reglas de este tipo se puede tratar bien la concordancia a la corta, o de
contacto.
Para asegurarnos de que el segundo adjetivo de la oracio´n tambie´n concuerda
tendrı´amos que escribir una regla ma´s larga que lo incluyera, o inventarnos
alguna manera de propagar el ge´nero y el nu´mero hacia adelante.
Un buen cata´logo de patrones de reordenamiento y concordancia puede
servir para tratar los casos ma´s frecuentes y conseguir una calidad razonable
de traduccio´n.2
4. En este ejemplo hay dos unidades le´xicas de ma´s de una palabra (ULMP),
las cuales, a pesar de estar compuestas por ma´s de una palabra, se deben
traducir como si fueran una unidad:
(en) as a matter of fact→ (es) de hecho
(en) pick X up→ (es) coger X
Dado que el modelo cero traduce palabra a palabra, el resultado es inadecua-
do.
La solucio´n, en el primer caso, es relativamente sencilla: como la ULMP es
invariable, lo que tiene que hacer el programa es dividir el texto en unidades
le´xicas de manera ma´s inteligente, teniendo en cuenta un diccionario de
ULMP, y tratar la ULMP como si fuera una sola palabra.
En el segundo caso, hay dos problemas adicionales: por un lado, la ULMP
no es invariable (pick puede aparecer de varias formas: pick, picks, picked,
picking); por otro lado, la ULMP no es contigua: puede contener material
en medio. Sin entrar en detalles, queda claro que la solucio´n de los dos
problemas so´lo es posible con un cierto nivel de ana´lisis (co´mo se ve, la
misma regla de arriba ya esta´ formulada en te´rminos ma´s abstractos).
Ejemplos entre el castellano y el catala´n:
(es) con cargo a→ (ca) a ca`rrec de
(ca) trobar a faltar→ (es) echar de menos
Estudiaremos ahora en detalle la solucio´n que se ha esbozado anteriormente.
2Los programas que suelen aplicar estos patrones lo hacen usando la estrategia LRLM (“left-
to-right longest match”): es decir, van de izquierda a derecha, y aplican el patro´n ma´s largo que
concuerda con la entrada; si no pueden aplicar una regla, traducen una palabra suelta (modelo cero!)
y lo vuelven a intentar.
6Simplificacio´n de los diccionarios: Un efecto secundario interesante del
uso del ana´lisis es que los diccionarios bilingu¨es, que en el modelo cero tendrı´an que
incluir todas las formas flexionadas de cada palabra, se simplifican. Por ejemplo,
en un diccionario espan˜ol–catala´n de modelo cero deberı´amos introducir todas las
formas del verbo maldecir:
(es) maldigo→ (ca) maleı¨sc
(es) maldices→ (ca) maleı¨xes
. . .
(es) maldecı´amos→ (ca) maleı´em
. . .
mentres que si trabajamos con las formas analizadas quiza´s so´lo necesitarı´amos:
(es) maldecir.verbo→ (ca) maleir.verbo
y de la informacio´n de flexio´n de la lengua origen se encargarı´a el proceso de
ana´lisis (de la lengua meta lo veremos a continuacio´n).
El “modelo 1” y la traduccio´n automa´tica indirecta por transferencia:
La solucio´n descrita anteriormente (ma´s avanzada que el modelo palabra por pala-
bra pero todavı´a con numerosos problemas), la denominaremos Modelo 1. No es
demasiado diferente de la que usan algunos programas de traduccio´n automa´tica
como por ejemplo Power Translator (hasta la versio´n 5), SDL Transcend, Rever-
so, interNOSTRUM o Apertium. Se corresponde con un caso particular del que
en la bibliografı´a se denomina sistema de traduccio´n automa´tica indirecta por
transferencia, con tres mo´dulos diferenciados:
Ana´lisis: mo´dulo monolingu¨e que hace el ana´lisis morfolo´gico, la desambiguacio´n
le´xica categorial e identifica los patrones (secuencias de palabras) que hay
que tratar. Genera una representacio´n abstracta del texto origen (RATO).
Transferencia: mo´dulo bilingu¨e que lee la RATO, gestiona el diccionario bilingu¨e
y aplica las acciones de reordenamiento y concordancia asociadas a cada
patro´n identificado en la fase de ana´lisis. Genera a partir de la RATO una
representacio´n abstracta del texto meta (RATM).
Generacio´n: mo´dulo monolingu¨e que genera, a partir de los lemas y las carac-
terı´sticas morfolo´gicas (flexio´n), las formas superficiales necesarias. Genera,
a partir de la RATM un texto concreto: la traduccio´n en bruto.
Esquema´ticamente,
TO→ A → RATO→ T → RATM → G → TM
7Es decir, el ana´lisis identifica y agrupa situaciones que requieren un tratamiento
diferenciado de traduccio´n; la transferencia las transforma a una forma equivalente
pero de la lengua meta; finalmente, la generacio´n genera texto meta.
El modelo 1 propuesto como respuesta a los problemas anteriores es, por
tanto, un sistema de transferencia sinta´ctica parcial (no hace el ana´lisis sinta´ctico
completo en forma de a´rboles, por ejemplo, pero sı´ que identifica patrones). Hay
sistemas de transferencia donde el ana´lisis es ma´s profundo y puede ser incluso
sema´ntico.
Modularidad: La modularidad de los sistemas de traduccio´n automa´tica in-
directa por transferencia (de todos, no so´lo del modelo 1) hace que podamos
cambiar, por ejemplo, de lengua meta cambiando so´lo los mo´dulos de transferencia
y de generacio´n, o de lengua origen cambiando so´lo los mo´dulos de ana´lisis y
transferencia. Por ejemplo, si tenemos un traductor del ingle´s al espan˜ol:
en → Aen → Ten→es → Ges → es
podemos aprovechar el mo´dulo de ana´lisis del ingle´s Aen para hacer un traductor
del ingle´s al catala´n:
en → Aen → Ten→ca → Gca → ca
o el mo´dulo de generacio´n del espan˜ol Ges para hacer un traductor del neerlande´s
al espan˜ol
nl → Anl → Tnl→es → Ges → es
Cadena de montaje: El sistema de transferencia funciona como una cadena
de montaje: dado que los tres mo´dulos trabajan de izquierda a derecha y de una
u´nica pasada, no hace falta que un mo´dulo espere a que el anterior acabe con el
texto: pueden trabajar paralelamente; esto hace que los sistemas de esta naturaleza
sean muy ra´pidos.
Reversibilidad parcial: Si se separan los datos lingu¨ı´sticos usados por cada
uno de los tres mo´dulos, es posible una reversibilidad parcial. Si en el sistema
ingle´s–espan˜ol anterior separamos los datos lingu¨ı´sticos de cada uno de los tres
mo´dulos del software que procesa estos datos (dAen, dTen→es, dges) podemos definir
un motor gene´rico de traduccio´n (A, T, G) que sirve para cualquier par de lenguas:
en → dAen
A
→ dTen→es
T
→ dGes
G
→ es
8Si ahora queremos escribir el sistema de traduccio´n inverso, espan˜ol–ingle´s, es
decir,
es → dAes
A
→ dTes→en
T
→ dGen
G
→ en
podrı´amos sacar ventaja del hecho de que hay grandes parecidos entre los datos
lingu¨ı´sticos de este sistema y los del sistema anterior:
dAes'dGes: para analizar el espan˜ol podemos reciclar una buena parte de los
datos que se usaban para generarlo en el sistema anterior;
dGen'dAen: para generar el ingle´s podemos reciclar una buena parte de los
datos que se usaban para analizarlo en el sistema anterior;
dTes→en'dTen→es: para transferir de espan˜ol a ingle´s podemos usar una
buena parte de los datos que se usaban para transferir desde el ingle´s al
espan˜ol en el sistema anterior (por ejemplo, podemos “dar la vuelta” a los
diccionarios bilingu¨es y aprovechar muchas entradas).
