The technology of medical image processing has extensively involved concentration of relevant experts. Here, panoramic radiographic image is used for analysis. The proposed method consists of five stages namely preprocessing, segmentation, feature extraction, feature selection and classification. In the first stage, anisotropic filter is applied for extracting the noise for experimental image. In the second stage, canny based edge segmentation to segment the image. Then, Statistical texture features are extracted and PCA is the feature selection for the purpose of classification. Finally, the decision tree classifier is used to classify the type of IAN identification image. Thus, the proposed system has been evaluated on a dataset of 50 patients. The proposed system was found efficient in the classification with a success of more than 94% of accuracy. During the dental surgical or implantations, to identify IAN in damage or injury or damage is the main objective of this work.
INTRODUCTION
Medical demands have driven the fast growth of medical image processing methods, which in turn have significantly promoted the level of the therapeutic process. They have become essential tools for diagnosis, treatment planning, and verification of administered treatment. Therefore, the technology of medical image processing has long attracted attention of relevant experts. Nowadays, panoramic radiography is regularly used in dental practice, because it provides visibility of anatomical structures in pathological changes of the teeth, jaws and temporo-mandibular joints. Inferior alveolar nerve injury is one of the most severe complications in implant dentistry. This nerve injury can occur during local anesthesia, implant osteotomy or implant placement.
Inferior Alveolar Nerve (IAN)
Inferior Alveolar Nerve (IAN) is the core sensory nerve that provides sensory innervations to the lower teeth as well as the lower lip and some skin on the lower face. The IAN traverses the mandibular bone (lower jawbone) through a mandibular canal, or the inferior alveolar canal (IAC). As the IAN is to be found inside the IAC, it can be ultimately evaluated throughout radiographic evaluation of the IAC in Figure. 1.
The IAC has a hollow tubular shape but is difficult to detect because its structure is not well defined and because it is frequently connected to nearby hollow spaces. Hence, accurate and automatic identification of the IAN canal is a challenging issue. Thus, the majority of earlier researches on the IAN canal detection 1 require users' intervention such as a manual trace or the uses of the initial points of the IAN canal.
Inferior Alveolar Nerve injury (IANI) is the main problematical significance of dental surgical procedures and has major medico-legal implications 2 . These injuries results in partial or complete loss of sensation from the ipsilateral skin of the lower lip and chin, the buccal oral mucosa in this region, and the lower teeth. Causes of IANI include placement of dental implants, local anesthetic injections, third molar surgery, endodontic, trauma and orthognathic surgery.
Lingual Nerve (LN) and IAN injuries are considered to be suitable to mechanical irritations from surgical interference and are inclined by numerous demographic, anatomic and treatmentrelated factors 3 . Most patients who extend an IAN injury gradually get back to normal sensation over the course of a few weeks or months, depending upon the severity of the injury. However, after the most severe injuries, where part or all of the nerve has been sectioned and the site may have been compromised by infection, recovery will be incomplete. Fig. 2 shows some of the OPG images with and without visibility of IAC.
Panoramic radiograph
Panoramic radiograph is one of the types of dental radiograph. It is also called as orthopantomography (OPG) Image. Nevertheless, the fact that panoramic radiograph imaging is extensively used for assessment of the jaws, justifies the interest in determining the visibility of anatomical structures on these films. Number of radiologic technique had been applied to demonstrate different anatomical structures, the Oblique lateral demonstrates large areas of mandible, is the projection that produces an image of both jaws and their respective dentitions on a single extra oral film 4 . During the treatment planning, we can use OPG as a primary resource because it allows measurement of the two-dimensional association among the tooth and the IAC.
Panoramic equipment is based upon simultaneous rotation movement of the tube head and film cassette carriage in equal but opposite directions around the patient's head which remains stationary. The patients were in erect position and were placed accurately within the machines using the various head positioning devices and light beam marker positioning guides. Patients were instructed not to move throughout the exposure Rood and Shebab 7 has defined seven vital recommendations that can be taken from OPG images in table 1. There have been several OPG assessement researches which maintain the effectiveness of these seven findings 8, 9 . It must be renowned, even if, that the statistical results from these analysis had various levels of specificity and sensitivity in table 2. Nowadays, research decided that high-risk signs were known by OPG in particular; darkening of the root is closely related to cortical bone loss and/or grooving of the root 9 .
MATERIAL AND METHODS
A general framework for this fully segmentation system in accordance with the block diagram shown in Fig. 3 
Preprocessing
Preprocessing consists of removing low frequency surroundings noise, normalizing the intensity of the individual element images, removing reflections, and masking segment of images. Anisotropic filter 10 is used to remove the noise of the surrounding and thus preserving the boundary points in the image. The acquisition system corrupts OPG images by generating noise. In order to improve the image quality of an anisotropic, filtering is applied. This technique applies a simultaneous filtering and contrast stretching. During filtering in the homogenous zone, anisotropic filter preserves the edges of objects 11 . In fig.4 shows the OPG image after preprocessing.
Image Segmentation
Edges are revealed to identify the discontinuities in the image. Edges on the region are traced by identifying the pixel value and it is compared with the neighboring pixels 12 . In edge based segmentation, there is no need for the detected edges to be closed. Edges are the discontinuities in the sense of intensity, which gives us a layout of an object. All objects in the image are traced when the intensities are calculated accurately 13 .
In Canny edge detection procedure for segmentation shows in Fig.5 , which is as follows:
To diminish the effect of noise, the exterior of the image is smoothened by using Gaussian convolution.
2.
Canny operator is applying to the image to detect the edge directions and edge strength. 3.
The edge directions are taken into considerations for non-maximal suppression.
4.
Finally, removing the broken edges. If the pixel value is higher than the threshold then, it is treated as an edge or else it is discarded 14 .
The improvement of this method is retrieving information from the weak boundary too 15 .
There will be some gap between the edges as it is not closed. So, the gap is filled by edge linking. The broken edges are extended in the direction of the slope for the link to get the connectivity for segmentation 16 .
The merge split algorithm 17 is fitting to its use of criterion based on the variation among the maximum and minimum pixel values in the region tends to perform like an edge detection algorithm. The edges are only areas where huge variation in pixel data tends to arise in smooth and low gradient images. As a result near the edges, merge and split algorithm tends to split blocks down to individual pixels.
Feature Extraction
In this stage, various statistical features are derived from the segmented image for classification 18 . But it is a challenging task to extract a good feature set for classification. GLCM features are based on the joint probability distribution of matchup of pixels. Distanced and angle  within a given neighborhood are used for computation of joint probability distribution between pixels. Normally d=1, 2 and é=0 0 , 45 0 , 90 0 , 135 0 are used for computation 19 . In our proposed system the following GLCM features are extracted: Energy (k1) which expresses the repetition of pixel pairs of an image, ... (1) Local variations (k2) which present in the image is calculated by Contrast. If the contract value is high, the image has large variations.
... (2) Correlation (k3) is a measure linear dependency of grey level values in co-occurrence matrices. It is a two dimensional frequency histogram in which individual pixel pairs are assigned to each other on the basis of a specific, predefined displacement vector.
...(3)
Entropy (k4) is a measure of nonuniformity in the image based on the probability of Co-occurrence values. It also indicates the complexity of the image. Homogeneity (k5) is inversely proportional to contrast at constant energy whereas it is inversely proportional to energy.
...(5)

Feature Selection
The principal component analysis (PCA) and independent component analysis (ICA) are two well known tools for transforming the existing input features into a new lower dimensional feature space. In PCA, the input feature space is transformed into a lower dimensional feature space using the largest eigenvectors of the correlation matrix. In the ICA, the original input space is transformed into an independent feature space with a dimension that is independent of the other dimensions.
PCA
20 is the most commonly used subspace projection technique. These methods give a suboptimal result with a low computational cost and computational complexity. In the given set of data, PCA finds the liner lower-dimensional representation of the data such that the variance of the reconstructed data is preserved. Using a system of feature reduction based on PCA limits the feature vectors to the component selected by the PCA which leads to a well-organized classification algorithm. So, the main idea behind using PCA in our approach is to reduce the dimensionality of the texture features which results in a more efficient and accurate classifier.
Classification
This classification algorithm 21 is based on a decision tree. A decision tree 22 is a set of simple rules. It is also nonparametric because they do not need any assumptions about the allocation of the variables in each group. Every interior node contains a decision criterion depending only on one feature. For the first split into two parts, the feature with the highest importance is used. This procedure is recursively continual for each subset until no more splitting is possible. After such a decision, the next feature is found; this splits the data optimally into two parts 23 . All non terminal nodes contain splits. If followed from a root to a leaf node the decision tree corresponds to a rule-based classifier. An advantage of decision tree classifiers is their simple structure which allows for interpretation (most important features is near the root node) and visualization. A decision tree is built from a training set which consists of objects, each of which is absolutely described by a set of attributes and a group label.
Attributes are a collection of properties containing all the information about one object. Unlike classes, each attribute may have either ordered (integer or a real value) or unordered values (Boolean value), here the class is associated with the leaf and the output is got from the tree. A tree misclassifies the image if the class is labeled. The proportion of images is correctly classified by the tree is called accuracy and the proportion of images incorrectly classified by the tree is called error.
In our proposed system classification has two divisions: i) training stage and ii) testing stage. 
EXPERIMENTAL RESULTS AND DISCUSSIONS
The proposed method has been implemented using the Matlab environment. The proposed system has been tested on dataset of real OPG images collected from the dental surgeons. Consisting of normal and IAC damaged OPG images. Table 3 shows the summary of Experimental data of OPG image.
From the experimental data for analysis, I took patients age between 10 and 75. The taken image dimensions are 1024 x 564 in 24 bit depth. The total sample image is 50; it contains 28 male and 22 female OPG images. In the proposed system, experimental results are compared to Not identified in IAN from medical experts 8%, but the proposed system has 6% only. 2.
Partially identified in IAN, 36% for medical experts and 30% for the proposed system. 3.
Clearly identified in IAN, 56% for medical experts, 64% for proposed system.
The total number of partial and clearly identified IAN is 92% for medical experts and 94% for proposed system. Comparatively, the proposed system clearly identified IAN is 8% more than medical experts. So, the proposed system has improved accuracy of IAN identification then medical experts. Fig. 7 shows the graphical representation of medical expert results with proposed system results.
Parameter for Performance Evaluation
The evaluation of IAC detection in different images is carried out by the following metrics 23 . Sensitivity is a measure which determines the probability of the results that are true positive such that a person has an injury. Specificity is a measure which determines the probability of the results that are true negative such that a person does not have an injury. Accuracy is a measure which determines the probability that shows how many results are exactly classified. 
CONCLUSION
In the proposed system, we have developed a robust identification and classification of IAN injury images. It consists of five stages, preprocessing, segmentation, feature extraction and classification. In the pre-processing stage, the input image is resized and reduces the noise using anisotropic filter. In the second stage, the canny edge based segmentation with merge split algorithm is used to segment the IAN canal region from the enhanced image then various textures and intensity based features are extracted using second order GLCM. Finally, classification is done on the experimental image into IAN identification and not identified using decision tree. Our proposed method is evaluated using the metrics sensitivity, specificity and accuracy. Our proposed system has found efficient in classification with a success of more than 94% of accuracy from medical experts. During the dental surgical or implantations, to identify IAN in damage or injury or damage is the main objective of this work.
