Summary. Dimension reduction techniques based on principal component analysis (PCA) and factor analysis are commonly used in statistical data analysis. The effectiveness of these methods is limited by their global nature. Recent efforts have focused on relaxing global restrictions in order to identify subsets of data that are concentrated on lower dimensional subspaces. In this paper, we propose an adaptive local dimension reduction method, called the Degenerate Expectation-Maximization Algorithm (DEM). This method is based on the finite mixture model. We demonstrate that the DEM yields significantly better results than the local PCA (LPCA) and other related methods in a variety of synthetic and real datasets. The DEM algorithm can be used in various applications ranging from clustering to information retrieval.
Introduction
Dimension reduction is a commonly used technique for analyzing large datasets. Over the years, several methods have been proposed for dimension reduction, among which are Principal Component Analysis, Factor Analysis, Self Organizing Map (Kohonen 1989 (Kohonen , 1990 ) and Principal Curve (Hastie and Stuetzle 1989) . One important assumption for these methods is the existence of a global low dimensional structure. However, this does not hold in general. For a high dimensional data set, different subsets of the data may concentrate on different subspaces. Thus it is important to develop methods that can identify low dimensional structures locally.
As an early effort to solve this problem, Kambhatla and Leen (1997) and Archer(1999) proposed Local Principal Component Analysis (LPCA). The high dimensional data is assumed to consist of a number of clustered subsets. Starting from an initial assignment of cluster membership to the data points, the LPCA determine a principal subspace for each cluster. Then it allocates data points, one by one, to the clusters whose principal subspaces are the closest to them. This iterative procedure continues until a stopping criterion is met. It has been shown that the LPCA has many advantages over the popular classical dimension reduction techniques.
In this paper we propose the DEM algorithm based on the finite mixture model for local dimension reduction. In a finite mixture model, each component is modelled by a probability density belonging to a parametric family f j (x; θ j ) and the mixture density is
where π j > 0 and m j=1 π j = 1. When f j (x; θ j ) are multivariate Gaussian distributions with parameters µ j and Σ j for 1 ≤ j ≤ m, (1) is a typical Gaussian mixture model. The Gaussian mixture model has been used for model based clustering and the EM algorithm is usually used for parameter estimation. Note that the covariance matrices for the Gaussian mixture model contain the information regarding the shape of the components. When some of the covariance matrices become singular or near singular, it implies that the corresponding components are concentrated on low dimensional subspaces. Thus the finite mixture model can also be used as a device for local dimension reduction.
The existing methods for finite mixture model cannot be directly applied to achieve our goal. First, the likelihood function for the Gaussian mixture density with unequal covariance matrices is unbounded (Kiefer and Wolfowitz (1956) ), so many numerical methods for computing the MLE may not work well. Hathaway (1985) and Ciuperea et. al. (2003) proposed the constrained and the penalized methods respectively to address this problem. They avoided the likelihood unboundedness problem by discarding the degenerate components, genuine or spurious. Their methods are quite unstable when the true parameters are close to the boundary of the parameter space. Secondly, in computation, when some parameter estimates get close to degeneration which causes the likelihood function to be infinity, the computing has to stop. However, other parameter estimates may not have converged yet. Therefore, the resulted parameter estimates cannot be used. The DEM algorithm described below solves these two problems by adaptively adding perturbations to the singular covariance matrices of the corresponding components. It will be demonstrated later that the DEM can also distinguish genuine degenerate components from the spurious ones and achieve the goal of local dimension reduction.
This paper is organized as follows. In Section 2, we discuss the likelihood unboundedness problem and the breakdown of the EM algorithm, then propose the DEM algorithm to address these issues. Simulation results are presented in Section 3. Section 4 contains the conclusions and future work.
Degenerate EM algorithm (DEM)
In the Gaussian mixture model, both spurious and genuine degeneration can lead to likelihood unboundedness. Spurious degeneration occurs when a cluster with a small number of points lies on a lower dimensional subspace. Genuine degeneration, on the other hand, occurs when a large portion of the data are concentrated on a lower dimensional subspace. Traditional approaches avoid degeneracy by confining the parameters to the interior of the parameter space. In high dimensional data analysis, however, it is likely that one or more components can be genuinely degenerate. New methods are needed to distinguish between these two cases.
Likelihood infinity and break down point
It is known that the likelihood function of a Gaussian mixture model goes to infinity when certain parameters reach the boundary of the parameter space. In the EM algorithm, it is important to find out when the breakdown occurs. Given the observed data x, at the E-step of the (k)th iteration, expected value of the complete data likelihood is
where Z ij is the usual missing value and θ (k) is the parameter estimate after (k)th iteration. Define z
It can be shown that E θ (k) (l c (θ)|x) reaches infinity only when z ij are strictly 0 or 1 for some components. Namely, when
Before this point is reached, maximizing E θ (k) (l c (θ)|x) ensures the increase of the observed data log likelihood. When E θ (k) (l c (θ)|x) reaches infinity, we can detect the degenerate components with singular covariance matrices. The first goal of the DEM algorithm is to prevent the iterative procedure from breaking down. To achieve this goal, artificial perturbations are applied to the detected singular covariance matrices. This can force the covariance matrices to become non-singular, thus assures the likelihood function to be bounded. The second goal of the DEM algorithm is to discriminate between spurious and genuine degeneration. The points trapped in spurious degenerate components should be reassigned. This is done by adjusting their corresponding z ij values: the probability that the datum x i is assigned to component j. For a spuriously degenerate component, a large perturbation needs to be applied on the covariance matrix in order to deviate the component from degeneration. Meanwhile, for a genuine degenerate components, the perturbation on the covariance matrix should be relatively small so that the degeneracy can be retained. The proper level of perturbation depends on the size of the degenerate component and its relative distance from the other components.
The DEM algorithm
The key steps of the proposed DEM algorithm include the identification of the degenerate components and directions and the perturbation of the singular covariance matrices. When a degenerate component, e.g., component j, is identified, its covariance matrix will be decomposed into
are the sorted eigenvalues of Σ j in a decreasing order and the columns of D j consist of the corresponding eigenvectors. Should this matrix be singular, there exists an s such that when p ≥ s, λ p = 0. For the identification of a nearly singular covariance matrix, the criterion can be defined as: λ p ≤ α, where α is a pre-specified threshold.
Assume an m-component Gaussian mixture model. Without loss of generality, assume further that component 1 is degenerate at a breakdown point. The observed data log likelihood and the complete data log likelihood are
and
respectively, where,
The NX = B is a set of d − s linear equations representing the subspace spanned by the non-degenerate eigen-directions. Σ − 1 is the generalized inverse of Σ 1 and δ is the usual delta function.
In order to achieve the goals discussed in the previous subsection, we substitute δ(.) with a bounded regular density function. With an artificial perturbation added, the proposed substituting function K(x) is
where
For simplicity, we assume λ s = · · · = λ d = λ * . Clearly λ * controls the level of perturbation applied to the covariance matrix, and using a proper λ * value is essential for the success of the algorithm. For spurious degeneration, λ * should be large so that it is difficult for the algorithm to return to the same spurious solution. For genuine degeneration, this value should be small so that the true degenerate components can be preserved. adaptiveness of λ * to data The values of z 
, and θ * denotes the new parameter estimates. The i is the index for the data points in the degenerate component only. Define
where n 1 is the number of points in component 1. D U indicates the effect of perturbation on the degenerate component. the data points belonging to Finally, the perturbation λ * DEM is defined as
where β is a pre-specified threshold. Let us discuss two properties of D U which are related to the size of the degenerate component and the relative distance between components.
1. D U is positively associated with the size of the degenerate component. For a fixed β, a spurious degenerate component with small size gives a large λ * DEM value. After applying the perturbation with λ * DEM , the nearby data points will be absorbed into the degenerate component so that the DEM algorithm can divert from breakdown.
Let the distance between components j and k be the usual Kullback-
Leibler distance between f j (x|θ j ) and f k (x|θ k ). Then D U depends on the relative distance between the degenerate component and the other components. When a degenerate component is far away from the others, a large λ * DEM is needed to reach a certain β level. In practice, if a component is found to be degenerate repeatedly, the degeneration is likely to be genuine. In order for the algorithm to converge, it is necessary to have the perturbation level decrease to zero. To achieve this, every time when the same degeneration is repeated, β will be decreased by a certain ratio. A value s is used to count the number of reoccurrence of the same degeneration. Once this value exceeds a threshold (in the algorithm we set to 10), the DEM algorithm declares that a genuine degenerate component has been founded and stop the iteration.
The DEM algorithm is summarized in Algorithm 1. For simplicity and the clarity of presentation, we assume there exists only one degenerate component at a time. The α is used as a threshold to identify the nearly degenerate components. If we care looking for complete degeneration, α is set to be 0. Usually α is a value specified by the user. 
Experimental results
A number of simulations are performed to compare the DEM with the LPCA algorithm. We show that the DEM gives significantly better results in various datasets. In the following experiments, we set β = 1 and α = 0.01.
Synthetic Dataset 1.
This dataset is comprised of three components, one component is a threedimensional sphere with 120 points, another is a two-dimensional plane with 80 points, and the third, a one-dimensional line with 80 points. The means of these three components are (0,0,0), (0,0,1), and (0,0,-1), respectively. We report the eigenvalues of the three component covariance matrices given by the DEM in Table (??) . Calculate:
7:
8: Update z il by setting
The probabilities for the point allocations zij become z * ij , where 1 ≤ i ≤ n and 1 ≤ j ≤ m.
9:
Update parameters for all the components: j ∈ {1 : m} by:
10:
β l = β l /5; s l = s l + 1.
11: end while
Judging from the strength of their eigenvalues, It is evident from this table that the three components have been clearly identified, with component 1 being the sphere, component 2 the plane and component 3 the line.
Synthetic Dataset 2.
We further validate these results on a 50 dimensional dataset with three components. Each component contains 500 data points generated from N (0, Σ j ), 1 ≤ j ≤ 3. The component covariance matrices Σ 1 , Σ 2 and Σ 3 are of ranks 50, 30 and 20 respectively. Because all the three components are centered at the origin, distance based clustering methods such as K-means will perform poorly. Judging from the mis-allocation rate in Table (??) , the LPCA does not work well either. However, the DEM algorithm has identified all the components and has achieved very low error rates. 
Synthetic Dataset 3.
The DEM algorithm is designed to distinguish spurious degeneration from genuine degeneration. In Figure 1 , all the plots contain two components: one line and one two-dimensional plane. 
Iris data.
The Iris data consist of measurements of the length and width of both sepals and petals of 50 plants for each of the three types of Iris species -Setosa, Versicolor, and Virginica. The objective is to demonstrate the ability of the DEM algorithm for identifying subsets of data that are degenerate. The simulation result of the DEM is compared with that of the LPCA algorithm, with the first two eigen-directions retained. All but 4 points (69, 71, 73 and 84th data points) are classified accurately by the DEM algorithm. In contrast, the LPCA algorithm misclassifies 58 points. The superior performance of the DEM algorithm on the Iris data is attributed to its ability to detect degeneracy effectively. In Table (??) , we include the eigenvalues corresponding to the component covariance matrices respectively. Clearly there is a sharp drop between the third and the fourth eigenvalues in components 1 and 2, while the change is moderate in component 3. This implies that components 1 and 2 are in fact degenerate.
Conclusions
In high dimensional data analysis, it is often the case that subsets of data lie on different low dimensional subspaces. In this paper, we have proposed the DEM algorithm to address this problem. The DEM enjoys superior performance compared to other methods, and it also has the desirable characteristics of identifying subspaces of different dimensions across clusters, while for other methods, such as the LPCA, the dimension is assumed to be fixed. Although the DEM algorithm is currently only a search technique, we believe that various model selection procedures can be combined with the algorithm to improve its performance in general applications. This is one of the directions we will pursue in the future. Another promising direction is to develop Bayesian procedures for simultaneous dimension reduction and clustering in high dimensional settings.
