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Abstract
A retraction is a homomorphism from a graph G to an induced subgraphH of G that is
the identity on H . In a long line of research, retractions have been studied under various
algorithmic settings. Recently, the problem of approximately counting retractions was
considered. We give a complete trichotomy for the complexity of approximately counting
retractions to all square-free graphs (graphs that do not contain a cycle of length 4). It
turns out there is a rich and interesting class of graphs for which this problem is complete in
the class #BIS. As retractions generalise homomorphisms, our easiness results extend to
the important problem of approximately counting homomorphisms. By giving new #BIS-
easiness results we now settle the complexity of approximately counting homomorphisms
for a whole class of non-trivial graphs which were previously unresolved.
1 Introduction
A function h that maps the vertices of a graph G to the vertices of a graph H is a homomor-
phism from G to H if h preserves the edges of G, i.e. if for every pair of adjacent vertices
u, v ∈ V (G) we have {h(u), h(v)} ∈ E(H). It is well-known that homomorphisms represent
graph-theoretic structures including proper vertex colourings and independent sets. For ex-
ample, consider the graphs I, K3 and C4 given in Figure 1. A homomorphism from a graph
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Figure 1: The graphs I (on the left), K3 (in the middle) and C4 (on the right).
G to I corresponds to an independent set in G, whereas a homomorphism from G to K3 cor-
responds to a proper 3-colouring of G. Finally, a homomorphism from G to C4 corresponds
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to a 4-colouring of G that uses the colours red (r), blue (b), green (g) and yellow (y), but for
which {r, g}- and {b, y}-coloured edges are forbidden.
If for each vertex v ∈ V (G) we specify a so-called “list” Sv ⊆ V (H) and set S = {Sv | v ∈
V (G)}, then h is a homomorphism from (G,S) to H if it is a homomorphism from G to H
such that for all v ∈ V (G) it holds that h(v) ∈ Sv. This generalisation of a homomorphism
is known as a list homomorphism. For example one could consider list homomorphisms
from the Petersen graph (see Figure 2 on the left) to the graph K3. These homomorphisms
then correspond to proper 3-colourings of the Petersen graph, where some vertices have pre-
assigned colours.
{r}
{r, b, g}
{r, b, g}
{r, b, g} {r}
{g}
{r, b, g}
{r, b, g}
{r, b, g} {b}
r
g
b
{r, b, g}
{ }
Figure 2: Petersen graph with lists (on the left) and Petersen graph with vertices identified
according to single-vertex lists (on the right).
If every list contains either just a single vertex or all of the vertices of H, then such a
list homomorphism is called a retraction. This definition of a retraction is equivalent to the
definition from the abstract (in the sense of parsimonious polynomial-time interreducibility),
as shown by Feder and Hell [8, Theorem 4.1]. The intuition behind the equivalence is that
one can identify all of the vertices in G that have the same single-vertex list {u} with the
corresponding vertex u of H. Homomorphisms from this new graph to H are retractions in the
sense of the abstract. For the Petersen graph in our example, the modified graph is displayed
in Figure 2 on the right and contains K3 as an induced subgraph.
Retractions are also known under the names one-or-all list homomorphisms (e.g. [8, 9])
and pre-colouring extensions (e.g. [1, 3, 10, 31, 34, 36, 39]). Related work on retractions is
described in Section 1.1.
In the study of approximate counting there are three important classes of problems [6]:
(1) problems that have fully-polynomial-time randomised approximation schemes (FPRASes),
(2) problems that are approximation-equivalent to #BIS, the problem of counting indepen-
dent sets in a bipartite graph, and (3) problems that are approximation-equivalent to #SAT,
the problem of counting satisfying assignments to a Boolean formula. It is believed that these
three classes are disjoint, so there are no FPRASes for the #BIS-equivalent and #SAT-
equivalent problems. The problems that are interreducible with #BIS under approximation-
preserving (AP-)reductions are complete in a complexity class which is sometimes called
#RHΠ1 and is sometimes just called #BIS. For convenience we say that a graph H is #BIS-
easy or #BIS-hard if the problem of approximately counting retractions to H is #BIS-easy
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or #BIS-hard, respectively. We similarly use the terms #SAT-easy, and #SAT-hard.
In this work we give a complete complexity trichotomy for approximately counting retrac-
tions to all square-free graphs (graphs that do not contain a 4-cycle) and we show that all of
these problems fall within the three given complexity classes. An interesting feature is that
the class of #BIS-equivalent graphs turns out to be surprising and rich.
First we give some illustrative examples. Afterwards we describe the class of #BIS-
equivalent graphs in detail. A key idea that emerges in the proofs is the role of triangles
(3-cycles). It turns out that triangles in graphs can induce hardness, but they can also “turn”
#SAT-hard cases into #BIS-easy ones. For example, consider Figure 3. The graph on the
left was shown to be #SAT-hard [14, Lemma 30]. In comparison, we will show that the
graph on the right is actually #BIS-easy. Note that this is not because a vertex was added:
If one deletes any of the edges of the triangle, the resulting graph is #SAT-hard again. To
Figure 3: Triangles can induce #BIS-easiness: The graph on the left is #SAT-hard whereas
the graph on the right is #BIS-easy.
give an even more striking example, it seems surprising that the graph on the left in Figure 3
is #SAT-hard, but the graph depicted in Figure 4 turns out to be #BIS-easy. There exists
Figure 4: Example graph which turns out to be #BIS-easy.
an interesting underlying balancing process between looped triangles in the neighbourhood
of a looped vertex and its number of unlooped neighbours, which decides whether a graph is
#BIS-easy or #SAT-hard.
We now informally define the #BIS-easy class HBIS (it is defined formally in Defini-
tion 10). A graph in HBIS is a looped path P = p0, . . . , pq with some attached degree-1
vertices (bristles, depicted below the path in Figure 4) and some attached looped vertices
closing triangles with two consecutive vertices of P (depicted above the path in Figure 4).
For each vertex p of the path P the number of attached bristles satisfies the following prop-
erties:
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• If p is an endpoint of P then it does not have a bristle.
• If p is not part of any looped triangle, it has at most 1 bristle.
• If p is part of exactly one looped triangle then it has at most 2 bristles.
• Every p has at most 4 bristles.
HBIS might seem like a bizarre class, but it turns out to be the truth — together with the
class of irreflexive caterpillars (defined momentarily) it is precisely the class of #BIS-easy
square-free graphs. Here (following a couple of necessary definitions) is our main result.
A graph H is reflexive if every vertex of H is looped and it is irreflexive if it contains only
unlooped vertices. A square is a cycle of length 4. A connected irreflexive graph is a star if
it contains at most one vertex of degree greater than 1, and it is a caterpillar if it contains a
path P such that all vertices outside of P have degree 1.
Theorem 1. Let H be a square-free graph.
i) If every connected component of H is a reflexive clique on at most 3 vertices or an
irreflexive star, then approximately counting retractions to H is in FP.
ii) Otherwise, if every connected component of H is in the class HBIS or is an irreflexive
caterpillar, then counting retractions to H is approximation-equivalent to #BIS.
iii) Otherwise, counting retractions to H is approximation-equivalent to #SAT.
As a second central contribution of this work we emphasise the implications of Theorem 1
on the complexity of approximately counting homomorphisms. This problem has been stud-
ied intensively in the past [6, 7, 14–16, 19, 21, 33], but despite these efforts its complexity is
still mostly open. For example, there are graphs with as few as four vertices for which its
complexity is unresolved. In a partial result, Galanis, Goldberg and Jerrum [15] proved that
approximately counting homomorphisms to a connected graph H is #BIS-hard unless H is
an irreflexive complete bipartite graph or a reflexive clique. However, the knowledge about
#BIS-easiness to complement this result is very fragmented. Since approximately count-
ing homomorphisms reduces to approximately counting retractions ([14, Observation 2]), our
#BIS-easiness results from Theorem 1 carry over to the homomorphism-counting domain.
Thus, we are able to resolve the complexity of approximately counting homomorphisms to
graphs in HBIS.
Corollary 2. Let H be a graph in HBIS other than a looped vertex, a looped edge or a
looped triangle. Then approximately counting homomorphisms to H is #BIS-equivalent under
approximation-preserving reductions.
Remark 3. As a side note, the #BIS-easiness result given in Corollary 2 also extends to the
problems of approximately counting surjective homomorphisms and approximately counting
compactions. This follows from the reductions given in [14, Theorem 5].
For reflexive graphs the statement of Theorem 1 can be simplified in terms of a very natural
class of #BIS-equivalent graphs. A triangle is a cycle of length 3. A triangle-extended path
is a path p1, . . . , pk with a set I ⊆ {1, . . . , k − 1} and a triangle ti, pi, pi+1 for each i ∈ I.
Theorem 4. Let H be a reflexive square-free graph.
i) If every connected component of H is a reflexive clique with at most 3 vertices, then
approximately counting retractions to H is in FP.
ii) Otherwise, if every connected component of H is a reflexive triangle-extended path, then
approximately counting retractions to H is approximation-equivalent to #BIS.
iii) Otherwise, approximately counting retractions toH is approximation-equivalent to #SAT.
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1.1 Related Work
The concept of a retraction has been studied as early as the 1930’s and originates in work
on continuous functions from topological spaces into subspaces [4]. Subsequently, retractions
between discrete structures, and graphs in particular, have received a lot of research atten-
tion [12,22,23,26,37]. See [25] for an overview. The algorithmic problem of deciding whether
a retraction exists can be expressed naturally as a constraint satisfaction problem (CSP) and
has been studied in e.g., [11, 24,40–42]. Retractions have also been studied in the context of
directed graphs. A work by Larose [35] surveys CSPs with a digraph as the fixed template.
The survey has a special focus on CSPs with additional unary constraints, such as the digraph
retraction problem. Applications of retractions reach from classical results such as Brouwer’s
fixed-point theorem and its equivalent no-retraction theorem [28, pp. 272-273] to specific
problems such as solving Sudoku puzzles [27].
The complexity of deciding whether there is a retraction to a fixed graph H has been
studied in different contexts, such as CSPs and list homomorphisms [8,9,11,24,25], surjective
homomorphisms [2, 40–42], as well as pre-colouring extensions and scheduling [1, 3, 10, 29–
31, 34, 36, 39]. A complete complexity dichotomy for the retraction decision problem is now
known as a consequence of the CSP dichotomy [5, 43] (assuming P 6= NP). However, a
corresponding graph-theoretical characterisation is not known. A characterisation is known
[11] for pseudoforests, which are graphs in which each connected component has at most one
cycle.
The complexity of exactly counting retractions to a fixed target graph H is also classified
completely [13] (assuming FP 6= #P). In this case, there is a characterisation – the easy cases
arise when H is an irreflexive complete graph or a reflexive clique.
The first result on approximately counting retractions is the following classification for
graphs which are both square-free and triangle-free.
Theorem 5 ([14, Theorem 1]). Let H be a graph of girth at least 5.
i) If every connected component of H is an irreflexive star, a single looped vertex, or an
edge with two loops, then approximately counting retractions to H is in FP.
ii) Otherwise, if every connected component of H is an irreflexive caterpillar or a partially
bristled reflexive path, then approximately counting retractions to H is approximation-
equivalent to #BIS.
iii) Otherwise, approximately counting retractions toH is approximation-equivalent to #SAT.
For irreflexive H the proof of Theorem 5 does not use the fact that H is triangle-free.
For reflexive H the proof of Theorem 5 does not use the fact that H is square-free. Thus,
for us, the main difficulty is dealing with triangles. We note that counting homomorphisms
to square-free graphs has been studied before [17,32] though those results apply to counting
modulo a prime number, and so they cannot be applied here.
1.2 Preliminaries
For a non-negative integer k we use [k] to denote the set {1, . . . , k}. For sets X and Y we
define X × Y = {{x, y} | x ∈ X, y ∈ Y } as an undirected version of the Cartesian product.
The elements of X × Y are multisets of size exactly 2. Using this notation the set of edges
E(H) of a graph H = (V (H), E(H)) is a subset of V (H)×V (H). An edge with two identical
elements is a loop. Correspondingly, a vertex v ∈ V (H) is called looped if {v, v} ∈ E(H) and
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unlooped otherwise. The girth of a graph H is the length of a shortest cycle in H. All cycles
have length at least 3.
We have already defined reflexive and irreflexive graphs. A graph H is a mixed graph if it
contains both looped and unlooped vertices, i.e. if it is neither reflexive nor irreflexive. Given
a graph H and a subset U of V (H), H[U ] is the subgraph of H induced by U .
Given graphsG andH,H(G,H) is the set of homomorphisms fromG toH andN
(
G→ H
)
denotes its size. Analogously, given a corresponding set of lists S, H((G,S),H) is the set of
homomorphisms from (G,S) to H and N
(
(G,S)→ H
)
denotes its size.
We use #Ret(H) to denote the problem of approximately counting retractions to H (for
a fixed graph H which may have loops but does not have multi-edges). We use #Hom(H)
to denote the problem of approximately counting homomorphisms to H. Formally, these
problems are defined as follows.
Name: #Ret(H).
Input: An irreflexive graph G and a collection of lists S = {Sv ⊆ V (H) | v ∈ V (G)} such
that, for all v ∈ V (G), |Sv| ∈ {1, |V (H)|}.
Output: N
(
(G,S)→ H
)
.
Name: #Hom(H).
Input: An irreflexive graph G.
Output: N
(
G→ H
)
.
The list homomorphisms counting problem, defined as follows, is a generalisation of
#Ret(H).
Name: #LHom(H).
Input: An irreflexive graph G and a collection of lists S = {Sv ⊆ V (H) | v ∈ V (G)}.
Output: N
(
(G,S)→ H
)
.
If there is an approximation-preserving reduction [6] from a problem A to a problem B,
we write A ≤AP B.
Observation 6 ([14, Observation 2]). Let H be a graph. Then #Hom(H) ≤AP #Ret(H) ≤AP
#LHom(H).
For approximately counting list homomorphisms Galanis, Goldberg and Jerrum [16] give
the following complete classification.
Theorem 7 ([16]). Let H be a connected graph.
(i) If H is an irreflexive complete bipartite graph or a reflexive complete graph, then #LHom(H)
is in FP.
(ii) Otherwise, if H is an irreflexive bipartite permutation graph or a reflexive proper interval
graph, then #LHom(H) is approximation-equivalent to #BIS.
(iii) Otherwise, #LHom(H) is approximation-equivalent to #SAT.
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1.3 Paper Outline
Theorems 1 and 4 are proved in Section 4. The corresponding #BIS-easiness is shown in
Section 2. The corresponding #SAT-hardness results are collected in Section 3. Proving
#SAT-hardness is the bulk of this work because of the combinatorial complexity of designing
reductions which establish #SAT-hardness for all square-free graphs (apart from irreflexive
caterpillars and those in HBIS).
2 #BIS-Easiness Results
In this section we show #BIS-easiness for the class HBIS (Definition 10). The proof is built
on a method for generating #BIS-easiness results from [14, Section 2.2.1] which uses the
framework of constraint satisfaction problems. Intuitively, the method takes as input two CSP
instances, say Iv and Ie, and produces a graphHIv,Ie for which #Ret(HIv,Ie) ≤AP #BIS. The
challenge is to find the right instances Iv and Ie and to identify and generate corresponding
general classes of #BIS-easy graphs. The main result of this section is Lemma 11. For the
convenience of the reader we repeat some definitions introduced in [14].
Let L be a set of Boolean relations.
Name: #CSP(L).
Input: A set of variables X and a set of constraints C, where each constraint applies a
relation from L to a list of variables from X.
Output: The number of assignments σ : X → {0, 1} that satisfy all constraints in C.
Imp = {(0, 0), (0, 1), (1, 1)} is an arity-two Boolean relation. The constraint Imp(x, y)
ensures that, in any satisfying assignment σ, we have σ(x) =⇒ σ(y).
Definition 8 ([14, Definition 21]). Let Iv = (X,Cv) and Ie = (X,Ce) be instances of
#CSP({Imp}). We define the undirected graph HIv,Ie as follows. The vertices of HIv,Ie
are the satisfying assignments of Iv. Given any assignments σ and σ
′ in V (HIv,Ie), there is
an edge {σ, σ′} in HIv,Ie if and only if the following holds: For every constraint Imp(x, y) in
Ce, we have σ(x) =⇒ σ
′(y) and σ′(x) =⇒ σ(y).
Lemma 9 ([14, Lemmas 20 and 23]). Let Iv = (X,Cv) and Ie = (X,Ce) be instances of
#CSP({Imp}). Then #Ret(HIv,Ie) ≤AP #BIS.
Definition 10. We define HBIS to be the class of graphs H with the following properties:
There exists an integer q, a function f : {0, . . . , q} → {0, 1, 2, 3, 4} and a set of vertices B =
{bji | i ∈ {0, . . . , q}, j ∈ {1, . . . , f(i)}} of so-called bristles such that V (H) = {p0, . . . , pq}∪B.
There exists a set S ⊆ {{pi, pi+2} | i ∈ {0, . . . , q − 2}} of so-called shortcuts such that
E(P ) =
q⋃
i=0
{pi, pi} ∪
q−1⋃
i=0
{pi, pi+1} ∪
q⋃
i=0
f(i)⋃
j=1
{pi, b
j
i} ∪ S.
Intuitively, f(i) is the number of bristles (degree-1 neighbours) of pi. We say that pi has
a shortcut below or a shortcut above if {pi−2, pi} ∈ S or {pi, pi+2} ∈ S, respectively. We also
require that f satisfies the following properties:
i) f(0) = f(q) = 0 (p0 and pq have no bristle).
ii) If f(i) ≥ 1 (pi has a bristle) then {pi−1, pi+1} /∈ S.
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iii) If f(i) = 2 (pi has 2 bristles) then pi has a shortcut below or a shortcut above (or both).
iv) If f(i) ∈ {3, 4} (pi has 3 or 4 bristles) then pi has a shortcut below and a shortcut
above.
Figure 5 gives an example graph from the class HBIS as defined in Definition 10.
p0 p1 p2 p3 p4 p5 p6
b12 b
2
2 b
3
2 b
4
2 b
1
4 b
2
4 b
1
5
Figure 5: Example graph from HBIS for q = 6. f is the function with f(2) = 4, f(4) = 2,
f(5) = 1 and f(i) = 0 for i ∈ {0, 1, 3, 6}, which gives a total of 7 bristles. The set of shortcuts
is S = {{p0, p2}, {p2, p4}}.
Lemma 11. Let H ∈ HBIS then #Ret(H) ≤AP #BIS.
Proof. Let H be as defined in Definition 10. We now define #CSP({Imp})-instances Iv and Ie
such that HIv,Ie is isomorphic to H. The statement of the lemma then follows from Lemma 9.
To give more intuition we will use a running example where H is the graph depicted in
Figure 5. To separate this example from the rest of the proof we use text boxes.
Let X = {x1, . . . , xq} and U = {Imp(xj , xi) | i, j ∈ [q], i < j}. Intuitively, we will start
from Iv = (X,Cv) and Ie = (X,Ce) where Cv = Ce = U (in this case HIv,Ie would simply be
a reflexive path on q + 1 vertices). We will then delete certain constraints from Cv whenever
we want to create a bristle and we will delete certain constraints from Ce whenever we want
to create a shortcut. To this end, for ℓ ∈ {0, . . . , q}, we define the sets of constraints Dv(ℓ)
and De(ℓ) (the constraints we will delete from U) as follows.
Dv(ℓ) =

∅, if f(ℓ) = 0
{Imp(xℓ+1, xℓ)}, if f(ℓ) = 1
{Imp(xℓ+1, xℓ), Imp(xℓ+1, xℓ−1)}, if f(ℓ) = 2
and {pℓ−2, pℓ} ∈ S
{Imp(xℓ+1, xℓ), Imp(xℓ+2, xℓ)}, if f(ℓ) = 2
and {pℓ−2, pℓ} /∈ S
{Imp(xℓ+1, xℓ), Imp(xℓ+1, xℓ−1), Imp(xℓ+2, xℓ)}, if f(ℓ) = 3
{Imp(xℓ+1, xℓ), Imp(xℓ+1, xℓ−1), Imp(xℓ+2, xℓ), Imp(xℓ+2, xℓ−1)}, if f(ℓ) = 4.
De(ℓ) =
{
{Imp(xℓ, xℓ−1)}, if {pℓ−2, pℓ} ∈ S
∅, otherwise.
Then we set
Cv = U \
(
q⋃
ℓ=0
Dv(ℓ)
)
and Ce = U \
(
q⋃
ℓ=0
De(ℓ)
)
.
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In our running example, we have q = 6 and therefore X = {x1, . . . , x6} are the variables
of Iv and Ie. Since f(i)=0 for i ∈ {0, 1, 3, 6} (p0, p1, p3 and p6 do not have any bristles)
we have Dv(i) = ∅ for i ∈ {0, 1, 3, 6}. Since f(2) = 4 we have Dv(2) = {Imp(x3, x2),
Imp(x3, x1), Imp(x4, x2), Imp(x4, x1)}. Note that f(4) = 2 and p4 has a shortcut below,
i.e. {p2, p4} ∈ S. Therefore, Dv(4) = {Imp(x5, x4), Imp(x5, x3)}. Since f(5) = 1 we have
Dv(5) = {Imp(x6, x5)}. These are the constraints that are deleted from U to form Cv. Thus,
Cv = {Imp(x6, x4), Imp(x6, x3), Imp(x6, x2), Imp(x6, x1),
Imp(x5, x2), Imp(x5, x1), Imp(x4, x3), Imp(x2, x1)}. (1)
By the definition of De(·) and the fact that H has two shortcuts {p0, p2} and {p2, p4}, we
have
Ce = U \ {Imp(x2, x1), Imp(x4, x3)}. (2)
We use the set Dv(i) to model bristles attached to pi. The intuition is that deleting
constraints from Cv leads to more satisfying assignments of Iv and hence to more vertices in
HIv,Ie . In fact, in our construction we obtain a new satisfying assignment for each constraint
in Dv(i) (for each constraint we delete from U). A main challenge in the design of these
instances is the fact that the sets Dv(·) overlap and influence each other. We will show that
no unwanted interactions occur.
For instance, in our running example, consider the constraint Imp(x4, x2) which is part of the
set Dv(2). So, Imp(x4, x2) corresponds to the constraint Imp(xℓ+2, xℓ) for ℓ = 2. However,
it also corresponds to Imp(xℓ+1, xℓ−1) for ℓ = 3 and therefore influences the modelling of
bristles attached to p3.
Recall that the satisfying assignments of Iv correspond to the vertices of HIv,Ie. For
i ∈ {0, . . . , q} let σi : X → {0, 1} be the assignment with
σi(xj) =
{
1, if j ≤ i
0, otherwise.
Then clearly the assignments σi satisfy the #CSP({Imp})-instance (X,U). They will still be
satisfying assignments if we delete constraints from U . Therefore the assignments σi satisfy
Iv. Intuitively, for each i ∈ {0, . . . , q} the vertex σi in HIv,Ie will correspond to the vertex pi
in H.
We now investigate the edges between the vertices {σ0, . . . , σq}. From Definition 8 recall
that, given any satisfying assignments σ and σ′ of Iv, there is an edge {σ, σ
′} in HIv,Ie if and
only if the following holds:
For every constraint Imp(x, y) in Ce, we have σ(x) =⇒ σ
′(y) and σ′(x) =⇒ σ(y). (3)
Using (3) it can easily be checked that for Ce ⊆ U , the vertices σ0, . . . , σq form a reflexive
path, i.e. these vertices are looped and for i ∈ {1, . . . , q} we have that {σi−1, σi} is an edge
in HIv,Ie . Furthermore, by the definition of De(ℓ) we only ever delete constraints of the form
Imp(xℓ, xℓ−1) from U (consecutive indices of the variables in the scope of Imp). Therefore,
for i, j ∈ {0, . . . , q}, j ≤ i − 2 we have Imp(xi, xj) ∈ Ce. Hence a pair of assignments σj
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and σi where j < i − 2 cannot be connected by an edge. It remains to consider the case
j = i − 2, i.e. possible edges of the form {σi−2, σi}. Using (3) it is straightforward to check
that {σi−2, σi} is an edge in HIv,Ie if and only if Imp(xi, xi−1) /∈ Ce. Thus, by definition of
De(·), {σi−2, σi} is an edge in HIv,Ie if and only if there is a shortcut {pi−2, pi} in H. At this
point we have shown that H[{p0, . . . , pq}] and HIv,Ie [{σ0, . . . , σq}] are isomorphic.
In our example, the vertices σ0, . . . , σ6 form a reflexive path. Furthermore, {σ0, σ2} is an
edge since Imp(x2, x1) /∈ Ce by (2), and {σ2, σ4} is an edge since Imp(x4, x3) /∈ Ce by (2).
Thus, the subgraph of HIv,Ie induced by {σ0, . . . , σ6} is as depicted in Figure 6 and therefore
is isomorphic to H[{p0, . . . , p6}].
σ0 = (0, 0, 0, 0, 0, 0)
σ1 = (0, 0, 0, 0, 0, 1)
σ2 = (0, 0, 0, 0, 1, 1)
σ3 = (0, 0, 0, 1, 1, 1)
σ4 = (0, 0, 1, 1, 1, 1)
σ5 = (0, 1, 1, 1, 1, 1)
σ6 = (1, 1, 1, 1, 1, 1)
Figure 6: The subgraph of HIv,Ie induced by {σ0, . . . , σ6}. If a vertex corresponds to a
satisfying assignment σi of Iv then its label is of the form σi = (σi(x6), . . . , σi(x1)).
Now consider other possible satisfying assignments of Iv that are not of the form σi.
Foreshadowing their purpose we call such assignments bristle-assignments. We will need the
following statement.
Claim 1: Let i ∈ {1, . . . , q − 1}. Then ∀j ∈ {1, . . . , i− 2}, ∀k ∈ {i+ 3, . . . , q} :
Imp(xi+1, xi) /∈ Cv =⇒ Imp(xi+1, xj), Imp(xk, xi) ∈ Cv.
Proof of Claim 1: First note, from the definition of Dv(·), it follows that constraints of the
form Imp(xa, xb) with a− b > 3 are never deleted from U and therefore are always in Cv. It
remains to show that Imp(xi+1, xi−2) and Imp(xi+3, xi) are in Cv.
If Imp(xi+1, xi) /∈ Cv then there exists ℓ ∈ {0, . . . , q} such that Imp(xi+1, xi) ∈ Dv(ℓ).
However, for each such ℓ the constraint Imp(xℓ+1, xℓ) is the only constraint in Dv(ℓ) for which
the indices of the variables in its scope are consecutive. Hence ℓ = i, i.e. Imp(xi+1, xi) ∈ Dv(i).
Now assume for contradiction that Imp(xi+1, xi−2) /∈ Cv. Then there exists ℓ ∈ {0, . . . , q}
such that Imp(xi+1, xi−2) ∈ Dv(ℓ). However, for each such ℓ the constraint Imp(xℓ+2, xℓ−1) is
the only constraint which is possibly in Dv(ℓ) and for which the indices of the variables in its
scope have a difference of 3. Thus, ℓ = i − 1 which gives Imp(xi+1, xi−2) ∈ Dv(i − 1). Since
Imp(xi+1, xi−2) ∈ Dv(i− 1) it holds that f(i− 1) = 4. Since H is defined as in Definition 10,
item iv) of Definition 10 holds, so the fact that f(i − 1) = 4 implies that {pi−1, pi+1} ∈ S
(pi−1 has a shortcut above). Consequently, by Definition 10 item ii), f(i) = 0 (pi does not
have a bristle) which gives Dv(i) = ∅, a contradiction to the fact that Imp(xi+1, xi) ∈ Dv(i).
So we have shown that if Imp(xi+1, xi) /∈ Cv then Imp(xi+1, xi−2) ∈ Cv, which is one of our
two goals.
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Analogously, the fact that Imp(xi+3, xi) /∈ Cv implies that Imp(xi+3, xi) ∈ Dv(i + 1) and
consequently that f(i+1) = 4 which implies that {pi−1, pi+1} ∈ S (pi+1 has a shortcut below),
which gives the same contradiction. (End of the proof of Claim 1.)
Every bristle-assignment ψ (every assignment which is not of the form σi) has to have an
inversion, i.e. there exists an index i ∈ {1, . . . , q − 1} such that ψ(xi+1) = 1 and ψ(xi) = 0.
Then, as a necessary requirement for ψ to satisfy Iv, it holds that Imp(xi+1, xi) /∈ Cv. Then
from Claim 1 and the fact that ψ(xi+1) = 1 and ψ(xi) = 0 it follows that
∀j ∈ {1, . . . , i− 2} : ψ(xj) = 1 and ∀k ∈ {i+ 3, . . . , q} : ψ(xk) = 0. (4)
Hence, the only variables for which the value of ψ is not yet specified are xi−1 and xi+2.
Let ψ00i , ψ
01
i , ψ
10
i , ψ
11
i be the 4 corresponding bristle-assignments that possibly satisfy Iv (the
superscripts correspond to the values of the free variables xi+2 and xi−1). In detail, for
p, r ∈ {0, 1}, they are defined as follows:
ψpri (xj) =

1, if j ≤ i− 2
r, if j = i− 1
0, if j = i
1, if j = i+ 1
p, if j = i+ 2
0, if otherwise j ≥ i+ 3.
Hence ψpri (xj) is of the following form:
xj xq . . . xi+3 xi+2 xi+1 xi xi−1 xi−2 . . . x1
ψpri (xj) 0 . . . 0 p 1 0 r 1 . . . 1
Intuitively, the 4 bristle-assignments ψpri will correspond to the 4 possible bristles of pi. We
first investigate necessary and sufficient conditions for the fact that ψpri satisfies Iv (depending
on p and r). From the definitions of ψpri and Cv we obtain:
ψ01i satisfies Iv ⇐⇒ Imp(xi+1, xi) /∈ Cv. (5)
ψ00i satisfies Iv ⇐⇒ Imp(xi+1, xi), Imp(xi+1, xi−1) /∈ Cv. (6)
ψ11i satisfies Iv ⇐⇒ Imp(xi+1, xi), Imp(xi+2, xi) /∈ Cv. (7)
ψ10i satisfies Iv ⇐⇒ Imp(xi+1, xi), Imp(xi+1, xi−1), Imp(xi+2, xi), Imp(xi+2, xi−1) /∈ Cv.
(8)
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In the running example, for p, r ∈ {0, 1}, we define ψpri accordingly:
xj x6 . . . xi+3 xi+2 xi+1 xi xi−1 xi−2 . . . x1
ψpri (xj) 0 . . . 0 p 1 0 r 1 . . . 1
We can now check which of these bristle-assignments satisfy Iv. For instance, consider the
case where i = 2. Then, by (1), we have
• Imp(xi+1, xi) = Imp(x3, x2) /∈ Cv.
• Imp(xi+1, xi−1) = Imp(x3, x1) /∈ Cv.
• Imp(xi+2, xi) = Imp(x4, x2) /∈ Cv.
• Imp(xi+2, xi−1)} = Imp(x4, x1) /∈ Cv.
Therefore, ψ012 , ψ
00
2 , ψ
11
2 and ψ
10
2 satisfy Iv by (5), (6), (7) and (8), respectively. Hence, ψ
01
2 ,
ψ002 , ψ
11
2 and ψ
10
2 are vertices of HIv,Ie . Similarly, one can check that ψ
01
4 , ψ
00
4 and ψ
01
5 are
the only other satisfying bristle-assignments.
In the proof of Claim 1 we have already established that
Imp(xi+1, xi) /∈ Cv ⇐⇒ Imp(xi+1, xi) ∈ Dv(i). (9)
and
Imp(xi+2, xi−1) /∈ Cv ⇐⇒ Imp(xi+2, xi−1) ∈ Dv(i). (10)
Our purpose now is to prove (11) and (12). Towards this end, let us assume that
Imp(xi+1, xi), Imp(xi+1, xi−1) /∈ Cv. By (9) it follows that Imp(xi+1, xi) ∈ Dv(i). Fur-
thermore, there exists some ℓ such that Imp(xi+1, xi−1) ∈ Dv(ℓ). Looking at the definition
of Dv(ℓ), the possibilities are ℓ = i or ℓ = i− 1. However, we can exclude the case ℓ = i− 1
as follows: Since Imp(xi+1, xi) ∈ Dv(i) we have f(i) ≥ 1 which means that pi has a bristle.
Then {pi−1, pi+1} /∈ S by Definition 10 (pi−1 does not have a shortcut above). Then from
Definition 10 we know that f(i− 1) ≤ 2 and in the case f(i− 1) = 2 it holds that pi−1 has
a shortcut below, i.e. {pi−3, pi−1} ∈ S. Then, by definition of Dv(ℓ) for ℓ = i − 1 it holds
that Imp(xi+1, xi−1) = Imp(xℓ+2, xℓ) /∈ Dv(ℓ) = Dv(i − 1) (since f(ℓ) = f(i − 1) ≤ 2 and in
the case where f(ℓ) = f(i − 1) = 2 we have {pℓ−2, pℓ} = {pi−3, pi−1} ∈ S). Summarising,
we have shown that the left-hand side of the following expression implies the right-hand side.
The opposite direction is trivial by the definition of Cv.
Imp(xi+1, xi), Imp(xi+1, xi−1) /∈ Cv ⇐⇒ Imp(xi+1, xi), Imp(xi+1, xi−1) ∈ Dv(i). (11)
Analogously, we can prove the following equivalence. (For the convenience of the reader
the details are given below.)
Imp(xi+1, xi), Imp(xi+2, xi) /∈ Cv ⇐⇒ Imp(xi+1, xi), Imp(xi+2, xi) ∈ Dv(i). (12)
Let us assume Imp(xi+1, xi), Imp(xi+2, xi) /∈ Cv. Again, it holds that Imp(xi+1, xi) ∈ Dv(i)
and there exists some ℓ such that Imp(xi+2, xi) ∈ Dv(ℓ). Looking at the definition of Dv(ℓ),
the possibilities are ℓ = i or ℓ = i + 1. However, we can exclude the case ℓ = i + 1 as
before: Since Imp(xi+1, xi) ∈ Dv(i) we have f(i) ≥ 1 which means that pi has a bristle.
Then {pi−1, pi+1} /∈ S by Definition 10 (pi+1 does not have a shortcut below). Then from
Definition 10 we know that f(i+1) ≤ 2 and in the case f(i+1) = 2 it holds that {pi−1, pi+1} /∈
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S. Then, by definition of Dv(ℓ) for ℓ = i+ 1 it holds that Imp(xi+2, xi) = Imp(xℓ+1, xℓ−1) /∈
Dv(ℓ) = Dv(i + 1). We have shown the implication from left to right in (12), the opposite
direction is again trivial.
Claim 2: Let i ∈ {0, . . . , q}. Then exactly f(i) of the bristle-assignments ψ00i ,
ψ01i , ψ
10
i , ψ
11
i are satisfying assignments of Iv.
Proof of Claim 2: We make a case distinction depending on f(i):
• If f(i) = 0, then Dv(i) = ∅ which, by (9), implies Imp(xi+1, xi) ∈ Cv. Then, by
Equations (5) to (8), ψ00i , ψ
01
i , ψ
10
i , ψ
11
i are all unsatisfying.
• If f(i) = 1, then Dv(i) = {Imp(xi+1, xi)} and therefore Imp(xi+1, xi) /∈ Cv. Then,
by (5), ψ01i is a satisfying assignment. Furthermore, by (11) and (12) (and the fact that
Dv(i) = {Imp(xi+1, xi)}), it holds that Imp(xi+1, xi−1), Imp(xi+2, xi) ∈ Cv. Then by
Equations (6) to (8), the remaining bristle-assignments ψ00i , ψ
10
i , ψ
11
i are all unsatisfying.
• If f(i) = 2, then eitherDv(i) = {Imp(xi+1, xi), Imp(xi+1, xi−1)} orDv(i) = {Imp(xi+1, xi),
Imp(xi+2, xi)}. Then, by similar arguments as before, ifDv(i) = {Imp(xi+1, xi), Imp(xi+1, xi−1)},
then ψ01i , ψ
00
i are satisfying assignments and ψ
11
i , ψ
10
i are unsatisfying assignments. If
Dv(i) = {Imp(xi+1, xi), Imp(xi+2, xi)}, then ψ
01
i , ψ
11
i are satisfying assignments and
ψ00i , ψ
10
i are unsatisfying assignments.
• If f(i) = 3, then Dv(i) = {Imp(xi+1, xi), Imp(xi+1, xi−1), Imp(xi+2, xi)}. Then, by sim-
ilar arguments as before, ψ01i , ψ
00
i , ψ
11
i are satisfying assignments and ψ
10
i is unsatisfying
assignments.
• Finally, if f(i) = 4, thenDv(i) = {Imp(xi+1, xi), Imp(xi+1, xi−1), Imp(xi+2, xi), Imp(xi+2, xi−1)}
and clearly all of ψ01i , ψ
00
i , ψ
11
i , ψ
10
i are satisfying assignments.
(End of the proof of Claim 2.)
Claim 2 shows that we have a one-to-one correspondence between the bristles of pi and
satisfying assignments of Iv (vertices of HIv,Ie) from the set {ψ
00
i , ψ
01
i , ψ
10
i , ψ
11
i }.
In our running example we conclude by showing in Figure 7 how H is encoded as HIv,Ie. We
have already demonstrated which assignments are satisfying and thus are vertices of HIv,Ie .
Using (2) and (3) it is straightforward to verify (with some work) the edges of HIv,Ie .
σ0 = (0, 0, 0, 0, 0, 0)
σ1 = (0, 0, 0, 0, 0, 1)
σ2 = (0, 0, 0, 0, 1, 1)
σ3 = (0, 0, 0, 1, 1, 1)
σ4 = (0, 0, 1, 1, 1, 1)
σ5 = (0, 1, 1, 1, 1, 1)
σ6 = (1, 1, 1, 1, 1, 1)
ψ002 = (0, 0,0,1,0,0)
ψ012 = (0, 0,0,1,0,1)
ψ102 = (0, 0,1,1,0,0)
ψ112 = (0, 0,1,1,0,1)
ψ004 = (0,1,0,0, 1, 1)
ψ014 = (0,1,0,1, 1, 1)
ψ015 = (1,0,1, 1, 1, 1)
Figure 7: The graph HIv,Ie. If a vertex corresponds to a satisfying assignment ρ of Iv then
its label is of the form ρ = (ρ(x6), . . . , ρ(x1)).
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It remains to show that if an assignment of the form ψpri (for p, r ∈ {0, 1}) satisfies Iv, then
σi (which corresponds to pi in H) is a neighbour of ψ
pr
i , and that it is the only neighbour. We
first show that ψpri cannot have a neighbour other than σi. Since ψ
pr
i satisfies Iv, by Claim
2, it holds that f(i) ≥ 1 (pi has at least one bristle). Consequently, {pi−1, pi+1} /∈ S which,
by definition of De(ℓ) for ℓ = i + 1 implies that Imp(xi+1, xi) ∈ Ce. Furthermore, note that
we only ever delete constraints of the form Imp(xℓ, xℓ−1) from Ce. Summarising we have
∀j ∈ {1, . . . , i} : Imp(xi+1, xj) ∈ Ce and ∀k ∈ {i+ 1, . . . , q} : Imp(xk, xi) ∈ Ce.
Since ψpri (xi+1) = 1 and ψ
pr
i (xi) = 0 it follows that if ψ
pr
i has a neighbour, it has to be σi.
It remains to show that {ψpri , σi} actually is an edge in HIv,Ie . We distinguish the four
different cases depending on p and r:
• It is straightforward to check that {ψ01i , σi} is an edge in HIv,Ie even if Ce = U . Hence
it is an edge for any Ce ⊆ U as well.
• If ψ00i is a satisfying assignment of Iv, then by (6) and (11) it holds that both Imp(xi+1, xi) ∈
Dv(i) and Imp(xi+1, xi−1) ∈ Dv(i). Then, by definition of Dv(i) we have {pi−2, pi} ∈ S
(note that this is always the case if f(i) ∈ {3, 4}). By definition of De(i) it then follows
that Imp(xi, xi−1) /∈ Ce which ensures that {ψ
00
i , σi} is an edge in HIv,Ie .
• If ψ11i is a satisfying assignment of Iv, then by (7) and (12) it holds that both Imp(xi+1, xi) ∈
Dv(i) and Imp(xi+2, xi) ∈ Dv(i). Then, by definition of Dv(i), one of three cases holds:
f(i) = 2 with {pi−2, pi} /∈ S, f(i) = 3 or f(i) = 4. In each of these cases it holds that
{pi, pi+2} ∈ S by Definition 10. Then, from the definition of De(ℓ) for ℓ = i + 2, it
follows that Imp(xi+2, xi+1) /∈ Ce which ensures that {ψ
11
i , σi} is an edge in HIv,Ie .
• If ψ10i is a satisfying assignment of Iv, then by (8) and (10) it holds that Imp(xi+2, xi−1) ∈
Dv(i). Then, by definition of Dv(i) we have f(i) = 4 and therefore both {pi−2, pi} ∈ S
and {pi, pi+2} ∈ S. By definition of De(ℓ) for ℓ = i and ℓ = i + 2 it then follows
that Imp(xi, xi−1) /∈ Ce and that Imp(xi+2, xi+1) /∈ Ce, respectively. This ensures that
{ψ10i , σi} is an edge in HIv,Ie .
3 #SAT-Hardness Results
From previous results we already know the following:
• Theorem 5 classifies the complexity of approximately counting retractions to H for all
graphs H that are both square-free and triangle-free (i.e. have girth at least 5).
• For irreflexive H, the proof of Theorem 5 does not use triangle-freeness. This gives a
trichotomy for approximately counting retractions to the class of irreflexive square-free
graphs.
Therefore, we investigate square-free graphs that contain at least one triangle and at least
one looped vertex. It turns out that we have to work through a number of technical cases
to cover all #SAT-hard graphs with these properties (and hence all #SAT-hard square-free
graphs).
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For a positive integer q the graph WRq is a looped star on q + 1 vertices (the underlying
star has q degree-1 vertices). The net is a looped triangle where each vertex of the triangle
has an additional degree-2 neighbour. (The net is depicted in Section 3.5, Figure 19.) Here
is an overview of the cases that we consider:
• In Section 3.2 we show that mixed triangles induce #SAT-hardness.
• In Section 3.3 we show in which cases the neighbourhood of a looped vertex induces
#SAT-hardness.
• In Sections 3.4, 3.5 and 3.6 we show #SAT-hardness for square-free graphs with an
induced WR3, with an induced net and with an induced reflexive cycle of length at
least 5, respectively. Essentially, these three sections deal with the graphs from the
excluded subgraph characterisation of reflexive proper interval graphs (see [16, Section
1 and Appendix A] for the details about this characterisation).
3.1 Retractions and Neighbourhoods
Definition 12. For a graph H and a vertex v ∈ V (H) we define the (distance-1) neighbour-
hood of v as ΓH(v) = {u ∈ V (H) | {u, v} ∈ E(H)}. (In particular, this might include v itself.)
Then degH(v) = |ΓH(v)| is the degree of v. More generally, the distance-k neighbourhood of v
is defined as ΓkH(v) = {u ∈ V (H) | There is a walk W = u,w1, . . . , wk−1, v (on k edges) in H}.
Let U be a subset of V (H). Then ΓH(U) =
⋂
v∈U ΓH(v) is the set of common neighbours of
the vertices in U .
The following well-known and simple observation shows that, for approximately counting
retractions, hardness carries over from subgraphs that are induced by the neighbourhood of
a vertex.
Observation 13. Let H be a graph and let u be a vertex of H. Then #Ret(H[ΓH(u)]) ≤AP
#Ret(H).
Proof. Let (G,S) be an input to #Ret(H[ΓH(u)]), let v1, . . . , vn be the vertices of G and
S = {Sv | v ∈ V (G)}. Let w be a vertex distinct from the vertices in G. Then we construct
the graph G′ with vertices V (G′) = V (G)∪{w} and edges E(G′) = E(G)∪{{w, vi} | i ∈ [n]}.
We set S′ = {S′v | v ∈ V (G
′)}, where
S′v =

{u}, if v = w
Sv, if v ∈ V (G) and |Sv| = 1
V (H), otherwise.
Then N
(
(G,S)→ H[ΓH(u)]
)
= N
(
(G′,S′)→ H
)
.
3.2 Square-Free Graphs with Mixed Triangles
Lemma 14. Let H be a square-free graph which contains a triangle with exactly two looped
and one unlooped vertex. Then #SAT ≤AP #Ret(H).
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Proof. Let b1, b2, r be a triangle in H, where b1 and b2 are looped and r is unlooped. Con-
sider the neighbourhood ΓH(b1) ∩ ΓH(b2). Since H is square-free, H[ΓH(b1) ∩ ΓH(b2)] is
precisely the triangle b1, b2, r. The problem #Hom(H[{b1, b2, r}]) corresponds to counting
independent sets where vertices not in the independent set have a weight of 2 and ver-
tices in the independent set have weight 1. It is well-known that approximately count-
ing weighted independent sets is #SAT-hard, see for instance [20, Lemma 2]. This gives
#SAT ≤AP #Hom(H[ΓH(b1) ∩ ΓH(b2)]). From Observation 6 it follows immediately that
#SAT ≤AP #Ret(H[ΓH(b1) ∩ ΓH(b2)]).
Finally, one can easily observe that #Ret(H[ΓH(b1) ∩ ΓH(b2)]) ≤AP #Ret(H): Let
(G,S) be an input to #Ret(H[ΓH(b1) ∩ ΓH(b2)]) and let S = {Sv | v ∈ V (G)}. Let w1
and w2 be vertices distinct from the vertices in G. Then we construct the graph G
′ with
vertices V (G′) = V (G) ∪ {w1, w2} and edges E(G
′) = E(G) ∪
(
V (G) × {w1, w2}
)
. We set
S′ = {S′v | v ∈ V (G
′)}, where
S′v =

{b1}, if v = w1
{b2}, if v = w2
Sv, if v ∈ V (G) and |Sv| = 1
V (H), otherwise.
Then N
(
(G,S)→ H[ΓH(b1) ∩ ΓH(b2)]
)
= N
(
(G′,S′)→ H
)
.
Lemma 15. Let H be a square-free graph which contains a triangle with exactly two unlooped
and one looped vertex. Then #SAT ≤AP #Ret(H).
Proof. Let HT be a triangle in H with vertices b, r1 and r2, where b is looped and both r1
and r2 are unlooped. Let H
′ = H[ΓH(b)]. By Observation 13 it holds that #Ret(H
′) ≤AP
#Ret(H). Suppose we can show that #Ret(H ′[{b, r1}]) ≤AP #Ret(H
′). Then H ′[{b, r1}]
is a single edge with one looped (b) and one unlooped vertex (r1) and it is well-known that
counting homomorphisms to this graph corresponds to counting independent sets, which in
turn is known to be #SAT-hard ([6, Theorem 3]). Summarising we have
#SAT ≤AP #Hom
(
H ′[{b, r1}]
)
≤AP #Ret(H
′[{b, r1}]) ≤AP #Ret(H
′) ≤AP #Ret(H),
where the second reduction is from Observation 6. This proves the lemma. It remains to
prove the following claim.
Claim: #Ret(H′[{b, r1}]) ≤AP #Ret(H
′).
Proof of the claim: For u ∈ V (H ′) let w(u) be the number of common neighbours of r1 and
u in H ′. Then w(b) = 2 since r1 and b have two common neighbours: r2 and b, and these are
their only common neighbours as H ′ is square-free. Similarly, w(r1) = 2 as the “common”
neighbours in this case are simply the neighbours of r1, which are only b and r2 (since H
′ is
square-free). Now let u ∈ V (H ′) \ {b, r1}. The vertex b is a common neighbour of u and r1
since every vertex in H ′ is a neighbour of b. It turns out that b is the only common neighbour
of u and r1: Suppose there exists a vertex u
′ 6= b in H ′ which is a common neighbour of u
and r1. If u
′ = u (see Figure 8 on the left) then u is adjacent to r1. Additionally, u is then
looped and hence u 6= r2. Then u, r1, r2, b is a square. If otherwise u
′ 6= u then u, u′, r1, b is
a square (see Figure 8 on the right), both cases give a contradiction. So we have shown that,
for u ∈ V (H ′),
w(u) = 2 if u ∈ {b, r1}, and w(u) = 1 otherwise. (13)
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r1
b
r2
u = u′
r1
b
r2
u
u′
Figure 8: Contradictions to the square-freeness of the graph H ′.
Intuitively, we will use this fact to “boost” the vertices b and r1 and make them exponentially
more likely to be used by a homomorphism to H ′.
Let q be the number of vertices ofH ′. Now let (G,S) be an n-vertex input to #Ret(H ′[{b, r1}])
and let ε be the desired precision. As usual, from (G,S) we define an input (G′,S′) to
#Ret(H ′). We introduce a vertex p distinct from the vertices of G that will serve as a pin to
the vertex r1 in H
′. Then, for each v ∈ V (G) we introduce an independent set on s vertices
all of which are connected only to p and v. The parameter s will depend on the input size,
specifically we set s = n2. Intuitively it is clear that this gadget introduces a weight equal to
w(u)s for each vertex u ∈ V (H ′). For sufficiently large s, the image of v is likely to be b or
r1. This implies the statement of the lemma. The reader that trusts this intuition can skip
reading the following calculations.
We give the full details for the sake of completeness: For each v ∈ V (G), let Iv be an
independent set of size s with vertices distinct from the remaining vertices of G′. Then G′
is the graph with vertices V (G′) = V (G) ∪ {p} ∪
⋃
v∈V (G) Iv and edges E(G
′) = E(G) ∪⋃
v∈V (G)
(
{v, p} × Iv
)
. We set S′ = {S′v | v ∈ V (G
′)}, where
S′v =

{r1}, if v = p
Sv, if v ∈ V (G) and |Sv| = 1
V (H ′), otherwise.
We say that a homomorphism h ∈ H((G′,S′),H ′) is full if h(V (G)) ⊆ {b, r1}. Let Z
∗ be
the number of full homomorphisms from (G′,S′) to H ′. Let Z0 be the number of non-full
homomorphisms from (G′,S′) to H ′. Then
N
(
(G′,S′)→ H ′
)
= Z∗ + Z0. (14)
For h ∈ H((G,S),H ′), let Z(h) be the number of homomorphisms h′ ∈ H((G′,S′),H ′)
for which h = h′|V (G). By the construction of G
′, every vertex v ∈ V (G) with h(v) ∈ {b, r1}
contributes a factor of 2s to Z(h), whereas a vertex v ∈ V (G) with h(v) /∈ {b, r1} contributes
a factor of 1 to Z(h). It follows that
Z∗ =
∑
h∈H((G,S),H′), h full
Z(h) = 2sn ·N
(
(G,S)→ H ′[{b, r1}]
)
, (15)
and
Z0 =
∑
h∈H((G,S),H′), h non-full
Z(h) ≤ 2s(n−1) ·N
(
(G,S)→ H ′
)
≤ 2s(n−1) · qn.
Therefore,
Z0/2
sn ≤ 2−s · qn ≤ 1/4, (16)
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where the last inequality holds for sufficiently large n by the choice s = n2. Summarising,
by (14) and (15), we have
N
(
(G,S)→ H ′[{b, r1}]
)
=
Z∗
2sn
≤
N
(
(G′,S′)→ H ′
)
2sn
and, using (14), (15) as well as (16), we obtain
N
(
(G′,S′)→ H ′
)
2sn
=
Z∗
2sn
+
Z0
2sn
≤ N
(
(G,S)→ H ′[{b, r1}]
)
+ 1/4.
HenceN
(
(G′,S′)→ H ′
)
/2sn ∈
[
N
(
(G,S)→ H ′[{b, r1}]
)
, N
(
(G,S)→ H ′[{b, r1}]
)
+1/4
]
. Let
Q be the solution returned by an oracle call to #Ret(H ′) with input ((G′,S′), ε/21), i.e. an ap-
proximation ofN
(
(G′,S′)→ H ′
)
. Then the output ⌊Q/2sn⌋ approximates N
(
(G,S)→ H ′[{b, r1}]
)
with the desired precision as was shown in [6, Proof of Theorem 3]. (End of the proof of the
claim.)
3.3 Square-Free Neighbourhoods of a Looped Vertex
Now we consider graphs of the form X(k1, k2, k3) (see Figure 9). Why are we interested in
these graphs? Let H be a square-free graph with a looped vertex b and let H not contain any
mixed triangle as a subgraph. Then consider H[ΓH(b)], the graph induced by the neighbour-
hood of b. Since H does not contain mixed triangles, the unlooped neighbours of b do not
have any neighbours in H[ΓH(b)] apart from b. Since H is square-free, H[ΓH(b)] is square-
free as well and therefore a looped neighbour u 6= b of b can have at most one additional
neighbour apart from b and u itself (within H[ΓH(b)]). It follows that H[ΓH(b)] is of the form
X(k1, k2, k3). Note that X(k1, k2, 0) does not contain any cycles. Therefore the hardness
results for graphs of this form come from the classification for graphs of girth at least 5 (The-
orem 5). The remaining cases (k3 ≥ 1) are covered in this work. As an overview in advance,
we will obtain #SAT ≤AP #Ret(X(k1, k2, k3)) in the following cases (where in most cases
we actually show the stronger result #SAT ≤AP #Hom(X(k1, k2, k3)) — #SAT-hardness
for #Ret(X(k1, k2, k3)) then follows from Observation 6.):
• k3 = 0 and
– k2 = 0 and k1 ≥ 1 (Theorem 5)
– k2 = 1 and k1 ≥ 1 (Theorem 5)
– k2 = 2 and k1 ≥ 2 (Theorem 5)
• k3 = 1 and
– k2 = 0 and k1 ≥ 1 (Lemma 26)
– k2 = 1 and k1 ≥ 3 (Lemma 27)
• k3 = 2, k2 = 0 and k1 ≥ 5 (Lemma 28)
• k2 + k3 ≥ 3 (Lemma 36)
Following the classification for graphs of the form X(k1, k2, k3) we give a hardness result
(Lemma 29) which uses properties of the distance-2 neighbourhood of a looped vertex b in
H.
A useful and well-known tool for proving hardness results for approximate counting prob-
lems are gadgets based on complete bipartite graphs where two states dominate (see, e.g., [6,
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1 k1 1 k2
b
1 k3
Figure 9: The graph X(k1, k2, k3).
Lemma 25], [21, Section 5], [33, Lemma 5.1] and [14, Lemma 45]). Let F (H) = {u ∈ V (H) |
ΓH(u) = V (H)}. One can use the described tool to show that, under certain conditions, a
homomorphism from a complete bipartite graph to H will typically map one side to F (H)
and the other to V (H). In this case it is then easy to reduce from counting independent sets
to obtain #SAT-hardness. Formally, we use the version stated by Kelk [33]:
Lemma 16 ([33, Lemma 5.1]). Let H be a graph with ∅ ( F (H) ( V (H). Suppose that, for
every pair (S, T ) with ∅ ⊆ S, T ⊆ V (H) satisfying S ⊆ ΓH(T ) and T ⊆ ΓH(S), at least one
of the following holds:
(1) S = F (H).
(2) T = F (H).
(3) |S| · |T | < |F (H)| · |V (H)|.
Then #SAT ≤AP #Hom(H).
In order to prove Lemmas 26 and 27 we will use Lemma 16 and, in addition, a reduction
from the problem of counting large cuts, which is formally defined as follows: A cut of a graph
G is a partition of V (G) into two subsets (the order of this pair is ignored) and the size of a
cut is the number of edges that have exactly one endpoint in each of these two subsets.
Name: #LargeCut.
Input: An integer K ≥ 1 and a connected graph G in which every cut has size at most K.
Output: The number of size-K cuts in G.
The full details of the proof involve analysing different types of homomorphisms. The
most important part of the results leading up to the proof of Lemmas 26 and 27 are the
Tables 1 and 2, respectively. These tables show which types of homomorphisms represent
a significant share of the overall number of homomorphisms that we are interested in. The
crucial question is whether we can ensure that the right types of homomorphisms dominate
this number. We desire two properties. First, the number of homomorphisms should be
dominated by homomorphisms of two distinct types. Second, these two types should interact
in an “anti-ferromagnetic” way.
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The following definitions and preliminary technical results resemble the ones introduced
in [14, Section 2.2.2]. We are going to use the graph J(p, q, t) (see Figure 10) as a vertex
gadget. This gadget was originally introduced in [6]. In general it is a good candidate when
looking for gadgets to prove reductions from #LargeCut. Here is the formal definition.
q · t
p · t p · t
A B B′ A′
Figure 10: The graph J(p, q, t).
Let p, q and t be positive integers. Let A and A′ be independent sets of size p · t and let
B and B′ be independent sets of size q · t. The set of edges M between B and B′ forms a
perfect matching. Then J(p, q, t) is the graph for which the vertex set is the union of A, B,
B′ and A′. The edges are (A×B) ∪M ∪ (B′ ×A′).
Let H be a graph and let h be a homomorphism from J(p, q, t) to H. Let h(B,B′) =
{(h(u), h(v)) | u ∈ B, v ∈ B′, {u, v} ∈ E(H)}. We say that h has type (h(A), h(B,B′), h(A′)).
In general, a tuple T = (T1, T2, T3) is an H-type if T1, T3 ⊆ V (H) and T2 ⊆ {(x, y) | {x, y} ∈
E(H)}. Let A(T ) = T1, B(T ) = {x | ∃y (x, y) ∈ T2}, B
′(T ) = {y | ∃x (x, y) ∈ T2} and
A′(T ) = T3.
An H-type T is non-empty (with respect to J(p, q, t)) if there exists a homomorphism
from J(p, q, t) to H that has type T . Otherwise, T is called an empty H-type. From the
definition of J(p, q, t) we observe the following.
Observation 17. Let H be a graph. An H-type T is non-empty if and only if
(1) T1, T2 and T3 are non-empty,
(2) T1 ×B(T ) ⊆ E(H),
(3) B′(T )× T3 ⊆ E(H).
Let T and T ′ be H-types. We write T ⊆ T ′ if, for i ∈ [3], we have Ti ⊆ T
′
i . An H-type
T is maximal if it is non-empty and every H-type T ′ with T ′ 6= T , T ⊆ T ′ is empty. The
following analysis (Lemma 18) is contained in the proof of [14, Lemma 40].
Lemma 18. Let H be a graph and let T = (T1, T2, T3) be a maximal H-type. Then T is
completely defined by B(T ) and B′(T ) since
(1) T1 = ΓH(B(T )), T2 = E(B(T ), B
′(T )) and T3 = ΓH(B
′(T )).
(2) B(T ) = ΓH(ΓH(B(T ))) and B
′(T ) = ΓH(ΓH(B
′(T ))).
Given an H-type T = (T1, T2, T3) we define N(T ) to be the number of homomorphisms
in H(J(p, q, t),H) that have type T . We also set N̂(T ) = |T1|
pt|T2|
qt|T3|
pt. For non-empty T ,
N̂(T ) is a close approximation to N(T ):
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Lemma 19 ([14, Lemma 35]). Let H be a graph. Let p and q be positive integers. There
exists a positive integer t0 such that for all t ≥ t0 and all H-types T that are non-empty with
respect to J(p, q, t), it holds that
N̂(T )
2
≤ N(T ) ≤ N̂(T ).
Lemma 20 ([14, Lemma 38]). Let H be a connected graph with at least 2 vertices. Let T be
a non-empty H-type that is not maximal. Then there exists a non-empty H-type T ∗ such that
N̂(T ) ≤
(
2|E(H)|−1
2|E(H)|
)t
N̂(T ∗).
r1 r2
b
g1 gk1
r1 r2
b
g1 gk1
c
Figure 11: The graphs X(k1, 0, 1) (on the left) and X(k1, 1, 1) (on the right).
Table 1: Maximal types of the homomorphisms from J(p, q, t) toX(k1, 0, 1), where the vertices
of X(k1, 0, 1) are labelled as in Figure 11 (on the left). Each line i corresponds to a type
Ti =
(
A(Ti), E
(
B(Ti), B
′(Ti)
)
, A′(Ti)
)
. To shorten the notation we set G = {gj | j ∈ [k1]}.
A(T ) B(T ) B′(T ) A′(T ) N̂(T )
T1 {r1, r2, b} ∪ G {b} {b} {r1, r2, b} ∪ G (3 + k1)
pt · 1qt · (3 + k1)
pt
T2 {r1, r2, b} ∪ G {b} {r1, r2, b} {r1, r2, b} (3 + k1)
pt · 3qt · 3pt
T3 {r1, r2, b} ∪ G {b} {r1, r2, b} ∪ G {b} (3 + k1)
pt · (3 + k1)
qt · 1pt
T4 {r1, r2, b} {r1, r2, b} {r1, r2, b} {r1, r2, b} 3
pt · 9qt · 3pt
T5 {r1, r2, b} {r1, r2, b} {r1, r2, b} ∪ G {b} 3
pt · (9 + k1)
qt · 1pt
T6 {b} {r1, r2, b} ∪ G {r1, r2, b} ∪ G {b} 1
pt · (9 + 2k1)
qt · 1pt
Let T =
(
A(T ), E(B(T ), B′(T )), A′(T )
)
be an H-type. Then we call T symmetric to the
H-type T ′ =
(
A′(T ), E(B′(T ), B(T )), A(T )
)
. Clearly, N̂(T ) = N̂(T ′).
Lemma 21. Let H = X(k1, 0, 1). Then all maximal H-types are listed in Table 1 (apart from
those that are symmetric to a listed H-type). For each listed H-type T the last column of the
table gives the corresponding value N̂(T ).
Proof. Let H = X(k1, 0, 1) and let T be a maximal H-type. We claim that
B(T ), B′(T ) ∈ {{b}, {r1, r2, b}, {r1, r2, b, g1, . . . , gk1}}
for the following reasons (we give the arguments for B(T ), they are identical for B′(T )):
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• Since b is a neighbour of every vertex in H, from item (2) of Lemma 18 we obtain
b ∈ B(T ).
• If, for some i ∈ [k1], we have gi ∈ B(T ) then ΓH(B(T )) = {b} as b is the only neighbour
of gi. By item (2) of Lemma 18 it follows that B(T ) = {r1, r2, b, g1, . . . , gk1}.
• If B(T ) = {r1, b}, then ΓH(B(T )) = {r1, r2, b}. By item (2) of Lemma 18 this gives
B(T ) = {r1, r2, b}, a contradiction.
• B(T ) = {r2, b} gives a contradiction in the same way.
Table 1 then lists all possible combinations of sets B(T ) and B′(T ). From Lemma 18
it follows that these sets determine T completely (and A(T ), A′(T ) are given accordingly).
By definition, T1 = A(T ) and T3 = A
′(T ). From item (1) of Lemma 18 it has to hold that
T2 = E(B(T ), B
′(T )). Then N̂(T ) = |T1|
pt|T2|
qt|T3|
pt can be computed from the given sets
in each row.
Table 2: Maximal types of the homomorphisms from J(p, q, t) toX(k1, 1, 1), where the vertices
of X(k1, 1, 1) are labelled as in Figure 11 (on the right). Each line i corresponds to a type
Ti =
(
A(Ti), E
(
B(Ti), B
′(Ti)
)
, A′(Ti)
)
. To shorten the notation we set G = {gj | j ∈ [k1]}.
A(T ) B(T ) B′(T ) A′(T ) N̂(T )
T1 {r1, r2, b, c} ∪ G {b} {b} {r1, r2, b, c} ∪ G (4 + k1)
pt · 1qt · (4 + k1)
pt
T2 {r1, r2, b, c} ∪ G {b} {b, c} {b, c} (4 + k1)
pt · 2qt · 2pt
T3 {r1, r2, b, c} ∪ G {b} {r1, r2, b} {r1, r2, b} (4 + k1)
pt · 3qt · 3pt
T4 {r1, r2, b, c} ∪ G {b} {r1, r2, b, c} ∪ G {b} (4 + k1)
pt · (4 + k1)
qt · 1pt
T5 {b, c} {b, c} {b, c} {b, c} 2
pt · 4qt · 2pt
T6 {b, c} {b, c} {r1, r2, b} {r1, r2, b} 2
pt · 4qt · 3pt
T7 {b, c} {b, c} {r1, r2, b, c} ∪ G {b} 2
pt · (6 + k1)
qt · 1pt
T8 {r1, r2, b} {r1, r2, b} {r1, r2, b} {r1, r2, b} 3
pt · 9qt · 3pt
T9 {r1, r2, b} {r1, r2, b} {r1, r2, b, c} ∪ G {b} 3
pt · (10 + k1)
qt · 1pt
T10 {b} {r1, r2, b, c} ∪ G {r1, r2, b, c} ∪ G {b} 1
pt · (12 + 2k1)
qt · 1pt
Lemma 22. Let H = X(k1, 1, 1). Then all maximal H-types are listed in Table 2 (apart from
those that are symmetric to a listed H-type). For each listed H-type T the last column of the
table gives the corresponding value N̂(T ).
Proof. Let H = X(k1, 1, 1) and let T be a maximal H-type. We claim that
B(T ), B′(T ) ∈ {{b}, {b, c}, {r1 , r2, b}, {r1, r2, b, c, g1, . . . , gk1}}.
The remainder of the proof is analogous to that of Lemma 21 with only one additional
argument:
• If r1 ∈ B(T ) and c ∈ B(T ), then ΓH(B(T )) = {b}. By item (2) of Lemma 18 it follows
that B(T ) = {r1, r2, b, c, g1, . . . , gk1}. The same is true if both r2 ∈ B(T ) and c ∈ B(T ).
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Lemma 23. Let k1 ∈ [7]. Consider the types Ti, i ∈ [6] given by Table 1. Then there is a
γ ∈ (0, 1) and positive integers p and q such that, for all i ∈ [6], i 6= 5 and all positive integers
t, we have N̂(Ti) ≤ γ
tN̂(T5).
Proof. Let
L =
 log
(
(3+k1)2
3
)
log(9 + k1)
,
log(3 + k1)
log
(
9+k1
3
) , log
(
3+k1
3
)
log
(
9+k1
3+k1
) , log 3
log
(
9+k1
9
)

and
R =
log 3
log
(
9+2k1
9+k1
) .
For each of the seven possible values of k1 we can check (for example by computer) that every
member of L is less than R. Thus, we can choose p and q so that
∀L ∈ L, L <
q
p
< R. (17)
We check the sought-for bound for each i ∈ [6], i 6= 5:
T1:
N̂(T1)
N̂(T5)
= ((3+k1)
2/3)pt(1/(9+k1))
qt < γt is fulfilled for some sufficiently large γ < 1 if
and only if ((3+k1)
2/3)p < (9+k1)
q which is equivalent to log
(
(3 + k1)
2/3
)
/ log(9 + k1) <
q/p. This is true by (17).
T2:
N̂(T2)
N̂(T5)
= (3+ k1)
pt(3/(9 + k1))
qt < γt is fulfilled for some sufficiently large γ < 1 if and
only if (3 + k1)
p < ((9 + k1)/3)
q . This is true by (17).
T3:
N̂(T3)
N̂(T5)
= ((3 + k1)/3)
pt((3 + k1)/(9 + k1))
qt < γt is fulfilled for some sufficiently large
γ < 1 if and only if ((3 + k1)/3)
p < ((9 + k1)/(3 + k1))
q. This is true by (17).
T4:
N̂(T4)
N̂(T5)
= 3pt(9/(9 + k1))
qt < γt is fulfilled for some sufficiently large γ < 1 if and only
if 3p < ((9 + k1)/9)
q . This is true by (17).
T6:
N̂(T6)
N̂(T5)
= (1/3)pt((9 + 2k1)/(9 + k1))
qt < γt is fulfilled for some sufficiently large γ < 1
if and only if ((9 + 2k1)/(9 + k1))
q < 3p. This is true by (17).
Lemma 24. Let k1 ∈ {3, 4, 5, 6}. Consider the types Ti, i ∈ [10] given by Table 2. Then there
is a γ ∈ (0, 1) and positive integers p and q such that, for all i ∈ [10], i 6= 9 and all positive
integers t, we have N̂(Ti) ≤ γ
tN̂(T9).
Proof. Let
L =
 log
(
(4+k1)2
3
)
log(10 + k1)
,
log(4 + k1)
log
(
10+k1
3
) , log
(
4+k1
3
)
log
(
10+k1
4+k1
) , log 3
log
(
10+k1
9
)

and
R =
log 3
log
(
12+2k1
10+k1
) .
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For each of the four possible values of k1 we can check (for example by computer) that every
member of L is less than R. Thus, we can choose p and q so that
∀L ∈ L, L <
q
p
< R. (18)
Suppose that T and T ′ are types listed in Table 2 which are distinct from T9 and have the
property that N̂(T ′) ≤ N̂(T ) for all k1 ∈ {3, 4, 5, 6}. Then the sought-for bound automatically
holds for T ′ if it holds for T .
We check the sought-for bound for each i ∈ [10], i 6= 9:
T1:
N̂(T1)
N̂(T9)
= ((4 + k1)
2/3)pt(1/(10 + k1))
qt < γt is fulfilled for some sufficiently large γ < 1
if and only if ((4 + k1)
2/3)p < (10 + k1)
q. This is true by (18).
T2: N̂(T2) ≤ N̂(T3).
T3:
N̂(T3)
N̂(T9)
= (4 + k1)
pt(3/(10 + k1))
qt < γt is fulfilled for some sufficiently large γ < 1 if
and only if (4 + k1)
p < ((10 + k1)/3)
q . This is true by (18).
T4:
N̂(T4)
N̂(T9)
= ((4 + k1)/3)
pt((4 + k1)/(10 + k1))
qt < γt is fulfilled for some sufficiently large
γ < 1 if and only if ((4 + k1)/3)
p < ((10 + k1)/(4 + k1))
q. This is true by (18).
T5: N̂(T5) ≤ N̂(T8).
T6: N̂(T6) ≤ N̂(T8), for all k ∈ {3, 4, 5, 6}.
T7:
N̂(T7)
N̂(T9)
= (2/3)pt((6+k1)/(10+k1))
qt < γt is fulfilled for 2/3·(6+k1)/(10+k1) < γ < 1.
T8:
N̂(T8)
N̂(T9)
= 3pt(9/(10 + k1))
qt < γt is fulfilled for some sufficiently large γ < 1 if and only
if 3p < ((10 + k1)/9)
q. This is true by (18).
T10:
N̂(T10)
N̂(T9)
= (1/3)pt((12 + 2k1)/(10 + k1))
qt < γt is fulfilled for some sufficiently large
γ < 1 if and only if ((12 + 2k1)/(10 + k1))
q < 3p. This is true by (18).
Remark 25. We point out that the proofs of Lemmas 23 and 24 break for larger k1. (For
larger k1 there exists some lower bound on p/q which exceeds some upper bound on that
ratio.) Lemma 24 also breaks for k1 = 1 and k1 = 2. This matches the results from Section 2
which show that approximately counting retractions to X(k1, 1, 1) is actually #BIS-easy for
these values of k1.
Lemma 26. If k1 ≥ 1, then #SAT ≤AP #Hom(X(k1, 0, 1)).
Proof. We make a case distinction depending on k1. The first case is the main work of the
proof and we use the dominance of the type T5 from Table 1 for k1 ≤ 6 as shown in Lemma 23.
The second case (k1 ≥ 7) then follows from Lemma 16.
Case 1: k1 ∈ [6]. We use a reduction from #LargeCut, which is known to be #SAT-hard
(see [6]). Let G and K be an input to #LargeCut, n be the number of vertices of G and
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ε ∈ (0, 1) be the parameter of the desired precision. To shorten notation let H = X(k1, 0, 1).
From G we construct an input G′ to #Hom(H) by introducing vertex and edge gadgets. We
assume that the vertices of H are labelled as in Figure 11 (on the left).
Let p, q be positive integers that fulfil (17). Note that p and q only depend on k1 which is
a parameter of H and therefore does not depend on the input G. We define the parameter t
of the gadget graph J(p, q, t) to be t = n4. We also define a new parameter s = n+ 2.
For each vertex v ∈ V (G) we introduce a vertex gadget G′v which is a graph J(p, q, t)
as given in Figure 10. We denote the corresponding sets A,B,B′, A′ by Av, Bv, B
′
v and A
′
v,
respectively. We say that two gadgets G′u and G
′
v are adjacent if u and v are adjacent in G.
For every edge e = {u, v} ∈ E(G) we introduce an edge gadget as follows. We introduce
two size-s independent sets, denoted by Se and S
′
e. As shown in Figure 12 we construct the
set of edges
E′e = (Bu × Se) ∪ (B
′
u × S
′
e) ∪ (Bv × S
′
e) ∪ (B
′
v × Se).
Bu Se B
′
v
B′u S
′
e Bv
Figure 12: The edge gadget for the edge e = {u, v}.
Putting the pieces together, G′ is the graph with
V (G′) =
⋃
v∈V (G)
V (G′v) ∪
⋃
e∈E(G)
(
Se ∪ S
′
e
)
and E(G′) =
⋃
v∈V (G)
E(G′v) ∪
⋃
e∈E(G)
E′e.
Let h be a homomorphism from G to H, v be some vertex of G and G′v be the corre-
sponding vertex gadget. Then h|V (G′v) corresponds to a homomorphism from J(p, q, t) to H
and therefore has an H-type.
We say that a homomorphism from G′ to H is full if its restriction to each vertex gadget
is either of type T5 (from Table 1) or of its symmetric type (let us call it T
′
5). The cut
corresponding to a full homomorphism h partitions V (G) into those vertices v for which h|G′v
has type T5 and those for which h|G′v has type T
′
5. We say that a full homomorphism is K-large
if the size of the corresponding cut is equal to K, otherwise we say that the homomorphism
is K-small. Consider a full homomorphism h from G′ to H.
• For an edge e = {u, v} of G suppose h|G′u has type T5 and h|G′v has type T
′
5. Note that
by the definition of the edge gadget, we have h(Se) ⊆ ΓH(h(Bu)) ∩ ΓH(h(B
′
v)). Then
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the vertices in Se can be mapped to any of {r1, r2, b}, whereas all vertices in S
′
e have to
be mapped to b (the sole common neighbour of r1, r2, b and the vertices in G).
• Suppose instead that h|G′u and h|G′v have the same type T5 or T
′
5. Then the homomor-
phism h has to map the vertices in both Se and S
′
e to b.
Thus, every pair of adjacent gadgets of different types contributes a factor of 3s to the
number of full homomorphisms, whereas every pair of adjacent gadgets of the same type only
contributes a factor of 1. Recall the definition of N(T ) as the number of homomorphisms from
J(p, q, t) to H that have type T . Then for ℓ ≥ 1 every size-ℓ cut of G arises in 2 ·N(T5)
n · 3sℓ
ways as a full homomorphism from G′ to H.
Let L be the number of solutions to #LargeCut with input G and K (our goal is to
approximate this number). We partition the homomorphisms from G′ toH into three different
sets. Z∗ is the number of K-large (full) homomorphisms, Z1 is the number of homomorphisms
that are full but K-small and Z2 is the number of non-full homomorphisms. Then we have
L = Z∗/(2N(T5)
n3sK) and N
(
G′ → H
)
= Z∗ + Z1 + Z2. Thus it remains to show that
(Z1 + Z2)/(2N(T5)
n3sK) ≤ 1/4 for our choice of p, q, t and s. Under this assumption we
then have N
(
G′ → H
)
/(2N(T5)
n3sK) ∈ [L,L + 1/4] and a single oracle call to determine
N
(
G′ → H
)
with precision δ = ε/21 suffices to determine L with the sought-for precision as
demonstrated in [6].
Now we prove (Z1 + Z2)/(2N(T5)
n3sK) ≤ 1/4. As there are at most 2n ways to assign
a type T5 or T
′
5 to the n vertex gadgets in G
′ we have Z1 ≤ 2
n ·N(T5)
n · 3s(K−1). Then we
obtain the following bound since s = n+ 2:
Z1
2N(T5)n3sK
≤
2nN(T5)
n3s(K−1)
2N(T5)n3sK
=
2n
2 · 3s
≤
1
8
.
We obtain a similar bound for Z2: From Lemmas 20, 21 and 23 we know that for our choice
of p and q there exists γ ∈ (0, 1) such that for every H-type T that is not T5 or T
′
5 we have
N̂(T ) ≤ γtN̂(T5). Using Lemma 19 this gives N(T ) ≤ 2γ
tN(T5) for sufficiently large t with
respect to p, q and k1 (which do not depend on the input G). Since t = n
4 we can assume
that t is sufficiently large with respect to p and q as otherwise the input size is bounded by a
constant (in which case we can solve #LargeCut in constant time).
For each H-type T = (T1, T2, T3), the cardinality of each set Ti is bounded above by
max{|V (H)|, 2|E(H)|} = 12 + 2k1 and hence there are at most
(
212+2k1
)3
different types.
Furthermore, as H has 3 + k1 vertices, there are at most (3 + k1)
2sn2 possible functions from
the at most 2sn2 vertices in
⋃
e∈E(G)(Se ∪ S
′
e) to vertices in H. Since t = n
4 and s = n + 2
we obtain
Z2
2N(T5)n3sK
≤
(
212+2k1
)3n
·N(T5)
n−1 · 2γtN(T5) · (3 + k1)
2sn2
2N(T5)n3sK
= γt ·
(
212+2k1
)3n
(3 + k1)
2sn2
3sK
≤
1
8
.
The last inequality holds for sufficiently large n as(
212+2k1
)3n
(3 + k1)
2sn2
3sK
≤ Cn
3
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for some constant C that only depends on H, but not on the input G, whereas t = n4. (End
of Case 1)
Case 2: k1 ≥ 7. We will show that in this case we can apply Lemma 16 to obtain
#SAT ≤AP #Hom(H). We have F (H) = {b}. Therefore, |F (H)| · |V (H)| = |V (H)| =
3 + k1 ≥ 10. Let (S, T ) be a pair with ∅ ⊆ S, T ⊆ V (H) satisfying S ⊆ ΓH(T ), T ⊆ ΓH(S)
and both S 6= {b} and T 6= {b} to meet the requirements of Lemma 16. We have to show
that |S| · |T | < |F (H)| · |V (H)| = 3+ k1. Note that for every vertex u 6= b of H = X(k1, 0, 1)
it holds that |ΓH(u)| ≤ 3. Therefore, |S| ≤ |ΓH(T )| ≤ 3 and analogously |T | ≤ |ΓH(S)| ≤ 3.
Hence
|S| · |T | ≤ 9 < 10 ≤ 3 + k1.
(End of Case 2)
Lemma 27. If k1 ≥ 3, then #SAT ≤AP #Hom(X(k1, 1, 1)).
Proof. This proof is very similar to the proof of Lemma 26. We give the details for the sake
of completeness. As before, we make a case distinction depending on k1. The first case is
about the dominance of the type T9 from Table 2 for k1 ∈ {3, 4, 5, 6} as shown in Lemma 24.
Otherwise, we use Lemma 16.
Case 1: k1 ∈ {3, 4, 5, 6}. We use a reduction from #LargeCut (#SAT-hard by [6]). Let
G and K be an input to #LargeCut, n be the number of vertices of G and ε ∈ (0, 1) be the
parameter of the desired precision. To shorten notation let H = X(k1, 1, 1). We assume that
the vertices of H are labelled as in Figure 11 (on the right).
Let p, q be positive integers that fulfil (18). Note that p and q only depend on k1 which is a
parameter of H and therefore does not depend on the input G. We will define the parameter t
of the gadget graph J to be t = n4. We also define a new parameter s = n+ 2.
For each vertex v ∈ V (G) we introduce a vertex gadget G′v which is a graph J(p, q, t)
as given in Figure 10. We denote the corresponding sets A,B,B′, A′ by Av, Bv, B
′
v and A
′
v,
respectively. We say that two gadgets G′u and G
′
v are adjacent if u and v are adjacent in G.
For every edge e = {u, v} ∈ E(G) we use exactly the same edge gadget as in the proof of
Lemma 26 (see Figure 12). G′ is the graph with
V (G′) =
⋃
v∈V (G)
V (G′v) ∪
⋃
e∈E(G)
(
Se ∪ S
′
e
)
and E(G′) =
⋃
v∈V (G)
E(G′v) ∪
⋃
e∈E(G)
E′e.
Let h be a homomorphism from G to H, v be some vertex of G and G′v be the corre-
sponding vertex gadget. Then h|V (G′v) corresponds to a homomorphism from J(p, q, t) to H
and therefore has an H-type.
We say that a homomorphism from G′ to H is full if its restriction to each vertex gadget
is either of type T9 (from Table 2) or of its symmetric type (let us call it T
′
9). The cut
corresponding to a full homomorphism h partitions V (G) into those vertices v for which h|G′v
has type T9 and those for which h|G′v has type T
′
9. We say that a full homomorphism is K-large
if the size of the corresponding cut is equal to K, otherwise we say that the homomorphism
is K-small. Consider a full homomorphism h from G′ to H.
• For an edge e = {u, v} of G suppose h|G′u has type T9 and h|G′v has type T
′
9. Note that
by the definition of the edge gadget, we have h(Se) ⊆ ΓH(h(Bu)) ∩ ΓH(h(B
′
v)). Then
the vertices in Se can be mapped to any of {r1, r2, b}, whereas all vertices in S
′
e have to
be mapped to b (the sole common neighbour of r1, r2, b, c and the vertices in G).
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• Suppose instead that h|G′u and h|G′v have the same type T9 or T
′
9. Then the homomor-
phism h has to map the vertices in both Se and S
′
e to b.
Thus, every pair of adjacent gadgets of different types contributes a factor of 3s to the
number of full homomorphisms, whereas every pair of adjacent gadgets of the same type only
contributes a factor of 1. Recall the definition of N(T ) as the number of homomorphisms from
J(p, q, t) to H that have type T . Then for ℓ ≥ 1 every size-ℓ cut of G arises in 2 ·N(T9)
n · 3sℓ
ways as a full homomorphism from G′ to H.
Let L be the number of solutions to #LargeCut with input G and K (our goal is to
approximate this number). We partition the homomorphisms from G′ toH into three different
sets. Z∗ is the number of K-large (full) homomorphisms, Z1 is the number of homomorphisms
that are full but K-small and Z2 is the number of non-full homomorphisms. Then we have
L = Z∗/(2N(T9)
n3sK) and N
(
G′ → H
)
= Z∗ + Z1 + Z2. Thus it remains to show that
(Z1 + Z2)/(2N(T9)
n3sK) ≤ 1/4 for our choice of p, q, t and s. Under this assumption we
then have N
(
G′ → H
)
/(2N(T9)
n3sK) ∈ [L,L + 1/4] and a single oracle call to determine
N
(
G′ → H
)
with precision δ = ε/21 suffices to determine L with the sought-for precision as
demonstrated in [6].
Now we prove (Z1 + Z2)/(2N(T9)
n3sK) ≤ 1/4. As there are at most 2n ways to assign
a type T9 or T
′
9 to the n vertex gadgets in G
′ we have Z1 ≤ 2
n ·N(T9)
n · 3s(K−1). Then we
obtain the following bound since s = n+ 2:
Z1
2N(T9)n3sK
≤
2nN(T9)
n3s(K−1)
2N(T9)n3sK
=
2n
2 · 3s
≤
1
8
.
We obtain a similar bound for Z2: From Lemmas 20, 22 and 24 we know that for our choice
of p and q there exists γ ∈ (0, 1) such that for every H-type T that is not T9 or T
′
9 we have
N̂(T ) ≤ γtN̂(T9). Using Lemma 19 this gives N(T ) ≤ 2γ
tN(T9) for sufficiently large t with
respect to p, q and k1. Since t = n
4 we can assume that t is sufficiently large with respect
to p and q as otherwise the input size is bounded by a constant (in which case we can solve
#LargeCut in constant time).
For each H-type T = (T1, T2, T3), the cardinality of each set Ti is bounded above by
max{|V (H)|, 2|E(H)|} = 16 + 2k1 and hence there are at most
(
216+2k1
)3
different types.
Furthermore, as H has 4 + k1 vertices, there are at most (4 + k1)
2sn2 possible functions from
the at most 2sn2 vertices in
⋃
e∈E(G)(Se ∪ S
′
e) to vertices in H. Since t = n
4 and s = n + 2
we obtain
Z2
2N(T9)n3sK
≤
(
216+2k1
)3n
·N(T9)
n−1 · 2γtN(T9) · (4 + k1)
2sn2
2N(T9)n3sK
= γt ·
(
216+2k1
)3n
(4 + k1)
2sn2
3sK
≤
1
8
.
The last inequality holds for sufficiently large n as(
216+2k1
)3n
(4 + k1)
2sn2
3sK
≤ Cn
3
for some constant C that only depends on H, but not on the input G, whereas t = n4. (End
of Case 1)
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Case 2: k1 ≥ 6. We will show that in this case we can apply Lemma 16 to obtain
#SAT ≤AP #Hom(H). We have F (H) = {b}. Therefore, |F (H)| · |V (H)| = |V (H)| =
4 + k1 ≥ 10. Let (S, T ) be a pair with ∅ ⊆ S, T ⊆ V (H) satisfying S ⊆ ΓH(T ), T ⊆ ΓH(S)
and both S 6= {b} and T 6= {b} to meet the requirements of Lemma 16. We have to show
that |S| · |T | < |F (H)| · |V (H)| = 4+ k1. Note that for every vertex u 6= b of H = X(k1, 1, 1)
it holds that |ΓH(u)| ≤ 3. Therefore, |S| ≤ |ΓH(T )| ≤ 3 and analogously |T | ≤ |ΓH(S)| ≤ 3.
Hence
|S| · |T | ≤ 9 < 10 ≤ 4 + k1.
(End of Case 2)
Lemma 28. If k1 ≥ 5, then #SAT ≤AP #Hom(X(k1, 0, 2)).
Proof. Let k1 ≥ 5. To shorten notation let H = X(k1, 0, 2). Again we use Lemma 16 to obtain
#SAT ≤AP #Hom(H). We have F (H) = {b} and |F (H)| · |V (H)| = |V (H)| = 5 + k1 ≥ 10.
The remainder of the proof is identical to Case 2 in the proof of Lemma 27.
Lemma 29. Let H be a graph and b ∈ V (H) be a looped vertex with an unlooped neighbour
g ∈ V (H). If |ΓH(g)| ≥ 2 (g has at least 2 neighbours in H) and for all u ∈ ΓH(b) \ {g} we
have |ΓH(u) ∩ ΓH(g)| = 1 (b is the only common neighbour of g and u), then #SAT ≤AP
#Ret(H).
Proof. Let H ′ be the graph obtained by replacing the vertex g in H[ΓH(b)] by an independent
set I of size |ΓH(g)|
s, where s = 2
⌈
log|ΓH (g)|(|ΓH(b)|)
⌉
. This is well-defined as |ΓH(g)| > 1.
The choice of s will become clear in a moment. Within the graph H[ΓH(b)], g is adjacent
only to b by the assumption that |ΓH(b) ∩ ΓH(g)| = 1. Therefore, each vertex in I shares an
edge only with b. The transformation is depicted in Figure 13.
ΓH(b) \ {g}
b
g
ΓH(b) \ {g}
b
I : 1 |ΓH(g)|
s
Figure 13: H[ΓH(b)] on the left and H
′ on the right.
First, we will show #SAT-hardness for #Ret(H ′) and we will apply Lemma 16 to achieve
this. Let us check that the requirements are met. First note that F (H ′) = {b}. Now we have
to show that, for every pair (S, T ) with ∅ ⊆ S, T ⊆ V (H ′) satisfying S ⊆ ΓH′(T ), T ⊆ ΓH′(S)
and both S 6= {b} and T 6= {b} it holds that |S| · |T | < |F (H ′)| · |V (H ′)| = |V (H ′)|. First note
that if there exists a vertex u ∈ I∩S then T = {b} as b is the only neighbour of u in H ′. Hence
I∩S = ∅. By the same reasoning it holds that I∩T = ∅. Then |S|, |T | ≤ |ΓH′(b) \ I| ≤ |ΓH(b)|
and, by our choice s = 2
⌈
log|ΓH(g)|(|ΓH(b)|)
⌉
, we can conclude that
|S| · |T | ≤ |ΓH(b)|
2 ≤ |ΓH(g)|
s <
∣∣V (H ′)∣∣ = ∣∣F (H ′)∣∣ · ∣∣V (H ′)∣∣.
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This proves #SAT ≤AP #Ret(H
′).
To complete the prove of the lemma we show the following claim.
Claim: #Ret(H′) ≤AP #Ret(H).
Proof of the claim:
Let (G,S) be an input to #Ret(H ′). Let w be a weight function on the vertices in ΓH(b)
with w(g) = |ΓH(g)|
s and w(u) = 1 for all u ∈ ΓH(b) \ {g}. By the construction of H
′ it is
standard that
N
(
(G,S)→ H ′
)
=
∑
h∈H((G,S),H[ΓH (b)])
∏
v∈V (G)
w(h(v)). (19)
Now consider the vertices in ΓH(b). For u ∈ ΓH(b), let w
′(u) be the number of common
neighbours of u and g in H. (It is essential that we regard all neighbours in H, not just the
neighbours in ΓH(b).) By definition w
′(u) = |ΓH(g)| if u = g and, by the assumptions of this
lemma, w(u) = 1 if u ∈ ΓH(b) \ {g}. Hence, for all u ∈ ΓH(b) we have
w(u) = w′(u)s. (20)
Intuitively, we will use the fact that g has larger “weight” w′ compared to the other
vertices in ΓH(b) to “boost” the vertex g and make it more likely (by a factor of |ΓH(g)|
s) to
be used in a homomorphism to H[ΓH(b)].
Here are the details: Let (G,S) be an input to #Ret(H ′). We construct a graph G′
from G in the following way. Let β and γ be vertices that are distinct from the vertices in
G. Intuitively, β and γ will serve as “pins” to b and g, respectively. In addition, for each
v ∈ V (G), we introduce a independent set Iv of size s, see Figure 14. Then G
′ is the graph
with vertices V (G′) = V (G)∪{β, γ}∪
⋃
v∈V (G) Iv and edges E(G
′) = E(G)∪
(
V (G)×{β}
)
∪⋃
v∈V (G)
(
Iv × {v, γ}
)
.
G
Iv s
v
β → b
γ → g
Figure 14: The vertex gadget used in the construction of G′.
Consider a homomorphism h from (G′,S′) to H. Then, since every vertex in V (G) is
a neighbour of β and h(β) = b, h|V (G) is a homomorphism from (G,S) to H[ΓH(b)]. Fur-
thermore, by the construction of G′, for each v ∈ V (G) and each u ∈ Iv, it holds that h(u)
is a common neighbour of h(v) and g in H. Recall that there are w′(h(v)) such common
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neighbours. Thus, using (19) and (20), we conclude
N
(
(G′,S′)→ H
)
=
∑
h∈H((G,S),H[ΓH (b)])
∏
v∈V (G)
w′(h(v))s
=
∑
h∈H(G,H[ΓH (b)])
∏
v∈V (G)
w(h(v))
= N
(
(G,S)→ H ′
)
.
3.4 Square-Free Graphs with an Induced WR3
This section can be seen as an extension of Section 3.3 as it essentially shows #SAT-hardness
for graphs of the form X(k1, k2, k3) where k2 + k3 ≥ 3. Consider a square-free graph H with
an induced WR3. Suppose that there is an induced WR3 such that the neighbourhood of its
center b does not contain any triangles. Then H[ΓH(b)] is subject to Theorem 5 which shows
#SAT ≤AP #Ret(H[ΓH(b)]). Then, #SAT ≤AP #Ret(H) by Observation 13.
However, when considering square-free graphs as opposed to graphs of girth at least 5,
H[ΓH(b)] might contain triangles. The smallest open case is displayed in Figure 15.
b
Figure 15: Smallest square-free graph with induced WR3 for which it remains to prove hard-
ness.
The goal of this section is to prove Lemma 36. First we will introduce some preliminary
results.
Definition 30. Let
{a
b
}
be the Stirling number of the second kind, i.e. the number of surjective
functions from a set of a elements to a set of b elements.
Lemma 31 ([6, Lemma 18]). If a and b are positive integers and a ≥ 2b ln b, then
ba
(
1− exp
(
−
a
2b
))
≤
{
a
b
}
≤ ba.
Corollary 32. If a and b are positive integers with a ≥ 2b ln 2b and b ≥ 1, then
ba
2
≤
{
a
b
}
≤ ba.
The proof of Lemma 36 uses the same general idea as the proof of [18, Theorem 2] —
namely that approximating the partition function of the q-state ferromagnetic Potts model
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is #SAT-equivalent if q ≥ 3 and, in addition, we are allowed to specify that certain vertices
have to have a specific spin. Crucially, #SAT-hardness is known only if this single-vertex
“pinning” is allowed. In general, the complexity of approximating the partition function of the
Potts model is still unresolved and an important open problem. The approach of simulating
ferromagnetic Potts with “pinning” to obtain hardness results has been used before, for
instance in the proofs of [19, Lemma 3.6] and [14, Lemma 17]. The gadgets we use here to
accomplish the reduction are tailored to the specific problem and different from the gadgets
used in similar reductions.
As in the proof of [18, Theorem 2] we use a reduction from the problem of counting so-called
multiterminal cuts. We introduce the corresponding definitions from [18]. A multiterminal
cut of a graph G with distinguished vertices τ1, . . . , τq (called terminals) is a set of edges E
′ ⊆
E(G) that disconnects the terminals (i.e. ensures that there is no path in (V (G), E(G) \E′)
that connects any two distinct terminals). The size of a multiterminal cut is its cardinality.
We consider the following computational problem.
Name: #MultiterminalCut(q).
Input: A connected irreflexive graph G with q distinct terminals τ1, . . . , τq ∈ V (G) and a
positive integer K. The input has the property that every multiterminal cut has size at
least K.
Output: The number of size-K multiterminal cuts of G with terminals τ1, . . . , τq.
Lemma 33 ([18, Section 4]). Let q ≥ 3. Then #MultiterminalCut(q) ≡AP #SAT.
Definition 34. Let I = (G, τ1, . . . , τq,K) be an instance of #MultiterminalCut(q).
Φ(I) = {φ : V (G) → [q] | φ(τi) = i, i ∈ [q]} is the set of separating functions from V (G) to
[q]. For φ ∈ Φ(I) let Cut(φ) = {{u, v} ∈ E(G) | φ(u) 6= φ(v)} and, for i ∈ [q], let Moni(φ) =
{{u, v} ∈ E(G) | φ(u) = φ(v) = i}. Finally, let Φ∗(I) = {φ ∈ Φ(I) | |Cut(φ)| = K}.
Observation 35. Let I = (G, τ1, . . . , τq,K) be an instance of #MultiterminalCut(q).
For each φ ∈ Φ(I), Cut(φ) is a multiterminal cut of I. On the other hand, each size-K
multiterminal cut splits the graph G into exactly q connected components (as otherwise there
would exist a multiterminal cut of size less than K). Hence each size-K multiterminal cut
corresponds exactly to the function φ ∈ Φ(I) for which φ(v) = i if v is in the same connected
component as τi. Thus, Φ
∗(I) is the subset of functions in Φ(I) that correspond to size-K
multiterminal cuts. Let T (I) be the number of size-K multiterminal cuts of the instance I.
Then T (I) = |Φ∗(I)|.
Now we have all the tools at hand to prove the main lemma of this section.
Lemma 36. Let H be a square-free graph. If H contains a WR3 as an induced subgraph then
#SAT ≤AP #Ret(H).
Proof. Suppose that H contains a mixed triangle as an induced subgraph, then the statement
of this lemma follows from Lemmas 14 and 15. Hence, for the remainder of this proof let H
be a square-free graph with an induced WR3 without any induced mixed triangle subgraphs.
We choose a vertex b such that b is the center of an induced WR3. We consider the graph
H[ΓH(b)] which is the subgraph of H that is induced by the neighbourhood of b. For ease
of notation we set Hb = H[ΓH(b)]. Let U be the set of unlooped neighbours of b. Since H
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does not contain any mixed triangles, for each u ∈ U , b is the only neighbour of u in Hb.
Since H is square-free, so is Hb. Therefore every looped neighbour w 6= b of b has degree
degHb(w) ∈ {2, 3}. By the choice of b, b has at least 4 neighbours including itself, i.e. we
have degHb(b) = degH(b) ≥ 4. Let x1, . . . , xk be the looped neighbours of degree 2 and
xk+1, yk+1, . . . , xq, yq be the looped neighbours of degree 3, where for each i ∈ {k + 1, . . . , q}
we have {xi, yi} ∈ E(Hb) (where we use that looped vertices can only have looped neighbours
since b is the sole neighbour of vertices in U). The graph Hb is depicted in Figure 16.
U
x1 xk
b
xk+1 yk+1 xq yq
Figure 16: The graph Hb.
We will give a reduction from #MultiterminalCut(q) to #Ret(Hb). By the choice of
b we have q ≥ 3. This gives the desired reduction since
#SAT ≤AP #MultiterminalCut(q) ≤AP #Ret(Hb) ≤AP #Ret(H),
where the first reduction is from Lemma 33 and the last reduction is from Observation 13.
Let I = (G, τ1, . . . , τq,K) be an instance of #MultiterminalCut(q) and let ε ∈ (0, 1)
be the desired precision bound. Let n = |V (G)| and m = |E(G)|. From the instance I we
construct an instance (J,S) of #Ret(Hb). We will need some parameters whose relevance
will become clear later in the proof. Let s = n5 and t = n2.
The intuition behind the gadgets that will be used in this proof is the following. For
every vertex v in G we introduce a huge clique Cv. The image of such a clique under a
homomorphism to Hb tends to be a reflexive clique, i.e. tends to be of the form ΓHb(xi).
There are q such neighbourhoods. These will correspond to the q different states that a
vertex v ∈ V (G) can be in. We will have to add some attachments to the clique Cv to
balance out the fact that ΓHb(xi) is a clique on 2 vertices if i ≤ k, whereas it is a clique on
3 vertices if i > k. For each edge {u, v} ∈ E(G) we introduce a gadget that favours the case
where u and v have identical states (i.e. the corresponding cliques have the same image under
homomorphisms to Hb).
Here are the details. First we define the graph J . We introduce q distinct vertices p1, . . . , pq
which will serve as “pins” to the vertices x1, . . . , xq. In the first part of the construction we
will only use the vertices p1, . . . , pk. For every vertex v ∈ V (G) we introduce a graph Jv (the
“vertex gadget”) as follows. Let Cv be a clique on s vertices. For each vertex w in this clique
we introduce k distinct vertices {w1, . . . , wk}. Then Jv is the graph with vertices
V (Jv) = {p1, . . . , pk} ∪ V (Cv) ∪
⋃
w∈V (Cv)
{w1, . . . , wk}
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and edges
E(Jv) = E(Cv) ∪
⋃
w∈V (Cv)
⋃
i∈[k]
{{w,wi}, {wi, pi}}.
The graph Jv is depicted in Figure 17. Note that the vertices p1, . . . pk are identical over all
vertex gadgets whereas the remaining vertices are distinct for each v.
Cv of size s
p1 pk
w1 wk
w
Figure 17: The graph Jv for a vertex v.
For every edge e = {u, v} ∈ E(G) we introduce a graph Je together with a set of edges
Ee (the “edge gadget”). The graph Je is defined in precisely the same way as Jv but uses
the parameter t instead of s. We denote the corresponding clique by Ce. Further, we set
Ee = (V (Cu) ∪ V (Cv))× V (Ce). The edge gadget is depicted in Figure 18.
Cu
s
Cv
s
Ce
t
Figure 18: The edge gadget for an edge e = {u, v}. The edges to the vertices {w1, . . . , wk |
w ∈ Cu ∪ Ce ∪ Cv} and {p1, . . . , pk} are omitted.
Finally, J is the graph with vertices
V (J) = {pk+1, . . . , pq} ∪
⋃
v∈V (G)
V (Jv) ∪
⋃
e∈E(G)
V (Je)
and edges
E(J) =
⋃
i∈[q]
(
V (Cτi)× {pi}
)
∪
⋃
v∈V (G)
E(Jv) ∪
⋃
e∈E(G)
(
E(Je) ∪ Ee
)
.
Note that the first set in the union is a set of edges for each terminal τi. The purpose of
these edges will be to ensure that the corresponding graph Jτi is in the right “state” (the
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one corresponding to i). Here we now use all of the pi, not just the first k as we did in the
construction of Jv and Je.
Next we define the lists S = {Sv ⊆ V (Hb) | v ∈ V (J)}. We set
Sv =
{
{xi}, if v = pi, i ∈ [q]
V (Hb), otherwise.
For a homomorphism h ∈ H((J,S),Hb) and a vertex v ∈ V (G) we say that the image
h(V (Cv)) is the state of v (under h).
A pinned configuration is a tuple (z, z1, . . . , zk) of vertices of Hb such that, for each i ∈
[k], {z, zi} and {zi, xi} are edges of Hb. Note that the vertices (w,w1, . . . , wk) of Cv (see
Figure 17) have to map to a pinned configuration under a homomorphism from (J,S) to Hb.
For z ∈ V (Hb) let f(z) be the number of pinned configurations (z, z1, . . . , zk). We have
f(b) = 2k (All zj can be either xj or b.) (21)
f(xi) = 2 (∀i ∈ [k]) (zi can be either xi or b, all other zj have to be b.)
(22)
f(xi) = f(yi) = 1 (∀i ∈ {k + 1, . . . , q}) (All zj have to be b.) (23)
f(u) = 1 (∀u ∈ U) (All zj have to be b.) (24)
We say that a vertex v ∈ V (G) is full (under h) if the following conditions are met:
• There exists i ∈ [q] such that h(V (Cv)) = ΓHb(xi).
• For every element z ∈ h(V (Cv)) and every pinned configuration (z, z1, . . . , zk) there
exists a vertex w in the clique Cv such that h(w,w1, . . . , wk) = (z, z1, . . . , zk) (element-
wise).
We call an edge e = {u, v} ∈ E(G) monochromatic (under h) if u and v have the same state.
Otherwise, we say that e is dichromatic. We say that the homomorphism h is full if every
vertex v ∈ V (G) is full under h. We say that a full homomorphism h is K-small if there are
at most K dichromatic edges under h, otherwise we say that it is K-large.
Let Z∗ be the number of full homomorphisms that are K-small. Further, let Z1 be
the number of full homomorphisms that are K-large and let Z2 be the number of non-full
homomorphisms. Then
N
(
(J,S)→ Hb
)
= Z∗ + Z1 + Z2.
Let T be the sought-for number of size-K multiterminal cuts of the instance I = (G, τ1, . . . , τq,K).
We will now investigate the way in which the number Z∗ relates to T . Recall the definitions
about separating functions from Definition 34. In particular, we will use the sets Φ(I), Φ∗(I)
and Cut(φ). To shorten notation within the scope of this proof, we write Φ when we mean
Φ(I) and Φ∗ when we mean Φ∗(I). From Observation 35 we know that T = |Φ∗|.
For a function φ ∈ Φ we say that a homomorphism h ∈ H((J,S),Hb) agrees with φ if,
for each vertex v of G, the state of v under h is h(V (Cv)) = ΓHb(xφ(v)). Note that, by the
construction of J , under a full homomorphism a terminal τi has state ΓHb(xi). Therefore,
each full homomorphism h agrees with exactly one φ ∈ Φ.
If h agrees with φ, then it follows that Cut(φ) is exactly the set of dichromatic edges
under h. Hence, each K-small full homomorphism agrees with exactly one function φ ∈ Φ∗
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and each K-large full homomorphism agrees with exactly one function φ ∈ Φ \Φ∗. Let Zφ be
the number of full homomorphisms that agree with φ ∈ Φ. Then
Z∗ =
∑
φ∈Φ∗
Zφ and Z1 =
∑
φ∈Φ\Φ∗
Zφ. (25)
Let φ ∈ Φ. We are interested in the number Zφ. What are the possible full homomor-
phisms h that agree with φ?
Observation A Let v ∈ V (G). We consider possible images of the vertices of Jv . For h to
agree with φ, the state of v is fixed to be ΓHb(xφ(v)), where this set can be either of the
form {b, xi} or of the form {b, xi, yi}. From Equations (21) and (22) it follows that there
are a total of 2k+2 pinned configurations (z, z1, . . . , zk) with z ∈ {b, xi}. Similarly, from
Equations (21) and (23) it follows that there are a total of 2k+1+1 pinned configurations
with z ∈ {b, xi, yi}. As h is full, each possible pinned configuration has to be used at
least once by the s vertices in Cv. As a consequence each vertex v ∈ V (G) contributes
a factor of
{ s
2k+2
}
to Zφ.
Observation B Let e = {u, v}. What are the possible images of the vertices of Je? We
make a case distinction depending on e.
• Let e = {u, v} ∈ Cut(φ). Then, as h is full, h(V (Cu)) and h(V (Cv)) are different
states from the set {ΓHb(xi) | i ∈ [q]}. By the definition of J we have that
h(V (Ce)) ⊆ h(V (Cu)) ∩ h(V (Cv)). It follows that h(V (Ce)) = {b}. There are 2
k
pinned configurations with z = b. Each of the t vertices of Ce can have any of
these 2k pinned configurations. Therefore, e contributes a factor of 2kt to Zφ.
• Let e = {u, v} /∈ Cut(φ). Then, as h is full, h(V (Cu)) = h(V (Cv)) = ΓHb(xi) for
some i ∈ [q]. Then h(Ce) ⊆ ΓHb(xi), where ΓHb(xi) is of the form {b, xi} or of the
form {b, xi, yi}. As before there are 2
k + 2 corresponding pinned configurations.
Therefore, e contributes a factor of (2k + 2)t to Zφ.
Summarising, we obtain
Zφ =
{
s
2k + 2
}n
(2k)t|Cut(φ)|(2k + 2)t(m−|Cut(φ)|). (26)
For each φ ∈ Φ∗ we have |Cut(φ)| = K. Then, using the fact that |Φ∗| = T , we obtain
Z∗ =
∑
φ∈Φ∗
Zφ
=
∑
φ∈Φ∗
{
s
2k + 2
}n
(2k)tK(2k + 2)t(m−K)
=
{
s
2k + 2
}n
(2k)tK(2k + 2)t(m−K) · T.
To shorten the notation let
L =
{
s
2k + 2
}n
(2k)tK(2k + 2)t(m−K).
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We want to approximately compute the value T , where we have shown that T = Z∗/L.
Assume for now that we have
N
(
(J,S)→ Hb
)
/L ∈ [Z∗/L,Z∗/L+ 1/4] = [T, T + 1/4].
Then consider the algorithm which makes a #Ret(Hb) oracle call with input ((J,S), ε/21) to
obtain a value Q and returns ⌊Q/L⌋. This algorithm approximates T with the desired error
bound ε as is shown in [6, Proof of Theorem 3]. It remains to show the following claim.
Claim: N
(
(J,S)→ Hb
)
/L ∈ [Z∗/L,Z∗/L+ 1/4].
Proof of the claim: Recall thatN
(
(J,S)→ Hb
)
= Z∗+Z1+Z2. Clearly, we haveN
(
(J,S)→ Hb
)
/L ≥
Z∗/L. We will show Z1/L ≤ 1/8 and Z2/L ≤ 1/8 to prove N
(
(J,S)→ Hb
)
/L ≤ Z∗/L+1/4.
Recall that Z1 is the number of K-large full homomorphisms. Using (25) and (26) and
the fact that for each φ ∈ Φ \Φ∗ we have |Cut(φ)| ≥ K + 1 we obtain
Z1 ≤
∑
φ∈Φ\Φ∗
{
s
2k + 2
}n
(2k)t(K+1)(2k + 2)t(m−K−1)
≤ qn
{
s
2k + 2
}n
(2k)t(K+1)(2k + 2)t(m−K−1)
where the last inequality follows from the fact that there are qn functions in Φ. Then
Z1
L
≤
(
2k
(2k + 2)
)t
qn ≤ 1/8,
where the last inequality holds for sufficiently large n by our choice of t = n2 and the fact
that 2k/(2k + 2) < 1.
Recall that Z2 is the number of homomorphisms that are not full. How many non-full
homomorphisms h are there? In general, there are at most 2|V (Hb)| possible states h(V (Cv))
for any vertex v ∈ V (G). By the same arguments as given in Observation A, each full vertex
under h contributes a factor of
{ s
2k+2
}
to Z2. Since s = n
5 the requirements of Corollary 32
are met for sufficiently large n and we obtain
(2k + 2)s/2 ≤
{
s
2k + 2
}
. (27)
We will use this bound shortly. If h is not full, there has to exist at least one vertex v ∈ V (G)
which is not full under h, and consequently there are at most n− 1 full vertices under h.
Now assume that v ∈ V (G) is not full under h. Then either v has state h(V (Cv)) = ΓHb(xi)
for some i ∈ [q] but not all of the 2k+2 possible pinned configurations are used, or h(V (Cv)) /∈
{ΓHb(xi) | i ∈ [q]} (which means that either h(V (Cv)) ( ΓHb(xi) or h(V (Cv)) = {b, u} for
some u ∈ U , by the fact that Cv is a large clique). In both cases the s vertices in Cv can each
use at most 2k + 1 different pinned configurations. Hence, each non-full vertex contributes
a factor of at most (2k + 1)s to Z2. In particular this factor is smaller (for sufficiently large
n) than the factor contributed by full vertices (see (27)). Finally, for each edge e there are
at most |V (Hb)|
(k+1)t mappings from the (k+1) · t vertices in V (Je) \ {p1, . . . , pk} to V (Hb).
Therefore,
Z2 ≤ 2
|V (Hb)|n ·
{
s
2k + 2
}n−1
· (2k + 1)s · |V (Hb)|
(k+1)tm.
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Recall that L =
{ s
2k+2
}n
(2k)tK(2k + 2)t(m−K) ≥
{ s
2k+2
}n
. Then
Z2
L
≤
2|V (Hb)|n · (2k + 1)s · |V (Hb)|
(k+1)tm{ s
2k+2
} ≤ (2k + 1
2k + 2
)s
· 2 · 2|V (Hb)|n · |V (Hb)|
(k+1)n4 ≤ 1/8,
where the second inequality follows from (27) and the last inequality holds for sufficiently
large n by our choice of s = n5. This proves the claim and completes the proof. (End of the
proof of the claim.)
3.5 Square-Free Graphs with an Induced Net
The goal of this section is to prove #SAT-hardness for square-free graphs with an induced
net (see Figure 19). Note that the subgraphs of the net that are induced by a distance-
1 neighbourhood of some vertex u of the net are of two forms. Either the corresponding
subgraph is a looped edge (if u /∈ {wi | i ∈ [3]}) or it is isomorphic to a looped triangle
where one vertex in the triangle has a single additional looped neighbour (if u ∈ {wi | i ∈
[3]}). Approximately counting retractions to either of these two graphs is #BIS-easy (see
Lemma 11). Therefore we cannot use these subgraphs in our hardness proof, so we need to
work harder.
w1
w2
w3
Figure 19: The net.
In our proof (Lemma 38) we use the same general approach that we used to prove
Lemma 36. To make the approach work we have to find new gadgets tailored to the net.
In one part of the reduction we will need to approximate real values by integers. To achieve
this we use Dirichlet’s approximation lemma, which has been used frequently in this line of
research (see for instance [15]).
Lemma 37 ([38, p. 34]). Let λ1, . . . , λd > 0 be real numbers and N be a natural number.
Then there exist positive integers t1, . . . , td, r with r ≤ N such that |rλi − ti| ≤ 1/N
1/d for
every i ∈ [d].
Lemma 38. Let H be a square-free graph that has the net (as displayed in Figure 19) as an
induced subgraph. Then #SAT ≤AP #Ret(H).
Proof. Let H be a square-free graph with an induced net that is labelled as in Figure 19. Note
that each of the vertices w1, w2 and w3 might have additional neighbours in H. However,
they cannot have further common neighbours as H is square-free. We use a reduction from
#MultiterminalCut(3) which is #SAT-hard under AP-reductions by Lemma 33. Let
I = (G, τ1, τ2, τ3,K) be an instance of #MultiterminalCut(3) and ε ∈ (0, 1) the desired
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precision bound. Let n = |V (G)| and m = |E(G)|. We will construct an instance (J,S) of
#Ret(H).
To construct this instance we will use a number of parameters which we introduce at this
point. Let s = n2. For i ∈ [3] let si = s · log|ΓH(wi)|/3 2. For i ∈ [3], the value si is chosen such
that (
|ΓH(wi)|
3
)si
= 2s. (28)
It will become clear later in the proof why this is useful. (The important part is that the
values
(
|ΓH (wi)|
3
)si
, for i ∈ [3], are identical and that the base of the exponent on the right-
hand side is greater than 1.) We will now determine integers that approximate s1, s2 and s3
using Dirichlet’s approximation lemma. Let δ = ε/2 and δ′ = log|V (H)| e
δ (the choices will
become clear later in the proof). By Lemma 37 we obtain integers r, t1, t2 and t3 of value at
most (m/δ′)3 ∈ poly(n, ε−1) such that |rsi − ti| ≤ δ
′/m for i ∈ [3].
We go on to define the graph J . Intuitively, for i ∈ [3], the terminal τi will serve as a “pin”
to the vertex wi. For each vertex v ∈ V (G) we introduce a graph Jv which is simply a star
with center v and leaves {τ1, τ2, τ3}. Formally, the vertices of Jv are V (Jv) = {v, τ1, τ2, τ3}.
and the edges are E(Jv) = {v}×{τ1, τ2, τ3}. For each edge e = {u, v} ∈ E(G) we introduce a
graph Je which is defined as follows. For i ∈ [3], let I
i
e be a disjoint independent set of size ti.
Let t =
∑
i∈[3] ti and let Ie =
⋃
i∈[3] I
i
e (Ie is an independent set of size t). Then Je is depicted
in Figure 20 and formally defined as the graph with vertices
V (Je) = Ie ∪ {u, v, τ1, τ2, τ3}
and edges
E(Je) = ({u, v} × Ie) ∪
3⋃
i=1
(
Iie × {τi}
)
.
u
τ1 τ2 τ3
v
τ1τ2τ3
I1e
I2e
I3e
t1
t2
t3
τ1
τ2
τ3
Figure 20: The graph Je for an edge e = {u, v}.
Then J is the graph with vertices
V (J) =
⋃
v∈V (G)
V (Jv) ∪
⋃
e∈E(G)
V (Je)
and edges
E(J) =
⋃
v∈V (G)
E(Jv) ∪
⋃
e∈E(G)
E(Je).
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The corresponding set of lists S = {Sv ⊆ V (H) | v ∈ V (J)} is defined by
Sv =
{
{wi}, if v = τi, i ∈ [3]
V (H), otherwise.
Let h be a homomorphism from (J,S) to H. By the definition of Jv every vertex v ∈ V (G)
is also a vertex of J . An edge e = {u, v} ∈ E(G) is called monochromatic under h if
h(u) = h(v). Otherwise, it is called dichromatic under h. We say that h is K-small if the
number of dichromatic edges under h is at most K. Otherwise, h is called K-large. Let Z∗
be the number of K-small homomorphisms from (J,S) to H and let Z1 be the number of
K-large homomorphisms. Clearly,
N
(
(J,S)→ H
)
= Z∗ + Z1.
Recall the definitions of separating functions from Definition 34 and, to shorten notation,
define the sets Φ = Φ(I) and Φ∗ = Φ∗(I). T is the number of size-K multiterminal cuts of
the instance I = (G, τ1, τ2, τ3,K). Our goal is to approximate T . From Observation 35 we
know that T = |Φ∗|.
We say that a homomorphism h ∈ H((J,S),H) agrees with φ ∈ Φ if, for each v ∈ V (G),
we have h(v) = wφ(v). By definition of the lists S, for each i ∈ [3], a homomorphism h from
(J,S) to H has to map τi to wi. Furthermore, as v is adjacent to all three terminals and H
is square-free we have h(v) ∈ {w1, w2, w3}.
At this point we have introduced the gadget Je and the graph J and have defined what
it means for a homomorphism from J to H to agree with a function in Φ (which in turn
corresponds to a multiterminal cut). All these definitions are heavily tailored to the graph
H. The following steps, however, are very similar to those in the proof of Lemma 36. What
complicates this proof in comparison to that of Lemma 36 is the fact that we need to use
Dirichlet’s approximation lemma to balance out the edge interactions. Here are the details.
Every homomorphism h ∈ H((J,S),H) agrees with exactly one function φ ∈ Φ. In
particular, if h agrees with φ, then the dichromatic edges of h are exactly the multiterminal
cut Cut(φ). It follows that every K-small homomorphism agrees with exactly one function
φ ∈ Φ∗ and every K-large homomorphism agrees with exactly one function φ ∈ Φ \ Φ∗. For
φ ∈ Φ let Zφ be the number of homomorphisms from (J,S) to H that agree with φ. Then
Z∗ =
∑
φ∈Φ∗
Zφ and Z1 =
∑
φ∈Φ\Φ∗
Zφ. (29)
Let φ ∈ Φ. We are interested in the number Zφ and investigate which homomorphisms h
agree with φ. For each v ∈ V (G) the image of Jv under h is fixed by the lists in S and the
fact that h(v) = φ(v). Therefore, we only need to consider possible images of the graphs Je.
We make a case distinction depending on e.
• Let e = {u, v} ∈ Cut(φ). (This means that e is dichromatic under h.) By the definition
of Je it follows that the image h(Ie) is a subset of ΓH(h(u)) ∩ ΓH(h(v)). The vertices
h(u) and h(v) are distinct and are from {w1, w2, w3}. As H is square-free it follows that
ΓH(h(u))∩ΓH (h(v)) = {w1, w2, w3}. In addition, each vertex of Ie is adjacent to one of
the terminals. Since the images of these vertices are also in {w1, w2, w3} this does not
bring any additional constraints. Summarising, since Ie has size t the edge e contributes
a factor of 3t to Zφ.
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• Let e = {u, v} ∈ Moni(φ) for some i ∈ [3]. (This means that e is a monochromatic
edge under h with h(u) = h(v) = wi.) Then, for j ∈ [3] with j 6= i, by the same
arguments as before we have h(Ije ) ⊆ {w1, w2, w3}. However the vertices in I
i
e can be
mapped to any neighbour of wi. Therefore, each edge in Moni(φ) contributes a factor
of |ΓH(wi)|
ti · 3t−ti to Zφ.
Using this knowledge, for φ ∈ Φ, we have
Zφ = 3
t|Cut(φ)| ·
∏
i∈[3]
(
|ΓH(wi)|
ti · 3t−ti
)|Moni(φ)|.
Since m = |Cut(φ)| +
∑
i∈[3]|Moni(φ)| we can simplify this expression to
Zφ = 3
tm
∏
i∈[3]
(|ΓH(wi)|/3)
ti|Moni(φ)|.
For i ∈ [3], recall the fact that |rsi − ti| ≤ δ
′/m, where si = s · log|ΓH (wi)|/3 2. For
an upper bound on Zφ we use the fact that ti ≤ rsi + δ
′/m. Also note that |ΓH(wi)| is
bounded above by |V (H)| (which we use in the second inequality of the following expression).
Furthermore,
∑
i∈[3]|Moni(φ)| ≤ m and δ
′ = log|V (H)| e
δ (which we use in the third inequality
of the following expression). Then
Zφ ≤ 3
tm
∏
i∈[3]
(|ΓH(wi)|/3)
(rsi+δ′/m)·|Moni(φ)|
≤ 3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · |V (H)|(
∑
i∈[3]|Moni(φ)|)·δ
′/m
≤ 3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · eδ.
Analogously, for a lower bound on Zφ we use the fact that ti ≥ rsi − δ
′/m. We obtain
3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · e−δ ≤ Zφ. Summarising, we have
3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · e−δ ≤ Zφ ≤ 3
tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · eδ . (30)
Putting these bounds on Zφ into the expression for Z
∗ in (29) gives∑
φ∈Φ∗
3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · e−δ ≤ Z∗ ≤
∑
φ∈Φ∗
3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · eδ .
Since
∑
i∈[3]|Moni(φ)| = m−K for each φ ∈ Φ
∗ and |Φ∗| = T we obtain
T · 3tm · 2(m−K)·rs · e−δ ≤ Z∗ ≤ T · 3tm · 2(m−K)·rs · eδ.
We set L = 3tm2(m−K)rs to obtain
T · e−δ ≤ Z∗/L ≤ T · eδ. (31)
Assume for now that N
(
(J,S)→ H
)
/L ∈ [Z∗/L,Z∗/L + 1/4]. Then the algorithm that
makes a #Ret(H) oracle call with input ((J,S), ε/42) returns a solution Q such that Z∗/L ·
e−ε/2 ≤ ⌊Q/L⌋ ≤ Z∗/L · eε/2 as was shown in [6, Proof of Theorem 3]. Using (31) and our
choice of δ = ε/2 this gives
T · e−ε ≤ ⌊Q/L⌋ ≤ T · eε.
41
Therefore the output ⌊Q/L⌋ approximates T with the desired precision. It remains to show
the following claim.
Claim: N
(
(J,S)→ H
)
/L ∈ [Z∗/L,Z∗/L+ 1/4].
Proof of the claim: Recall thatN
(
(J,S)→ H
)
= Z∗+Z1. It is immediate thatN
(
(J,S)→ H
)
/L ≥
Z∗/L. It remains to show that Z1/L ≤ 1/4.
To obtain the following expression we first use (29) and (30). The third inequality then
uses the fact that, for every φ ∈ Φ\Φ∗, we have |Cut(φ)| ≥ K+1 and hence
∑
i∈[3]|Moni(φ)| ≤
m− (K + 1). Finally, in the fourth inequality we use the fact that |Φ \ Φ∗| ≤ |V (H)|n
Z1 =
∑
φ∈Φ\Φ∗
Zφ
≤
∑
φ∈Φ\Φ∗
3tm · 2(
∑
i∈[3]|Moni(φ)|)·rs · eδ
≤
∑
φ∈Φ\Φ∗
3tm · 2(m−K−1)·rs · eδ
≤ |V (H)|n · 3tm · 2(m−K−1)·rs · eδ
Recall the definition L = 3tm · 2(m−K)·rs. It follows that
Z1/L ≤
|V (H)|n · eδ
2rs
≤ 1/4,
where the last inequality holds for sufficiently large n by our choice of s = n2 and the fact that
r ≥ 1. This proves the claim and completes the proof. (End of the proof of the claim.)
3.6 Square-Free Graphs with an Induced Reflexive Cycle of Length at least
5
Let H be a connected square-free graph with an induced reflexive cycle of length at least 5.
If all cycles in H have length at least 5, then H has girth at least 5 and the complexity of
#Ret(H) is classified by Theorem 5. In the special case whereH is reflexive this classification
is straightforward to see: Either there is just a single cycle in H, then H is a pseudotree
and #SAT-hardness follows from NP-hardness for the decision problem [11, Corollary 4.2,
Theorem 5.1] together with [6, Theorem 1] — or there are multiple cycles (all of which have
length at least 5), then there exists an induced WR3 (as H is connected) and hardness follows
from Lemma 36.
Thus, it remains to show hardness if H contains both a cycle of length at least 5 as well as
a cycle of length at most 5, i.e. (since H is square-free) it contains a triangle. The hardness
proof we give in this section will handle the case were H includes triangles but will not rely
on this fact (i.e. it will also cover the before-mentioned case where all cycles have length at
least 5 without relying on hardness results for the decision problem).
As mentioned before, it is known that approximately counting list homomorphisms to
reflexive graphs with an induced cycle of length at least 4 is #SAT-hard [16, Lemma 3.4].
That proof makes use of a certain set of two-vertex lists. In the proof of Lemma 44 we will
use single-vertex lists to simulate these two-vertex lists.
As we have already shown #SAT-hardness results for square-free graphs with an induced
WR3 or an induced net in Sections 3.4 and 3.5 we now focus on graphs that do not contain
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such subgraphs. When considering reflexive graphs it turns out that this leaves a class of
graphs which we call reflexive triangle-extended cycles. We will also make use of these reflex-
ive triangle-extended cycles when considering square-free graphs H that are not necessarily
reflexive. When we do this we will restrict to the (reflexive) subgraph induced by the looped
vertices of H.
Definition 39. A reflexive triangle-extended cycle of length q consists of a reflexive cycle
c0, . . . , cq−1 together with a set I ⊆ {0, . . . , q− 1}, and a reflexive triangle di, ci, ci+1 mod q for
each i ∈ I. An example of a reflexive triangle-extended cycle is depicted in Figure 21.
c0c1
c2
c3
c4
d1
d3
d4
Figure 21: Reflexive triangle-extended cycle with q = 5 and I = {1, 3, 4}.
Definition 40. Analogously to Definition 39, a reflexive triangle-extended path is a reflexive
path c0, . . . , cq−1 together with a set I ⊆ {0, . . . , q− 2}, and a reflexive triangle di, ci, ci+1 for
each i ∈ I.
Lemma 41. Let H be a connected reflexive square-free graph that does not contain an induced
WR3 and also does not contain an induced net. If H contains an induced cycle of length at
least 5 then H is a reflexive triangle-extended cycle of length at least 5. Otherwise it is a
reflexive triangle-extended path.
Proof. Case 1: H contains an induced cycle C = c0, . . . , cq−1 with q ≥ 5. If H is
just the cycle C, then the statement of the lemma is true (I = ∅). Otherwise, consider any
d ∈ V (H) \ V (C) with a neighbour c ∈ V (C) (has to exist since H is connected).
Since H does not contain an induced WR3 the vertex d is adjacent to a neighbour c
′ ∈
V (C) of c. Let c0 and c′′ be the other neighbours of c and c′ in C, respectively, i.e. ΓC(c) =
{c0, c′} and ΓC(c
′) = {c, c′′}. The vertices {c0, c, c′, c′′} are all distinct as C has length at least
5. As H is square-free we observe
{d, c0} /∈ E(H) and {d, c′′} /∈ E(H). (32)
The proof of the following claim directly proves that H is a reflexive triangle-extended
cycle.
Claim: ΓH(d) = {c, c
′}.
Proof of the claim: Assume there exists a neighbour d′ /∈ {c, c′} of d in H. By (32) we have
d′ /∈ {c0, c′′}. Furthermore, since H is square-free, we obtain the following.
There is no u 6= d with u ∈ ΓH(c) ∩ ΓH(d
′) or u ∈ ΓH(c
′) ∩ ΓH(d
′). (33)
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c0
c
d
d′
c′
c′′
Figure 22: The graph H ′ induced by {c0, c, c′, c′′, d, d′}. Loops are omitted. Dashed lines
show edges that cannot exist by the fact that H is square-free.
Let H ′ be the subgraph of H induced by the vertices {c0, c, c′, c′′, d, d′}, see Figure 22. Then
H ′ is a net (cf. Figure 19 where c = w1, d = w2 and c
′ = w3).
Because of (33) we have ΓH′(d
′) = {d}. (The dashed edges incident to d′ in Figure 22
cannot exist.) Because of (32) we have ΓH′(d) = {d
′, c, c′}. (The dashed edges incident to d
in Figure 22 cannot exist.) Finally, since C is an induced cycle, there are no edges between
the vertices {c0, c, c′, c′′} outside of C. Therefore, H ′ is an induced net in H, which gives a
contradiction. This proves the claim in Case 1. (End of Case 1)
Case 2: All induced cycles in H are triangles. This case is handled very similarly to
the previous one: Let P = c0, . . . , cq−1 be a maximal induced path in H. If H is just the
path P , then the statement of the lemma is true (I = ∅). Otherwise, let d ∈ V (H) \V (P ) be
a neighbour of c ∈ V (P ). We show that d is adjacent to a neighbour c′ ∈ V (P ) of c:
• If c is an inner vertex of P then, since H does not contain an induced WR3, d is also
adjacent to a neighbour of c in P .
• If c is an endpoint of P , then d has to be adjacent to a vertex c′ ∈ V (P ) with c′ 6= c as
P is maximal induced. Without loss of generality assume that c′ is the neighbour of d
which is closest to c in P . Then c′, c, d has to be a triangle (c′ has to be a neighbour of
c) as P is induced and all induced cycles in H are triangles.
Then the proof of the following claim shows that H is a reflexive triangle-extended path.
Claim: ΓH(d) = {c, c
′}.
Proof of the claim: Assume there exists a neighbour d′ /∈ {c, c′} of d in H. We observe the
following properties:
• The vertex d′ does not have a neighbour in P : Assume the opposite and let u ∈ P be a
neighbour of d′. Without loss of generality let u be closer to c′ than c in P . Furthermore,
let u be the neighbour of d′ in P which is closest to c′. Then the edge {d′, u} and the
path d′, d, c′ close an induced cycle with P . If u 6= c′ this cycle has length greater than
3, a contradiction. If u = c′ we obtain a contradiction to the fact that H is square-free
(see Figure 22).
• Both c and c′ are inner points of P : Suppose, for contradiction, that c′ is an end point
of P . Since d′ does not have a neighbour in P , replacing c′ by d, d′ in P gives an induced
path P ′. Moreover, P ′ is longer than P which is a contradiction to the maximality of
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P . This shows that c′ cannot be an end point of P . Analogously c cannot be an end
point of P .
Then let c0 and c′′ be the other neighbours of c and c′ in P (they have to exist since c
and c′ are inner points of P ). The remainder of the argument is analogous to the proof of the
claim in Case 1. (End of Case 2)
The goal of the remainder of this section is to prove Lemma 44. In order to prove Lemma 44
we work with the following parameterised version of the list homomorphism counting problem.
Let H be a graph and L be a set of subsets of V (H).
Name: #Hom(H,L).
Input: An irreflexive graph G and a collection of lists S = {Sv ∈ L | v ∈ V (G)}.
Output: N
(
(G,S)→ H
)
.
We also use the following lemma.
Lemma 42 ([16, Proof of Lemma 3.4]). Let H be a graph that contains an induced reflexive
cycle C = c0, . . . , cq−1 on q ≥ 4 vertices. Let L = {{c0, c1}, {c0, c2}, . . . , {c0, cq−1}}. Then
#Hom(H,L) ≡AP #SAT.
The key to proving Lemma 44 is the following result. It states that for certain graphs
that contain a reflexive triangle-extended cycle we can simulate each size-2 list of vertices in
the corresponding cycle C by gadgets using only single-vertex lists.
Lemma 43. Let H be a square-free graph that does not contain any mixed triangle as an
induced subgraph and let H∗ be the graph induced by the looped vertices of H. Suppose that
H∗ contains a connected component H∗∗ that is a reflexive triangle-extended cycle, where
C = c0, . . . , cq−1 is the corresponding reflexive cycle as given by Definition 39 and the length
of C is q ≥ 5. Let L and L′ be sets with
L′ ( L ⊆ {{c0, c1}, {c0, c2}, . . . , {c0, cq−1}} such that
∣∣L′∣∣ = |L| − 1.
Let L′′ = L′ ∪
{
S ⊆ V (H) | |S| ∈ {1, |V (H)|}
}
. Then
#Hom(H,L) ≤AP #Hom
(
H,L′′
)
.
Proof. For the reflexive triangle-extended cycle H∗∗ we use the notation (C, I and di for
i ∈ I) as given by Definition 39. Let L, L′ and L′′ be as given in the statement of the lemma.
We have L′ = L \ {{c0, cℓ}} for some ℓ ∈ [q − 1]. Let (G,S
G) be an input to #Hom(H,L).
Let U = {u ∈ V (G) | SGu = {c0, cℓ}}. Since {c0, cℓ} is not part of L
′′ the goal is to simulate
{c0, cℓ} using gadgetry and lists from L
′′.
From (G,SG) we define an instance (J,SJ ) of #Hom(H,L′′). To this end we will define,
for each u ∈ U , a vertex gadget Ju and a corresponding set of lists S
u = {Suv ∈ L
′′ | v ∈
V (Ju)}. There are two distinct paths in C that connect c0 and cℓ: P1 = c0, c1, . . . , cℓ and
P2 = cℓ, . . . , cq−1, c0. The graph Ju has two parts: a graph JP1 and a graph JP2 , which
depend on the paths P1 and P2. We first define JP1 and JP2 (and the corresponding sets of
lists S1 = {S1v ∈ L
′′ | v ∈ V (JP1)} and S
2 = {S2v ∈ L
′′ | v ∈ V (JP2)}) and then we describe
the way in which they are connected to form Ju. The definition of JP1 depends on ℓ, the
number of edges of P1:
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• If ℓ is even, think of a path on ℓ/2 edges. Let v∗ be one of the end points of this
path. We pin v∗ to cℓ/2 (the vertex in the “middle” of P1). This graph is depicted
in Figure 23 on the left. The graph JP1 is then a modification of this graph where
each vertex of the path is replaced by a clique of size 2 (apart from v∗ which will be
pinned to cℓ/2 anyway). This modification will ensure that only looped vertices can
be in the image of JP1 . The graph JP1 is depicted in Figure 23 (on the right) and is
formally defined as follows: V (JP1) = {vi, v
′
i | i ∈ {0, . . . , ℓ/2 − 1}} ∪ {v
∗}, where all
these vertices are distinct from the vertices of G (and distinct from the vertices used
in other gadgets). E(JP1) =
{
{vi, v
′
i} | i ∈ {0, . . . , ℓ/2 − 1}
}
∪
{
{vi−1, v
′
i−1} × {vi, v
′
i} |
i ∈ [ℓ/2− 1]
}
∪
{
{vℓ/2−1, v
∗}, {v′ℓ/2−1, v
∗}
}
. We set S1v∗ = {cℓ/2} and S
1
v = V (H) for all
v ∈ V (JP1) \ {v
∗}
• If ℓ is odd, then JP1 is defined very similarly to the previous case, see Figure 24.
Formally, V (JP1) = {vi, v
′
i | i ∈ {0, . . . , ⌊ℓ/2⌋}} ∪ {v
∗
1 , v
∗
2}, where all these vertices are
distinct from the vertices of G (and distinct from the vertices used in other gadgets).
E(JP1) =
{
{vi, v
′
i} | i ∈ {0, . . . , ⌊ℓ/2⌋}
}
∪
{
{vi−1, v
′
i−1} × {vi, v
′
i} | i ∈ [⌊ℓ/2⌋]
}
∪{
{v⌊ℓ/2⌋, v
′
⌊ℓ/2⌋} × {v
∗
1 , v
∗
2}
}
. We set S1v∗1
= {c⌈ℓ/2⌉}, S
1
v∗2
= {c⌊ℓ/2⌋} and S
1
v = V (H) for
all v ∈ V (JP1) \ {v
∗
1 , v
∗
2}.
ℓ/2 edges
v∗ → cℓ/2
ℓ/2 edges
v0
v′0
v∗ → cℓ/2
Figure 23: Construction of the graph JP1 for even ℓ. The label of the form v
∗ → cℓ/2 means
that the vertex v∗ ∈ V (JP1) is “pinned” to cℓ/2 ∈ V (H) since S
1
v∗ = {cℓ/2}.
⌈ℓ/2⌉ edges
v0
v′0
v∗1 → c⌈ℓ/2⌉
v∗2 → c⌊ℓ/2⌋
Figure 24: The graph JP1 for odd ℓ. A label of the form a → b means that the vertex
a ∈ V (JP1) is “pinned” to b ∈ V (H) since S
1
a = {b}.
This completes the definition of JP1 . JP2 is defined analogously. However, the length of
P2 is q − ℓ instead of ℓ. Furthermore, if q − ℓ is even, note that the vertex in the “middle” of
P2 = cℓ, . . . , cq−1, c0 is c(q+ℓ)/2 rather than cℓ/2. (Accordingly, if q− ℓ is odd, we use c⌈(q+ℓ)/2⌉
and c⌊(q+ℓ)/2⌋ to “pin” to.) Formally, JP2 is defined as follows:
• If q − ℓ is even, we have V (JP2) = {wi, w
′
i | i ∈ {0, . . . , (q − ℓ)/2 − 1}} ∪ {w
∗} and
E(JP2) =
{
{wi, w
′
i} | i ∈ {0, . . . , (q − ℓ)/2 − 1}
}
∪
{
{wi−1, w
′
i−1} × {wi, w
′
i} | i ∈
[(q − ℓ)/2 − 1]
}
∪
{
{w(q−ℓ)/2−1, w
∗}, {w′(q−ℓ)/2−1, w
∗}
}
. We set S2w∗ = {c(q+ℓ)/2} and
S2w = V (H) for all w ∈ V (JP2) \ {w
∗}
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• If q − ℓ is odd, we have V (JP2) = {wi, w
′
i | i ∈ {0, . . . , ⌊(q − ℓ)/2⌋}} ∪ {w
∗
1, w
∗
2}
and E(JP2) =
{
{wi, w
′
i} | i ∈ {0, . . . , ⌊(q − ℓ)/2⌋}
}
∪
{
{wi−1, w
′
i−1} × {wi, w
′
i} | i ∈
[⌊(q − ℓ)/2⌋]
}
∪
{
{w⌊(q−ℓ)/2⌋, w
′
⌊(q−ℓ)/2⌋} × {w
∗
1, w
∗
2}
}
. We set S2w∗1
= {c⌈(q+ℓ)/2⌉}, S
2
w∗2
=
{c⌊(q+ℓ)/2⌋} and S
2
w = V (H) for all w ∈ V (JP2) \ {w
∗
1, w
∗
2}.
We can now define the graph Ju (for u ∈ U): Ju is the graph obtained from JP1 and JP2
by identifying v0 with w0 and v
′
0 with w
′
0. As an example, if P1 has even length and P2 has
odd length, the graph Ju is depicted in Figure 25. Let A(u) denote the set that contains the
two vertices v0 = w0 and v
′
0 = w
′
0. The lists S
u of the vertices in Ju are the union of S
1 and
S2. (Note that this is well-defined as S1v0 = S
1
v′0
= S2w0 = S
2
w′0
= V (H).) This completes the
definition of Ju and S
u.
We can finally define the instance (J,SJ): J is the graph with vertices V (Ju) = V (G) \
U ∪
⋃
u∈U V (Ju) and edges
E(J) =
{
{v, v′} | {v, v′} ∈ E(G) and v, v′ ∈ V (G) \ U
}
∪
{
{v} × A(v′) | {v, v′} ∈ E(G) and v ∈ V (G) \ U, v′ ∈ U
}
∪
{
A(v)×A(v′) | {v, v′} ∈ E(G) and v, v′ ∈ U
}
∪
⋃
u∈U
E(Ju).
Finally, SJ = {SJv ⊆ V (H) | v ∈ V (J)} with
SJv =
{
SGv , if v ∈ V (G) \ U
Suv if otherwise v ∈ V (Ju) for some u ∈ U.
Note that for each v ∈ V (J) we have SJv ∈ L
′′ and therefore (J,SJ ) is a valid input to
#Hom(H,L′′).
To show how homomorphisms from (J,SJ ) to H relate to homomorphisms from (G,SG)
to H we determine some properties of the gadget Ju. Consider the case where ℓ, the number
of edges of P1, is even, and q − ℓ, the number of edges of P2, is odd. (The other cases of ℓ
and q − ℓ even or odd will be analogous.) Then Ju is the gadget depicted in Figure 25. Let
the vertices of Ju be labelled accordingly. Now let h be a homomorphism from (J,S
J ) to H.
Claim 1: For all i ∈ {0, . . . , ℓ/2 − 1}, the image h({vi, v
′
i}) contains at least one
looped vertex. For all j ∈ {0, . . . , ⌊(q − ℓ)/2⌋}, the image h({wj, w
′
j}) contains at
least one looped vertex.
Proof of Claim 1: First consider h({vℓ/2−1, v
′
ℓ/2−1}). Assume that both h(vℓ/2−1) and h(v
′
ℓ/2−1)
are unlooped vertices of H. Since {vℓ/2−1, v
′
ℓ/2−1} is an edge in J , h(vℓ/2−1) and h(v
′
ℓ/2−1)
have to be connected by an edge in H and therefore have to be different unlooped vertices.
However, the vertices vℓ/2−1 and v
′
ℓ/2−1 are also neighbours of v
∗ which is pinned to the
looped vertex cℓ/2. It follows that h(vℓ/2−1), h(v
′
ℓ/2−1), cℓ/2 form a mixed triangle in H, a
contradiction. This argument can be repeated iteratively for each i = ℓ/2 − 2, . . . , 0 (us-
ing the fact that h({vi+1, v
′
i+1}) contains a looped vertex). The argument for h({wj , w
′
j})
(j ∈ {0, . . . , ⌊(q − ℓ)/2⌋}) is analogous.
Claim 2: There exists a vertex v ∈ A(u) with h(v) ∈ {c0, cℓ}.
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JP1 JP2
v0 = w0
v′0 = w
′
0
(replaces u in G)
A(u)
v1
v′1
v2
v′2
vℓ/2−1
v′ℓ/2−1
v∗ → cℓ/2
w1
w′1
w2
w′2
w⌊ q−ℓ2 ⌋
w′
⌊ q−ℓ2 ⌋
w∗1 → c⌈ q+ℓ2 ⌉
w∗2 → c⌊ q+ℓ2 ⌋
Figure 25: The graph Ju if ℓ (the number of edges of P1) is even and q − ℓ (the number of
edges of P2) is odd.
Proof of Claim 2: Let A(u) = {v, v′} where h(v) is looped (this can be assumed without loss
of generality by Claim 1). We will show that h(v) ∈ {c0, cℓ}: By Claim 1 and the construction
of JP1 there exists a walk on ℓ/2 edges in H which uses looped vertices only and goes from
cℓ/2 to h(v), which by assumption is looped itself. As this walk is looped it is in H
∗, and as
it contains cℓ/2 it is in H
∗∗. Hence,
h(v) ∈ Γ
ℓ/2
H∗∗(cℓ/2). (34)
Similarly, by the construction of JP2 we obtain
h(v) ∈ Γ
⌈(q−ℓ)/2⌉
H∗∗ (c⌊(q+ℓ)/2⌋) ∩ Γ
⌈(q−ℓ)/2⌉
H∗∗ (c⌈(q+ℓ)/2⌉). (35)
Since H∗∗ is a reflexive triangle-extended cycle we have
Γ
ℓ/2
H∗∗(cℓ/2) = {c0, . . . , cℓ} ∪ {di | i ∈ I ∩ {0, . . . , ℓ− 1}}
and
Γ
⌈(q−ℓ)/2⌉
H∗∗ (c⌊(q+ℓ)/2⌋) ∩ Γ
⌈(q−ℓ)/2⌉
H∗∗ (c⌈(q+ℓ)/2⌉) = {cℓ, . . . , cq−1, c0} ∪ {di | i ∈ I ∩ {ℓ, . . . , q − 1}}.
Therefore, from Equations (34) and (35) it follows that h(v) ∈ {c0, cℓ}.
Claim 3: Let v ∈ A(u) and h(v) ∈ {c0, cℓ}. Then the image of the remaining
vertices of Ju under h is determined completely. In particular, h(A(u)) = {h(v)}.
Proof of Claim 3: Consider the case where h(v) = c0 (the case h(v) = cℓ can be treated
analogously). Since H∗∗ is a reflexive triangle-extended cycle and a connected component
of H∗, the walk cℓ/2, cℓ/2−1, . . . , c0 is the only ℓ/2-edge walk on looped vertices in H that
leads from cℓ/2 to c0 (since there are no reflexive shortcuts in C). Thus, by Claim 1 and the
construction of JP1 , we have ∀i ∈ {0, . . . , ℓ/2 − 1}, ci ∈ h({vi, v
′
i}). We assume without loss
of generality (by renaming) that for each i ∈ {0, . . . , ℓ/2− 1} we have h(vi) = ci.
Now consider the image h(v′i) for some i ∈ [ℓ/2− 1]. The vertex v
′
i is a neighbour of vi−1,
vi and vi+1 (or alternatively v
∗ if i = ℓ/2 − 1) in J . Therefore, by the fact that for each
i ∈ {0, . . . , ℓ/2−1} we have h(vi) = ci and by the pinning that ensures h(v
∗) = cℓ/2, we know
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that h(v′i) has to be a neighbour of ci−1, ci and ci+1 in H. Since there is no edge between
ci−1 and ci+1 we have h(v
′
i) /∈ {ci−1, ci+1}. Then h(v
′
i) = ci as otherwise ci−1, ci, ci+1, h(v
′
i)
would form a square in H which is a contradiction to the fact that H is square-free. So we
have established that for each i ∈ [ℓ/2 − 1] it holds that h(vi) = h(v
′
i) = ci.
Similarly one establishes that for each i ∈ [⌊(q − ℓ)/2⌋] it holds that h({wi, w
′
i}) =
cq−i: Note that by the construction of JP2 the homomorphism h has to map w⌊(q−ℓ)/2⌋ and
w′⌊(q−ℓ)/2⌋ to common neighbours of c⌊(q+ℓ)/2⌋ and c⌈(q+ℓ)/2⌉. Since H
∗∗ is a reflexive triangle-
extended cycle and a connected component of H∗, the walk c⌈(q+ℓ)/2⌉ . . . , cq−1, c0 is the only
⌊(q − ℓ)/2⌋-edge walk on looped vertices inH that leads from a common neighbour of c⌊(q+ℓ)/2⌋
and c⌈(q+ℓ)/2⌉ to c0. Therefore, we have c0 ∈ h({w0, w
′
0}) and ∀i ∈ [⌊(q − ℓ)/2⌋], cq−i ∈
h({wi, w
′
i}). Then by the same arguments as before we establish that for each i ∈ [⌊(q − ℓ)/2⌋]
it holds that h(wi) = h(w
′
i) = cq−i.
Finally, v′0 is a neighbour of w1, v0(= w0) and v1. Hence, h(v
′
0) is a neighbour of h(w1) =
cq−1, h(v0) = c0 and h(v1) = c1. Since there is no edge between cq−1 and c1 we have
h(v′i) /∈ {cq−1, c1}. Then h(v
′
0) = c0 as otherwise cq−1, c0, c1, h(v
′
0) would form a square in H
which is a contradiction to the fact that H is square-free. We obtain h(v′0) = h(v0) = c0.
This proves Claim 3.
From the construction of J together with Claim 2 and Claim 3 we directly obtain that
N
(
(G,SG)→ H
)
= N
(
(J,SJ)→ H
)
, which gives the sought-for reduction in the case where
ℓ is even and q − ℓ is odd. All other cases of ℓ even or odd and q − ℓ even or odd can be
treated analogously.
Lemma 44. Let H be a square-free graph. If H contains a reflexive cycle of length at least
5 as an induced subgraph then #SAT ≤AP #Ret(H).
Proof. Suppose that H contains a mixed triangle as an induced subgraph, then the statement
of this lemma follows from Lemmas 14 and 15. We can now assume that H does not contain
any mixed triangle as an induced subgraph.
Let C = c0, . . . , cq−1 be the reflexive cycle of length q ≥ 5 in H. Let H
∗ be the graph
induced by the looped vertices in H. If H (and hence H∗) contains an induced WR3 or an
induced net then #SAT ≤AP #Ret(H) by Lemmas 36 and 38, respectively. Otherwise, the
connected component of H∗ that contains the cycle C has to be a reflexive triangle-extended
cycle by Lemma 41 and therefore H fulfills the requirements of Lemma 43.
Let L = {{c0, c1}, {c0, c2}, . . . , {c0, cq−1}}. Then #Hom(H,L) ≡AP #SAT by Lemma 42.
We can use Lemma 43 iteratively to obtain #Hom(H,L) ≤AP #Hom
(
H,
{
S ⊆ V (H) | |S| ∈ {1, |V (H)|}
})
.
Note that by the problem definitions we have #Hom
(
H,
{
S ⊆ V (H) | |S| ∈ {1, |V (H)|}
})
=
#Ret(H). Summarising,
#SAT ≡AP #Hom(H,L) ≤AP #Hom
(
H,
{
S ⊆ V (H) | |S| ∈ {1, |V (H)|}
})
= #Ret(H).
4 Putting the Pieces together
This section contains the proof of Theorem 1, the main result of this work (we restate it here
for convenience). We will use the following theorem, which is a consequence of the proof
of Theorem 5 (the classification for approximately counting retractions to graphs of girth at
least 5) since that proof does not use the fact that H is triangle-free for irreflexive H.
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Theorem 45 ([14, Theorem 18]). Let H be an irreflexive square-free graph.
i) If every connected component of H is a star, then #Ret(H) is in FP.
ii) Otherwise, if every connected component of H is a caterpillar, then #Ret(H) is approximation-
equivalent to #BIS.
iii) Otherwise, #Ret(H) is approximation-equivalent to #SAT.
Theorem 1. Let H be a square-free graph.
i) If every connected component of H is a reflexive clique on at most 3 vertices or an
irreflexive star, then approximately counting retractions to H is in FP.
ii) Otherwise, if every connected component of H is in the class HBIS or is an irreflexive
caterpillar, then counting retractions to H is approximation-equivalent to #BIS.
iii) Otherwise, counting retractions to H is approximation-equivalent to #SAT.
Proof. If H is irreflexive the statement of the theorem follows from Theorem 45. In the
remainder of this proof we assume that H has at least one looped vertex.
Item i) follows from the reduction #Ret(H) ≤AP #LHom(H) (Observation 6) together
with the fact that #LHom(H) ∈ FP if H is a looped clique (or an irreflexive star) by
Theorem 7. The #BIS-easiness part for graphs in HBIS (defined in Definition 10) in item ii)
follows from Lemma 11. The #BIS-hardness part in item ii) follows from #Hom(H) ≤AP
#Ret(H) (Observation 6) together with the fact that #BIS ≤AP #Hom(H) for all connected
graphs H other than reflexive cliques and irreflexive stars [15, Theorem 1]. It remains to
show #SAT-hardness for all remaining graphs with at least one looped vertex. To this end
we collect different #SAT-hardness results proved throughout this work.
As pointed out in [14, Remark 15], for a graph H with connected components H1, . . . ,Hk,
on the hardness side it holds that ∀j ∈ [k],#Ret(Hj) ≤AP #Ret(H), and on the easiness
side we know that given an oracle for each #Ret(Hj) we can construct a polynomial-time
algorithm for #Ret(H). Hence in this proof it suffices to consider connected H.
If H contains a mixed triangle as induced subgraph, then #SAT ≤AP #Ret(H) by
Lemmas 14 and 15. If H does not contain a mixed triangle as an induced subgraph but
contains a WR3, a net or a reflexive cycle of length at least 5 as an induced subgraph,
then #SAT ≤AP #Ret(H) by Lemmas 36, 38 and 44, respectively. It remains to show
#SAT ≤AP #Ret(H) if H is a graph with the following properties:
• H is square-free.
• H has at least one looped vertex.
• H /∈ HBIS.
• H does not contain any of the following as an induced subgraph: a mixed triangle, a
WR3, a net, a reflexive cycle of length at least 5.
Let H∗ be a connected component in the graph induced by the looped vertices in H. (It
will turn out that H∗ is actually the only connected component in this graph.) Then by the
properties of H and Lemma 41 we know that H∗ is a reflexive triangle-extended path. We
recall the definition of a reflexive triangle-extended path from Definition 40: H∗ is a reflexive
path c0, . . . , cq−1 together with a set I ⊆ {0, . . . , q− 2}, and a reflexive triangle di, ci, ci+1 for
each i ∈ I. (An example is the graph on the left in Figure 26.)
Note that H∗ ∈ HBIS (where the set of bristles is empty and {{ci, ci+1} | i ∈ I} is the set
of shortcuts). Since H /∈ HBIS and H is connected, there exists a vertex u outside of H
∗ with
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a neighbour v in H∗. The vertex u has to be unlooped as otherwise it would be part of the
reflexive connected component H∗. We consider four disjoint cases.
• If there exists a vertex u /∈ V (H∗) (u is unlooped) which is adjacent to a vertex v ∈
V (H∗) and degH(u) ≥ 2, then consider two different cases:
– If u is adjacent to a vertex w ∈ ΓH(v) with w 6= v, then w 6= u since u is unlooped
and u, v, w is a mixed triangle, a contradiction.
– If v is the only neighbour of u in ΓH(v), then the requirements of Lemma 29 are
met (with b = v and g = u) and hence #SAT ≤AP #Ret(H).
• If there exists a vertex u /∈ V (H∗) which is adjacent to a vertex v ∈ V (H∗), degH(u) = 1
and v ∈ {di | i ∈ I}, then H[ΓH(v)] is a graph of the form X(k1, 0, 1) where k1 ≥ 1
(cf. Figure 9) and therefore
#SAT ≤AP #Hom(X(k1, 0, 1)) ≤AP #Ret(X(k1, 0, 1)) = #Ret(H[ΓH(v)]) ≤AP #Ret(H),
by Lemma 26, Observation 6 and Observation 13 (in the order of the reductions used).
• Suppose there exists a vertex u /∈ V (H∗) with degH(u) = 1 that is adjacent to a vertex
v ∈ {c0, cq−1}. Without loss of generality (by renaming the vertices of H
∗) let v = c0.
If 0 ∈ I then c0 is part of a reflexive triangle d0, c0, c1 in H
∗ and H[ΓH(v)] is a graph of
the form X(k1, 0, 1) where k1 ≥ 1. Then we have #SAT ≤AP #Ret(H) by the same
arguments used in the previous case. If otherwise 0 /∈ I then c1 is the only neighbour
of c0 in H
∗ and H[ΓH(v)] is a graph of the form X(k1, 1, 0) where k1 ≥ 1. Then we use
Theorem 5 to infer that #SAT ≤AP #Ret(X(k1, 1, 0)) (since X(k1, 1, 0) has girth at
least 5 and therefore is subject to Theorem 5). It follows that #SAT ≤AP #Ret(H)
by the same arguments as in the previous case.
• If for every pair u, v of adjacent vertices with u /∈ V (H∗) and v ∈ V (H∗) we have
degH(u) = 1 (u is a so-called bristle) and v ∈ {c1, . . . , cq−2}, then H is the triangle-
extended path H∗ together with a number of bristles (all of which are attached to a
vertex in {c1, . . . , cq−2}). Then we re-label the vertices of H
∗ in the following way (see
Figure 26): Let p0, . . . pQ be the looped vertices of H (i.e. the vertices of H
∗), where
Q = q − 1 + |I| and, for i ∈ [Q], pi is recursively defined by p0 = c0 and, for i > 0,
pi =
{
dj , if pi−1 = cj for j ∈ I
cj+1, if otherwise pi−1 = cj for j /∈ I or pi−1 = dj .
Note that pQ = cq.
c0 d0 c1 d1 c2 c3 c4 p0 p1 p2 p3 p4 p5 p6
Figure 26: On the left: Triangle-extended path with q = 5 and I = {0, 1}. On the right: The
corresponding re-labelling {p0, . . . , pQ} with Q = 6.
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The unlooped vertices of H have degree 1 and a neighbour in H∗, i.e. a neighbour in
{p0, . . . , pQ}. For each i ∈ {0, . . . , Q} let f(i) be the number of unlooped neighbours
(bristles) of pi. We now use the fact that the only looped vertices that potentially have
an unlooped neighbour are the vertices in {c1, . . . , cq−2}. This has two consequences.
First, since p0 = c0 and pQ = cQ, it follows that
i) f(0) = f(Q) = 0.
Second, from the way we defined the labels p0, . . . , pQ and by the fact that the vertices
in {di | i ∈ I} do not have any unlooped neighbours we obtain
ii) If f(i) ≥ 1 then {pi−1, pi+1} /∈ E(H)
Recall the definition of HBIS from Definition 10. Since item i) and ii) hold, and by the
fact that H /∈ HBIS, there exists i ∈ [Q−1] such that at least one of the following holds:
iii) |{{pi−2, pi}, {pi, pi+2}} ∩E(H)| = 0 and f(i) ≥ 2.
iv) |{{pi−2, pi}, {pi, pi+2}} ∩E(H)| = 1 and f(i) ≥ 3.
v) |{{pi−2, pi}, {pi, pi+2}} ∩E(H)| = 2 and f(i) ≥ 5.
In all three cases we will show that the neighbourhood of pi induces a #SAT-hard
subgraph, i.e. that #SAT ≤AP #Ret(H[ΓH(pi)]). Then, by Observation 13, we obtain
#SAT ≤AP #Ret(H) which completes the proof of this case and with it the proof of
the theorem.
– If item iii) holds, then H[ΓH(pi)] is of the form X(k1, 2, 0) where k1 ≥ 2. The
graph X(k1, 2, 0) has girth at least 5 and therefore is subject to Theorem 5. Since
X(k1, 2, 0) with k1 ≥ 2 is a mixed graph but not a partially bristled reflexive path
we obtain #SAT ≤AP #Ret(H[ΓH(pi)]) by Theorem 5.
– If item iv) holds, then H[ΓH(pi)] is of the form X(k1, 1, 1) where k1 ≥ 3. Then
#SAT ≤AP #Ret(H[ΓH(pi)]) by Lemma 27.
– If item v) holds, then H[ΓH(pi)] is of the form X(k1, 0, 2) where k1 ≥ 5. Then
#SAT ≤AP #Ret(H[ΓH(pi)]) by Lemma 28.
In the following theorem we state the trichotomy for approximately counting retractions
to reflexive square-free graphs. Of course, this result is a corollary of the more general
Theorem 1. However, the statement can be simplified in the reflexive case as follows.
Theorem 4. Let H be a reflexive square-free graph.
i) If every connected component of H is a reflexive clique with at most 3 vertices, then
approximately counting retractions to H is in FP.
ii) Otherwise, if every connected component of H is a reflexive triangle-extended path, then
approximately counting retractions to H is approximation-equivalent to #BIS.
iii) Otherwise, approximately counting retractions toH is approximation-equivalent to #SAT.
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Proof. Item i) FP-easiness: Without loss of generality (cf. proof of Theorem 1) we can as-
sume that H is connected. Observation 6 gives the reductions #Hom(H) ≤AP #Ret(H) and
#Ret(H) ≤AP #LHom(H). From #Ret(H) ≤AP #LHom(H) and the complexity classifi-
cation of approximately counting list-homomorphisms (Theorem 7) it follows that #Ret(H)
is in FP if H is a reflexive clique. Since H is square-free, this means that #Ret(H) is in FP
if H is a looped vertex, a looped edge or a looped triangle. This gives item i) of the theorem
statement.
Item ii) #BIS-easiness: By Theorem 7 together with #Ret(H) ≤AP #LHom(H) it
holds furthermore that #Ret(H) ≤AP #BIS if H is a reflexive proper interval graph. Then,
by the induced-subgraph characterisation of proper interval graphs (see [16, Section 3.2]) and
by the fact that H is square-free, it follows that H contains none of the following as an induced
subgraph:
• WR3.
• The net.
• A reflexive cycle of length at least 5.
From Lemma 41 we obtain that, consequently, H is a reflexive triangle-extended path. Hence
#Ret(H) ≤AP #BIS if H is a reflexive triangle-extended path.
Item ii) #BIS-hardness: The corresponding #BIS-hardness follows from #Hom(H) ≤AP
#Ret(H) and the fact that #BIS ≤AP #Hom(H) if H is a connected reflexive graph other
than a looped clique [15, Theorem 1]. This proves item ii) of the theorem statement.
Item iii ) #SAT-hardness: Now the only unresolved cases are those where H is not
a reflexive proper interval graph, i.e. the cases where H contains a WR3, a net or a cycle of
length at least 5 as an induced subgraph. Then #SAT-hardness follows from Lemmas 36, 38
and 44, which proves item iii).
References
[1] M. B´ıro´, M. Hujter, and Zs. Tuza. Precoloring extension. I. Interval graphs. Discrete
Math., 100(1-3):267–279, 1992. Special volume to mark the centennial of Julius Petersen’s
“Die Theorie der regula¨ren Graphs”, Part I.
[2] Manuel Bodirsky, Jan Ka´ra, and Barnaby Martin. The complexity of surjective homo-
morphism problems—a survey. Discrete Appl. Math., 160(12):1680–1690, 2012.
[3] Hans L. Bodlaender, Klaus Jansen, and Gerhard J. Woeginger. Scheduling with incom-
patible jobs. Discrete Appl. Math., 55(3):219–232, 1994.
[4] Karol Borsuk. Sur les re´tractes. Fundamenta Mathematicae, 17(1):152–170, 1931.
[5] Andrei A. Bulatov. A Dichotomy Theorem for Nonuniform CSPs. In 58th Annual IEEE
Symposium on Foundations of Computer Science—FOCS 2017, pages 319–330. IEEE
Computer Soc., Los Alamitos, CA, 2017.
[6] Martin Dyer, Leslie Ann Goldberg, Catherine Greenhill, and Mark Jerrum. The Relative
Complexity of Approximate Counting Problems. Algorithmica, 38(3):471–500, 2004.
Approximation algorithms.
53
[7] Martin Dyer, Leslie Ann Goldberg, and Mark Jerrum. Counting and sampling H-
colourings. Inform. and Comput., 189(1):1–16, 2004.
[8] Tomas Feder and Pavol Hell. List homomorphisms to reflexive graphs. J. Combin. Theory
Ser. B, 72(2):236–250, 1998.
[9] Tomas Feder, Pavol Hell, and Jing Huang. List Homomorphisms and Circular Arc
Graphs. Combinatorica, 19(4):487–505, 1999.
[10] Tomas Feder, Pavol Hell, and Jing Huang. Extension problems with degree bounds.
Discrete Appl. Math., 157(7):1592–1599, 2009.
[11] Toma´s Feder, Pavol Hell, Peter Jonsson, Andrei Krokhin, and Gustav Nordh. Retractions
to Pseudoforests. SIAM J. Discrete Math., 24(1):101–112, 2010.
[12] Toma´s Feder and Moshe Y. Vardi. The computational structure of monotone monadic
SNP and constraint satisfaction: a study through Datalog and group theory. SIAM J.
Comput., 28(1):57–104, 1999.
[13] Jacob Focke, Leslie Ann Goldberg, and Stanislav Zˇivny´. The Complexity of Counting
Surjective Homomorphisms and Compactions. SIAM J. Discrete Math., 33(2):1006–1043,
2019. A preliminary version of this work appeared in the Proceedings of the Twenty-
Ninth Annual ACM-SIAM Symposium on Discrete Algorithms, pp. 1772-1781.
[14] Jacob Focke, Leslie Ann Goldberg, and Stanislav Zˇivny´. The Complexity of Approxi-
mately Counting Retractions. CoRR, abs/1807.00590, 2018. A preliminary version of
this work appeared in the Proceedings of the Thirtieth Annual ACM-SIAM Symposium
on Discrete Algorithms, pp. 2205-2215.
[15] Andreas Galanis, Leslie Ann Goldberg, and Mark Jerrum. Approximately counting H-
colorings is #BIS-hard. SIAM J. Comput., 45(3):680–711, 2016.
[16] Andreas Galanis, Leslie Ann Goldberg, and Mark Jerrum. A Complexity Trichotomy for
Approximately Counting List H-Colorings. ACM Trans. Comput. Theory, 9(2):Art. 9,
22, 2017.
[17] Andreas Go¨bel, Leslie Ann Goldberg, and David Richerby. Counting Homomorphisms
to Square-Free Graphs, Modulo 2. ACM Trans. Comput. Theory, 8(3):Art. 12, 29, 2016.
[18] Leslie Ann Goldberg and Mark Jerrum. The Complexity of Ferromagnetic Ising with
Local Fields. Combin. Probab. Comput., 16(1):43–61, 2007.
[19] Leslie Ann Goldberg and Mark Jerrum. The Complexity of Approximately Counting
Tree Homomorphisms. ACM Trans. Comput. Theory, 6(2):Art. 8, 31, 2014.
[20] Leslie Ann Goldberg, Mark Jerrum, and Mike Paterson. The Computational Complexity
of Two-State Spin Systems. Random Structures Algorithms, 23(2):133–154, 2003.
[21] Leslie Ann Goldberg, Steven Kelk, and Mike Paterson. The Complexity of Choosing an
H-Coloring (Nearly) Uniformly at Random. SIAM J. Comput., 33(2):416–432, 2004.
[22] Pavol Hell. Retractions des graphes. ProQuest LLC, Ann Arbor, MI, 1973. Thesis
(Ph.D.)–Universite de Montreal (Canada).
54
[23] Pavol Hell. Absolute retracts in graphs. pages 291–301. Lecture Notes in Math., Vol.
406, 1974.
[24] Pavol Hell and Jaroslav Nesˇetrˇil. Graphs and Homomorphisms, volume 28 of Oxford
Lecture Series in Mathematics and its Applications. Oxford University Press, Oxford,
2004.
[25] Pavol Hell and Jaroslav Nesˇetrˇil. Colouring, constraint satisfaction, and complexity.
Computer Science Review, 2(3):143–163, 2008.
[26] Pavol Hell and Ivan Rival. Absolute retracts and varieties of reflexive graphs. Canad. J.
Math., 39(3):544–567, 1987.
[27] Agnes M. Herzberg and M. Ram Murty. Sudoku Squares and Chromatic Polynomials.
Notices Amer. Math. Soc., 54(6):708–717, 2007.
[28] John G. Hocking and Gail S. Young. Topology. Addison-Wesley Publishing Co., Inc.,
Reading, Mass.-London, 1961.
[29] M. Hujter and Zs. Tuza. Precoloring extension. II. Graphs classes related to bipartite
graphs. Acta Math. Univ. Comenian. (N.S.), 62(1):1–11, 1993.
[30] M. Hujter and Zs. Tuza. Precoloring extension. III. Classes of perfect graphs. Combin.
Probab. Comput., 5(1):35–56, 1996.
[31] Klaus Jansen and Petra Scheffler. Generalized coloring for tree-like graphs. Discrete
Appl. Math., 75(2):135–155, 1997.
[32] Amirhossein Kazeminia and Andrei A. Bulatov. Counting Homomorphisms Modulo a
Prime Number. CoRR, abs/1905.10682, 2019.
[33] Steven Kelk. On the relative complexity of approximately counting H-colourings. PhD
thesis, Warwick University, 2003.
[34] Jan Kratochv´ıl and Andra´s Sebo˝. Coloring precolored perfect graphs. J. Graph Theory,
25(3):207–215, 1997.
[35] Benoˆıt Larose. Algebra and the Complexity of Digraph CSPs: a Survey. In The constraint
satisfaction problem: complexity and approximability, volume 7 of Dagstuhl Follow-Ups,
pages 267–285. Schloss Dagstuhl. Leibniz-Zent. Inform., Wadern, 2017.
[36] Da´niel Marx. Parameterized coloring problems on chordal graphs. Theoret. Comput.
Sci., 351(3):407–424, 2006.
[37] Erwin Pesch. Retracts of graphs, volume 110 of Mathematical Systems in Economics.
Athena¨um Verlag GmbH, Frankfurt am Main, 1988.
[38] Wolfgang M. Schmidt. Diophantine approximations and Diophantine equations, volume
1467 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1991.
[39] Zsolt Tuza. Graph colorings with local constraints—a survey. Discuss. Math. Graph
Theory, 17(2):161–228, 1997.
55
[40] Narayan Vikas. Compaction, Retraction, and Constraint Satisfaction. SIAM J. Comput.,
33(4):761–782, 2004.
[41] Narayan Vikas. A complete and equal computational complexity classification of com-
paction and retraction to all graphs with at most four vertices and some general results.
J. Comput. System Sci., 71(4):406–439, 2005.
[42] Narayan Vikas. Computational Complexity Relationship between Compaction, Vertex-
Compaction, and Retraction. In Combinatorial algorithms, volume 10765 of Lecture
Notes in Comput. Sci., pages 154–166. Springer, Cham, 2018.
[43] Dmitriy Zhuk. A Proof of CSP Dichotomy Conjecture. In 58th Annual IEEE Symposium
on Foundations of Computer Science—FOCS 2017, pages 331–342. IEEE Computer Soc.,
Los Alamitos, CA, 2017.
56
