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Introduction
In the center of this work lies the Collective Migration Model (CM-Model) that is
introduced in order to contribute to the understanding of collective migration and gives
rise to an abundance of mathematical problems. The CM-Model is an interacting particle
system in the sense of Liggett [1985]. We speak of collective migration if single entities
organize themselves into clusters and align their orientations and moving directions. This
definition is a specialization of what is understood of collective migration in biology. It is
motivated by biological examples such as the cooperative motion1 of organisms like flocks
of birds, schools of fish and swarms of insects or the cooperative motion of unicellular
microorganisms. As a manifestation of collective migration one may think of swarming,
the movement within swarms (aligned clusters) as well as the migration of swarms.
We are interested in the origin of swarm formation and collective migration on the basis
of local interactions as opposed to mechanisms that rely on external or non-local influences
such as electrical fluxes or chemical concentration gradients. Note that if single entities
organize into clusters and align their orientations according to some chemical concentration
gradient, one has an example of chemotaxis.
We choose to focus on populations of myxobacteria as a biological reference system. The
complex life cycle of these bacteria, characterized by phases of cooperative behavior as well
as by phases of independent crawling, exhibits the formation of different cell patterns and
in particular a phase of collective migration2. InDictyostelium discoideum, a species of soil-
living amoeba, diffusive signaling builds a concentration gradient and guides the movement
of cells. In contrast, no diffusive signaling has been identified in myxobacteria so far.
Moreover, various models for myxobacterial swarming indicate that local cell interaction
via membrane-bound so-called C-signals can account for the formation of clusters and
swarms.
We focus our interest into the following question:
(Q) How can swarming be achieved starting from a disordered initial condition and how
can it be maintained?
From a more abstract and simplified point of view, the collective migration of myxobac-
teria is characterized by the migration of oriented individuals, driven by their intrinsic
velocity, that interact locally. This imposes some modeling requirements that can be
met with an IPS model and leads to the dominating matter of this thesis: the theory of
1The term cooperative motion refers to the joint motion of a group of cooperating entities and can – next
to biology – also be found in physics and engineering. It embraces collective migration in the sense
that aligned moving clusters can perform cooperative motion. The cooperation of entities could – for
example – be represented by an alignment mechanism of their orientations.
2Collective migration of myxobacteria can be observed during the so-called streaming phase of their life
cycle. We refer to the introduction of the article by Starruß et al. [2007], which provides a survey
about what is known regarding the life cycle of myxobacteria and their collective migration.
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interacting particle systems and the mathematical treatment of a specific example, the
CM-Model.
Before turning to some introductory comments on interacting particle systems, we
mention that there are many existing models and publications that deal with the
mathematical or physical description and analysis of collective migration in general or
with the collective migration of myxobacteria in particular. For more detailed information
on the collective migration of myxobacteria, we refer to Shi and Zusman [1993], Sun
et al. [1999] and Starruß et al. [2007]. For the more general point of view we refer to
Vicsek et al. [1994], the Lattice Gas Cellular Automaton (LGCA) of Bussemaker et al.
[1997] or the two-dimensional spatially continuous model of self-propelled rods introduced
by Peruani et al. [2006]. A more detailed discussion of the latter three publications and
their relation to the CM-Model is given below and in Section 6.3
The field of interacting particle systems (IPS’s), a branch of Markov process theory,
began in the late 1960’s, substantially influenced by Spitzer, see for example Spitzer
[1969], Spitzer [1971] or Spitzer [1970], and Dobrushin, see for example Dobrushin
[1971a] orDobrushin [1971b]. The original objective was to describe and analyze stochas-
tic models for the temporal evolution of systems whose equilibrium measures are the clas-
sical equilibrium states of statistical mechanics, the Gibbs states or Gibbs measures.
A basic introduction on Gibbs measures and some suitable adjustments to the present
mathematical framework is given in Chapter 4.
Soon it became evident that problems with a different origin3 can be naturally for-
mulated with the mathematical structure provided by interacting particle systems. This
structure is characterized by a large number, in general a countably infinite number, of
spatially arranged random variables that interact. These random variables have a common
state space that we refer to as spin space. There is a significant freedom in the choice of
this spin space. Roughly speaking, any compact metric space would work for the construc-
tion of an IPS. There is also a significant freedom in the choice of the mechanism that
controls the interaction of the random variables. Roughly speaking, the mechanism has to
be local, whereas the locality relates to the spatial arrangement of the random variables.
The present CM-Model is a further example that shows how the mathematical structure
of IPS’s naturally finds its applications. For further auxiliary notes and explanations on
the characteristics of IPS we refer to the introduction of the book by Liggett [1985].
This book – our main reference in terms of interacting particle systems – should be
viewed as a benchmark in the progress of establishing interacting particle systems as a
field of probability theory and as a standard work in this field.
In the CM-Model, individuals (entities) are represented by points that possess an orien-
tation and are situated on a regular lattice S ⊆ Zd, d ∈ N. Each lattice node can hold up
to one individual or can be unoccupied. The dynamics of the system consist of two parts:
migration, driven by the intrinsic velocity of oriented individuals, and a stochastic interac-
tion mechanism that changes the orientation of individuals and involves the possibility of
local alignment. The two parts superpose each other. If one “switched of” the alignment
mechanism, a single individual would persistently move in the direction of its orientation
3For example, the spread of infections or tumor growth, based in biosciences, or the spread of information
that is based in social sciences.
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unless it is blocked by an other individual. The speed of this migration is controlled by
a parameter m ≥ 0. If one “switched of” the migration, individuals would change their
orientations stochastically but based on the orientations of their neighbors, provided that
a parameter γ is strictly positive. The parameter γ ≥ 0 is interpreted as the sensitivity
of individuals to their neighboring individuals. Clearly, if γ equals zero, individuals would
change their orientations randomly and independent of the other individuals. If – on the
other hand – γ is sufficiently large, individuals tend to choose the average orientation of
their neighbors.
How these ingredients lead to a well-defined interacting particle system is explained
in Section 6.2. The CM-Model is a Markov process and takes its values in a state
space X := W S that consists of lattice configurations. Here W contains the possible
orientations at each node and S denotes the lattice. The space X is a compact metrizable
topological space, and the σ-algebra of Borel sets on X is denoted by F. The CM-Model
is determined by a Markov generator defined on C(X)4 that incorporates a specific
family of transition rate functions. These functions control the temporal evolution of the
model.
Given the well defined CM-Model, an abundance of mathematical problems5 naturally
follow. Our idea to deal with the problem (Q) above is to study the model’s long-term
behavior. Let P denote the set of all probability measures on X. Ultimately, the problems
to be solved are the following:
(Qa) Characterize I ⊆ P , the set of invariant measures of the model, as explicit as
possible.
(Qb) Characterize the domain of attraction6 for each element of I .
(Qc) By combining results of (Qa) and (Qb), extract principles of collective migration.
Before we outline the content of the present work, we give a brief exposition of what
has been done by others. Our selection of relevant publications focuses on articles that
analyze collective migration by means of models that have a “similar degree of abstraction”
compared to the CM-Model. The motivation for these models is, like in the case of the CM-
Model, of biological nature. We order the relevant models by the date of their publication
and summarize some characteristics and results.
1) In the article of Vicsek et al. [1994], a two-dimensional spatially continuous model
of self-driven particles (with constant velocity) possessing orientations with continuous
symmetries7 is introduced. Numerical evidence of a “...kinetic continuous phase transition
from no transport [...] to finite net transport...” is presented. The numerical evidence is
expressed by displaying values of an order parameter vs. a parameter that is similar to γ
and is interpreted as noise. The term net transport roughly refers to the mean velocity of
all particles.
4By C(X) we denote the continuous functions on X.
5A selection of mathematical problems: The characterization of invariant (reversible) measures, the
martingale problem (see Liggett [1985, Chapter I, §6.]), monotonicity (see Liggett [1985, Chapter
II, §2.]), duality (see Liggett [1985, Chapter I, §3.]) and the study of long-term behaviors.
6The term domain of attraction is explained in the discussion of Chapter 8.
7The term continuous symmetries means that the particles may have any orientation of the unit circle of
R2.
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2) A very similar result is described in the work by Bussemaker et al. [1997], using
a two-dimensional lattice gas cellular automaton (LGCA) model with four possible orien-
tations per individual (particle). The state space of this cellular automaton differs from
X, as each node x can contain up to four particles in different velocity channels. These
channels correspond to the four possible orientations. Moreover, unlike for the CM-Model,
the dynamics of the discrete time LGCA model include a simultaneous update of all lattice
nodes at each time step. However, like the CM-Model, the LGCA of Bussemaker et al.
[1997] is a model reduced to essential ingredients: alignment and migration.
3) In the article by Peruani et al. [2006], a two-dimensional spatially continuous model
of self-propelled rods is introduced. These rods are rectangles. Their length-to-width ratio
κ as well as a noise η are parameters of the model. In this work, the alignment mechanism is
not assumed, as in the models of Bussemaker et al. [1997] and Vicsek et al. [1994], but is
a result of rod geometry, self-propulsion and volume exclusion. The authors observe what
they call “Non equilibrium clustering...” for different values of κ and different densities.
With respect to biology, these observations offer a simple explanation for alignment.
4) We conclude this list with the discussion of the article of Cucker and Smale [2007]
that deals with a three-dimensional ODE model, a continuation of the two-dimensional
model proposed by Vicsek et al. [1994]. The model is defined for discrete and continuous
time, and the biological reference system is a flock of birds. The main results gives condi-
tions to ensure that the bird’s velocities converge to a common one and that the distance
between birds remains bounded for both continuous and discrete time.
This thesis is divided into two parts. In part A, we provide mathematical framework
needed to deal with the CM-Model. Part B is devoted to the study of the CM-Model
starting of with its definition. Now we outline the content of this thesis chapter by chap-
ter.
Chapter 1) In this chapter we explain some basic nomenclature and provide selected
results on the countable product of measurable spaces.
Chapter 2) The objective of this chapter is to explain how certain operators on
C(E)8 determine Markov processes with values in a compact metric space E using the
concept of Feller semigroups. Our main reference regarding Markov processes and
(Feller) semigroups is the book by Ethier and Kurtz [1986]. Working towards the
construction of interacting particle systems, Liggett [1985] is the second reference, on
which we base the crucial definition of a Markov generator.
First, in Section 2.1, we define what we mean by a Markov process with val-
ues in E and how it corresponds to a transition function. Then, in Section 2.2,
we define what we mean by a C0-semigroup of operators on a closed subspace of
B(E)9 and define and characterize the infinitesimal generator of such a C0-semigroup.
Then, we connect Markov processes with values in E with suitable C0-semigroups
(Feller semigroups ) of operators on C(E). After that, in Section 2.3, we give the
definition of a Markov generator on C(E) in the sense of Liggett [1985] and clarify
in what sense such operator corresponds to a Markov processes with values in E. In
the last section of this chapter, Section 2.4, we deal with reversibility and invariance of
8C(E) is the Banach space of continuous real functions on a compact metric space E regarding the
sup-norm.
9B(E) is the Banach space of bounded measurable real functions on a compact metric space E regarding
the sup-norm.
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probability measures relative to Markov processes.
Chapter 3) The main idea behind the mathematical construction of an interacting
particle system is its definition as a Markov process with values in a suitable compact
space of lattice configurations denoted by X. Each lattice configuration of X can be seen
as a lattice that has spins (states) attached to its nodes. The dynamics are described by a
family of so-called transition rate functions. Future configurations may evolve dependent
on a current configuration η ∈ X. This dependence is given by the local interactions of
spins of the lattice configuration η. Liggett [1985], the main source for this section, is
concerned with the construction of interacting particle systems as well as with the analysis
of well-studied examples, such as voter models, the contact process or the exclusion process.
Some of the crucial definitions and some of the results are taken from there. In such a
case, proofs are not always included. On the other hand, most results of Section 3.1.7 are
novel and cannot be found in relevant literature. In this section, we deal with continuous
functions and certain measurable functions defined on X under the assumption that the
spin space W is discrete and finite10. Interacting particle systems that have a discrete
and finite spin space, among some other assumptions, are called n-spin systems and play
a major role here.
In Section 3.1, we deal with the lattice structure of a lattice S. This is followed by the
definition of the spin space W and the configuration space X, each with its measurable
structures. Subsequently, we deal with probability measures in X and with translation
invariance. Next we are concerned with functions defined on X focusing on continuous
functions and their properties regarding measurability with respect to some σ-algebras
FV , V ⊆ S. After that we define what we mean by a family of transition rate functions
that describes the dynamics of an IPS. Finally the question of existence of IPS’s is clarified
by means of defining a suitable Markov generator that incorporates a family of transition
rate functions. In Section 3.2, we deal with n-spin systems and particularly address the
case where X is finite.
Chapter 4) This Chapter is for the most part based on the book Georgii [1988],
to which we refer as an excellent reference on Gibbs measures. The theory of Gibbs
measures originates from the area of statistical physics that deals with systems possessing
a spatially extended disordered state space. The configuration space X is a well-fitting
example for such a situation. A Gibbs measure – a probability measure on (X,F) – can
be viewed as the distribution of a countably infinite family of random variables with values
in W and attached to the nodes of S such that they admit some prescribed conditional
probabilities. Throughout this chapter we assume that W is a finite metric space.
This chapter provides the definition of Gibbs measures on (X,F) based on a proce-
dure that is often referred to as “ Gibbs-Boltzmann Ansatz”. In Section 4.1, we clarify
what we mean by a “ Gibbs-Boltzmann Ansatz” and introduce interaction potentials,
Hamiltonians, Boltzmann-factors and the notion of Gibbs distributions in finite vol-
umes. Then, in Section 4.2, we provide a characterization of the set of Gibbs measures
exploiting the assumption that the spin space W is finite.
Chapter 5) In physics, Gibbs measures generally are suspected to be equilibrium
measures of dynamical systems. The main result of this chapter, Theorem 5.8, is a rigorous
example for the validity of this hypothesis. Throughout this chapter we assume that W
10In Liggett [1985], one may find some of these results for the case that the spin space
equals {0, 1}.
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is a finite metric space.
Theorem 5.8, the main result of this chapter, says that the set of reversible measures
R relative to an n-spin system with rate functions (cx(·, ·))x∈S equals the set of Gibbs
measures G Φ relative to a potential Φ and to a measure λ onW provided that Φ, λ and the
family (cx(·, ·))x∈S satisfy the detailed balance condition. The detailed balance condition
is given in Definition 5.5, and the term – balanced n-spin system – is derived from this
condition. It formalizes a “microscopic reversibility” or “local reversibility” of an IPS with
respect to certain Hamiltonians.
This chapter is divided into two sections. In the first, Section 5.1, we deal with the
reversibility of n-spin systems. In the second, Section 5.2, we define the detailed balance
condition and prove the main result.
Chapter 6) Starting from observations made on myxobacteria, we define an IPS
which enables us to mathematically capture and deal with collective migration. In Section
6.1, we briefly deal with the collective migration of myxobacteria. In Section 6.2, we define
the CM-Model using the approach explained in Chapter 3. The spin space of the model
depends on the dimension d and is denoted by W d. Finally, in Section 6.3 we classify the
model among existing models and discuss our approach.
Chapter 7) In this chapter we study the two-dimensional CM-Model by simulating
it on a computer. We ask under which conditions the model exhibits collective migration.
Clearly, one can simulate an IPS only on a finite lattice S. This causes a crucial weakness
of such a simulatory approach, as a finite configuration space implies properties that are
not valid in general. We revisit this issue along the way in this chapter.
First, in Section 7.1, we define the CM-Model on a finite d-dimensional torus, compute
its generator matrix a and characterize the invariant measures relative to a. This allows
us to gain knowledge about the models long-term behavior. To roughly summarize one
main insight: the two-dimensional finite CM-Model exhibits collective migration if γ is
sufficiently high, and if, dependent on m > 0, the density ρ is sufficiently high. We
observe a parameter γ phase transition and claim that invariant measures coexist for the
model on Z2 if the sensitivity γ is sufficiently high.
In Section 7.2, we prepare for the simulation study mainly by specifying parameters and
defining order parameters. Finally, Section 7.3 contains the list of observations, hypotheses
and discussions of the simulation study. Since this list is quite extensive, we omit details
here and refer to Section 7.3.
Chapter 8) In the previous chapter, the CM-Model is studied by means of computer
simulations, which imposes the necessity to restrict the model to a finite lattice S ⊆ Z2
and hence to a finite configuration space. Knowing the model’s behavior on Z2 would
help to properly interpret the results of these simulations. So, the investigation of the
CM-Model on the full lattice S = Zd, d ∈ N, is the matter of this chapter. Many results
of Sections 3 and 4 should be seen as a foundation for this investigation. In particular, we
use the results of Section 6.2.3, where properties of the family of transition rate functions,
which control the dynamics of the CM-Model, are collected, and we use the statements of
Section 5 that culminate in Theorem 3.24.
In Section 8.1, we show that the CM-Model is ergodic, which means that the set of
invariant measures is a singleton and that its domain of attraction equals the set of all
probability measures on X if γ and m are sufficiently low. Then, in Section 8.2, we define
a potential Φγ , derive the associated Gibbsian kernels and show that the set of associated
Gibbs measures is non-empty. Next, we consider a simplified version of the CM-Model
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by assuming, roughly speaking, that the lattice S = Zd is fully occupied. We show that
the detailed balance condition holds for this simplified CM-Model with respect to Φγ and
the uniform distribution on the spin space of the simplified model. Finally, we discuss our
results in Section 8.3.
For the remainder of this introduction we review how the results of this work can be
used to deal with the problems (Q), (Qa), (Qb) and (Qc). Contributions to answers for
these questions are obtained by two complementary approaches. One is to investigate the
model on a finite lattice (torus) S. Since the spin space W d of the CM-Model is finite,
a finite lattice implies a finite configuration space. If S is finite, we speak of the finite
CM-Model.
The other approach is to investigate the model on S = Zd, d ∈ N. Then, the model
has an uncountably infinite configuration space, and we speak of the infinite CM-Model.
A discussion on the results obtained for the infinite CM-Model is given in Section 8.3. We
briefly revisit each approach below.
In fact, that the CM-Model is well-defined on infinite lattices allows the application of
certain scaling methods that relate space (lattice size) and time for a combined limiting
procedure. The benefit of such a procedure is that one can learn about the infinite model
by means of the finite model and vice versa. The topic of relating space and time exceeds
the scope of this work but is an established branch of dealing with interacting particle
systems, see for example the publications Cox and Greven [1990], Cox and Greven
[1991], in particular Cox and Greven [1994] and finally Greven [2000].
On Problem (Qa) & (Qb): Suppose that S ⊆ Zd, d ∈ N, is a finite torus, and
put k := |S|. The finite CM-Model is a time continuous Markov chain with a gen-
erator matrix (Q-matrix) denoted by a. If the migration rate m is strictly positive,
this chain decomposes into k irreducible Markov chains with generator matrices a(i),
0 ≤ i ≤ k. For fixed i, 0 ≤ i ≤ k, the respective Markov chain acts on the configura-
tion space X(i), where for X(i), the number of occupied nodes is fixed and equals i, see
Proposition 7.3. Moreover, for all 0 ≤ i ≤ k, there exists a unique probability measure
pi(i) on X(i) invariant relative to a(i), according to Proposition 7.9. The set of invariant
measures is characterized by
I =
{
µ ∈ P ; µ =
k∑
i=0
αiµ
(i),
k∑
i=0
αi = 1, αi ≥ 0
}
,(0.1)
see Proposition 7.10, where µ(i) is the probability measure on X that coincides with pi(i)
on X(i) for all 0 ≤ i ≤ k. The above results can be found in Section 7.1. Regarding
the domains of attraction for the elements of I , we omit the technical details and refer
to Corollary 7.11 of Section 7.1. Roughly speaking, the limiting distribution of the finite
CM-Model with initial distribution µ0 is an element of I and a weighted superposition
of the measures µ(i), 1 ≤ i ≤ k. The weighting of the distributions µ(i) depends on the
initial distribution µ0, which allows to derive the respective domain of attraction. As an
immediate consequence one obtains that different initial distribution may lead to the same
limiting distribution.
Now let S = Zd for some d ∈ N. First suppose that the parameters of the model,
m and γ, are sufficiently small. Then the model is ergodic. This means, set of invariant
measures is a singleton I = {ν}, and for all all initial distributions, ν is the weak limit of
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the distribution of the model at time t as t→∞. This is essentially the result of Section
8.1 and is obtained by means of the criterion given by Liggett [1985, Theorem 4.1 of
Chapter I]11 in combination with estimates of the values εγ,m and Mγ,m that are provided
in Section 6.2.3. These values are derived from the family of transition rate functions of
the CM-Model. We also detected indications which suggest that the range of parameters
for which the model is ergodic decreases with increasing dimension d.
Suppose now that m and γ are large. This case is more delicate and the problem (Qb)
is not solved in all generality. Based on the simulation study of Chapter 7, particularly on
Hypothesis 7.16, we expect the coexistence of invariant measures, that is, |I | > 1. The
main idea used to treat this case is to relate the set of reversible measures with a set of
suitable Gibbs measures. In Section 8.2, this idea is realized using a simplified model.
Roughly speaking, this model acts on a fully occupied lattice and hence, no migration can
take place. For the simplified model, Theorem 5.8 can be applied. It says that R = G γ ,
where the latter is the set of Gibbs measures with respect to the potential Φγ and to the
uniform distribution on the spin space of the simplified model. The set R denotes the
set of reversible measures relative to the simplified model. Moreover, we know that G γ is
non-empty by Theorem 8.6.
We mention that Theorem 5.8 of Section 5 can be seen as the culmination of several
preliminary results, which are discussed in Section 5.2.2. It is a generalization of the result
Liggett [1985, Theorem 2.14, Chapter IV].
On Problem (Qc): Principles of collective migration are revealed by answering prob-
lem (Q), see below, based on the simulation study of Section 7.3. Moreover, with the
simplified model we propose a blueprint of how (Qc) can be tackled via (Qa) and (Qb).
In view of this suppose that R = G holds for the CM-Model, where R denotes the set
of reversible measures relative to the CM-Model and G is a set of Gibbs measures rel-
ative to some unknown potential and to some unknown distribution on the spin space
W d. The theory of Gibbs measures provides a profound background of results, see for
example Georgii [1988], that could be used to treat problem (Qc) by analyzing the set
R. However, for the CM-Model on Zd, d ∈ N, the problem (Qc) remains open for the
most part.
On problem (Q): We restrict our attention to what can be concluded from the simu-
lation study of Section 7.3. A brief exposition of the respective results is given in Section
7.3.4 and a condensed version of this exposition shall close this introduction.
In Section 7.3, we study the finite CM-Model for d = 2 by investigating the model’s
response to the sensitivity γ, to the density ρ and to the migration rate m, by using
simulations. The density refers to the occupation density of the lattice S. In all simulations
the initial distribution represents a disordered initial condition. The Section 7.2 is used
to explain our simulation methods.
The two-dimensional finite CM-Model exhibits collective migration if γ is sufficiently
high, and if, dependent on m > 0, the density ρ is sufficiently high. This means that
swarming is achieved and maintained starting from a disordered initial condition. Looking
at the observations in more detail, one may notice that in spite of the model’s simplicity,
it shows an abundance of different behaviors. For example, for suitable fixed ρ and m the
model undergoes a parameter γ phase transition, which can be interpreted as a transition
from disordered behavior to collective migration as γ increases. Moreover, this transition
11An adjusted version of this theorem is Theorem 3.24 of Section 8.1.
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is jump-like if ρ is small and rather smooth if ρ is large. These observations lead to
Hypothesis 7.16 (high density case) and to Hypothesis 7.21 (low density case), in both
of which we claim the coexistence of certain invariant measures for the CM-Model on Z2
provided that the sensitivity is high.
For a sufficiently large γ and a fixed strictly positive migration rate m the finite CM-
Model undergoes a jump-like parameter ρ phase transition. This transition may be in-
terpreted as a transition from disordered behavior to collective migration as ρ increases.
Moreover, the value of ρ at which the jump takes place, which we call the density that
separates the low density case from the high density case, decreases with increasing mi-
gration rate m. For which parameter tuples (γ, ρ) the finite CM-Model exhibits collective
migration is displayed in the diagram of Figure 7.28 at the end of Section 7.3.4.
Part A:
Mathematical Framework
CHAPTER 1
Basics
§ Nomenclature. We use the usual symbols of set theory ⊆, ∪, ∩, \ and { for the
inclusion of sets, the addition of sets, the intersection of sets, the subtraction of sets and
the complement of a set, respectively. We write 1A for the characteristic function of a set
A. The power set of a set A is denoted by P(A). The symbols N, N0, Z and R denote the
sets of (strictly positive) natural numbers, non-negative natural numbers, whole numbers
and real numbers, respectively. As usual, (a, b), [a, b], (a, b], [a, b), a, b ∈ R, are open,
closed, left-half -open and right-half -open real intervals, respectively.
A family with index set I and elements ei contained in a set E for all i ∈ I is written
as (ei)i∈I . We may say that (ei)i∈I is a family in E. If I = N then (en)n∈N is a sequence
in E. If I is a directed set, (ei)i∈I is called a net in E. A directed set is a set I with a
relation1 denoted by ⊆ such that the conditions
a) i ⊆ i for all i ∈ I,
b) i ⊆ j, j ⊆ k ⇒ i ⊆ k,
c) for all i1, i2 ∈ I exists j ∈ I such that i1 ⊆ j, i2 ⊆ j
hold. If E is a topological space, then the net (ei)i∈I is said to converge towards e ∈ E if
for all U ∈ Ue there exists j ∈ I such that ei ∈ U for all i with j ⊆ i. Here Ue denotes
the neighborhood system of the point e. We refer to Werner [2000, Appendix B.2] for
details. We also refer to Werner [2000, Appendix B.2] for the definition of a topological
space as well as for the definitions of the product topology and the product space of a family
of topological spaces.
Let L be a Banach space. A linear operator on L is a linear mapping A : D(A) → L
whose domain D(A) is a linear subspace of L and whose range lies in L. The graph of A is
given by G(A) := {(f,Af); f ∈ D(A)} ⊆ L×L. Let L⊗L be the the Banach space with
component-wise addition and scalar multiplication and norm given by ‖(f, g)‖ = ‖f‖+‖g‖.
The range of A is denoted by R(A). The operator A is said to be closed if G(A) is a closed
subspace of L ⊗ L, and A is said to be closable if it has a closed linear extension. An
operator B on L is said to be an extension of A if D(A) ⊆ D(B) and Bf = Af holds
for all f ∈ D(A). If A is closable, then A¯ denotes the closure of A, the minimal closed
linear extension of A2. The restriction of an operator A to a linear subspace D ⊆ D(A)
is denoted by A|D. The restriction A|D is defined by D(A|D) = D and A|Df = Af for all
f ∈ D(A|D).
Let E be a compact metric space. Families of subsets of E are usually denoted using
the script alphabet. Let E be a σ-algebra on E. Then (E,E) is referred to as measurable
space. Often, E is the σ-algebra of Borel sets denoted by B(E).
1A relation is a subset of I × I.
2More specifically, the closure is the closed linear operator whose graph is the closure of the
graph of A.
3By M(E,E) we denote the set of all finite measures on (E,E) and by P (E,E) the set
of all probability measures on (E,E). Endowed with the topology of weak convergence,
M(E,E) and P (E,E) are regarded as topological spaces. The Dirac measure at e ∈ E
is denoted by δe. A sequence of measures (µn)n∈N in M(E,E) converges weakly or is
weakly convergent towards a measure µ on (E,E) if limn→∞
∫
f dµn =
∫
f dµ holds for all
f ∈ C(E). If the weak limit of a sequence of measures (µn)n∈N inM(E,E) equals µ, we
may write w-limn→∞ µn = µ.
A mapping µ : E → R that satisfies the condition that µ(⋃∞i=1Ai) = ∑∞i=1 µ(Ai) for
any sequence of pairwise disjoint sets Ai ∈ E, i ∈ N, is referred to as a signed measure.
Note that in this case µ(A), A ∈ E, is not necessarily positive. For a signed measure µ,
‖µ‖E denotes the total variation norm. The spaceM(E,E) supplied with this norm is a
Banach space. The latter statement as well as the definition of the total variation norm
can, for example, be found in Werner [2000, Section I.1].
If E = {e1, ..., en}, n ∈ N, is a finite set, we identify a (signed) measure
λ on (E,E) with its individual probabilities λi := λ({ei}), 1 ≤ i ≤ n, and
use λi and λ({ei}) interchangeably. In the case that E is finite, the total varia-
tion norm of a signed measure λ on (E,E) is given by
∑n
i=1 |λi|, see for example
Werner [2000, Section I.1].
A real function on E is a function defined on E taking values in R. A real function f
is said to be E-measurable if it is (E,B(R))-measurable, where B(R) is the σ-algebra of
Borel sets onR. Let f be a real E-measurable function. For the conditional µ-expectation
of f with respect to a sub-σ-algebra G ⊆ E we write µ(f |G). If f = 1A, A ∈ E, we put
µ(1A|G) =: µ(A|G) and refer to µ(A|G) as the conditional probability (of the event A)
with respect to G. If ν ∈ M(E,E) has a density f relative to µ ∈ M(E,E),3 we use the
common notation ν = fµ. The abbreviation a.s.– µ stands for the phrase µ-almost surely,
which we use as explained in Bauer [1992, §13].
By B(E) and C(E) we denote the Banach spaces of all bounded measurable real
functions and continuous measurable real functions, respectively, in each case endowed
with the sup-norm ‖f‖∞ = supx∈E |f(x)|. We use the symbol L 1(µ), µ ∈ M(E,E), for
the set of all µ-integrable4 real functions on E.
§ Kernels. We consider the measurable spaces (X,X ) and (Y,Y ). A function
k : Y × X → [0,∞] is called a (measure) kernel from (Y,Y ) to (X,X ) if the
following conditions hold:
a) For each fixed A ∈X, the mapping y 7→ k(y,A) is Y-measurable.
b) For each fixed y ∈ Y , the mapping A 7→ k(y,A) is a measure on (X,X ).
In addition, if k(·, X) = 1, then k is called a probability kernel from (Y,Y ) to (X,X ). Let
G be a sub-σ-algebra of X. A kernel k from (X,G) to (X,X ) is said to be proper if the
following condition holds for each x ∈ X:
k(x,A ∩B) = k(x,A)1B (A ∈X, B ∈ G).(1.1)
3More information about measures and densities can be found in Bauer [1992, §17].
4The term µ-integrable is used according to Bauer [1992, §12]. A measurable real function f is said to
be µ-integrable if
R
f+dµ <∞ and R f−dµ <∞. Then R fdµ = R f+dµ− R f−dµ.
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1) Let k be a kernel from (Y,Y ) to (X,X ) and µ be a measure on (Y,Y ). Note that
the mapping defined by
A 7→
∫
k(·, A) dµ =: µk(A) (A ∈X),(1.2)
is a measure on (X,X ) and that this measure is denoted by µk.
§ Selected Results on the Countable Product of Measurable Spaces. Let I be
an index set and Ei, i ∈ I, be non-empty sets. The usual product of the sets Ei, i ∈ I,
shall be denoted by ×i∈IEi. If all sets Ei = E, i ∈ I, are identical, ×i∈IEi is written as
EI . An element w ∈ ×i∈IEi is usually denoted by w = (w(i))i∈I or by w = (wi)i∈I .
For ∅ 6= V ⊆ S ⊆ I, define piSV : ×
i∈S
Ei → ×
i∈V
Ei by
w 7→ piSV (w) := (w(i))i∈V .(1.3)
The mapping piSV is called the projection from ×i∈SEi to ×i∈VEi. If S = I, piIV is written
as piV . If V = {i} is a singleton, piS{i} is written as piSi .
The measurable space (E,E) is called the product space of the measurable spaces
(Ei,Ei)i∈I if E = ×i∈IEi and if E is defined by
E =
⊗
i∈I
Ei := σ
{⋃
i∈I
pi−1i (Ei)
}
.(1.4)
The σ-algebra E is said to be the product σ-algebra of (the family) (Ei)i∈I . If all σ-algebras
Ei = E, i ∈ I, are identical,
⊗
i∈I Ei is written as E
I .
Assume (E,E) to be the product space of the measurable spaces (Ei,Ei)i∈I . The re-
mainder of this paragraph is mainly used to define and characterize sub-σ-algebras of E.
Later, these sub-σ-algebras are needed for the conditioning of measures, and they play a
major role in this text.
As it can be seen in the defining formula (1.4), the product σ-algebra E is generated by
the inverse-image sets of the projections pii, i ∈ I. A natural way to obtain sub-σ-algebras
of E is to define them using the inverse-image sets of the projections pii, i ∈ V , for some
V ⊆ I. That is,
FV := σ
{⋃
i∈V
pi−1i (Ei)
}
(V ⊆ I).(1.5)
Of course, FI equals E and FV is a sub-σ algebra of E for all V ⊆ I. By the following
lemma, we give a first characterization of FV for V ⊆ I.
1.1 Lemma. Let V ⊆ I, and let ⊗i∈V Ei be the product σ-algebra on ×i∈VEi. Then,
FV = pi
−1
V
(⊗
i∈V
Ei
)
.(1.6)
5Proof. For piV : E → ×i∈VEi and F ⊆ P
(×i∈VEi) we have by Gänssler and Stute
[1977, Lemma 1.2.5] that pi−1V
(
σ(F)
)
= σ
(
pi−1V (F)
)
. Using this and the definition of
⊗
i∈V
Ei
we obtain that
pi−1V
(⊗
i∈V
Ei
)
= pi−1V
(
σ
{⋃
i∈V
(
piVi
)−1
(Ei)
})
= σ
{
pi−1V
(⋃
i∈V
(
piVi
)−1
(Ei)
)}
(1.7)
holds. The following further evaluation of the term in the outer brackets of (1.7) implies
the assertion:
pi−1V
(⋃
i∈V
(
piVi
)−1
(Ei)
)
=
⋃
i∈V
pi−1V
(
(piVi )
−1(Ei))
)
=
⋃
i∈V
pi−1i (Ei).
Our aim is to state further characterizations of FV , V ⊆ I. Therefor we introduce
the following terminology. Recall that P(E) denotes the power set of E. Suppose that
F ⊆P(E), and note the following conditions:
a) E ∈ F,
b) A,B ∈ F ⇒ A ∪B ∈ F,
c) A ∈ F ⇒ A{ ∈ F,
d) Let A in F. Then there exist Ai ∈ F, 1 ≤ i ≤ n, n ∈ N, pairwise disjoint, such
that A{ =
⋃n
i=1Ai.
If F satisfies the conditions a), b) and c), then F is said to be an algebra. If F satisfies
the conditions a), b) and d) then F is said to be a semialgebra, see for example Gänssler
and Stute [1977, Definition 1.1.6, Definition 1.1.3 respectively].
We turn to further definitions. For V ⊆ I we denote the set of all finite non-empty
subsets of V by T (V ).
1) For V ⊆ I define
RV : =
⋃
T∈T (V )
{
×
i∈T
Ai× ×
i6∈T
Ei ; Ai ∈ Ei
}
=
⋃
T∈T (V )
{⋂
i∈T
pi−1i (Ai) ; Ai ∈ Ei
}
.(1.8)
For V ⊆ I, RV ⊆ P(E) is called the set of (measurable) rectangles in ×i∈VEi. In the
case that V = I, we put RI =: R.
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2) For V ⊆ I define
ZV : =
⋃
T∈T (V )
{
AT × ×
i6∈T
Ei ; AT ∈
⊗
i∈T
Ei
}
=
⋃
T∈T (V )
{
pi−1T (AT ) ; AT ∈
⊗
i∈T
Ei
}
.
For V ⊆ I, ZV ⊆ P(E) is called the set of cylinder events in ×i∈VEi. In the case that
V = I, we put ZI =: Z .
1.2 Theorem. Let (E,E) be the product space of the the measurable spaces (Ei,Ei)i∈I .
For V ⊆ I, RV ⊆ P(E) is a semi-algebra on E, and ZV ⊆ P(E) is an algebra on E.
Moreover, the equality
FV = σ(RV ) = σ(ZV )(1.9)
holds.
Proof. To show that RV is a semialgebra, one verifies the condition a), b) and d) above
in a straight forward manner, see also Gänssler and Stute [1977, Satz 1.3.9]. To prove
that ZV is an algebra, one verifies the conditions a), b) and c) above in a straight forward
manner, and we refer to Gänssler and Stute [1977, Satz 1.3.9] as well.
Let V ⊆ I. Let T ∈ T (V ) and Ai ∈ Ei, i ∈ T . Since ×i∈T Ai ∈
⊗
i∈T Ei holds, the
inclusion RV ⊆ ZV holds, which implies that
σ(RV ) ⊆ σ(ZV ).(1.10)
Next we show that σ(ZV ) ⊆ FV . By the definition of FV given in (1.5) and by (1.6) of
Lemma 1.1, the equality
pi−1T (
⊗
i∈T
Ei) = σ
{⋃
i∈T
pi−1i (Ei)
}
(T ∈ T (V )),
holds, and moreover we have that
σ
{⋃
i∈T
pi−1i (Ei)
}
⊆ σ
{⋃
i∈V
pi−1i (Ei)
}
= FV (T ∈ T (V )).
Thus we have shown that pi−1T (AT ) ⊆ FV , AT ∈
⊗
i∈T Ei, holds for all T ∈ T (V ). This
implies that ZV ⊆ FV and hence that σ {ZV } ⊆ FV . Combining this statement with
(1.10), we obtain that
σ(RV ) ⊆ σ(ZV ) ⊆ FV .(1.11)
Finally, the inclusions pi−1i (Ei) ⊆ RV , i ∈ V , obtained by choosing T = {i} and by (1.8),
imply the inclusion ⋃
i∈V
pi−1i (Ei) ⊆ RV .
7Hence FV ⊆ σ{RV } holds. Using the inclusions (1.11), this implies that
FV ⊆ σ(RV ) ⊆ σ(ZV ) ⊆ FV
holds and hence the assertion.
Finally, we turn to a basic statement of topological measure theory.
1.3 Theorem (Gänssler and Stute [1977, Theorem 1.3.12]). Suppose that for each
i ∈ I the space (Ei,Oi) is a topological space such that Oi has a countable basis. Let
(E,O) be the topological product space of the family (Ei,Oi)i∈I . Then,
B(E) =
⊗
i∈I
B(Ei).
CHAPTER 2
Markov Processes and their Generators
Let E be a compact metric space. Let B(E) be the σ-algebra of Borel sets.
The objective of this chapter is to explain how certain operators on C(E) determine
Markov processes with values in E using the concept of Feller semigroups. Our
main reference regarding Markov processes and (Feller) semigroups is Ethier and
Kurtz [1986]. Working towards the construction of interacting particle systems, the
book Liggett [1985] is the second reference, on which we base the crucial definition of a
Markov generator.
§ What is in Chapter 2? First, in Section 2.1, we define what we mean by a Markov
process with values in E and how it corresponds to a transition function.
Then, in Section 2.2, we define what we mean by a C0-semigroup of operators on a
closed subspace of B(E), and define and characterize the infinitesimal generator of such
a semigroup. Moreover, we connect Markov processes with values in E with suitable
C0-semigroups (Feller semigroups) of operators on C(E).
After that, in Section 2.3, we give the definition of a Markov generator on C(E) in
the sense of Liggett [1985] and clarify how such an operator corresponds to a Markov
processes with values in E.
In the last section of this chapter, Section 2.4, we deal with reversibility and invariance
of probability measures relative to Markov processes.
2.1 Markov Processes and Transition Functions
Let (Ω,F,P) be a probability space. A function Y : Ω → E is called a random variable
if Y is (F,B(E))-measurable. For a random variable Y , the probability measure PY on
(E,B(E)) defined by PY := P ◦ Y −1 is called the distribution of Y . Moreover, we denote
the σ-algebra generated by Y by σ(Y ) := Y −1(B(E)).
A stochastic process X is a function defined on [0,∞) × Ω with values in E such that
for each t ≥ 0, X(t, ·) : Ω→ E is a random variable. We may write Xt for X(t, ·) and X
may also be written as (Xt)t≥0. For ω ∈ Ω, the function X(·, ω) : [0,∞)→ E is called the
sample path of X at ω.
For 0 ≤ t1 < t2 < ... < tm, m ∈ N, define the probability measure on ⊗m1 B(E) by
µt1,...,tm(Γ) = P((Xt1 , ..., Xtm) ∈ Γ) (Γ ∈ ⊗m1 B(E)).
The probability measures
{µt1,...,tm ; m > 0, 0 ≤ t1 < ... < tm}
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are called the finite-dimensional distributions of X.
Let X be a stochastic process. For each t ≥ 0, the smallest σ-algebra relative to which
all Xs, s ≤ t, are measurable is defined by Ft := σ
(
Xs; s ≤ t
)
. Then X is said to be a
Markov process1 if for all s, t ≥ 0
P
(
Xt+s ∈ Γ|Ft
)
= P(Xt+s ∈ Γ|σ(Xt)) (Γ ∈ B(E))(2.1)
holds.
A function P defined on [0,∞) × E ×B(E) is called a (time homogeneous) transition
function2 if
P (t, x, ·) ∈ P (E,B(E)) ((t, x) ∈ ([0,∞)× E),(2.2)
P (0, x, ·) = δx (x ∈ E),(2.3)
P (·, ·,Γ) ∈ B([0,∞)× E) (Γ ∈ B(E)),(2.4)
holds, and if
P (t+ s, x,Γ) =
∫
E
P (s, y,Γ)P (t, x, dy) (s, t ≥ 0, x ∈ E,Γ ∈ B(E)).(2.5)
A transition function P is a transition function for the Markov process X if
P
(
Xt+s ∈ Γ|Ft
)
= P (s,Xt,Γ) (s, t ≥ 0,Γ ∈ B(E)).(2.6)
Remark. Condition (2.5) is referred to as the Chapman-Kolmogorov property. Note
that if P satisfies the condition (2.6 ) (P is the transition function for a Markov process
X), then P (t+ s,Xu,Γ) =
∫
P (s, y,Γ)P (t,Xu, dy) holds for all s, t, u ≥ 0 and Γ ∈ B(E),
which makes (2.5) a reasonable assumption.
Let X be a Markov process. The probability measure µ ∈ P (E,B(E)) given by
µ(Γ) = P(X0 ∈ Γ), Γ ∈ B(E), is said to be the initial distribution of X.
Remark. A transition function P for X together with the initial distribution µ determine
the finite-dimensional distributions of X by
P
(
X0 ∈ Γ0, Xt1 ∈ Γ1, ..., Xtn ∈ Γn
)(2.7)
=
∫
Γ0
· · ·
∫
Γn−1
P (tn − tn−1, yn−1,Γn)P (tn−1 − tn−2, yn−2, dyn−1) · · ·P (t1, y0, dy1)µ(dy0).
Let P be a transition function, and let µ ∈ P (E,B(E)). According to Ethier and Kurtz
[1986, Theorem 1.1 of Chapter 4], there exists a Markov process X on some probability
space, whose finite-dimensional distributions are uniquely determined by (2.7). To prove
this statement, Ethier and Kurtz [1986] construct a probability measure on the product
space
(
E[0,∞),B(E)[0,∞)
)
, on which the random variable Xt is defined as the coordinate
evaluation. This procedure is sometimes referred to as the canonical construction. For the
details we refer to Ethier and Kurtz [1986, Theorem 1.1 of Chapter 4].
1in the sense of Ethier and Kurtz [1986]
2in the sense of Ethier and Kurtz [1986]
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2.2 Markov Processes and Feller Semigroups
Let L be a closed linear subspace of B(E). Let I denote the identity operator on B(E).
A family (Tt)t≥0 of bounded linear operators on L with D(Tt) = L for all t ≥ 0 is called
a semigroup if
a) T0 = I and
b) TtTs = Tt+s for all t, s > 0 (semigroup property)
holds. If a semigroup (Tt)t≥0 satisfies the conditions
c) lim
t↓0
Ttf = f for all f ∈ L (strong continuity) and
d) ‖Tt‖∞ ≤ 1 for all f ≥ 0 (contraction),
then (Tt)t≥0 is said to be a strongly continuous contraction semigroup on L.
Notation. A strongly continuous contraction semigroup on L is referred to as a
C0-semigroup on L.
e) A C0-semigroup (Tt)t≥0 on L is said to be positive if for each t ≥ 0 the operator
Tt is positive.
The (infinitesimal) generator of a C0-semigroup (Tt)t≥0 on L is the operator A on L
defined by
D(A) :=
{
f ∈ L; lim
t↓0
Ttf − f
t
exists
}
Af := lim
t↓0
Ttf − f
t
(f ∈ D(A)).
We mention some properties of the (infinitesimal) generator, the proofs of which can for
example be found in Pazy [1983, Section 1.2] and partly in Ethier and Kurtz [1986].
2.1 Remarks. 1) The operator A is closed, and its domain D(A) lies dense in L.
2) For f ∈ D(A), Ttf ∈ D(A) holds, and A commutes with Tt for all t ≥ 0, that is,
d
dt
Ttf = ATtf = TtAf (t ≥ 0).
3) For f ∈ D(A),
Ttf − Tsf =
∫ t
s
TuAfdu =
∫ t
s
ATufdu (s ≤ t).(2.8)
4) The generator determines its C0-semigroup uniquely in the following sense: Let
(Tt)t≥0 and (St)t≥0 be C0-semigroups on L with (infinitesimal) generators A and B
respectively. If A = B then Tt = St for all t ≥ 0.
Let A be a closed linear operator on L. A linear subspace D ⊆ D(A) is said to be a
core for A if A is the closure of its restriction to D, that is, A|D = A.
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2.2 Proposition (Ethier and Kurtz [1986, Chapter 1, Proposition 3.1 ]3). Let A be
the generator of a C0-semigroup on L. Then a linear subspace D of D(A) is a core for A
if and only if D is dense in L and R(λI −A|D) is dense in L for some λ > 0.
Now we connect semigroups with Markov processes. Let (Tt)t≥0 be a semigroup
on L. We say that a Markov process X corresponds to (Tt)t≥0 if
P(f(Xt+s)|Ft) = Tsf(Xt) (s, t ≥ 0; f ∈ L),(2.9)
holds. The latter definition is given in the sense of Ethier and Kurtz [1986].
Remarks. 1) Let P be a transition function, and define for f ∈ B(E)
Ttf(x) :=
∫
E
f(y)P (t, x, dy) ((t, x) ∈ [0,∞)× E).(2.10)
By the Chapman-Kolomogorov property (2.5), (Tt)t≥0 is a semigroup on B(E).
2) If the semigroup (Tt)t≥0 is a semigroup on B(E) given by a transition function P via
(2.10), then we have that the statement in (2.9) (X corresponds to (Tt)t≥0) is equivalent
to the statement (2.6) (P is the transition function for X).
2.3 Definition. A positive C0-semigroup on C(E) with generator A is said to be a Feller
semigroup if 1 ∈ D(A) and A1 = 0.
Remarks. 1) Note, if (Tt)t≥0 is a Feller semigroup then Ttf ∈ C(E) for all f ∈ C(E)
and t ≥ 0.
2) In Ethier and Kurtz [1986], a positive C0-semigroup on C(E) with generator A
is said to be a Feller semigroup if A is conservative, that is, (1, 0) is in the so-called
bp-closure of the graph of A. Because E is compact, the bp-closure of a closable operator
coincides with its closure. Since the generator A is closed, a Feller semigroup is hence
a Feller semigroup in the sense of Ethier and Kurtz [1986].
3) For a Feller semigroup Tt1 = 1 holds for all t ≥ 0, since by (2.8) the equality
1 − Tt1 =
∫ t
0 TsA1 = 0 holds for all t ≥ 0. Conversely, if Tt1 = 1, t ≥ 0, holds for a
C0-semigroup with generator A, then 1 ∈ D(A) and A1 = 0 by the definition of A. A
semigroup on C(E) for which Tt1 = 1 holds for all t ≥ 0 is usually said to be Markovian
or a Markov semigroup.
Our next aim is to show that every Feller semigroup on C(E) corresponds to a
Markov process with suitable sample paths. For a function f : [0,∞) → R, lims↓t f(s)
denotes the right-hand limit and lims↑t f(s) the left-hand limit of f at t ∈ R. By
DE [0,∞) =
{
f : [0,∞)→ R; lim
s↓t
f(s) = f(t), lim
s↑t
f(s) exists for all t ≥ 0
}
,
we denote the set of càdlàg4 functions. The next result shows that every Feller semigroup
corresponds to a Markov process with sample paths in DE [0,∞).
3In Ethier and Kurtz [1986, 3.1 Proposition of Chapter 1], L is a Banach space. Here, L is a closed
linear subspace of the Banach space B(E). Thus, L is regarded as a Banach space, see for example
Werner [2000, Lemma I.1.3]
4The term càdlàg as an abbreviation for “continue à droite, limite à gauche”.
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2.4 Theorem (Ethier and Kurtz [1986, Chapter 4, Theorem 2.7]). Let (Tt)t≥0 be
a Feller semigroup. For each µ ∈ P (E,B(E)), there exists a Markov process X
corresponding to (Tt)t≥0 with initial distribution µ and sample paths in DE [0,∞).
Finally, the next result is a version of theHille-Yosida theorem, restated in the present
context for positive C0-semigroups, with which the link from Feller semigroups – and
hence from the corresponding Markov processes – to suitable operators on B(E) is given.
An operator A on C(E) is said to satisfy the positive maximum principle if the impli-
cation maxx∈E f(x) = f(x0) ≥ 0⇒ Af(x0) ≤ 0 holds for all f ∈ D(A).
2.5 Theorem (Ethier and Kurtz [1986, Chapter 4, Theorem 2.2]). The closure A¯ of
an operator A on C(E) is the generator of a positive C0-semigroup on C(E) if and only
if the following conditions hold.
a) D(A) lies dense in C(E),
b) A satisfies the positive maximum principle,
c) R(λI −A) lies dense in C(E) for some λ > 0.
Remark. Note that the conditions a), b) and c) for the operator A in the above theorem
imply that A is closable (see Ethier andKurtz [1986, Chapter 4, Lemma 2.1 and Chapter
1, Theorem 2.12], so that this theorem is well-posed.
2.3 Markov Generators
In the following chapter, the book Liggett [1985] is the main source we use to describe
the construction of interacting particle systems. To anticipate a bit, an interacting particle
system is defined as a Markov process with a specific state space, consisting of lattice
configurations, and shall be determined by a suitable infinitesimal generator on C(E).
Consequently, in this section we want to bring together some nomenclature of Liggett
[1985] with the results of the previous section, and therefore we consider the following
properties of an operator A on C(E).
(A) 1 ∈ D(A) and A1 = 0.
(B) D(A) lies dense in C(E).
(C) Let f ∈ D(A).
(a) If f(x0) = minx∈E f(x), then Af(x0) ≥ 0.
(b) If f(x0) = maxx∈E f(x), then Af(x0) ≤ 0.
(c) If f(x0) = maxx∈E f(x) ≥ 0, then Af(x0) ≤ 0, that is, A satisfies the
positive maximum principle.
(D) If f ∈ D(A), λ ≥ 0, and f − λAf = g, then minx∈E f(x) ≥ minx∈E g(x).
(E) R((I − λA)) = C(E) for all λ ≥ 0.
(F) R((λI −A)) lies dense in C(E) for some λ > 0.
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A number of implications between combinations of the above conditions are valid. We
mention (only) a selection thereof.
2.6 Lemma. Let A be a linear operator on C(E).
a) (C)(a) ⇐⇒ (C)(b).
b) Suppose that (A) holds. Then, (C)(c) ⇐⇒ (C)(b) ⇐⇒ (C)(a).
c) (C)(a) =⇒ (D).
d) (D) =⇒ ‖f‖∞ ≤ ‖g‖∞, f ∈ D(A), λ ≥ 0, f − λAf = g.
e) (C) (c) =⇒ ‖λf −Af‖∞ ≥ λ‖f‖∞, f ∈ D(A), λ > 0.
f) (E) =⇒ (F).
g) Let A be closed. Then, (F) and (C)(c) =⇒ (E).
Proof. a) (C)(a)⇒ (C)(b): Apply (C)(a) to −f ∈ D(A). One may verify the converse
implication in the same manner.
b) (C)(c) ⇒ (C)(b): Let f ∈ D(A), f(x0) = maxx∈E f(x). It is left to show that
Af(x0) ≤ 0 if f(x0) < 0. Let f(x0) < 0. There exists α > 0 such that f(x0) + α ≥ 0,
since f is bounded. Define fˆ := f + α1. Then, fˆ(x0) = maxx∈E fˆ(x) ≥ 0, and Af(x0) =
Afˆ(x0)− αA1 = Afˆ(x0) ≤ 0, by (A) and the positive maximum principle. The converse
implication (C)(c) ⇐ (C)(b) is obvious, and (C)(b) ⇐⇒ (C)(a) is the statement a).
c) Suppose that f ∈ D(A), λ ≥ 0 and that f − λAf = g. Since E is compact and f is
continuous, there exists a point x0 such that f(x0) = minx∈E f(x), and
f(x0) ≥ f(x0)− λAf(x0) = g(x0) ≥ min
x∈E
g(x)
holds, since λAf(x0) ≥ 0 by (C)(a).
d) Let f ∈ D(A), λ ≥ 0 and f − λAf = g. The assertion follows by applying condition
(D) to both f and −f .
e) Let f ∈ D(A) and λ > 0. There exists x0 ∈ E such that |f(x0)| = ‖f‖∞. Suppose
that f(x0) ≥ 0 (otherwise replace f by −f). By the positive maximum principle we have
that Af(x0) ≤ 0 and hence that
‖λf −Af‖∞ ≥ λf(x0)−Af(x0) ≥ λf(x0) = λ‖f‖∞.
f) The implication is given by choosing λ = 1.
g) Using condition (F) and that A is closed, we obtain that R(λI −A) = C(E) for all
λ > 0, see for example Ethier and Kurtz [1986, Chapter 1, Lemma 2.3]. Let λ > 0.
Let g ∈ C(E). Since R(λI −A) = C(E) for all λ > 0, there exists f ∈ D(A) such that
1
λf −Af = g ⇔ (I − λA)f = λg. We have that fˆ := 1λf ∈ D(A) and that (I − λA)fˆ = g.
We have shown that for all g ∈ C(E) there exists fˆ ∈ D(A) such that (I−λA)fˆ = g holds
for all λ > 0. That R(I − λA) = C(E) holds for λ = 0 is obvious.
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2.7 Definition. An operator A on C(E) is said to be a Markov pregenerator in the
sense of Liggett [1985] if the conditions (A), (B) and (C)(a) hold.
A closed Markov pregenerator in the sense of Liggett [1985] that satisfies condition
(E) is called a Markov generator in the sense of Liggett [1985].
Remarks. 1) The term Markov pregenerator is taken from Liggett [1985, Definition
2.1] but modified by replacing the original condition (D) by (C)(a). Note that (C)(a)
implies (D) by Lemma 2.6 (d)5.
2) The term Markov generator is taken from Liggett [1985, Definition 2.7 combined
with Proposition 2.8 (b)].
Notation. From now on, a Markov (pre)generator is a Markov (pre)generator in the
sense of Liggett [1985].
§ Summary and Conclusions. Let us reassemble and complement some of the essen-
tial results obtained up to now.
1) Every Markov generator is the (infinitesimal) generator of a Feller semigroup on
C(E) by Theorem 2.5 using Lemma 2.6 b) and f).
2) Let (Tt)t≥0 be a Feller semigroup on C(E) with (infinitesimal) generator A. Then,
A is closed and satisfies the condition (A) by definition and the conditions (B), (C)(c) and
(F) by Theorem 2.5. We obtain by using the statements (b) and (g) of Lemma 2.6 that A
is a Markov generator.
3) Combining the statement 1) with Theorem 2.4, the following connection is obtained:
Suppose that A is a Markov generator and µ ∈ P (E,B(E)). Then there exists a
Markov process X corresponding to (Tt)t≥0, where (Tt)t≥0 is generated and uniquely
determined by A in the sense of Remark 2.1 4), with initial distribution µ and sample
paths in DE [0,∞).
4) The set DE [0,∞) can be endowed with a metric d and since E is compact,(
DE [0,∞), d
)
is a complete separable metric space, see Ethier and Kurtz [1986, Chap-
ter 3, Section 5, in particular Theorem 5.6]. We denote the σ-algebra of Borel sets on
DE [0,∞) by B(DE). For each t ≥ 0, define pit : DE [0,∞) → E by pit(f) := f(t). By
Ethier and Kurtz [1986, Chapter 3, Theorem 7.1], the equality of σ-algebras
σ(pit, t ≥ 0) = B(DE)
holds. Suppose that a Markov process X = (Xt)t≥0 on (Ω,F,P) with initial initial
distribution µ and sample paths in DE [0,∞) is given. Since X can be understood as a
mapping X : Ω → DE [0,∞) and this mapping is (F,B(DE)) measurable by Gänssler
and Stute [1977, Satz 1.2.11], we obtain that any Markov process with sample paths
in DE [0,∞) can be regarded as a random variable from (Ω,F,P) to (DE [0,∞),B(DE)).
5) Define T := {T = {t1, ..., tm}; 0 ≤ t1 < t2 < ... < tm, m ∈ N} and for each T ∈ T
define piT : DE [0,∞) → Em by piT (f) = (f(t1), ..., f(tm)). The set of cylinder events on
E, given by ZE :=
⋃
T∈T
{
pi−1T (AT ) ; AT ∈ ⊗mi=1B(E)
}
, is closed regarding intersection
5In order to verify that certain operators Ω, whose closures turn out to be Markov generators and gen-
erate interacting particle systems, are pregenerators, Liggett [1985] uses condition (C)(a) (anyway),
see Liggett [1985, Proposition 2.2 and the proof of Proposition 3.2].
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and by using the result Bauer [1992, §7, Satz 7.2], on may verify that
B(DE) = σ(ZE).(2.11)
Suppose that two Markov processes X,Y : (Ω,F,P) → (DE [0,∞),B(DE)) are given
such that they correspond to the same semigroup (Tt)t≥0. Then, X and Y have the same
transition function P and the same finite-dimensional distributions, see (2.7). Using the
extension theorem for measures, see for example Bauer [1992, §5, Satz 5.4] together with
(2.11) (X and Y coincide on ZE since they have the same finite-dimensional distributions),
we obtain that PX = PY . In other words, X and Y have the same distribution on
(DE [0,∞),B(DE)).
Notation. Combining the statements 3) 4) and 5) above, we obtain that a Markov gener-
ator A and µ ∈ P (E,B(E)) determine X : (Ω,F,P)→ (DE [0,∞),B(DE)), a Markov
process with sample paths in DE [0,∞) and initial distribution µ, uniquely in distribution.
For this we may use the following phrases synonymously.
a) X is the Markov process generated by A (and with initial distribution µ).
b) X is the Markov process with (Feller) semigroup (Tt)t≥0 (and with initial
distribution µ).
We may sometimes use these phrases neglecting the probability measure µ. In such a case
µ is implicitly assumed.
2.4 Invariance and Reversibility
We give some definitions and basic results based on Liggett [1985].
Let (Tt)t≥0 be a Feller semigroup on C(E), and let µ ∈ P (E,B(E)). For each t ≥ 0,
the mapping
f 7→
∫
E
Ttf dµ (f ∈ C(E))
is a positive linear functional on C(E). By Riesz’ representation theorem for linear
functionals, see for example Werner [2000, Theorem II.2.5], there exists for each t ≥ 0 a
unique probability measure in P (E,B(E)) – that we denote by µTt – such that∫
E
f dµTt =
∫
E
Ttf dµ (f ∈ C(E))(2.12)
holds, see also Liggett [1985, Definition 1.6].
2.8 Definition. The following definitions are given according to Liggett [1985, Defini-
tion 1.7, Definition 1.9 and Definition 5.1 respectively].
1) A probability measure µ ∈ P (E,B(E)) is said to be invariant for (Tt)t≥0 if
µTt = µ (t ≥ 0).
By I we denote the set of all probability measures that are invariant for (Tt)t≥0.
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2) A probability measure µ ∈ P (E,B(E)) is said to be reversible for (Tt)t≥0 if∫
E
fTtg dµ =
∫
E
gTtf dµ (f, g ∈ C(E))(2.13)
holds for all t ≥ 0. By R we denote the set of all probability measures that are reversible
for (Tt)t≥0.
3) The semigroup (Tt)t≥0 is said to be ergodic if
a) I = {ν} is a singleton, and
b) w-limt→∞ µTt = ν for all µ ∈ P (E,B(E)).
There are a number of immediate properties of I proven in Liggett [1985, Proposition
1.8]. Here, we mention just a selection thereof and relate I and R according to Liggett
[1985, Proposition 5.2].
2.9 Proposition. a) The inclusion R ⊆ I holds.
b) The set I is non-empty and is a compact convex subset of P (E,B(E)).
c) If for µ ∈ P (E,B(E)) the weak limit w-limt→∞ µTt = ν exists, then ν ∈ I .
d) Let µ ∈ P (E,B(E)). Then µ is invariant relative to (Tt)t≥0 if and only if for all
t ≥ 0 ∫
E
Ttf dµ =
∫
E
f dµ (f ∈ C(E)).
2.10 Proposition (Liggett [1985, Proposition 5.3]). Let A be a Markov generator
generating the semigroup (Tt)t≥0. Suppose that A has a core D. Let ν ∈ P (E,B(E)).
The probability measure µ is reversible relative to (Tt)t≥0 if and only if∫
E
fAg dν =
∫
E
gAf dν (f, g ∈ D).(2.14)
We end this section by mentioning how we may use the terminology introduced above.
Let A be a Markov generator, and let µ ∈ P (E,B(E)). Let X be the Markov process
(with initial distribution µ) generated by A and with Feller semigroup (Tt)t≥0.
Notation. Let ν ∈ P (E,B(E)).
1) The following phrases may be used synonymously.
a) ν is reversible (invariant) for A.
b) ν is reversible (invariant) for (Tt)t≥0.
c) ν is reversible (invariant) for X (with initial distribution µ).
2) The following phrases may be used synonymously.
a) (Tt)t≥0 is ergodic.
b) X (with initial distribution µ) is ergodic.
CHAPTER 3
Interacting Particle Systems (IPS)
The main idea behind the mathematical construction of an interacting particle system
is its definition as a Markov process. This gives rise to the question: What makes a
Markov process an interacting particle system?
Roughly speaking, the answer to this question is based on two crucial components of
the IPS construction: the configuration space X, in which the process takes its values,
and the particular type of dynamics, which can involve interaction mechanisms. Each
lattice configuration of X can be seen as a lattice that has spins (states) attached to
its nodes. The dynamics are described by a family of so-called transition rate functions.
Future configurations evolve dependent on a current lattice configuration η ∈ X. This
dependence is given by the local interactions of spins of η.
Based on the above and using the statements of Section 2, one may summarize the task
of defining an interacting particle system as follows: Define a Markov generator that
generates a Markov process with values in a suitable compact configuration space X and
that incorporates specific dynamics given by a family of transition rate functions.
Fulfilling this task is the essence of this section. The book Liggett [1985], the main
source for this section, is concerned with the construction of interacting particle systems
as well as with the analysis of well-studied examples, such as voter models, the contact
process or the exclusion process. Some of the crucial definitions and some of the results
are taken from there. In this case, proofs may not be included.
On the other hand, we mention that most results of Section 3.1.7 can not be found
in relevant literature, including Liggett [1985]. In this section we deal with continuous
function and certain measurable functions defined on X, under the assumption that the
spin space is discrete and finite1. Interacting particle systems that have a discrete and
finite spin space, among some other assumptions, are called n-spin systems and play a
major role here.
§ What is in Chapter 3? This chapter is divided into two Sections. At the beginning
of Section 3.1, we deal with the lattice structure of a lattice S. This is followed by the
definition of the spin space W and the configuration space X, each with its measurable
structures. Subsequently, we deal with probability measures in X and with translation
invariance. Next we are concerned with functions defined on X focusing on continuous
functions and their properties regarding measurability with respect to the σ-algebras FV ,
V ⊆ S. After that we define what we mean by a family of transition rate functions that
describes the dynamics of an IPS. Finally the question of existence of IPS’s is clarified by
1In Liggett [1985], one may find some of these results for the case that the spin space equals {0, 1}.
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means of defining a suitable Markov generator that incorporates a family of transition
rate functions.
In Section 3.2, we deal with n-spin systems and particularly address the case where X
is finite.
3.1 Construction
3.1.1 Spacial Structures and Lattices
Let S be a countable set with elements usually denoted by x, y, z. Define
T := {T ⊆ S; |T | ≤ ∞},(3.1)
the set of all finite subsets of S. For i ∈ N, the set T i is the set of all finite subsets of S
with cardinality equaling i and hence defined by
T i := {T ⊆ S; |T | = i}.(3.2)
For V ⊆ S, the set T (V ) is defined by
T (V ) := {T ∈ T ; V ∩ T 6= ∅}.(3.3)
We might refer to T (V ) as the cover of V with finite sets. Similarly,
T i(V ) := {T ∈ T i; V ∩ T 6= ∅} (i ∈ N)(3.4)
is defined to be the cover of V with finite sets T ∈ T i. If T = {x} ∈ T 1, we shortly write
T (x) instead of T ({x}) as well as T i(x) instead of T i({x}).
In this text we are primarily interested in the case in which the set S is a regular lattice.
If not explicitly stated differently, it is assumed from here forward throughout that S = Zd
or S ⊆ Zd, d ∈ N. In this case ‖·‖ denotes the euclidean norm on Rd restricted to S. We
continue with further definitions related to the lattice Zd. The set
T B := {{x, y} ∈ T 2; ‖x− y‖ = 1}(3.5)
is defined to be the set of all nearest neighbor bonds (of nodes). For V ⊆ S, the cover of
V with sets of nearest neighbors is given by
T B(V ) := {T ∈ T B; V ∩ T 6= ∅}.(3.6)
In the case that V = {x} we write T B(x) instead of T B({x}). For s ∈ [0,∞), the set
Ns(V ) is defined by
Ns(V ) := {y ∈ S; ∃x ∈ V : ‖x− y‖ ≤ s}(3.7)
and is said to be the distance s neighborhood of V . For each {x} ∈ T 1 we write Ns(x)
instead of Ns({x}) and put
N(x) := N1(x).(3.8)
In relevant literature, N1(x) is often called the nearest neighbor neighborhood or the
distance 1 neighborhood of the node x. Finally we fix some
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Notation. Let V ⊆ S. Without loss of generality we may write V = (si)i=1,..,|V |. This
means that one chooses a count of V . Elements of T may sometimes be called finite
volumes. This phrase is often used in statistical physics of disordered systems and in
related fields.
3.1.2 Summing over Finite Volumes
Summing over elements of T – the finite volumes – is an often-used concept for lattice
systems, as for example in Liggett [1985] andGeorgii [1988]. Note that T is a countable
set and is directed according to ⊆. This paragraph is used to introduce the concept of
infinite sums taken over subsets of T . Essentially such a sum is, as any real series, a net
of partial sums. Here, the limit of this net is taken by means of net-convergence along the
directed set T .
In detail, let (aT )T∈T be a family of mappings aT : T → R. Hence, (aT )T∈T is a net in
R. A net (aT )T∈T is said to converge towards a provided that for arbitrary ε > 0 there
exists Tε ∈ T such that for all T ∈ T with T ⊇ Tε the statement |aT − a| < ε holds. In
this case we write limT∈T aT = a. Let T 0 ⊆ T and define the partial sum
sT :=
∑
A∈T 0
A⊆T
aA (T ∈ T ).
The net (sT )T∈T is referred to as net of partial sums. If the limit (sT )T∈T exists, we
shortly write ∑
T∈T 0
aT := lim
T∈T
sT .
Finally we fix some
Notation. In the case that the sum is taken over T 1, the singletons of T , we may write∑
x∈S
ax :=
∑
T∈T 1
aT .(3.9)
3.1.3 The Topological Configuration Space
To avoid confusion we want to clarify some nomenclature at the beginning of this section.
As briefly mentioned in the introduction of this section, an IPS – to be defined – is finally
obtained as a Markov process. Commonly, the space in which a Markov process takes
its values is called state space of the Markov process.
In our context this state space is denoted by X, consists of lattice configurations and
is consequently called configuration space from now on. On the other hand, the term
state space is here used as a synonym of the space W that contains the states that
configurations can take at each coordinate (or node of the lattice) of S. Elements of W
may also be called spins, and W may be called spin space. We now come to the details.
Let (W,d) be a compact metric space and Od be the topology on W induced by d. We
consider topological product spaces of (W,d) relative to the subsets V ⊆ S and start by
fixing some
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Notation. We identify
XV := (W
V ,
⊗
s∈V
Od) (V ⊆ S).
The respective product topologies
⊗
s∈V Od are denoted by OV . In the case that V = S
we write XS := X and OS = O.
3.1 Remarks. 1) According to Tikhonovs theorem, see for example Werner [2000,
Theorem B.2.10], XV is compact with respect to OV for each V ⊆ S. Each of the spaces
XV , V ⊆ S, is metrizable.
2) To interpret X, one may think of the example where S = Z2. The space (W,d)
is then assigned to each element or node of S. One can imagine an element of X as a
two-dimensional lattice configuration, where a value of W is assigned to each node.
3) The product topology is often referred to as topology of coordinate-wise convergence.
This means that a sequence of configurations (ηn)n∈N converges towards η ∈ X in the
product topology if and only if
lim
n→∞ d(pix(ηn), pix(η)) = 0 (x ∈ S).(3.10)
Let V ⊆ S. We fix further
Notation. 1) Elements of X, the configurations, are usually denoted by η or ζ. Let
T ∈ T . For elements of XT we often use the letters v and u. For x ∈ S we identify
X{x} = W {x} = W .
2) The projection piV (η) ∈ XV is often written as ηV , and piV (B) ⊆ XV is often written
as BV . Also, we may write ηx instead of η(x).
3) For the inverse-image set of singletons we write pi−1V ({ζ}) and pi−1V (ζ), ζ ∈ XV ,
interchangeably.
4) Let T ⊆ S such that T ∩ V = ∅. Further let ξ ∈ XV and ζ ∈ XT . If for η ∈ XT∪V
the conditions piT∪VT (η) = ζ and pi
T∪V
V (η) = ξ hold, we may write η = (ζ, ξ).
5) Define V { := S \ {V }. Obviously, any η ∈ X can be written as η = (ηV { , ηV ).
6) Assume that |W | < ∞. In this case put n := |W | − 1. We identify without loss of
generality
W = {0, 1, ..., n}(3.11)
and assume that d is the discrete metric. This setting may shortly be phrased as that: W
is a finite (metric) space. In this case we often use j or k to denote elements of W .
7) For the limit of a sequence (ηn)n∈N towards η in the product topology, as charac-
terized in (3.10), we may write ηn
n−→ η or limn→∞ ηn = η.
3.2 Remark. Suppose that the spin space W is a finite space. Then, for each T ∈ T ,
XT is a finite space. To verify the latter statement, one may show that if a sequence
of configurations (ηn)n∈N in XT converges coordinate-wise towards η, then ηn = η for
sufficiently large n ∈ N.
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3.1.4 Measurable Structures on the Configuration Space
From now on we endow W with the σ-algebra of Borel sets B := B(W ). Recall that for
each V ⊆ S the measurable space (XV ,B(XV )) equals the product space (XV ,BV ) by
Theorem 1.3 of Section 1.
Notation. Put F := B(X).
Aside from F, the sub-σ-algebras FV of F, V ⊂ S, are of much importance in this
text. Each is generated by the projections pii, i ∈ V , and we recall their definitions given
by
FV := σ
{⋃
i∈V
pi−1i (B)
}
(V ⊆ S)
as well as the characterizations (see Theorem 1.2)
FV = σ {ZV } = σ

⋃
T∈T
T⊆V
pi−1T (B
T )
 (V ⊂ S).(3.12)
In words, each of the σ-algebras FV is the smallest σ-algebra containing the related algebra
ZV of all cylinder events in V ⊆ S. Further characterizations of FV , V ⊆ S are given in
Section 1. We may omit to mention that V ⊆ S when writing FV from time to time.
3.1.5 Transformations of Configurations
We define shifts or translation operations on S and on X. Second, for V ⊆ S the mapping
τV is defined. This mapping is used later to describe the dynamics of an IPS.
Let S = Zd, n ∈ N. Let y ∈ S. Define θy : S → S by x 7→ θy(x) := x − y. Note that
the symbol θy is also used for related mappings defined below.
1) A mapping that operates on subsets of S, that is, θy : P(S)→P(S) and
V 7→ θy(V ) := {x ∈ S; x− y ∈ V } (V ⊆ S).
Note that θy(S) = S and hence that θy is a bĳection of S for any y ∈ S.
2) The transformation of configurations θy : X → X is defined by
η 7→ θy(η) := (ηx−y)x∈S (η ∈ X).
Here θy is called the shift or translation of η by y. Denote Θ = (θy)y∈S as the group of
shift transformations on X, where the group operation is ◦.
3) Let f : X → R be a function. For y ∈ S define the function θyf : X → R by
η 7→ θyf(η) := f(θyη) (η ∈ X).
Notation. We omit the brackets around the arguments of θy and may write θyx, θyV or
θyη. Occasionally, θyV may be written as V + y.
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We turn to the mapping τV that changes a configuration at the coordinates in V ⊆ S. In
detail, for V ⊆ S define τV : X×XV → X by
(η, v) 7→ τV (η, v)(x) :=
{
ηx ; x ∈ S \ V
vx ; x ∈ V (η ∈ X, v ∈ XV ).
Of course, τV (η, v) equals (ηV { , v). The interpretation of τV is immediate. The configu-
ration η is changed according to v in the coordinates of V . In its purpose to describe the
dynamics of interacting particle systems, one may think of the argument η of τV as the
current configuration that is “updated” to τV (η, v).
Notation. Let T ∈ T be given as T = {x1, ..., xn}, n ∈ N. In such a case we omit the
brackets in the notation of τT and write τx1,...,xn instead of τ{x1,...,xn}.
3.3 Lemma. Let V ⊆ S and v ∈ XV . The mapping τV (·, v) is continuous.
Proof. Let V ⊆ S and (ηn)n∈N be a sequence in X with limit η. Fix v ∈ XV . The
convergence of the sequence
pix(τV (ηn, v))
n,d−→ pix(τV (η, v))
holds with respect to the metric d onW and for each x ∈ S, which implies the convergence
of (τV (ηn, v)) to τV (η, v) in the product topology as n→∞.
3.1.6 Probability Measures on the Configuration Space
The space P (X,F) is the set of all probability measures on (X,F) supplied with the
topology of weak convergence, see Chapter 1.
Notation. P := P (X,F) andM :=M(X,F).
3.4 Remark. Since X is compact, P is compact. This statement can for example be
found in Bauer [1992, §31, Bemerkung 3].
Let µ ∈ P and y ∈ S. Consider θyµ := µ ◦ θ−1y , the θy-image of µ. The measure µ is
called invariant regarding translation or spatially homogeneous if
θyµ = µ (y ∈ S)(3.13)
holds. The set of all spatially homogeneous probability measures µ ∈ P is denoted by
PΘ.
Note the following well-known uniqueness statement for σ-finite measures, here in the
setting that two measures coincide on all cylinder events in X.
3.5 Theorem (Bauer [1992, Theorem 5.4]). The following statement holds for each V ⊆
S. According to Theorem 1.2, ZV is an algebra and therefore closed regarding intersection.
Hence, each two σ-finite measures µ and µ˜ on (X,FV ) for which
µ(A) = µ˜(A) (A ∈ ZV )(3.14)
holds are identical.
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3.1.7 Functions on the Configuration Space
This section is intended to be a gathering of useful information and statements that deal
with functions defined on X. This focus lies on continuous and certain measurable func-
tions.
The section is divided into two parts. In the first part we deal with cylinder functions
or tame functions, a notion one often finds in the context of lattice spaces. We proceed
as follows. We explain the notion: A function f ∈ C(X) depends on η ∈ X only in the
coordinates of V ⊆ S. Then we introduce a value that can be interpreted as the degree
for which a function f ∈ C(X) depends on η ∈ X in the coordinate x ∈ S. If one obtains
a finite value after summing these degrees over all coordinates, f is contained in the set
of all M-summable functions, to be defined. The set of M-summable functions is denoted
by D(X).
It turns out that a function f ∈ C(X) depends on η ∈ X only in the coordinates of
V ⊆ S if and only if the function is FV -measurable. We define the set T (X) as the set
of continuous functions from X to R that depend on η only in finitely many coordinates.
Afterwards we show that T (X) lies dense in C(X) and that T (X) is contained in the set
of M-summable functions D(X). The latter statements are provided by Theorem 3.13.
In the case that W is finite, we proof that T (X) is the linear hull of the set of simple
functions, to be defined.
The second part of this paragraph provides a useful characterization of the conditional
expectation of some h ∈ L 1(ν), ν ∈ P , with respect to some σ-algebra of the type
FV ⊆ F, V ⊆ S.
For each V ⊆ S we let C(XV ) be the Banach space of continuous functions from X
into R supplied with the sup-norm. Recall that XV is compact.
Notation. A function f : X → R which is (F,B(R))-measurable is just called a measur-
able function. If f is measurable regarding some sub-σ-algebra E of F, then f is said to
be E-measurable, since we always assume the Borel sets on R. For V ⊆ S, the space of all
continuous and FV -measurable functions supplied with the supremum norm is denoted
by C(X,FV ).
3.6 Definition. Let V ⊆ S. The function f : X → R is said to depend on η only in the
coordinates of V or is said to not depend on η in the coordinates of S \ V if there exists a
function g : XV → R such that f allows the representation
f = g ◦ piV .(3.15)
3.7 Corollary. Let V ⊆ S. The projection piV is continuous with respect to O and OV .
For any function f = g ◦ piV that does depend on η only in the coordinates of V , one can
conclude that
a) g ∈ C(XV )⇐⇒ f ∈ C(X).
b) IfW is finite and |V | <∞, then f is continuous. This statement is a consequence
of a), since |XV | <∞ and any function g : XV → R is continuous.
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Of course, a function on X generally depends on all coordinates in S. It is hence a
natural question to ask if one can measure the degree for which a function depends on η
at the coordinate x ∈ S. Therefore, let x ∈ S, and define
S(x) :=
{
(η, ζ) ∈ X ×X; piS\{x}(η) = piS\{x}(ζ)
}
,(3.16)
the set of all pairs of configurations that coincide on the coordinates of S \ {x}.
3.8 Remark. The set S(x) is a compact subset of X × X with respect to the product
topology on X × X. To prove this assertion, one may use the fact that a sequence
(ηn, ζn)n∈N in S(x) converges to (η, ζ) with respect to the product topology if and only
if (η(s))n∈N and (ζ(s))n∈N converge to η and ζ for each s ∈ S. We obtain that S(x) is
complete. Hence S(x) is a closed subset of the compact set X × X, which implies the
assertion.
The mentioned degree for which a function depends on ηx is defined as follows. Let
f : X → R, and define
Mf (x) : = sup
(η,ζ)∈S(x)
|f(η)− f(ζ)| (x ∈ S),(3.17)
as well as
||| f |||:=
∑
x∈S
Mf (x) (x ∈ S).(3.18)
3.9 Remarks. 1) Let x ∈ S. For a continuous function f : X → R we obtain that
Mf (x) <∞, since S(x) is compact. Note that Mf (x) = 0 if and only if f does not depend
on the coordinate ηx.
2) One may verify that for each x ∈ S, the mapping M(·) (x) is a semi-norm on C(X).
This implies that ||| · ||| is a semi-norm as well. In relevant literature, ||| · ||| is sometimes
referred to as triple norm.
The above setup and (3.17) suggest to define for a given function f : X → R the set
tm(f) := {x ∈ S; Mf (x) 6= 0},(3.19)
that is, the set of coordinates the function f depends on.
3.10 Proposition. Let f ∈ C(X) and V ⊆ S. The following conditions are equivalent.
a) The function f is FV -measurable, that is, f ∈ C(X,FV ).
b) The function f does depend on η ∈ X only in the coordinates of V .
c) For all η, ζ ∈ X, the implication: piV (η) = piV (ζ) =⇒ f(η) = f(ζ) holds.
d) For all v ∈ XS\V , the equality: f = f ◦ τS\V (·, v) = f(τS\V (·, v)) holds.
e) tm(f) ⊆ V .
Proof. Without loss of generality (S \ V is countable), suppose that S \ V =
(xi)n=1,...,|S\V |.
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e) ⇒d) Let ζ ∈ XS\V . Define
η0 := η, ηn := τxn(ηn−1, ζxn) (n = 1, ..., |S \ V |).
We have that xn 6∈ tm(f), and hence it follows that Mf (xn) = 0 for each n = 1, ..., |S \V |.
Furthermore, (ηn−1, ηn) ∈ S(xn) holds by the definition of (ηn)n∈N and hence one obtains
f(ηn−1) = f(ηn) = f(η) (n = 1, ..., |S \ V |).(3.20)
Because limn→|S\V | ηn = τS\V (η, ζ) holds for (ηn)n∈N , the continuity of f and (3.20) imply
lim
n→|S\V |
f(ηn) = f(τS\V (η, ζ)) = f(η).
d) ⇒b) Let ηˆ ∈ X. Define g : XV → R by
v 7→ g(v) := f(τV (ηˆ, v)) (v ∈ XV ).
One obtains that
g(piV (η)) = f(τV (ηˆ, piV (η))) =
{
ηˆx ; x ∈ S \ V
ηx ; x ∈ V.
= f(τS\V (η, piS\V (ηˆ))) (η ∈ X).
By assumption, f(τS\V (η, piS\V (ηˆ))) equals f(η) for each η ∈ X, which yields the assertion.
b) ⇒a) The function f satisfies the representation f = g ◦ piV such that g : XV → R
is continuous and hence B(XV )-measurable. This means that for any A ∈ B(R) the
statement B := g−1(A) ∈ B(XV ) holds. The statement of (1.6) provides that FV =
pi−1V (B(XV )) and thus implies that f
−1(A) = pi−1V (B) ∈ FV .
a) ⇒c) Let x ∈ S, and define Fx := f−1({x}). Because f is in C(X,FV ), Fx ∈ FV
holds for all x ∈ R. Since FV = pi−1V (B(XV )), according to (1.6), there exists Bx ∈
B(XV ) such that
Fx = pi
−1
V (Bx) (x ∈ R)
holds. Let η, ζ ∈ X such that piV (η) = piV (ζ) and f(ζ) = x. The following implications
hold by the statements above:
f(ζ) = x =⇒ ζ ∈ Fx =⇒ ζ ∈ pi−1V (Bx) =⇒ piV (ζ) ∈ Bx
=⇒ piV (η) ∈ Bx =⇒ η ∈ pi−1V (Bx) =⇒ η ∈ Fx =⇒ f(η) = x.
c) ⇒e) We prove that Mf (x) = 0 for each x ∈ S \ V or equivalently that S \ V ⊆
S \ tm (f). Let x ∈ S \ V . Define S{(V ) := {(η, ζ) ∈ X ×X; piV (η) = piV (ζ)}, and note
that the inclusion
S(x) ⊆ {(η, ζ) ∈ X ×X; piS\(S\V )(η) = piS\(S\V )(ζ)} = S{(V )
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holds. The definition of Mf (x) and the above inclusion yield
0 ≤Mf (x) = max
(η,ζ)∈S(x)
|f(η)− f(ζ)|
≤ max
(η,ζ)∈S{(V )
|f(η)− f(ζ)| .
Finally, the statement of c) ends the proof by implying
max
(η,ζ)∈S{(V )
|f(η)− f(ζ)| = 0.(3.21)
Notation. For the inverse-image set of a singleton f−1({ξ}) we write f−1(ξ).
3.11 Definition. 1) Define the set of functions
D(X) : = {f ∈ C(X); ||| f |||<∞}(3.22)
=
{
f ∈ C(X);
∑
x∈S
Mf (x) <∞
}
.
The elements of D(X) are said to be M-summable.
2) Define the set of functions
T (X) := {f ∈ C(X); tm(f) <∞} .(3.23)
The elements of T (X) are called tame functions or cylinder functions, and for each f ∈
T (X), the set tm(f) is said to be the tame set of the function f .
3) Define the set of functions
E(X) :=
{
1pi−1T (v)
; T ∈ T , v ∈ XT
}
∪ {0,1},(3.24)
where 0, 1 are the constant functions on X equaling 0, 1 ∈ R respectively.
3.12 Corollary. According to Proposition 3.10 one obtains that
T (X) =
⋃
T∈T
C(X,FT ).
3.13 Theorem. The following statements hold.
a) T (X) ⊆ D(X) ⊆ C(X).
b) T (X) lies dense in C(X).
In the case that W is a finite space, any tame function can be obtained as a finite linear
combination of simple functions, that is,
c) lin(E(X)) = T (X).
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Proof. a) The set of M-summable functions and the set of tame functions are sets of
continuous functions by definition. That a tame function is M-summable is clear since the
triple norm of a tame function is a finite sum over finite values.
b) This assertion is implied by the application of the Stone-Weierstraß Theorem,
as to be found in Werner [2000, Satz VIII.4.7]. We thus have to verify the sufficiencies
of this theorem. We have that T (X) is a linear subspace of C(X) containing the constant
functions. It is left to show that T (X) separates points and that f, g ∈ T (X) implies that
f ·g ∈ T (X). The latter is obtained by | tm(f ·g)| = | tm(f)∪tm(g)| ≤ | tm(f)|+ | tm(g)| <
∞. Let η, ζ ∈ X such that η 6= ζ. There exists x ∈ S such that pix(η) 6= pix(ζ). Defining
the tame function f := 1pi−1{x}(ηx), we obtain that f(η) 6= f(ζ).
c) Let f = 1pi−1T (ξ), ξ ∈ XT , T ∈ T , be a simple function. Since f allows the repre-
sentation f = 1{ξ}(piT ) = g ◦ piT , where g := 1{ξ} : XT → R, f depends on η only in
the coordinates of T according to Definition 3.6. Since W is a finite space, XT is a finite
space and g is a continuous function by Corollary 3.7. Thus, f ∈ T (X). We have shown
that E(X) ⊆ T (X). This implies that lin (E(X)) ⊆ T (X), since lin (E(X)) contains the
finite linear combinations of simple functions.
To show the converse inclusion T (X) ⊆ lin (E(X)), let f ∈ T (X) and denote tm(f) =
T ∈ T . We have that
f =
∑
ξ∈XT
f(ξ)1pi−1T (ξ)
.
Since |T | < ∞, |XT | < ∞ and the above sum is a finite linear combination. Thus,
f ∈ lin (E(X)).
3.14 Remarks. Relationships to established relevant literature concerned with functions
defined on lattice-like spaces like X are outlined in this remark.
1) In the bookGeorgii [1988], the role of the (metric) spin space (W,B) is taken by an
arbitrary measurable space (E,E), and the set S is assumed to be a countable set. From
there, the product space ES supplied with the product σ-algebra is the general setup. For
each T ∈ T , the space LT of all bounded FT -measurable functions and L :=
⋃
T∈T LT ,
the set of all local functions, is defined. The closure L¯ of L with respect to the sup-norm
is called the space of all bounded quasilocal functions.
To connect the two settings (the setting in Georgii [1988] and the present context),
we identify (W,B) and (E,E). The compactness of X implies that T (X) ⊆ L . On the
other hand, if W is a finite space, we obtain by Proposition 3.10 and Corollary 3.7 b) that
any FT -measurable function f , T ∈ T , is continuous and hence that f ∈ T (X). Thus we
obtains that T (X) = L , provided that W is a finite space. We conclude, Theorem 3.13
says that the continuous functions coincide with the quasilocal functions on X if W is a
finite space, that is, L¯ = C(X).
2) Well-studied examples of IPS’s, such as the voter models, the contact process or
the exclusion process, are defined with the spin space W = {0, 1}. We mention that
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the book Liggett [1999] particularly focuses on these models. In several proofs to be
found in Liggett [1985]2, a set D of all functions “...that depend only on finitely many
coordinates...” is mentioned. However, a rigorous definition of D is missing.
Furthermore Liggett [1985] claims that these functions can be obtained as the linear
hull of all functions of the form η 7→ ∏y∈T piy(η), T ∈ T . We mention, in the case where
W = {0, 1}, the simple functions build a larger set as the functions η 7→ ∏y∈T piy(η),
T ∈ T . In particular (and in contrast) we mention that the simple functions contain the
constant functions on X.
The next lemma is a variation of Bauer [1991, Lemma 15.4]. Roughly speaking, due to
the special structure ofX and FV , one can use continuous measurable test functions in the
integrals of Equation (3.25) below to characterize the conditional expectation (In spite of
the usual characterization of the conditional expectation, where bounded and measurable
functions would be used as test functions in the integrals of Equation (3.25) below).
3.15 Lemma (Conditional Expectation). Let V ⊆ S, FV ⊆ F and ν ∈ P be given. Let
h, h0 ∈ L 1(ν). Then hf, h0f ∈ L 1(ν) for any f ∈ C(X) and the following statement
holds. An FV -measurable function h0 ∈ L 1(ν) is a version of ν(h |FV ), the conditional
expectation of h under FV , if and only if∫
fh0 dν =
∫
fh dν (f ∈ C(X,FV )).(3.25)
Proof. Let h0 ∈ L 1(ν) be a version of ν(h |FV ). Initially consider the positive part h1 ≥ 0
of h and the negative part h2 ≥ 0 of h separately. The Dominated Convergence Theorem
yields that for 1 ≤ i ≤ 2, the equation∫
1Ahi dµ =
∫
1Ah0 dµ (A ∈ FV )
implies the equation
∫
fhi dµ =
∫
fh0 dµ for all f ∈ B(X,FV ). We conclude, using the
linearity of the integral, that∫
fh dµ =
∫
fh0 dµ (f ∈ B(X,FV ))(3.26)
holds. This yields the assertion, since X is compact and hence C(X) ⊆ B(X).
Conversely assume that the statement of (3.25) holds. For each A ∈ ZV , we have that
1A ∈ T (X) and hence that 1A ∈ C(X), according to (3.12) and Theorem 3.13. This
implies that ∫
1Ah dν =
∫
1Ah0 dν (A ∈ ZV )(3.27)
holds. Again we consider the positive parts h1 and h01 and the negative parts h2, h02 of
h and h0 separately. For 1 ≤ i ≤ 2, define the measures µi := hiν and µ0i := h0iν on FV .
2See for example Liggett [1985, Chapter IV, Proposition 2.7 and Chapter VIII, Theorem 2.1].
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By (3.27) and Theorem 3.5 one obtains the equality of the measures µi = µ0,i, 1 ≤ i ≤ 2,
on (X,FV ). The linearity of the integral implies that∫
1Ah dν =
∫
1Ah0 dν (A ∈ FV ),
which ends the proof.
Closing this section, we introduce a representation for a measurable function
f : X → R in the case that W is a finite space. For x ∈ S, define
f0x(η) := f(piS\{x}(η), 0) = f(ηx{ , 0) if ηx = 0
f1x(η) := f(piS\{x}(η), 1) = f(ηx{ , 1) if ηx = 1
...
fn−1x (η) := f(piS\{x}(η), n− 1)) = f(ηx{ , n− 1) if ηx = n− 1.
(η ∈ X),(3.28)
By definition, the functions fkx do depend on η only in x ∈ S for each k ∈W . This means
that they are FS\{x}-measurable by Proposition 3.10 for each k ∈ W . Conversely one
regains the function f from the vector (f 0x , ...fn−1x ) by putting
f(η) =
∑
k∈W
1pi−1x (k)(η)f
k
x (η) (η ∈ X).
Therefore, if W is a finite space, we might occasionally use the following
Notation. For x ∈ S, f = (f 0x , ...fn−1x ). In words, for x ∈ S, (f 0x , ...fn−1x ) is referred to as
the W -decomposition of f ∈ C(X) at x. Each fxk is then assumed to be defined according
to (3.28).
3.1.8 Transition Rate Functions
The definition of a family of transition rate functions is given below. It is important for
our purpose to define a Markov generator that such a family satisfies further conditions.
These are of more technical nature and shall be defined thereafter. It turns out that these,
more or less technical, conditions are implied if the family of transition rate functions is
of finite range. The finite range conditions are given at the end of this Section.
3.16 Definition. A family (cT (·, ·))T∈T of mappings cT : X×B(XT )→ [0,∞) is called a
family of transition rate functions if it meets the following properties for each T ∈ T .
1) For each η ∈ X, the mapping A 7→ cT (η,A) is a measure inM(XT ,B(XT )).
2) The mapping η 7→ cT (η, ·) from (X,O) toM(XT ,B(XT )) is continuous.
IfW is a finite space, XT is a finite space. Then any measure on (XT ,B(XT ) is determined
by its individual probabilities. In this case, we identify each transition rate function cT :
X×B(XT )→ [0,∞) with the function of its individual probabilities cT : X×XT → [0,∞)
defined by
(η, ζ) 7→ cT (η, ζ) := cT (η, {ζ}).
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Interpretation. Recall the definition of the transformation τV : X×XV → X. Let V ⊆ S,
η ∈ X and v ∈ XV . As this mapping describes the “update” of a configuration, the
function cV : XV → [0,∞) assigns a real finite value to this update. This value may be
interpreted as chance or rate of the related update. In other words, the value cV (η, v) can
be interpreted as a rate for the update described by τV (η, v).
Let a family of transition rate functions (cT (·, ·))T∈T be given. In order to describe
further properties of such a family, define:
1) for T ∈ T
cT := sup
η∈X
cT (η,XT ),(3.29)
2) for x ∈ S
∆cT (x) := sup
(η1,η2)∈S(x)
‖cT (η1, ·)− cT (η2, ·)‖X ,(3.30)
3) for x, u ∈ S
γ(x, u) :=
∑
T∈T (x)
cT (u) (x 6= u), γ(x, x) = 0,(3.31)
4) the value ε by
ε := inf
x∈S
inf
(η1,η2)∈S(x)
η1 6=η2
∑
T∈T (x)
cT
(
η1, (pi
T
x )
−1(η2(x))
)
+ cT
(
η2, (pi
T
x )
−1(η1(x))
)
(3.32)
and finally
5) M ∈ [0,∞) ∪∞ by
M := sup
x∈S
∑
T∈T (x)
∑
y 6=x
∆cT (y).(3.33)
The family (cT (·, ·))T∈T is said to be well-defined if the following conditions hold.
sup
x∈S
∑
T∈T (x)
cT <∞(3.3-Liggett)
M <∞(3.8-Liggett)
The tags (3.3-Liggett) and (3.8-Liggett) are assigned in honor of the equivalent conditions
in Liggett [1985], the conditions (3.3) and (3.8), respectively. As we learn in the next
section, these conditions ensure the existence of a well-defined interacting particle system
in the present context.
However, it is sufficient to assume the finite range conditions that are more intuitive
and imply (3.3-Liggett) and (3.8-Liggett)) and are given by the definition below. First
note, the diameter of T ∈ T is defined by diam(T ) := max{‖x− y‖; x, y ∈ T}.
3.17 Definition (Finite Range Conditions). A family of transition rate functions
(cT (·, ·))T∈T is said to satisfy the finite range condition or to be of finite range if the
following conditions hold:
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1) (cT (·, ·))T∈T is spatially homogeneous. This means that for each cT , T ∈ T , and for
each y ∈ S,
θycθyT (·, A) = cT (·, A) (A ∈ B(XT ))(3.34)
⇐⇒ cT+y(θyη,A) = cT (η,A) (η ∈ X, A ∈ B(XT )).
2) There exists r ≥ 0 such that for all T ∈ T with diam(T ) > r
cT (η,XT ) = 0 (η ∈ X).(3.35)
3) There exists s ≥ 0 such that for all T ∈ T
tm(cT (·, A)) ⊆ Nr(T ) (A ∈ B(XT )).(3.36)
3.18 Remark. A straight forward computation yields that any family (cT (·, ·))T∈T of
finite range is well-defined. This means the family satisfies the conditions (3.3-Liggett)
and (3.8-Liggett).
3.1.9 The Generator and Existence
As explained at the beginning of this section, the task to define an IPS can be reduced
to the problem of defining a Markov generator that generates a Markov process with
values in X and incorporates the dynamics given by a family of transition rate functions.
This problem is accomplished in this paragraph.
It should be mentioned that this paragraph provides only essential statements, mainly
taken from Liggett [1985], and that proofs are not always included.
3.19 Proposition (Liggett [1985, Chapter I, Proposition 3.2]). Assume that the condi-
tion (3.3-Liggett) holds for a family of transition rate functions (cT (·, ·))T∈T .
a) For f ∈ D(X), the net
Af(η) :=
∑
T∈T
∫
XT
(f(τT (η, ζ)− f(η)) cT (η, dζ) (η ∈ X)(3.37)
is absolutely and uniformly convergent and defines a function in C(X). Furthermore,
‖Af‖ ≤
sup
x∈S
∑
T∈T (x)
cT
 |||f |||.
b) The operator A is a Markov pregenerator.
In order to sketch the proof of the above proposition we fix some notation, and state
some basic observations. Therefore fix T ∈ T and define for f ∈ C(X)
AT f(η) :=
∫
XT
(f(τT (η, ζ)− f(η)) cT (η, dζ) (η ∈ X).(3.38)
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For f ∈ D(X), the operator A is then obtained as
Af(η) =
∑
T∈T
AT f(η) (η ∈ X).(3.39)
Moreover, for each ζ ∈ XT and f ∈ C(X),
|f(τT (η, ζ))− f(η)| ≤
∑
x∈T
Mf (x) (η ∈ X).(3.40)
Recall that cT := supη∈X cT (η,XT ). One obtains that for f ∈ C(X), the norm of AT f
can be estimated from above as follows:
‖AT f‖ = sup
η∈X
∣∣∣∣∣∣∣
∫
XT
(f(τT (η, ζ)− f(η)) cT (η, dζ)
∣∣∣∣∣∣∣
≤ cT
∑
x∈T
Mf (x) (f ∈ C(X)).(3.41)
Sketch of Proof of Proposition 3.19. To prove a), note that for each T ∈ T the mapping
η 7→
∫
XT
f(ζ)cT (η, dζ) (f ∈ C(X))
is a continuous function on X, according to Definition 3.16 2). This implies that each
summand in (3.39) can be regarded as a continuous function on X by Lemma 3.3. It
is hence left to prove that the series in (3.39) converges absolutely and uniformly for all
f ∈ D(X). The estimate (3.41) implies
‖Af‖ ≤
∑
T∈T
‖AT f‖
≤
∑
T∈T
∑
x∈T
cT Mf (x) (f ∈ C(X)).(3.42)
The following further estimates of the above expression are straightforward. We use
the fact that
∑
T∈T (x) cT ≤ supx∈S
∑
T∈T (x) cT , x ∈ S, and before that we change the
order of summation. ∑
T∈T
∑
x∈T
cT Mf (x) =
∑
x∈S
∑
T∈T (x)
cT Mf (x)
≤ sup
x∈S
∑
T∈T (x)
cT ·
∑
x∈S
Mf (x)
=
sup
x∈S
∑
T∈T (x)
cT
 |||f |||.
We have shown:
‖Af‖ ≤
sup
x∈S
∑
T∈T (x)
cT
 |||f ||| (f ∈ C(X)).(3.43)
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According to the assumption (3.3-Liggett), the expression supx∈S
∑
T∈T (x) cT is finite. A
function f ∈ D(X) is M-summable, which means that ||| f |||< ∞. Hence, the net Af
converges uniformly for f ∈ D(X). For the proof of b) we refer to Liggett [1985].
3.20 Theorem (Liggett [1985, Chapter I, Theorem 3.9]). Assume that the conditions
(3.3-Liggett) and (3.8-Liggett) hold for a family of transition rate functions.
a) The closure A¯ of A is a Markov generator. The Markov semigroup generated by
A¯ is denoted by (Tt)t≥0.
b) The set D(X) is a core for A¯. If f ∈ D(X), then Ttf ∈ D(X) for all t ≥ 0.
Moreover,
|||Ttf ||| ≤ exp ((M − ε)t) |||f ||| (f ∈ D(X)).
With the above theorem and the results of Section 2, we have established a procedure
that determines a Markov process based on (cT (·, ·))T∈T . Suppose that a well-defined
family (cT (·, ·))T∈T is given. Let A be the associated Markov generator. By associated
we mean that A is defined upon (cT (·, ·))T∈T according to (3.37). Let (Tt)t≥0 be the
semigroup generated by A.
Notation. The following statements are synonyms.
a) The IPS generated by A.
b) The IPS with semigroup (Tt)t≥0.
c) The IPS derived from (cT (·, ·))T∈T .
3.1.10 Tame Functions and the Finite Range Conditions
A family (cT (·, ·))T∈T of transition rate functions is of finite range in the sense of Liggett
[1985] (see Liggett [1985, Chapter I, Definition 4.17]) if it is spatially homogeneous and
if there exists R > 0 such that
Lig-1) cT = 0 if T contains two coordinates x, y with ‖x− y‖ > R and
Lig-2) γ(x, y) =
∑
T∈T (x) ∆cT (u) = 0 whenever ‖x− y‖ > R.
3.21 Lemma. Let a family (cT (·, ·))T∈T be given.
a) If (cT (·, ·))T∈T is of finite range in the sense of Liggett [1985], then (cT (·, ·))T∈T
satisfies the finite range conditions of Definition 3.17.
b) Suppose that for each T ∈ T the function cT (·, A), A ∈ B(XT ), is continuous.
Then, the finite range conditions of Definition 3.17 imply that (cT (·, ·))T∈T is of finite
range in the sense of Liggett [1985].
Proof. First note that condition 2) of Definition 3.17 is equivalent to condition Lig-1)
above. Moreover, (cT (·, ·))T∈T is assumed to be spatially homogeneous in Definition 3.17
as well as in the definition of finite range in the sense of Liggett [1985].
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a) We show that Lig-2) implies 3) of Definition 3.17. Suppose that ‖x− u‖ > R for
x, u ∈ S. Then γ(x, u) = 0 for all T ∈ T (x). This implies that for all T ∈ T (x)
∆cT (u) = sup
(η1,η2)∈S(u)
‖cT (η1, ·)− cT (η2, ·)‖XT = 0.(3.44)
Let T ∈ T . We show that for u 6∈ NR(T ) the statement ∆cT (·,A)(u) = 0, A ∈ B(XT ),
holds. This implies that tm (cT (·, A)) ⊆ NR(T ), A ∈ B(XT ), and hence condition 3) of
Definition 3.17, where NR(T ) is the distance R neighborhood of T . Suppose that x ∈ T
and that u 6∈ NR(T ). Then ‖x− u‖ > R, and we have that (3.44) holds. This implies that
sup
(η1,η2)∈S(u)
|cT (η1, A)− cT (η2, A)| = 0 (A ∈ B(X))
holds and hence that ∆cT (·,A)(u) = 0, A ∈ B(X).
b) We show that 2) and 3) of Definition 3.17 imply condition Lig-2). Therefor we show
that there exists R > 0 such that ∆cT (u) = 0 for all T ∈ T (x) if ‖x− u‖ > R, x, u ∈ S.
Let x ∈ S. Let T ∈ T (x). If diam(T ) > r, then cT (η,XT ) = 0, η ∈ X, by Definition
3.17 2). This implies that ∆cT (u) = 0 for all u ∈ S. Suppose that diam(T ) ≤ r. Let
u ∈ S such that ‖x− u‖ > R, where R := s + r and s ≥ 0 and r ≥ 0 are given by the
conditions 2) and 3) of Definition 3.17. Then we have that u 6∈ tm (cT (·, A)), A ∈ B(XT ).
This implies that for each A ∈ B(XT ) the equality cT (η1, A) = cT (η2, A) holds for all
(η1, η2) ∈ S(u). Hence, ‖cT (η1, ·)− cT (η2, ·)‖XT = 0 holds for all (η1, η2) ∈ S(u). We
obtain that ∆cT (u) = sup(η1,η2)∈S(u) ‖cT (η1, ·)− cT (η2, ·)‖XT = 0, by the continuity of
cT (·, A) and since S(u) is compact by Remark 3.8.
3.22 Proposition. Suppose that a well-defined family of transition rate functions
(cT (·, ·))T∈T is given with the associated Markov generator A. Assume that there ex-
ists R > 0 such that γ(x, u) = 0 holds if ‖x− u‖ > R for x, u ∈ S. Then, T (X) is a core
for A.
Proof. Let A1 := A|T (X) be the restriction of A to T (X). We know that T (X) lies dense
in C(E) by Theorem 3.13. By Proposition 2.2, it is left to show that there exists λ > 0
such that R(λI −A1) lies dense in C(E). For the most part, the present proof is carried
out in an analogous manner as the proof of Liggett [1985, Theorem 3.9]3.
Let (Sn)n∈N be an increasing sequence of finite sets Sn ∈ T , n ∈ N, such that⋃
n∈N Sn = S. Define for n ∈ N
c
(n)
T (·, ·) =
{
cT (·, ·) ; T ⊆ Sn
0 ; T 6⊆ Sn (T ∈ T ).
3There it is shown that R(I − λΩ) is dense in C(X) for the pregenerator Ω with domain D(Ω) = D(X).
Roughly speaking, the proof of Liggett [1985, Theorem 3.9] could be used to prove the present
statement (just) by replacing D(X) with T (X) (A1 would then be Ω) and by adding an extra reasoning
why the application of Liggett [1985, Lemma 3.4] yields that fn ∈ T (X), n ∈ N, given that g ∈ T (X).
3.1 Construction 35
Then, ∑
T∈T
c
(n)
T =
∑
T∈T
T⊆Sn
cT <∞,(3.45)
since cT <∞ for all T ∈ T and Sn has finitely many finite subsets. Define for n ∈ N and
f ∈ D(X)
A
(n)
1 f(η) :=
∑
T∈T
∫
XT
(f(τT (η, ζ))− f(η)) c(n)T (η, dζ) (η ∈ X).
By (3.45) and Proposition 3.19, A(n)1 is a Markov pregenerator
4. Moreover, A(n)1 is
bounded since by using (3.45), we get that for each n ∈ N
‖A(n)1 f‖∞ ≤
∑
T∈T
‖f‖∞ sup
η∈X
∫
XT
c
(n)
T (η, dζ)
=
∑
T∈T
‖f‖∞c(n)T ≤ ∞.
For each n ∈ N, we denote the bounded extension of A(n)1 to C(X) again by A(n)1 . By
Liggett [1985, Proposition 2.8] we obtain that A(n)1 is a Markov generator and hence
that
R
(
I − λA(n)1
)
= C(X) (λ ≥ 0)(3.46)
holds for all n ∈ N.
Let g ∈ T (X), and let λ > 0. By the above statement, there exists for each n ∈ N a
function fn in C(X) such that
fn − λA(n)1 fn = g.
Next we show that fn ∈ T (X) for all n ∈ N. Let n ∈ N. Let x 6∈ Sn. Then for all
T ∈ T (x), T 6⊆ Sn. This implies that c(n)T (·, ·) = 0 for all T ∈ T (x). Hence, for T ∈ T (x),
∆
c
(n)
T
(u) = 0 for all u ∈ S. This implies that
γ(n)(x, u) =
∑
T∈T (x)
∆
c
(n)
T
(u) = 0 (u ∈ S, x 6∈ Sn).(3.47)
Let u 6∈ NR(Sn), where the latter is the distance R neighborhood of Sn. Then,
γ(n)(x, u) ≤ γ(x, u) =
{
0 ; x 6∈ Sn, by (3.47),
0 ; x ∈ Sn, since ‖x− u‖ > R.(3.48)
By Liggett [1985, part (b) of Lemma 3.4],
Mfn (u) ≤Mg (u) + λ
∑
x∈S
γ(n)(x, u) Mfn (x).(3.49)
4In the proof of Liggett [1985, Theorem 3.9], A(n)1 is denoted by Ω
(n).
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Define Λ :=
(
tm(g) ∪NR(Sn)
) ∈ T . If u 6∈ Λ, then u 6∈ tm(g), and by using (3.48) and
(3.49) we obtain that
Mfn (u) ≤ 0 + λ sup
x∈S
Mfn (x)
∑
x∈S
γ(n)(x, u)
= 0,
since supx∈S Mfn (x) < ∞. We conclude that fn ∈ T (X) = D(A1) for all n ∈ N. Hence,
we can define
gn := fn − λA1fn = (I − λA1)fn (n ∈ N).(3.50)
It is shown in the proof of Liggett [1985, Theorem 3.9] that limn→∞ ‖g − gn‖∞ = 0 if λ
is sufficiently small5, that is, λ < M−1, where the value M is defined according to (3.33).
Since gn ∈ R(I − λA1) for all n ∈ N, see (3.50), g is in the closure of R(I − λA1). Since
g ∈ T (X), we have shown that
T (X) ⊆ R(I − λA1)
holds for 0 ≤ λ ≤M−1. Since T (X) is dense in C(X) it follows that R(I − λA1) = C(X).
This implies that there exists λ > 0 such that R(λI −A1) = C(X) and hence the assertion
is shown.
By Lemma 3.21, we immediately obtain the following result.
3.23 Corollary. Suppose that a well-defined family of transition rate functions
(cT (·, ·))T∈T is given such that for each T ∈ T the function cT (·, A), A ∈ B(XT ), is
continuous. Let A be the Markov generator associated to (cT (·, ·))T∈T . If (cT (·, ·))T∈T
satisfies the finite range conditions, then T (X) is a core for A.
3.1.11 Long-Time Behavior and Ergodicity
The following theorem provides a sufficient condition for an IPS to be ergodic in the sense
of Definition 2.8.
3.24 Theorem (Liggett [1985, Chapter I, Theorem 4.1]). Let an IPS derived from a
well-defined family (cT (·, ·))T∈T be given. If M < ε, the IPS is ergodic. Moreover, for
g ∈ D(X) the estimate
‖Ttg −
∫
g dν‖ ≤
sup
x∈S
∑
T∈T (x)
cT
 exp(−(ε−M)t)
ε−M |||g||| (t ≥ 0)
holds, where ν is the unique invariant probability measure of I .
5There, g ∈ D(X), fn ∈ D(X) and the pregenerator Ω with D(Ω) = D(X) are considered. Note that
Ωf = A1f for all f ∈ D(A1) = T (X) ⊆ D(X).
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3.2 n-Spin Systems
3.2.1 Definition
Before turning to the definition of n-spin systems, we gather some information on related
interacting particle systems.
The term spin system, as for example introduced in Liggett [1985, Chapter III], is
a common phrase used in literature dealing with interacting particle systems. It usually
refers to an IPS in which each coordinate has two possible spins, for example 0 and 1, and
only one coordinate changes in each transition. Because of the rather simple structure
of their configuration space {0, 1}S , spin systems may often be quite well understood,
provided that their interaction mechanisms are “sufficiently simple” as well. Examples
for “sufficiently simple” interaction mechanisms of spin systems may be given with any
nearest neighbor interaction, where the rate function for a spin flip on x ∈ S depends
on configurations only in their coordinates within the distance 1 neighborhood of x.
This means that the finite range condition (3.36) is satisfied for r = 1. Some general
approaches for spin systems are given in Liggett [1985, Chapter III]. To get an overview
on what is known for two typical examples, the voter model and the contact process, we
refer to Liggett [1985, Chapter V] and Liggett [1985, Chapter VI], respectively. Each
of the mentioned chapters in Liggett [1985] is opened by a short survey on verified
results and is closed by a list of open problems.
Let the spin space W = {0, ..., n− 1} be a finite metric space endowed with the discrete
metric. Then, the Borel σ-algebra B equals the power set P(W ) and we work with the
measurable spin space (W,P(W )).
3.25 Definition. Let a well-defined family of transition rate functions (cT (·, ·))T∈T be
given. We call an interacting particle system derived from (cT (·, ·))T∈T an n-spin system
if
cT (·, ·) = 0 (T /∈ T 1).
This means that for an n-spin system, only single-node updates may be rated strictly
positive.
Notation. Hence, we write (cx(·, ·))x∈S for the family of transition rate functions instead
of (cT (·, ·))T∈T .
3.26 Remarks. 1) By the definition of a transition rate function, we have that the
mapping η 7→ cT (η, ·) from (X,O) to M(XT ,B(XT )) is continuous for each T ∈ T , see
Definition 3.16. This means that the mapping
η 7→
∫
XT
f(ζ)cT (η, dζ) (f ∈ C(XT ))(3.51)
is a continuous function for each T ∈ T . Let T ∈ T . Since |T | < ∞ and W is a finite
space, XT is a finite space, and the σ-algebra of Borel sets B(XT ) equals the power
set P(XT ). Moreover, the characteristic functions 1A, for A ∈ B(XT ), are continuous
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functions on XT 6. We obtain that for each A ∈ B(XT ), the transition rate function
cT (·, A) is continuous by (3.51). Hence, if (cx(·, ·))x∈S defines an n-spin system, then for
each A ∈ B(W ), the transition rate functions cx(·, A), x ∈ S, are continuous.
2) Proceeding on the comments on spin systems given at the beginning of this section,
the relationship of n-spin systems to other known interacting particle systems is further
commented.
For the construction of IPS’s, as explained in Liggett [1985], the assumption that
(W,d) is a compact metric space plays a major role for the most part. However, this
restriction can be considerably relaxed. In Chapter IX of this book, linear systems with
values in [0,∞)S are considered, constructed and shortly discussed.
The zero-range process, firstly introduced by Spitzer in his pioneer work Spitzer
[1970], possesses a configuration space equaling NS , which is not compact either. This
zero-range process has caused many follow-up articles, such as Andjel [1982].
Assuming a finite range (or nearest neighbor) interaction mechanism, an n-spin system
is – in terms of construction and existence – a “rather simple” interacting particle system.
Nevertheless, the analysis of IPS’s is often a delicate problem, and there are many open
questions even related to the supposedly simple spin systems.
3.2.2 Finite Lattices and Markov Chains
Let S be finite7. Then X = W S is a finite space. The space C(X) can be identified with
RX , regarding sup-norm, and we assume that {1η; η ∈ X} is the (canonical) basis on RX .
Let (ηt)t≥0 denote an n-spin system with values in X. Then (ηt)t≥0 is a Markov process
in the sense of Chapter 2. A Markov process that takes values in a finite (or countable)
set is often referred to as time continuous Markov chain. Details on time continuous
Markov chains are given in the Appendix A. We also refer to the books Norris [1998],
Bhattacharya and Waymire [1990] and Anderson [1991].
Notation. An n-spin systems with finite configuration space X is called a finite IPS and
is hence a time continuous Markov chain.
§ The Q-Matrix. Let A =
∑
T∈T AT be the generator of (ηt)t≥0. Put m := |X|. The
linear map A as well as each AT , T ∈ T , have a (m ×m)-matrix representation, which
is computed in the following lemma upon the family (cT (·, ·))T∈T . For the characteristic
function of a singleton 1{η}, η ∈ X, we write 1η.
Remark. The definiton of the family (cT (·, ·))T∈T regards the boundary conditions.
6In fact, C(XT ) can be identified with RXT .
7One motivation for this assumptions is to simulate an n-spin system on a computer (in particular, one
may think of S ⊂ Z2, |S| <∞).
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3.27 Lemma. Let T ∈ T . The matrix representation aT = (aTηζ)ηζ∈X of AT is given by
aTηη = −cT (η,XT ) + cT (η, ηT ) (η ∈ X),
aTηζ =
{
cT (η, ζT ) if ηS\T = ζS\T
0 if ηS\T 6= ζS\T
(η 6= ζ ∈ X)
and satisfies the conditions
aTηζ ≥ 0 (η 6= ζ); 0 ≤ −aTηη <∞ (η ∈ X); −aTηη =
∑
ζ:ζ 6=η
aTηζ (η ∈ X).(Q)
Proof. Let T ∈ T . Then,
aTηη = AT1η(η) =
∑
v∈XT
cT (η, v)(1η(τT (η, v))− 1η(η))
= −
∑
v∈XT
cT (η, v) +
∑
v∈XT
cT (η, v)1η(τT (η, v))
= −
∑
v∈XT
cT (η, v) + cT (η, ηT ) (η ∈ X).
Further, a straightforward computation yields
aTηζ = AT1ζ(η) =
∑
v∈XT
cT (η, v) (1ζ(τT (η, v))− 1ζ(η))
=
∑
v∈XT
cT (η, v)1ζ(τT (η, v))
=
{
cT (η, v) if τT (η, v) = ζ
0 if τT (η, v) 6= ζ (η 6= ζ ∈ X).(3.52)
Since τT (η, v) = ζ ⇔ ηS\T = ζS\T and v = ζT , η, ζ ∈ X, v ∈ XT , expression (3.52) can be
rewritten and implies that
aTηζ =
{
cT (η, ζT ) if ηS\T = ζS\T
0 if ηS\T 6= ζS\T
(η 6= ζ ∈ X).
We conclude from the above equation that∑
ζ:ζ 6=η
aTηζ =
∑
ζ:ζ 6=η
ηS\T=ζS\T
cT (η, ζT )
=
∑
v∈XT :v 6=ηT
cT (η, v)
= cT (η,XT )− cT (η, ηT ) (η ∈ X).
Since cT (η, v) ≥ 0, η ∈ X, v ∈ XT , the assertion is proved.
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3.28 Corollary. The matrix representation a = (aηζ)ηζ∈X of A is given by
aηη = −
∑
T∈T
cT (η,XT ) (η ∈ X),(3.53)
aηζ =
∑
T∈T
cT (η, ζT )1ζS\T (ηS\T ) (η 6= ζ ∈ X)(3.54)
and satisfies the conditions in (Q).
3.29 Definition. An (m ×m)-matrix that satisfies the conditions in (Q) is called a Q-
matrix.
§ From Q-Matrix to Markov Chain. Let A be a Markov generator. We identify
A with its matrix representation a. That a = (aηζ)ηζ∈X together with some µ0 ∈ P define
a finite IPS with values in X and initial distribution µ0 is clear with regard to Chapter 2,
since A is a Markov generator. This IPS, a time continuous Markov chain, is defined
in the probability space (Ω,F,P) and is denoted by (ηt)t≥0, where ηt : Ω→ X, t ≥ 0.
Remark. In fact, there is a standard procedure to derive a time continuous Markov chain
from any Q-matrix. This procedure is essentially similar to the procedure described in
Section 2. Consequently, a Q-matrix is also referred to as generator matrix. Because this
procedure provides additional information about the dynamics of the resulting chain (see
Proposition A.3) it is explained in detail in Appendix A.
We close this section by mentioning some consequences of the finiteness of X and by
introducing some nomenclature. For details we refer to Appendix A.
1) The semigroup (Tt)t≥0 generated by the matrix a8 is a semigroup of matrices
(Pt)t≥0 = {(pηζ(t))ηζ∈X ; t ∈ t ≥ 0} ,
and for all n ∈ N, all times 0 ≤ t0 ≤ t1 ≤ ... ≤ tn+1 and all ζ0, ..., ζn+1 ∈ X
P(ηtn+1 = ζn+1 | ηt0 = ζ0, ..., ηtn = ζn) = pζnζn+1(tn+1 − tn).
For ζ, ξ ∈ X, define
Pζ(ηt = ξ) := P(ηt = ξ|X0 = ζ) = pζξ(t) (t ≥ 0),
the transition probability from ζ to ξ in time t. Moreover, we define
Pµ0(ηt = ξ) :=
∑
ζ∈X
µ0({ζ})pζξ(t),
the distribution of (ηt)t≥0 with initial distribution µ0 at time t. The vector of individual
probabilities µ0P (t) corresponds to the measure µTt introduced in Section 2, see (2.12).
Note that (µ0P (t))ξ = P
µ0(ηt = ξ), ξ ∈ X.
2) The definition of an invariant measure simplifies into the following. The measure µ
on X is invariant for A if
µa = 0⇐⇒ µPt = µ (t ≥ 0).
One may recall the synonyms for the the phrase that µ is invariant for A given at the end
of Section 2.
8Put Pt := exp(ta), t ∈ [0,∞), where exp(ta) = P∞k=0 (ta)kk! .
CHAPTER 4
Gibbs Measures
This Chapter is for the most part based on the book Georgii [1988], to which we refer
as an excellent reference on Gibbs measures.
The theory of Gibbs measures originates in the area of statistical physics that deals
with systems possessing a spatially extended disordered state space. The configuration
space X is a well-fitting example for such a situation. A Gibbs measure – a probability
measure on (X,F) – can be viewed as the distribution of a countably infinite family of
random variables with values in W and attached to the nodes of S such that they admit
some prescribed conditional probabilities.
In physics, Gibbs measures are generally believed to be equilibrium measures of dy-
namical systems. In Section 5, the idea of Gibbs measures being equilibrium measures is
picked up and continued. There, the spin space W is assumed to be a finite space, and
the dynamical system is an n-spin system.
Throughout this chapter we assume that W is a finite space. Given this assumption,
the Borel σ-algebra B equals the power set P(W ).
§ What is in Chapter 4? This chapter provides the definition of Gibbs measures on
(X,F) based on a procedure that is often referred to as “ Gibbs-Boltzmann Ansatz”.
The starting point is a collection of functions Φ = (ΦT )T∈T , defined on X and indexed
by the finite volumes of S. These functions describe the interaction between components,
which are the spins at the coordinates of configurations in X. Consequently, such a family
Φ is called interaction potential. Proceeding on Φ we define the Gibbs distributions
in finite volumes, by using Hamiltonians relative to Φ and the so-called Boltzmann
factors. Let T ∈ T be such a finite volume. The Gibbs distribution in T is essentially a
distribution on (XT ,B(XT )) provided that boundary conditions are satisfied. Technically,
the Gibbs distributions in finite volumes are a family of probability kernels, indexed by
the finite volumes T . One may describe this approach more vividly by saying that when
dealing with spatially infinite systems, one can still look at finite sub-systems, provided
that the rest of the system is held fixed. Note that the choice of Φ determines the Gibbs
distributions in finite volumes.
We arrive at the physically as well as mathematically interesting question: How can
one characterize the “infinite volume Gibbs measure”, the measure that is defined on
(X,F) and which “locally coincides” with the Gibbs distributions in (all) finite volumes?
This characterization is obtained by means of the so-called DLR1 equation that determines
certain conditional probabilities of some µ ∈ P (X,F) by means of the Gibbs distributions
in finite volumes. The DLR equation will again be commented upon in the Remarks 4.3.
1The abbreviation DLR stands for Dobrushin, Landford and Ruelle.
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As a matter of fact, such “infinite volume Gibbs measure” exists under fairly general
conditions, see Georgii [1988, Chapter 4] but is often not unique.
4.1 Potentials, Hamiltonians and Gibbs Measures
An interaction potential Φ is a family (ΦT )T∈T of functions ΦT : X → R with the following
properties:
1) For each T ∈ T , ΦT is FT -measurable.
2) For each T ∈ T , the limit
HΦT (η) =
∑
A∈T (T )
ΦA(η) (η ∈ X)(4.1)
exists. Often, the expression in (4.1) is just a finite sum. Otherwise this sum is a limit
taken by convergence along the directed set T , as explained in Section 3.1.
For each T ∈ T , the function HΦT is called the Hamiltonian in T for Φ. The functions
hΦT : X → [0,∞), T ∈ T , defined by
η 7→ hΦT (η) := exp
(−HΦT (η)) (η ∈ X),(4.2)
are called the Boltzmann factors. Let λ ∈M(W,B), and let Φ be a potential. Suppose
that for all T ∈ T the condition
η 7→ ZΦT (η) :=
∑
v∈XT
exp
(−HΦT (ηT { , v))λT (v) <∞ (η ∈ X)(4.3)
holds, and define the functions ρΦT : X → [0,∞), T ∈ T , by
η 7→ ρΦT (η) :=
hΦT (η)
ZΦT (η)
(η ∈ X).(4.4)
For T ∈ T , the function ZΦT is called the partition function in T for Φ. Finally, for each
T ∈ T the mapping γΦT : X ×F → [0, 1] is given by
(η,A) 7→ γΦT (η,A) :=
∑
v∈XT
exp
(−HΦT (ηT { , v))1A(ηT { , v)λT (v)
ZΦT (η)
(η ∈ X, A ∈ F).(4.5)
A potential Φ, for which (4.3) holds with respect to some λ ∈M(W,W) and for all T ∈ T ,
is referred to as a λ-admissible potential.
Notation. Let T ∈ T be given as T = {x1, ..., xn}, n ∈ N. In such a case we omit the
brackets and write HΦx1,...,xn . We do the same with h
φ
T , ρ
Φ
T , Z
Φ
T and γ
Φ
T .
4.1 Remarks. 1) In Georgii [1988], the problem of defining Gibbs measures is tack-
led in a fairly general setup. The approach there includes the definition of so-called speci-
fications. A specification is a family of proper probability kernels, mostly from (X,FS\T )
to (X,F), that satisfies consistency conditions. In principle, specifications provide the
mathematical background for the definitions of Gibbsian kernels, as defined below.
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2) The family (γΦT )T∈T of probability kernels from (X,FS\T ) to (X,F) is a λ-
specification in the sense of Georgii [1988]. This follows by Georgii [1988, Proposition
(2.5) and Remark (1.32)] together with Georgii [1988, Definitions (1.27) and (1.23)].
4.2 Definition. Let λ ∈ M(W,W), and let the potential Φ be λ-admissible. Let η ∈ X
be fixed, and let T ∈ T . The probability measure on (X,F ) defined by
A 7→ γΦT (η,A) (A ∈ F )(4.6)
is calledGibbs distribution in T with boundary condition ηT {, potential Φ and spin measure
λ. The probability measures on (X,F ) that belong to the set
G Φ :=
{
µ ∈ P ; µ(A|FS\T )(η) = γΦT (η,A) a.s.– µ (A ∈ F , T ∈ T )
}
(4.7)
are called Gibbs measures relative to Φ and λ. The family γΦ := (γΦT )T∈T of probability
kernels from (X,FS\T ) to (X,F) is said to be the family of Gibbsian kernels with respect
to Φ and λ.
4.3 Remarks. Suppose that Φ and λ are given.
1) Let T ∈ T be a finite volume and γΦT be the Gibbs distribution in T with boundary
condition ηT { . The term boundary condition is due to the fact that γ
Φ
T (η,A) vanishes
for any A 6⊆ pi−1S\T (ηT {). This means that γΦT (η, ·) is supported by events A ∈ F that are
subsets of pi−1S\T (ηT {). Since the equation
γΦT (η, pi
−1
T (B)) = γ
Φ
T (η, (ηT { , B)) (B ∈ B(XT ))
always holds, γΦT (η, ·) can be thought of as a distribution on B(XT ) with the boundary
condition ηT { . Of course, pi
−1
T (B) ∈ FT , B ∈ B(XT ).
2) At the beginning of this section we raised the question: How can one characterize
the “infinite volume Gibbs measure”, the measure that is defined on (X,F) and which
locally coincides with the finite volume Gibbs measures? For each finite volume T ∈ T ,
the answer is given by the DLR-equation
µ(A|FS\T ) = γΦT (·, A) a.s.– µ (A ∈ F ),(4.8)
which is satisfied for any probability measure µ that is contained in G Φ. In this equations,
the term “locally coinciding” is mathematically accomplished by conditioning the infinite
volume Gibbs measure µ with the σ-algebra FS\T and by equating it suitably with the
probability kernel describing the Gibbs measure in T with its boundary condition.
We end this section by defining the property to be spatially homogeneous for potentials
and Gibbsian kernels. How the two properties relate is shortly explained in Remark 4.5,
below.
4.4 Definition. 1) A potential Φ = (ΦT )T∈T is said to be spatially homogeneous or
shift-invariant if for each y ∈ S the statements
ΦT+y ◦ θy = ΦT (T ∈ T )(4.9)
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hold. Let y ∈ S. Define θyΦT := ΦT+y(θy), where T ∈ T . Define the family θyΦ :=
(θyΦT )T∈T = (ΦT+y(θy))T∈T . That Φ is shift-invariant can then be shortly expressed by
saying that θyΦ = Φ holds for all y ∈ S.
2) Consider a family γΦ = (γΦT )T∈T of Gibbsian kernels relative to a potential Φ and
some measure λ on (W,B). The kernels γΦ are said to be spatially homogeneous or shift
invariant if for each y ∈ S and all T ∈ T the statements
γT+y(θyη, θyA) = γT (η,A) (A ∈ T , η ∈ X)(4.10)
hold. Let y ∈ S. Define θyγΦT := γΦT+y(θy, θy), where T ∈ T . Define the family θyγΦ :=
(θyγ
Φ
T )T∈T = (γ
Φ
T+y(θy, θy))T∈T . That γ
Φ is shift-invariant can then be shortly expressed
by saying that θyγΦ = γΦ holds for all y ∈ S.
4.5 Remark. Let λ ∈ (W,B). The definition of the shift-invariance of a λ-admissible
potential Φ and the shift-invariance of the related Gibbsian kernels γΦ is consistent in
the following sense: That Φ is λ-admissible implies that θyΦ is λ-admissible, and the
equation θyρΦ = ρθyΦ olds for each y ∈ S. The family ρΦ = (ρΦT )T∈T is defined ac-
cording to (4.4). These two statements follow from Georgii [1988, (5.6) Proposition
(c)] and provide that the shift-invariance of Φ implies the shift-invariance of γΦ. The
converse implication holds only by some restrictions on Φ, see Georgii [1988, (5.9) Corol-
lary (b)].
4.2 A Characterization of Gibbs Measures
The rest of this section is used to state a characterization of the set of Gibbs measures G Φ.
This characterization is given by Proposition 4.10. The proof of this result is prepared
below. We exploit the assumption that W is a finite space and that Gibbsian kernels are
proper. The definition of proper is given in Section 1, (1.1).
4.6 Remark. In order to prove that Gibbsian kernels are proper, one has to consider
a more general framework than introduced here. However, in Chapter II of the book
Georgii [1988], proper Gibbsian kernels are constructed in a generality that includes the
framework of this section. Hence, Gibbsian kernels, as defined via (4.5), are proper.
Crucial for the statement of Proposition 4.10 is the result [Georgii, 1988, Theorem
(1.33)]. Roughly speaking, the latter is that, under suitable conditions (as in this text), a
probability measure, for which
µ(A|FS\{x}) = γΦx (·, A) a.s.– µ (A ∈ F )(4.11)
holds, is an element of G Φ. In other words, if the conditional expectations regarding
FS\{x} of a probability measure µ ∈ P meet the Gibbs distributions just at all single
nodes x ∈ S, then µ is an element of G Φ. This fact emphasizes the family of kernels
(γΦx )x∈S . Moreover, since such γΦx is proper, the probability measure γΦx (η, ·), η ∈ X,
on (X,F) is determined just by knowing its pix-projections, γΦpix(η,B) := γ
Φ
x (η, pi
−1
x (B)),
B ∈ B.
We now come to the details.
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4.7 Lemma. Let T ∈ T . Let γT and γ′T be proper probability kernels from (X,FS\T ) to
(X,F). For each fixed η ∈ X, the equality on FT , that is,
γ′T (η,A) = γ(η,A) (A ∈ FT )(4.12)
implies the equality of the probability measures γ ′T (η, ·) and γ′T (η, ·) on (X,F). In other
words, for each η ∈ X the probability measure γT (η, ·) on (X,F) is uniquely determined
by its values on FT .
Proof. We show that the equality of (4.12) implies that for each η ∈ X the statement
γ′T (η,A) = γ
Φ(η,A) holds for all cylinder events A ∈ Z . The assertion is then implied
by Lemma 3.15. Let T ∈ T and η ∈ X. First, let A ∈ Z with A ∩ T = ∅. Then
A ∈ ZS\T ⊆ FS\T . As γΦT is a proper probability kernel from (X,FS\T ) to (X,F), the
statement
γT (η,A) = 1A(η) = γ
′
T (η,A)(4.13)
holds. Second, let A ∈ Z with A ∩ T 6= ∅. This means that A = pi−1T2 (B), B ∈ ⊗x∈T2B,
T2 ∈ T , where T2 ∩ T 6= ∅. By putting
C := pi−1T (BT ) ∈ FT and D := pi−1T2\T (BT2\T ) ∈ FS\T ,
one has that A = C ∩D. As γT and γ′T are proper probability kernels from (X,FS\T ) to
(X,F),
γT (η,A) = γT (η, C)1D(η)
= γ′T (η,A)
holds by (4.12). Hence, γΦT (η, ·) is determined by the events in FT .
4.8 Corollary. Let x ∈ S and η ∈ X. By Lemma 1.1, Fx = pi−1x (B). Accord-
ing to Gänssler and Stute [1977, Lemma 1.2.5], the set {pi−1x ({v}), v ∈ W} gener-
ates Fx. Hence, the probability measure γΦx (η, ·) is uniquely determined by its values on
{pi−1x ({v}), v ∈W}.
This suggests to define for each x ∈ X the mapping γΦpix : X ×B → [0, 1] by
(η,B) 7→ γΦpix(η,B) := γΦx (η, pi−1x (B)) (η ∈ X, B ∈ B).(4.14)
Notation. We write γΦpix(η, v) for γ
Φ
pix(η, {v}), v ∈W .
For each x ∈ S, γΦpix is a probability kernel from (X,FS\{x}) to (W,B) and may be
called the pix-projection of γΦx .
4.9 Corollary. Let x ∈ S and η ∈ X. The probability measure γΦx (η, ·) is uniquely
determined by the values of γΦpix(η, ·) on the singletons {{v}; v ∈W}.
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4.10 Proposition. Let λ ∈M(W,B). Let the potential Φ be λ-admissible. Then,
G Φ =
{
µ ∈ P ; µ(pi−1x (v) |FS\{x}) = γΦpix(η, v) a.s.– µ v ∈W,x ∈ S
}
.(4.15)
Additionally, each kernel γΦpix, x ∈ S, simplifies into the form
γΦpix(η, v) =
exp
(−HΦx (ηx{ , v)) λ(v)
ZΦx (η)
(η ∈ X, v ∈W ).(4.16)
Proof. By Georgii [1988, Remark (1.24) and Theorem (1.33)] one obtains that
G Φ =
{
µ ∈ P ; µγΦx = µ, x ∈ S
}
.
For µ ∈ P , it is left to prove the equivalence of the following statements. First,
µγΦx = µ (x ∈ S).(4.17)
Second, for all x ∈ S,
µ(pi−1x (v)|FS\{x}) = γΦpix(η, v) a.s.– µ (v ∈W ).(4.18)
We show that the statement of (4.17) implies the statement of (4.18). Let x ∈ S. Let
A ∈ F and B ∈ FS\{x}. Then,
µ(A ∩B) = µγΦx (A ∩B)
=
∫
γΦx (·, A ∩B) dµ.
Since γΦx is proper, γΦx (·, A ∩B) = γΦx (·, A)1B and
µ(A ∩B) =
∫
γΦx (·, A)1B dµ(4.19)
holds. On the other hand, µ(A|FS\{x}) is a conditional expectation which implies∫
B
µ(A|FS\{x}) dµ =
∫
1A1B dµ = µ(A ∩B).(4.20)
Using (4.19) and (4.20) we obtain the equation∫
B
µ(A|FS\{x}) dµ =
∫
B
γΦx (·, A) dµ (A ∈ F, B ∈ FS\{x}).
This equation implies, since X ∈ FS\{x}, that
µ(A|FS\{x}) = γΦx (·, A) a.s.– µ (A ∈ F)
holds. Finally, the above equality and Corollary 4.9 yield (4.18). We show the converse
implication that (4.18) implies (4.17). Again using Corollary 4.9, the equality in (4.18)
implies
µ(A|FS\{x}) = γΦx (·, A) a.s.– µ (A ∈ F).
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Since µ(A|FS\{x}) is a conditional expectation, the above equation yields a certain ex-
pression for µ(A ∩B) if A ∈ F and B ∈ FS\{x}. In detail,∫
B
1A dµ =
∫
B
γΦx (·, A) dµ)
⇐⇒ µ(A ∩B) =
∫
1Bγ
Φ
x (·, A) dµ (A ∈ F, B ∈ FS\{x}).
This implies, again using that γΦx is proper, that
µ(A ∩B) =
∫
γΦx (·, A ∩B) dµ
= µγΦx (A ∩B) (A ∈ F, B ∈ FS\{x}).
Finally, take A ∈ F as well as B, B¯ ∈ FS\{x}. Applying the statement displayed above,
we obtain that
µ(A) = µ(A ∩B) + µ(A ∩ B¯)
= µγΦx (A ∩B) + µγΦx (A ∩ B¯)
= µγΦx (A)
holds, which means that µ = µγΦx , the statement of (4.17). To verify the statement (4.16)
of this proposition, we recall that γΦx (η,A) is given by
γΦx (η,A) =
∑
k∈W
exp
(−HΦx (ηx{ , k))1A(ηx{ , k)λ(v)
ZΦx (η)
(η ∈ X, A ∈ F).
Let η ∈ X and w ∈W . By inserting A = pi−1x (w), formula (4.16) follows since
1pi−1x (w)(ηx{ , v) =
{
1 ; k = w;
0 ; otherwise.
CHAPTER 5
Balanced n-Spin Systems and Gibbs
Measures
At the beginning of Chapter 4 we mentioned that Gibbs measures generally are suspected
to be equilibrium measures of dynamical systems. The main result of this chapter, Theo-
rem 5.8, is a rigorous example for the validity of this hypothesis. Throughout this chapter
we assume that W is a finite space. Given this assumption, the Borel σ-algebra B equals
the power set P(W ).
§ What is in Chapter 5? Theorem 5.8, the main result of this chapter, says that the
set of reversible measures R relative to an n-spin system equals the set of Gibbs measures
G Φ relative to a potential Φ and to a measure λ on (W,B) provided that Φ, λ and the
family (cx(·, ·))x∈S satisfy the detailed balance condition.
The detailed balance condition is given in Definition 5.5, and the term balanced n-spin
system is derived from this condition.
This chapter is divided into two sections. In the first, Section 5.1, we deal with the
reversibility of n-spin systems. In the second, Section 5.2, we define the detailed balance
condition and prove the main result.
5.1 Reversible Probability Measures for n–Spin Systems
There are two results to mention in this section. Suppose that (cx(·, ·))x∈S is a well-defined
family of transition rate functions, and let A be the associated Markov generator. First,
Proposition 5.2 provides a necessary and sufficient condition for a probability measure
µ ∈ P to be reversible relative to A by looking at some operators Ax, x ∈ S. Second,
Proposition 5.4 provides, proceeding on Proposition 5.2, a necessary and sufficient
condition for µ to be reversible relative to A by fixing its conditional probabilities
respecting FS\{x} for all x ∈ S.
Recall that (f0x , ...fn−1x ) is the W -decomposition of f ∈ C(X) at x ∈ S. The functions
fkx , defined according to (3.28), are FS\{x}-measurable for each k ∈ W . One regains the
function f from the vector (f 0x , ...fn−1x ) by
f(η) =
∑
k∈W
1pi−1x (k)(η)f
k
x (η) (η ∈ X).
Notation. For the characteristic function of a singleton 1{η}, η ∈ X, we write 1η. For the
inverse-image set of a singleton f−1({ξ}) we write f−1(ξ).
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5.1.1 The operators Ax
Let a well-defined family of transition rate functions (cx(·, ·))x∈S be given. For each x ∈ S
consider Axf := A{x}f , f ∈ C(X), defined by
Axf(η) :=
∑
k∈W
cx(η, k) (f(τx(η, k))− f(η)) (η ∈ X).(5.1)
(This definition is a repetition of the definition at (3.38) in Section 3.) Let A be the
pregenerator of the n-spin system with rate functions (cx(·, ·))x∈S . Recall that A can be
obtained by summing up the Ax, x ∈ S. In detail, for f ∈ D(X),∑
x∈S
Axf(η) = Af(η) (η ∈ X).
Roughly spoken, the above expression states that the generator of an n-spin system A is
obtained as a superposition of operators Ax, x ∈ S.
5.1 Remarks. We collect further properties of Ax, x ∈ S. Let x ∈ S.
1) The operator Ax with domain C(X) is bounded and hence continuous. Because, the
statement in (3.41) yields that for each f ∈ C(X), the estimate
‖Axf‖ ≤ sup
η∈X
cx(η,W ) Mf (x) (x ∈ S)
holds. Moreover, cx(·,W ) is a continuous function on the compact space X, see item 1)
of Remark 3.26, and therefore bounded, and Mf (x) < ∞ holds for each f ∈ C(X), by
Remark 3.9.
2) For f ∈ D(X), the net ∑x∈S Axf(η) converges absolutely and uniformly in η ∈ X,
see Proposition 3.19. Thus, for any µ ∈ P integration and summation can be interchanged
as follows. ∑
x∈S
∫
Axf dµ =
∫ ∑
x∈S
Axf dµ (f ∈ D(X)).(5.2)
3) Let x ∈ S. The operator Ax allows a vivid interpretation, prepared in the following.
Let f = (f0x , ...fn−1x ) ∈ C(X) be given, where (f 0x , ...fn−1x ) is the W -decomposition of f .
We compute Axf pointwise, using the FS\{x}-measurability of each f
j
x and by changing
the order of summation.
Axf(η) =
∑
k∈W
cx(η, k)
∑
j∈W
1pi−1x (j)(τx(η, k))f
j
x(τx(η, k))− 1pi−1x (j)(η)f jx(η)

=
∑
j∈W
f jx(η)
∑
k∈W
cx(η, k)
(
1pi−1x (j)(τx(η, k))− 1pi−1x (j)(η)
)
(η ∈ X).
The inner sum of the above expression equals Ax1pi−1x (j)(η). For each j ∈ W , the char-
acteristic function 1pi−1x (j) equals 1j(pix), where 1j(·) denotes the characteristic function
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1{j}(·) on W . The above expression for Axf(η) can hence be written as
Axf(η) =
∑
j∈W
f jx(η)Ax (1j ◦ pix(η))
=
∑
j∈W
f jx(η)Ax1j(ηx) (η ∈ X).
Note, the family {1j ; j ∈ W} is the family of canonical basis vectors in RW . Moreover,
the values
axij := Ax1j(i) (i, j ∈W )(5.3)
define a matrix (axij)i,j∈W . It is shown later that (a
x
ij)i,j∈W ∈ M(n × n) satisfies the
properties of a Q-matrix and hence generates a time continuous Markov chain on W .
Consequently, we identify Ax with the chain generated by (axij)i,j∈W through the equality
Axf(η) =
∑
j∈W
aηxjf
j
x(η) (η ∈ X),(5.4)
for all f ∈ C(X). This leads to the following interpretation for which we let x ∈ S and Ax
be given. We identify W with the spin space attached to the node x, that is, W = W {x}.
Let us also assume that the functions cx(·, k), k ∈W , are tame functions.
Interpretation. The Markov process generated by Ax acts on configurations by flipping
their spins at x and can therefore be identified with a Markov chain on W {x} as described
above. The spins of coordinates outside of x remain unchanged. Nevertheless, the dy-
namics of this chain depend on the configurations in all its coordinates contained in the
tame sets of cx(·, k), k ∈ W . This is due to the definition of the matrix (axij)i,j∈W . As
seen in (5.3) and (5.4), the value of each matrix entry depends on the coordinates in the
tame sets of cx(·, k), k ∈ W , through Ax. In other words, the rate with which a spin of a
configuration may flip in x depends on the spins – “around x” – of those configurations
that have coordinates in the mentioned tame sets.
5.1.2 The two crucial results
5.2 Proposition. Let (cx(·, ·))x∈S be a well-defined family of transition rate functions.
Let A be the associated Markov generator. Assume that the functions cx(·, k), k ∈ W ,
are FS\{x}-measurable for all x ∈ S. A probability measure ν ∈ P is reversible for A if
and only if ∫
Axf dν = 0 (f ∈ C(X))(5.5)
holds for all x ∈ S.
The proof of Proposition 5.2 is prepared with some technical details given by the fol-
lowing lemma. Let f ∈ C(X) and define the function gf by
η 7→ gf (η) :=
∑
j∈W
j 6=ηx
f(τx(η, j)) (η ∈ X).(5.6)
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5.3 Lemma. Let T ∈ T , x ∈ T , ξ ∈ XT and the simple function f := 1pi−1T (ξ) be given.
Denote g := gf , where gf is defined according to (5.6). The following statements hold.
a) If f(η) = 1, then g(η) = 0 (η ∈ X).
b) If g(η) = 1, then f(η) = 0 (η ∈ X).
c) g : X → {0, 1}, and g = 1pi−1
T\{x}(ξT\{x})
− f .
d) f · g = 0.
e) f(η)g(τx(η, k)) = f(η) (η ∈ X, k 6= ηx).
f) f(τx(η, k))g(η) = f(τx(η, k)) (η ∈ X, k 6= ηx).
Let y ∈ S, y 6= x and k ∈W . Then,
g) 0 = f(η)g(τy(η, k)) = f(τy(η, k))g(η) (η ∈ X).
Proof. Fix T ∈ T , x ∈ T , ξ ∈ XT and the simple function f := 1pi−1T (ξ). Roughly
speaking, f is the characteristic function equaling 1 if its argument η coincides with ξ in
the coordinates of T . Further, g(η) equals 1 if η coincides with ξ in the coordinates of
T \ {x} but ηx 6= ξx.
a) For all η ∈ X, if f(η) = 1, then each summand in (5.6) defining g(η) equals 0.
b) For all η ∈ X, if g(η) = 1, then there exists j ∈W such that j 6= ηx and f(τx(η, j)) =
1. Hence f(η) = 0.
c) For each η ∈ X, the sum ∑
j∈W
j 6=ηx
f(τx(η, j))
is either 0 (if ηx = ξx) or contains only one summand that can be unequal to 0. This
summand is f(τx(η, ξx)). The value of this summand is given by the characteristic function
f , and thus g(η) ∈ {0, 1} for all η ∈ X. Moreover, we have that
g(η) =
∑
j∈W
j 6=ηx
f(τx(η, j)) =
∑
j∈W
f(τx(η, j))− f(η) (η ∈ X).(5.7)
For each η ∈ X, the sum ∑j∈W f(τx(η, j)) contains only one summand, f(τx(η, ξx)), that
can be unequal to 0. Hence,∑
j∈W
f(τx(η, j)) = 1pi−1T (ξ)
(τx(η, ξx))
= 1pi−1
T\{x}(ξT\{x})
(η) (η ∈ X).(5.8)
By (5.7) and (5.8) we obtain the representation g = 1pi−1
T\{x}(ξT\{x})
− f .
d) Since f and g take their values in {0, 1}, this statement follows from a) and b).
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e) Let k ∈W . Using the representation for g given by statement c), we compute
f(η)g(τx(η, k)) = 1pi−1T (ξ)
(η)1pi−1
T\{x}(ξT\{x})
(τx(η, k))(5.9)
− 1pi−1T (ξ)(η)1pi−1T (ξ)(τx(η, k)) (η ∈ X).
Suppose that ηx 6= k. Then either 1pi−1T (ξ)(η) or 1pi−1T (ξ)(τx(η, k)) equals 0, η ∈ X, so
that the second summand on the right-hand side of (5.9) vanishes. We obtain, since the
function 1pi−1
T\{x}(ξT\{x})
does not depend on η in the coordinate x, that
f(η)g(τx(η, k) = 1pi−1T (ξ)
(η)1pi−1
T\{x}(ξT\{x})
(τx(η, k))
= 1pi−1T (ξ)
(η)1pi−1
T\{x}(ξT\{x})
(η)
= 1pi−1T (ξ)
(η) = f(η) (η ∈ X),
which yields the assertion.
f) Let k ∈ W . The arguments to prove this statement are analogous to those used to
prove the previous statement e). Using the representation for g given by statement c), we
compute
f(τx(η, k))g(η) = 1pi−1T (ξ)
(τx(η, k))1pi−1
T\{x}(ξT\{x})
(η)(5.10)
− 1pi−1T (ξ)(τx(η, k))1pi−1T (ξ)(η) (η ∈ X).
Since ηx 6= k, either 1pi−1T (ξ)(τx(η, k)) or 1pi−1T (ξ)(η) equals 0, η ∈ X. We obtain
f(τx(η, k))g(η) = 1pi−1T (ξ)
(τx(η, k))1pi−1
T\{x}(ξT\{x})
(η)
= f(τx(η, k)).
g) Let y ∈ S, y 6= x. We show that for each k ∈W
0 = f(η)g(τy(η, k)) (η ∈ X).(5.11)
First, assume that y 6∈ T . Since g does not depend on η in y,
f(η)g(τy(η, k)) = f(η)g(η) = 0,(5.12)
using d). Let y ∈ T . Suppose that k = ηy. Then again, f(η)g(τy(η, k)) = f(η)g(η) = 0,
using d). Let k 6= ηy. It is left to show (5.11) for the case that f(η) = 1 (otherwise
f(η) = 0 and (5.11) holds). Then,
1 = f(η) = 1pi−1T (ξ)
(η) =⇒
{
(i) 1pi−1T (ξ)
(τy(η, k)) = 0
(ii) 1pi−1
T\{x}(ξT\{x})
(τy(η, k)) = 0
(η ∈ X).
Using the above implication and the representation of g given with statement c), we obtain
that
g(τy(η, k)) = 1pi−1
T\{x}(ξT\{x})
(τy(η, k))− 1pi−1T (ξ)(τy(η, k))
= 0 (η ∈ X).
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Finally we show the second statement of g), that is, for each k ∈W
0 = f(τy(η, k))g(η) (η ∈ X).(5.13)
Recall that y ∈ S, y 6= x are fixed. The statement (5.13) holds for the case that y 6∈ T and
for the case that y ∈ T and ηy = k by the same arguments used above to prove (5.11). It
is left to show (5.13) for the case that y ∈ T , ηy 6= k and f(τy(η, k)) = 1. Then,
1 = f(τy(η, k)) = 1pi−1T (ξ)
(τy(η, k)) =⇒
{
(i) 1pi−1T (ξ)
(η) = 0
(ii) 1pi−1
T\{x}(ξT\{x})
(η) = 0
(η ∈ X).
Using the above implication and the representation of g given with statement c), we obtain
that g(η) = 0.
Let us now turn to the
Proof of Proposition 5.2. Assume that ν is reversible. First, note that if k = ηx for k ∈W ,
x ∈ S, η ∈ X, the equality f(τx(η, k))−f(η) = 0 holds. Because T (X) lies dense in C(X),
according to Theorem 3.13, and since Ax is a bounded linear operator (see Remark 5.1
1)), it is sufficient to show that∫ ∑
k∈W
k 6=ηx
cx(η, k) (f(τx(η, k))− f(η)) ν(dη) = 0 (f ∈ T (X))
holds for all x ∈ S. Moreover, by linearity it is sufficient to show that∫ ∑
k∈W
k 6=ηx
cx(η, k) (f(τx(η, k))− f(η)) ν(dη) = 0 (f ∈ E(X))(5.14)
holds for all x ∈ S. If x 6∈ tm(f), f ∈ T (X), condition (5.14) is trivially satisfied, and it is
left to show that the condition in (5.14) holds for all x ∈ S and given x ∈ S, for all simple
functions whose tame set contains x.
Therefor, let f ∈ E(X) such that x 6∈ tm (f). Then there exist T ∈ T , x ∈ T , ξ ∈ XT
such that the simple function f : X → {0, 1} is given by
η 7→ f(η) := 1pi−1T (ξ)(η) (η ∈ X).
Consider the function gf : X → {0, 1}, as defined in (5.6), where
η 7→ gf (η) :=
∑
j∈W
j 6=ηx
f(τx(η, j)) (η ∈ X),(5.15)
with the properties given by Lemma 5.3. We suppress in the notation that gf is defined
upon f ∈ E(X) and put g := gf for the remainder of this proof. We proceed as follows.
Subsequently, the expression gAf is computed, where A is the Markov generator given
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by the family (cx(·, ·))x∈S . Then, the expression fAg is computed. We will obtain (5.14)
using the results of both computations and the reversibility of ν.
We start by computing
g(η)Af(η) = g(η)
∑
y∈T
∑
k∈W
cy(η, k) (f(τy(η, k))− f(η))
=
∑
y∈T
∑
k∈W
cy(η, k) (g(η)f(τy(η, k))− g(η)f(η)) (η ∈ X).(5.16)
By applying the statements d) and g) and again d) of Lemma 5.3 to the sum in (5.16),
one obtains
g(η)Af(η) =
∑
k∈W
cx(η, k)g(η)f(τx(η, k)),
=
∑
k∈W
k 6=ηx
cx(η, k)g(η)f(τx(η, k)) (η ∈ X).(5.17)
We conclude from Lemma 5.3 f) that the expression in (5.17) equals∑
k∈W
k 6=ηx
cx(η, k)f(τx(η, k)) (η ∈ X),
and we have therefore shown that
g(η)Af(η) =
∑
k∈W
k 6=ηx
cx(η, k)f(τx(η, k)) (η ∈ X).(5.18)
Next we compute
f(η)Ag(η) =
∑
y∈T
∑
k∈W
cy(η, k) (f(η)g(τy(η, k))− g(η)f(η)) (η ∈ X).
By applying again the statements d) and g) of Lemma 5.3 (in a manner similar to the
computation of gAf) to the right-hand side of the above equation, we obtain that
f(η)Ag(η) =
∑
k∈W
k 6=ηx
cx(η, k)f(η)g(τx(η, k)) (η ∈ X).
Finally, statement e) of Lemma 5.3 yields
f(η)Ag(η) =
∑
k∈W
k 6=ηx
cx(η, k)f(η) (η ∈ X).(5.19)
Next, since D(X) is a core for A, Proposition 2.10 states that the reversibility of ν
implies the equality of the integrals∫
gAf dν =
∫
fAg dν (f, g ∈ D(X)).
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This implies, using (5.18) and (5.19), that∫ ∑
k∈W
k 6=ηx
cx(η, k)f(τx(η, k)) ν(dη) =
∫ ∑
k∈W
k 6=ηx
cx(η, k)f(η) ν(dη) (f ∈ E(X)),
holds, since f and g are tame functions and contained inD(X). Finally, the above equation
is transformed to the desired condition that∫ ∑
k∈W
k 6=ηx
cx(η, k) (f(τx(η, k))− f(η)) ν(dη) = 0 (f ∈ E(X))(5.20)
holds for all x ∈ S.
To prove the reverse implication, fix x ∈ S and assume that (5.5) holds. First, we
introduce some nomenclature to restate the operator Ax. Therefor, let f ∈ C(X) and
define
A˜xf(η) :=
∑
k∈W
cx(η, k)f(τx(η, k)) (η ∈ X).
Now, Axf can pointwise be written as
Axf(η) = A˜x(η)− cx(η,W ) · f(η) (η ∈ X).(5.21)
Recall that each cx(η, k), k ∈ W , is FS\{x}-measurable. Hence, the functions A˜xf and
cx(·,W ) are FS\{x}-measurable for all f ∈ C(X). Now we can restate the statement in
(5.5) by ∫
A˜xf dν =
∫
cx(·,W )f dν (f ∈ C(X)).(5.22)
Next, we show∫
fAxg dν =
∫
gAxf dν (g, f ∈ C(X)).(5.23)
Therefor, let f, g ∈ C(X). By conditioning we obtain the equation∫
fAxg dν =
∫
ν(fAxg |FS\{x}) dν.
By (5.21), by the linearity of the conditional expectation and since A˜xg is FS\{x}-
measurable, we can transform the right-hand side of the above equation and obtain∫
fAxg dν =
∫
ν(fA˜xg − fcx(·,W )g |FS\{x}) dν
=
∫
ν(fA˜xg |FS\{x}) dν −
∫
ν(fcx(·,W )g |FS\{x}) dν
=
∫
A˜xg · ν(f |FS\{x}) dν −
∫
ν(fcx(·,W )g |FS\{x}) dν.(5.24)
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Because ν(f |FS\{x}) is FS\{x}-measurable, the equation
A˜xg · ν(f |FS\{x}) = A˜x(gν(f |FS\{x}))(5.25)
holds. To see this let h be an FS\{x}-measurable real function on X and compute, using
Proposition 3.10, that
A˜x(gh)(η) =
∑
k∈W
cx(η, k)g(τx(η, k))h(τx(η, k))
=
∑
k∈W
cx(η, k)g(τx(η, k))h(η)
= h(η)A˜xg(η) (η ∈ X).
Using the equation (5.25) and by applying the equality in (5.22) to the expression on the
right-hand side of the equation in (5.24), we obtain∫
fAxg dν =
∫
cx(·,W ) g ν(f |FS\{x}) dν −
∫
ν(fcx(·,W )g |FS\{x}) dν.(5.26)
Conditioning the function cx(·,W ) g ν(f |FS\{x}) with FS\{x} and using the fact that
cx(·,W ) is FS\{x}-measurable, one finally obtains that the following expression equals the
expression on the right-hand side of the equation in (5.26):∫
cx(·,W ) ν(f |FS\{x}) ν(g |FS\{x}) dν −
∫
ν(fcx(·,W )g |FS\{x}) dν.(5.27)
Since one can substitute f and g in (5.27) without changing the value of (5.27), the
assertion (5.23) is shown.
Summing on x ∈ S and Remark 5.1 2) imply that∫
fAg dν =
∫
gAf dν (f, g ∈ D(X)).
Finally, since D(X) is a core for A, Proposition 2.10 implies that ν is reversible and this
completes the proof.
5.4 Proposition. Let (cx(·, ·))x∈S be a well-defined family of transition rate functions.
Let A be the associated Markov generator. Assume that the functions cx(·, k), k ∈ W ,
are strictly positive and FS\{x}-measurable for all x ∈ S. Let ν ∈ P . The following
statements are equivalent.
(i) For all x ∈ S, ∫
Axf dν = 0 (f ∈ C(X)).(5.28)
(ii) For all x ∈ S, the conditional probabilities of ν under FS\{x} satisfy the condition
ν
(
pi−1x (k) |FS\{x}
)
=
cx(·, k)
cx(·,W ) a.s.– ν (k ∈W ).(5.29)
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Proof. Let k ∈ W and x ∈ S. The fact that the measure ν has conditional probabilities
for each x ∈ X given by (5.29) is equivalent to the statement that∫
1pi−1x (k)f dν =
∫
cx(·, k)
cx(·,W )f dν (f ∈ C(X,FS\{x}))(5.30)
holds, by Lemma 3.15. In the first step of this proof we establish a more convenient
formulation of (5.30). Therefor, for f ∈ C(X), define the continuous function g : X →
[0,∞) by
η 7→ g(η) := f(η)
cx(η,W )
(η ∈ X).
If f is FS\{x}-measurable, then g is FS\{x}-measurable, since cx(·,W ) is FS\{x}-
measurable for each x ∈ S. That the condition in (5.30) holds is hence equivalent to
the statement that the following holds:∫
g1pi−1x (k)
∑
j∈W
cx(·, j) dν =
∫
gcx(·, k) dν (f ∈ C(X,FS\{x})).(5.31)
By decomposing the domain of integration X on the right-hand side of the above equation,
(5.31) is equivalent to∫
pi−1x (k)
g
∑
j∈W
cx(·, j)dν =
∫
pi−1x (k)
gcx(·, k)dν +
∫
pi−1x (W\{k})
gcx(·, k)dν (f ∈ C(X,FS\{x})),
and hence to ∫
pi−1x (k)
g
∑
j∈W
j 6=k
cx(·, j) dν =
∫
pi−1x (W\{k})
gcx(·, k) dν (f ∈ C(X,FS\{x})).(5.32)
Since pi−1x (W \ {k}) =
⋃
w∈W\{k}
pi−1x (w), (5.32) is equivalent to
∫
pi−1x (k)
g
∑
j∈W
j 6=k
cx(·, j) dν =
∑
w∈W
w 6=k
∫
pi−1x (w)
gcx(·, k) dν
and finally to∫
pi−1x (k)
g
∑
j∈W
j 6=k
cx(·, j) dν −
∑
w∈W
w 6=k
∫
pi−1x (w)
gcx(·, k) dν = 0 (f ∈ C(X,FS\{x})).(5.33)
We have arrived at the desired equivalent formulation of (5.30).
By Proposition 5.2 we know that ν is reversible for the n-spin system with rate functions
(cx(·, ·))x∈S if the condition (5.5) holds for all x ∈ S. In the second step of this proof,
we establish a more convenient formulation of this condition. Let x ∈ S. Let f =
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(f0x , ...f
n−1
x ) ∈ C(X), be given. Then, for each j ∈W , f(τx(η, j)) = f jx(η), η ∈ X. Hence,
for each j ∈W
f(τx(η, j))− f(η) = f jx(η)− f(η) (η ∈ X),
and we rewrite (5.5) as∫ ∑
j∈W
cx(·, j)
(
f jx − f
)
dν = 0 (f ∈ C(X)).(5.34)
Now let k ∈W . Since f(η) = fkx (η) on pi−1x (k) for all f ∈ C(X),∫
pi−1x (k)
∑
j∈W
cx(·, j)
(
f jx − f
)
dν =
∫
pi−1x (k)
∑
j∈W
j 6=k
cx(·, j)
(
f jx − fkx
)
dν (f ∈ C(X))
holds. Using the above equation, we rewrite (5.34), by decomposing the domain of inte-
gration X, as∑
k∈W
∫
pi−1x (k)
∑
j∈W
j 6=k
cx(·, j)
(
f jx − fkx
)
dν = 0 (f ∈ C(X)).
We have arrived at the desired equivalent formulation of (5.5). It is left to show that for
all x ∈ S the subsequent two statements are equivalent.
1) The statement:∑
k∈W
∫
pi−1x (k)
∑
j∈W
j 6=k
cx(·, j)
(
f jx − fkx
)
dν = 0 (f ∈ C(X)),(5.35)
where f = (f0x , ...fn−1x )), f ix ∈ C(X,FS\{x}), i ∈W .
2) The statement: for all k ∈W ,∫
pi−1x (k)
g
∑
j∈W
j 6=k
cx(·, j) dν −
∑
w∈W
w 6=k
∫
pi−1x (w)
gcx(·, k) dν = 0 (g ∈ C(X,FS\{x})).(5.36)
We prove the implication (5.35) =⇒ (5.36). Let k ∈W . Statement (5.35) implies
∫
pi−1x (k)
∑
j∈W
j 6=k
cx(·, j)
(
f jx − fkx
)
dν = −
∑
w∈W
w 6=k
∫
pi−1x (w)
∑
j∈W
j 6=w
cx(·, j)
(
f jx − fwx
)
dν (f ∈ C(X)).
(5.37)
Let g ∈ C(X,FS\{x}). Define f = (f0x , ...fn−1x ) by fkx = −g and f jx = 0, j 6= k, j ∈ W .
We compute the integrand on the left-hand side of the equation in (5.37) by inserting the
function f defined above, that is,∑
j∈W
j 6=k
cx(·, j)
(
f jx − fkx
)
= g
∑
j∈W
j 6=k
cx(·, j).
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We compute the integrand on the right-hand side of the equation in (5.37) by inserting
the function f defined above. Therefor, let w ∈W , w 6= k. Since fwx = 0 for all w 6= k,∑
j∈W
j 6=k
cx(·, j)
(
f jx − fwx
)
=
∑
j∈W
j 6=k
cx(·, j)f jx.
Further, since f jx = 0 for all j 6= k and w 6= k ⇒ k ∈ {j ∈W ; j 6= w}, we obtain∑
j∈W
j 6=k
cx(·, j)
(
f jx − fwx
)
= cx(·, k)fkx .
We insert the function f , defined above, into the equation in (5.37). By the definition of
f and by using the computed integrands, we obtain∫
pi−1x (k)
g
∑
j∈W
j 6=k
cx(·, j) dν =
∑
w∈W
w 6=k
∫
pi−1x (w)
cx(·, k)g dν.
This implies formula (5.36).
Conversely, we prove the implication (5.36) =⇒ (5.35). Let f = (f 0x , ...fn−1x ) ∈ C(X).
Each fkx ∈ C(X,FS\{x}), k ∈ W . Hence, the equality in (5.36) holds for all f kx , k ∈ W ,
and summing over all k ∈W yields
0 =
∑
k∈W
 ∫
pi−1x (k)
−fkx
∑
j∈W
j 6=k
cx(·, j) dν −
∑
w∈W
w 6=k
∫
pi−1x (w)
−fkx cx(·, k) dν

=
∑
k∈W
∫
pi−1x (k)
−fkx
∑
j∈W
j 6=k
cx(·, j) dν) +
∑
k∈W
∑
w∈W
w 6=k
∫
pi−1x (w)
fkx cx(·, k) dν.(5.38)
By changing the order of summation for the right-hand hand side summand of the above
sum we obtain
0 =
∑
k∈W
∫
pi−1x (k)
−fkx
∑
j∈W
j 6=k
cx(·, j) dν +
∑
w∈W
∑
k∈W
k 6=w
∫
pi−1x (w)
fkx cx(·, k) dν.
For a better legibility we substitute the indices of the right-hand summand of the above
sum such that w = k and k = j and rewrite the above equation as
0 =
∑
k∈W
∫
pi−1x (k)
−fkx
∑
j∈W
j 6=k
cx(·, j) dν +
∑
k∈W
∑
j∈W
j 6=k
∫
pi−1x (k)
f jx cx(·, j) dν
=
∑
k∈W
∫
pi−1x (k)
−fkx
∑
j∈W
j 6=k
cx(·, j) +
∑
j∈W
j 6=k
f jx cx(·, j) dν
=
∑
k∈W
∫
pi−1x (k)
∑
j∈W
j 6=k
cx(·, j)
(
f jx − fkx
)
dν,
which is the equation in (5.35).
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5.2 Equality of Gibbs Measures and Reversible Probability
Measures
5.2.1 The Detailed Balance Condition and the Main Result
The notion of detailed balance or a detailed balance condition can often be found
in relevant physical as well as mathematical literature and can be interpreted as a
“microscopic reversibility” or as “local reversibility” for stochastic dynamical systems
with respect to certain Hamiltonians. In this paragraph a version of such a detailed
balance condition is defined for an n-spin systems using its family of transition rate
functions (cx(·, ·))x∈S .
One may be tempted to say that reversibility in the sense of Definition 2.8 can be
interpreted as “macroscopic” on the other hand. We know that Proposition 5.4 provides
a sufficient condition for a probability measure ν to be reversible for an n-spin system in
terms if its conditional probabilities with respect to FS\{x}, x ∈ S. In detail, the condition
(5.29) of Proposition 5.4, that is,
ν
(
pi−1x (k) |FS\{x}
)
=
cx(·, k)
cx(·,W ) a.s.– ν (k ∈W )
gives rise to the question: When does a measure ν have such conditional probabilities?
The main observation is that if one finds a suitable potential Φ and a λ ∈ P (W,B) such
that the detailed balance condition holds, it turns out that the fraction on the right side of
the above equation equals the Gibbsian probability kernel induced by this potential and
λ, see Lemma 5.7.
This leads to the result of this section that can be phrased as follows: In the case that
an n-spin system is balanced, a probability measure is reversible in the sense of Definition
2.8 if and only if it is a Gibbs measure relative to Φ and λ .
The concepts of Gibbs measures and n-spin systems are connected through the subse-
quent definition.
5.5 Definition. Let (cx(·, ·))x∈S be a family of transition rate functions. Let Φ be a
potential and λ ∈ P (W,B). The family (cx(·, ·))x∈S is said to satisfy the detailed balance
condition with respect to Φ and λ provided that for each x ∈ S the condition
cx(η, η
′
x) exp
(−HΦx (η))λ(ηx) = cx(η′, ηx) exp (−HΦx (η′))λ(η′x) ((η, η′) ∈ S(x))(5.39)
holds. If the detailed balance condition is satisfied and (cx(·, ·))x∈S is well-defined, the
n-spin system derived from (cx(·, ·))x∈S is said to be balanced with respect to Φ and λ.
5.6 Interpretation. Let (η, η′) ∈ S(x). One may interpret the detailed balance condi-
tion (5.39) as that two possible scenarios have the same “likelihood”. The scenario, the
likelihood of which is represented by the left hand side of equation (5.39), is: the system
chooses the configuration η and flips it to η′. The scenario, the likelihood of which is rep-
resented by the right hand side of equation (5.39), is: the system chooses the configuration
η′ and flips it to η. Note, ηS\{x}=η′S\{x}, so that a flip is “just a flip in x”.
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Before we come to the results, let us recall some notation. Let T ⊆ S such that
T ∩ V = ∅. Further let ξ ∈ XV and ζ ∈ XT . If for η ∈ XT∪V the conditions piT∪VT (η) = ζ
and piT∪VV (η) = ξ hold, we may write η = (ζ, ξ). Obviously, any η ∈ X can be written as
η = (ηV { , ηV ), where V
{ = S \ V . We put x{ := {x}{. Then (ηx{ , k) = τx(η, k), x ∈ S,
η ∈ X, k ∈ W . As before, we use τT , T ∈ T , for the transformation of configurations
in connection with rate functions and the nomenclature represented by η = (ζ, ξ) in
connections with potentials, Hamiltonians and Gibbs measures.
5.7 Lemma. Suppose that (cx(·, ·))x∈S satisfies the detailed balance condition with respect
to Φ and λ and that the functions cx(·, k), k ∈W , are FS\{x}-measurable. For each k ∈W
the equality
cx(η, k)
cx(η,W )
= γx(η, pi
−1
x (k)) (η ∈ X)(5.40)
holds.
Proof. Choose x ∈ S arbitrarily. The detailed balance condition (5.39) implies that for
any k, k′ ∈W , the condition
cx(τx(η, k), k
′) exp
(−HΦx (ηx{ , k))λ(k) = cx(τx(η, k′), k) exp (−HΦx (ηx{ , k′))λ(k′)
holds for all η ∈ X. Summing over k yields that
∑
k∈W
cx(τx(η, k), k
′) exp
(−HΦx (ηx{ , k))λ(k) = ∑
k∈W
cx(τx(η, k
′), k) exp
(−HΦx (ηx{ , k′))λ(k′)(5.41)
holds for all η ∈ X and all k′ ∈ W . Since the rate functions are FS\{x}-measurable,
cx(τx(η, k
′), k) equals cx(η, k), and cx(τx(η, k), k′) equals cx(η, k′). Hence (5.41) is equiva-
lent to the statement that
cx(η, k
′)
∑
k∈W
exp
(−HΦx (ηx{ , k))λ(k) = cx(η,W ) exp (−HΦx (ηx{ , k′))λ(k′)
holds for all η ∈ X and k′ ∈ W . By a straight forward transformation we obtain that for
all k ∈W the equation
cx(η, k)
cx(η,W )
=
exp
(−HΦx (ηx{ , k)) λ(k)
ZΦx (η)
(η ∈ X)
holds. Finally, we obtain by (4.16) the equality
cx(η, k)
cx(η,W )
= γx(η, pi
−1
x (k)) (η ∈ X, k ∈W ).
Recall that we denote the set of reversible measures for an IPS by R.
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5.8 Theorem. Let λ ∈ P (W,B). Let Φ be a λ-admissible potential, and assume that the
family (cx(·, ·))x∈S is well-defined and satisfies the detailed balance condition with respect
to Φ and λ. Assume that the functions cx(·, k), k ∈ W , are strictly positive and FS\{x}-
measurable for all x ∈ S.
A probability measure ν ∈ P is reversible for the n-spin system derived from (cx(·, ·))x∈S
if and only if ν is a Gibbs measure with respect to Φ and λ, that is,
G Φ = R.(5.42)
Proof. Let x ∈ S. We show the inclusion G Φ ⊆ R. Let ν ∈ G Φ. By the definition of G Φ,
we have that
ν(pi−1x (k) |FS\{x}) = γx(η, pi−1x (k)) a.s.– ν (k ∈W )
holds. We obtain, using equation (5.40) of Lemma 5.7, that the conditional probabilities
of ν under FS\{x} satisfy the condition
ν
(
pi−1x (k) |FS\{x}
)
(η) =
cx(η, k)
cx(η,W )
a.s.– ν (k ∈W ).(5.43)
The assertion follows applying Proposition 5.4 and Proposition 5.2. Conversely let ν ∈ R.
The statements of Proposition 5.2 and of Proposition 5.4 imply the validity of the condition
in (5.43). This implies that ν ∈ G Φ, again by using (5.40).
5.2.2 Discussion of the Result
Theorem 5.8 is a generalization of Liggett [1999, Theorem 2.14, Chapter IV]. This result
is set for spin systems in the sense of Liggett [1985]. Spin systems in the sense of
Liggett [1985] are shortly described and classified at the beginning of Section 3.2. They
are essentially interacting particle systems with spin space W = {0, 1}, where only one
coordinate can change in each transition.
The proof of Theorem 5.8 is based on the application of Proposition 5.2, of Proposition
5.4 and on the validity of the detailed balance condition.
§ On Proposition 5.2. We make the assumptions of this proposition. By Proposition
2.10, ν ∈ P is reversible for A if and only if ∫ fAgdν = ∫ gAfdν holds for all functions
f ∈ D, where D is a core for A. Recall the definition of the operator Ax. For x ∈ S and
f ∈ C(X), Ax is given by
Axf(η) :=
∑
k∈W
cx(η, k) (f(τx(η, k))− f(η)) (η ∈ X).(5.44)
This operator generates a time continuous Markov chain on W {x} = W . The pregener-
ator A is (essentially) obtained by summing over all Ax, x ∈ S, see Remark 5.1. Another
way of stating Proposition 5.2 is given by the equivalence∫
fAg dν =
∫
gAf dν (f ∈ D) ⇐⇒
∫
Axf dν = 0 (x ∈ S, f ∈ C(X)).(5.45)
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Interpretation. With regard to Remark 5.1, in particular to item 3), the statement on the
right-hand side of the above implication may be phrased as that ν is microscopically or
locally invariant for A.
(⇒) To prove the implication “⇒” of (5.45), we have used that it is sufficient to show the
right-hand side of (5.45) for all simple functions f ∈ E(X) and x ∈ S. This sufficiency is a
consequence of Theorem 3.13, which says that the set of tame functions T (X) lies dense in
C(X) and that T (X) is the linear span of the set E(X). We mention, the characterization
of T (X) = lin(E(X)) can not be found in relevant literature, see also Remark 3.14. The
“trick” to obtain the implication of (5.45) was to compute the left-hand side of (5.45) for
an arbitrary f ∈ E(X) and a specific gf ∈ T (X), where gf is given according to (5.6).
(⇐) To prove the implication “⇐” of (5.45), we took a crucial intermediate step by
proving the implication∫
Axf dν (f ∈ C(X)) =⇒
∫
fAxg dν =
∫
gAxf dν (g, f ∈ D) (x ∈ S).(5.46)
From there, the assertion
∫
fAg dν =
∫
gAf dν , g, f ∈ D, follows from the right-hand
side of the above equation by summing over all x ∈ S.
Interpretation. With regard to Remark 5.1, in particular to item 3), the statement on
the right-hand side of the above implication may be phrased as that ν is microscopically
reversible or locally reversible for A.
We close the discussion on Proposition 5.2 with remarks on the implication (5.46).
Remarks. 1) The converse implication holds by inserting g = 1, since Ax1 = 0.
2) In the case that a Markov chain acts on a state space W with |W | = 2, for
example W = {0, 1}, a probability measure µ on (W,P(W )) is reversible if and only if
it is invariant. This is easily verified, since the generator matrix of such a chain is just
a (2 × 2)-matrix. The same holds for Ax, x ∈ S, and µ ∈ P if |W | = 2. Note, by the
above arguments, the implication of (5.46) holds for spin systems in the sense of Liggett
[1985].
3) In the case that |W | > 2, the equivalence of reversibility and invariance, as explained
in item 2) above, fails to be true. Since an n-spin system may have a finite spin space
W = {0, ..., n}, n ∈ N, n > 1, the implication of (5.46) could only be achieved by an
additional assumption. That is, the functions cx(·, k), k ∈ W , are FS\{x}-measurable for
all x ∈ S, which is an additional assumption for the operators Ax, x ∈ S, see (5.44).
§ On Proposition 5.4. We make the assumptions of this proposition. To prove the
statement of this proposition1, we have used Lemma 3.15. Roughly speaking, due to
the special structure of X and FS\{x}, one can use continuous measurable test functions
to characterize the conditional expectations of ν. This provides the connection to the
statement that
∫
Axfdµ = 0 holds for all x ∈ S and f ∈ C(X), in the sense that continuous
test functions are used in the latter integral as well.
1Roughly, it is shown that
R
Axfdµ = 0, x ∈ S, f ∈ C(X), holds if and only if ν has certain conditional
probabilities, given by (5.29).
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Besides that, the proof extensively uses the fact that for each x ∈ S, f ∈ C(X) can
be represented by a vector of FS\{x}-measurable functions, that is, f = (f 0x , ...fn−1x ),
the W -decomposition of f . We omit to repeat the technical details of this proof. We
mention, to obtain that
∫
Axfdµ = 0, x ∈ S, f ∈ C(X), implies the specific form of the
conditional probabilities of ν (with respect to FS\{x}, x ∈ S), we have chosen a suitable
f = (f0x , ...f
n−1
x ).
§ On the Detailed Balance Condition of Definition 5.5. Let us omit the role of
the a priori measure λ on (W,B) in this discussion.
Suppose that W = {0, 1}. In Liggett [1985], the detailed balance condition for
a spin system with rate functions c(x, η) is satisfied with regard to Φ if the function
c(x, η) exp(−HΦx (η)) does not depend on ηx, see Liggett [1985, Definition 2.1]. This may
be rephrased as that for all x ∈ S
c(x, η) exp(−HΦx (η)) = c(x, ηx) exp(−HΦx (ηx)) (η ∈ X)(5.47)
holds, where the configuration ηx evolves from η by a spin flip in x. It is the assumption
W = {0, 1} that allows the intuitive formulation (5.47) because of the following reason: If
the spin of a configuration flips in x to 1, then we know that the spin of that configuration
before the flip was 0 (and vice versa). Hence it is sufficient to say that ηx evolves from η
by a spin flip in x and one does not need to specify the spin to which η flips in x or the
spin ηx itself. If |W | > 2, this fails to be true.
It is not obvious how the detailed balance condition in (5.47) should be generalized for
an n-spin system with |W | > 2. One natural idea is to “memorize” the spin to which a
configuration may flip in x ∈ S and the spin ηx itself, in order to formulate a detailed
balance condition for the “flip back”. In fact, this is the idea expressed in the Interpretation
5.6 and formalized by the detailed balance condition for n-spin systems in Definition 5.5,
that is: A family (cx(·, ·))x∈S is said to satisfy the detailed balance condition with respect
to Φ and λ provided that for each x ∈ S the condition
cx(η, η
′
x) exp
(−HΦx (η))λ(ηx) = cx(η′, ηx) exp (−HΦx (η′))λ(η′x) ((η, η′) ∈ S(x))
holds. Since we choose a pair (η, η′) ∈ S(x), the spins in x are “memorized” and the above
equation includes a flip in x “forth (to η′x) and back (to ηx)”. If W = {0, 1}, the above
condition is equivalent to the detailed balance condition (5.47) of Liggett [1985].
Another natural generalization of the detailed balance condition for spin systems with
W = {0, 1}, as given in (5.47), to n-spin systems with |W | > 2 would be given by∑
k∈W
cx(η, k) exp
(−HΦx (η)) = ∑
k∈W
cx(τx(η, k), ηx) exp
(−HΦx (ηx{ , k)) (η ∈ X).(5.48)
Interpretation. As in the Interpretation 5.6, we phrase the scenarios which are represented
by the left-hand side and by the right-hand side of (5.48). The first scenario is (left-hand
side): the system picks the state η and flips η in x into any other state η′ with (η, η′) ∈ S(x).
The second scenario is (right-hand side): the system picks the state η′ and flips η′ in x
into any other state η with (η, η′) ∈ S(x).
Note, it is a straightforward computation to verify that the detailed balance condition,
as given in Definition 5.5, implies the condition (5.48) above. This implication is part of
the proof of Lemma 5.7. Hence, the condition (5.48) above is sufficient for the proof of
Theorem 5.8.
Part B:
The Collective Migration Model
CHAPTER 6
Modeling Collective Migration
If single entities organize themselves into clusters and align their orientations and
moving directions, we speak of collective migration.
Our aim is to define an interacting particle system which enables us to mathematically
capture and deal with collective migration. Starting from observations made on myxobac-
teria, we abstract from the biological system and make use of the approach to define an
IPS explained in Chapter 3.
§ What is in Chapter 6? In Section 6.1, we briefly deal with the collective migration
of myxobacteria.
In Section 6.2, we define a model for collective migration – the CM-Model – as an
interacting particle system by specifying a configuration space and a family of transition
rate functions (cγ,mT (·, ·))T∈T . After that we collect some immediate properties of the
family (cγ,mT (·, ·))T∈T by dealing with the corresponding expressions cγ,mT , Mγ,m, εγ,m and
the function ∆cγ,mT , T ∈ T . As a result we show that the CM-Model is well-defined.
Finally, in Section 6.3 we classify the model among existing models and discuss our
approach.
6.1 Biological Background
Proceeding on the introduction of this thesis with its explanations about the biological
motivation for our interest for collective migration, we recall that we focus on populations
of myxobacteria as a biological reference system for the CM-Model.
The complex life cycle of these bacteria, characterized by phases of cooperative behavior
as well as by phases of independent crawling, exhibit the formation of different cell patterns
and in particular a phase of collective migration. How the mechanisms of the bacterial
interactions and their self-propelling forces function precisely (on a intracellular scale)
is an on-going discussion, see Shi and Zusman [1993], Sun et al. [1999] and Starruß
et al. [2007]. The introduction of the latter article Starruß et al. [2007] provides a
survey about what is known regarding the life cycle of myxobacteria and their collective
migration. A population passes through a sequence of developmental stages – rippling,
streaming, aggregation – and finally forms fruiting bodies. Swarming of myxobacteria can
be observed during the so-called streaming phase. Essential for myxobacterial swarming
is coordinated motion. Myxobacteria glide on solid surfaces and simultaneously use two
different motility systems: A-motility for individual cell motion and S-motility that is only
active when cells are in close proximity. For details we refer to the mentioned publications.
In the case of Dictyostelium discoideum, a species of soil-living amoeba, diffu-
sive signaling builds a concentration gradient and guides the movement of cells. In
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contrast, no diffusive signaling has been identified in myxobacteria, so far. More-
over, various models for myxobacterial swarming indicate that local cell interaction via
membrane-bound so-called C-signals can account for the formation of clusters and swarms.
However, we are interested in the behavior of entire populations and assume a local
alignment interaction of the oriented bacteria. This leads to the hypothesis that local
alignment interactions and the self-propelling forces of the bacteria may lead to collective
migration. This hypothesis builds the basis for the CM-Model.
6.2 Model Definition
Our aim is to define a model that is “simple enough” to allow analytical treatment but
still incorporates volume exclusion, local alignment and migration of its entities. These
requirements can be met with an IPS model.
In the CM-Model, individuals (entities) are represented by points that possess an ori-
entation and are situated on a regular lattice S = Zd, d ∈ N. Each lattice node can hold
up to one individual. The dynamics of the system consist of two parts: migration, driven
by the intrinsic velocity of oriented individuals, and a stochastic interaction mechanism
that changes the orientation of individuals and involves the possibility of local alignment.
The two parts superpose each other. If one “switched of” the alignment mechanism, a
single individual would persistently move in direction of its orientation unless it is blocked
by an other individual. The speed of this migration is controlled by a parameter m ≥ 0.
If one “switched of” the migration, individuals would change their orientations stochas-
tically but based on the orientations of their neighbors, provided that the parameter γ
is strictly positive. The parameter γ ≥ 0 is interpreted as the sensitivity of individuals
to their neighboring individuals. Clearly, if γ equals zero, individuals would change their
orientations randomly and independent of the other individuals. If – on the other hand –
γ is sufficiently large, individuals tend to choose the average orientation of their neighbors.
Note that the dynamics of the model does not include any birth or death of individuals.
Hence, the lattice occupation density (or number is S is finite) is a conserved quantity.
We now turn to the details.
6.2.1 Spatial Structure
Let S := Zd, d ∈ N. Recall that N(x) is defined by
N(x) = {y ∈ S; ‖x− y‖ ≤ 1} (x ∈ S)
and called the nearest neighbor neighborhood of x. Let ei, ‖ei‖ = 1, 1 ≤ i ≤ d, denote the
canonical basis vectors of Rd and let ~0 be the null vector. Here ‖·‖ denotes the Euclidean
norm and ◦ the inner product in Rd.
The spin space of the model is
W d :=
{
~0,±ei; 1 ≤ i ≤ d
}
.(6.1)
Notation. Occasionally W d shall be enumerated. Then W d = {~0, wi; 1 ≤ i ≤ 2d}. The
elements of W d are called orientations. If d = 2, we put W 2 =
{
~0, wi =
2pii
4 ; 1 ≤ i ≤ 4
}
.
Then we may identify w1 ≡ up, w2 ≡ left, w3 ≡ down and w4 ≡ right.
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The metric onW d is the discrete metric. Hence, the power set P (W d) and the σ-algebra
of Borel sets B
(
W d
)
coincide. We end up with the measurable space
(
W d,B(W d)
)
as
the spin space and with the configuration space
X =
(
W d
)S
.
6.2.2 Transition Rate Functions
A transition rate function cT : X × B(XT ) → [0,∞), T ∈ T , is a measure in its sec-
ond component. Since W d is a finite space, XT is a finite space, and any measure on
(XT ,B(XT ) is determined by its individual probabilities. Note that if T = {x, y} ∈ T B,
then x− y ∈W d, where T B is the set of all nearest neighbor bonds of nodes.
6.1 Definition. 1) Let T ∈ T 1 be given as T = {x}. The transformation
(η, w) 7→ τx(η, w) is called reorientation in x if ηx 6= 0 and w 6= 0.
2) Let T ∈ T B be given as T = {x, y}. The transformation (η, v) 7→ τxy(η, v) is called
migration from x to y if the following conditions hold:
a) ηx = y − x, ηy = 0, and
b) vx = 0, vy = y − x.
The migration from y to x is defined analogously. We say that τT is a migration if τT is
either a migration from x to y or a migration from y to x.
We say that migration from x to y is possible if the condition in 2) a) holds. The term
migration from y to x is possible is defined analogously.
We say that migration is possible if either migration from x to y is possible or migration
from y to x is possible.
Interpretation (d = 2). Let η ∈ X.
1) If ηx = 0, the lattice node x ∈ S is unoccupied. In the other cases, where ηx = w for
some w ∈W d, the lattice node x is occupied by an individual with orientation w.
2) A reorientation in x is simply the change of an orientation for an individual at the
node x, as shown in Figure 6.1 (a). Note that τx(η, ηx) = η is a reorientation in x.
Further, note that τx(η, 0), η ∈ X, is no reorientation in x.
3) The migration from x to y means simply that an individual at x which has an
orientation pointing towards y migrates from x to y and thereby maintains its orientation,
as shown in Figure 6.1 (b). The migration from y to x is defined analogously. If (η, v) 7→
τT (η, v) is a migration from x to y (or vice versa), then v is uniquely determined.
4) If one thinks of the model to be defined as a dynamic system, the configuration η
can be interpreted as the configuration “before a transition takes place”, and τx(η, w) or
τxy(η, w), {xy} ∈ T B, can be seen as the “new configuration after a transition”. Note
that whether migration is possible or not is a condition on a configuration η.
6.2 Definition (Rate Functions). Let m, γ ∈ [0,∞). We define the family
((cγ,mT (·, ·))T∈T ). For each T ∈ T , cγ,mT : X ×XT → [0,∞) is defined by
(η, v) 7→ cγ,mT (η, v) :=

m ; τT (η, v) is a migration
exp (γ ·Rx(η, v)); τT (η, v) is a reorientation in x
0 ; otherwise.
(6.2)
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τx(η, v)η
x x
(a) Reorientation in x
y yxx
η τxy(η, v)
(b) Migration from x to y
Figure 6.1: Figure (a): The left side shows the coordinate x of a current configuration η. The
right side shows the “updated configuration (at x) after a reorientation in x”, if w ≡ right. Figure
(b): The left side shows the coordinates x, y of a current configuration η (migration is possible).
The right side shows the “updated configuration (at x, y) after a migration from x to y”. Note
that vx = 0, vy ≡ right.
The function Rx : X ×W d → R is defined by
(η, w) 7→ Rx(η, w) =
∑
y∈N(x)
w ◦ ηy.(6.3)
If T = {x} ∈ T 1, we may write cγx for cγ,mT . If T = {x, y} ∈ T B, we may write cmxy for
cγ,mT . The fact that the rate functions also depend on the dimension d via the function Rx
is suppressed in the notation here. When necessary, this dependence shall be indicated.
Interpretation (n = 2). 1) The rate functions cγx, {x} ∈ T 1, model the alignment mech-
anism by means of the function Rx. Let {x} ∈ T 1, fix w ∈W d \ {0} and η ∈ X. Roughly
speaking, the more orientations of ηN(x) are equal to w, the higher the value c
γ
x(η, w)
becomes. Likewise, the more orientations of ηN(x) have the opposite orientation −w, the
lower cγx(η, w) becomes. This is interpreted as the tendency of an individual at node x to
align with its neighboring individuals (neighbors), or that individuals tend to choose the
average orientation of their neighbors. Two examples are given by Figure 6.2 below.
x v
y1
y2 y4
ηx
y3
(a) R(η, w) = 3
v y4x
y3
y2
y1
ηx
(b) R(η, w) = 0
Figure 6.2: Figure (a): The figure shows a configuration η (in coordinates {x} ∪ N(x)) before
reorientation in x (see dotted line, neglect v ≡ right), and after (see v ≡ right, neglect dotted line).
In this example, R(η, v) = 3 and cx(η, v) = exp(3r). Figure (b): The figure reads analogously to
Figure (a). In this example, R(η′, v) = 0 and cx(η′, v) = 1.
2) We briefly discuss the role of the parameter γ. According to 1), the rate functions
cmxy, {x} ∈ T 1, can be interpreted as the tendency of an individual to align with its
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neighbors. It is a consequence of (6.2) and (6.3) that this tendency increases with an
increasing parameter γ and that it is suppressed by a low γ. Particularly for γ = 0, one
may say that individuals reorient independently of their neighbors.
The parameter γ is interpreted as a sensitivity parameter. It is thought of as a property
of an individual that reacts more (large γ) or less (small γ) sensitive to the orientations
of individuals in its neighborhood.
3) According to (6.2), the parameter m controls the absolute value of the individuals’
intrinsic velocity. An individual can only migrate to an unoccupied node that lies in the
direction of its orientation. We interpret this as that the migration direction is persistent
and that volume exclusion is regarded.
Remark. Note that birth or death of an individual is not possible according to condition
1) of Definition 6.2. Hence, the lattice occupation density (or the number of individuals
if S is finite) is a conserved quantity during the temporal evolution of the CM-Model.
6.2.3 Properties of (cγ,mT (·, ·))T∈T and the Generator A
Fix γ,m ∈ [0,∞) and let (cγ,mT (·, ·))T∈T be given for the remainder of this section.
We collect some immediate properties of the family (cγ,mT (·, ·))T∈T by dealing with the
corresponding expressions cγ,mT (see (3.29)), M
γ,m (see (3.33)), εγ,m (see 3.32) and the
function ∆cγ,mT , T ∈ T (see (3.30)). As a result we show that the CM-Model is well-defined.
Define T 0 := T B ∪ T 1. For V ⊆ S, define T 0(V ) := T 1(V ) ∪ T B(V ), and for x ∈ S,
put T 0(x) := T 1(x) ∪ T B(x).
Notation. Within the following paragraph, the rate function cγx is regarded as a function
of γ and we may write
cx : X ×W d × [0,∞)→ [0,∞); (η, v, γ) 7→ cx(η, v, γ) := cγx(η, v).
§ Properties of the family (cγ,mT (·, ·))T∈T . The results of this paragraph, given by
Proposition 6.3, are partially used to show that the CM-Model is well-defined, and may
also be seen as a preparation for Chapter 8.
Recall that because XT , T ∈ T , is finite, the total variation norm of a (signed) measure
λ on XT is given by ‖λ‖XT =
∑
v∈XT |λ({v})|. Thus, for each T ∈ T , ∆cγ,mT is given by
u 7→ ∆cγ,mT (u) := sup
(η1,η2)∈S(u)
∑
v∈XT
∣∣cγ,mT (η1, v)− cγ,mT (η2, v)∣∣ (u ∈ S).(6.4)
Since W d is a finite space, the functions cγ,mT (·, v), v ∈ XT , T ∈ T , are continuous, see
Remark 3.26 1). Recall that S(u), u ∈ S, is a compact subset of X ×X, see Remark 3.8.
Specifically, we want to estimate ∆cγx(u) and ∆cmxy(u), {x} ∈ T 1, {x, y} ∈ T B. Therefore,
define the function ∆ : [0,∞) −→ [0,∞) by
z 7→ ∆(z) := exp (2dz)− exp ((2d− 2)z) ,(6.5)
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where d is the dimension of Zd = S. Note that the following two estimates hold for all
w ∈W d and for all x ∈ S, since we have that for w1, w2 ∈W d, w1 ◦w2 ∈ {0,−1, 1} holds.
First,
Rx(η1, w)−Rx(η2, w) ≤ 2 ((η1, η2) ∈ S(x)),(6.6)
and second
Rx(η, w) ≤ 2d (η ∈ X).(6.7)
By (6.7) and since cmxy(η, v) ≤ m, (η, v) ∈ X ×X{x,y}, we obtain that
cγ,mT (η, v) ≤ max
{
cγx(η, w), c
m
xy(η, v
′); w ∈W d, v′ ∈ X{x,y}
}
≤ max {exp(2dγ),m} (η ∈ X, v ∈ X{x,y}) .(6.8)
6.3 Proposition. a) Let T ∈ T \ T 0. Then,
∆cγ,mT
(u) = 0 (u ∈ S).(6.9)
Let T ∈ T 0(x), x ∈ S. Then,
∆cγ,mT
(u) = 0 (u 6∈ N(x)).(6.10)
b) Let {x} ∈ T 1, and let {x, y} ∈ T B. Then,
∆cγx(u) ≤ 2d ·∆(γ) (u ∈ S)(6.11)
and
∆cmxy(u) =
{
m; u ∈ {x, y}
0 ; u 6∈ {x, y} (u ∈ S).(6.12)
c) For each x ∈ S, the value Mγ,m is given by
Mγ,m =
∑
u∈N(x)
∆cγx(u) +
∑
{x,y}∈T B
y∈N(x)
∑
u∈{x,y}
∆cmxy(u).(6.13)
d) For each x ∈ S, the value εγ,m is given by
εγ,m = inf
(η1,η2)∈S(x)
η1 6=η2
cγx(η1, η2(x)) + c
γ
x(η2, η1(x))(6.14)
+
∑
{x,y}∈T B
y∈N(x)
∑
v∈Xxy
v(x)=η2(x)
cmxy(η1, v) +
∑
v∈Xxy
v(x)=η1(x)
cmxy(η2, v).(6.15)
Proof. a) If T ∈ T \T 0, then cγ,mT (η, v) = 0 for all (η, v) ∈ X×XT by definition. This
implies the first assertion (6.9). Let T ∈ T 0(x), x ∈ S. By (6.24), tm(cγ,mT (·, v)) ⊆ N(x) for
all v ∈ XT . Thus, if u 6∈ N(x), then cγ,mT (η1, v) = cγ,mT (η2, v) holds for all (η1, η2) ∈ S(u)
and for all v ∈ XT . This implies the second assertion (6.10).
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b) We prove (6.11). Since {x} ∈ T 0(x), it is left show the inequality in (6.11) for
u ∈ N(x), by (6.10). Let u ∈ N(x). We begin the proof with a preparation. Let α, α˜ ∈ R,
and let k ∈ N. If α ≥ α˜, then
exp(αx)− exp((α− k)x) ≥ exp(α˜x)− exp((α˜− k)x)(6.16)
(⇐⇒ exp(αx)(1− exp(−kx)) ≥ exp(α˜x)(1− exp(−kx))) .
By definition, by (6.6), by (6.7) and by the above inequality (6.16), we obtain that for all
v ∈W d
|cx(η1, v, γ)− cx(η2, v, γ)| = |exp(γRx(η1, v))− exp(γRx(η2, v))|
≤ |exp (2dγ)− exp ((2d− 2)γ)| ((η1, η2) ∈ S(y)).
For each v ∈W d, we conclude the inequality
|cx(η1, v, γ)− cx(η2, v, γ)| ≤ ∆(γ) ((η1, η2) ∈ S(y)),(6.17)
where the function ∆ is defined according to (6.5). By using this inequality (6.17), we can
compute that
∆cγx(u) = sup
(η1,η2)∈S(u)
∑
v∈W d
|cx(η1, v, γ)− cx(η2, v, γ)|
≤
∑
v∈W d
sup
(η1,η2)∈S(u)
|cx(η1, v, γ)− cx(η2, v, γ)|
≤2d ·∆(γ) (u ∈ S),
since cx(·, v, γ) is continuous and S(u), u ∈ S, is compact according to Remark 3.8.
We prove (6.12). Let {x, y} ∈ T B. Let u 6∈ {x, y}. We have that tm(cmxy(·, v)) = {x, y}
for all v ∈ X{x,y}, by (6.24). Hence, for (η1, η2) ∈ S(u), cmxy(η1, v) = cmxy(η2, v) holds for
all v ∈ X{x,y}, which implies the assertion.
Next, let u ∈ {x, y}, and let (η1, η2) ∈ S(u). If (η1, v1) 7→ τxy(η1, v1), v1 ∈ X{x,y}, is a
migration, then there exists no v2 ∈ X{x,y} such that (η2, v2) 7→ τxy(η2, v2) is a migration
and vice versa. Let η ∈ X. If (η, v) 7→ τxy(η, v) is a migration, then v ∈ X{x,y} is uniquely
determined. From these statements one can conclude that for all v ∈ X{x,y},
∣∣∣cmxy(η1, v)− cmxy(η2, v)∣∣∣ =

cmxy(η1, v1) ; (η1, v1) 7→ τxy(η1, v1) migration
cmxy(η2, v2) ; (η1, v2) 7→ τxy(η2, v2) migration
0 ; otherwise,
(6.18)
where v1 6= v2. Let (η1, η2) ∈ S(u), and let v1, v2 ∈ W such that (η1, v1) 7→ τxy(η1, v1) is
a migration and that (η1, v2) 7→ τxy(η2, v2) is a migration. From (6.18) we conclude the
second assertion, namely
∆cmxy(u) : = sup
(η,ζ)∈S(u)
∑
v∈X{x,y}
∣∣cmxy(η, v)− cmxy(ζ, v)∣∣
= max
{
0, cmxy(η1, v1), c
m
xy(η2, v2)
}
= max{0,m}.
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c) Since (cγ,mT (·, ·))T∈T is spatially homogeneous, since cγ,mT = 0 if T ∈ T \T 0, according
to (6.9), and by applying (6.10), we obtain that
Mγ,m : = sup
x∈S
∑
T∈T (x)
∑
u6=x
∆cγ,mT
(u)
=
∑
T∈T 0(x)
∑
u∈N(x)
∆cγ,mT
(u) (x ∈ S).
The above sum is finite, which allows us to interchange the order of summation and to
rewrite the above expression as
Mγ,m =
∑
u∈N(x)
∑
T∈T 1(x)
∆cγx(u) +
∑
u∈N(x)
∑
T∈T B(x)
∆cmxy(u) (x ∈ S).
Note that for x ∈ S, T 1(x) = {x} and T B(x) = {{x, y} ∈ T B; y ∈ N(x)}. By (6.12) and
by changing the order of summation we obtain the assertion that
Mγ,m =
∑
u∈N(x)
∆cγx(u) +
∑
{x,y}∈T B
y∈N(x)
∑
u∈{x,y}
∆cmxy(u) (x ∈ S).
d) Taking the definition of εγ,m, using that (cγ,mT (·, ·))T∈T is spatially homogeneous and
applying the statement a) of this proposition, we obtain that for each x ∈ S
εγ,m = inf
(η1,η2)∈S(x)
η1 6=η2
∑
T∈T 0(x)
cT
(
η1, (pi
T
x )
−1(η2(x))
)
+ cT
(
η2, (pi
T
x )
−1(η1(x))
)
.(6.19)
Let x ∈ S. We have that
T 0(x) = {{x}, {x, y}; y ∈ N(x)}.(6.20)
Moreover, for T = {x, y} ∈ T 0(x) we have that
(piTx )
−1(ηx) = {v ∈ Xxy; vx = ηx} (η ∈ X),(6.21)
and for T = {x} ∈ T 0(x) we have that
(piTx )
−1(ηx) = {w ∈W d;w = ηx} = {ηx} (η ∈ X).(6.22)
By splitting the sum in (6.19) using (6.20) and by using the equations (6.21) and (6.22),
one obtains the assertion.
§ The Finite Range Conditions. The family (cγ,mT (·, ·))T∈T satisfies the finite range
conditions of Definition 3.17. This means the following:
1) The family (cγ,mT (·, ·))T∈T is spatially homogeneous.
2) One concludes from Definition 6.2 that if T 6∈ T 0, then cγ,mT (·, v) = 0 for all v ∈ XT .
Hence, for r = 2 and all T ∈ T with diam(T ) > r,
cγ,mT (η,XT ) = 0 (η ∈ X).(6.23)
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3) Let T ∈ T . The transition rate function cγ,mT depends on η ∈ X only in the
coordinates ηy, y ∈ N(T ). In detail, piS\N1(T )(η) = piS\N1(T )(ζ) implies that cγ,mT (η, v) =
cγ,mT (ζ, v). According to Proposition 3.10, the function c
γ,m
T (·, v) is FN1(T )-measurable for
all v ∈W d. Moreover, one concludes from Definition 6.2 that
tm
(
cγ,mT (·, v)
)
=

N(x) ; T = {x} ∈ T 1
{x, y} ; T = {x, y} ∈ T B
∅ ; T 6∈ T 0
(v ∈ XT ).(6.24)
Hence, for s = 1 and for all T ∈ T ,
tm
(
cγ,mT (·, v)
) ⊆ Ns(T ) (v ∈ XT ).(6.25)
The item 2) of the above remark, stated in words, means that the transition rate functions
(cγ,mT (·, ·))T∈T can take on values higher then 0 only if T ∈ T 0.
§ The Generator. We know from Section 3.1.8 that (cγ,mT (·, ·))T∈T is well-defined, since
(cγ,mT (·, ·))T∈T is of finite range. However, using the preparations given by Proposition
6.3, we show that the family (cγ,mT (·, ·))T∈T satisfies the conditions (3.3-Liggett) and (3.8-
Liggett). Moreover, we provide an upper bound for M γ,m and state the generator that
defines the collective migration model.
6.4 Corollary.
Mγ,m ≤ 4d (d∆(γ) +m) ,(6.26)
which implies condition (3.8-Liggett). Let T ∈ T . Then,
cγ,mT ≤ ∞,(6.27)
which implies that condition (3.3-Liggett) holds, since (cγ,mT (·, ·))T∈T is spatially homoge-
neous.
Proof. We prove (6.26). We start with the expression for M given with (6.13) and apply
the statements (6.11) and (6.12) of Proposition 6.3.
Mγ,m =
∑
u∈N(x)
∆cγx(u) +
∑
{x,y}∈T B
y∈N(x)
∑
u∈{x,y}
∆cmxy(u)
≤
∑
u∈N(x)
2d∆(γ) +
∑
{x,y}∈T B
y∈N(x)
∑
u∈{x,y}
m (x ∈ S).
Since for each x ∈ S, |N(x)| = |{{x, y} ∈ T B; y ∈ N(x)}| = 2d and |{x, y}| = 2, one has
that
Mγ,m ≤ 2d(2d∆(γ)) + 2d2m.
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We prove the statement (6.27). For each T ∈ T ,
cγ,mT : = sup
η∈X
cT (η,XT )
= sup
η∈X
∑
v∈XT
cγ,mT (η, v).
Next, we use the estimate (6.8) that provides an upper bound for the rate functions
independent of (η, v) ∈ X ×XT . Note that |XT | =
∣∣W d∣∣|T | = (2d+ 1)|T |. We obtain
cγ,mT ≤
∑
v∈XT
max{exp(2dγ),m}
= (2d+ 1)|T | ·max{exp(2dγ),m} ≤ ∞.
Let f ∈ D(X), and define
Aγ,mf(η) =
∑
T∈T 0
∫
XT
(f(τT (η, ζ))− f(η)) cγ,mT (η, dζ)
=
∑
T∈T 0
∑
v∈XT
(f(τT (η, ζ))− f(η)) cγ,mT (η, v) (η ∈ X).(6.28)
6.5 Corollary. According to Corollary 6.4, Proposition 3.19 and Theorem 3.20, the net
on the right-hand side of the above equation defines the operator Aγ,m on C(X), and Aγ,m
is a Markov pregenerator. The closure Aγ,m of Aγ,m is a Markov generator and D(X)
is a core for Aγ,m.
6.6 Definition. The Collective Migration Model (CM-Model) is theMarkov process with
values in X generated by Aγ,m. We may refer to Aγ,m as the generator of the CM-Model.
Notation. Until Chapter 8, where the CM-Model is analyzed, we suppress in the notation
that the generator of the CM-Model depends on γ and m and identify the generator Aγ,m
with A. Moreover, we may say that the collective migration model is derived from the
family (cγ,mT (·, ·))T∈T .
6.2.4 Collective Migration and Swarms
In the following we define what we mean by a swarm. Roughly speaking, based on a given
configuration, a swarm is a set of coordinates of an aligned cluster. This definition enables
us to express when the CM-Model exhibits collective migration.
Define
T D :=
{
{x, y} ∈ T 2; ‖x− y‖ =
√
2
}
.
By Ld := (S;U) we denote the graph with the set of nodes given by S = Zd and the set
of edges given by
U := T B ∪ T D.
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A path is an altering sequence x0, u0, ..., un−1, xn; n ∈ N, of distinct nodes xi and edges
ui = {xi, xi+1}, 0 ≤ i ≤ n. Such a path is said to connect x0 to xn. If, for (x, y) ∈ S × S,
there exists a path that connects x to y, we write x ∼ y. The relation
{(x, y) ∈ S × S; x ∼ y, if x 6= y}
defines an equivalence relation on (S × S). The resulting equivalence classes are called
connected components. The edge u is said to be incident to the node x if x ∈ u.
6.7 Definition. Let η ∈ X. Consider the subgraph Ld of Ld that remains after erasing
all unoccupied nodes of Ld and their incident edges.
1) Each connected component of Ld is said to be a cluster.
2) Each cluster J for which there exists w ∈ W d, w 6= ~0, such that η(x) = w holds for
all x ∈ J is called a swarm.
3) The value l ∈ N ∪ {∞} given by l := |J | is called the size of the swarm J .
6.8 Remarks. 1) The velocity of individuals or swarms is not captured in the defi-
nition of swarms. However, the definition of migrations says that the orientation of an
individual and its moving direction (given that migration is possible) coincide.
2) The above definition is the the result of discussions with the bioscientists Andreas
Deutsch, Fernando Peruani, Jörn Starrus and Anja Voß-Böhme.
3) Since collective migration means that single entities organize – starting from a dis-
ordered initial condition – into clusters, align their orientations and moving direction,
swarms may be seen as the result of this organization.
4) Using the definition of swarms, the term collective migration can be captured by the
CM-Model as follows: Assume that the initial distribution of the CM-Model represents
a disordered configuration. Roughly speaking, if swarms become observable1 during the
temporal development of the model and remain so for some time, one may say that the
CM-Model exhibits collective migration.
6.3 Model Classification
Before we discuss similarities (and differences) that the CM-Model shares with known and
partially well studied models, we explain our modeling point of view.
The CM-Model is an interacting particle system based on biological systems, in particu-
lar on populations of myxobacteria, with mobile, locally interacting, oriented individuals.
It incorporates volume exclusion, local alignment and migration of its oriented point-like
components.
By neglecting the alignment mechanism, the CM-Model can be viewed as a model for
persistent migration. The model is too rough to compare its behavior with experimental
data. However, its behavior may be relevant for the understanding of principle questions,
such as how alignment of migrating individuals can be achieved, starting from a disordered
initial condition.
1The term observable does not refer to a rigorous definition. One may think of by simulating the model
on a computer.
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On the other hand, the model gives rise to an abundance of mathematical problems.
Both perspectives, understanding collective migration and solving mathematical problems
meet in the study of the models long-term behavior, our main interest. This interest
leads to the investigation of the models invariant measures, see Proposition 2.9, which is
a superset of its reversible measures.
§ What is in Section 6.3? First, in Section 6.3.1, we classify the CM-Model as an
interacting particle system.
In Section 6.3.2, we deal with physical systems that incorporate only alignment. These
systems don’t include the modeling of mobile components but can be studied in terms of
there (energetic) equilibriua by using a Gibbs-Boltzmann Ansatz.
Then, in Section 6.3.3, dynamical models that are based on a biological background
and incorporate both principle components, an alignment mechanism and a migration
mechanism, are discussed.
6.3.1 IPS Models
Clearly, the CM-Model is an n-spin system. How an n-spin system relates to other inter-
acting particle systems is commented in Remark 3.26 of Section 3.2.
In the following we explain why the CM-Model can be seen as a “version” of the asym-
metric (simple) exclusion process. The latter was introduced in the article Andjel [1981]
and is widely studied, see also Liggett [1985, Chapter VIII].
One can roughly characterize the exclusion process by saying that individuals within a
finite volume T ∈ T move according to the following rules:
1) There is always at most one individual per node.
2) An individual at the node x waits an exponentially distributed time and then chooses
a node y with probability p(x, y), where p(x, y) ≥ 0, ∑y∈T p(x, y) = 1, x ∈ T .
3) If y is unoccupied at that time, it moves to y, while if y is occupied, it remains at x.
That 1) holds for the CM-Model is clear. The rules 2) and 3) can be interpreted as
a reorientation of an individual at the node x to the orientation y − x, combined with a
subsequent migration from x to y, x, y ∈ T . Since a reorientation of an individual at x
is not necessarily followed by an attempted migration of this individual, the reorientation
in x to y − x may actually be a sequence of reorientations until there is an attempt to
migrate. The suitably scaled product (of rates) cγx(η, y − x) ·m may then be seen as the
(in general asymmetric) probability p(x, y). If there are several reorientations in x before
the individual attempts to migrate, cγx(η, y − x) may actually be the product of several
reorientation rates. Clearly, if y is occupied, the individual remains at y.
We mention that characterization of the set of invariant measures for the asymmetric
simple exclusion process on Zd is an open problem.
6.3.2 Vector Models with (only) Alignment
The origin of the vector models listed below lies in the field of statistical mechanics. We
restrict our attention to two-dimensional lattice models, for example where S ⊆ Z2, that
share the following properties:
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1) They act on a configuration space W S , where the spin space W consists of vectors
of length 1, characterized by their angles with the x-axis 0 ≤ ϕ ≤ 2pi.
Model Name Spin Space W Further Facts
Ising ferromagnet W1 = {ϕk = 2pik/2; 1 ≤ k ≤ 2} Example 6.9
4-vector Potts model W2 = {ϕk = 2pik/4; 1 ≤ k ≤ 4} Example 6.10
XY-Model W3 = unit sphere in R2 Example 6.11
Percolated vector model(s) Consider any of the spin spaces
above, joined with {0},
e.g. W1∪{0} for the percolated Ising
ferromagnet.
Example 6.12
Table 6.1: Examples of ferromagnetic vector models
2) By using the Gibbs-Boltzmann Ansatz and by therefore respecting Hamiltonians
of the type
HT (η) = γ
∑
{x,y}∈T B(T )
ηx ◦ ηy
(
η ∈WS),(6.29)
γ ∈ [0,∞), T ∈ T , one can define Gibbs measures on (WS ,B(WS)), as described in
Section 4. In physics, the extreme Gibbs measures2 are often called phases. Here, the
parameter γ is proportional to the inverse temperature of the system.
3) The crucial questions about these vector models are related to the existence of phases
and their properties. These phases are interpreted as an energetic equilibrium, based on
the idea that HT (η) is the energy contribution in the finite volume T to the total energy
of η ∈ X.
4) For the vector models of the table above that are not percolated, it is known that
phases can coexist for sufficiently low temperatures (large γ).
5) Note that there are numerous variations and extensions for each model obtained
by changing its spins space, its spatial structures, for example by using graphs, or the
presence of an external field.
Before we present some results and information for each of these models in more detail,
we discuss their relation to the CM-Model and begin with differences.
Even if using a Gibbs-Boltzmann Ansatz for the CM-Model, it does not make sense to
interpret HγT (η), η ∈ X, as energies in the finite volumes T ∈ T . In a biological context,
such energy is just a formal quantity. In contrast to the CM-Model, the (percolated)
vector models are at first not meant to be dynamical systems. In physics, it is “generally
believed” that such systems reach there equilibrium as a result of a temporal development.
How this temporal development functions in detail is usually not in the focus of interest.
For a numerical treatment of these models one uses often Monte Carlo methods that ensure
2Extreme Gibbs measures are the subject of Georgii [1988, Chapter 7].
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that the equilibrium is reached in the temporal limit. But, Monte Carlo methods may not
reflect a temporal evolution that is observable in a real physical or real biological system.
The CM-Model represents a contrary approach. The dynamics of the model are based
on observations on real biological systems and one major question is concerned with the
equilibria.
A similarity is between the vector models with the CM-Model is given if one neglects
the migration (choosing m = 0). Then the CM-Model in combination with the potential
Φγ , defined in Chapter 8, can be viewed as a percolated 4-vector Potts model.
6.9 Example (Ising Ferromagnet and Ising Models). 1) We mention the source
Georgii [1988, Section 6.2]. There it is proved that for all sufficiently large γ, the
Ising ferromagnet on Z2 has two shift-invariant Gibbs measures on
(
WS ,B
(
WS
))
. It is
Peierl’s argument that builds the basis for the proof of this result.
Further, it is proven that for all sufficiently small γ, the Ising ferromagnet on Z2
has one unique (shift-invariant) invariant measure. One may prove this by computing
Dobrushin’s condition, see Georgii [1988, Theorem (8.7) and Proposition (8.8)].
2) We refer to Liggett [1985, Chapter IV], where a certain class of interacting par-
ticle systems, called stochastic Ising models, is defined. These models include the Ising
ferromagnet and are defined as dynamical models that are spin system in the sense of
Liggett [1985]. The coexistence of two invariant Gibbs measures on
(
WS ,B
(
WS
))
is
stated in Liggett [1985, Chapter IV, Theorem 1.31] provided that γ is sufficiently large.
This result is similar to the one that can be found in Georgii [1988, 6.2]. Additionally,
Liggett [1985] provides a link between spin systems (dynamical systems) and Gibbs
measures. In detail, Liggett [1985, Chapter IV, Theorem 2.14] says that the set of
Gibbs measures equals the set of reversible measures for any stochastic Ising model (in
the sense of Liggett [1985]). This result relates to Theorem 5.8.
6.10 Example (Vector Potts models). The 4-vector Potts model is a generalization of
the Ising ferromagnet and can be naturally extended to an N -vector Potts model3 by
defining W as W := {ϕk = 2pik/N ; 1 ≤ k ≤ N}, N ∈ N.
1) We look at the N -vector Potts model with a large spin space (N ∈ N is large).
According to Georgii [1988, (19.23)], there exists a γN ∈ N such that the following
statement is valid. Given any γ > γN , there exist N distinct Gibbs measures which are
random perturbations of the absolute ground states4. Moreover, when 0 ≤ γ ≤ γN , there
exists one Gibbs measure.
2) We mention two references that present numerical evidence (by using Monte Carlo
simulations) for a parameter γ phase transition (from one phase to several phases, as γ
increases) of the 6-vector Potts model (on the square lattice): Murty and P. [1984] and
Yamagata and Ono [1991].
3) There are open questions related to vector Potts model from a mathematical point
of view. We conjecture that the 4-vector Potts model exhibits 4 distinct Gibbs measures,
3In relevant literature, an N -vector Potts model may be called clock model.
4In this situation, the absolute ground states are the constant configurations. That is that for any ground
state η, there exists k, 1 ≤ k ≤ N , such that ηx = ϕk for all x ∈ S.
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which are random perturbations of the absolute ground states. One may be able to prove
this hypothesis by applying Peierl’s argument.
4) The modeling and investigation of specific dynamics for vector Potts models leads
to cellular automata, with which we are concerned in Section 6.3.3 below.
6.11 Example (The XY-Model). The XY-model is a generalization of the N -vector
Potts model. It is often referred to as the two-dimensional case of the classic Heisen-
berg model. Results about the XY-model run for the most part analogously to those
for the Potts models or the Ising ferromagnet. The coexistence of phases, which occurs
if γ is sufficiently high, is referred to as the Kosterlitz-Thouless transition accord-
ing to the publication Kosterlitz and Thouless [1973]. Moreover, the book Georgii
[1988, Chapter 20] and the article Faris [1979] deal with the coexistence of Gibbs mea-
sures (phases) for the Heisenberg model. As a consequence of Georgii [1988, Theorem
(20.15)], the extreme boundary of the set of allGibbsmeasures5 has at least the cardinality
of the continuum.
6.12 Example (Percolated Vector Models). By removing nodes from the lattice, for
example randomly, one can obtain generalizations of the vector models that we call per-
colated vector models. Numerous of such models, which are sometimes also referred to
as diluted or quenched, can be found in relevant literature6. The CM-Model fits into this
schema since unoccupied nodes can be seen as removed.
1) We mention some problems of interest. As for the related non-percolated vector
models, a great deal of interest is dedicated to the study the problem of parameter phase
transitions and the coexistence of phases. There are various ways in which one can look
at the problem. The perspective of statistical mechanics, where the models are meant to
represent random environments, provides an active area of research.
On the other hand, the problem is looked at from the perspective of graph and per-
colation theory, where a phase diagram of a statistical mechanics model may unveil facts
about the graph’s geometry. A broad survey about both perspectives, including the rele-
vant references, is given in Häggström et al. [2000]. We mention the book Grimmett
[1999] as an excellent reference for percolation theory.
2) Many publications deal with the problem of finding parameter phase transitions by
using Monte Carlo algorithms. In this case the models are rather complex and the results
are often obtained as phase diagrams. In Qian et al. [2005], phase diagrams are computed
for a q state Potts model7 in two dimensions. There is also a long history of rigorous
results, see Griffiths and Lebowitz [1968], Georgii [1985] and Häggström et al.
[2000]. We close this section by briefly explaining a result of the article Georgii [1981],
which deals with the percolated Ising model on Z2. It is shown that if for each node
the probability of finding an unoccupied side exceeds the critical percolation probability8,
5This set is convex.
6Some of the articles mentioned here may also deal with bond percolation. There, the coupling of spins
is randomly diluted, not the occupancy.
7Here, q is not necessarily integer valued.
8See Grimmett [1999] for the definition of critical percolation probability.
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then at sufficiently high γ (low temperature), spontaneous magnetization occurs, which
implies the coexistence of Gibbs measures.
6.3.3 Models with Alignment and Migration
The background for the models mentioned in this section is, similarly to the CM-Model, of
biological nature. Here, all models, including the CM-Model, consider interacting mobile
components.
We order the relevant models by the date of their publication and shortly state some
characteristics and results.
1) In the article of Vicsek et al. [1994], a two-dimensional spatially continuous model
of self-driven particles (with constant velocity) possessing orientations with continuous
symmetries9 is introduced. Numerical evidence of a “...kinetic continuous phase transition
from no transport [...] to finite net transport...” is presented. The numerical evidence is
expressed by displaying values of an order parameter vs. a parameter that is similar to γ
and is interpreted as noise. The term transport (roughly) refers to the mean velocity of
all particles.
2) A very similar result is described in the work by Bussemaker et al. [1997], using
a two-dimensional lattice gas cellular automaton model (LGCA) with four possible orien-
tations per individual (particle). The state space of this cellular automaton differs from
X, as each node x can contain up to four particles in different velocity channels. These
channels correspond to the four possible orientations. Moreover, unlike for the CM-Model,
the dynamics of the discrete time LGCA model include a simultaneous update of all lattice
nodes at each time step. However, like the CM-Model, the LGCA of Bussemaker et al.
[1997] is a model reduced to essential ingredients: alignment and migration.
3) In the article by Peruani et al. [2006], a two-dimensional spatially continuous model
of self-propelled rods is introduced. These rods are rectangles. Their length-to-width ratio
κ as well as a noise η are parameters of the model. In this work, the alignment mechanism
is not assumed, as in the models of Bussemaker et al. [1997] and Vicsek et al. [1994],
but is a result of rod geometry, self-propulsion and volume exclusion. “Non equilibrium
clustering...” is observed for different values of κ and different densities. With respect to
biology, these observations offer a simple explanation for alignment.
4) We close this section with the discussion of the article of Cucker and Smale [2007]
that was published recently and deals with a three-dimensional ODE model that is a
continuation of the 2-dimensional model proposed in Vicsek et al. [1994]. The model is
defined for discrete and continuous time, and the biological reference system is a flock of
birds. The main results gives conditions to ensure that the bird’s velocities converge to a
common one and that the distance between birds remains bounded for both continuous
and discrete time.
9Continuous symmetries means that the particles may have any orientation of the unit circle of R2.
CHAPTER 7
Simulation
In this chapter we study the CM-Model by means of simulating it on a computer. One
driving question for this study is under which conditions the model exhibits collective
migration.
Clearly, one can simulate an IPS only on a finite lattice S. This causes a crucial weakness
of such a simulatory approach, as a finite configuration space implies properties that are
not valid in general. We revisit this issue along the way.
§ What is in Chapter 7? First, in Section 7.1, we define the CM-Model on a finite d-
dimensional torus, compute its generator matrix a and characterize the invariant measures
for a. This allows us to gain knowledge about the models long-term behavior.
In Section 7.2, we prepare for the simulation study mainly by specifying parameters and
defining order parameters.
Finally, Section 7.3 contains the observations, hypotheses and discussions of the study.
7.1 The Collective Migration Model on a d-dimensional
Torus
7.1.1 Model Definition
Roughly speaking, we define the (finite) CM-Model on a lattice SdN = [0, 2N ]
d∩Zd, N ∈ N,
such that SdN satisfies periodic boundary conditions. In detail, for N ∈ N let
ZN := ({0, 1, ..., 2N},+)
be the residue class group modulo 2N + 1 of the numbers {0, 1, ..., 2N}. Define
SdN =
(
SdN ,+
)
:=
d⊗
i=1
ZN .(7.1)
This means that the set of nodes is ×ni=1{0, 1, ..., 2N} = [0, 2N ]d∩Zd and that the addition
in SdN is defined component-wise and modulo 2N+1 in each component. The periodicity of
the modulo 2N+1 addition may be seen as that SdN satisfies periodic boundary conditions
or as that SdN is a torus.
Replacing S by SdN , the definitions of T i, i ∈ N, TB, T D, and T 0 := T B ∪ T 1 remain
as in Section 6.2. Moreover, we borrow the definition of the graph Ld := (SdN ;U) and the
definition of swarms from Section 6.2.4, again replacing S by SdN . The definition of W
d,
see (6.1), remains.
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All relevant definitions for the dynamics of the CM-Model onX =
(
W d
)SdN are inherited
from Section 6.2.1 and 6.2.2 as well. This includes in particular the Definition 6.1, where
migrations and reorientations are defined, and the Definition 6.2, where the family of
transition rate functions (cγ,mT (·, ·))T∈T is defined. Thus, we obtain that the CM-Model
on X is well-defined and its Markov generator, denoted by A, is given by the series in
(3.37).
Notation. The CM-Model on X as defined above shall be called finite CM-Model.
Example. Let the dimension be d = 2. We give an example for a migration from x to y and
the connected migration rate. A node x ∈ SdN is written as a vector of cartesian coordinates
(x1, x2). Likewise, we write an orientation w ∈W d in cartesian coordinates. Let x, y ∈ SdN ,
where x = (2N,x2) and y = (0, x2). Then y − x = (2N,x2)− (0, x2) = (1, 0) ∈W d, since
−2N mod (2N + 1) = −2N −
[ −2N
2N + 1
]
· 2N + 1
= −2N + 2N + 1 = 1.
Thus, ‖y − x‖ = 1 and {x, y} ∈ T B. Moreover, let η ∈ X with η(x) = (1, 0) and
η(y) = (0, 0). Let v ∈ X{xy} with v(x) = (0, 0) and v(y) = (1, 0). Then we have that
(η, v) 7→ τxy(η, v) is a migration from x to y with rate cmxy = m.
7.1.2 The Generator Matrix a
For the remainder of this chapter we put S := SdN , k := |S| and 0 :=
(
~0
)S
. The character-
istic function of a singleton 1{η}, η ∈ X, is written as 1η. According to Section 3.2.2, the
finite CM-Model is a finite n-spin system. We assume that {1η; η ∈ X} is the (canonical)
basis on RX .
The generator A has the matrix representation a = (aηζ)ηζ∈X , given according to Corol-
lary 3.28. We evaluate the entries of the generator matrix a with respect to the family
(cγ,mT (·, ·))T∈T .
7.1 Proposition.
aηη =
{
−∑T∈T cγ,mT (η,XT ) > 0; η 6= 0
0 ; η = 0
(7.2)
and
aηζ =

m ; τT (η, ζT ) is a migration
exp(γ ·Rx(η, v)); τT (η, ζT ) is a reorientation in x
0 ; otherwise
(η, ζ ∈ X, η 6= ζ).(7.3)
If η 6= ζ, then there exists T ∈ T such that τT (η, ζT ) = ζ. Thus we can rephrase (7.3) by
aηζ =
{
cγ,mT (η, ζT ); T ∈ T 0
0 ; T 6∈ T 0. (η, ζ ∈ X, η 6= ζ).(7.4)
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Proof. Let η ∈ X such that η 6= 0. Then there exists {x} = T ∈ T 1 such that η(x) 6= 0.
This implies that cγ,mT (η,XT ) > 0, which yields the assertion (7.2) using Corollary 3.28.
Let η, ζ ∈ X, η 6= ζ. By Corollary 3.28 and the definition of (cγ,mT (·, ·))T∈T , we obtain
that aηζ is given by
aηζ =
∑
T∈T 0
cγ,mT (η, ζT )1ζS\T (ηS\T ).(7.5)
If a summand cγ,mT (η, ζT )1ζS\T (ηS\T ), T ∈ T 0, of the above sum is unequal to 0, then
cγ,mT (η, ζT ) is either the rate for a migration or for a reorientation. We show that in either
case (migration or reorientation), all other summands vanish. In detail,
1) Let {x} ∈ T 1, and let
cγx(η, ζx)1ζS\{x}(ηS\{x}) > 0.
Then, τx(η, ζx) is a reorientation and ζS\{x} = ηS\{x} implies that ηx 6= ζx, since η 6= ζ. It
follows that for all T˜ ∈ T 0 with T˜ 6= {x}
1ζS\T˜ (ηS\T˜ ) = 0,
which means that all other summands in the sum of (7.5) vanish.
2) Let {x, y} ∈ T B, and let
cmxy(η, ζ{x,y})1ζS\{x,y}(ηS\{x,y}) > 0.
Then, τx(η, ζ{x,y}) is a migration and cmxy(η, ζ{x,y}) = m. Moreover, η(z) 6= ζ(z), z ∈ {x, y}
holds by the definition of a migration. It follows that for all T˜ ∈ T 0 with T˜ 6= {x, y}
1ζS\T˜ (ηS\T˜ ) = 0,
which means that all other summands in the sum of (7.5) vanish.
Motivated by the fact that the number of occupied nodes is a preserved quantity in the
temporal evolution of the CM-Model, we decompose X into pairwise disjoint components
with distinct numbers of occupied nodes. Define the function # : X → N0 by
η 7→ #(η) :=
∑
x∈S
1{W d\{~0})}(ηx) (η ∈ X).(7.6)
The value #(η), η ∈ X, is the number of occupied nodes of η and clearly,
0 = min
η∈X
#(η) ≤ #(η) ≤ max
η∈X
#(η) = k = |S| (η ∈ X).
holds. Define
X(i) := {η ∈ X; #(η) = i} (0 ≤ i ≤ k).(7.7)
Then, X =
⋃
0≤i≤kX
(i) and X(i)
⋂
X(j) = ∅, 0 ≤ i, j ≤ k, i 6= j. Further, for each i,
0 ≤ i ≤ k, define the matrix
a(i) = (a
(i)
ηζ )ηζ∈X(i) by a
(i)
ηζ := aηζ
(
η, ζ ∈ X(i)).(7.8)
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7.2 Remark. By (7.3) of Lemma 7.1 we have that aζη = 0 if #(η) 6= #(ζ). Thus, by
arranging X suitably, the generator matrix a can be written as
a =

(
a(0)
) (
a(1)
)
0(
a(2)
)
0
. . . (
a(k)
)
 ,(7.9)
where each a(i) : X(i) → X(i) is a |X(i)| × |X(i)| matrix for 0 ≤ i ≤ k. The matrix entries
of each a(i) are given by Lemma 7.1.
The term irreducible, used in the following proposition, is explained in Appendix A.
7.3 Proposition. Let m > 0. The following statements hold for each 0 ≤ i ≤ k.
a) The matrix a(i) : X(i) → X(i) is a generator matrix.
b) The matrix a(i) is irreducible.
The proof of the above proposition is prepared in the following.
Let the graph Ld :=
(
SdN , T B
)
be defined by the set of nodes given with SdN and the set
of edges given with T B. An altering sequence h = x0, u0, ..., uk−1, xk of nodes xi and edges
ui = {xi, xi+1}, 0 ≤ i ≤ k, is called a hamiltonian cycle, if all nodes of S are contained
in h, all nodes xi, 1 ≤ i ≤ k − 1, are distinct and if x0 = xk.
7.4 Lemma (Alspach [1981]). There exists a hamiltonian cycle in Ld.
7.5 Corollary. By following the hamiltonian cycle, one obtains a count of S, that is,
S = {x1, ..., xk}, where k = |S|,
such that {xj , xj+1} ∈ T B, 1 ≤ j ≤ k − 1.
By the following definition we formalize the idea that a configuration η can step-wise be
transformed into ζ such that each transformation τT is either a migration or a reorientation.
In detail, let 0 ≤ i ≤ k. Let a pair (η, ζ) ∈ X(i) ×X(i) be given. Suppose that a sequence
of transformations τTl : X
(i) → X(i), 1 ≤ l ≤ n, n ∈ N, is given. If
η1 = τT1(η, v1), η2 = τT2(η1, v2), ..., ηn = τTn(ηn−1, vn) = ζ(7.10)
such that each transformation τTl(ηl−1, vl), 1 ≤ l ≤ n, is either a reorientation or a
migration, then the sequence (τTl)1≤l≤n is called an admissible sequence of transformations
from η to ζ.
Notation. We write ζ = τnT (η) for an admissible sequence τ
n
T from η to ζ.
The following result is concluded from the Corollary 7.5 and from the definition of
reorientations and migrations. It formalizes the idea that an orientation at node xl ∈ S
can be moved to x1 ∈ S via an admissible sequence of transformations provided that the
nodes on the hamiltonian cycle between xl and x1 are empty.
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7.6 Corollary. For l ∈ N, l ≤ k, let xj1 , ..., xjl be a subsequence of successive nodes in
S such that η(xjl) 6= 0 and 0 = η(xj1) = η(xj2) = ... = η(xjl−1). Then there exists an
admissible sequence of transformations τnT such that for ζ = τ
n
T (η) the following holds:
ζ(x) =

η(x); x 6∈ {xj1 , xjl}
w1 ; x = xj1
0 ; x = xjl
(7.11)
Notation. For the situation of the above result we say that ζ = τnT (η) is a migration from
xjl to xj1 .
7.7 Lemma. For 1 ≤ i ≤ k, let (η, ζ) ∈ X(i) × X(i). If ζ = τnT (η) for an admissible
sequence τnT , then there exists an admissible sequence τˆ
n
T (η) such that η = τˆ
n
T (ζ).
Proof. Let η 7→ τx(η, v) = ζ be a reorientation. Then ζ 7→ τx(ζ, ηx) = η is a reorientation.
Let η 7→ τxy(η, v) = ζ be a migration from x to y. Then there exists an admissible sequence
such that τnT (ζ) = η. We omit the details. This proves the assertion because an admissible
sequence consists of migrations and reorientations.
Let w1 ∈W d. For each 0 ≤ i ≤ k, the normal form of X(i) is the configuration η ∈ X(i)
defined by
η(i)(xj) =
{
w1; 1 ≤ j ≤ i
0 ; i ≤ j ≤ k.
Proof of Proposition 7.3. a) Let 0 ≤ i ≤ k. That −a(i)ηη =
∑
ζ:ζ 6=η a
(i)
ηζ , η ∈ X, and that
a
(i)
ηζ ≥ 0, η 6= ζ, is clear with Remark 7.2, since a is a generator matrix and satisfies the
corresponding conditions (Q).
b) X(0) = {0} is a singleton and hence irreducible by definition. Let 1 ≤ i ≤ k. By
Norris [1998, Theorem 3.2.1], we have to show that for each pair (η, ζ) ∈ X(i) × X(i)
there exists a sequence η0, η1, ..., ηn with η0 = η, ηn = ζ and n ∈ N such that
a(i)η0η1a
(i)
η1η2 · ... · a(i)ηn−1ηn > 0.
Using Lemma 7.1, the above problem can be rephrased as follows. For each pair (η, ζ) ∈
X(i) ×X(i), find an admissible sequence τnT such that ζ = τnT (η). (By (7.3) of Lemma we
have that each transformation of the sequence τnT corresponds to a strictly positive matrix
entry of a(i), since m is strictly positive.) Moreover, by Lemma 7.7 it is left to show that
for all 0 ≤ i ≤ k, each η ∈ X(i) can be transformed to the normal form η(i). This means,
for all 0 ≤ i ≤ k and η ∈ X(i) exists an admissible sequence τnT such that η(i) = τnT (η(i)).
If i = 0, the admissible sequence is the identity on X. If i = k, one may simply reorient
each node to w1. For all 2 ≤ i ≤ k − 1, one may obtain the desired admissible sequence
τnT using the algorithm explained in the following. To provide a comprehensible descrip-
tion of the algorithm, we explain it in a rather informal way and leave out technical details.
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Let η ∈ X(i), 2 ≤ i ≤ k − 1. Start at x1.
1. Step by step, successively increase the index i by one, reorient
η(xi) to w1 until a node with η(xi) = 0 is reached.
2. Store this first unoccupied node xu := xi.
(We have that for all η(xi), x1 ≤ xi ≤ xu−1: η(xi) = w1.)
3. Step by step successively increase the index i by one until a node with
η(xi) 6= 0 is reached. If meanwhile i reaches k, then exit.
(We have that for all η(xi), xu ≤ i ≤ xo−1, η(xi) = 0.)
4. Store this first occupied node xo := xi.
5. Perform a migration from xo to xu.
6. Now, the first unoccupied node is given with xu := xu+1.
7. GO TO 3.
Once the algorithm is executed, η(i) = τnT (η
(i)) for an admissible sequence τnT . To show
this, one may argue with an indirect proof. We omit the details.
7.1.3 Invariant Measures and Long-Term Behavior
In this paragraph, we gain information about the long-term behavior of the finite CM-
Model (ηt)t≥0, defined on the probability space (Ω,F,P), where ηt : Ω → X, t ≥ 0, by
taking full advantage of Proposition 7.1. Nomenclature and definitions on finite IPS’s are
given at the end of Section 3.2. We recall a selection thereof:
1) The semigroup (Tt)t≥0 generated by the matrix a is a semigroup of matrices
(Pt)t≥0 = {(pηζ(t))ηζ∈X ; t ≥ 0} ,
and for all n ∈ N, all times 0 ≤ t0 ≤ t1 ≤ ... ≤ tn+1 and all ζ0, ..., ζn+1 ∈ X
P(ηtn+1 = ζn+1 | ηt0 = ζ0, ..., ηtn = ζn) = pζnζn+1(tn+1 − tn).
For ζ, ξ ∈ X we have that
Pζ(ηt = ξ) := P(ηt = ξ|X0 = ζ) = pζξ(t) (t ≥ 0),
is the transition probability from ζ to ξ in time t. Moreover, we have
Pµ0(ηt = ξ) :=
∑
ζ∈X
µ0({ζ})pζξ(t),
the distribution of (ηt)t≥0 with initial distribution µ0 at time t. We use the same notation
for each semigroup generated by a(i), 0 ≤ i ≤ k, with an additional superscript (i).
The term closed class refers to a certain subset of X and is explained in Appendix A.
It roughly means that the process gets trapped in such a class.
7.8 Proposition. For each 0 ≤ i ≤ k, X(i) is a closed class of X.
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Proof. Let 0 ≤ i ≤ k. According to the second paragraph of Appendix A, we have to show
that for each η ∈ X(i) the implication Pη(ηt = ζ, for some t ≥ 0) > 0 =⇒ ζ ∈ X(i) holds.
Note that for n ∈ N, the expression
anηζ =
(
a(i)
)n
ηζ
(
η, ζ ∈ X(i))
implies that pηζ(t) = p
(i)
ηζ (t) for all η, ζ ∈ X(i) and for all t ≥ 0. Moreover, for all t ≥ 0 we
have that ∑
ζ∈X(i)
p
(i)
ηζ (t) = 1
(
η ∈ X(i))
holds, since a(i) is a generator matrix, see for example Bhattacharya and Waymire
[1990, Section IV.3]. Hence, for each η ∈ X(i) and for all t ≥ 0∑
ζ:ζ 6∈X(i)
pηζ(t) =
∑
ζ∈X
pηζ(t)−
∑
ζ∈X(i)
p
(i)
ηζ (t) = 0
holds. This implies that for each η ∈ X(i) and for all t ≥ 0
Pη(ηt = ζ) = 0
(
ζ 6∈ X(i)),
which implies that
Pη(ηt = ζ, for some t ≥ 0) > 0 =⇒ ζ ∈ X(i).
7.9 Proposition. Assume that m > 0. For all 0 ≤ i ≤ k, there exists a unique probability
measure pi(i) on X(i) for a(i).
Proof. The statement is a consequence of Proposition A.4 and Proposition 7.3.
For each 0 ≤ i ≤ k, define the measure µ(i) onX via the vector of individual probabilities
given by
1[#=i](η)pi
(i)({η}) (η ∈ X).(7.12)
7.10 Proposition (Invariant Probability Measures). Assume that m > 0. The set of
invariant probability measures for a is given by
I =
{
µ ∈ P ; µ =
k∑
i=0
αiµ
(i),
k∑
i=0
αi = 1, αi ≥ 0
}
.(7.13)
Proof. Let µ ∈ P . First note that µ allows a representation as a convex combination of
measures in P . Therefore, put µ(X(i)) =: αi, 0 ≤ i ≤ k. Then, define
1
αi
µ
∣∣
X(i)
=: p˜i(i) ∈ P(X(i),B(X(i))) (0 ≤ i ≤ k),
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and the probability measures µ˜(i) on X via the vector of individual probabilities given by
1[#=i](η)p˜i
(i)({η}) (η ∈ X).(7.14)
We obtain that µ =
∑k
i=1 αiµ˜
(i) with
∑k
i=1 αi = 1 and αi ≥ 0, 0 ≤ i ≤ k. Second, we
prepare the proof by using (7.14) and by computing
(µa)η =
∑
ζ∈X
µζaζη =
∑
ζ∈X
k∑
i=0
αi1[#=i](ζ)p˜i
(i)
ζ aζη
=
k∑
i=0
αi
∑
ζ∈X
1[#=i](ζ)p˜i
(i)
ζ aζη
=
k∑
i=0
αi
∑
ζ∈X(i)
p˜i
(i)
ζ aζη (η ∈ X).(7.15)
By (7.3) of Lemma 7.1 we have that aζη = 0 if #(η) 6= #(ζ). Hence, there remains just
one summand of the sum in (7.15), and we obtain
(µa)η = α#(η)
∑
ζ∈X#(η)
p˜i
#(η)
ζ a
#(η)
ζη (η ∈ X).(7.16)
Finally, that µ is invariant for a is equivalent to the statement that
0 = (µa)η (η ∈ X)
⇐⇒ 0 = α#(η)
∑
ζ∈X#(η)
p˜i
#(η)
ζ a
#(η)
ζη (η ∈ X)
⇐⇒ 0 = αi
∑
ζ∈X(i)
p˜i
(i)
ζ a
(i)
ζη
(
η ∈ X(i), 0 ≤ i ≤ k
)
by using (7.16), from which one may conclude the assertion.
7.11 Corollary (Long-Term Behavior). Assume that m > 0. Let µ(i), 0 ≤ i ≤ k, be the
probability measure on X defined by the individual probabilities in (7.12).
a) Let η, ζ ∈ X.
lim
t→∞P
η(ηt = ζ) =
{
µ(i)({ζ}); η, ζ ∈ X(i) for some 0 ≤ i ≤ k
0 ; otherwise.
(7.17)
b) Let µ0 be the initial distribution of (ηt)t≥0.
lim
t→∞P
µ0(ηt = ζ) = µ0
(
X#(ζ)
)
µ#(ζ)({ζ}) (ζ ∈ X).
Proof. a) This statement follows with Proposition A.6 and Proposition 7.8.
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b) By definition and by using statement a) we get that
Pµ0(ηt = ζ) =
k∑
i=0
∑
η∈X(i)
µ0 ({η}) pηζ(t) t−→
∑
η∈X#(ζ)
µ0({η})µ#(ζ)({ζ}) (ζ ∈ X).
Since ∑
η∈X#(ζ)
µ0({η}) = µ0
(
X#(ζ)
)
(ζ ∈ X),
we obtain the assertion.
7.12 Remarks. Take the assumptions of Corollary 7.11 b). For each 0 ≤ i ≤ k, we define
αi by αi := µ0
(
X(i)
)
.
1) Since
∑k
i=0 αi = 1 and since µ
(i) is concentrated on X(i), 0 ≤ i ≤ k, we get
∑
ζ∈X
lim
t→∞P
µ0(ηt = ζ) =
k∑
i=1
∑
ζ∈X(i)
αiµ
(i)({ζ})
=
k∑
i=1
αi1 = 1.
2) Note that (µ0P (t))ζ = P
µ0(ηt = ζ), ζ ∈ X, which means that limt→∞Pµ0(ηt =
ζ) is the individual probability at ζ of the limiting distribution limt→∞ µ0P (t). Since
µ(i)({ζ}) = 0 if ζ 6∈ X(i), 0 ≤ i ≤ k, we obtain by statement b) of Corollary 7.11 that
lim
t→∞µ0P (t) =
k∑
i=0
µ0
(
X(i)
)
µ(i) ∈ I .
One may say that the weighting of the distributions µ(i) depends on the initial distribution
µ0. As an immediate consequence one has that different initial distribution may lead to
the same limiting distribution. Precisely, if for µj ∈ P , 1 ≤ j ≤ 2, with
µ1
(
X(i)
)
= µ2
(
X(i)
)
(1 ≤ i ≤ k)
holds, then limt→∞ µ1P (t) = limt→∞ µ2P (t).
7.2 Preparing Simulations on a 2-dimensional Torus
From now on we consider the finite CM-Model for d = 2 (on the torus S := S2N ) as defined
in Section 7.1.1.
Notation. We enumerate the set of orientations such that
W 2 =
{
~0, wi =
2pii
4
; 1 ≤ i ≤ 4
}
⊂ R2.(7.18)
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We may sometimes identify w1 ≡ up, w2 ≡ left, w3 ≡ down and w4 ≡ right. Under the
above condition, the CM-Model is referred to as the 2d-Finite-CMM. Moreover, the term
2d-Infinite-CMM refers to the CM-Model on the full lattice Z2 for the remainder of this
Chapter.
§ Algorithm. To simulate the finite CM-Model, an algorithm based on Proposition
A.3 was used. How the simulation algorithm exactly works is explained in Klauß and
Voß-Böhme [2008]. Here, we omit the details.
However, based on Proposition A.3, the dynamics of a finite IPS may be interpreted as
follows. In fact, the simulation algorithm is related to the interpretation below.
7.13 Interpretation (The Finite IPS Dynamics). Let a finite IPS (ηt)t≥0 be given with
family (cT (·, ·))T∈T and generator matrix a =
∑
T∈T a
T , given according to Lemma 3.27
and Corollary 3.28 of Section 3.2. Let η be the current configuration of (ηt)t≥0.
1. Choose T ∈ T with cT (η,XT ) > 0 randomly. One may imagine an alarm
clock at this T.
Example (2d-finite-CMM). The condition cT (η,XT ) > 0 means that T ∈ T 0 = T1 ∪ T B
and that either migration (assume m > 0) or a reorientation is possible.
2. After an exponentially distributed holding time with parameter −aTηη,
the alarm goes of. Now, a random experiment is performed with values in
XT. The probability that v ∈ XT is chosen and a transition from η to
τT (η, v) takes place is given by
cT (η, v)
−aTηη
=
cT (η, v)
cT (η,XT )− cT (η, ηT ) .
(Note that cT (η, ηT ), η ∈ X, may very well be equal to 0.)
Example (2d-finite-CMM). Assume that T ∈ T 0 = T1 ∪ T B and that either migration
(assume m > 0) or a reorientation is possible. Hence, cT (η, v) is either c
γ
x(η, v), the rate
for a reorientation, or cmxy(η, v) = m, the rate for a migration. Since aTηη = cT (η,XT ) −
cT (η, ηT ), we get that
−aTηη =
 −m ; T ∈ T B− ∑
w∈W 2,w 6=ηT
cγx(η, w); T ∈ T 1.
3. Now, τT (η, v) is the current configuration of (ηt)t≥0.
4. GO TO 1.
7.14 Remarks. 1) Instead of imagining an alarm clock at each T in T with
cT (η,XT ) > 0, one may imagine just one alarm clock that rings if the shortest hold-
ing time out of the holding times given by all T ∈ T with cT (η,XT ) > 0 has run out. This
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alarm clock would ring after an exponentially distributed holding time with parameter
−∑T∈T :cT (η,XT )>0 aTηη1.
2) The finite IPS has a continuous time scale. Hence, the simulation time does not
equal the number of transitions (updates) performed. The waiting times are taken into
account as well. Again, we refer to Klauß and Voß-Böhme [2008] for the details.
§ Parameters of the Simulation Study.
1) The Parameter N . The parameter N ∈ N determines the lattice S = S2N by (7.1).
The number of nodes is then given by (2N + 1)2. We may call N the lattice size.
2) The Initial Distribution and the Density ρ. The initial distribution is denoted by µ0
and defined as a product measure on the measurable space X of the form
µ0 :=
⊗
x∈S
µ0x.
The marginal distributions µ0x on (W 2,P(W 2)), x ∈ S, are defined by the vector of
individual probabilities
µ0x = (p0, p1, p2, p3, p4) (x ∈ S),(7.19)
where pi = µ0x({wi}), 1 ≤ i ≤ 4, and p0 = µ0x({~0}). Clearly,
∑4
i=0 pi = 1. Further we
define ρ := 1 − p0. Hence, ρ is the probability for that a node is occupied. Most of the
time, we first fix ρ ∈ [0, 1] and define
pi =
1
4
ρ (1 ≤ i ≤ 4).(7.20)
In this case, the initial distribution is determined just by specifying ρ and all orientations
have the same probability. Moreover, ρ determines the expected number of individuals
(or occupied nodes) by ρ · (2N + 1)2. Therefore, ρ may also be referred to as (occupation)
density. The number of individuals (occupied nodes) of a configuration η is denoted by
#(η). If µ0 is defined according to (7.20), we may say that µ0 is the uniform product
measure with density ρ. We interpret the uniform product measure with density ρ as a
disordered initial condition.
3) The Parameters γ and m. The real values γ and m are part of the family
(cγ,mT (·, ·))T∈T that defines the CM-model.
4) The Simulation Time. The time at which a simulation is stopped is called the
simulation time and is denoted by T .
§ Order Parameters and Descriptive Quantities.
1) Frequencies of Orientations. Consider η = (ηx)x∈S ∈ X as a sample. For each i,
1 ≤ i ≤ 4, let hi denote the frequency for the orientation wi.
1The minimum of a finite sequence of exponentially distributed random variables with parameters λi,
i ∈ I, is exponentially distributed with parameter Pi∈I λi.
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2) The Mean Orientation MO and the Orientation Entropy E. Define the mapping
MO : X → R by
η 7→MO(η) = 1
#(η)
∥∥∥∑
x∈S
ηx
∥∥∥ (η ∈ X).
Here, ‖·‖ is the Euclidian Norm on R2 restricted to Z2. Note that minη∈XMO(η) = 0
and that maxη∈XMO(η) = 1. Clearly, the vector
∑
x∈S ηx has maximal length if for a
configuration η all orientations ηx, x ∈ S, are equal. The orientation entropy E, to be
defined in the following, is the entropy of the empirical distribution obtained with the
frequencies (hi)1≤i≤4. Ergo, E : X → [0, 1], where
η 7→ E(η) = −
4∑
i=1
hi · ln(hi)
ln(4)
(η ∈ X).
Note that ln(4) = ln
(∣∣W 2 \ {~0}∣∣) and that limhi→0 hi ln(hi) = 0. If hi = 0, then we put
hi ln(hi) := 0, 1 ≤ i ≤ 4. Further,
−
4∑
i=1
hi · ln(hi) ≤ −
4∑
i=1
1
4
· ln
(
1
4
)
= ln(4) (η ∈ X).
Hence, we have that minη∈X E(η) = 0 and that maxη∈X E(η) = 1.
The quantities MO(η) and E(η), η ∈ X, are used to measure the alignment of orien-
tations within a configuration or the order within a configuration. The following example
gives an impression of how MO and E respond.
7.15 Examples. Let η ∈ X given with (hi)1≤i≤4. How MO and E respond to certain
examples of (partially) aligned configurations is displayed in Table 7.15.
Scenario MO E
hi =
1
4 , 1 ≤ i ≤ 4 MO = 0 E = 1
hi =
1
3 , h4 = 0, 1 ≤ i ≤ 3 MO = 14 E = ln(3) ln(4)−1 ≈ 0.79
h2 = h4 =
1
2 , h1 = h3 = 0 MO = 0 E = ln(2) ln(4)
−1 = 0.5
h1 = h2 =
1
2 , h3 = h4 = 0 MO =
(√
2
)−1 ≈ 0.7 E = ln(2) ln(4)−1 = 0.5
h1 = 1, hi = 0, 2 ≤ i ≤ 4 MO = 1 E = 0
Table 7.1: Examples for the Response of Order Parameters
Notation. Let η ∈ X. If MO(η) ≈ 1 or E(η) ≈ 0, we may say that η shows global
alignment. If MO(η) ≈ 0 or E(η) ≈ 1, we may say that η shows global disorder.
3) Steady States of Order Parameters. Corollary 7.11 and the Remarks 7.12 describe
what we know about the long-term behavior of the 2d-finite-CMM until now. The term
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steady state does not have a rigorous definition in this study. It refers to a situation
explained as follows. Let f : X → R, and define ft := f(ηt), t ≥ 0. If the values of
the path ft(ω), ω ∈ Ω, adjusts around some value q (we neglect small fluctuations) as t
increases, we may say that (ηt(ω))t≥0 has reached the steady state q regarding f .
Ideally, such a steady state corresponds to the situation in which some time t ≥ 0 is
sufficiently large, so that Pη(ηs = ζ) ≈ µ(l)({ζ}), s ≥ t, #(η) = l, ζ ∈ X (µ(l) is the
invariant distribution if #(η) = l).
We omit the details on how we identify steady states. As an example, a steady state
regarding f is reached if the alteration rate of a smoothed path ft(ω), ω ∈ Ω, stays
sufficiently small.
4) Temporal Means and Ergodicity. Let a function f : X → R and a sample
(ηt1 , ..., ηtn), t1 < t2, ..., < tn, t1 ≥ 0, n ∈ N, be given. Then, 1n
∑n
i=1 f(ηti) is the
temporal mean of the sample (f(ηt1), ..., f(ηtn)).
Again, let η be the initial configuration of the 2d-finite-CMM (ηt)t≥0 with #(η) = l.
Then, by Corollary 7.11, the limiting distribution is the invariant measure µ(l). By Norris
[1998, Theorem 3.8.1 (Ergodic Theorem)], we have that
Pη0
(
1
t
∫ t
0
f(ηs)ds
t→∞−→ f¯
)
= 1,(7.21)
where f¯ is the expected value of f under µ(l) given by
∑
η∈X(k) µ
(l)
η f(η). In principle, by
using (7.21), a temporal mean 1n
∑n
i=1 f(ηti) may be seen as an approximation of f¯ .
5) The Swarm Size Distribution and Swarming. If swarms are observable for a suffi-
ciently long time during a simulation, we speak of swarming.
Let η ∈ X. Suppose that η contains 67 swarms. The maximal swarm size is #(η),
the number of individuals. The swarm size distribution is given with the vector of scaled
frequencies of the swarm sizes s, 1 ≤ s ≤ #(η). For example, if one has k swarms of size
s, then the frequency of s is given by k67 . Often, the possible swarm sizes are partitioned
into, for example, 100 classes.
6) Parameter Phase Transitions. The term phase has no all-embracing physical defini-
tion. In statistical mechanics, phases are usually understood as the possible (thermody-
namic) states of a physical system. It the system is described by a Gibbs-Boltzmann
Ansatz, phases are the extreme elements of the convex set off all Gibbs measures. This
point of view is explained in detail in Georgii [1988, Chapter 7].
We say that the 2d-finite-CMM undergoes a parameter γ, m and ρ phase transition if
the steady state regarding MO or E changes abruptly by variation of the parameter γ,
m and ρ, respectively. Additionally, we characterize the possible states of the model by
looking at I , its set of invariant measures.
However, we may speak of phases if the CM-Model is described from a heuristic point
of view. This point of view culminates in the phase diagram given at the end of this
chapter.
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7.3 Observations, Hypotheses and Discussion
The system size N is mostly 24, which results in the lattice S2N with 2401 nodes. If, for
example, ρ = 0.5, then we have an expected number of individuals equaling 1200.5. If
not stated differently, the initial distribution µ0 of any simulation is assumed to be the
uniform product measure with density ρ.
§ What is in Section 7.3? The following table shows how this simulation study is
structured.
7.3.1 Response to Sensitivity γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.3.1.1 At High Density ρ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
§ Long-Term Behavior/Steady States (m = 100)
§ Temporal Development for γ = 1.1 (m = 100)
§ Temporal Development for γ = 1.7 (m = 100)
§ Lattice Size, Computational Time and 2d-Finite-CMM vs.
2d-Infinite-CMM
7.3.1.2 At Low Density ρ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
§ Long-Term Behavior/Steady States (m = 100)
§ Temporal Development (γ = 1.7, m = 100)
7.3.2 Response to Density and Migration Rate . . . . . . . . . . . . . . . . . . . . 112
§ γ = 0.4, m = 100
§ γ = 1.7, m = 100
§ γ = 1.7, m = 400
§ γ = 1.7, m = 25
§ γ = 1.1, m = 100
7.3.3 The CM-Model without Migration (m = 0) . . . . . . . . . . . . . . . . . . 116
7.3.3.1 Some beforehand Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
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§ ρ = 0.8
7.3.4 Summary and Phase Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
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7.3.1 Response to Sensitivity γ
We investigate how the parameter γ influences the 2d-Finite-CMM and derive hypotheses
for the 2d-Infinite-CMM. The migration rate is held fixed at m = 100.
In the article Vicsek et al. [1994], a two-dimensional spatially continuous model of
self-driven particles (with constant velocity) possessing orientations with continuous sym-
metries2 is considered. Numerical evidence of a “kinetic continuous phase transition from
no transport ... to finite net transport” is presented.
A very similar result is described in Bussemaker et al. [1997], using a two-dimensional
cellular automaton model with four possible orientations (up, right, down, left) per indi-
vidual (particle).
In both publications, the numerical evidence is given by displaying steady state val-
ues of an order parameter similar to MO versus the values of a parameter similar to γ.
Consequently, our first question is whether we can reproduce these results.
§ What is in Section 7.3.1? The main observation is that the 2d-Finite-CMM un-
dergoes a parameter γ phase transition, see Hypotheses 7.16 and 7.21. For a fixed high
density (in the high density case), we claim that the 2d-Infinite-CMM exhibits the coex-
istence of at least four invariant measures (phases) if γ is sufficiently high. Moreover, the
parameter γ phase transitions at low and high densities are of “different natures“.
First, in Section 7.3.1.1, we investigate the 2d-Finite-CMM at a high density ρ and then,
in Section 7.3.1.2, at a low density.
7.3.1.1 At High Density ρ
It is not obvious at this point which value of ρ represents a high density. Here, ρ is either
0.5 or 0.7. The problem of determining which critical value for ρ separates the high density
case from the low density case is tackled later on in Section 7.3.2.
The present section is organized in paragraphs as follows. First, we deal with the long-
term behavior. To investigate the long-term behavior, we discuss curves in which temporal
means, taken over a sample of steady state values of either MO or E, are displayed versus
γ.
Subsequently, we deal with the temporal development of the model, and finally, we
discuss effects caused by the lattice size and the computational time. Within each
paragraph, observations are followed by remarks, discussion and a hypothesis.
First hints about typical behaviors of the 2d-Finite-CMM are indicated by the paths
of Figure 7.1 just below and the snapshots of Figure 7.7 on page 102. For plot (b) of
Figure 7.1 we have used the order parameter 1−E instead of E to emphasize the similar
behavior of E and MO.
Observations (Figure 7.1). For a low sensitivity γ (γ approximately below 0.8), each
path corresponds to a simulation that exhibits global disorder. The paths also have small
fluctuations.
2The term continuous symmetries is used often in relevant literature and means that the particles may
have any orientation of the unit circle in R2.
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Figure 7.1: N = 24, m = 100, γ = 0.2, ...,1.4, T = 2 · 104. Figure (a) and (b): Each curve
corresponds to one value of γ ∈ {0.2, 0.25, 0.3, ..., 1.5}, and displays the temporal development of
either the order parameter MO (Figure (a)) or the order parameter 1−E (Figure (b)) during one
simulation.
If γ is high (γ roughly above 1.4), each path corresponds to a simulation that eventually
exhibits global alignment. The paths also have small fluctuations.
One may also notice a range of γ, where γ equals a value around 1, in which the paths
show large fluctuations.
§ Long-Term Behavior/Steady States. The first observations are based on
Figure 7.2.
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Figure 7.2: N = 24, ρ = 0.7, m = 100. Figure (a): The Y-axis corresponds to temporal means
of samples {MO(t); t ∈ [0.9 · 104, 104]}. Figure (b): The Y-axis corresponds to temporal means
of samples {E(t); t ∈ [0.9 · 104, 104]}. All samples are taken during steady states of the order
parameters. The error bars display the standard deviations of the samples.
Observations (Figure 7.2). In addition to the plots, we may imagine smoothed fitted
functions that roughly represent the properties of these plots. Smoothed sufficiently, the
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functions respond monotonously to γ and have a steep slope approximately in the range
γ ∈ [0.8, 1.4], which we refer to as the critical range. In this range, the error bars of
the original plots tend to be longer than for γ 6∈ [0.8, 1.4]. The long error bars indicate
large fluctuations during the temporal development of the order parameters. However,
the functions MO(γ) and E(γ) fitted into the mean values of the curves may not have a
discontinuous change (jump) as γ increases.
Remark. Different parameter settings are appropriate to yield curves similar to the curves
in Figure 7.2. Thus, we consider the parameters in Figure 7.2 as an example for the
case that the density ρ is sufficiently high and that the migration ratem is strictly positive.
To identify the critical value ρ, below which ρ is not sufficiently high, is subject to an extra
discussion. In fact, the influence of ρ and m is coupled and not independent, as discussed
later.
The values of the order parameters for γ below the critical range correspond to global
disorder. If γ has values above the critical range, the order parameters correspond to
global alignment.
Let γ be above the critical range. We mention that each orientation occurs as dominating
orientation in the situation of global alignment approximately n4 times in n simulations.
This leads to the hypothesis of this paragraph. This hypothesis relates to the statements
of Vicsek et al. [1994] and Bussemaker et al. [1997], mentioned above.
7.16 Hypothesis. At a fixed high density and a strictly positive migration rate, the 2d-
Finite-CMM exhibits a parameter γ phase transition as γ increases from 0→∞. For the
2d-Infinite-CMM we claim:
a) If γ is sufficiently high, we conjecture the coexistence of (at least) four invariant
measures, each of which corresponds to one different orientation in W 2 and shows ordered
behavior in the following sense: Fix i, 1 ≤ i ≤ 4. Let µi be the measure corresponding
to the orientation wi. As γ → ∞, the mass of µi is concentrated on such configurations
η ∈ X for which ηx ∈ {0, wi} for all x ∈ S.
7.17 Remarks. 1) Since the set I of invariant measures for the 2d-Infinite-CMM is
convex, see Proposition 2.9, any convex combination of the four invariant measures of the
above hypothesis is invariant.
2) In contrast to the above statement for the 2d-Infinite-CMM, the 2d-Finite-CMM
has exactly one invariant measure µ(l) if the number of individuals is l, see Section 7.1.3.
3) The parameter γ phase transition may be interpreted as a transition from global
disorder to global alignment.
4) We anticipate that in Hypothesis 7.23 below, we conjecture that the 2d-Infinite-
CMM exhibits one unique invariant measure if γ is sufficiently low. Hence, the parameter
γ phase transition may also be interpreted as a transition from a situation where the model
has one unique invariant measure to a situation where the model exhibits the coexistence
of invariant measures.
§ Temporal Development for γ = 1.1. We discuss a typical simulation with
N = 24, m = 100 and ρ = 0.7. With respect to the previous paragraph, this means
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that we look at the temporal development of a simulation with a critical value for γ.
First, note the simulation snapshots of Figure 7.3.
(a) Snapshot: T = 17 (b) Snapshot: T = 78 (c) Snapshot: T = 196
Figure 7.3: N = 12, γ = 1.1, ρ = 0.5 The figures (a), (b) and (c) show simulation snapshots
at different times. The arrows indicate the orientations in W 2 of individuals, that is, ↑≡ up, ←≡
left, ↓≡ down and →≡ right.
Observations (Figure 7.3). The snapshots of this figure are meant to display configura-
tions that represent a typical stage of the temporal development. The rather small lattice
size N = 12 assures that the individual orientations are visible.
In order to explain the snapshots of Figure 7.3, we anticipate the major observation
of this paragraph. Namely, the temporal development is characterized by the formation
and collapse of large swarms. We have omitted the depiction of the initial distribution.
Figure (a) shows an example configuration, where MO is quite low, due to the opposite
directions of rather small swarms. This configuration evolved quickly. Figure (b) depicts a
large swarm that first evolved from the configuration in Figure (a) and then collapsed into
a configuration similar to that of Figure (a). Figure (c) depicts “the next” large swarm
that evolved.
If the lattice size is larger, for example if N = 24, one observes very similar behavior.
Note that Figure (a) contains one large cluster consisting of swarms that block each other
(volume exclusion). For large lattice sizes, one usually can observe several such clusters
consisting of small swarms that block each other. These clusters may merge, align and
develop again into a large swarm, then collapse and ...
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For the remainder of this paragraph we look at the temporal development of the order
parameters.
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Figure 7.4: N = 24, γ = 1.1, ρ = 0.7, m = 100, T = 105. Figure (a): Temporal development
of the order parameters mean orientation MO and orientation entropy E. Both parameters are
represented by the Y-axis. Figure (b): Frequency ofMO from a sample {MO(t); t ∈ [0.5·104, 105]}.
Observations (Figure 7.4). The figure shows that the order parameters fluctuate around
a mean value during their steady states. The fluctuations possess rather large amplitudes.
Note that Figure (a) displays moving averages, taken over 250 sample points, which smooth
the original curves drastically.
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Figure 7.5: N = 24, γ = 1.1, ρ = 0.7, m = 100, T = 105. Temporal development of the fre-
quencies of orientations in W 2.
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(a) Swarm Size Distribution vs. Time (b) Top View of Figure (a)
Figure 7.6: N = 24, γ = 1.1, ρ = 0.7, m = 100, T = 105. Figure (a): The axis “Size in %”
(Y -axis) corresponds to the sizes of swarms in percentages of the total number of individuals. At
each time (X-axis), the frequency of swarm sizes is a vector of individual probabilities displayed
along the Y -axis. The hight of one peak displayed on the Z-axis and its color represent the
value of one individual probability. Interpretation: Frequency(t, s) is the probability of finding an
individual at time t in a swarm of size s.
Observations (Figure 7.5 and Figure 7.6). Observe that the orientations up and left
alternate as dominating orientations during the temporal development displayed in
Figure 7.5. In Figure 7.6, notice the formation and collapse of large swarms.
Remark. The observations suggest that the fluctuations may not exclusively be of irregular
nature.
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§ Temporal Development for γ = 1.7. We discuss typical simulations with N = 24,
m = 100 and ρ = 0.7. We know from the previous paragraph that if γ is sufficiently large,
the steady states of the order parameters correspond to configurations that are aligned
and have a dominating orientation. Whether these orientations are spatially connected
and build swarms is investigated now. First note the simulation snapshots of Figure 7.7.
(a) Snapshot: T = 0 (b) Snapshot: T = 78 (c) Snapshot: T = 196
Figure 7.7: N = 12, γ = 1.7, ρ = 0.5 The figures (a), (b) and (c) show simulation snapshots
at different times. The arrows indicate the orientations in W 2 of individuals, that is, ↑≡ up, ←≡
left, ↓≡ down and →≡ right.
Observations (Figure 7.7). The snapshots of this figure are meant to display configura-
tions that represent a typical stage of the temporal development. The rather small lattice
size of N = 12 ensures that the individual orientations are visible.
Note the disordered initial configuration. The second snapshot displays a number of
small swarms. Since these swarms have different directions, this configuration still causes
a small value of MO, even if it appears quite ordered. The third snapshot displays a
configuration that is typical for the stage in which the steady states of the order parameters
are about to be reached. The small swarm of the direction right is most likely going to
dissolve, leaving one remaining large swarm of orientation up.
If the lattice size is larger, for example if N = 24, one usually first observes the formation
of many small swarms with different directions that block each other. Then, these swarms
evolve into a small number of large swarms. Large is a relative term. If the relationship
between swarm size and the total number of individuals is similar to that of Figure 7.7
(b), we consider the swarm size large.
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Now, we turn to the discussion on the temporal development of the order parameters.
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Figure 7.8: N = 24, γ = 1.7, ρ = 0.5, m = 100, T = 5000. Figure (a): Temporal devel-
opment of the order parameter mean orientation MO for two scenarios. Figure (b): Temporal
development of the order parameter orientation entropy E for two scenarios. Both parameters are
represented by the Y-axis. First scenario: quickly evolving large swarm. Second scenario: two
evolving large swarms of opposite orientations.
Observations (Figure 7.8 and Figure 7.9). The plots (a) and (b) of Figure 7.9 corre-
spond to scenario one. Note that one large swarm with orientation w1 ≡ up forms quickly.
The plots (c) and (d) of Figure 7.9 are based on an example for a second scenario. In
this second scenario two large swarms (≈ 30% of # and ≈ 60% of #) evolve and remain.
In the plots of Figure 7.8, both scenarios are contrasted by the temporal development of
the order parameters.
We outline some general insights about the 2d-Finite-CMM with a high occupation
density and a high sensitivity. These lead to the next hypothesis. Configurations obtained
by simulating the model that yield high values close to 1 for MO and close to 0 for E
correspond not (only) to global alignment, but to configurations that contain swarms. If
γ is above the critical range swarming becomes observable eventually and remains so.
Two different scenarios lead to this situation. In the first, small swarms of different
orientations form early and evolve quickly into one swarm or into a small number of large
swarms of equal orientation. In the second scenario, which sets in after the early stage of
small swarms, two large swarms with opposite orientations form. In this case, the time
until the steady state is reached is “much longer” than in the case of scenario one. This
observation is dealt with below.
The discussion on the temporal developments for γ = 1.1 as well as for γ = 1.7 leads
into another hypothesis.
7.18 Hypothesis. Let m > 0, and let γ and ρ be sufficiently high. Fix i, 1 ≤ i ≤ 4.
Let µi (corresponding to wi) be the invariant measure mentioned in Hypothesis 7.16. This
measure puts “most of its mass” on the configurations η ∈ X that contain large swarms.
In this case we may say that the measure exhibits swarming.
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(a) Swarm Size Distribution vs. Time
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(b) Frequencies of Orientations vs. Time
(c) Swarm Size Distribution vs. Time
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(d) Frequencies of Orientations vs. Time
Figure 7.9: N = 24, γ = 1.7, ρ = 0.5, m = 100, T = 5000. Figure (a) and Figure (b) corre-
spond to a first scenario: a quickly evolving large swarm of orientation up. Figure (c) and Figure
(d) correspond to a second scenario: two evolving large swarms of opposite orientations up and
down. Figure (a), Figure (c): The axis “Size in %” (Y -axis) corresponds to the sizes of swarms
in percentage of the total number of individuals. At each time (X-axis), the frequency of swarm
sizes is a vector of individual probabilities displayed along the Y -axis. The hight of one peak dis-
played on the Z-axis and its color represent the value of one individual probability. Interpretation:
Frequency(t, s) is probability of finding an individual at time t in a swarm of size s. Figure (b),
Figure (c): Temporal development the frequency of orientations in W 2.
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7.19 Remark. By means of the above hypothesis, the parameter γ phase transition
of Hypothesis 7.16 may be interpreted as a transition from global disorder to collective
migration.
Next we now investigate how much time is needed until swarms form.
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Figure 7.10: N = 15, ...,24, ρ = 0.5, γ = 1.7, m = 100. The figure displays distributions of
(first hitting MO = 0.95) times for multiple lattice sizes by using box plots. Each box plot
corresponds to a data set of 200 times. Each time is obtained by simulation until MO(t) reaches
0.95. The boxes have lines at the lower quartile, median and the upper quartile values. The
whiskers show the extent of the rest of the data (except outliers). The whiskers have a maximum
length of 1.5 times the interquartile range and coincide with the nearest sample point beneath
(upper whisker) or above (lower whisker) that length. All points above the whiskers are considered
outliers.
Observations (Figure 7.10). The box plot with N = 24 shows that ifMO has not reached
the value 0.95 by a simulation time of 0.5 ·104, the simulation time is considered an outlier.
This situation applies in the example of scenario two, see Figure 7.8. The outliers of the
simulation times displayed in each box plot of Figure 7.10 correspond to a simulation
run according to scenario two that is mentioned in the previous paragraph. This scenario
occurs in approximately 4 out of 100 cases.
§ Lattice Size, Computational Time and 2d-Finite-CMM versus 2d-In-
finite-CMM. We resume the discussion on the observations of the temporal develop-
ment, where γ = 1.7, ρ = 0.5 and N = 24. There we stated that if γ is above the critical
range, swarming eventually becomes and remains observable. We conjecture that this ob-
servation is a consequence of the insufficient computation time. Since the 2d-Finite-CMM
has one unique invariant measure for each fixed number of individuals, these swarms should
collapse and reform. In detail, if one looks at several simulations of the 2d-Finite-CMM
(with a fixed number of individuals l ≈ ρ(2N + 1)2) one can observe in each case a large
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swarm (size ≈ 90% to 100%) that remains. But, the remaining swarms of these simu-
lations can have different orientations. Assuming that the unique invariant distribution
µ(l) relates to all of these remaining swarms with different orientations, one may conclude
that they have to collapse and reform. We conjecture that the simulation time until a
large stable swarm collapses exceeds a reasonable value, since such collapsing could not
be observed.
7.20 Remarks (2d-Finite-CMM vs. 2d-Infinite-CMM). 1) Let us state this conjec-
ture by means of the unique invariant distribution µ(l) (l ≈ ρ(2N + 1)2 fixed) of
the 2d-Finite-CMM. This distribution µ(l) might be a convex combination of the form
µ =
∑4
i=1
1
4µ
(l)
i . Each distribution µ
(l)
i puts “most of its mass” on the configurations
η ∈ X that contain large swarms of orientation i. That each orientation has the same
weight equaling 1/4 might be a consequence of the spatial symmetries. But, because µ(l) is
the unique invariant measure for fixed l, the measures µ(l)i , 0 ≤ i ≤ k, can not be invariant
if they are distinct and unequal to µ(l).
2) In contrast to item 1) recall Hypothesis 7.16 in which the coexistence of (at least)
four invariant measures, each of which corresponds to one different orientation in W 2, is
claimed for the 2d-Infinite-CMM.
Nevertheless, the items 1) and 2) agree in the following sense: Fix a sufficiently large
density ρ. It is observed that the time until large swarms remain increases with increasing
lattice size N , see Figure 7.10. Hence, in the limit N →∞, the conjecture in 1) should
fail to be true and indicates the coexistence of four invariant measures. Thus, Hypothesis
7.16 is supported.
Moreover, swarm collapse and re-formation can be observed if one simulates the 2d-
Finite-CMM with γ = 1.7, ρ = 0.5 on a small lattice. This is done in the remainder of
this section. In a way this means that the 2d-Finite-CMM with N = 24 shows (already)
behavior similar to the 2d-Infinite-CMM.
Note the following figures that display the temporal evolution of the order parameters
for γ = 1.7, ρ = 0.5 and N = 4. In this case the lattice has 81 nodes.
Observations (Figure 7.11 and Figure 7.12). We first look at Figure 7.11 (b). We
see that global alignment quickly becomes and remains observable. On the other hand
Figure 7.12 shows that the dominating orientation that causes the values for the order
parameters switches several times. This switching means that swarms form, collapse and
reform. Formation and collapse happen “so quickly” or so abrupt that the corresponding
low values for MO and high values of E are smoothed out in the curves of Figure 7.11
(b), even by a moving average of (only) 25 sample points.
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Figure 7.11: N = 4, γ = 1.7, ρ = 0.5, m = 100, T = 3 · 104. Temporal development of the or-
der parameters mean orientationMO and orientation entropy E. Both parameters are represented
by the Y-axis. The moving average in Figure (b) is taken over 25 sample points.
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Figure 7.12: N = 4, γ = 1.7, ρ = 0.5, m = 100, T = 3 · 104. Temporal development of the
frequencies of orientations in W 2.
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7.3.1.2 At Low Density ρ
It is not obvious at this point which value for ρ is a low density. Here, ρ has values close
to 0.1. The problem of determining a critical value for ρ separating the high density case
from the low density case is tackled later on in Section 7.3.2.
The present section is organized in paragraphs as follows. First we investigate the
long-term behavior in a manner similar to that of the previous section. Subsequently we
deal with temporal developments of the model. Within each paragraph observations are
followed by remarks, discussion and a hypothesis.
§ Long-Term Behavior / Steady States. We want to reproduce the plots of
Figure 7.2, where the response of MO and E to γ is displayed, the difference being
that ρ has values close to 0.1 instead of 0.7.
We start with observations, here based on these reproductions, given in Figure 7.13.
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(b) Response of E to γ
Figure 7.13: N = 24, ρ = 0.1, m = 100. Figure (a): The Y-axis corresponds to temporal
means of samples {MO(t); t ∈ [14 · 103, 15 · 103]}. Figure (b): The Y-axis corresponds to temporal
means of samples {E(t); t ∈ [14 · 103, 15 · 103]}. All samples are taken during steady states of the
order parameters. The error bars display the standard deviations of the samples.
Observations (Figure 7.13). In addition to the plots, we may imagine smoothed fitted
functions that roughly represent the properties of these plots. There is a range of γ,
roughly [1.6, 1.8], in which the order parameters are either low or high but do not take on
intermediate values. In other words, the change from global disorder to global alignment
is sharp. The functions MO(γ) and E(γ) fitted into the mean values of the curves may
have discontinuous changes (jumps) as γ increases.
However, in Figure (a), the values ofMO switch back from high to low several times as γ
increases. Similarly, the values of E switch back from low to high. In these cases, long error
bars indicate that the system may switch between two states. The latter observation does
contradict the expectation of a (roughly) monotonous response of the order parameters as
observed for high densities.
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The simulations to obtain Figure 7.13 are executed with parameter ρ = 0.1. However,
the resulting number of individuals can differ, as ρ implies only the expected number
of individuals equaling 492 · 0.1. The differences in the numbers of individuals between
different simulations may have caused the value of MO to switch back from high to low,
even for an increasing γ. If one simulates on larger lattice sizes, this effect may diminish
due to the law of large numbers.
Next, we look at Figure 7.14, a reproduction of Figure 7.13, where each simulation is
executed with the same number of individuals, equaling 240 ≈ 492 · 0.1. Therefor consider
an initial distribution on X induced by the following staged random experiment: First,
sample the coordinates x1, ..., x240 of S independently, without replacement and by using
a uniform distribution for each experiment. Second, sample 240 orientations w1, ..., w240,
wi ∈W 2, independently and by using the uniform distribution onW 2 for each experiment.
This procedure yields a randomly chosen configuration η such that ηy = ~0 for all y 6= xi
and ηxi = wi for all 1 ≤ i ≤ 240.
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Figure 7.14: N = 24, # = 240, m = 100. Figure (a): The Y-axis corresponds to temporal
means of samples {MO(t); t ∈ [10 · 103, 15 · 103]}. Figure (b): The Y-axis corresponds to temporal
means of samples {E(t); t ∈ [10 · 103, 15 · 103]}. All samples are taken during steady states of the
order parameters. The error bars display the standard deviations of the samples.
Observations (Figure 7.14). 1) The observations of Figure 7.13 apply also for
Figure 7.14, with the following exception. The functionsMO(γ) and E(γ) fitted into the
mean values of the plots of this figure may have exactly one discontinuous change (jump)
at γ = 1.66. At γ = 1.66 one may notice a particularly long error bar. It seems probable
that the corresponding simulation switched between high and low values of MO during
its temporal development.
2) Compare the low density case (Figure 7.14) and the high density case
(Figure 7.2). The value of γ above which the steady states of the 2d-Finite-CMM exhibit
swarming is roughly 1.3 in the high density case. The value for γ above which the steady
states of the 2d-Finite-CMM exhibit swarming is roughly 1.7 in the low density case.
The above observations and discussions lead to a further hypothesis.
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7.21 Hypothesis. At a low density and a sufficiently high migration rate, the 2d-Finite-
CMM exhibits a parameter γ phase transition as γ increases from 0→∞. The statements
of Hypothesis 7.16 a) apply. Moreover,
b) For low densities, the parameter phase transition of γ is “jump-like” as γ increases
from 0 → ∞, in contrast to the high density cases.
c) The higher the density ρ, the lower the value for γ above which the invariant measures
of the 2d-Infinite-CMM exhibit swarming.
§ Temporal Development. We discuss typical simulations with N = 24, γ = 1.7
and m = 100. Looking at the curves of Figure 7.14 one may notice that γ = 1.7
approximately corresponds to the value at which the jump may take place in the parameter
γ phase transition mentioned in Hypothesis 7.21.
We suspected before that differences in the numbers of individuals between simulations
may have caused the values ofMO to switch back from high to low, even for an increasing
γ in the plot of Figure 7.13 (a). Now we consider five simulations with numbers of
individuals equaling 189, 199, 226, 242 and 252.
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Figure 7.15: N = 24, γ = 1.7, ρ = 0.08 (# = 189), 0.09 (# = 226,# = 199),
0.1 (# = 252,# = 242), m = 100. Temporal development of MO for different numbers of
individuals. The moving average is taken over 250 sample points.
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Figure 7.16: N = 24, γ = 1.7, ρ = 0.09, # = 226, m = 100, T = 105. Temporal development
of frequencies of orientations in W 2.
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(a) Swarm Size Distribution vs. Time (b) Top View of Figure (a)
Figure 7.17: N = 24, γ = 1.7, ρ = 0.09, # = 226, m = 100, T = 105. Figure (a): The
axis “Size in %” (Y -axis) corresponds to the sizes of swarms in percentage of the total number
of individuals. At each time (X-axis), the frequency of swarm sizes is a vector of individual
probabilities displayed along the Y -axis. The hight of one peak displayed on the Z-axis and its
color represent the value of one individual probability. Interpretation: Frequency(t, s) is probability
of finding an individual at time t in a swarm of size s.
Observations (Figure 7.15, Figure 7.16, Figure 7.17, Figure 7.18 ). 1) The im-
mediate observation about the curves of Figure 7.15 is that for two curves we observe
global alignment, and for two curves we observe global disorder. However, as supposed
before, if one neglects the fluctuations, MO does not take on intermediate values. Note
that the curves are smoothed by a moving average with length of 250 sample points. In
their original form one sees vigorous fluctuations.
2) The next observation is connected to the red curve of Figure 7.15, generated from
a simulation in which # = 226 (and ρ = 0.09). As supposed before, the red curve is an
example for the temporal development of a simulation that corresponds to the large error
bar at γ = 1.66 in Figure 7.14 (a) and (b). Note that the switches from global disorder
to global alignment (and vice versa) are abrupt. One may phrase the latter observation
as that the steady state of the 2d-Finite-CMM with sufficiently high γ and m = 100 is
“bimodal” if ρ has a certain small value and if N is sufficiently large. This observation
is also confirmed by Figure 7.18 that corresponds to the red curve of Figure 7.15. It
displays the frequency of MO based on a sample {MO(t); t ∈ [104, 105]}, where MO is in
it’s steady state.
3) We observe (as supposed before) that two simulations executed with the same initial
distribution and density ρ = 0.09 can exhibit qualitatively different behavior if N is not
large enough, see the red and the black curve of Figure 7.15.
4) Figure 7.17 and Figure 7.16 correspond to the red curve of Figure 7.15 as well.
That the higher values of MO in this red curve correspond to swarming is evident by
Figure 7.17 and additionally by Figure 7.16. We omit the depiction of the swarm size
distributions for the other simulations. They show that there is no swarming if # equals
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Figure 7.18: N = 24, γ = 1.7, ρ = 0.09, # = 226, m = 100. Figure (a) and (b): Frequency
of MO from Sample {MO(t); t ∈ [104, 105]}.
189 or 199 and that swarming occurs if # equals 242 or 252.
7.22 Remark. The typical temporal development observed at high densities and at
γ = 1.1 (then γ in the critical range of the parameter phase transition) is character-
ized by fluctuations around a mean value. The temporal development observed at a low
density and at γ = 1.7 (then γ is approximately the jump point of the parameter phase
transition) is characterized by switches between two values. We mention that in partic-
ular the “bimodal” frequency displayed in Figure 7.18 (high density case) contrasts the
(“unimodal”) frequency displayed in Figure 7.4 (low density case). In this sense, the
observations of this paragraph support Hypothesis 7.21 b) and show that the parameter
γ phase transition conjectured for the high density case is of a different nature than the
transition conjectured for the low density case.
7.3.2 Response to Density and Migration Rate
We have learned that the 2d-Finite-CMM responds differently to the sensitivity γ when
we compare the system for high and low densities. One may say that the influence of γ
depends on ρ or that the influences of ρ and γ are not independent. These observations
lead to two questions that motivate and guide this section:
Is it possible to determine a value of ρ(γ) that separates the low density case from
the high density case? And, to anticipate a bit, is the influence of ρ independent of the
migration rate m?
§ What is in Section 7.3.2? The main observation is that for a sufficiently high
sensitivity (for example γ = 1.7), we observe a parameter ρ phase transition of the 2d-
Finite-CMM. Moreover, the point (value of ρ(γ)) that separates the low density case from
the high density case decreases with increasing migration rate.
This section is organized in paragraphs representing different parameter settings. First
we deal with the case in which the sensitivity is low, equaling 0.4, then with γ = 1.7
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and finally with γ = 1.1. We omit the discussions of the temporal development since the
cases of interest (or cases that show a qualitatively similar behavior) have been treated
before. The discussions are based on plots of the type “response of order parameter to ρ”,
where the temporal means of the order parameters are displayed vs. values of ρ. For each
plot, we may automatically imagine smoothed fitted functions that roughly represent the
properties of the plot. Throughout this section the lattice size is held fixed at N = 24.
§ γ=0.4 and m = 100. An example for a small value for γ is γ = 0.4. An impression
of the behavior of the 2d-Finite-CMM is given by Figure 7.19.
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Figure 7.19: N = 24, γ = 0.4, m = 100. Figure (a): The Y-axis corresponds to temporal
means of samples {MO(t); t ∈ [4 · 103, 5 · 103]}. Figure (b): The Y-axis corresponds to temporal
means of samples {E(t); t ∈ [4 · 103, 5 · 103]}. All samples are taken during steady states of the
order parameters. The error bars display the standard deviations of the samples.
Observations (Figure 7.19). Except for the small slopes left of ρ = 0.1, the functions
resemble horizontal lines. Above 0.2, the error bars have almost equal length in both
plots.
Remark. 1) The small slopes are a consequence of the small number of individuals
corresponding to each low density ρ < 0.2. If the number of individuals is small, then
alignment may happen by chance. We conjecture that for the values of ρ considered here
such slopes disappear as one simulates on larger lattice sizes.
2) We omit the plots “Response of MO to m” and “Response of E to m”. They look
just like the plots of Figure 7.19.
3) The temporal development of the order parameters for several small values of γ is
displayed in Figure 7.1. The order parameters fluctuate around values close to 0 and
hence display global disorder. The amplitudes of the fluctuations can be considered small.
One may interpret interaction mechanism of the CM-Model as “weak” if γ = 0.4. Indeed,
the simulations show that the values of the order parameters correspond exclusively to
global disorder. This behavior can be observed for arbitrary parametersm and ρ if γ ≤ 0.4,
which suggests the following hypothesis.
7.23 Hypothesis. Let ρ ∈ [0, 1], and let m ≥ 0. For sufficiently small γ the 2d-Finite-
CMM exhibits one unique invariant measure. As γ → 0, this measure may be the uniform
product measure with density ρ.
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§ γ = 1.7 and m = 100. This setting of parameters is discussed under Section 7.3.1 for
ρ = 0.1 (low density case), ρ = 0.7 and ρ = 0.5. By means of the next Figure 7.20, we
investigate how the model responds to variation of ρ.
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Figure 7.20: N = 24, γ = 1.7, m = 100. Figure (a) and Figure (c): The Y-axis corresponds
to temporal means of samples {MO(t); t ∈ [0.9 · 104, ·104]}. Figure (b) and Figure (d): The Y-axis
corresponds to temporal means of samples {E(t); t ∈ [0.9 ·104, ·104]}. All samples are taken during
steady states of the order parameters. The error bars display standard deviations of the samples.
Observations (Figure 7.20). We observe an abrupt change of the order parameter values
approximately at ρ = 0.1. This change may reveal a discontinuous change (jump) in the
functions MO(ρ) and E(ρ) as ρ increases. The plots in the figures (c) and (d) show that
the change continues to “look like a discontinuity” on a finer scale for ρ.
We refer to the low density case of Section 7.3.1 for the discussion of the temporal
development of a typical simulation with γ = 1.7, m = 100 and ρ = 0.1 or ρ = 0.7. Note
that the observations based on Figure 7.20 justify the choice of the low and the high
density case in Section 7.3.1.
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§ γ = 1.7 and m = 400. By means of Figure 7.21 we investigate how the model
responds to the variation of ρ.
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Figure 7.21: N = 24, γ = 1.7, m = 400. Figure (a): The Y-axis corresponds to temporal
means of samples {MO(t); t ∈ [0.9 · 104, 104]}. Figure (b): The Y-axis corresponds to temporal
means of samples {E(t); t ∈ [0.9 ·104, 104]}. All samples are taken during steady states of the order
parameters. The error bars display the standard deviations of the samples.
Observations (Figure 7.21). We observe an abrupt change of the order parameter values
approximately at ρ = 0.006. This change may reveal a discontinuous change (jump) in
the functions MO(ρ) and E(ρ) as ρ increases.
§ γ = 1.7 and m = 25. By means of Figure 7.22 we investigate how the model rsponds
to the variation of ρ.
Observations (Figure 7.22). We observe an abrupt change of the order parameter values
approximately at ρ = 0.165. This change may reveal a discontinuous change (jump) in
the functions MO(ρ) and E(ρ) as ρ increases.
All cases considered with γ = 1.7 exhibit a sudden change that has similarities with a
discontinuity in the functions MO(ρ) and E(ρ) as ρ increases. The point of this disconti-
nuity decreases with increasing migration rate m.
Notation. We may refer to the value of ρ at which this discontinuity can be observed as
the point that separates the low density case from the high density case.
The observations based on Figure 7.20, Figure 7.21 and Figure 7.22 suggest the
following hypothesis.
7.24 Hypothesis. At a high value for the sensitivity γ, the 2d-Finite-CMM exhibits a
parameter ρ phase transition as ρ increases from 0→ 1.
The point that separates the low density case from the high density case decreases with
increasing migration rate m.
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Figure 7.22: N = 24, γ = 1.7, m = 25. Figure (a): The Y-axis corresponds to temporal means
of samples {MO(t); t ∈ [0.9 · 104, 104]}. Figure (b): The Y-axis corresponds to temporal means
of samples {E(t); t ∈ [0.9 · 104, 104]}. All samples are taken during steady states of the order
parameters. The error bars display the standard deviations of the samples.
§ γ = 1.1 and m = 100. By means of Figure 7.23 we investigate how the model
responds to the variation of ρ.
Observations (Figure 7.23). If anything, a function fitted into the plots may be a straight
line. It is observable that the four samples below 0.1 are very similar including the length
of their error bars. Above roughly ρ = 0.8, the error bars are short and one may notice
monotonous behavior as ρ increases. Between ρ = 0.1 and ρ = 0.8 the sample points are
arranged irregularly.
Although the observations do not indicate obvious properties, one can conclude that the
2d-Finite-CMM exhibits swarming at high densities (above 0.8) and exhibits disordered
behavior for low densities (below 0.1). Most likely, the long error bars in the range [0.1, 0.8]
of ρ are due to large fluctuations of the order parameters in their temporal development.
In Section 7.3.1, we stated that γ = 1.1 is a critical value and observed large fluctuations
of the order parameters for ρ = 0.7. On the other hand, above ρ = 0.8, the steady states
of the order parameters show global alignment. This means that γ = 1.1 is not a critical
value if ρ > 0.8.
7.3.3 The CM-Model without Migration
By omitting the migration, the CM-Model lacks one important characteristic. On the
other hand, it can be classified as an 4-vector Potts model, see Section 6.3. This leads
to the question: How different or similar are the cases m > 0 and m = 0 with respect to
the behavior of the 2d-Finite-CMM?
§ What is in Section 7.3.3? First, in Section 7.3.3.1 we reason how the 2d-Finite-
CMM should behave. We also draw some connection to percolation theory.
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Figure 7.23: N = 24, γ = 1.1, m = 100. Figure (a): The Y-axis corresponds to temporal
means of samples {MO(t); t ∈ [0.9 · 104, 104]}. Figure (b): The Y-axis corresponds to temporal
means of samples {E(t); t ∈ [0.9 ·104, 104]}. All samples are taken during steady states of the order
parameters. The error bars display the standard deviations of the samples.
Then, in Section 7.3.3.2, we investigate the response to the sensitivity γ. Afterwards,
in Section 7.3.3.3, we investigate the response to the density ρ.
The main observation is that if γ = 1.1, it requires a density ρ above (roughly) 0.7 to
make swarming possible. In contrast, recall the case where m > 0. There a density above
0.1 allows swarming.
7.3.3.1 Some Preliminary Reasoning
The ideas of this section can be verified by looking at the generator matrix a of the
model. However, they are so intuitive that such a verification appears needless.
As no migration takes place, the coordinates of all occupied nodes are determined by the
initial distribution and remain during the temporal development. The initial configuration
decomposes into disjoint clusters (clusters are defined in Definition 6.7). Moreover, orien-
tations within a cluster interact (may align), but orientations located in different clusters
can not interact. Also, orientations of isolated occupied nodes cannot align and reorient
independently of other orientations.
Roughly speaking, we expect that many small clusters and many isolated nodes make the
occurrence of global alignment unlikely. On the other hand, there may be a cluster large
enough (with size near to #) to cause global alignment. Clearly, if the initial distribution
is the uniform product measure, the chance to obtain isolated occupied nodes increases
with decreasing density ρ. How the sizes of clusters are distributed depending in ρ is a
driving question of percolation theory.
We are interested in the question: What is the density above which we can expect
the initial configuration to contain a cluster that is large enough to have a dominating
influence on the order parameters (with a strictly positive or high probability)?
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Let S = Z2. Take the measurable configuration space
({0, 1}S , σ(Z )), where Z is the
set of cylinder events on ({0, 1})S . On this space, define the product measure
Pρ :=
⊗
s∈S
Bρ,
where Bρ is Bernoulli’s measure on {0, 1}, given by Bρ({1}) = ρ and Bρ({0}) = 1− ρ.
We mention two definitions of percolation theory and refer to Grimmett [1999] for more
detailed information. For η ∈ {0, 1}S , let J = J(0) be the cluster that contains the node
0 ∈ S. We define
θρ := Pρ(|J | =∞),
the percolation probability, together with the critical density
ρc := sup{ρ; θρ = 0}.
According to Grimmett [1999, 1.6], this critical density for site percolation on Z2 is near
0.59.
Remark. A proof of this statement is still missing, and the number 0.59 is obtained nu-
merically.
7.3.3.2 Response to Sensitivity γ
For low γ < 0.4, the results can be inherited from the 2d-Finite-CMM with m > 0. This
means that Hypothesis 7.23 holds also for m = 0.
Continuing the discussion of the previous paragraph, we expect the following: If ρ
is below the critical density ρc = 0.59, one cannot expect the model to exhibit global
alignment at any time. If ρ is above 0.59, global alignment is possible. Still, even if ρ is
above 0.59, it remains unclear in how many cases (simulations) dominating clusters appear.
We investigate the response to γ for ρ = 0.5 just below ρc and for ρ = 0.8 separately.
§ ρ = 0.5. If m = 100, ρ = 0.5 is considered a high density and the steady states of the
order parameters respond to the variation of γ with a parameter γ phase transition. In
contrast, note Figure 7.24.
Observations (Figure 7.24). If m = 0 and ρ = 0.5, we observe global disorder as γ
increases. The length of the error bars increases slightly as γ increases. Both curves
correspond to an almost straight line possessing a minor slope. We conjecture that this
slope may not cause values of MO close to 1 and values of E close to E as γ →∞.
§ ρ = 0.8. To anticipate the result of this paragraph, the 2d-Finite-CMM (m = 0)
exhibits a parameter γ phase transition if ρ = 0.8.
Observations (Figure 7.25). We observe properties very similar to those of the curves
in Figure 7.2, where ρ = 0.7, m = 100. In particular, we observe a parameter γ phase
transition.
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Figure 7.24: N = 24, ρ = 0.5, m = 0. Figure (a): The Y-axis corresponds to temporal means
of samples {MO(t); t ∈ [55 · 103, 60 · 103]}. Figure (b): The Y-axis corresponds to temporal means
of samples {E(t); t ∈ [55 · 103, 60 · 103]}. All samples are taken during steady states of the order
parameters. The error bars display the standard deviations of the samples.
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Figure 7.25: N = 24, ρ = 0.8, m = 0. Figure (a): The Y-axis corresponds to temporal means
of samples {MO(t); t ∈ [55 · 103, 60 · 103]}. Figure (b): The Y-axis corresponds to temporal means
of samples {E(t); t ∈ [55 · 103, 60 · 103]}. All samples are taken during steady states of the order
parameters. The error bars display the standard deviations of the samples.
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However, the 2d-Finite-CMM with m = 0 (and a high density) behaves much different
from the model with m > 0 (and a high density) in terms of clustering and swarming.
Clearly, there is no migration if m = 0. A strictly positive migration rate also shortens
the time after which swarms (clusters) can be observed. This statement is based on the
next observation and on Figure 7.26.
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Figure 7.26: The figures display distribution of (first hitting) times. Figure (a) corresponds
to 150 samples. Figure (b) corresponds to 200 samples. Times are obtained by simulating until
MO(t) reaches 0.85 (Figure (a)) and until 0.95 (Figure (b)). Boxes have lines at the lower quartile,
median and the upper quartile values. The whiskers show the extent of the rest of the data (except
outliers). The whiskers have a maximum length of 1.5 times the interquartile range and coincide
with the nearest sample point beneath (upper whisker) or above (lower whisker) that length. All
points above the whiskers are considered to be outliers.
Observations (Figure 7.26). Regarding temporal development, it turns out that the
(mean) time needed until the order parameters reach their steady state is roughly ten
times higher if m = 0, compared to the case in which m = 100, see Figure 7.26.
Finally, we justify the conjecture that if m = 0, it is very unlikely that global alignment
or swarming can be observed if ρ is below the critical density ρc = 0.59. We omit to show
the respective plots. We have learned that if γ = 0.8 and higher, the response of the
order parameters to γ is similar comparing the cases m = 0 and m > 0. This leads to the
following hypothesis.
7.25 Hypothesis. Let ρ be sufficiently high (roughly 0.8 ≤ ρ ≤ 1). Hypothesis 7.16 and
Hypothesis 7.18 apply, even if m = 0.
7.3.3.3 Response to Density
We have seen that the model responds differently comparing the cases where ρ = 0.5 and
ρ = 0.8. How the 2d-Finite-CMM responds to increasing ρ at a fixed and sufficiently high
sensitivity γ = 1.1 is investigated in the following. To anticipate the result of this section,
the model exhibits a parameter ρ phase transition if γ = 1.1.
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Figure 7.27: N = 24, γ = 1.1, m = 0. Figure (a): The Y-axis corresponds to temporal means
of samples {MO(t); t ∈ [9 · 103, 104]}. Figure (b): The Y-axis corresponds to temporal means of
samples {E(t); t ∈ [9·103, 104]}. All samples are taken during steady states of the order parameters.
The error bars display the standard deviations of the samples.
Observations (Figure 7.27). We observe global disorder until ρ increases approximately
to 0.7. Note the short error bars of E if ρ < 0.7. In addition to the plots, we may
imagine smoothed fitted functions that roughly represent the properties of these plots. As
ρ increases from 0.7 to 1, the values of the order parameter MO increases. As ρ reaches
1 we observe global alignment.
As expected, one cannot observe global alignment if ρ < ρc. Why the values of the
order parameter MO increase starting from ≈ 0.7, which is a value distinctly larger than
the critical density ρc = 0.59, is not clear at this point. However, this observation gives
rise to another approach to study the CM-Model. One may restrict the model to the
largest cluster that is given by the initial configuration and study it in similar manner as
done up to now. This approach exceeds the scope of this work. It would lead to a more
general definition of the CM-Model, the CM-Model on graphs.
In conclusion, we have learned from the study of the 2d-Finite-CMM with m = 0 that
a strictly positive migration rate drastically improves the ability of the model to exhibit
global alignment and to form swarms.
7.3.4 Summary and Phase Diagram
In Section 7.3, we study the 2d-Finite-CMM by investigating the model’s response to
the sensitivity γ, the density ρ and the migration rate m using simulations. The initial
distribution is the uniform product measure with density ρ, which may be interpreted
to mean that the simulations start from a disordered initial configuration. If swarming
becomes observable, one observes collective migration.
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The objective to gain knowledge about the 2d-Infinite-CMM has been met by the hy-
potheses stated throughout this section, three of which we mention in the remainder of
this summary.
To roughly summarize one main insight: the 2d-Finite-CMM exhibits collective migra-
tion if γ is sufficiently high, and if, dependent on m > 0, the density ρ is sufficiently high.
As a resulting conjecture we claim that the same holds for the 2d-Infinite-CMM.
Looking at the observations in more detail, one may notice that in spite of the model’s
simplicity, it shows an abundance of different behaviors. For example, for suitable fixed
occupation density ρ and migration rate m, the model undergoes a parameter γ phase
transition, which can be interpreted as a transition from disordered behavior to collective
migration as γ increases. Moreover, this transition is jump-like if ρ is small and rather
smooth if ρ is large. These observations lead to Hypothesis 7.16 (high density case) and
to Hypothesis 7.21 (low density case). In these hypotheses we claim that the 2d-Finite-
CMM undergoes a parameter γ phase transition and that at least four invariant measures
coexist for the 2d-Infinite-CMM if the sensitivity γ is sufficiently high. The value of ρ that
separates the low density case from the high density case depends on m and is identified
for several values of m.
For a sufficiently large γ and a fixed strictly positive migration rate m, the 2d-Finite-
CMM undergoes a jump-like parameter ρ phase transition. The transition may be in-
terpreted as a transition from disordered behavior to collective migration as ρ increases.
Moreover, the value of ρ at which the jump takes place, which we call the density that
separates the low density case from the high density case, decreases with increasing m.
For which parameters (γ, ρ) the 2d-Finite-CMM exhibits collective migration (or not) is
displayed in the diagram of Figure 7.28. There, we focus on the model with a sufficiently
high migration rate.
Observations (Figure 7.28). For a high density, the critical range is wide, which reflects
that the parameter γ phase transition is rather smooth. For a low density, the critical
range vanishes. A parameter γ phase transition is hence rather jump-like. Each tip of the
cones, where the critical parameter range vanishes (see circle), is a point (density) that
separates the low density case from the high density case. Such point (density) decreases
with increasing m, see the dotted tip of the dotted cone that is situated below the solid
tip. For any density below this point, a parameter γ phase transition is jump-like.
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Figure 7.28: Phase Diagram of 2d-Finite-CMM: The migration rate m is fixed with m = 100
(400) for the bent solid (dotted) cone in the middle of the diagram. For all simulations, the
initial distribution is the uniform product measure with density ρ. It represents a disordered
initial condition with occupation density ρ. The cones contain the parameter tuples for which the
2d-Finite-CMM behaves critically. For parameter tuples below and above the cones, the model
exhibits disordered behavior and collective migration, respectively. The dashed lines (a) and (b)
relate to Figure 7.19 and Figure 7.23, respectively. The dashed line (c) corresponds to the
parameter ρ phase transition of Figure 7.20 if m = 100 and to the parameter ρ phase transition
of Figure 7.21 if m = 400. The dashed lines (d) and (e) relate the the parameter γ phase
transitions of Figure 7.2 and of Figure 7.14, respectively. Note that the tips of the cones are
within the circle.
CHAPTER 8
Analysis
In the previous chapter, the CM-Model is studied by means of computer simulations.
Simulations impose the necessity to restrict the model to a finite lattice S ⊆ Z2 (torus)
and hence to a finite configuration space. Knowing the models behavior on Z2 would help
to properly interpret the results of the simulation study.
Moreover, a finite configuration space implies properties that are not valid in general,
especially with regard to invariant measures and the models long-term behavior. A promi-
nent example – that is applied to the finite CM-Model in Corollary 7.11 of Section 7.1 –
is given by Theorem A.6. It says that a irreducible time continuous Markov chain with
a finite state space has one unique invariant distribution that is the limiting distribution
of the process. To anticipate a bit, for the CM-Model on Zd, d ∈ N, we rather expect the
coexistence of several invariant measures. The coexistence of invariant measures gives rise
to the question under what conditions, for example for which initial conditions, the model
converges towards which invariant measure.
So, the investigation of the CM-Model on the full lattice S = Zd, d ∈ N, is the matter
of this chapter. Many results of the Sections 3 and 4 should be seen as a foundation for
this investigation. In particular, we use the results of Section 6.2.3, where properties of
the family (cγ,mT (·, ·))T∈T are collected and the statements of Section 5 that culminate in
Theorem 3.24.
Let us recall and introduce some nomenclature proceeding on the nomenclature of Sec-
tion 2 and the definition of the CM-Model given in Section 6.2. Let S = Zd, d ∈ N. The
spin space of orientations is denoted by W d. Let a sensitivity γ ≥ 0 and a migration rate
m ≥ 0 be given. The CM-Model is derived from the family (cγ,mT (·, ·))T∈T , see Definition
6.2. The associated Markov generator with core D(X) ⊆ C(X) is Aγ,m. Consequently,
the Markov semigroup generated by Aγ,m is denoted by (T γ,mt )t≥0. Moreover, we denote
the set of invariant measures by
I γ,m := {µ ∈ P ; µT γ,mt = µ t ≥ 0} ,
and the set of reversible measures by
Rγ,m :=
{
µ ∈ P ;
∫
fT γ,mt g dµ =
∫
gT γ,mt f dµ f, g ∈ C(X), t ≥ 0
}
.
In this chapter, we focus on the investigation of the models long-term behavior. Note that
if for a µ ∈ P the limit w-limt→∞ µT γ,mt = ν exists, then ν ∈ I γ,m. This leads to the
study of the reversible probability measures Rγ,m since Rγ,m ⊆ I γ,m.
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§ What is in Chapter 8? First, in Section 8.1, we show that the CM-Model is ergodic
if γ and m are sufficiently low. This is mainly done by the application of Theorem 3.24
and by using estimates of the values εγ,m and Mγ,m that are defined in Section 6.2.3.
Second, in Section 8.2, we define a potential Φγ , derive the associated Gibbsian kernels
and show that the set of associated Gibbs measures is non-empty. Therefor we make use
of the results and definitions of Section 4.
Then, we consider a simplified version of the CM-Model by assuming, roughly speaking,
that the lattice S = Zd is fully occupied. We show that the detailed balance condition
holds for this simplified CM-Model with respect to Φγ and the uniform distribution on
the spin space of the simplified model.
Finally, we discuss our results in Section 8.3.
8.1 Ergodicity
According to Definition 2.8, a Markov process with semigroup (Tt)t≥0 is ergodic if the
set of invariant probability measures is a singleton {ν}, and for all µ ∈ P we have that
w-lim
t→∞ µTt = ν holds.
§ Preparations. Since the dimension d ∈ N of S = Zd plays a role in this section, we
identify Mγ,m with Md(γ,m) and εγ,m with εd(γ,m). Let the set of parameters Θd be
defined by
Θd :=
{
(γ,m) ∈ [0,∞)× [0,∞); CM-Model is ergodic
}
(8.1)
and the set Θˆd by
Θˆd :=
{
(γ,m) ∈ [0,∞)× [0,∞); Md(γ,m) < εd(γ,m)
}
.(8.2)
8.1 Corollary. By Theorem 3.24 we obtain that Θˆd ⊆ Θd.
By Proposition 6.3 we have that for each x ∈ S, εd(γ,m) is given by
εd(γ,m) = inf
(η,ζ)∈S(x)
η 6=ζ
cγx(η, ζx) + c
γ
x(ζ, ηx) +
∑
{x,y}∈T B
y∈N(x)
∑
v∈Xxy
v(x)=ζx
cmxy(η, v) +
∑
v∈Xxy
v(x)=ηx
cmxy(ζ, v).
(8.3)
Moreover, according to Corollary 6.4, M γ,m has an upper bound given by
Md(γ,m) ≤ 4d (d∆(γ) +m) ,(8.4)
where ∆(γ) = exp (2dγ)− exp ((2d− 2)γ).
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§ A Criterion for Ergodicity. Note the lower bound for εd(γ,m) given with the
following result.
8.2 Proposition. Let γ,m ∈ [0,∞). Then,
εd(γ,m) ≥ exp(−2dγ).(8.5)
Proof. Let x ∈ S.
εd(γ,m) ≥ inf
(η,ζ)∈S(x)
η 6=ζ
cγx(η, ζx) + c
γ
x(ζ, ηx)(8.6)
+ inf
(η,ζ)∈S(x)
η 6=ζ
∑
{x,y}∈T B
y∈N(x)
∑
v∈Xxy
v(x)=ζx
cmxy(η, v) +
∑
v∈Xxy
v(x)=ηx
cmxy(ζ, v).
We explain why the second infimum of the above inequality vanishes: Let η, ζ ∈ X such
that ηy = ζy 6= ~0 for all y ∈ S, y 6= x. Moreover let ηx 6= ζx but ηx 6= ~0 and ζx 6= ~0. Then
we have that (η, ζ) ∈ S(x) and that η 6= ζ. Further, we have that cmxy(η, v) = cmxy(ζ, v) = 0
for all {x, y} ∈ T B(x) and all v ∈ Xxy, where T B(x) is the cover of {x} with sets of
nearest neighbor bonds. The latter statement holds since migration is not possible for all
{x, y} ∈ T B(x). This implies that all summands of the second infimum in (8.6) vanish.
It is left to show that
inf
(η,ζ)∈S(x)
η 6=ζ
(cγx(η, ζx) + c
γ
x(ζ, ηx)) = exp(−2dγ).(8.7)
Roughly speaking, the infimum of the above expression in (8.7) is attained if one of the
two rate functions cγx(η, ζx) or c
γ
x(ζ, ηx) equals 0 and the other takes the smallest possible
but strictly positive value. They can not both vanish since (η, ζ) ∈ S(x) and η 6= ζ, which
implies that either ηx or ζx is hence unequal to ~0. In detail, due to the definition of the
function Rx, see Definition 6.2, we obtain that the function c
γ
x is discrete and that
min
(η,v)∈X×W
cγx(η, v) = 0,(8.8)
with an argument of the minimum of cγx given by
argmin
(η,v)∈X×W
cγx(η, v) = {(η, v) ∈ X ×W ; η(x) = ~0}
(a necessary condition for a rotation in x is that ηx 6= ~0). Further we have that
min
(η,v)∈X×W
{cγx(η, v); cγx(η, v) > 0} = exp(−2nγ).(8.9)
Finally, since (η, ζ) ∈ S(x) and η 6= ζ, one has that ηx 6= ζx. Hence, by (8.8) and (8.9) we
obtain
inf
(η,ζ)∈S(x)
η 6=ζ
(cγx(η, ζx) + c
γ
x(ζ, ηx)) = 0 + exp(−2nγ).
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From Theorem 3.24 of Section 3.1.11 we can now conclude a criterion for the ergodicity
of the CM-Model, using the bounds of εd(γ,m) and Md(γ,m) given by (8.5) and (8.4).
8.3 Corollary. Let γ,m ∈ [0,∞). The inequality
exp(−2dγ)− 4d2(exp(2dγ)− exp((2d− 2)γ))− 4dm > 0(8.10)
implies that Md(γ,m) < εd(γ,m). This implies that (γ,m) ∈ Θˆd and hence that the CM-
Model is ergodic. Moreover, by the homogeneity of (cT (·, ·))T∈T we obtain that for all
x ∈ S and g ∈ D(X),
‖T γ,mt g −
∫
g dν‖ ≤
 ∑
T∈T (x)
cγ,mT
 exp (−t (εd(γ,m)−Md(γ,m)))
εd(γ,m)−Md(γ,m) |||g||| (t ≥ 0)
holds, where ν is the unique invariant probability measure given by I γ,m = {ν}.
§ Application of the Criterion. The inequality (8.10) obviously holds for the case
that γ = m = 0 and for an arbitrary dimension d. However, the more interesting case
is when the parameters γ and m are strictly positive. First, we prove that Θˆd contains
tuples (γ,m) of strictly positive parameters. Subsequently we numerically compute the
parameter regions in R2 for which the CM-Model is ergodic.
Let ‖·‖ be the Euclidean norm on R2. Proceeding on the inequality (8.10) on which
our criterion for the ergodicity id based, we define the function f d : [0,∞) × [0,∞) → R
by
(γ,m) 7→ fd(γ,m) := exp(−2dγ)− 4d2(exp(2dγ)− exp((2d− 2)γ))− 4dm.(8.11)
8.4 Proposition. There exists δ > 0 such that
(γ,m) ∈ Θˆd (‖(γ,m)‖ < δ).
In other words, Θˆd is non-empty, and the CM Model is ergodic for all (γ,m) with
‖(γ,m)‖ < δ.
Proof. The function fd is continuous and has a local and global maximum equal to 1 at
(0, 0). Hence, for ε = 1 there exists δ > 0 such that
|fd(0, 0)− fd(γ,m)| < ε
⇐⇒ |1− fd(γ,m)| < 1 (‖(γ,m)‖ < δ),
which means that
0 < fd(γ,m) ≤ 1 (‖(γ,m)‖ < δ).
This implies the assertion by Corollary 8.3.
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8.5 Example. For m ≥ 0, the function f d(·,m) : [0,∞) → R is a decreasing function,
since exp(−2dγ) is decreasing in γ and exp(2dγ)− exp((2d− 2)γ) is increasing in γ. For
γ ≥ 0, the functionfd(γ, ·) : [0,∞)→ R is clearly a decreasing function. Hence, for a fixed
dimension d, the zero set of fd, which may correspond to a curve in the parameter space
{(γ,m); γ,m ≥ 0}, may delimit areas in the parameter space for which the CM-Model is
ergodic.
In particular, let the dimension d be in {1, 2, 3, 4, 10}. For all parameter tuples (γ,m)
below the line in Figure 8.1 corresponding to d, the CM-Model is ergodic.
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Figure 8.1: Each line corresponds to the zero set of f d, d ∈ {1, 2, 3, 4, 10}. The function fd is
defined according to (8.11).
8.2 The Balanced Simplified CM–Model
The set of orientations V d := W d \ {~0} is the spin space for the model of consideration
in this section. Endowed with the discrete metric, V d is a finite space, and the σ-algebra
B = B
(
V d
)
equals the power set P(V d), d ∈ N. The configuration space is hence given
by
X :=
(
V d
)S
.
All relevant definitions for the dynamics of the simplified CM-Model on X are inherited
from Section 6.2.1 and 6.2.2 as well. This includes in particular the Definition 6.1, where
migrations and reorientations are defined, and the Definition 6.2, where the family of
transition rate functions (cγ,mT (·, ·))T∈T is defined. Clearly, migration is not possible in
this model, because the lattice is fully occupied. The family (cγ,mT (·, ·))T∈T is well-defined
and because
cγ,mT (·, ·) = 0 (T ∈ T 1)(8.12)
holds, the resulting IPS – that can be viewed as a simplified version of the CM-Model
– is an n-spin system. Note that according to Section 6.3, this simplified model can be
regarded as a 2d-vector Potts model. The only possible transitions are reorientations, the
migration rate m can be neglected and the statement (8.12) suggests to write (cγx(·, ·))x∈S
for the family of rate functions (cγ,mT (·, ·))T∈T .
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Our next aim is to verify that the family (cγx(·, ·))x∈S satisfies the detailed balance
conditions with respect to a certain potential Φγ and the uniform distribution on V d.
§ The Potential Φγ and the Gibbs Measures G γ. Let γ ∈ [0,∞). We define the
family Φγ = (ΦγT )T∈T of functions ΦT : X → R. For each T ∈ T , define ΦγT : X → R by
η 7→ ΦγT (η) :=
{ −γ · ηx ◦ ηy ; T = {x, y} ∈ T B
0 ; otherwise (η ∈ X).(8.13)
The family Φγ is an interaction potential since the following conditions hold:
1) For each T ∈ T , tm(ΦγT ) ⊆ T . Hence, ΦγT is FT -measurable for each T ∈ T by
Proposition 3.10.
2) For each T ∈ T , the Hamiltonian
HΦ
γ
T (η) =
∑
A∈T (T )
ΦγA(η) =
∑
A∈T B(T )
ΦγA(η) (η ∈ X)(8.14)
exists, since |T | ≤ ∞ and the right-hand side of the above equation is a finite sum over
finite values. In particular, for all T ∈ T B, the estimate ‖ΦγT ‖∞ = γ <∞ holds.
We know from Section 4 that the potential Φγ and Hamiltonians HΦγT , T ∈ T , define
the set of Gibbs measures G Φγ . By Proposition 4.10, this set G Φγ can be characterized
by the family (γΦγpix )x∈S of pix-projections, see Section 4.2).
In detail, let x ∈ S. The Hamiltonian in x for Φγ is given by
η 7→ HΦγx (η) =
∑
T∈TB(x)
ΦγT (η) = −γ
∑
y∈N (x)
ηx ◦ ηy (η ∈ X),
and the Boltzmann factor hΦγx by
η 7→ hΦγx (η) = exp
(−HΦx γ(η)) (η ∈ X).(8.15)
For all λ ∈M(V d,B), the partition function is given by
η 7→ ZΦγx (η) : =
∑
w∈V d
exp
(−HΦγx (ηx{ , w))λ(w)
=
∑
w∈V d
exp
(
−γ
∑
y∈N(x)
ηy ◦ w
)
λ(w) <∞ (η ∈ X),(8.16)
and the function ρΦγx by
η 7→ ρΦγx (η) :=
hΦ
γ
x (η)
ZΦγx (η)
(η ∈ X).(8.17)
Finally, let λ ∈ (V d,B). We obtain, using Statement (4.16) of Proposition 4.10, that
the pix-projection γΦ
γ
pix of the Gibbsian kernel γ
Φγ
x with respect to Φγ and λ is defined by
γΦ
γ
pix (η, w) = Z
Φγ
x (η)
−1 exp
(
−γ
∑
y∈N (x)
w ◦ ηy
)
λ(w)
(
(η, w) ∈ X × V d).(8.18)
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For each x ∈ S, γΦpix is a probability kernel from (X,FS\{x}) to
(
V d,B
(
V d
))
. The family
(γΦ
γ
pix )x∈S leads to the set of Gibbs Measures
G Φ
γ
=
{
µ ∈ P ; µ (pi−1x (v) |FS\{x}) = γΦγpix (η, v) a.s.– µ w ∈W,x ∈ S}.(8.19)
Let us simplify some
Notation. For all x ∈ S, Hγx := HΦγx , hγx := hΦ
γ
x , ρ
γ
x := ρΦ
γ
x , γ
γ
pix := γ
Φγ
pix . Accordingly,
γγ := γΦ
γ and G γ := G Φγ .
§ First Properties of Φγ and G γ.
1) The potential Φγ is spatially homogeneous, because for all z ∈ S we have that
T + z = θz(T ) ∈ T B if and only if T ∈ T B. Moreover, the following holds:
Let T ∈ T B and z ∈ S.
ΦγT+z(θzη) =
{ −γ · (θzη)θzx ◦ (θzη)θzy ; θzT = {θzx, θzy} ∈ T B
0 ; otherwise
=
{ −γ · ηx ◦ ηy ; T = {x, y} ∈ T B
0 ; otherwise
= ΦT (η) (η ∈ X).
By item 1) and Remark 4.5 it follows that the family γγ is spatially homogeneous.
2) We know that ‖ΦγT ‖∞ < γ holds for all T ∈ T . Hence, one obtains that∑
T∈T (x)
‖ΦγT ‖∞ =
∑
T∈T B(x)
‖ΦγT ‖∞
≤ 2nγ ≤ ∞ (x ∈ S).(8.20)
Remark. The above estimate implies that Φγ is absolutely summable in the sense of
Georgii [1988, (2.11)].
Recall that P denotes the set of all probability measures on (X,F) endowed with the
topology of weak convergence.
8.6 Theorem. For all γ ≥ 0, the set G γ is non-empty and compact in P .
Proof. The space
(
V d, d
)
, in which d is the discrete metric, is a finite (compact) metric
space1. Thus,
(
V d, d
)
is complete, and
(
V d,B
)
is a standard Borel space. The potential
Φγ is absolutely summable by (8.20). The assertion is proven by Theorem 4.23 of Georgii
[1988].
Remark. In Georgii [1988], the compactness of G γ holds with respect to the so-called
L -topology on P . This topology coincides with the topology of weak convergence since
W is discrete, see Remark (4.3) of Georgii [1988] and Remark 3.14.
1In Georgii [1988], a measurable space (E, E) is called a standard Borel space if there exists a metric d
on E which turns E into a complete separable metric space and is such that E is the Borel σ-algebra
with respect to d.
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§ The Detailed Balance Condition. How the connection between n-spin systems and
the theory of Gibbs measures is made using the detailed balance condition is explained in
Section 5. This idea culminates in the statement of Theorem 5.8.
We show that the latter condition holds for the simplified CM-Model with respect to
Φγ and the uniform distribution on
(
V d,B
)
.
8.7 Lemma. Let λ be the uniform distribution on
(
V d,B
)
. The family cγx(·, ·)x∈S satisfies
the detailed balance condition with respect to Φγ and λ.
Proof. Let x ∈ S. Let (η, η′) ∈ S(x). We show that the equality
cγx(η, η
′
x) exp (−Hγx (η))λ(ηx) = cγx(η′, ηx) exp
(−Hγ(η′))λ(η′x)(8.21)
holds. Let w ∈ V d. By Proposition 3.10, the function cγx(·, v) is FS\{x}-measurable, since
the statement
cγx(η, v) = c
γ
x(τx(η, v), w)
(
(η, v) ∈ X × V d)
holds. By the definitions of cγx and Hγx , the function cγx can be expressed by using the
Hamiltonian Hγx , that is,
cγx(η, v) = exp
(
Hγx
(
ηx{ , v
)) (
(η, v) ∈ X × V d).
Clearly, λ({ηx}) = λ({η′x}) and for the left-hand side of the equation (8.21) we obtain,
using the above statement, that the the equality
cγx(η, η
′
x) exp (−Hγx (η)) = exp
(−Hγx (ηx{ , η′x)) exp (−Hγx (η))(8.22)
holds. Moreover, since piS\{x}(η) = piS\{x}(η′), we obtain for the right-hand side of the
equation (8.21) that
cγx(η
′, ηx) exp
(−Hγx (η′)) = exp (−Hγx (η′x{ , ηx)) exp (−Hγx (η′))
= exp
(−Hγx (ηx{ , ηx)) exp (−Hγx (ηx{ , η′x))
= exp (−Hγx (η)) exp
(−Hγx (ηx{ , η′x)) .(8.23)
By comparing (8.23) and (8.22), the assertion is proved.
We close this section by applying Theorem 5.8 and Lemma 8.7, which leads to the
corollary below. Note, for all x ∈ S,
cγx(η, w) = exp
( ∑
y∈N(x)
ηy ◦ w
)
> 0 ((η, w) ∈ X × V d).
Further, the function cγx(·, w), w ∈ V d, does not depend on ηx and is thus FS\{x}-
measurable by Proposition 3.10.
8.8 Corollary. The set of reversible measures Rγ of the simplified CM-Model equals the
set of Gibbs measures with respect to G γ and the uniform distribution on V d.
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8.3 Discussion and Outlook
Results about the CM-Model on Zd can contribute greatly to the understanding of collec-
tive migration. For example, knowing the model’s behavior on Z2 would help to properly
interpret the simulations considered in Section 7.3. In particular, one may recall the dis-
cussion about the lattice size, the computational time and the 2d-Finite-CMM vs. the
2d-Infinite-CMM given in Section 7.3.1.1.
There we reasoned that the behavior observed by the simulations of the model on a
square lattice with 49 by 49 nodes rather resembles the behavior of the model on the full
lattice Z2. We observed that in different simulations a dominating swarm evolves and
remains provided that the parameters are set right. Such dominating swarm can have
any possible orientation. By the uniqueness of the limiting distribution of the model on a
finite lattice, we expect that the dominating swarms should collapse and reform, possibly
with a different orientation. On the other hand, for the model on the full lattice Z2, we
expect several limiting distributions (invariant measures) that could correspond to the
dominating swarms with different orientations. Thus, that the collapse and re-formation
of large swarms could not be observed (the simulation time exceeds a reasonable value)
suggests that the observation of remaining large swarms rather resembles the behavior of
the model on the full lattice Z2.
On the other hand, the CM-Model gives rise to an abundance of mathematical prob-
lems. These two aspects, understanding collective migration and solving mathematical
problems, meet in the study of the CM-Model’s long-term behavior. In this discussion, we
focus on the questions regarding the characterization of the set of invariant measures I γ,m.
Suppose that a sensitivity γ ≥ 0 and a migration rate m ≥ 0 are given. Ultimately, the
problem to be solved is the following:
a) Characterize I γ,m as explicit as possible.
b) For each probability measure ν ∈ I γ,m, find all µ ∈ P such that
w-lim
t→∞ µTt = ν(8.24)
holds. For ν ∈ I γ,m, these probability measures µ ∈ P may be referred to as the domain
of attraction of ν.
c) By combining results of a) and b), extract principles of collective migration.
This problem above is tackled in Section 8.1. By means of the sufficient criterion given
with Corollary 8.3, it has been proven that I γ,m = {ν} is a singleton and that (8.24) holds
for all µ ∈ P if ‖(γ,m)‖ is sufficiently small. In other words if γ and m are sufficiently
small, the model is ergodic. Moreover, we conjecture that in this case, the unique invariant
measure is a suitable product measure, which moreover means that collective migration
cannot be observed. This conjecture is a contribution to part c) of the problem above.
Due to the lack of necessity of the statement in Corollary 8.3, we cannot quantitatively
discuss parameter ranges regarding ergodicity. However, we have found that the values
of ‖(γ,m)‖ that ensure that the model is ergodic depend on the lattice dimension d, see
Figure 8.1. We conjecture that the complete parameter range {(γ,m); γ,m ≥ 0}, for
which the model is ergodic, depends on d as well.
In the simulation-based Hypothesis 7.23 of Section 7.3, we state that the CM-Model
on Z2 is ergodic for an arbitrary migration rate m ≥ 0 provided that the sensitivity γ is
small enough. That our analytical result, Corollary 8.3, requires m to be small as well
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has the following technical reason. The migration rate m vanishes in the lower bound
of εd(γ,m), see (8.5), but is part of the upper bound of Md(γ,m), see (8.4). Hence, the
result given with Corollary 8.3 can be improved by finding sharper bounds for Md(γ,m)
and εd(γ,m).
Based on the simulation study of Chapter 7, particularly on Hypothesis 7.16, we expect
the coexistence of invariant measures, that is, |I γ,m| > 1 if ‖(γ,m)‖ is sufficiently large.
The main idea used to treat this case (‖(γ,m)‖ is sufficiently large) is to relate Rγ,m with
a set of suitable Gibbs measures G γ . If for example, Rγ,m = G γ , one has obtained a
contribution for problem a) above. Moreover, the theory of Gibbs measures provides a
profound background of results, see for example Georgii [1988], which could be used to
treat problem c) above, given that Rγ,m = G γ .
In Section 8.2, this idea is tackled with a simplified model and with Theorem 5.8 of
Chapter 5. Roughly speaking, this model acts on a fully occupied lattice and hence has
no migration. In the following, we use the same nomenclature for the simplified model
and for the CM-Model. For the simplified model Theorem 5.8 can be applied. It says that
Rγ,m = G γ , where the latter is the set of Gibbs measures with respect to the potential
Φγ and the uniform distribution on the spin space of the simplified model. Moreover, we
know that G γ is non-empty by Theorem 8.6.
We mention that the present work can be seen as a basis for further analysis, since
we have provided structural results and mathematical framework. Additionally, we offer
simulation-based hypotheses. Now we suggest how one could continue investigating the
CM-Model by mentioning open problems.
1) Proceeding from Theorem 8.6, one may prove the coexistence of Gibbs measures,
that is, |G γ | > 1, which implies that |I (γ,m)| > 1, provided that γ is sufficiently large.
We conjecture that this may be achieved by using Peierls’ argument2. From there, part
b) and c) of the posed problem can be tackled.
2) One may consider the CM-Model with m = 0 and prove a result similar to Theorem
5.8. Note that in this case cx(·,W d) = 0 can hold for an x ∈ S. It should be necessary
to modify the detailed balance condition and to work with canonical Gibbs measures G γ0
(instead of G γ), since the number of occupied nodes in a finite volume is a preserved
quantity under the temporal evolution. One may show that for a fixed and sufficiently
large γ, the coexistence of Gibbs measures |G γ0 | > 1 holds. From there, part b) and c) of
the posed problem can be tackled.
3) The ideas to treat the CM-Model withm > 0 are rather vague. It is questionable that
one can verify a suitable detailed balance condition for the model with m > 0 including
the migration rate functions cmxy, {x, y} ∈ T B. One idea to treat this situation is to
directly tackle the question whether a (suitable) Gibbs measure is an invariant measure
or not. In other words, one may investigate whether a measure remains a Gibbs measure
or loses the property to be Gibbsian under the temporal development of the CM-Model.
This approach relates Gibbs measures directly with invariant measures but leaves out
reversible measures and the concept of detailed balance.
4) Suppose that ν ∈ I γ,m and that for µ ∈ P , w-limt→∞ µTt = ν holds. Then, µ is in
the domain of attraction for ν. In such situation a natural question is to ask for the speed
of convergence.
2For the Ising ferromagnet this argument is applied in Georgii [1988, 6.2]
APPENDIX A
From Q–Matrix to Markov Chain
Let I be a finite set. A Q-matrix is a matrix Q = (qij)ij∈I satisfying the following
conditions:
qij ≥ 0 (i 6= j); 0 ≤ −qii <∞ (i ∈ I); −aii =
∑
j:j 6=i
qij (i ∈ I).(Q)
For any matrix Q = (qij)ij∈I , the series
∞∑
k=0
Qk
k!
converges component-wise and the limit is denoted by exp(Q). For t ≥ 0, define
Pt := exp(tQ).
A.1 Proposition (Theorem 2.1.1, Norris [1998] and Theorem 2.1.2, Norris [1998]).
The family (Pt)t≥0 has the following properties:
a) Ps+t = PsPt for all s, t ≥ 0 (semigroup property).
b) (Pt)t≥0 is the unique solution of the forward (backward) equation
d
dt
Pt = PtQ
(
d
dt
Pt = QPt
)
P (0) = I.
c) For all k ∈ N0,
d
dt
k
∣∣∣∣∣
t=0
Pt = Q
k.
d) The matrix Q is a Q-matrix if and only if exp(tQ) is a stochastic matrix for all
t ≥ 0.
The family (Pt)t≥0 is said to be the semigroup generated by Q.
Let (I,P(I)) be a measurable space. As in Section 2, we assume an underlying probabil-
ity space (Ω,F,P). A time continuous random process in I is defined to be a family (Xt)t≥0
of random variables Xt : Ω → I. We always assume that (Xt)t≥0 is right-continuous.
Hence, (Xt)t≥0 can be determined from its finite-dimensional distributions.
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Define:
1) a family of random times (τn)n∈N0 by
τ0 := 0, τn := inf{t > τn−1; Xt 6= Xτn−1} (n ∈ N),
2) a family of random variables (hn)n∈N1 by
hn :=
{
τn+1 − τn; tn−1 ≤ ∞
∞ ; otherwise (n ∈ N),
3) and finally, the discrete time Markov chain (Yn)n∈N by Yn = Xτn , n ∈ N.
We call (τn)n∈N0 the jump times, (hn)n∈N the holding times and (Yn)n∈N the jump
chain of the random process (Xt)t≥0. The event φ := supn∈N hn =
∑∞
n=1 hn is called
explosion time. If the explosion time φ <∞, the process performs infinitely many jumps
in a finite time and is called explosive. The process (Yn)n∈N is a discrete (time) Markov
chain. One finds detailed information on discrete (time) Markov chains in the books
Norris [1998], Bhattacharya and Waymire [1990] or Anderson [1991].
Next, the connection between a Q-matrix and a time continuous random process in I
is made. We start with the construction of a random process based on a Q-matrix. Let a
Q-matrix Q be given. Define the matrix K = (kij)ij∈I by
qii 6= 0: kii = 0, kij = qij−qii i 6= j
qii = 0: kii = 1, kij = 0 i 6= j.(A.1)
Let µ0 be a distribution in (I,P(I)). Let (Yn)n∈N0 be a discrete time Markov pro-
cess with initial distribution µ0. Let (Tn)n∈N be a sequence of independent exponential2
random variables of parameter 1, independent of (Yn)n∈N0 . Put
hn :=
Tn
q(Yn−1)
; τ0 := 0, τn :=
n∑
n=1
hn (n ∈ N)
and
Xt :=
{
Yn; τn ≤ t < τn+1, where n ∈ N0
∞ ; otherwise (t ≥ 0).
A.2 Proposition. The following statements hold for the process constructed above.
a) (Xt)t≥0 is not explosive, because P (φ =∞) = 1.
b) (Xt)t≥0 satisfies the strong Markov property3.
Proof. The statement a) follows, since I is finite, see [Bhattacharya andWaymire, 1990,
Proposition 6.1] or [Norris, 1998, Theorem 2.7.1]. For the statement in b), see [Norris,
1998, Theorem 2.8.1] or [Bhattacharya and Waymire, 1990, Proposition 5.2].
1Note, since (Xt)t≥0 is right-continuous, hn(ω) > 0 for all n ∈ N and ω ∈ Ω. If τn+1 = ∞ for some
n ∈ N, define X∞ := Xτn . Otherwise, X∞ is undefined. Thus, X∞ is “the final value” of (Xt)t≥0.
2A random variable that is distributed with regard to the exponential distribution is called exponential
variable.
3in the sense of Norris [1998, Definition 2.4.2 of Chapter 2].
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The process (Xt)t≥0, obtained by the above construction, is denoted as Markov(Q,µ0)
process. We may use the notation q(i) = −qii, i ∈ I.
A.3 Proposition (Theorem 2.8.2, Norris [1998]). Let (Xt)t≥0 be a time continuous
random process in I. Let Q be a Q-matrix and K be defined according to (A.1). Let µ0
be the distribution of X0. The following statements are equivalent:
a) (Xt)t≥0 is a Markov(Q,µ0) process.
b) Conditional on X0 = i, the jump chain (Yn)n∈N of (Xt)t≥0 is a discrete (time)
Markov chain with initial distribution δi and for each n ∈ N, conditional on
Y0, ..., Yn1, the holding times h1, ..., hn are independent exponential random vari-
ables of parameters q(Y0), ..., q(Yn−1), respectively.
c) For all n ∈ N, all times 0 ≤ t0 ≤ t1 ≤ ... ≤ tn+1 and all i0, ..., in+1 ∈ I
P(Xtn+1 = in+1 |Xt0 = i0, ..., Xtn = in) = pinin+1(tn+1 − tn),
where (Pt)t≥0 = {(pij(t))ij∈I ; t ≥ 0} is the solution of Proposition A.1.
If one of the above statements is satisfied, (Xt)t≥0 is said to be the time continuous
Markov chain with generator Q and initial distribution µ0. Further, (Yn)n∈N is the
embedded chain with transition probability matrix K.
§ Invariant Measures and Classification of States. We first give the main state-
ment of this paragraph, Proposition A.4, and subsequently provide the used terms and
definitions, as well as some related statements. Let Q be a Q-matrix, and let (Pt)t≥0 be
the solution of Proposition A.1. Let µ be a measure on (I,P(I)).
A.4 Proposition (Theorem 3.5.2, Norris [1998]). Suppose that Q is irreducible. Then
Q has an invariant measure µ which is unique up to scalar multiples.
The measure µ is said to be invariant for Q if µQ = 0. In terms of invariance under the
temporal development, note the following equivalent statements [Norris, 1998, Theroem
3.5.5] for an irreducible Q:
a) µQ = 0,
b) µPt = µ for all t > 0.
We now turn to the classification of states and the term irreducible. Let (Xt)t≥0 be a
time continuous Markov chain with generator Q, embedded chain (Yn)n∈N and matrix
K given by (A.1). For t ≥ 0 put
Pi(Xt = j) := P(Xt = j|X0 = i) (i, j ∈ I).
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Let i, j ∈ I.
1) We say that i leads to j and write i→ j if
Pi(Xt = j, for some t ≥ 0) > 0.
Further, i communicates with j if i → j and j → i, which is written as i ↔ j. One may
verify that ↔ satisfies the conditions of an equivalence relation in I and thus partitions I
into communicating classes. A class C ⊆ I is said to be closed if the following implication
holds: i ∈ C, i → j ⇒ j ∈ C. Note that i → j implies that j ∈ C if I is a single
class. Moreover, if I is a single class, Q, (Pt)t≥0 and the generated (Xt)t≥0 are said to be
irreducible.
2) We say that i is recurrent if
Pi(sup{t ≥ 0;Xt = i} =∞) = 1.(A.2)
If the probability in (A.2) equals 0, i is said to be transient. If all i ∈ I are recurrent
(transient), Q, (Pt)t≥0 and the generated (Xt)t≥0 are said to be recurrent (transient).
3) We mention that the classification of states as explained under 1) for time continuous
Markov chains can be stated in a similar manner for a discrete time Markov chain and
its transition probability matrix. We refer to Norris [1998] for details.
There are a number of statements relating class properties of I with recurrence and
transience. We again refer to the mentioned literature for details but state the following
selection.
A.5 Proposition. Let K be the stochastic matrix defined upon the Q-matrix Q by (A.1).
Consider the following statements:
a) Q is irreducible,
b) K is irreducible,
c) K is recurrent,
d) Q is recurrent.
Then, a) ⇔ b), b) ⇒ c) and c) ⇔ d).
Proof. The equivalence a) ⇔ b) is given with Theorem 3.2.1 of Norris [1998]. We
prove c) ⇔ d). The implication c) ⇒ d) is given with Theorem 3.4.1. The reverse
implication holds, since the statement Pi(sup{t ≥ 0; Xt = i} = ∞) = 1 implies that
Pi(Yn = i for infinitely many n) = 1. Finally, assume b). Then I is an irreducible closed
finite class and b) ⇒ c) by Theorem 1.5.6 of Norris [1998].
In general, the notion of invariant distributions is closely connected to the limiting
behavior of Markov processes, recall for example Proposition 2.9. In the context of time
continuous Markov chains, note the following result.
A.6 Proposition (Theorem 3.6.2, Norris [1998]). Let Q be an irreducible Q-matrix
with semigroup (Pt)t≥0 = {(pij(t))ij∈I ; t ≥ 0}. By Proposition A.4, Q and (Pt)t≥0 have a
unique invariant probability distribution µ. Then for all i, j ∈ I,
lim
t→∞ pij(t) = µj .
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