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ABSTRACT
Femtocell technology has been drawing considerable attention as a
cost-effective means of improving cellular coverage and capacity.
However, under co-channel deployment, femtocells may incur high
uplink interference to existing macrocells, and vice versa. To alle-
viate this interference, we propose a distributed and self-organizing
femtocell management architecture, called CTRL (Complementary
TRi-control Loops), that consists of three control loops. First, for
protection of macrocell users’ uplink communications, CTRL con-
trols the maximum TX power of femtocell users based on the fed-
back macrocell’s load margin so as to keep, on average, the macro-
cell load below a certain threshold. Second, CTRL determines the
target SINRs of femtocell users, conditioned on the maximum TX
power, to reach a Nash equilibrium based on their utility functions,
thus achieving efﬁcient coordination of uplink usage among fem-
tocells. Third, for protection of femtocell users’ uplink communi-
cations, the instantaneous TX power of each femtocell user is con-
trolled to achieve the target SINR against bursty interference from
nearby macrocell or femtocell users.
Our in-depth evaluation has shown CTRL to successfully pre-
serve the macrocell users’ service quality from femtocells’ inter-
ference and converge to an optimal point under highly dynamic
user TX conditions. CTRL is also shown to limit the effects of the
estimation errors of channel gains and feedback delay.
Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design—Wireless communication
General Terms
Algorithms, Design, Performance, Theory
Keywords
Femtocell, home base station, co-channel deployment, interference
mitigation, self-organizing networks
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1. INTRODUCTION
Femtocell technology has emerged as a cost-effective means to
enhance indoor network coverage and capacity for growing de-
mands for cellular (voice calls and data) services within a home
or an enterprise environment [1]. A femtocell is a small indoor area
covered by a low-power base station (BS), referred to as a femto
BS in this paper. Unlike macro BSs, femto BSs are installed on the
subscriber’s premise and typically connected to an operator’s core
network via public Internet connections, such as DSL and cable
modems. Femtocells beneﬁt both subscribers and operators; better
voice coverage and higher indoor data throughput for subscribers,
and macrocell ofﬂoading and indoor coverage improvement at low
capital and operational costs for operators.
A main challenge associated with the femtocell technology is
how to protect, under co-channel deployment, macrocell user ser-
vices against interference from femtocells while exploiting as high
spatial reuse of channel resources as possible within femtocells.
Due to the high cost of a licensed spectrum, operators may allo-
cate femtocells the same carrier frequency as macrocells, called co-
channel deployment. Under co-channel deployment, transmissions
within femtocells may cause interference to user services within
macrocells, and vice versa [2]. Such a phenomenon has been re-
ported as a serious problem in uplink (UL) communications [3–6].
The resultant performance degradation makes the femtocell tech-
nology’s market penetration difﬁcult since the deteriorated service
to existing users will increase the churn rate. It is, therefore, im-
portant to solve this interference problem by managing femtocells
efﬁciently and effectively.
The distinct features of femtocell technology impose the follow-
ing requirements on femtocell management. First, considering the
fact that femtocells are to be deployed on an already-existing and
working cellular infrastructure, the femtocell management should
minimize the change of a performance-critical part of macro BSs,
especially radio resource management (RRM). The RRM within
existing macrocells has been optimized and validated in the ﬁeld
under a wide range of cell conditions, e.g., trafﬁc patterns, quality-
of-service (QoS), and user mobility. Changing the macrocell RRM
may require tedious and time-consuming optimizations. Second,
salientfeaturesof femtocells, suchasuserinstallationandunplanned
deployment, require femtocell management to be distributed and
self-organizing, and hence, convergence becomes a critical factor.
These features, along with its restricted access, make the femtocell
management verydifferent fromtheclassical hierarchical cellcoor-
dination problem. Besides, supporting legacy user devices without
using any special hardware is another important requirement.
Therehavebeen afewproposals toresolvethefemtocellinterfer-
ence problem in UL communications, but they have, unfortunately,
several limitations. Vikram et al. [4] proposed a coordinated ULpower-control architecture for both macro- and femto-cells, which
requires macrocells to use their proposed power-control algorithm.
Jo et al. [6] proposed a simple up/down UL power control for fem-
tocells. Their scheme adjusts the transmit (TX) power of femto-
cell users in proportion to the fed-back interference level of macro-
cells and does not require any change of the macrocell RRM. How-
ever, they focused only on the protection of a macrocell’s UL com-
munication and their scheme does not guarantee convergence ei-
ther. Moreover, both proposals did not consider the feedback de-
lay. Yavuz et al. [3] proposed an attenuator adjustment scheme re-
stricted to femtocell UL protection against nearby macrocell users.
Proposals for protection of downlink (DL) communications [5, 7]
are neither effective nor optimal for UL communications as they
operate based only on a femtocell’s local condition, ignoring the
macrocell’s UL state. Sundaresan and Rangarajan’s recent study
[8] focused on OFDMA-based femtocell systems, mainly dealing
with orthogonal assignment of time-frequency resources between
macro- and femto-cells: strictly orthogonal in the isolated model
and orthogonal between neighboring macrocell and femtocell users
only in the coupled model for higher total utility. However, both
of these models require modiﬁcation of the macrocell RRM due to
their tightly-coupled coordination of macro- an femto-cells without
considering the other requirements.
To overcome the above limitations of existing schemes in single-
carriercellularsystems, wepropose adistributedandself-organizing
femtocell management architecture for UL communications, called
Complementary TRi-control Loops (CTRL). The key idea behind
CTRL is the use of multiple control loops optimally designed with
different objectives whilecomplementing each other toward acom-
mon goal. These control loops and their complementary interac-
tions are summarized as follows.
• Maximum transmit power control (MTXPC) loop protects
the macrocell’s UL communication against the interference
from femtocells. This is achieved by controlling the maxi-
mum TX power of femtocell users based on the macrocell
UL load margin fed back with delay such that the macrocell
load does not exceed, on average, a given threshold.
• Target signal-to-interference and noiseratiocontrol (TSINRC)
loopenablesutility-optimalresource coordination among fem-
tocells without signaling between them while being condi-
tioned on the maximum TX power constraint obtained by the
MTXPC loop. The control algorithm is designed to achieve
a Nash Equilibrium for general utility functions.
• Instantaneous transmit power control (ITXPC) loop protects
the femtocell’s UL communication against bursty interfer-
ence from nearby macrocell or femtocell users. It controls
the TX power of a femtocell user such that the target SINR
determined by the TSINRC loop is achieved on a small time-
scale (e.g., frame).
CTRL meets all the requirements mentioned earlier. That is,
CTRL does not require modiﬁcation of the RRM of macro BSs,
thus enabling smooth migration of co-channel femtocells into ex-
isting cellular networks. The control algorithms of CTRL also
achieve convergence under the provided conditions against time-
varying and unpredictable environmental changes, such as inter-
ference, threshold value, etc. Besides, CTRL is compatible with
legacy user devices since it does not impose any non-standard op-
eration on them. CTRL is software-based, does not increase the
hardware cost, and can be improved further with an extra receiver
module enabling the over-the-air feedback (as detailed in Section
3).
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Figure 1: Uplink interference scenarios under co-channel fem-
tocell deployment
Our evaluation results show that CTRL successfully protects a
macrocell’suplink serviceregardlessofthenumber of femtocellsin
the macrocell. In an example scenario with 50 macrocell users and
100 femtocell users per macrocell, 96% of macrocell users meet
the speciﬁed service quality while only 8% of them meet it with-
out CTRL. Moreover, CTRL converges to an optimal point under a
wide range of user trafﬁc dynamics and maintains stability against
up to 100% errors in estimating the channel gains and feedback
delay.
The rest of this paper is organized as follows. Sections 2 and
3 describe the motivation of this work and the system model, re-
spectively. Section 4 presents the CTRL architecture, and Section
5 describes the control algorithms. Section 6 evaluates the CTRL
architecture using simulation, and Section 7 concludes the paper.
2. MOTIVATION
We ﬁrst advocate the necessity of femtocell management for UL
communications. Then, we discuss the requirements of femtocell
management and identify the limitations in applying existing tech-
niques to femtocell networks.
2.1 WhyFemtocellManagementforULCom-
munications?
The initial motivation behind the introduction of femtocells to
cellular networks was extension of indoor coverage for voice calls.
However, the femtocell technology provides an important addi-
tional advantage, especially for data services: overall data capacity
improvement due to spatial channel reuse and macrocell ofﬂoad-
ing. Subscribers also have incentives to use femtocells even within
a macrocell coverage for better indoor data throughput, less device
power consumption (longer battery life) and possibly an unlimited
data plan. Under the expected co-channel femtocell deployment,
however, UL transmissions of femtocell users (users being served
by femtocells) may cause interference to the ongoing UL transmis-
sions of users being served by macrocells, and vice versa. Several
researchers [3–6] reported such a phenomenon and the resultant
performance degradation of both macrocell and femtocell users in
UL communications as a serious problem.
We illustrate possible UL interference scenarios between macro-
and femto-cells in Fig. 1 as follows. Due to their unplanned de-
ployment, some femtocells (FBS1) could reside close to a macro
BS and their users (FU1) will incur high UL interference to the
macro BS. The opposite may also happen when a macrocell user(s)
(MU1) resides in the vicinity of a femto BS (FBS1). To make mat--80 -60 -40 -20
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Figure 2: Illustration of the femtocell UL interference prob-
lem: cumulative distribution of macrocell users under a vary-
ing number of femtocells (left) and UL interference evolution
samples at three different femto BSs (right)
ters worse, the users of the femto BS in such a situation get to
use stronger TX power to maintain good receiving SINR, incurring
higher UL interference to the macrocells around them. A macro-
cell user induces higher interference to nearby femto BSs as it is
farther away from its serving macrocell. Another possible inter-
ference source to a femtocell’s UL (FBS1) is neighboring femto-
cells (FBS2). Unplanned deployment could make multiple fem-
tocells reside in a neighborhood, possibly resulting in severe per-
formance degradation without proper coordination between them.
On the other hand, unlike the UL interference to a macro BS, that
to a femto BS (FBS1) may result from a small number of wire-
less sources (MU1 and FU2), and thus, the pattern could be bursty.
The usual power control schemes are not designed to deal with this
bursty interference [3].
The femtocell UL interference was also observed in our two-tier
multi-cell simulations under arealisticenvironmental conﬁguration
(as detailed in Section 6.2). The left ﬁgure in Fig. 2 demonstrates
the macrocell users’ UL performance degradation due to randomly-
deployed femtocells. In the absence of femtocell users, all macro-
cell users meet the target SINR (-20.96 dB). As the number of
femtocells within a macrocell (denoted by F/M in the ﬁgure) in-
creases, the macrocell users’ achieved SINRs get deteriorated sig-
niﬁcantly. At the same time, the level of inter-femtocell interfer-
ence also increases; the average UL interference of femto BSs was
-80.0, -76.5and-74.1dBmforF/M =30, 50and100, respectively.
The UL interference at each femto BS was bursty as illustrated in
the right ﬁgure of Fig. 2. The degree of burstiness differs for dif-
ferent femto BSs, depending on the presence of nearby macrocell
or femtocell users.
Therefore, without well-designed femtocell management, both
macrocell and femtocell users will experience performance deteri-
oration. Based on the above observations, we can summarize the
objectives of femtocell management: (1) protection of macrocell’s
UL communication against femtocell interference; (2) efﬁcient re-
source coordination among femtocells; and (3) protection of fem-
tocell’s UL communication against bursty interference. In general,
femtocells play a supplementary role in cellular networks. Hence,
we assume that the ﬁrst objective is given the highest priority.
2.2 Requirements of Femtocell Management
Due to the overlaid deployment on existing cellular networks
1
and other salient features of femtocells, the following requirements
1In general, macrocells are deployed ﬁrst since nationwide connec-
tivity is crucial for cellular services.
need to be imposed when designing a femtocell management archi-
tecture.
• Nochange of macrocellRRM:TheRRM withinexistingmacro-
cells has been optimized and veriﬁed in the ﬁeld to provide
various types of service under a wide range of cell condi-
tions, such as trafﬁc patterns, user population, QoS, user
mobility, etc. So, changing the macrocell RRM may inﬂu-
ence already-stabilized macrocell user services and accom-
pany costly optimizations.
• Distributedand self-organizing operation: Duetoend-users’
installation and unplanned deployment of a possibly large
number of femtocells, femtocell management should be dis-
tributed and self-organizing. Thus, convergence under time-
varying and unpredictable environmental changes is an es-
sential requirement.
• Support of legacy user devices: Supporting existing user de-
vices is an important requirement for market penetration. To
meet thisrequirement, a management architecture should not
impose any new operation on user devices.
• No special hardware: For cost-efﬁciency, a femto BS should
not be required to be equipped with special hardware.
2.3 Limitations of Existing Techniques
There have been several proposals for resolving the femtocell
DL interference problem, mainly focusing on avoidance of exces-
sive DL interference to macrocell users in the vicinity of a femto
BS. Power adaptation is to let a femto BS use as low DL TX power
as possible while serving its users. It is shown in [7] that such a
technique isgood at mitigatingfemtocell DLinterference tomacro-
cell users. Femtocell sectorization [5] radiates RF energies only
within sectors with users and thus reduces the possibility of get-
ting nearby macrocell users interfered with. It requires a sectorized
antenna and multiple radio paths, one for each sector. Likewise,
beamforming will be also effective, but at the expense of increased
hardware cost. The above-mentioned schemes operate based on the
femto BS’s local information only and regardless of the macrocell
UL status. Therefore, they are not effective against the UL inter-
ference. Although femtocell sectorization may reduce the required
UL TX power of femtocell users thanks to directional interference
reception at the serving femto BS, UL interference from femtocells
to macrocells is still uncontrollable and protection of the macro-
cell’s UL communication is not guaranteed, either.
There have been a few proposals for tackling the UL interfer-
ence, but they do not satisfy all the requirements or objectives dis-
cussed earlier. Vikram et al. [4] proposed a non-cooperative game-
theoretic ULpower-control architecture forboth macro- andfemto-
cells, based on Ji and Huang’s study [9]. They consider macrocell
users as game players and thus restrict the RRM of macrocells to
the utility function and actions speciﬁed by the game. The scheme
proposed by Jo et al. [6] adjusts the TX power of femtocell users
in proportion to the fed-back interference level of macrocells and
does not require any change of the macrocell RRM. However, they
focused on protecting a macrocell’s UL only without providing any
convergence analysis. In addition, none of these two schemes con-
sidered the feedback delay that inﬂuences the convergence of an al-
gorithm. Yavuz etal. [3]proposed anattenuatoradjustment scheme
in which a femtocell user under high UL interference is given room
for increasing its TX power thanks to the increased attenuation.
This scheme is restricted to femtocell UL protection.
There was a recent proposal targeting OFDMA systems by Sun-
daresan and Rangarajan [8]. In their isolated model, a macro BSand femto BSs are allocated orthogonal time-frequency resources
while the coupled model imposes this constraint on neighboring
macrocell and femtocell users to achieve higher total utility. To
realize these two models, each femto BS requires time synchro-
nization with a macro BS and an extra receiving module with self-
interference cancellation capability for overhearing macrocell sig-
nals (neither of them is required in CTRL; difﬁculties and some
solutions of the over-the-air feedback will be discussed in Section
3.2). Moreover, both models require modiﬁcation of macro BSs’
RRM for dynamic adjustment of resource split.
3. SYSTEM MODEL
This section describes the network architecture under considera-
tion and two implementation alternatives for macrocell-load feed-
back.
3.1 Network Architecture
We consider a single-carrier cellular system (e.g., CDMA) and
a typical two-tier femtocell network architecture depicted in Fig. 1
where femtocells are overlaid on macrocells. The set of macrocells
M = {1,...,M} and the set of femtocells F = {1,...,F} use
an identical carrier frequency. Cell m operates under BS m. The
set of macrocell users and that of femtocell users are represented
by Mu = {1,...,Mu} and Fu = {1,...,Fu}, respectively. The
channel gain from user i to BS j is denoted by hi,j. We assume
that user i transmits data with the activity factor ai (0 ≤ ai ≤ 1).
As in general cellular networks, every BS has a logical con-
nection to an Operation, Administration and Management (OAM)
server that BSs receive initial conﬁguration settings from and occa-
sionallyreport theirstatusto. WerefertotheOAM serverdedicated
to femtocells as the femtocell manager.
3.2 Macrocell-Load Feedback
For protection of macrocell users’ UL communications, femto
BSs need to know the current status of macrocells—as was as-
sumed in[4, 6]—whichcan beenabled bythefeedback frommacro
BSs, referredto as macrocell feedback. We assume that amacro BS
feeds back its cell load margin deﬁned as the difference between
the current cell load and a given load threshold; the cell load mar-
gin is positive when the current load is lower than the threshold,
else it is negative. Two implementation alternatives for macrocell
feedback, differing in delay and cost, are described next.
3.2.1 Feedback over wired networks
First, we consider the approach that femto BSs receive macro-
cell feedback through the operator’s wired network. To realize this,
each macro BS periodically reports its cell load margin to the OAM
server. Then, the macrocell OAM server forwards it to the femto-
cell manager. Finally, the femtocell manager sends it to the femto
BSsthat havesubscribed tothefeedback of themacroBS.Note that
signaling interfaces for OAM are generally vendor-speciﬁc. To re-
ceive the feedback from proper macro BSs, femto BSs need to exe-
cute a subscription procedure; when powered on, a femto BS scans
neighbor macrocells and reports the list of macrocell feedback sub-
scriptions to the femtocell manager.
‘Feedbackoverwirednetworks’ doesnot requireadditional hard-
ware of femto BSs, but has a larger delay than the other approach.
3.2.2 Feedback over the air
In the second approach, femto BSs receive macrocell feedback
directly from macro BSs over the air. Speciﬁcally, macro BSs
broadcast their load margin information which is then overheard
by femto BSs. This approach requires two issues to be resolved:
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implementation feasibility and standard violation. We discuss each
of them next.
In the case of frequency-division duplex (FDD), femto BSs need
to overhear macrocell signals at a frequency other than their origi-
nal RX frequency, i.e., they require an extra receiver module. The
time-division duplex (TDD) also requires this to enable full du-
plexing (receiving macrocell signals during anactivetransmission).
On the other hand, if macro BSs feed back information using the
same frequency that femto BSs use to transmit data, femto BSs
may not be able to demodulate macrocell signals due to signiﬁ-
cant self-interference. This problem can be addressed by (1) the
macrocell’s feedback at a frequency different from the femtocell’s
TX frequency or (2) interference cancellation as in wireless relays
[10]. The ﬁrst solution is applicable only when macro BSs use
multiple carrier frequencies
2 while the latter increases the cost.
In order to broadcast the load-margin information, modiﬁcation
of the legacy system information (SI) format [11] is required. In
general, operators do not use every SI ﬁeld in the standards. Thus,
some unused SI ﬁelds can be exploited for the inclusion of feed-
back.
The delay of feedback over the air is the air propagation delay
from a macro BS to femto BSs which is negligibly small.
4. THE CTRL ARCHITECTURE
We ﬁrst present the architecture of CTRL and its basic concept
and design rationale. Then, we formulate the problems for the de-
sign of control algorithms for the CTRL architecture.
4.1 Overview of CTRL
The goal of CTRL is to achieve all the objectives listed in Sec-
tion 2.1 (with the highest priority on protection of macrocell UL
communications) while meeting the requirements discussed in Sec-
2This is the typical case in urban areas due to high trafﬁc demands.tion 2.2. Each of the objectives can be considered as a subprob-
lem of the femtocell interference problem. CTRL solves these sub-
problems individually using different control loops, constrains one
loop’s result by the others’ according to the relationship depicted in
Fig. 3, and ﬁnally produces a coordinated result. All decisions of
the three control loops for a user are made by the femto BS that the
user isconnected to, based on thespeciﬁed interaction rule between
them. In what follows, we describe each of these control loops and
their complementary interactions.
4.1.1 MTXPC Loop
The MTXPC loop is responsible for protecting a macrocell’s UL
communication by controlling the maximum TX power of femto-
cell users based on the fedback macrocell load margin. A positive
macrocell load margin indicates that the macrocell has room for ac-
commodating additional load, while a negative margin means that
themacrocell isoverloaded (Fig.4). Assuming that acell’s ULload
is a monotonically increasing function of the total received power,
3
controlling the TX power of femtocell users to keep the average
macrocell’s UL load below a given threshold. Macrocell users’ UL
performance, therefore, will not be degraded below a speciﬁc level.
An important feature of the MTXPC loop is that it controls the
femtocell users’ maximum TX power, not their instantaneous TX
power. Such an approach allows the other control loops to perform
further optimizations of femtocells based on their local condition.
TheULload of amacrocell comes fromthreecomponents: intra-
macrocell user trafﬁc, other macrocells’ interference, and femto-
cell interference. By giving priority to the macrocell users, the
maximum load that femtocell users are allowed to contribute is
computed by subtracting the intra-macrocell and other macrocells’
loads from the load threshold. However, a macro BS cannot dis-
tinguish other macrocells’ interference from the femtocells’ inter-
ference, and moreover, other macrocells’ interference is not con-
trollable. So, it cannot allocate an exact load portion to femtocells.
Instead, a macro BS simply provides its current load margin which
will vary with time. Then, based on the margin, femtocells should
adapt their resource usage to their unknown share. We tackle this
difﬁculty by modeling the unpredictable other macrocells’ interfer-
ence as a disturbance from a control-theoretic perspective.
4.1.2 TSINRC Loop
The TSINRC loop enables efﬁcient coordination of resource us-
ageamong neighboring femtocellsbasedonlocalinformation, such
as user-speciﬁc UL interference, activity, channel condition, etc.
The coordination is achieved without signaling between femto BSs
since no inter-femto BS signaling interface has been deﬁned in
standards.
4 Therefore, femto BSs need to infer the current con-
dition based on implicit feedback, such as interference level and
achieved SINR. Finally, the result is conditioned on the maximum
TX power constraint obtained via the MTXPC loop.
4.1.3 ITXPC Loop
Although theTSINRCloopdeterminesthetargetSINR,theshort-
term achievable SINR may ﬂuctuate due to bursty interference (as
mentioned in Section 2.1), resulting in inconsistent user service
quality. The source of interference is nearby macrocell users or
femtocell users being served by other femtocells. The ITXPC loop
controls the instantaneous TX power of a femtocell user on a small
time-scale (e.g., frame) such that the target SINR determined by
the TSINRC loop is achieved on a short-term scale, as shown in
3This is generally acceptable in CDMA-based cellular networks.
4In 3GPP Long-Term Evolution (LTE) networks, the inter-BS in-
terface, called X2, is deﬁned only between macro BSs.
Fig. 4. If we simply set the TX power to the target SINR multiplied
by the current interference, an abrupt change of interference due
to the TX ON/OFF of a nearby user will lead to a drastic change
of the TX power and the interference to both macrocell and femto-
cell users. This type of sudden interference has a detrimental effect
on performance even when the average interference level is low.
Thus, the ITXPC algorithm should be designed to converge with
neither overshoot nor oscillation. Finally, the TX power levels of
femtocell users determined by the corresponding ITXPC loops col-
lectively form the femtocell interference to a macro BS, and hence
inﬂuence the MTXPC loop. The result of the ITXPC loop is also
conditioned on the maximum TX power constraint obtained via the
MTXPC loop.
4.2 Problem Formulation
Throughout the paper, a user’s TX power is deﬁned as the power
he uses to transmit data. Then, the amount of the radiated power
per unit of time is obtained by multiplying his activity factor to the
user’s TX power. Let pi and Pi denote the femtocell user i’s TX
power and maximum TX power, respectively. We also use γi to
denote the femtocell user i’s achieved SINR. For Fu, we deﬁne the
following three vectors:
• TX power vector p , [p1,p2,    ,pFu]
T;
• Maximum TX power vector P , [P1,P2,    ,PFu]
T;
• SINR vector γ , [γ1,γ2,    ,γFu]
T.
Then, the algorithms of the control loops aim to ﬁnd the above
three vectors that meet their objectives. Let p
∗, P
∗ and γ
∗5 be the
solution vectors.
The problems of the control loops are denoted by P1 (MTXPC),
P2 (TSINRC),and P3(ITXPC).LetL
m
th(t) and L
m(t) be the load
threshold and the load of macrocell m at time t, respectively. We
deﬁne em , L
m
th − L
m as the load margin of macrocell m. Then,
the objective of P1 is to make both [em(t)]
+ and [em(t)]
− con-
verge to 0
6 for protection of the macrocell’s UL service and maxi-
mization of spatial reuse within femtocells, respectively. Thus, P1
is formulated as
P1 : min
P
lim
t→∞
|em(t)| for m ∈ M. (1)
L
m is composed of macrocell user portion L
m
M and femtocell user
portion L
m
F such that L
m(t) = L
m
M(t) + L
m
F (t) and L
m
F (t) =
Γm(I
m
F (p)) where I
m
F (p) =
P
i aihi,mpi and Γm : R → R is an
interference-to-load function which is monotonically increasing in
I
m
F . As mentioned earlier, the MTXPC loop controls P although
L
m
F is a function of p. The only relationship between them is p  
P.
7 We show below the validity of this upper-bounding approach,
i.e., the existence of P1’s solution.
PROPOSITION 1. If there exists feasible p
∗ such that em = 0,
so does P
∗.
PROOF. Since I
m
F (p) ≤ I
m
F (P) and Γ is a monotonically in-
creasing function, Γm(I
m
F (p)) ≤ Γm(I
m
F (P)). Suppose 0 ≤
Γm < ∞. Then, therealwaysexists ε ≥ 0suchthat Γm(I
m
F (P)) =
Γm(I
m
F (p
∗)) + ε. I
m
F (P) = Γ
−1
m (Γm(I
m
F (p
∗)) + ε) and, due
to the monotonicity of Γm, there also exists ε
′ ≥ 0 such that
I
m
F (P) = Γ
−1
m (Γm(I
m
F (p
∗)))+ε
′ = I
m
F (p
∗)+ε
′. Here, I
m
F (P) =
5γ
∗ means the target SINR vector
6x
+ = max{x,0} and x
− = min{x,0}
7The curled inequality symbol   (and its strict form ≻) represents
component-wise inequality.I
m
F (p
∗)+ε
′ ≥ 0, and thus, it forms an afﬁne hyperplane in an Fu-
dimensional Euclidean space of P lower-bounded by p
∗, which
ensures the existence of P
∗ (ε is determined by the other two con-
trol loops).
We formulate P2 as a non-cooperative N-player game in which
each femtocell maximizes its utility function without signaling to
the others, while being conditioned on the solution of P1, i.e., P
∗:
P2 : max
pi≤P∗
i ,γi
ui(pi,γi) for i ∈ Fu (2)
where ui is the utility function of femtocell user i. Finally, P3 is
to make ei , γ
∗
i − γi converge to 0 for i ∈ Fu where γ
∗
i is the
solution of P2. Thus, P3 is expressed, similarly to P1, as
P3 : min
pi≤P∗
i
lim
t→∞
|ei(t)| for i ∈ Fu. (3)
5. CONTROL ALGORITHMS
We now present control algorithms to solve the problems P1–
P3.
5.1 MTXPC Algorithm
P1 can be considered as a steady-state tracking problem from a
control-theoretic point of view, i.e., a control effort is made to let
a macrocell’s load track the speciﬁed threshold value. Here, em is
interpreted as the tracking error.
To detail the algorithm, we consider the rise over thermal (RoT)
as a cell load metric, i.e., L
m = (I
m + σ
2)/σ
2, where I
m is the
total power received at macro BS m and σ
2 the thermal noise. RoT
has been widely used to represent a cell load, especially in CDMA-
based cellular networks [12]. Then, em = (I
m
th−I
m)/σ
2. Without
loss of generality, we can simply let em = I
m
th − I
m. Let I
m
M
and I
m
F denote the signal strengths received at macro BS m from
macrocell users and femtocell users, respectively, so that I
m =
I
m
M + I
m
F . For simplicity of presentation, we drop the superscript
m.
Let T be the macrocell feedback interval, then the MTXPC loop
can be modeled as a discrete-time system whose state changes at
interval boundaries. Let v(k) denote variable v during the k-th
interval, i.e., [kT,(k + 1)T). Then, e(k) is written as
e(k) = Ith(k) − I(k) = Ith(k) − IM(k) − IF(k). (4)
The MTXPC loop can be represented as a closed-loop control
system depicted in Fig. 5(a). The chain reaction shown in the ﬁgure
can be explained as follows. A macro BS sends e to the femto BSs
subscribing to its feedback. Suppose that the femto BSs receive e
with the feedback delay d (represented as z
−d in the ﬁgure). Upon
reception of e, the femto BSsupdate Pi of their users with the user-
speciﬁc controller Di. Then, pi is determined by the other two
control loops and upper-bounded by Pi. We can thus let pi(k) =
Pi(k) − εi(k) where 0 ≤ εi(k) ≤ Pi(k). εi(k) varies with time
according to user i’s local condition. Finally, IF is updated as
IF(k) =
P
i∈Fu aihipi(k)
=
P
i∈Fu aihi(Pi(k) − εi(k))
=
P
i∈Fu aihiDi(e(k − d)) − ε(k)
(5)
where ε ,
P
i∈Fu aihiεi. Applying the z-transform to Eqs. (4)
and (5), and combining the results, we get
8
IF(z) =
z
−d P
i∈Fu aihiDi(z)
1 + z−d P
i∈Fu aihiDi(z)
(Ith(z) − IM(z))
+
1
1 + z−d P
i∈Fu aihiDi(z)
ε(z).
(6)
5.1.1 Decoupling of Feedback Delay Component
The control system of Fig. 5(a) is difﬁcult to analyze since it
contains the delay component z
−d within the feedback loop [13].
Thus, weconsider anequivalent systeminFig.5(b) wherethe delay
component is moved out of the feedback loop and the user-speciﬁc
controller is redeﬁned as D
∗
i . Here, for ease of design, we tem-
porarily ignore ε. Later, we prove in Proposition 3 that the resul-
tant system works as desired even with non-zero ε. Using a similar
procedure to Eq. (6), IF of the equivalent system, denoted by I
eq
F
for distinction, is obtained as
I
eq
F (z) =
P
i∈Fu aihiD
∗
i (z)
1 +
P
i∈Fu aihiD∗
i (z)
z
−d(Ith(z) − IM(z)) (7)
and, by equating IF(z) and I
eq
F (z), we have
X
i∈Fu
aihiDi(z) =
P
i∈Fu aihiD
∗
i (z)
1 + (1 − z−d)
P
i∈Fu aihiD∗
i (z)
. (8)
Then, we can deﬁne Di(z) as
Di(z) =
D
∗
i (z)
1 + (1 − z−d)
P
i∈Fu aihiD∗
i (z) (9)
which satisﬁes Eq. (8). That is, if we use this Di, the system be-
comes equivalent to that of Fig. 5(b). This type of controller is
called Smith predictor [13] which is known to offer better response
than classical (PIDorPI) controllersif thereexistsa time lag within
a control loop [14]. Conceptually, the Smith predictor feeds back
a simulated system output to cancel the true system output so as to
alleviate the effect of a pure time delay. More on the feedback
structure with the Smith predictor will be discussed in the next
paragraph. Note that Di is a controller implemented in a femto
BS and thus, d and hi in Eq. (9) are estimated values in practice.
The estimation error of d may result from network congestion dy-
namics and that of hi may come from channel non-reciprocity in
FDD, user mobility, etc. So, we let d → ˆ d and hi → ˆ hi in Eq. (9)
to distinguish them from original ones.
9
Forbetterunderstanding oftheresultantsystem, thesystemtrans-
fer function is rewritten by applying Eq. (8) to Eq. (6) as
IF(z) = P
i∈FuD
∗
i (z)z
−daihi(Ith(z) − IM(z))
1 +
P
i∈FuD∗
i (z)ai ˆ hi +
P
i∈FuD∗
i (z)(z−daihi − z− ˆ diai ˆ hi)
.
(10)
Let’s deﬁne W as the control input to D
∗
i , then,
IF(z) =
P
i∈Fu W(z)D
∗
i(z)z
−daihi. (11)
Let Ei(z) , W(z)D
∗
i(z)(z
−daihi−z
− ˆ dai ˆ hi), then Ei(z)can be
interpreted as user i’s output discrepancy resulting from the errors
8The z-transform of x(k) s denoted by x(z).
9In de facto cellulartechnologies, a usercan measure channel gains
to neighboring BSs and report the results to its serving BS. This
report is called a measurement report in 3GPP speciﬁcations (e.g.,
UMTS and LTE). The measurement report can be triggered by a
command from the serving BS, upon expiration of a timer at the
user device, etc.1 e
th I
+
-
S
M I
- e
d z
-
F I 1 1 a h
u u F F a h
S
+
+
1 p
u F p
1 P
u F P
1 D
u F D
u F e
S
+ -
S
+ -
(a) MTXPC loop
+
-
S
M I
- e *
u i i i i F a h D
Î ∑
eq
F I th I d z
- S
+
e
-
(b) Equivalent control loop
th I
+
-
S
M I
-
W
F I
*
i D 1 1 a h d z
-
1 1 ˆ a h 1 ˆ d z
-
-
Femtocell user 1
+
- S
*
u F D
u u F F a h d z
-
ˆ
u u F F a h
ˆ
Fu d z
- S
Femtocell user Fu
+
-
S
+
+
+
+ 1 E
u F E
S S
-
(c) Redrawn MTXPC loop
Figure 5: MTXPC loop diagram
in estimating d and hi. Then, equating Eqs. (10) and (11), and
making a simpliﬁcation, we get
W(z) = Ith(z) − IM(z) −
X
i∈Fu
(W(z)D
∗
i(z)ai ˆ hi + Ei(z)).
(12)
BasedonEqs.(11) and(12), wecanredraw thesystemasinFig.5(c),
in which each user has two feedback lines related to estimation
errors with and without a delay component. This dual feedback
structure provides a certain degree of robustness to the estimation
errors of d and hi. The simulation results in Section 6 show that
the MTXPC loop has a bounded error against up to 100% overesti-
mation of d and hi.
5.1.2 Controller Design
In the equivalent system of Fig. 5(b), the controller output is not
affected by the delay component. Thus, we can design D
∗
i without
considering the delay component. To avoid any drastic change of
Pi, we use an additive increase/decrease to control it as
Pi(k + 1) = Pi(k) + ∆Pi(k) (13)
and ∆Pi is controlled by a controller Ci based on e:
∆Pi(k) = Ci(e(k)). (14)
Suppose that Ci is a linear controller. Then, Pi is expressed in the
z-domain as
Pi(z) = D
∗
i (z)e(z) =
Ci(z)
z − 1
e(z). (15)
LetCi = qiC where qi isauser-speciﬁcconstant determined based
on the user priority and control policy. C can be any type of con-
troller. Forsimplicityof presentation, wedeﬁne Q ,
P
i∈Fu aihiqi.
5.1.3 Stability Analysis
As a special case, we consider a PI controller [15] for C as:
C(z) = KP + KI(1 − z
−1)
−1 (16)
where KP and KI are constant.
10 For this C, we investigate sta-
10The transient behavior of a PI controller is known to be generally
more stable than a PID controller in the presence of noise. This
is because the derivative action of a PID controller is sensitive to
noise and causes jittery output. In the femtocell control system
considered in this paper, there are several noise sources, such as
other macrocells’ interference, the gap between the maximum TX
bility and convergence to the optimal point under time-varying and
unpredictable Ith, IM and ε.
PROPOSITION 2. Withaccurately estimateddand hi, theMTXPC
loop is stable if and only if
0 < KP < 2/Q, 0 < KI < 4/Q − 2KP.
PROOF. Without loss of generality, in a discrete-time system,
an arbitrary time-varying signal X can be modeled as a piecewise
constant model:
X(k) =
∞ X
j=0
X0,j   1(k − τj) (17)
where 1(k) is the unit step function, X0,j ∈ R, and τj a time
lag. When X(k) is input to a linear system, the output becomes
a linear combination of the system outputs of X0,j   1(k − τj)
for ∀j. Therefore, the problem for an arbitrary input is reduced
to that for a step input with an arbitrary amplitude. If d and hi
are estimated accurately, the control system becomes equivalent
to that in Fig. 5(b), where z
dI
eq
F (z) = Q
C(z)
z−1 e(z) − ε(z) =
Q
C(z)
z−1 (Ith(z) − IM(z) − z
dI
eq
F (z)) − ε(z). Thus, the system
transfer function is
I(z) = IM(z) + z
dI
eq
F (z)
=
C(z)
z−1 Q
1 +
C(z)
z−1 Q
Ith(z) +
1
1 +
C(z)
z−1 Q
(IM(z) − ε(z))
(18)
from which the system characteristic equation is obtained as
z
2 + (Q(KP + KI) − 2)z − QKP + 1 = 0. (19)
The system willbe stable if and only if all roots of thecharacteristic
equation are inside the unit circle. According to the Jury test [13],
this condition is met for the characteristic equation c(z) = z
2 +
c1z +c2 when 1−c
2
2 > 0 and 1−c
2
2 −
(c1−c1c2)2
1−c2
2
> 0. From the
ﬁrst condition,
1 − c
2
2 = QKP(2 − QKP) > 0. (20)
power and the actual one, etc. Thus, a PI controller is better suited
for our problem.If QKP > 0, 0 < KP < 2/Q. If QKP < 0, KP > 2/Q and no
feasible KP exists. From the second condition,
Q
2K
2
P(2 − QKP)
2 − Q
2K
2
P(Q(KP + KI) − 2)
2
QKP(2 − QKP)
> 0
(21)
which reduces to (2 − QKP)
2 > (Q(KP + KI) − 2)
2 since
0 < KP < 2/Q, and hence 0 < KI < 4/Q − 2KP.
PROPOSITION 3. The MTXPC loop converges to the optimal
point, i.e., e → 0, under unpredictable and time-varying Ith, IM
and ε.
PROOF. The transfer function of e(z) is obtained as
e(z)= Ith(z) − IM(z) − IF(z)
= Ith(z) − IM(z) −
P
i∈Fu aihiDi(z)z
−de(z) − ε(z)
=
 
1 −
P
i∈FuaihiD
∗
i (z)z
−d
1 +
P
i∈FuaihiD∗
i (z)
!
(Ith(z) − IM(z) − ε(z))
(22)
where the second and the third equations follow from Eqs. (5) and
(8), respectively. Provided the MTXPC loop is stable (by using the
parameters within the range obtained in Proposition 2), according
to the ﬁnal value theorem [15], the ﬁnal value of e in the time do-
main, denoted by e∞, is obtained as e∞ = limz→1(1−z
−1)e(z).
Since an arbitrary input of Ith(z) − IM(z) − ε(z) can be mod-
eled as the sum of piecewise step functions, we only need to check
convergence for a single step input, i.e.,
zX0,j
z−1 . Applying the ﬁnal
value theorem to Eq. (22),
e∞= lim
z→1
(1 − z
−1)e(z)
= lim
z→1
(1 − z
−1)
 
1 −
P
i∈Fu aihiD
∗
i (z)z
−d
1 +
P
i∈Fu aihiD∗
i (z)
!
zX0,j
z − 1
= lim
z→1
X0,j
 
1 −
P
i∈Fu aihiCi(z)z
−d
z − 1 +
P
i∈Fu aihiCi(z)
!
= 0
where the third equation follows from D
∗
i (z) =
Ci(z)
z−1 . The above
result is applicable to more general types of controller C(z) than
Eq. (16).
Finally, in the original system of Fig. 5, using Eqs. (9), (15) and
(16),
Pi(z) = Di(z)z
−de(z)
=
qi( ˆ QK ˆ Q
−1 − KPz
−1)   z
−de(z)
z + ˆ QK − 2 − (KP ˆ Q − 1)z−1 − ˆ QKz− ˆ d + KP ˆ Qz− ˆ d−1
(23)
where ˆ Q =
P
i∈Fu aiˆ hiqi and ˆ QK = (KP +KI) ˆ Q, and thus, Pi
is obtained in the time domain as
Pi(k + 1) = [2 − ˆ QK]Pi(k) + (KP ˆ Q − 1)Pi(k − 1)
+ ˆ QKPi(k − ˆ d) − KP ˆ QPi(k − ˆ d − 1)
+qi ˆ QK ˆ Q
−1e(k − d) − qiKPe(k − d − 1).
(24)
5.2 TSINRC Algorithm
The goal of the TSINRC algorithm is to allow femtocell users
to reach a Nash equilibrium [16] in a fully-distributed manner by
solving P2. We ﬁrst deﬁne the utility function of femtocell users
and then show that the solution of P2 is a Nash equilibrium. Fi-
nally, we develop an instantly convergent algorithm to achieve the
target SINR.
Let us deﬁne the utility function of femtocell user i as
ui(pi,γi) = g(γi,ai) − µiaihipi (25)
which follows the general form proposed by Ji and Huang [9].
In the femtocell problem, the ﬁrst and second terms of RHS in
Eq. (25) can be interpreted as a reward for utility gain and a penalty
forinterferencetomacrocells, respectively, aspointedout byVikram
et al. [4]. Here, pi and γi have the following relationship:
γi =
hi,S(i)pi
Ii
M + Ii
F + σ2 ,
hi,S(i)pi
Ii(p−i)
(26)
where S(i) is user i’s serving femto BS; I
i
M and I
i
F are the UL
interference levels to femtocell user i due to macrocell users and
other femtocell users, respectively; p−i is the TX power vector of
all but femtocell user i, and Ii(p−i) indicates the UL interference
plus the thermal noise user i experiences.
For g, we consider the following family of utility functions pa-
rameterized by α ≥ 0 [17]:
g(γ,a) =

(1 − α)
−1x(γ,a)
1−α α  = 1
logx(γ,a) α = 1 (27)
where x(γ,a) is the throughput achieved by SINR γ and activity
factor a. In particular, if α = 0, g reduces to throughput. If α = 1,
proportional fairness among competing users is attained; if α =
2, then harmonic mean fairness; and if α → ∞, then max-min
fairness [18]. We consider the Shannon’s channel capacity function
for x, i.e., x(γ,a) = aB log2(1 + γ), with channel bandwidth B
[19]. We simply denote xi = x(γi,ai) and g(xi) = g(γi,ai).
PROPOSITION 4. ANashequilibrium existsinthenon-cooperative
game of P2.
PROOF. From [20], a Nash equilibrium exists in P2 if
C1. the feasible region of p is a nonempty, convex, and compact
subset of some Euclidean space R
Fu; and
C2. ui is continuous in p and quasi-concave in pi for ∀i ∈ Fu.
We show that P2 meets the above two conditions as follows.
The feasible region of p is {p|0   p   P}, thus meeting the
ﬁrst condition. It is straightforward to show that ∂ui/∂γi ≥ 0
and ∂
2ui/∂γ
2
i ≤ 0, which conﬁrms that, given ﬁxed pi, ui is a
monotonically increasing concave upward function of γi. Like-
wise, given ﬁxed γi, ui is a monotonically decreasing concave
downward function of pi since ∂ui/∂pi ≤ 0 and ∂
2ui/∂p
2
i ≥ 0.
Therefore, ui is quasi-concave in pi. It is also clear that ui is con-
tinuous in p.
Based on the result in [9], if a Nash equilibrium exists in P2,
the equilibrium should satisfy ∂ui/∂pi = 0. ∂ui/∂pi is obtained
from Eqs. (25), (26), and (27) as
∂ui
∂pi
=
dg
dxi
dxi
dγi
dγi
dpi
− µiaihi
=
dg
dxi
aiB
(log2)(1 + γi)
hi,S(i)
Ii(p−i)
− µiaihi.
(28)
Let us deﬁne a function H as
H(γi) ,
g
′(xi)
(log2)(1 + γi)
. (29)
Then, ∂ui/∂pi = 0 in [0,Pi] yields
γ
∗
i = min
h
H
−1
“
µihiIi(p−i)
Bhi,S(i)
”i+
,
hi,S(i)Pi
Ii(p−i)
ﬀ
. (30)Based on this result, we design the TSINRC algorithm as
γ
(l+1)
i = min
(»
H
−1
„
µihiIi(p
(l)
−i)
Bhi,S(i)
«–+
,
hi,S(i)Pi
Ii(p
(l)
−i)
)
(31)
where Ii(p
(l)
−i) indicates the interference observed in iteration in-
terval l. For example, if α = 0 for throughput maximization,
H(γ) =
1
(log 2)(1+γ) and H
−1(y) =
1
(log 2)y − 1. If α = 1
for proportional fairness, H(γ) = [aiB(1 + γi)log(1 + γi)]
−1
and H
−1(y) = L[aiByW(
L
aiBy)]
−1 − 1 where W denotes the
Lambert’s W function and L = ln(10).
The sufﬁcient condition for the TSINRC algorithm to converge
to γ
∗
i in Eq. (30) is stated as follows.
PROPOSITION 5. µi = λiI
−1
i (p−i) is a sufﬁcient condition
for convergence of the TSINRC algorithm.
If µi = λiI
−1
i (p−i), H
−1(
µihiIi(p
(l)
−i)
Bhi,S(i) ) = H
−1(
λihi
Bhi,S(i) )
becomes a constant. Therefore, the TSINRC algorithm immedi-
ately converges to γ
∗
i . Intuitively, µi = λiI
−1
i (p−i) means giving
a less penalty to users who are suffering higher UL interference.
Due to the nature of immediate convergence under this setting, the
TSINRC algorithm can operate asynchronously with the MTXPC
algorithm.
5.3 ITXPC Algorithm
The TSINRC algorithm tracks the target SINR by controlling
the instantaneous TX power of a femtocell user. The control sys-
tem is simply expressed as Eq. (26), which has a nonlinear rela-
tionship between components. For analytical tractability, we need
to linearize the relationship. We ﬁrst take the log of both sides
of Eq. (26) and a log change of variables: e hi,S(i) = loghi,S(i),
e pi = logpi, e Ii(p−i) = logIi(p−i), and consequently, e γi =
logγi = e hi,S(i) + e pi − e Ii(p−i). Then, we replace the original
error function ei = γ
∗
i − γi deﬁned in P3 with e ei = f γ∗
i − e γi.
Clearly, e ei → 0 if and only if ei → 0, making the modiﬁed prob-
lem valid.
Due to the bursty nature of the UL interference to femtocells, the
controller should guarantee that the TX power converges without
overshoot or oscillation. We adopt an additive increase/decrease
control for e pi:
e pi(t + 1) = e pi(t) + Kie ei(t) (32)
where Ki is constant. Then, the system transfer function is
E(z) =
z − 1
z + Ki − 1
(f γ∗
i (z) + e Ii(p−i)(z) − e hi,S(i)(z))
(33)
and, by applying the inverse z-transform, the timedomain response
to an arbitrary step input is simply obtained as
e ei(t) = X0(1 − Ki)
t (34)
where X0 is the step input amplitude. Therefore, if 0 < Ki ≤
1, e ei converges without overshoot and oscillation, and so does ei.
It also implies that the ITXPC algorithm converges against time-
varying target SINR, UL interference, and channel gain (even with
measurement error). Finally, the time-domain expression of the
algorithm is given as
pi(t + 1) = 10
f pi(t+1) = p(t)   10
Ki e ei(t). (35)
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Figure 6: Step response of the MTXPC loop
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Figure 7: Performance of the MTXPC loop under correlated
Gaussian IM (Q = 1, d = 5)
6. EVALUATION
To evaluate the effectiveness of CTRL, we ﬁrst investigate the
performance of each control loop in controllable environments. We
then simulate multi-cell networks in more realistic environments.
6.1 Evaluation of Control Algorithms
The MTXPC algorithm has two conﬁguration parameters, KP
and KI, which dictate its convergence behavior. Fig. 6 shows the
response of the MTXPC loop to the step inputs Ith(0) = 1 and
IM(50) = 1 when Q = 1 and d = 5. The MTXPC loop is
shown to converge only after going through a short transient state,
with KP and KI values in the range speciﬁed in Proposition 2.
As KP increases, MTXPC becomes more responsive, but exhibits
overshoot and oscillation with too high KP. A similar trend is
observed in KI while the convergence becomes slow if KI is too
small (= 0.01).
Theerrorperformance E[|e|](averagedovertime)of theMTXPC
loop against a time-varying macrocell load is plotted in Fig. 7. The
macrocell load is modeled as a correlated Gaussian random vari-
able with autocorrelation ρ. The ﬁgure shows the trend that the
error increases as the load changes faster (higher ρ), the load has a-20 0 20 40
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Figure 8: Cumulative distribution of a femtocell user’s target
SINR (α = 0) and the error performance of the ITXPC loop
against bursty interference
larger deviation and the feedback delay getslonger. It is also shown
that the MTXPC loop is stable (i.e., bounded error) against up to
100% overestimation of Q and d. Surprisingly, a higher estima-
tion error of Q leads to a slightly better error performance. This
is because a larger ˆ Q enhances the loop’s responsiveness. How-
ever, when ˆ Q increases beyond a certain point, the loop becomes
unstable and diverges.
The left ﬁgure of Fig. 8 shows the cumulative distribution func-
tion (cdf) of the target SINR determined by the TSINRC loop when
femtocells(eachwithasingleuser)areuniformlydistributedwithin
a circular macrocell and α = 0. The cdf is shown to depend
strongly on λ. Therefore, an inappropriate λ value can cause fem-
tocell users to have too high target SINRs, generating high inter-
ference to macrocells. This conﬁguration problem of the TSINRC
loop is complemented by the MTXPC loop. The right ﬁgure shows
the time-averaged error performance E[|ei|] of the ITXPC loop
while Ki is varied. The UL interference is modeled as a two-state
Markov chain where interference exists only in an active state. The
idle-to-active transition probability P0,1 is ﬁxed at 0.5. Then, the
active-to-idle transition probability P1,0 determines the burstiness
of interference. Ki = 1 means immediate adjustment of TX power
to meet the target SINR in the next slot, and thus achieves the high-
est performance against less bursty interference (P1,0 = 0.4), but
lower performance against more bursty interference (P1,0 = 0.6).
When Ki > 1, the average error increases due to overshoot and
oscillation.
6.2 Simulation of Multi-Cell Networks
As a realistic communication environment, we consider a two-
tier hexagonal cellular network comprised of 7 macrocells, each
with a single sector. The inter-site distance (ISD) is 500
√
3 ≈ 866
meters. Macrocell users and femto BSs are randomly distributed
within 500 meters to the closest macro BS; the angle and the dis-
tance of each to the macro BS are randomly chosen with a uniform
probability distribution. Unless speciﬁed otherwise, within each
macrocell, thenumberof macrocell users(Mu/M)and thatof fem-
tocells (F/M) are set to 50 and 100, respectively. Each femto BS
serves a single user that is also randomly distributed within 50 me-
ters from it. The channel gains of a user to BSs are determined
based on the ITU and COST231 models which are described as
[21][22]:
• macrocell user to marco BS (outdoor link):
h = 10
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Figure 9: Time evolution of I under static (top) and dynamic
(bottom) user trafﬁc patterns
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Figure10: Probabilitydistributionof I over timeundervarious
user-activity patterns
• macrocell usertofemtoBS,femtocell usertomacroBS(outdoor-
to-indoor or indoor-to-outdoor link):
h = 10
4.9
“ r
1000
”4
f
310
S/1010
(Li+Le)/10;
• femtocell user to femto BS (indoor link):
h = 10
3r
3.710
S/1010
Li/10,
where r is the transmitter-receiver separation distance in meters; f
the carrier frequency in MHz; S the log-normal shadowing factor
with a standard deviation of 8 dB; Li and Le are internal and exter-
nal wall lossesand set to2and 7dB, respectively, inoursimulation.
Both macro and femto BSsoperate at the carrier frequency of 2.5
GHz with 5 MHz channel bandwidth. We use slot as the time unit,
and assumethat userTXactivities(ON/OFF)and instantaneous TX
power change within a slot.
11 To determine a macrocell user’s TX
power, we use an immediate adjustment approach corresponding to
Ki = 1 in the ITXPC loop as explained in the previous subsection.
11A slot corresponds to the duration of transmitting a frame, which
is 10 or 20 ms in UMTS.-60 -40 -20
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Figure 11: Cumulative distribution of achieved SINR with and
without MTXPC under different load thresholds
The target Eb/N0 of macrocell users is set to 7 dB with the bit rate
of 8 kbps. This corresponds to a toll-quality voice call with the bit
error rate less than 10
−3 [23] and the SINR of -20.96 dB. A user’s
activity in a slot is determined again by a two-state (active/idle)
Markov chain. We ﬁx the idle-to-active transition probability at
0.5. The minimum and maximum TX power inherently given to
user devices are assumed to be -50 and 20 dBm, respectively. The
feedback interval T of the MTXPC loop is set to 50 slots. The
macrocell feedback delay is 5T (d = 5). We set qi to 1 for ∀i ∈
Fu, KPQ and KIQ to 0.5 and 0.2, respectively, and Ki to 0.8.
Fig. 9 shows the time evolution of I for Ith = −90 dBm at
the center macrocell when P1,0 = 0 (top) and P1,0 = 0.2 (bot-
tom). 30 macrocell users and 50 femto BSs are distributed in each
macrocell. In both cases, CTRL converges to Ith and thus suc-
cessfully protects the macrocell’s UL communication. Since T =
50 slots, the MTXPC loop converges within less than 20 feedback
intervals. Under a dynamic user trafﬁc pattern (bottom), I ﬂuctu-
ates somewhat, but the average is still close to Ith (that of the last
500 samples is −90.03 dBm). The robustness of CTRL against dy-
namic user activities is investigated further in Fig. 10. Although
CTRL achieves Ith in most of the observed slots, the variance in-
creases as P1,0 gets higher, which is somewhat inevitable due to
the delayed feedback.
InFig. 11, wecompare thecdfs of theachieved SINRsby macro-
cell users (left) and femtocell users (right), with and without the
MTXPC loop and for different load thresholds. For resource uti-
lization within femtocells without MTXPC, we assume that only
TSINRCand ITXPCloopsare used. P1,0 isset to0.2. Twocases of
Ith are considered (-100 and -90 dBm). The left ﬁgure shows that,
with MTXPC, 96% (Ith = -100 dBm) and 74% (Ith = -90 dBm) of
the macrocell users successfully achieve their target SINR (−20.96
dB) while, without MTXPC, only 8% of macrocell users achieve
the target. These users are those close to their serving BSs and thus
have enough room to increase their TX power against excessive UL
interference. As shown in the right ﬁgure, femtocell users without
MTXPC achieve better performance than with MTXPC at the ex-
pense of macrocell users’ performance degradation. On the other
hand, it is observed that a lower load threshold improves the perfor-
mance of macrocell users while degrading that of femtocell users.
That is, the load threshold controls the tradeoff between macrocell
and femtocell capacities.
Next, we study the effect of the number of macrocell and fem-
tocell users. The corresponding simulation results are plotted in
Fig. 12 where Ith is set to -100 dBm. The left top ﬁgure shows that
CTRL successfully protects the macrocell’s UL service regardless
of the number of femtocell users. However, without MTXPC, if
the number of femtocell users (F/M) is increased from 50 to 100,
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Figure 12: Cumulative distribution of achieved SINR under
different numbers of macrocell and femtocell users
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most macrocell users’ services get deteriorated signiﬁcantly. As
shown in the right top ﬁgure, increasing the number of femtocell
users degrades their performance as well due to the increased inter-
femtocell interference. Such performance degradation of femtocell
users is somewhat limited when MTXPC is used. This is because
the total amount of the radiated interference from femtocell users
to macro BSs is controlled by MTXPC and thus, that between fem-
tocell users also gets limited to some degree. In the bottom ﬁgures,
the number of macrocell users (Mu/M) is shown to not affect the
performance much. WithMTXPC, the increased number of macro-
cell users slightly degrades the performance of femtocell users due
to the reduced load portion allowed for femtocell users. Another
observation from the right bottom ﬁgure is that the worst group
of femtocell users get deteriorated considerably as the number of
macrocell users increases. This trend results from the increased
possibility of the presence of nearby macrocell users producing
bursty UL interference to femtocells.
Finally, Fig. 13 shows the effectiveness of TSINRC (left) andITXPC (right) by replacing them with simpler schemes. First, the
left ﬁgure compares TSINRC with the case when all femtocell
users employ an identical target SINR (referred to as the universal
target SINR case). When the universal target SINR is conﬁgured to
60 dB, a signiﬁcant capacity loss occurs, compared to TSINRC, al-
though some femtocell users with poor channel quality experience
better performance thanks to the reduced interference. When it is
as high as 80 dB, most users experience worse performance than
those with TSINRC and none of them even achieves the target due
totheexcessive interference. Ontheotherhand, theuniversal target
SINR of 70 dB seems to achieve balanced performance distribution
among femtocell users with a moderate capacity loss. However,
ﬁnding an appropriate universal target SINR is not easy in practice.
It may require the global status information of the network, such
as all users’ channel gains and activity factors. Second, in the right
ﬁgure, ITXPC is compared to the stepwise power-control scheme
which is widely used in conventional cellular systems. As shown in
the ﬁgure, theaverage control errorof thestepwisecontrol (E[|e ei|])
is a convex function of the step size, and thus, there exists a unique,
best step size. However, the best step size may differ for differ-
ent users due to different interference patterns. ITXPC is shown to
achieve better performance than the stepwise control even with the
best step size.
7. CONCLUSION
In this paper, we have presented a novel femtocell-management
framework, CTRL, for cellular networks. CTRL is composed of
threecomplementary control loops—MTXPC,TSINRC,andITXPC—
that protect the macrocell’s uplink communication, coordinate re-
source usage among femtocells, and protect the femtocells’ up-
link communications. Based on the complementary interactions
between the control loops, CTRL enables spatial reuse of chan-
nel resources within femtocells without degrading macrocell users’
performance regardless of the number of femtocells in a macrocell.
CTRL is easily deployable in existing cellular networks without
any change of the RRM of macro BSs. Moreover, CTRL ensures
distributed and self-organizing operation thanks to its convergence
even in the presence of time-varying and unpredictable environ-
mental changes.
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