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Abstract. We study the problem of non-magnetic impurities adsorbed on bilayer graphene in
the diluted regime. We analyze the impurity spectral densities for various concentrations and
gate fields. We also analyze the effect of the adsorbate on the local density of states (LDOS) of
the different C atoms in the structure and present some evidence of strong localization for the
electronic states with energies close to the Dirac point.
The problem of adatoms in graphene has been the subject of an intense activity for they
could be used to modify and control the electronic properties of the material. Diluted adatoms
or molecules necessarily generates disorder [1] and in some regimes may lead to strong localization
of the electronic states [2, 3, 4, 5, 6, 7]. Electron localization in graphene is quite peculiar, Dirac
fermions tend to elude localization in systems with Anderson-type disorder. However impurities
leading to short range disorder at the atomic scale generate inter-valley mixing and break the
symplectic symmetry opening the route to strong localization. The problem of adatoms and
electron localization in bilayer graphene (BLG), although considered by several groups [11, 12],
received much less attention [10, 13]. In the most common structure of BLG, known as the
Bernal stacking, only one of the two non-equivalent sites (A,B) of the honeycomb lattice of the
top layer lies on top of a site of the bottom layer. The resulting structure, shown in Fig. 1,
induces a weak coupling of the two layers. The unit cell has four carbon atoms leading to four
bands, two of them having a parabolic dispersion relation around the K and K ′ points of the
Brillouin Zone, touch each other at the Fermi energy.
In most of the experimental setups, BLG lies on top of a substrate and the impurities are
adsorbed on the top layer only. Due to the difference of the A and B sites of the layer, there is
a small difference in the absorption energy on the two inequivalent sublattices. This difference
favors absorption on the B sites and in what follows we assume that all impurities are on the B
sublattice. A very interesting aspect of BLG is its response to a gate field [14, 15, 16, 17, 18].
An electric field perpendicular to the layers opens a gap at the Fermi level an effect that can
be used to modify the impurity states. Here we study the problem of non-magnetic impurities
adsorbed on BLG in the diluted regime. We analyze the impurity spectral densities for various
concentrations and gate fields. The effect of the adsorbate on the local density of states (LDOS)
of the different C atoms in the structure is analyzed and we present some evidence of strong
localization for the electronic states with energies close to the Dirac point.
The Hamiltonian of the system includes the bilayer Hamiltonian HBLG, the impurity
contribution Himp and the hybridization term Hhyb. In what follows, as there are no spin
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effects we ignore the spin index.
HBLG = −
∑
j,k
[V (−1)j(a†jkajk + b†jkbjk) + t(φ(k) a†jkbjk + φ∗(k) b†jkajk)]
−
∑
k
t⊥(a
†
1kb2k + b
†
2ka1k) (1)
here ajk and bjk destroy electrons with wavevector k in sublattices A and B respectively, the
subindex j = 1 (j = 2) refers to the top (bottom) plane. V is the potential induced by the
gate voltage, t and t⊥ are the intra and inter-plane hoppings, respectively and φ(k) =
∑
δ e
ik·δ
where {δ} are the three vectors connecting one site with its neighbors in the same plane. We
consider adatoms that are bounded to a single C atom, Himp =
∑′
l ε0f
†
l fl with fl the destruction
operator of an electron on the impurity orbital of the adatom at site l, ε0 is the energy of the
orbital and the sum runs over the sites of the carbon lattice having an impurity on top. Finally
Hhyb = γ
∑′
l(f
†
l b1,l + b
†
1,lfl) here b1,l = 1/
√
N
∑
k e
ik·Rlb1,k where Rl is the coordinate of site l.
The parameters used to describe the BLG are t = 0.25 eV, t⊥ = t/9 and we take γ = 2t [19, 20].
Three values of the bias voltage V are taken; V = −0.02t, V = 0eV, V = +0.02t and without
any loss of generality we take ε0 ≥ 0.
We first present results for the impurity contribution ρimp(ω) to the total density of states
(DOS). We use the Chebyshev polynomials method which has proven to be very efficient to deal
with realistic impurity concentrations [10, 21, 22].
Figure 1. Structure of the bilayer graphene (a) and impurity spectral densities (b-j), left
scale. Upper, central and lower panels correspond to impurity concentrations 1/1000, 1/500 and
1/250 respectively. The three columns correspond to unbiased BLG (left), positive (centre) and
negative (right) bias. The red thick line is the function R(ω), right scale, see text.
The average impurity spectral density is then given by ρimp(ω) = − 1pi 〈ImGll〉avg where Gll
is the retarded impurity propagator and 〈. . .〉avg indicates the configurational average over the
impurities. The results for three different concentrations are shown in Fig 1. There, the three
columns correspond to different values of the gate voltage V , the rows to different impurity
concentrations. Interestingly, for V = 0 the impurity spectral density shows a gap close to the
Dirac point that increases with increasing impurity concentration. This effect is reminiscent of
the gap induced in monolayer graphene when impurities are adsorbed in a single sublattice [23].
For a non-zero gate voltage V , the pristine BLG develops a gap at the Dirac point (indicated
by vertical lines in the figure). For positive V the gap is partially filled by impurity states.
For large impurity concentrations the gap closes, while for small concentrations a reduced gap
remains. In the thermodynamic limit and for all cases discussed above, we expect the gaps to
be just pseudogaps with exponentially small DOS [24]. The case of negative V is completely
different: the gap of the pristine BLG remains unaltered for small or moderate values of |V |.
This effect can be understood by looking at the response of a single impurity to the gate field
[25]. In the single impurity case and for ε0 6= 0 and small values of V a bound state appears in
the gap only for one polarity of the field.
To better understand the nature of the electronic states and the effect of the gates, we
calculate the LDOS at the different C atoms, in the upper and lower layer. Results for different
concentrations and polarities of the bias field are shown in Fig 2. In all cases the impurity
contribution to the LDOS for small energies is large at the A1 sublattice, an effect that is also
characteristic of impurities adsorbed on top of a single B1-carbon atom in monolayers [20].
Figure 2. LDOS of the four sublattices for impurity concentrations 1/1000 (upper panels) and
1/250 (lower panels) and different polarities of the bias field. Smooth curves correspond to the
pristine sample. Note the different scales of the panels
For low concentrations the LDOS of the other sublattices—namely B1, A2 and B2—present
only small modifications. In particular for V > 0 the valence band remains essentially unaltered
with its 1D-like van Hove singularity in the A2 sublattice. This strongly suggests that at least
for this polarity there is no strong localization of the electronic states in the valence band. We
could draw similarly conclusions from the structure of the LDOS of the A2 sublattice for V < 0
as illustrated in the upper panels of Fig 2. As the concentration increases (lower panel of the
figure), the modifications of the LDOS become more important and it is necessary to look for
a better and more qualitative criterion for localization. To this end we evaluate the function
R(ω) = ρtyp(ω)/ρ(ω) where [26]
ρtyp(ω) =
[
N∏
l=1
ρl(ω)
] 1
N
and ρ(ω) =
1
N
N∑
l=1
ρl(ω) . (2)
Here N is the number of impurities and ρl(ω) = − 1pi ImGll is the spectral density of the lth
impurity. When, for a given energy ω, the states are extended ρl(ω) has small fluctuations and
ρtyp(ω) ≈ ρ(ω) resulting in R(ω) ≈ 1. In contrast, if states are localized ρtyp(ω) is dominated
by small values of ρl(ω) and R(ω) 1, with R(ω)→ 0 as N →∞. We stress that our analysis
is based only on the properties of the impurity spectral densities and gives a very qualitative
estimation of the energy range where we may expect strong localization effects. While, as
mentioned above, the Chebyshev polynomials method is very efficient to evaluate the average
spectral densities, it becomes numerically costly to evaluate a large number of ρl(ω). To estimate
R(ω) we then resort to the method described in Ref. [6]. The impurity propagator matrix G
with matrix elements Gij(ω) satisfies the Dyson equation[
(ω + i0+ − ε0)I − γ2g˜
]
G = I , (3)
where I is the unit matrix and g˜ is a matrix whose elements are the propagators of pristine biased
BLG, gB1i,B1j(ω), between impurity sites adsorbed on the B1 sublattice. For large distances
and low frequencies we evaluate gB1i,B1j(ω) in the continuous limit [27]. The required spectral
densities are the imaginary part of the diagonal terms of the matrix G.
Results for R(ω) are presented in Fig. 1. They show that strong localization effects are to be
expected for energies very close to the Dirac point. In the case of positive bias, when the gate
induced gap is filled by impurity states, these states in the gap are strongly localized. Our results
suggest that, independently of the bias and for large impurity concentration, localization effects
are also to be expected in the energy window close to the maximum of the impurity LDOS.
This last effect is also observed in monolayer graphene although the localization length may be
quite different in the two systems. Away from these energies, only weak localization effects are
likely. A more quantitative estimation of the localization phenomena requires evaluation of the
localization length.
As a final remark we mention that for the parameters used in the present work, that are
suitable to describe fluorine on graphene, and the small bias voltages of the figures, a single
impurity on an A1 sites does not generate a bound state inside the gap for positive V , for
negative V there is a bound state exponentially close to the gap edge. As a consequence, a small
amount of impurities added to the A1 sublattice would not change the results obtained for small
energies (within the field induced gap).
In summary, we have presented results for diluted impurities on BLG with and without gate
voltages that open a gap in the pristine sample. We have shown the existence of drastic effects
of the polarity of the electric field. For impurity parameters appropriate to describe fluorine on
BLG, the gap induced in the pristine sample for positive polarity is filled with strongly localized
states. Conversely, for negative polarity the gap remains. In all cases, strong localization occurs
only at low energies.
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