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SUMMARY
This thesis proposes two new asymptotic formulas for the Riemann zeta function 
( ( s ) .  The first is a Riemann-Siegel type formula. This representation for £(s) is 
given as an absolutely convergent expansion involving incomplete gamma functions 
which is valid for all finite complex values of s  1). It is then shown how use of 
the uniform asymptotics of the incomplete gamma function lead to an asymptotic 
representation for ( ( s )  on the critical line s  =  \  +  i t when t —»• oo. This result 
involves an error function smoothing of the infinite sum. The terms in the smoothed 
Dirichlet series effectively “switch off” when n  attains roughly the Riemann-Siegel 
cut-off value N t  =  int [(£/27t) 2]. The second is an exponentially-smoothed Gram- 
type formula for the Riemann zeta function in the critical strip 0 < a  <  1 when 
t —> 00. This is a special case of the expansion in terms of special functions such as 
the confluent hypergeometric function and the incomplete gamma function with a 
free parameter. It is found that, in the critical strip 0 < a  <  1 when t is large, the 
“cut-off” in this smoothed sum occurs after 0 ( \ t \ / 2 n )  terms. Extensive numerical 
results demonstrate the validity of these proposed asymptotic formulas.
The asymptotic behaviour of the coefficients c r ( r ] ) : which appear in the uniform 
asymptotic expansion of the incomplete gamma function, is developed for large r .  
It is found that the behaviour of the coefficients is a ‘factorial divided by a power’ 
multiplied by a slowly varying function of the form { T ( r  + f ) / ( 2 n ) r + 1 } f r ( r ] ) . When 
77 is real, f r { r ) ) is slowly decaying for real 77 > 0 and has an oscillatory domain for 
77 < 0. When 77 is in the domains D  ( D  : |1 — / A k \ <  1 ) in the complex 77 plane,
the values of the functions f r {T]) become large. Thus, there are two lobes (77 £  D )  in 
the complex 77-plane situated symmetrically either side of the negative real 77 axis for 
the coefficients c r ( r j ) . Numerical results and analysis confirm the above conclusions.
The asymptotic behaviour of the late terms in the Riemann-Siegel type asymp­
totic formula which is given in Chapter 2 is studied. It is found that the expansion of 
the late terms in this asymptotic formula is divergent and also possesses the ‘facto­
x
rial divided by a power’ dependence characteristic of an asymptotic series multiplied 
by a slowly varying function.
xi
C H A P T E R  1  
I N T R O D U C T I O N
The theory of the Riemann zeta function and its generalisations represent one of 
the most beautiful developments in mathematics. The Riemann zeta function is 
a meromophic function whose properties can be investigated by the techniques of 
complex analysis. The Riemann zeta function occupies a central place in analytic 
number theory. Many problems from multiplicative number theory directly depend 
on properties of the zeta function. Therefore a better understanding of the theory of 
this function helps number theorists to obtain various arithmetical results. Another 
important aspect of the theory of the Riemann zeta function is that the zeta function 
is the simplest of a large class of Dirichlet series known as zeta functions. General 
zeta functions occur in many branches of mathematics, including algebraic and 
analytic number theory and quantum chaology, the results from the theory of the 
zeta function in many instances generalize to other zeta functions.
The Riemann Hypothesis plays a central role in the theory of the Riemann 
zeta function in that it indicates what one expects to be true. In the theory of the 
Riemann zeta function the classical approach is based on the approximate functional 
equation which allows one to approximate the zeta function well in the critical strip 
and especially on the critical line.
This chapter includes four Sections: some basic definitions of the Riemann zeta 
function are introduced in the first section. Then the properties which are required 
in this thesis are given in Section 1 .2. The previous main asymptotic expansions
1
of the Riemann zeta function are reviewed in Section 1.3. The last section is the 
structure of the thesis which also highlights the main contribution of the work.
1 .1  D e f in i t io n s  o f  t h e  R ie m a n n  Z e ta  F u n c t io n
The celebrated Riemann zeta function is defined by the Dirichlet series
oo
C ( s )  =  J 2 n ~ S i Res>l. (1 -1 .1 )
n — 1
This function seems to have been studied first by L. Euler (1707-1783), who con­
sidered only real values of s . The present notation and the notation of ( ( s )  as a 
function of the complex variable s  are due to B. Riemann (1826-1866), who made a 
number of startling discoveries about £(s). Riemann wrote s  =  a  +  i t for the com­
plex variable s, and this notation has be used in this thesis. From Cauchy’s integral 
test one knows that the series (1 .1 .1 ) converges in the region described; moreover if 
a  >  1 then the series is dominated term by term by the absolutely convergent series 
n ~a, so that, by Weierstrass’s criterion, it converges uniformly in a  > 1 .
There is a second representation of £(s) due to Euler in 1749 which is perhaps 
more fundamental and which is the reason for the significance of the Riemann zeta 
function. This is
C(s) = Il(1 -P'S)''1. Res>l, (1 .1 .2)
where the product is taken over all prime numbers p . This is called the Euler product 
representation of the Riemann zeta function and gives analytic expression to the 
fundamental theorem of arithmetic. The infinite product is absolutely convergent 
for a  > 1 .
The analytic continuation of £(s) is obtainable by means of a loop integral of 
Hankel’s type
C(s) =
T (1 — s )  r ( ° + ) (— z ) s  d zL (1.1.3) 
and the
2 n i  J  oo  e z — 1 z
where the contour does not encircle any of the points ±27rm, n  =  1,2, 
phase of z  at the beginning of the contour is zero. The symbol indicates a path 
of integration which begins at + c x d , encircles the origin once in the positive counter­
clockwise direction and returns to +oo. Now this integral is uniformly convergent
2
in any finite region, and so represents an integral function of s . This enables us to 
continue ( ( s ) over the whole plane. Hence £(s) is analytic for all values of s except 
for a simple pole at s  =  1 , with residue 1 .
1 .2  P r o p e r t ie s  a n d  H y p o t h e s e s  o f  £ (s)
(1) . The functional relation satisfied by ( ( s )
By using the residue theorem, (1.1.3) embodies the well-known functional equa­
tion
COO = x(s)C(l - s), x ( s )  =  257rs_1sin ̂ 7rs T (1 - s )  =  . (1 .2.1 )
This relation combined with the Dirichlet series in (1.1.1) enables (in principle) the 
computation of ( ( s )  throughout the s plane except in and on the boundaries of the 
critical strip 0 < a  < 1 .
(2) . Riemann’s hypothesis concerning the zeros of ( ( s )
From (1.2.1), it may be deduced that ( ( — 2 m )  =  0 for m  =  1, 2, • • •. These 
zeros of ( ( s ) are known as the “trivial” zeros. If s is an integer, the values of ( ( s ) 
can be obtained from the definition (1.1.3). The function z / ( e z — 1) is analytic near 
z =  0; therefore it can be expanded as a power series z / ( e z  — 1) = X^ o  B n z n / n \  valid 
in the disk \ z \  <  27t, where the coefficients B n of this expansion are by definition 
the Bernoulli numbers. This expansion can be used in (1.1.3) to obtain
C ( 0 )  =  - 1  =  0 ,  ( ( 2 m )  =  m  =  1 , 2 , - - - .
(1.2.2)
It can be shown that ( ( s )  has no zeros at which a  >  1 in (1 .1 .2). From the functional 
relation (1 .2.1 ), it is now apparent that the only zeros of ( ( s )  for which a  <  0 are the 
“trivial” zeros and all the complex zeros (the “non trivial” zeros) must be distributed 
symmetrically about the line o  = For o  —  1, it has been proved that £(1 + z£) / 0 
and ( ( s ) has an infinity of zeros [Titchmarsh 1930, p. 3]. Hence all the zeros of ( ( s )  
except the “trivial” zeros lie in that strip of the domain of the complex variable s  
which is defined by 0 < o  < 1 .
3







R e  (s)
0.5
Figure 1 .1 : The zeros and the simple pole of £(s)
It was conjectured by Riemann ( the Riemann Hypothesis ) that: all the 
complex zeros of £( s ) are situated on the line a  =  b  which is called the 
critical line. However, the proof of this claim is still open. It has been proved by 
Hardy that an infinity of zeros of ( ( s )  actually lie on the critical line. The numerical 
evidence is very convincing; it is known through very extensive computations that 
the first 1 500 000 001 zeros of the Riemann zeta function lie on the critical line. 
Nevertheless, there have been a number of examples of assertions based on very 
extensive computation in analytic number theory which have later been disproved 
by theoretical considerations without a counter example being found. The zeros and 
the simple pole of £(s) situated at s = 1 are shown in Fig. 1.1.
(3). The Lindelof Hypothesis
The Lindelof Hypothesis is a further conjecture which would be a consequence 
of the Riemann Hypothesis but which is not sufficient to imply the Riemann Hy­
pothesis in the present state of knowledge. It represents the limit of what one might 
expect to be able to prove with classical techniques. The Lindelof Hypothesis can
4
be phrased as expressing that for each positive e as t —»• oo
a \  +  i t ) = O W ) -  ( 1 - 2 - 3 )
The formulation of the Lindelof Hypothesis just given involves measuring the ‘size’ of 
the zeta function by Sup{0<j;<:r}|£(|-M£)|. It is possible to replace the ‘sup norm’ here 
with various integral means, and this has the further advantage that it fractionates 
the Lindelof Hypothesis into a family of assertions which can be investigated by 
special methods.
1 .3  B a c k g r o u n d  o f  A s y m p t o t i c  F o r m u la s  fo r  £ (s)
Of fundamental importance is the behaviour of ( ( s )  in the critical strip and, in 
particular, on the critical line s = \  + i t . It is often necessary to be able to represent 
C{ \  +  i t ) in a simple way high in the critical strip and calculate it there with great 
accuracy. It is usually more convenient to work with the real even function Z { t )  
defined by
m  =  +  it), (1-3.1)
where the phase-angle t ) has the representation
t i ( t ) = arg{7T"2,4r(i + ̂ it)} = Imlogr(i + Ut) -  ̂ logyr, (1.3.2)
and possesses the asymptotic expansion for t —» +oo [Haselgrove, 1963]
7 31
~  1} ” I + i t  +  5760(3 + 80640£5 + (1.3.3)
which follows from Stirling’s formula for the logarithm of the gamma function.
The two well-established methods of computing ( ( s )  in the critical strip are 
the Gram and the Riemann-Siegel formulas which have been known for the better 
part of a century. In 1903, Gram gave an asymptotic expansion for ( ( s )  based on 
the Euler-Maclaurin summation formula in the form
M—l
C(«) E « " *  +
£ ? 2 r  ( ® ) 2 r - l
n=l
M Y~S 1 00
——  +  ~ m ~s +  m ~s y ---------------s-1 2 f ^ l ( 2 r ) \ M 2 r ~ 1 (1.3.4)
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where B 2r are the Bernoulli numbers and (s)r =  T(s + r ) / T ( s ) .  For the terms in 
this expansion to initially decrease, M must be chosen such that M  >  |s|/27r, for 
large t, however, this means that the number of terms in the finite “main sum” then 
becomes 0 ( t / 2 tt) and the time of computation for very large t  becomes prohibitively 
long.
An alternative, more powerful expansion given by Siegel in 1932 from Rie- 
mann’s manuscripts of the 1850’s is the so-called Riemann-Siegel formula, which 
can be obtained by appropriate manipulation of the contour and expansion of the 
integrand in (1.1.3) about its saddle point. The Riemann-Siegel formula is [Hasel- 
grove, 1963; Edwards, 1974; Titchmarsh, 1986]
cos — t  logn)




where N t and p ( t )  are defined by
N t =  int [ ( t / 27t) 2], p  =  p { t )  =  ( t / 2 n ) i  -  N ttj (1.3.6)
and the int [ ] denotes the integer part. The function ^( t )  is defined in (1.3.2) and 
R m  denotes the remainder. The functions ipr {p) are combinations of derivatives of 
the function
^o(p) cos2 tt(p 2 -  p - T e )cos 27rp
and the first few of the functions ipr ( p) are given by
M p )





(12). . 11 , l*\.  . 19
The asymptotic formula (1.3.5) requires N t ~  ( t / 2 n ) i  terms in the main sum and 
thus represents a considerable saving in computational time for large t compared 
with the Gram formula. The main sum in (1.3.5), which usually dominates Z ( t ) ,  is 
however a discontinuous function of t  because of the discrete upper limit N t . The
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correction terms in (1 .3 .5 ) ‘smooth out’ the discontinuity in successive derivatives 
of this approximation to Z ( t )  at the truncation point.
In 1992, a new asymptotic representation for £ ( | +  i t )  suitable for computa­
tional purposes when t is very large was given by Berry and Keating. [Berry and 
Keating, 1992] as an example of a technique for dealing with zeta function-like series 
encountered in quantum chaology. By means of Cauchy’s integral formula applied 
to Z ( t ) ,  they derived an asymptotic expansion for Z ( t )  for which the leading term 
is given by the convergent sum
Z 0( t , K) =  2R e f n - i e W * ) - '10*"' x I  (1 .3 .7 )
where £(n,£) =  logn-$ '(£), Q 2( K, t )  =  k 2 - i t i 9 ” (t) and k  is a real parameter chosen 
freely. Other terms of the asymptotic expansion for Z ( t )  (other than the leading 
term) can be evaluated in terms of Hermite polynomials. The dominant contribution 
Z 0( t , k ) is a convergent sum over the integers n  of the Dirichlet series, resembling 
the finite ‘main sum’ of the Riemann-Siegel formula, but with the sharp cut-off 
smoothed by a complementary error function. The main sum and first correction 
term of the Riemann-Siegel formula are included in the leading term Zo(C «)• It is 
possible that more, perhaps all, terms of the Riemann-Siegel formula are contained 
in Z 0( t , «). As a consequence, it is found numerically that Z 0(t,  k ) is always a better 
approximation that the main sum of the Riemann-Siegel formula, with the addition 
of higher correction terms in the expansion yielding further improvement comparable 
with the Riemann-Siegel formula.
In 1994, an alternative asymptotic representation for £(s) on the critical line 
was derived by Paris [Paris, 1994]. This asymptotic formula resulted from appli­
cation of the Poisson summation formula to the tail of the Dirichlet series repre­
sentation of ( ( s )  followed by analytic continuation. Suitable approximation using 
the uniform asymptotic expansion of the incomplete gamma function Q ( a , z )  =  
T(a, z)/T(a), then yields an approximation for Z ( t )  in the form
Z ( t )  *  2 £  cos W )  - n o g ^ +R e{e- W(t)̂ (t)_ few(g l (a) g  B r ( w M 4 R 2 l }t
k=0 V k 2 R1-0sin w r=0 r^ -r(a )(1.3.8)
7
\ r j ±  - ±7—— 1 — log (±7—), n  =  27rkR =  ( 2 N  +  l ) n k ,Cb (X
.CL ( t  \  l)in i ----  =  -------- ------  2 R  (27V+ 1 ) '
r * (a) denotes the expansion of the ‘scaled’ gamma function truncated after n  terms. 
The convergent sum E m ( t ) is given by
where m  =  1, 2, • • • and TV is arbitrary. rj± and w  are defined by
Z k= 1
k lt 2 erfc ( ( a / 2 ) - 2  5N r]_; m), (5N — -1  A; < TV, +1 A; > TV, (1.3.9)
where erfc (z; m) is the modified complementary error function defined by
- z 2 m— 1
erfc (z; m )  =  erfc 2: ------ 7= D r ( 2 z 2)~r , m = 1, 2, • • •. ( 2  /  0),^ v 71" r=o
and the first few coefficients B r ( w)  are defined in the form
B i ( w )
B2(w )
1,
1 2 - 1-  + cot w  — w  cot w,
-(1 — 20cosec2 u; +  24cosec4 w )  + -w  8 6
+ic-2(l + 2 cot2 w ) .
(1  — 6  cosec2 w )  cot w
The asymptotic formula (1.3.8) consists of the finite main sum of TV + 1 terms 
which is analogous to the main sum in the Riemann-Siegel formula, together with 
a series of correction terms involving an infinite sum of modified complementary 
error functions. Numerical results suggest that term for term (1.3.8) is at least as 
accurate as the Riemann-Siegel formula and yields a comparable accuracy to the 
Berry-Keating formula.
1 . 4  S t r u c t u r e  o f  t h e  T h e s i s
This thesis is basically organised in two parts. The first part (Chapters 2-3) proposes 
a new Riemann-Siegel type and Gram-type asymptotic formulas for ( ( s )  when t is 
large. The second part (Chapters 4-5) is concerned with the asymptotic behaviour
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of the coefficients which appear in the uniform asymptotic expansion of Q ( a , z ) and 
the late term appearing in the Riemann-Siegel type asymptotic formula for £(s).
Chapter 2 proposes a new Riemann-Siegel type asymptotic formula for ( ( s )  
when t  is large. This chapter mainly consists of two parts. The first part (Sections 
2.2 -2 .6 ) develops a new Riemann-Siegel type asymptotic formula for £(s) on the crit­
ical line. The special case for the proposed asymptotic formula of Z ( t )  is considered 
and the method of calculation of the coefficients is given. Discussion and numerical 
results demonstrate the validity of the asymptotic formula for Z ( t ) .  The second part 
(Sections 2.7-2.10) studies the case when t  is near a critical value which is defined by 
27t x 7Vt2, where N t is positive integer. A modified Riemann-Siegel type asymptotic 
formula is proposed in the neighbourhood of a critical value and the calculation of 
the coefficients is also discussed. Discussion and numerical results are given.
Chapter 3 proposes new Gram-type asymptotic formulas for £(s) which are the 
incomplete gamma function-smoothed Gram-type and the confluent hypergeometric- 
smoothed Gram-type asymptotic formulas for £(s) in Sections 3.2 and 3.3. Extensive 
numerical results demonstrate the validity of these asymptotic formulas. A bound 
on the remainder term appearing in the Gram-type asymptotic formulas is studied 
in Section 3.6. Estimation of the order of the main sum in the asymptotic formulas 
and the order of C(| +  i t )  is given using the new method in Sections 3.8 and 3.9.
Chapter 4 studies the asymptotic behaviour of the coefficients cr (r)) in the 
uniform asymptotic expansion of Q ( a ,  z )  for large r. Derivation of the asymptotic 
form of cr (rj) for large r is given in Section 4.2. The representation and asymptotic 
expansion of the function F r (r}) appearing in the asymptotic form of cr {rf) for large 
r  is developed in Section 4.3. Extensive numerical results are presented in Section
4.4. The asymptotic behaviour of the function G r (z )  appearing in the function 
F r (r}) is studied in Section 4.5. Discussion and numerical results are included in 
Section 4.6. The asymptotic behaviour of the function f r (r}), which is defined by 
f r i v )  =  {(27r)r+1/ r ( r  4- }cr (77), is developed in Section 4.7.
Chapter 5 deals with the asymptotic behaviour of the late terms in the Riemann- 
Siegel type asymptotic formula for £(s) given in Chapter 2 . For this purpose, the 
asymptotic behaviour of the coefficients a ^  for large r is studied in Section 5.2.
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Then the behaviour of the late terms in the asymptotic formula for £($) when t is 
large is given in Section 5.3. The behaviour of the late terms in the asymptotic for­
mula for £(s ) when t  (^> 1 ) is in the neighbourhood of a critical value is considered 
in Section 5.4.
Chapter 6  presents the conclusions of this thesis and gives possible future 
research topics.
Some useful formulas are included in Appendices A-C.
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C H A P T E R  2
A  R I E M A N N - S I E G E L  T Y P E  
A S Y M P T O T I C  F O R M U L A  F O R
Z ( t )
2 . 1  I n t r o d u c t i o n
A general representation for the Riemann zeta function on the critical line s  =  ^ +  i t  
when t  —> Too is given in this chapter. This result involves an error function 
smoothing of an infinite sum. We also propose a modification of this asymptotic 
formula in the neighbourhood of a critical value, where the critical value is defined 
by t = 2w x TV2, N t being a positive integer. The cut-off value, which is the transition 
point of the incomplete gamma function in the main sum of the asymptotic formula, 
is the same as the cut-off value of the Riemann-Siegel asymptotic formula. Therefore 
this asymptotic formula is called a Riemann-Siegel type formula.
The outline of this chapter is as follows: The derivation of the basic formula 
for Z ( t )  is given in Section 2.2. A general representation for the Riemann zeta 
function on the critical line s =  T i t ,  when t  —> + 0 0 , is proposed in Section
2.3. The method of obtaining the general coefficients in the asymptotic formula 
is developed in Section 2.4. A discussion and extensive numerical results of the 
general asymptotic formula are given in Sections 2 .5-2.6 . An asymptotic formula in
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the neighbourhood of critical values t  is proposed in Section 2.7. The calculation of 
the coefficients B * ( w ), which are defined by (2 .8 .1 ), in the asymptotic formula given 
in Section 2.7, is studied in Section 2.8. A discussion and numerical results in the 
neighbourhood of critical values of t  are given in Sections 2.9-2.10. Conclusions are 
given in the last section. The details of the proof of some formulas are included in 
Appendix A.
2 . 2  A  B a s i c  F o r m u l a  f o r  Z ( t )
2 .2 . 1  T he  D e riva tio n  o f the E xp an sio n  for £(s)
We derive an asymptotic representation for Z ( t )  based on the expansion for £(s) 
given by
«*) = r ( f )
1 OO oo
- )  +  Z ) n ~ sQ { ~ ,  m 2Z) +  x ( s )  £  nn=l n=l - ‘Q d - g A ™ 2/*),(2.2.1)
where
X(s) =  2 V 1 sin y  T(1 -  i )  =  * - * r ( 2 (~ 2), (2.2.2)
and ^ is a complex parameter satisfying |arg^| < f- this result involving the nor­
malised incomplete gamma function Q ( a } z ), which is defined by
12231
The result (2.2.1) is the expansion given in [Lavrik, 1968] for the Dirichlet L-function 
specialized to C(s). We remark that the case f  = 1 is effectively embodied in Rie- 
mann’s 1859 paper, though he did not explicitly identity the incomplete gamma 
functions.
We will prove (2 .2 .1 ) by using a slight modification of Riemann’s original 
analysis. He obtained the result
c r  oo
7 T " 2 r(-)C (s) =  /  x^~li;(x)dx, (2.2.4)z J o
where Re (s) > 1 , and ,0 (x ) denotes the sum
°o
'ip(x) = ^2 e~nn2x.
n= 1
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The function 'ip(x) satisfies the well-known Poisson summation formula
2ip(x)  +  1 =  x  2 { 2 ,i p ( l / x )  + 1 }, | a r g x | < —. (2.2.5)
Instead of dividing the path of integration in (2.2.4) into [0,1] and [l,oo), we 
divide the path into [0 , £] and [£, oo), where, for the moment, we restrict £ to lie in 
|arg£| < §• Then, from (2.2.4) and (2.2.5) we find
Reversal of the order of summation and integration, which is justified by absolute 
convergence, followed by introduction of the new variable u =  7rn2x, enables ( ( s )  to 
be written in the form
The resulting integrals can be expressed in terms of the normalised incomplete 
gamma function Q ( a , z ) .  From (2.2.7) and (2.2.3), we obtain the expansion (2.2.1).
respectively. The result (2.2.1), which was derived for Re (s) > 1 and | arg £| < 
holds for all values of s (except 5 = 1 ) and £ satisfying | arg £| < |  by analytic 
continuation.
We will use the Mellin-Barnes representation of the incomplete gamma function 
to give an alternative proof of the expansion (2 .2 .1 ) in Section 3.2.
(2.2.7)
Since T(a, z )  ~  z a l e z as \z\ —> oo in | arg z\ <  then both sums in (2 .2 .1 ) 
converge absolutely for all values of 5, with late terms behave like n-2exp (—nri2^ 1),
2 .2 . 2  T h e  D e riva tion  o f the B a s ic  Form ula  for Z ( t )
We study the special case of the result (2 .2 .1 ) when s is on the critical line , that is 
5 =  ~ +  it . By the symmetry of the zeta function, it is sufficient to take t > 0. In
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this case it is more convenient to consider the real even function Z ( t )  given by
Z ( t )  =  +  i t ) , (2.2.8)
where $ ( t ) is defined in (1.3.2). Moreover, $ ( t ) is a real and odd function of t. It is 
noted that for large t , we may approximate $(£) by Stirling’s asymptotic expansion 
for the gamma function given in (1.3.3).
We now specialise the result (2 .2 .1 ) to the critical line. When s  =  \  +  i t ,  (2.2.2) 
can be written as the following form
x ( |  +  i t )  = =  e ~2 i m - (2'2'9)
In order to obtain a symmetrical form, we require |£| =  1 and write £ =  e^,
where (j) is real. According to Q ( a , z )  =  Q ( a , z )  (where the bar denotes the complex 
conjugate), substitution of (2.2.1) into (2.2.8) and using of (2.2.9), considering the 
factor 7rfet,?(^ / r ( |)  is real, (s =   ̂+ i t )  then yields the elegant result [Paris, 1993]
Z ( t )  =  e«(,> -  1) + e*“> f > - * « ( £ ,  ™ 2e*)
1 \2) S 1 S n = l  Z
+ e - t m  g n«-iQ(L z l ^ n y e ,4>)
n = l  ^
7T2 P2^(S_1) pb4>S , s OO
=  y(£r ^ r + — ) + e £  n ~sQ ^
+ e - i m
n= 1 1
7j-2s e^*^= 2 R }, (2.2.10)
n—1
where s =  ̂ and |0 | < f .
2 . 3  A  N e w  A s y m p t o t i c  F o r m u l a  f o r  Z ( t )
To obtain an approximation for Z ( t )  as t  —> +oo, we employ the asymptotic expan­
sion of the incomplete gamma function Q(a, z)  which holds uniformly as a  —» oo for 
|^| G [0 , oo) in the domains | arg a\ <  tt — and | arg ( z / a ) \  <  2tc — 2̂ , where ei, 
are positive numbers satisfying 0 < e\ < 7r, 0 < 62 < 27t. The uniform asymptotic
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expansion of Q(a, z )  given in terms of the complementary error function, can be 
written as [Temme, 1979]
1 , p~ha/n2 m~ lQ(a>z ) =  ^erfc ((0 / 2 ) 277) + - v-— { J 2  a ~rcA v )  +  a ~ m G m { a , 77)},2 V 27TCL r_o
with
Crto) =  (-r% ^ Dr2 r + l  ’/i ~r 77




where m  =  1 , 2 , • • • and G m ( a , 77) is the remainder in the expansion truncated after 
m  terms. The choice of the square root branch for 77(A) is made such that 77(A) 
and A — 1 have the same sign when A > 0. We note that 77 ~  0 when A ~  1 . The 
coefficients cr (rj) are specified in terms of the polynomials Q r (ix) in p, of degree 2 r, 
and D r =  ( —2)rT ( r  + ^)/T(^). The polynomials Q r { p)  can be written as
Qr  (a0 — (1 + P ) P r { p )  +  ( — Y l r H  ^
where P r ( p)  is a polynomial of degree 2 r — 2 ( r  >  1 ). Writing
Pr{p) — Po ̂ + Pi V  + -- 1“ P2r-2̂ T 21
(2.3.4)
(2.3.5)
the coefficients p ^  satisfy the relations
Por) =  (2r -  l)Por 1}>
p V  =  (2r -  1 -  k ) ( p {Y ~ l) +  P k l i ]), k =  1, 2, • • •, 2r — 4, 
P 2 J- 3  =  2p2r-14),
P 2 J- 2  =  { - Y ~ lrf r - 1, (2.3.6)
with as starting polynomial P \ { p )  =  1 , or p ^  =  1 .
We now define the modified complementary error function [Paris, 1994] by
z2 m— 1
erfc (z; m )  =  erfc z Z\ 7T £  Z>r (2z2) - r , m = 1 , 2, • • •. (z ^  0 ), (2.3.7)r=0
which corresponds to the removal from the complementary error function erfc z  of 
the first m  terms of its asymptotic expansion for \z\ —> 0 0  in | arg z\ < t7t. Using
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the definition (2.3.7), the uniform asymptotic expansion (2.3.1) can then be written 
in the modified form more suitable for the present application as
1 e-\ar]2 m - 1Q(a, z )  =  -erfc ((a/2) 2 77; m )  +  / -2 \ J 2 n a  ~{ ' Z ( - Y a ~r ^ 4 § + a ~m G ^ a ’ ^ -  (2-3-8)r = 0  t1
In view of (2.2.10), which involves the incomplete gamma function with a  =
f , z  =  7rn2e^, then
1 1 .  27rn2eJa  =  1  +  - i t ,  A =  — —
It follows from (2.3.3) that 77 =  r)n (t) and (i =  /in(£); for simplicity in presentation 
we shall omit the dependence on t , except where it is essential. We can also show 
that
exp (——arfc) =  exp(—7xn2el<̂ )ns {---- (2.3.9)
The term 7rt e ^ s / s T ( ^ )  in (2.2.10) can be expressed as
7T 2\ s e \i4>s 1 27re.= o(— )'
g 2 (2.3.10)s r ( f )  2 v 5 ' V5Fsr*(f)
We have employed the well-known expansion of the inverse of the “scaled” gamma 
function
T*(z) =  (2tt)~^ z^~zezT(z), (2.3.11)
for large z in the form
1 m— 1
r t n  =  E l r Z r +  z  m H m { z ) ,  m =  1, 2, • • •,
1 \ z ) r = 0
where H m (z)  is a remainder and the first few Stirling coefficients are
(2.3.12)
, 1 1 1397o -  , 7i -  “ 12> 72 -  28g, 73 -  5184Q’ 74 571 ’ 5 75 1638792488320 ' 209018880
Substituting (2.3.8) into (2.2.10) and using (2.3.9), (2.3.10) and (2.3.12), we
obtain
00 1 P \i<t>s O--p  r n - 1 q
Z ( t )  =  Reet1?{ ^  n-serfc ( —rjn y/s;  m )  H - j = { ---- ) []T  ( - ) r_1( J _r^r(s)
n = l  1 V ™  S r = 0  1
The coefficients A r (s)  and the remainder R m  are defined by
M s )  =  ( ~ ) r 7 r  -  2 f  exp ( - ™ V * ) % ^ 1,




Rm =  2 ^  exp  ( - 7 r n V * ) ( 7 m( - ,  r?n) -  Hm{~). (2 .3 .1 5 )n=l
W e can u se th e  reflection  form u la  for th e  m od ified  co m p lem en ta ry  error fu n c­
tio n
erfc (z; m) +  erfc (—z\ m) =  2,
to  m ake th e  su m  o f  m odified  co m p lem en ta ry  error fu n ctio n s in (2 .3 .1 3 ) co n ta in  th e  
fin ite  m a in  su m  over N  term s,
N
2 ^ n  2 co s ($(£) — t lo g n ) ,71= 1
w here TV is an  arb itrary  p o s it iv e  in teger. D efin e th e  a b so lu te ly  con vergen t su m , 
w hen s = J +  it,
OO ^
Em(t; N) = 8Nn~serfc (-8Nr}ny/s; m ),
71=1
(2 .3 .1 6 )
w here
8 n  — < (2 .3 .1 7 )— 1 n < N  
1 n > N.
T h en  th e  fo llo w in g  id en tity  can  b e d erived
oo -t N
^2 n~serfc (-rfy/s; m ) =  2 ^ n " *  +  Em(t\ N).
71=1 Z 71=1
T h is  en ab les us to  w rite  Z{t) from  (2 .3 .1 3 ) in th e  form  [Paris and C an g , 1996] 
=  *  c o g ( t f ( f ) - t l o g n ) +ReeW(0
71= 1 >
Ô rp ~2 ^   ̂ C G _
% = ( — ) [ E ( - r I ( | ) - r^ W  +  ( | ) - m<R™]}, (2 .3 .1 8 )7(5 s r=0 2 2
w here m  =  1, 2, • ■ ■ , | ^ | < f  and w e recall th a t  in th is  form u la  s = \  +  it.
2 . 4  A  S p e c i a l  C a s e  o f  t h e  F o r m u l a  ( 2 . 3 . 1 8 )
2 .4 . 1  T h e  Case  o f ( 2 .3 .1 8 ) for <j> =  §
W e ob serve th a t  th e  factor  et^tyire/s)*/y/iFs  a p p ea r in g  in (2 .3 .1 8 ) co n ta in s  th e  
ex p o n en tia l term  exp  {(^7r — \$)t}  for large t. T h ere  is a  co m p en sa tin g  fa cto r  w hich
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a lso  ap p ears in th e  term s o f  E m(t; N )  w hen  r]ny/s >  l;  th is  resu lts from  th e  a sy m p ­
to t ic  b eh av iou r o f  th e  m od ified  co m p lem en ta ry  error fu n ctio n  [Paris, 1994]. T h u s  if  
(f> <  th e  factor  e ^ s(2ire/s)^/ ^Jtts b eco m es large as t —¥ + o o . In order to  avoid  
th is  n u m erica lly  large term , w e are effective ly  forced to  se t (f> =  W e a lso  can  
ch oose  <j> =  |  — 0 e, w here </>e is a  very sm all argu m en t. H ow ever, th e  c o m p e n sa tin g  
coeffic ien ts (2 .3 .1 4 ) have not b een  com p u ted .
T h ro u g h o u t th e  rest o f  th is  ch ap ter, we a ccord in g ly  let \  and defin e th e  
variab le w by
w 2 =  - ^ i s  =  -  ^ z). (2 .4 .1 )
T h en , th e  coeffic ien ts Ar(s) in (2 .3 .1 4 ) are g iven  by th e  sim p ler  form
M s )  =  R r7r -  2 £  ( - ) " % [ £ ! ,  M„ =  0 2 - 1 .  (2 .4 .2 )n=1 “n W
For con ven ien ce , define
A r (s) =  2~2rw 2r+1B r (w). (2 .4 .3 )
T h e  exp a n sio n  for Z ( t )  in (2 .3 .1 8 ) on th e  cr itica l lin e  th en  tak es th e  final form
Z(t) = 2 £  * to g n ) +  R e  e » M  {Em(t, N)
n—l V n
TV m_1- ( 2 i ) - * ( - ) V f [ £  (7 r i/4 )r B r {w) +  ( w ^ ) - 2™ -1^ ] } ,  (2 .4 .4 )
W  r=0
w here th e  rem ainder Rm is defined  by
Rm =  ( - r + ^ i / A T R m ,  (2 .4 .5 )
w ith  Rm g iven  in (2 .3 .1 5 ), m  =  1, 2 * * *, ./V is an arb itrary  p o s it iv e  in teger  and  
B r (w) are coeffic ien ts w hich  are ev a lu a ted  in th e  n ex t sec tion .
2 .4 . 2  C a lcu la tio n  of the Coefficients B r ( w )  for 4> —  \
If (j) =  | ,  th e  coeffic ien ts Ar(s) g iven  in (2 .4 .2 ) in c lu d e defined  in (2 .3 .4 ) . T h e
p o ly n o m ia l Q r( / i ) is o f degree 2r  in (i and can be w r itten  as
Q r (p ) =  f > L V ,  (2 .4 .6 )
k=0
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where the coefficients a kr  ̂ satisfy the recurrence relation which is given in (5.2.5); 
the values of a ),; are also presented in Table 5.1 for 0 < r < 10, 0 < k < 2r. 
Substitution of (2.3.6) into (2.3.4) then leads to the following polynomials
<2o(a0
O i (m)
Q 2 ( » )
Q ^ l i )
= 1,
11 + M + Y2^2’
25 9 1 o 1 43 +  5/i +  —/i + - / x  + — /. ,
olr 105 2 77 , 49 4 1 5 139 615 +  35U +  — V +J2#* +  ^  — 51840^ ’
1365 o 1883 , 2513 , 149 221




(r)It is noted that a k satisfy the condition
2 r —1
£  H*®*0 =  0. (r > !)• (2.4.8)A:=0
The details of the proof of (2.4.8) will be given in Section 5.2.
Substitution of (2.4.6) into (2.4.2) and use of (2.4.8) shows that
2 r k ( r ) ^  W2M s )  =  ( - ) r i r  +  2 E ( - W E ( - n
k=0 n = l
2 r  oo „ , ,2




k—0 W2 — 7T2n2
(2.4.9)
The inner sum can be expressed in terms of the functions S k ( w)  defined by
S k ( w )  =  2*-1 £  ( - ) w( w 2 — 7T 2n 2)k , /c = 1, 2, (2.4.10)
S k ( w)  can be written in terms of cosec re and its derivatives. The recursive relation 
for S k( w)  is
& / \ 1 o , N 1 d S k(w)S k+ i { w )  =  — S k( w ) - - — - ---- , A: =  1, 2, - - -,w  k a w
S \ ( w )  =  cosec w.  (2.4.11)
The proof of (2.4.11) is given in A.l.
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By the definition of (2.4.3), the coefficients B r ( s ) can then be finally written 
in the form
B r { w )  =  f ;  (-)* a ir)(«J/2)-*S2r+1- lt(tt;). (2.4.12)fc=0
The explicit representation of the first few coefficients B r ( w)  is therefore given by
B 0 (w)




S i {w ), 
S 3{ w)  -
3 S 5(w)
S 2(w)  1 S i ( w )+ 2 >w / 2  1 2  (w / 2 )
c S 4{w)  25 S 3( w)  0 ---- ---- h 1 S 2(w)  1 S i ( w )+w / 2  1 2  (w /2 ) 2 1 2  (w /2 ) 3 288 (w /2 )4’
, , ,0 / \ ocSe(u>) 105 S5(w) 
1 5 6 7 ( 1 0 ) — 3 5 ----- —  + 77 S a(w ) 49 S 3( w)+
1 S 2( w)
w / 2  ' 4 (w/2) 2 12 (w/2) 3 ' 288 (w/2)'
139 S i ( w )6 >288 (u//2 ) 5 51840 (w/ 2 )
i n r o , n 0 1 ^ 8 ( w)  , 1365 S 7( w)  1883 S 6( w)  , 2513 S 5( w)10559(w) -  3 1 5 ^  +  —  ̂ 5  -  + I T  ( ^
149 S 4( w )  221 5 s (w )  139 S 9(w )+ +288 (w/2 ) 5 51840 (w/2) 6 ' 51840 (w/2);
571 5j(w)
2488320 (w/2)8’ (2.4.13)
2 . 5  D iscussion o f Q ( s / 2 , % n 2 i )  and E m ( t ; N )
We notice that the sum in (2.2.1) represents the original Dirichlet series “smoothed” 
by the incomplete gamma function Q (|,7m 2z). For large t , the behaviour of this 
incomplete gamma function changes abruptly in the neighbourhood of its transition 
point given by |  =  7rn2z; that is, when n  attains roughly the Riemann-Siegel cut-off 
value N t defined in (1.3.6). Then for values of n near 7Vt, we obtain from (2.3.1) the 
approximation
Q ( |,  n n 2i) ~  ierfc [ n r  * (n2 -  ^ ) e  * *]
~  -erfc [ V 2 n i ( n  — N t — p(7))], t  —> + 0 0 . (2.5.1)
Thus, for large £, we have Q ( ^ n n 2i) ~  1 when n  <  N t ; while Q (|,7m 2z) decays 
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Figure 2.1: The behaviour of |$(f,7rn2z)| f°r the case s =  \  + 800z when n =
1, 2, 25
effectively “switch off” when n  is near N t . This behaviour of Q ( |,  ixn2i) is illustrated 
in Fig. 2.1 for the particular case t  =  800.
The rate of convergence of the sum E m ( t ; N )  is a crucial factor in (2.4.4) 
when computing Z ( t )  for large t. From the asymptotic behaviour erfc(2:;ra) ~  
( 2 / n ) i  D m ( 2 z 2) - m- h - z2 valid as 2 —>• oo in | arg z\  <  together with the re­
sult, from (2.3.3), ~  A = 2t\ n 2i / s  as n —> oo, we find that the terms in E m ( t ; N )
ultimately lose their n ~ s dependence to behave like
|n“serfc(t»?„Vs;m)| ~  (2/ tt)2 \ D m \ | ( ^ s ) “”‘“ ^|(V 2^ )- ^
= (27m2)-m-20((«/27r)"4- (2.5.2)
Thus, although the decay of the terms in E m ( t ; N )  is algebraic rather than expo­
nential (since the phase of the modified complementary error functions is ~  n / 4  
for large t), this algebraic decay is controlled by n ~ 2m~ l together with a scaling 
factor depending weakly on t  like t~ *. This nonetheless represents a considerable 
improvement of the convergence for moderate values of m .
We now choose the number of terms N  in the finite main sum in (2.4.4) equal to 
the Riemann-Siegel cut-off value N t given in (1.3.6). This choice has the consequence 
of making the terms in the sum E m (t; N )  decay rapidly either side of n  =  N t . In Fig.
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2.2, w e illu stra te  th is  decay  for d ifferent va lu es o f  m  in th e  p articu lar  case  t — 2000  
w hen TV =  N t\ we a lso  show  th e  con seq u en ce o f  ch o o sin g  N  <  N t. A n im p o rta n t  
featu re in th e  ca lcu la tio n s is th a t  th is  rapid fa ll-o ff o f  th e  term s in E m(t; N t) aw ay  
from n =  N t is e ssen tia lly  in d ep en d en t o f  t. T h is  can be seen from  (2 .5 .1 ) w hich  
show s th a t  th e  argu m en t o f th e  m od ified  co m p lem en ta ry  error fu n ctio n s in E m(t\ N) 
has th e  sam e form  w hen n ~  N t, th u s revea lin g  th a t  th e  decay  on b o th  sides is 
con tro lled  on ly  by th e  difference |n — N t\.
W e tru n ca te  th e  sum  E m(t; N t) at n.\ and 77,2 , w here n\ <  N t <  77,2 are d e­
term in ed  by w hen  th e  m od u lu s o f  th e  argu m en t o f th e  m odified  co m p lem en ta ry  
error fu n ctio n  a tta in s  a prescribed  value, th a t is \ \r]n \ f s \  — K \ / 2 n ,  w here K  is an 
integer. From  (2 .5 .1 ), th is  occu rs rou gh ly  w hen 177, — | =  K ; we th erefore take
=  N t ±  K .  From  (2 .5 .2 ) , we have th a t th e  m a g n itu d e  o f th e  term s in E m(t\ N t) 
at th ese  tru n ca tio n  values is th en  given  a p p ro x im a te ly  by
(2/7r)^|An|(^/27r)-i(47rW2)— T
For ex a m p le , if  we ch oose  K  =  10 th is  corresp on d s to  n eg lec tin g  term s in E m(t\ N) 
w hen t 1 o f  m a g n itu d e  sm aller  th an  roughly  2 .63  x  10 -10 -̂ 4 w hen rn =  3 and
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n
5 10 15 20 25 30 35
m =  2
m = 4
lo8'io K l
t =  2000; N  =  13, Nt =  17
F igu re  2.2: T h e  b eh av iou r o f  a n =  erfc { \ S N r]n^Js; m )  ap p ea r in g  in E m ( t ; N t ) for (a)  
m =  1, m =  3; m =  2, m =  4 w hen  t - 2000 , N  =  N t, (b) m =  1, m  =  3; m =  2, 
m  =  4 w hen t  =  2000, N  <  N t
2 . 6  N u m e ric a l R esu lts  o f ( 2 .4 .4 )
T o illu stra te  th e  accu racy  o f  (2 .4 .4 ) tru n ca ted  a fter m term s we present th e  resu lts  
for th e  th ree  cases
t =  18, t  =  7 0 0 5 .0 8 1 8 6 , t =  250000.
T h e  first va lu e o f t is very low  and is s itu a ted  a p p ro x im a te ly  m id w ay b etw een  th e  
first, tw o n on -tr iv ia l zeros o f  ((s).  In th is  case  Nt — 1, so th a t  su m m a tio n  in E m(t; N t) 
is carried ou t over 1 <  n <  ?i2- T h e  secon d  va lu e  corresp on d s to  th e  first pair o f 
clo se  zeros in b etw een  w hich  Z ( t )  is very sm all. T h e  th ird  va lu e chosen  corresp on d s  
to  a  p o in t h igh  up on th e  cr itica l line in th e  tru ly  a sy m p to tic  range.
T h e  resu lts are presen ted  in T ab les 2 .1 -2 .3  for d ifferent va lu es o f  in and d if­
ferent tru n ca tio n  in d ices n i ,  n 2. For th e  low est va lu e o f  t w e co m p u ted  i9(t) bv 
m ean s o f  (1 .3 .2 ) , w hereas for large va lues o f  t it w as su fficient to  use th e  w ell-know n  
a sy m p to tic  exp an sion  for d(t) g iven  in (1 .3 .3 ) . For com p arison , we give th e  values  
o f Z ( t )  co m p u ted  u sin g  M athem atica  and th e  va lues o f  Z ( t )  co m p u ted  u sin g  th e  
R iem a n n -S ieg e l (R -S ) form ula  w ith  five correction  term s.
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Table 2.1: Computations of Z ( t )  from (2.4.4) for t  =  18
t= 18
tf(t) =  0.0809
Z(<)=2.33679 96899 16 
p ( t )  =  0.693
N t =  1
m =2
n2 Zapprox | Z  ( t )  Zapprox |
2 2.33612 94955 6.7 x 10 “ 4
3 2.33682 83433 2.8 x  1 0 " 5
4 2.33678 65806 1.3  x  1 0 " 5
5 2.33679 40559 5.6 x  10 “ 6
m =3
n2 7̂approx | Z  (t) Zapprox
2 2.33652 96514 2.7 x 10 “ 4
3 2.33680 73737 7.7 x  10 “ 6
4 2.33679 91542 5.4 x  1 0 " 7
5 2.33679 99857 3.0 x 1 0 " 7
m =4
n2 7̂approx 1z (t) Zapprox|
2 2.33688 188644 8.2 x 10 “ 5
4 2.33679 91036 5.9 x  1 0 " 7
5 2.33679 96660 2.4 x 10 " 8
m =5
n2 7̂approx \z(t) Zapprox
2 2.33684 54911 4.6 x 1 0 " 5
3 2.33679 95068 1.8  x  1 0 ' 7
4 2.33679 96947 4.8 x 10 “ 9
5 2.33679 96896 3.7 x  1 0 " 10
R-S value 2.33679 6 17 3.5 x  10 " 6
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Table 2.2: Computations of Z ( t )  from (2.4.4) for t  =  7005.08186
t=7005.08186 Z(t) =  0.00396 73572 77190 50701 38402 N t =  33
i?(t) =  21072.6941 p(t) =  0.390
m =2
n u  n 2 7̂approx l^(^) Zapprox
25, 40 0.00396 73466 99530 1 . 1  x 1 0 - 8
20, 45 0.00396 73581 32790 8.6 x  1 0 " 10
15 , 50 0.00396 73571 15795 1.6 x  10 -10
10, 55 0.00396 73573 23010 4.6 x 10 ~ n
5, 60 0.00396 73572 60638 i.7  x i c r u
1, 80 0.00396 73572 75878 1.3  x  10 -12
m =3
ni, n 2 7̂approx | Z(t~) Zapprox |
25, 40 0.00396 73570 94439 13302 1.8  x 10 “ 10
20, 45 0.00396 73572 82710 06236 5.5 x 10 -12
15 , 50 0.00396 73572 76642 23029 5.5 x 1CT13
10, 55 0.00396 73572 77288 14461 9.8 x  10 ~ 14
5, 60 0.00396 73572 77165 78273 2.4 x 1 0 " 14
1, 80 0.00396 73572 77189 81290 6.9 x  1 0 " 16
m =4
ni, n 2 Zapprox |^(t) Zapprox
25, 40 0.00396 73572 78008 75339 8 1159 2.9 x 10 -12
20, 45 0.00396 73572 7718 1 53319  69707 9.0 x  1 0 " 15
15, 50 0.00396 73572 77190 97396 11026 4.7 x  10 “ 16
10, 55 0.00396 73572 77190 45497 58332 5.2 x 10 “ 17
5, 60 0.00396 73572 77190 5 16 17  73206 9.2 x  1 0 ' 18
1, 80 0.00396 73572 77190 50710 54550 9.2 x  1 0 " 20
1, 120 0.00396 73572 77190 50701 56007 1.8  x 10 -21
m =5
n u  n 2 Zapprox |^(t) Zapprox
25, 40 0.00396 73572 77216 38928 99974 24396 2.6 x  10 ~ 14
20, 45 0.00396 73572 77190 39853 44751 62935 1 . 1  x  10 “ 16
15, 50 0.00396 73572 77190 5100 1 29593 39808 3.0 x  1 0 " 18
10, 55 0.00396 73572 77190 50680 40140 69187 2.1 x  10 ~ 19
5, 60 0.00396 73572 77190.50703 94288 18603 2.6 x 1 0 - 20
1, 80 0.00396 73572 77190 50701 39322 22910 9.2 x  1 0 - 23
1, 1 10 0.00396 73572 77190 50701 38412 28027 1 . 1  x  1 0 " 24
R-S value 0.00396 73572 77296 1 1.2  x  10 -13
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Table 2.3: Computations of Z ( t )  from (2.4.4) for t  =  250000
t=250000
ti(t) =  1198916.9986
Z(t) =  -0 .78556  62503 9 1741 40097 
52314  33303 
p(t) =  0.471
N t =  199
m =2
n u  n 2 Zapprox \ Z { t )  Z approx |
195, 205 -0 .78556  62603 41323 49713 9.9 x lO "9
185, 2 15 -0 .78556  62504 05226 17559 1.3  x 10 “ n
175, 225 -0 .78556  62503 91703 94678 3.7 x 1 0 " 14
160, 240 -0 .78556 62503 91852 44540 1 .1  x 10~ 13
150, 250 -0 .78556 62503 91797 57472 5.6 x 10 “ 14
100, 300 -0 .78556 62503 91745 87341 4.5 x 1 0 " 15
50, 350 -0 .78556 62503 91742 32636 9.2 x  1 0 " 16
1, 400 -0 .78556 62503 9 1741 70624 3.1 x 10 “ 16
1, 600 -0 .78556  62503 9 1741 416 18 1.5  x 1 0 - 17
1, 800 -0 .78556  62503 9 1741 40564 5.0 x 10 “ 18
m =3
ni, n 2 7̂approx I Z { t )  Z approx
195, 205 -0 .78556  62507 86823 34222 4.0 x 10 “ 10
185, 2 15 -0 .78556 62503 9 18 15  13885 7.4 x 1 0 " 14
175, 225 -0 .78556 62503 9 1741 31837 8.3 x 1 0 - 17
160, 240 -0 .78556  62503 9 1741 49139 9.0 x 1 0 - 17
150, 250 -0 .78556 62503 9 1741 43034 2.9 x 10 “ 17
100, 300 -0 .78556 62503 9 1741 40156 5.8 x 10 “ 19
50, 350 -0 .78556 62503 9 1741 40103 5.0 x  10 “ 2°
1, 400 -0 .78556  62503 9 1741 40098 41650 8.9 x 10 -21
1 , 450 -0 .78556  62503 9 1741 40097 73547 2.1 x 1 0 - 21
m =4
ni, n 2 7̂approx \ Z ( t )  Z approx |
195, 205 -0 .78556  62503 87855 03469 95247 02796 3.9 x 1 0 - 12
185, 2 15 -0 .78556  62503 9 1741 3 10 5 1 37297 02262 9.0 x 1 0 " 17
175, 225 -0 .78556  62503 9 1741 40101 32104 92281 3.8 x 10 _2°
160, 240 -0 .78556  62503 9 1741 40095 89730 77506 1.6 x 10 - 20
150, 250 -0 .78556  62503 9 1741 40097 18392 52601 3.4 x 10 “ 21
100, 300 -0 .78556 62503 9 1741 40097 52146 40716 1.7  x 10 " 23
50, 350 -0 .78556  62503 9 1741 40097 52307 72376 6.6 x 10 - 25
1, 400 -0 .78556 62503 9 1741 40097 52313  70093 6.3 x 10 “ 26
1, 450 -0 .78556  62503 9 1741 40097 72314 23382 9.9 x 10 “ 27
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m =5
ni, n2 Zapprox |Z(t) Zapprox
195, 205 -0 .78556 62503 91508 46382 69843 63431 2.3 x 1 0 - 13
185, 2 15 -0 .78556 62503 9 1741 40020 54094 38755 7.7 x 1 0 " 19
175, 225 -0.78556 62503 9 1741 40097 53615 52319 1.3  x 10 - 22
160, 240 -0 .78556 62503 9 1741 40097 52106 42307 2.1 x 10 " 23
150, 250 -0 .78556 62503 9 1741 40097 52286 42267 2.8 x 1(T 24
100, 300 -0 .78556 62503 9 1741 40097 52314  29814 3.5 x 10 - 27
50, 350 -0 .78556 62503 9 1741 40097 52314  33242 6.1 x 10 “ 29
1, 400 -0.78556 62503 9 1741 40097 52314  33300 3.0 x 10 - 30
1, 450 -0.78556 62503 9 1741 40097 52314  33303 0.1 x 10 “ 31
R-S value -0.78556 62503 9 1741 39954 1.4  x 10 “ 18
From Tables 2.1-2.3, it can be seen that for fixed m, the smaller is n\ or the 
larger is n2, the smaller is the error. On the other hand, when rq and ri2 are fixed, 
the error decreases as m increases. When t is large, the asymptotic formula (2.4.4) 
gives better results than the Riemann-Siegel asymptotic formula does for the same 
number of correction terms.
2 . 7  D e riv a tio n  o f an  A s y m p to tic  F o rm u la  in  th e  
N eig h b o u rh o o d  o f a C r itic a l V a lu e
The asymptotic formula (2.4.4) is an attractive alternative to the Riemann-Siegel for­
mula and its coefficients B r(w) can be calculated to as high an order as required by a 
simple recursive relation (2 .4 .11), which involves the parameter w defined in (2.4.1). 
The expansion (2.4.4) is found to yield very accurate results comparable with the 
Riemann-Siegel formula and Berry-Keating formulas. However, a disadvantage with 
this formula appears when we attempt to compute Z(t) for values of t which makes 
w lie close to an integer multiple of 7r; this corresponds to the transition point of 
the incomplete gamma function Q (|,7rn2z). Thus, when t is large, this arises when 
p(t) ~  0 or p(t) ~  1, that means at a discontinuity in N t. Since w always has a 
small imaginary part, although the coefficients B r(w) (and the sum E m(t;N))  are 
not singular for such critical t values, there will be loss of accuracy due to round-
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F igu re 2.3: T h e  b eh aviou r o f th e  real p art o f r)n(t), w h en  n =  17, 18, 19
o ff error w hen  co m p u tin g  w ith  fix ed -d ec im a l a r ith m etic  w hich  represents a m ajor  
incon ven ien ce.
In order to  deal w ith  th is  d ifficu lty, we p rop ose a m o d ifica tio n  o f th e  a sy m p to tic  
form ula for Z{t).  W e do th is  by su b tra c tin g  off from  E m{t\ N)  th e  term s resp o n sib le  
for th is  b eh av iou r and com b in in g  th em  w ith  corresp on d in g  term s in th e  coeffic ien ts  
B r (w). In F ig . 2 .3 , we show  th e  b eh av iou r o f th e  real part o f  for d ifferent n as a  
fu n ction  o f t in th e  n eigh b ou rh ood  co n ta in in g  th e  d isco n tin u o u s ch an ge from  jVt — 1 to  
N t. T h e  im agin ary  part o f  r)n(t) is very  sm all and  slow ly  vary in g  [see A p p en d ix  A .2]. 
It is seen th a t Rer]n(t) corresp on d in g  to  n =  17, 18, 19 b eco m es very sm all near th is  
ch an ge and in clu sion  o f  th ese  term s in th e  m od ified  co m p lem en ta ry  error fu n ctio n s  
in (2 .3 .1 6 ) w ill resu lt in E m(t; N)  b eco m in g  large.
W e m od ify  E m(t\N) by d e le tin g  from  th e  sum  th e  term  in v o lv in g  D r in th e  
m od ified  co m p lem en ta ry  error fu n ction  w hich  corresp on d s to  n =  n* and define
n = 0  n = n *  + 1
(2 .7 .1 )
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For simplicity in presentation, we have written 77* for the value of r)n when n  =  n*. 
Comparing (2.3.16) with (2.7.1) and using (2.4.1), we obtain
— ̂arji m-1 n /1 r
Em(t; N ) =  E'm{ t , N ) - 2 n , e 2 E D r a s y\Ars Vlr+l  
n' - 1( 2 i ) - i ( 7r' Sw+  ( - ) " ' ( O - * 0 'e * i ;  ( (2-7.2)r = 0  ( t wr/ * )
Substitution of (2.7.2) into (2.4.4), then gives




E  (™/4)r (BrM  + ( - ) n * 4 - r Dr
r = 0
1 \ 2 r + l
Let
Br»  =  Br (tu) +  ( - ) n * + r D rl x2r+l ‘{ i w r ) , )
) + (U)/2 ) - 2n- ‘/C]}(2.7.3)
(2.7.4)
The final asymptotic formula for Z ( t )  can be written as the following when t  
is in the neighbourhood of the critical value
Z(t) =  2 f ; C0S( ^ l0Sw)+ R e e ^ ( < ;jV)
71 — 1 y / n
1,71 s m— 1- ( 2 i ) - ’ ( - )  ef [ E  0ri/4)rBr»  + (^ /2 ) - 2” - 17?m]}, (2.7.5)U) _nr = 0
where B * ( w )  are coefficients evaluated in the next section, is the remainder 
given in (2.4.5) and N  is an arbitrary positive integer.
2 . 8  C a lc u la tio n  o f th e  C o effic ien ts  B * ( w )
In order to use the asymptotic formula (2.7.5), the coefficients B * ( w )  should be 
calculated first. Using the definition of the coefficients cr (r}) in (2.3.2), (2.7.4) can 
be written as
b ; (to) = B r ( w )  +  ( - r - ^ % L r  -  { - r - * ( w / 2 ) - 3r- 1cr <n.), (2.8.1)
[ 2 w m
where 77* and /i* denote the values of r]n and f in when n  =  77*.
For convenience, define
B ; ( w )  =  B r ( w)  +  ( ~ r  f t ( l „  (2 .8 .2 )
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substituting (2.8.2) into (2.8.1) gives
Br»  =  Br»  + (—)"*+r' 1(to/2)_2r' 1cr ()/,). (2.8.3)
From (2.4.6), (2.4.10) and (2.4.12), the first part of (2.8.3) can be written as
2 r
b ; ( w ) =  £
A;=0
where
s ; m  =  2*-1 £ '(-)■ w k =  1, 2,
(2.8.4)
(2.8.5)(ic2 — 7r2n 2)k ’
with the prime on the summation sign denoting the deletion of the terms correspond­
ing to n  =  ±n*. Thus the coefficients B * ( w )  are obtained from the same expressions 
for B r ( w)  in (2.4.12), but with the sums S k ( w )  replaced by the deleted sums S £ ( w) .  
Clearly, the sums Sj , (w)  satisfy the same recursion as S h ( w)  in (2.4.11), and
2 ( —)n*wS l ( w )  =  cosec w  —w 2 — 7r2n2 (2.8.6)
To calculate the sums S^ie), we choose n* to be the value of N t immediately 
to the right of the critical t  value, where N t changes discontinuously by unity. Since 
t  is close to the critical value, this is equivalent to w  being close to 7rn*. Let w  — 
7rn* 4- e(t), where e( t )  is a function of t  and is very small complex variable in the 
neighbourhood of the transition. Then it is easily established that
s i ( w ) = (-)"*(cosecf -  1 -  1 ),e z i m * + e (2.8.7)
with the sums S £ ( w )  for k >  2 satisfying the same recursion as S k { w )  in (2.4.11). 
All the sums Sj^(w) are thus seen to be finite as e( t )  —» 0 and can be computed either 
by using higher-precision arithmetic or by employing a straightforward expansion in 
powers of e( t ) .  As e —»• 0, the expansion is
1cosec e ----e
1 7 , (—)n_12(22" _1-e  -I------ e6 H-------b ------ -------6 360 (2n)!
l ) B 2nc2n-l + 0 (e2n),
where B 2 n denotes the Bernoulli numbers.
Next, the calculation of the second part of (2.8.3) is given. The coefficients 
cr (?7+) have a removable singularity at the origin 77 = 0  and are consequently analytic
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functions of 77. Since 77* is close to zero, cr(77*) can be expanded in powers of 77* in 
the form [Temme, 1979]
C r M  =  M  < 2a/ tT-fc=0
For r  =  0, we have
(2.8.8)
A)o — ——, Pok — {k +  2)afc+2, ^ > 15 (2.8.9)
where a* are the coefficients of the expansion of 7/(77*), that is
n(r i , )  = « !? ;.+  a 2??f + (2.8.10)
The first few are
1 1
Oil — 1 ,  OL2 — OL3 — — , « 4  —
3 36 270 ’ “ 5 4320
(2.8.11)
For general r >  1, the recursion is
0rk  — 'IrPok T {k +  2)/?r_ ik+2i k ^  0̂
or, in terms of /?0jfe,
0 r k ~  lr0Ok +  7r-l(& + %)0Ok+2 + ' ' ’ +  7o(& +  2 )■ ••(& + 2r)0Qk+2r- (2.8.12)
The values of 0rk are shown in Table 2.4 for 0 <  r <  5 and 0 <  k <  9.
2 . 9  D i s c u s s i o n  o f  a  C h o i c e  o f  N  i n  ( 2 . 7 . 5 )
When t is in the neighbourhood of the critical value 2ttN ^  Z(t) can be computed 
using the asymptotic formula (2.7.5). For a fixed £, the fixed positive integer N t 
can be computed by int [(^/27r) 2], which is the Riemann-Siegal cut off value. We 
also known (t/272)2 =  N t +  p(t) given in (T.3.6). If  p(t) <  0.5, we set 72* =  N t. 
If p(t) >  0.5, then t is in the neighbourhood of 2n(Nt +  l ) 2. Thus, we can set 
72* =  N t +  1. When t is chosen on the right side of 2-7T./V2, Fig. 2.3 shows that 
Re (77̂ )  is very small, which means 77̂  is very small, since the imaginary part of 
77* is very small. It can be seen that the term which corresponds to N t in the sum
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Table 2.4: The coefficients (3rk for 0 <  r <  5 and 0 <  ft <  9
r  \ ft
0
f t  =  0  
i
3
k  =  5
139





f t  =  2
2
135
ft  =  7
571
f t  =  3
1
864
f t  =  8  
281
f t  =  4  
1
2835
ft =  9
16 3879
777600 25515 26 1273600 15 1559100 19 7522 841 600
k  =  0 ft  =  1 ft  =  2 f t  =  3 f t  =  4
1
i 1 1 77 1
540 288 378 77760 4860
f t  =  5 k  =  6 f t  =  7 II 00 f t  =  9
1 2743 41969 11 47207
9488320 151559100 5486745600 6823440 101583 175 680 00
f t  =  0 ft  =  1 ft  =  2 f t  =  3 ft  —  4
2
25 139 i 1 6199
6048 51840 1296 497664 57736800
*  =  5 f t  =  6 f t  =  7 f t  =  8 f t  =  9
5531 1219 19321 121 511897 3
_____ 104509440_____ 95528160 564350 976 000 _______88179840_______ 8 1 2665 405 440 0
OII
-Sd f t  =  1 f t  =  2 ?S- 00 f t  —  4
3 101 571 54179 41969 20639155520 2488320 115473600 156764160 27 2937 600
f t  =  5 f t  =  6 f t  =  7 II oo f t  =  9
19321 14659 19215991 201596 239 326041
_____ 80621568000 1322697600 33 86105856000 14 1660912960000 11 7023 818 383 3600 0
OII f t  =  1 ft  =  2 f t  =  3 f t  =  4
4 3184811 163879 8707 47207 66931
3695155200 209018880 29113344 322486 272 00 1007769600
f t  =  5 f t  =  6 f t -  7 f t  =  8 f t  =  9
5118973 64 45983473 326041 245421 53 30 9589 9 9 1 4 7 8 0 7
128994508800 56 6643651840000 13 0026 4648704000 _____14 4756 025 344 00 3475607405985792DOOGOII f t  =  1 f t  —  2
COII
-se f t  =  4
5 2745493 5246819 260801 3599669 5 1 3589 220 5981 51736320 75246796800 94 0584960 18059231232 75 5524 869 120 000
k =  5 f t  =  6 f t  =  7 00II CDII
12301049 13 77474269 54 189828403651 14 6648839 26856326641
86 6843 099 136 00 101390917740800 675819 551 163 0040 000 6 3 9074 006 784 00 82 572006951298816000 .
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E m(t; N)  becomes very large. On the other hand, when t is chosen on the left side 
of 27rÂ 2, we also found Re (77/vJ is very small from Fig. 2.3, which means r]Nt is very 
small. It can be seen that the term which corresponds to N t in the sum E m(t; N) 
become very large. Thus, we can fix N  to be the value of N t on either side, since N  
can be chosen to be an arbitrary positive integer. I t  is no t necessary to  change 
N t discontinuously as we pass th ro u gh  a critical t  value. W hen  t  is on 
th e  left side of 2ttN ^  th e  choice of 77* in E ^ ( t ]  N t) is th e  principal roo t of 
77* = {2/r* — 21og(l + //* )}2  which given in (2.3.3).
To illustrate the accuracy of the formula (2.7.5), we first show in Fig. 2.4 
the behaviour of the modules of E m(t; N)  and E ^ t ;  N) when m =  1 , 2, 3 for the 
values of t in the range containing the critical value t =  2ti x  TV2 ~  2035.75, where 
n* =  N t =  18. It is seen that without the deletion of the terms corresponding to 
n* =  18, the modified sum E m(t; N)  increases dramatically in the neighbourhood 
of the critical value t ~  2035.75, and the values of modified sum E m{t\ N)  become 
larger as m is larger, while the modified sum E*n(t; N) remains 0 ( 1 )  through a 
critical t value.
\Em {t\ IV) |
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Em{t ]N)
in  =  2
lEm(t\N)j
10 x  109 ■
8 x  1 0 9 •
6 x 109 •
4 x 10s' ■
2 x  109 ■
2 0 3 0  2 0 3 2  2 0 3 4  2 0 3 6  2 0 3 8
m =  3
—- --------- - /
2 0 4 0  2 0 4 2
— - --------- - t
2 0 4 0  2 0 4 2
35
m  =  1
m  — 2
36
Figure 2.4: The behaviour of \Em(t; N)\, |.E^(t;7V)| for m =  1, 2, 3 when t is near 
2tr x N f  ~  2035.75, where N  =  N t =  18
2 . 1 0  N u m e r i c a l  R e s u l t s  o f  ( 2 . 7 . 5 )
To compare the results from (2.7.5) and (2.4.4) when t is in the neighbourhood of a 
critical value, the numerical results have been illustrated in Table 2.5. The critical t 
value is chosen as 2tt x  18 2 ~  2035.75 and 10 decimal-arithmetic, is used for different, 
in. If we choose higher decimal-arithmetic, we can get the same results from (2.7.5) 
and (2.4.4).
Table 2.5 shows that if the number of decimals is not enough, the error of (2.4.4) 
increases dramatically from both sides when t is close to the critical value. The 
formula (2.7.5), however, still maintains the same accuracy even when t tends to the 
critical value. Table 2.6 illustrates the results of computing Z(t) from (2.7.5) when 
t is near the critical value t =  2n x 18 2 ~  2035.75.
2 . 1 1  C o n c l u s i o n
New Riemann-Siegel type asymptotic formulas have been given in this chapter. The 
asymptotic formula (2.4.4) can be used when i is far away from a critical value
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Table 2.5: Comparison of the accuracy in the neighbourhood of the critical value 
2n x 18 2. Z(2.4A){t) denotes the values from (2.4.4), Z^.7.5)(t) denotes the values 
from (2.7.5), Z ( t )  denotes the exact value.
m =2
t Z(2AA){t) \ Z ( t )  -  Z(2AA)(t)\ Z(2.7.5)(t) 1 Z ( t )  -  Z (2.7.5) Wl
2030 7.746063334 9.0 x  1 0 " 9 7.746063331 <  io - 10
2032 -0.695748494 4.9 x  10~8 -0.695748543 <  lO"10
2034 -1.9 76 2 10 722 1 . 1  X 1 0 " 6 - 1 .9 7 6 2 118 13 <  1 0 - 10
2035 0.200325323 1.6  x  10 “ 4 0.200163787 < n r 10
2036 -2.175744936 6.5 x 1 0 " 4 -2 .176394634 <  io - 10
2037 0.776504766 2.5 x  1 0 - 6 0.776507285 <  i c r 10
2038 -3.956261424 1.4  x 1CT8 -3 .9 56 26 14 10 <  10 “ 10
2040 -3.486183065 3.0 x  10 “ 9 -3.486183062 < 1 0 - 10
m =3
t Z(2AA){t) \ Z ( t )  — Z(2AA){t)\ (̂2.7.5 )( t ) 1 Z ( t )  -  Z(2.7.5){t)\
2030 7.746064569 1.2  x 10 “ 6 7.746063331 <  1 0 ' 10
2032 -0 .695711646 3.7 x 1 0 " 5 -0.695748543 <  1 0 " 10
2034 -1.963834703 1.7  x 10 “ 4 - 1 .9 7 6 2 118 13 <  10 “ 10
2035 2.849245814 2.65 0.200163787 <  1 0 " 10
2036 -45.01366979 42.84 -2.176394634 <  1 0 - 10
2037 0.773071018 3.4 x 1 0 " 3 0.776507283 <  1 0 - 10
2038 -3.955925024 3.4 x 1 0 " 4 -3 .9 56 26 14 10 <  1 0 - 10
2040 -3.486177293 5.8 x 10 “ 6 -3.486183062 <  1 0 " 10
m =4
t Z(2AA)(t) \ Z ( t )  -  Z(2AA){t)\ (̂2.7.5 )( t ) 1 Z ( t )  -  Z(2.7.b){t)\
2030 7.741459534 4.6 x  1 0 - 3 7.746063331 <  1 0 - 10
2032 -0.796235362 0.10 -0.695748543 <  10 “ 10
2034 52.55834574 54.53 - 1 .9 7 6 2 118 13 <  1 0 " 10
2035 29854.13126 29853.93 0.200163787 < 1 0 - 10
2036 2.36 x 106 2.36 x  10 6 -2.176394634 < lO-10
2037 522.98 522.20 0.776507283 < i ( r 10
2038 -5.275710942 1.32 -3 .9 56 26 14 10 <  1 0 " 10
2040 -3 .4 85155385 1.0  x  1 0 - 3 -3.486183062 <  1 0 " 10
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Table 2.6: Computations of Z ( t )  from (2.7.5) for t  =  2036
t=2036
t f ( t )  =  4866.5282
Z(t)=-2.17639 46337 82407 
p ( t )  =  0.001
N t =  18
m =l
n u  n 2 Zapprox \ Z { t )  Zapprox
15, 20 -2.17624 88971 1.4 x 10“4
10, 25 -2.17640 21868 7.6 x 10“6
5, 30 -2.17639 29879 1.7 x 10“6
1, 35 -2.17639 50679 4.3 x 10“7
m=2
ni, n 2 7̂approx 1̂ ^ a p p r o x |
15, 20 -2.17639 65132 1174 1.9 x 10“6
10, 25 -2.17639 46210 9124 1.3 x 10“8
5, 30 -2.17639 46348 4889 1.1 x 10~9
1, 35 -2.17639 46335 9074 1.9 x IQ-10
m=3
n u  n 2 7̂approx \ Z ( t )  Z approx
15, 20 -2.17639 48212 4772 1.9 x 10"7
10, 25 -2.17639 46335 7425 2.1 x 10-10
5, 30 -2.17639 46337 8953 7.1 x 10"12
1, 35 -2.17639 46337 8171 7.0 x 10“13
m=4
n u  n 2 Zapprox 1 ̂  (0 ^approx
15, 20 -2.17639 46275 4872 6.2 x 10“9
10, 25 -2.17639 46337 8334 9.3 x 10"13
5, 30 -2.17639 46337 82396 1.1 x 10"14
1, 35 -2.17639 46337 82404 3.1 x 10“15
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27T x Nf. If t is near a critical value, more decimals are necessary to maintain the 
accuracy of (2.4.4). However, the asymptotic formula (2.7.5) gives very good results 
when t is near a critical value. Extensive numerical results demonstrate the accuracy 
of the asymptotic formula (2.4.4) and (2.7.5).
To proceed further with the analysis of (2.4.4) and (2.7.5) would require a 
bound on the remainder term R'm defined in (2.4.5). This requirement will be 
investigated and the general coefficients A r(s) given in (2.3.14) when 4> is close to |  
will be considered in a future study.
Based on the formula (2.2.10), a version of the asymptotic formula (A.3 .1) 
had been given in [Paris, 1994] in which the coefficients were more complicated to 
evaluate [see Appendix A .3]. This asymptotic formula is at least as accurate as the 
Berry-Keating formula. A general and efficient method of calculating the coefficients 
A r =  | )  will be given in Appendix A .3.
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C H A P T E R  3
G R A M - T Y P E  A S Y M P T O T I C  
F O R M U L A S  F O R  T H E  
R I E M A N N  Z E T A  F U N C T I O N
3 . 1  I n t r o d u c t i o n
Important and effective asymptotic formulas for the Riemann zeta function £(s) as 
a function of complex variable s =  a +  it are given in this chapter. The terms of 
the original Dirichlet series (valid in a >  1) in these formulas are smoothed by some 
special functions. It is found that the switch off in the smoothed sum occurs after 
0{\t\/2'K) terms, when t —> +oo and s is in the critical strip 0 <  o <  1. Therefore 
these asymptotic formulas are called Gram-type. The special case when s is on the 
critical line s =   ̂ +  it is studied in this chapter.
The outline of this chapter is as follows: The Gram-type asymptotic formulas 
for the Riemann zeta function are proposed. Two different methods of the incom­
plete gamma function-smoothed Gram-type asymptotic formula for ((s) are given 
in Section 3.2. A more general asymptotic formula which is smoothed by the conflu­
ent hypergeometric function is developed in Section 3.3. Section 3.4 shows that the 
asymptotic formula given in Section 3.2 is a special case of the asymptotic formula 
given in Section 3.3. Extensive numerical results shown in Section 3.5 demonstrate
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the performance of the asymptotic formula. A bound for the remainder term of 
the asymptotic formula for general positive a is studied in Section 3.6. In Section
3.7, we demonstrate the main contribution of the remainder term R m • The order 
of the main sum in the asymptotic formula is given in Section 3.8. Further study 
of the order of the Riemann zeta function using the new method is carried out in 
Sections 3.9. Concluding remarks are given in Section 3.10 . Some useful formulas 
and properties used in the main Sections are included in Appendix B.
3 . 2  T h e  I n c o m p l e t e  G a m m a  F u n c t i o n - S m o o t h e d  
G r a m - T y p e  A s y m p t o t i c  F o r m u l a  f o r  ( ( s )
3 .2 .1  D e r iv a t i o n  o f  t h e  I n c o m p le t e  G a m m a  F u n c t i o n - S m o o t h e d  
G r a m - T y p e  A s y m p t o t i c  F o r m u la  fo r  ( ( s )
The incomplete gamma function-smoothed Gram-type asymptotic formula for ((s) 
will be derived using the Mellin integral representation of the incomplete gamma 
function. Using w instead of s in Appendix (B .1.6), the Mellin integral representa­
tion of the incomplete gamma function becomes
Let z =  (n /K )2p, where p is a positive number, K  denotes arbitrary complex pa­
rameter which will be restricted to satisfy | arg K \  < 7r/4p  and a be a positive value. 




c >  0, I arg z\ <  —.
(3.2.2)
Multiply both sides of (3.2.2) by n s then sum them for n from 1 to infinity and, 
using the definition Q(a, z) =  T(a, z)/T{a) given in (2.2.3), we establish the Perron-
type formula
00 I rc+ioo 'll) (jinE  » - « ( . ,  ( , m * )  -  s i f w  / ^ r c  +  (3 .2 .3 )
The integrand in (3.2.3) has simple poles at tu =  0, w  =  1 — s and w - 
— 2pa — 2pm, where m =  0, 1, • • •. As we are primarily interested in s values situated 
in the critical strip 0 <  a <  1 , we only consider the case when 0 <  a <  1 in the 
following presentation. For simplicity in presentation, we define
f ( w )  =  r(a +  ̂ - ) K w<:(s +  w ) / w .
Choose c >  1 — a, K  a positive number and 0 <  c0 <  2pRe (a), 0 <  C\ <  2p. Let the 
domain D q be denoted by {c —zoo, c+zoo, —co+zoo, —Co —zoo} and the domain Di be 
denoted by {c — zoo, c+zoo, — c\ — 2pa — 2p(M — l) +  zoo, — c\ — 2pa — 2p(M — 1) — zoo}. 
Then we apply the residue theorem to the function f(w)  in the domains D0 and Di 
respectively, to find the following two formulas
1 rc+ioo r— co+ioo
—- { /  f(w)dw — / f(w)dw} =  Res (/, 0) +  Res (/, 1 — s), (3.2.4)
Z7TZ Jc— ioo J —  co— ioo
1 rc+ioo r-
t { / f(w)dw -  / f(w)dw}
Z Jc— ioo J — ci— 2 p ( M — l+a)— ioo
M - 1




where Res (/, wo) indicates the residue of the function f(w)  at wo- Substitution 
of (3.2.3) into (3.2.4) and evaluation of the residues at the simple poles w =  0 and 
w =  1 — s in (3.2.4), then shows that
CM  =  £  n S(2(« , (n /K )2p) +
n=l
r («  +  ^ ) K 1- s
r(a) 5 —1 - J , (3.2.6)
where
1 r-co+100 + , x d w,J — ^ / T ( a  +  — ) K ( ( s  +  w)— .
2 7 r z T ( a )  J - Co-ioo 2 p  ;  w
(3.2.7)
- ’—c —io ' "
Substitution of (3.2.3) into (3.2.5) and calculation of the residues at the simple
poles ic =  0, w =  l — 5 and w =  —2pa — 2pm, m =  0, 1, 2, • • •, M  — 1 in (3.2.5),
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oo
CM =  J 2 n - sQ { a , ( n / K ) 2”) +
then yields the following asymptotic formula
r  ( a + ^ K 1-*
„=i r M  s -  1
^ M — 1 ^_'jm j £ — 2p(m+a)+r(«) ,S> m! m  +  a ((s  — 2p(m +  a)) — R m , (3.2.8)
where the remainder R m is given by
/ —c 1-
-Cl —
*», ,  > r(a  + +  . ) *
2 7 r z r ( a )  y — c i 2 p ( M — l + a ) —io o  2 p  1C
(3.2.9)
Using the Riemann zeta functional relation in (3.2.8), which is
CM = xM C(i -  «), (3.2.10)
where x (s) ls defined in (2.2.2), we finally have
oo




x(s) ^  ( - ) ”* (27rA')-2f,(ra+o)  ̂/  . ! A ,
where M  =  1, 2,
r («) ^ 0  m! m + a
and the coefficients Am are defined by
5 —  1
i R m  5 (3 .2 .11)
A _  s in |(s  — 2p(m +  a) ) T (1 — s +  2p(m +  a))
C(1 — s +  2p(m +  a)). (3.2.12)
sin y  r ( l  — 5)
This representation of £(5) is seen to involve the original Dirichlet series 
smoothed by the incomplete gamma function. We remark that the coefficients A m 
involve the zeta function itself. The expansion (3 .2 .11)  will therefore be of compu­
tational use only if Re (a) >  a/2p, then the zeta function can be computed simply 
from the convergent Dirichlet series. For large m, £ (1 +  2p(m +  a) — s) tends to 1.
The expansion formula (3 .2 .11)  was given in [Paris, 1994]. The incomplete 
gamma function contained in this asymptotic formula has a free parameter a, which 
can be selected. A suitable choice of a parameter a then enables us to present 
an expansion in which the main sum can be smoothed by a special function. For 
example, if a =  1 , the main sum is smoothed by the real exponential factor; if a =  
the main sum is then smoothed by the complementary error function. These special 
cases will be discussed in Subsection 3.2.3.
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3.2.2 A n  A lte rnative  P ro o f  of (3.2.11)
N ext we will give an alternative m ethod o f proof o f (3.2.11) based on the identity
P ( g , z ) +  Q ( a , z) =  1, (3.2.13)
the function P (o , z) is the com plem entary normalised incom plete gam m a function  
defined by
P ( a , z )  =  —7—  [  ua~ l e~udu. r (a )  Jo
If we choose z =  (n / K ) 2p, where K , p  are the same conditions as being introduced  
in Subsection 3.2.1, a is a positive number in (3.2.13) and considering the region 
Re (s) >  1 in the s com plex plane, then the Dirichlet series for (( s)  can be expressed  
as
C ( « )  =  Z n - s { P ( a , ( n / K ) 2n  +  Q ( a , ( n / K f n }
n =  1
00 00
=  Y , n~SQ(a> W K )2p) + £  n -P (a , (n /K )2”). (3.2.14)
n = 1 n — 1
The com plem entary norm alised incom plete gam m a function and the confluent 
hypergeom etric function have the following relation [Luke, vol I, 1968, p. 220]
P(a,  z) =
a r ( a )
M (a, a +  1 , —2;), Re (a) >  0. (3.2.15)
T he definition of the confluent hypergeom etric function is given by the integral 
representation [Luke, vol I, 1968, p. 116]
T (b) ri+ioG f (g +  w ) T ( —w)
=  r l h ' \  ' { ~ z ) wdw, (3.2.16)27m (a) J y - i o o  1 (6 +  w)
where
7T0 >  7  >  —Re (a), | a r g ( - 2:)| < - .
Let z =  —( n / K ) 2p, b =  a +  1 in (3.2.16) and choose 7  <  0, 0 <  7  +  Re (a) <  
Re ( 5 — l ) / 2 p, to  find
d  r j + i o o  r  ( - w ^ n / K ) 2^n i ~
M ( a , a  +  1, - ( n / K ) 2p) =  ■—  /
I ' K l  p -7 —zoo a +  w ■ dw. (3.2.17)
Define
g(w) =  T ( —w ) K  2pa 2pw( (̂s — 2pa — 2pw)/(a  +  w).
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P u ttin g  (3.2.17) into (3 .2.15), then the second sum on the right-hand side o f (3.2.14) 
is
1  r'y+ioo
9(W)dW■ ( 3 ' 2 ' 1 8 )
T he integrand in (3.2.18) has the sim ple poles at w =  —a +  (s — l ) /2 p ,  w =  m , m =  
0, 1, 2, ••• in the dom ain T>2 • { c \ / 2 p + M —1— zoo, C \ / 2 p + M —14-zoo, 7 -H 00 , 7 —zoo}. 
Here £ (s  — 2pa — 2pw) is regular for all values o f w in the w plane, except for a sim ple  
pole at w =  —a +  (s — l ) / 2p, w ith residue l / 2p.
U sing the residue theorem  in the dom ain D 2 and evaluation of the residues in (3 .2 .18), 
we then find
* C i /  2 p +  ( M — 1 )+200]_ r - y + io o  r— { ^  g(w)dw -  J2 irir(a) J 7 
1 - .
2p
C \ / 2 p - \ - { M — 1)— i oo
g( w )d w } =
T ( a  +  # ) K l - i  M —  1 /__\ m  TS— 2p(m-\-a)
r /  , ,  n  +  7 7 T T  ,— z r r — C ( « -  M m +  «))• (3.2.19)r ( a ) ( s - l )  r (a )  “ 0 ml m + a
P u ttin g  (3.2.19) into (3 .2.14), we then have the following formula
1—s  
2PC(s) =  Y , n (n / K ) 2p) +  —r ( a  +  V )  K l ~ ‘
1
i  M — 1 /  \ m  j y - —2 p ( m + a )
+ T 7 T  Y  ]----------T------C(« -  M m  +  G)) +  r m , (3.2.20)
r ( G )  r n^ O  m !  m  +  a
where
R m  =
1_____ / ■ c , / 2 p + ( M - D + i o o  T ( _ u , )
•/ c
7 T 2p^C(s — 2pa — 2 pw)dw.  (3.2.21)
27 tzT ( g ) . ) \ / 2 p + { M —  1 ) — ioo d  +  W
Introduction of the new variable u =  — 2pa — 2pic in (3 .2 .21), then shows that 
R m  =  —R mj  where R m  is given in (3.2.9). Use o f the functional relation (3.2.10) 
in (3.2.20) then leads to  the sam e formula (3 .2.11).
We have only dealt w ith the case Re (s) >  1, but the form ula (3.2.20) is quite  
general and valid for all s, except s =  1, by analytic continuation.
3.2.3 D iscu ss io n  o f the A sy m p to t ic  Form ula  (3.2.11)
Here we consider the asym ptotic formula (3 .2.11), in which the main term contains 
the free param eter a. For different choices o f a, we can obtain different asym ptotic  
formulas. The dom inant term in (3.2.11) is Y ^ = i  n ~sQ(d, ( n / K ) 2p), which is an
46
Q ( a , ( n / K ) 2 p )
Figure 3.1: The Behaviour of Q ( a , (n / K ) 2p) for a =  1, 2, 5 when p =  1, K  =  l/ 2n  
and t =  100
absolutely convergent series, since T (a ,z )  ~  z a~ l e ~ z as \z\ —> T oo in | arg z\ <  
Thus, the late term s in the main sum behave like n 2pa~2p~ aQxp (—n2p/ K 2p) / K 2pa~ 2p, 
so th at this m ain sum in (3.2.11) converges absolutely for all values o f s by analytic  
continuation. Here, we suppose that p  is a positive integer.
The behaviour o f the incom plete gam m a function Q(a, ( n / K ) 2p) can be ex­
pected to  change suddenly when n satisfies the relation a ~  (n / K ) 2p, since the  
transition  point of Q(a,z),  is situated  at z  =  a; that is, when n a tta ins the criti­
cal value n* =  int [ K a l/2p]. Thus, we have Q(a, ( n / K ) 2p) ~  1 , when n <  n*, while  
Q (a, (n / K ) 2p) decays to  zero, when n >  n*. The behaviour of the incom plete gam m a  
function Q (a, (n / K ) 2p) is shown in the Fig. 3.1.
N ext, we give the representations of (3.2.11) for different a. If we let a =  1 
in (3 .2.11), the main sum is sm oothed by the real exponential factor exp ( —(n / K )2p), 
since Q{  1, z) =  e~z. If p  is a positive integer, the formula (3.2.11) then becom es the
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following simple asymptotic formula
(3.2.22)
where
Am- 1  =  ( - ) pm( l  -  5)2pm( ( l  -  5 +  2pm),  m  =  1, 2 , • • •, M  (3.2.23)
The asym ptotic formula (3.2.22) exhibits an exponential sm oothing o f the
n* ~  A'. Also, the asym ptotic formula (3.2.22) contains the sum Y<m=i a™, where
am =  ( - ) pm+Tn( 2 n K ) - 2pm{ l - s ) 2pm( ( l - s + 2 p m ) / m \ ,  m =  1, 2, • • •, M . (3.2.25)
This results from the large ra-behaviour of the term s in the finite sum in (3 .2 .22) 
which, since £(1 — s + 2 p m )  —> 1 as m  —)• oo, is controlled essentially by the behaviour
It is easily shown that, for the term s in this sequence to  possess an asym ptotic  
character, it is necessary to  choose K  >  t / 2 tt. Since the main sum is sm oothed  
after n* ~  t / 2 tt term s, the formula (3.2.22) consequently has the character of a 
G ram -type formula, rather than that of the R iem ann-Siegel-type formulas discussed  
in Chapter 2 . We also can choose K  =  2 t / 3 n , K  =  t/V , etc. If K  =  t / 27t, the terms 
will first decrease to  a m inim um  value at m  =  Mo, which is the optim al truncation  
point before finally diverging in asym ptotic  fashion.
U sing |am| ~  |am+i| at m =  M 0, we have
A ssum ing m^$> t, the optim al truncation point M q is given approxim ately by
and
(3.2.24)
term s in the infinite m ain sum which effectively “switch o ff’ for values of n given by
of
mt2‘p
M 0 ~  (t/2p)2p/(2p~ lK (3.2.26)
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For the special case when p =  1, the optim al truncation point is M 0 ~  t2/ 4.
If let a =  the m ain sum  of the asym ptotic form ula (3.2.11) is then  sm oothed  
by the com plem entary error function erfc (n / K )p, since Q ( | ,  z2) =  erfc (z). T hen the 
asym ptotic  formula (3.2.11) becom es
C(s) =  n Serfc(n /A ')p-
n = 1
r  ( \  +  ^ ) k ' -
m )  s - i  r ( i ) ^
s , X ( « )  ^  ( - ) ”  ( 2 „
T“ — ' 1 ' Z_^ ■
m ! m  +  a M i
(3.2.27)
where
- A m  —
sin | ( s  — 2pm  — p) T( 1 — s +  2pm  +  p)
sin: r ( i  - » ) C(1 — 5 +  2pm +  p), (3.2.28)
and
l  r - C i - 2 p ( M - l / 2 ) + ? o o  , d w
R m  == F / \ /  r ( a + —  )7 f C(s +  w) •
2 7 m  ( a )  7 —ci —2 p ( M —1 / 2 ) —too 2 p  IU
(3.2.29)
If p is a even integer, then Am can be simplified to
A n =  ( - ) pm+2( l  -  s )2pm+pC (l -  s +  2pm  +  p).
If p is a odd integer, then
Tim =  ( - ) pm+2 + 2Cot Y  (1 -  s )2pm+pC(1 -  S +  2pm  +  p).
For the finite sum in (3.2.27) to  possess an asym ptotic character, it is again required 
th at K  >  t/2n.
O ther choices o f the param eter a can also be made. However the m athem atical 
description of the main sum will not be in term s of such a sim ple function. W e only 
can express it using the incom plete gam m a function. The numerical results o f the 
asym ptotic formula (3.2.11) for different choices o f a are given in Section 3.6.
To conclude this section, we dem onstrate how the result in (3.2.6) contains the 
expansion (2.2.1) as a special case. For convenience, we rewrite (2.2.1) as follows
COO =  " m f  +  £  n 5<2 ( |> 7r"2?) +  x ( s . ) f l  ns 1Q ( T - A 7m2/ £ ) ’
1 V2 j S  1 5  n = 1 L  n = l Z
(3.2.30)
valid for all s ( ^  1), where x ( 5) ls defined by (2 .2.2), and f  denotes an arbitrary 
com plex constant such th at | arg £| <  \ .
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Let a =  s/2,  K  =  (7r£ )-1 / 2 and p =  1. Then the integrand in (3.2.7) has only  
a single sim ple pole at w =  — s on the left o f the path o f integration, the rem aining  
poles of the gam m a function being cancelled by the trivial zeros o f ( ( s  +  w)  situated  
at w =  — s — 2k, k =  1, 2 , • • • and £ (0 ) =  — We choose c >  Re (s), 0 <  c0 <  R e (s) 
and | arg K  | < 7 >  thus, | arg £| <  | .  B y the residue theorem , we have
J  -
2 7 r i r ( f )
- p -
i  J - c ' -
~ c + io° - , s  +  w s/ ^_3it , s d w  (tt£)2
’ ^  +  - ) -  =  i r ( ! ) •
(3.2.31)
We then obtain
J  = M i  , x ( g )  r c +<0° r M i i i f ) - ? M M / v i  _  s  _s r ( f )  +  27aT (f) J - c ' - t o o  ( 2 x (s )  C w
«r (f)
x (« ) r  ■ 
i r f M i  A ' -2 7 r i r ( i f ^ )
c -M o o  _  1 — s  , . dw , ^ .r ( —-  h - r ) ( —) 2 C(1 “  s +  w ) - —. (3.2.32)
c —zoo 2  Z  7T 111
In the above derivation, we have used the functional relation (3.2.10) and replaced  
the variable w by — w. T he second part o f (3.2.32) is seen to  be o f the sam e form as 
th at in (3.2.3) when p — 1, w ith s replaced by 1 — s. Hence, we obtain
/ v p f  00 1 _  c
J  =  £  n‘ - l Q { — ,irn2lti). (3 .2.33)
SL  V 2 /  n = l  Z
Substituting (3.2.33) into (3.2.6) leads to  the expansion (3.2.30) valid for all values 
of s (^  1) by analytic continuation.
3 .3  T h e  C o n f lu e n t  H y p e r g e o m e t r i c - S m o o t h e d  G r a m -  
T y p e  A s y m p t o t i c  F o r m u la  f o r  £ (s )
3.3.1 D e riva tion  of the Confluent H ypergeom etric -Sm oothed  
G ra m -T y p e  A sy m p to t ic  Form ula  for £(s)
We em ploy the M ellin-Barnes integral representation of the confluent hypergeom et- 
ric function M ( a , b , z )  to  derive another asym ptotic form ula for f ( s ). R ecall the  
definition o f the integral representation o f the confluent hypergeom etric function  
given in (3 .2.16).
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Supposing 7  =  — c and satisfy Re (a) >  c >  0 and | a r g (—z)\ <  f ,  then the  
form ula (3.2.16) can be w ritten as
r («) , i  f - c+io° r ( a  +  w ) r ( - w )  / Q Q 1 \
b,z) =  ~ —  ----- -- '  \ ----- ( - z ) d w .  (3 .3.1)
r ( b )  2 7 r i  J —c —i o o  Y ( b - \ - w )
L etting 2: =  — ( n / K ) 2p in (3 .3.1), we have
L ^ M ( a ,  b , - ( n / K f n  =  - L  r (a + ^ ) r ( ~ w ) n^ K ~ ^ dwr (b) 2 tti J —c—ioo r (b +  w)
1 |-2pc+too r(a -  w / 2 p ) T ( w / 2 p ) n _ WKWdw
rJ 2 i
(3.3.2)47Tpi pc—ioo Y ( b - w / 2 p )
Sum m ing both sides o f (3.3.2) m ultiplied by n ~ s over n from 1 to  infinity, (3.3.2) 
becom es
M  £  n - M { a ,  b, -  ( n / K ) 2p) =  - i -  / “  +  w ) d w .T (b) ^  V W  Airvi J2pc-ioo Y ( b - w / 2 p )
(3.3.3)
L etting c >  (1 — cr)/2p and according to  the residue theorem , we then obtain
2 r2pc+ioo j— ci — 2p ( M - l ) + t o ozpc-\-io I i -  . x- { /  f  (w)dw -  /  f ( w ) d w }
Z7TZ J2pc— ioo J — c\— 2 p ( M — l)— ico
M — l
=  Res ( / ,  1 -  s) +  Res ( / ,  0) +  Res (/> _ 2Pm )i
m = l
(3.3.4)
where 0 <  Ci <  2p and / ( w )  =  r(a K w C,{s +  u>). Substitution  of (3.3.3)
into (3.3.4) and evaluation of the residues, we then find
a o .  ) * ) - r | i ) r - | g 1“ : y ) K -
n = l 2Pr ( a ) r (6 -  Jgt)
-  m  _ 2pm) -r (a) to! r (6 +  to) (3 .3.5)
where 
R m  = r ( f t )w _  r C i '
j r ( a )  J - t o -
a - 2 p ( M - i ) + i o o  Y[a  — w/ 2p )T (w /2 p)
4:7rpiT( . !  — C\— 2 p { M — \)— ioo T (6 — w/2p)
U sing the functional relation (3 .2 .10), we find
K w( ( s  +  w)dw.  (3 .3.6)
C(s — 2pm) — x ( s  — 2p m ) ( ( l  — s 4- 2pm) =  x ( s ) ^ ~ T “T—“C(l — 5 +  2pm)
X{s)
=  x ( S) (2. ) - ^ S in f ( ^ : - ^  (1 -  S)2pmC0  -  -  +  2pm ).sin (3.3.7)
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Putting (3.3.7) into (3.3.5), we get the final asymptotic formula
C(s) =  J 2 n M ( a , b , - ( n / K ) 2p) ---------- -----------------^ — K 1 '
n = l 2Pr ( a ) r (6 -
^ T X ( s )  E  -  R m , (3.3.8)r (a )  ^  ml r ( b  +  m)
where
A m — 1 —
sin | ( s  — 2pm)
( 1  £ ) 2 p m C ( l  $  “I-  2 p m ) . (3.3.9)
W hen p is a positive integer, we have the sim ple representation of the coefficients
A m- i  =  ( - ) pm( l  -  s )2pmC(l -  5 +  tym), m =  1, 2, • • •, M  -  1.
3.3.2 D iscu ssion  o f (3.3.8)
The formula (3.3.8) is a general form and includes the formula (3.2.11) as a special 
case. It contains two free parameters a and b. By choosing different values for a 
and 6, we can obtain different asym ptotic formulas. For exam ple, if b =  a +  1, we 
obtain (3.2.11). T he coefficients A m in (3.2.11) contain the param eter a, but A m_i 
in (3.3.8) is independent o f the parameters a and b.
The main sum in (3.3.8) contains the sum involving the confluent hypergeo- 
m etric function. Since M (a , b, z) ~  T(b)(—z ) ~ a/ r ( b  — a) as z —> —00 in its principal 
branch dom ain —7r <  arg z <  7r, the behaviour of the late terms of the main sum  
in (3.3.8) is given by K 2pa/ n2pa+a. Thus, the main sum in (3.3.8) converges abso­
lutely for all 5 when a >  (1 -  cr)/2p-
The main sum of (3.3.8) is sm oothed by a confluent hypergeom etric function. 
The choice o f a and b are free, but here we assum e a is a positive value. We only  
consider three particular cases which can be expressed in term s o f som e special 
functions:
Case 1: a = b
In this case, if we take a =  b, the confluent hypergeom etric function M (a , 6, 
— (n / K ) 2p) equals the exponential factor exp ( — ( n / K ) 2p). Thus th e formula (3.3.8)
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becom es
oo jy~ 1— s I   _ M —l  /  \ m
C W =  Z n - se x p ( - ( n / K f n - ^ - r ( — - ) - x (s) £  ^ ( 2 n K ) ~ 2pmA m^ - R M,
n =  1  Z P  m — l (3.3.10)
where
A m-t  =  S ln f  ( s ~ 2 p m )( i  -  s )2pmC(l -  s  +  2pm ), (3.3.11)sin y
1 f — c i — 2 p ( M — l ) + io o
= ------- /  r ( w / 2p)A:,"C(s +  (3 .3 .12)
4 7 T /> 2  1 -  c i — 2 p ( M —1 ) —to o
This is the result obtained in (3 .2.22). T he m ain sum  sm oothed by an exponential 
function is an absolutely convergent series.
Case 2: b = a + 1
T he confluent hypergeom etric function M (a ,b ,  —( n / K ) 2p) becom es
M { a , b , - { n / K ) 2p) =  a { n / K ) - 2pay{a, { n / K ) 2p)
=  a T { a ) ( n / K ) - 2pa{ l - Q ( a y( n / K ) 2p)} ,  (3.3.13)
where 7 (a, z) is the com plem entary incom plete gam m a function defined by
7 (a,z) =  [  ta l e tdt.
Jo
The m ain sum is consequently
00
Y , n - sM ( a , b , - { n / K ) 2p) =  a K 2paT( a) ( ( s  +  2pa)
n —  1
—a r ( a ) K 2pa n ~s- 2paQ{a, ( n / K ) 2p).
n =  1
The com plete asym ptotic formula for this case is
C (s) = -aT (a )K 2pp £  n * - 2paQ(a, (n /K )2p) -  +
71=1 2p
M - !  ( \ m  fey ts- \ - 2 p m
a T ( a ) K 2pa(,(s +  2pa) -  aX (s) £  „  . .  A m_ 1 -  R u ,  (3.3.14)
m -̂  ml m +  a
where
R m  —
a  r - c i - 2 p ( M - l ) + i o o  T(w/2p)  
4npi J —ci —2p(M—i)—too a — w / 2 p K w( ( s  +  w ) d w , (3.3.15)
the coefficients y4m_! are the sam e as in (3 .3.11). In (3 .3.14), we require Re (a) >  
(1 - a ) /2  p.
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Case 3: a =  1/2, b = 3/2
This is a special case o f b =  a +  1. From (3.3.14), we then derive the follow ing  
asym ptotic formula
1 oo
C (») =  - - * * * * £
Z n = l
+ \ ^ ‘ K VC, (s +  p) -
T ( ^ )
n 3 perfc ( n / K f  -  ^
1 , (- ) m (2'nK)~‘lpm „
7^X\S) j “ i A m- 12 m! m  +  5 R m , (3 .3.16)
where
—
1 / • - c i - 2p(Af-l)+too r(tu/2p)
-J Z
■ KwC(s +  w)dw. (3 .3.17)87ipi J —ci—2j?(M—1)—zoo (p — w) /2 p
The coefficients A m_ 1 are the sam e as in (3.3.11). In (3 .3 .16), we require p  >  1 — a. 
Clearly, th is condition is valid since norm ally we assum e th at s is in the critical strip  
and p is a positive integer.
3 .4  E q u iv a le n c e  o f  t h e  A s y m p t o t i c  F o r m u la s  (3 .2 .1 1 )  
a n d  (3 .3 .1 4 )
In Section 3.3, we derived the asym ptotic formula (3 .3.14) for the case b =  a +  1 
of (3.3.8). In th is section, we will prove that the form ula (3.3.14) is equivalent to  
the formula (3 .2.11). To see this, we replace the variable s by s — 2pa in (3.3.14) 
to  find
c(s' -  2pa) =  —a T ( a ) K 2pa £  r T * Q (a, (n / K ) 2p) -
71= 1
a r ( l ^ ± 2 g , )
M a  2 p
1—s  + 2 pa
_^"1 — s + 2 p a
M - i  /  \ m  ( 9 ' j r K ) ~ 2prn
+ a r ( a ) i f 2paC(s') -  a x (s' -  2pa) ^  ^ ------^ “7 ^ — 4 n - i  ~  (3.4.1)
m = l ml rn +  a
where
4 ^  =  Sin > } ° ' - J P a - 2pm) r ( 17 f  +  2pa^ 2r k ( l - s + 2 p a  +  2Pm),  (3 .4.2)sin | ( s '  -  2pa) T (1 — s' +  2pa)
a  r ~ c \  —2 p ( M —l)+7oo Y( w/2p)
K m  =  T ~  [  C1
— z y - c i -47rp 7—i —2p(M—i)—7oo a — w/ 2p K w £ (s  — 2pa +  w)dw. (3 .4.3)
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U sing the functional equation £ (s  — 2pa) =  x ( s ' — 2pa)C(l — s - f  2pa) in (3 .4.1), 
we obtain
r (a + 1i r )  v x - i , x(s' -  2pa)
r  (a )K 2P“
A n -1 } +  ^M> (3.4.4)
W  i J. I (X “1 --------  I ,
< ( * ' )  =  +  +
fC ( l - s '  + 2pa) , ^  ( - )m {2TrK)-2’m
+ E
m = l ml m  +  a
where
r " -  
■H'M — - J _____ ri T ( a ) K 2pa J -
-c \  —2 p ( M —\ ) + i o o  Y{w/2p)
47vpiT(a) c i - 2 p { M - i ) - i o o  a — w / 2 p  
U sing the sim ple rearrangement and the definition (2 .2.2), we have
K w£(s  — 2 pa +  w)dw.  (3.4.5)
X{s ~  2pa) x { s )  x { s  ~  2Pa)
X
r ( a ) K 2P“ r (a )  x ( s’ ) K 2pa
■ (2 n K )X ( s )  ,n_  r^ _ 2„ „ s in f(s ' - 2 p a )• 7T fsin ( 1  S  )  2par  (n) om 2
and, for convenience, replacing the variable s by s in (3 .4.4), we finally obtain the 
following result
OO _ J _  1 — :2 )  T { l ~ sC(s) = E  n ~sQ(a, ( n / K ) 2p) +  —— 2”
n = l 1 W 5  — 1
X(s) ^  (-)”* (27r/C)-2”(">+“) „ ,
/  , i , ^ r n  ~T r i M
m = 0 mi m l  a
(3.4.6)
where the coefficients A m are the sam e as (3.2.12).
In fact, the remainder l£'Ml which is defined in (3 .4 .5), equals the remainder 
— R m  defined in (3 .2.9), as can be shown by introducing the new variable w =  u + 2p a .
3 .5  N u m e r i c a l  R e s u l t s  o f  (3 .2 .1 1 )
T he numerical illustration of the asym p totic  formula (3.2.11) is presented to dem on­
strate the above analysis. On the critical line 5 =  \  +  it, the function x ( |  +  it) can 
be expressed as e -2 * ^ ,  which $ ( t) is defined in (1.3.2). Table 3.1 shows the values 
o f |am| in the finite sum o f (3.2.11) near the optim al truncation point Mo for fixed  
t and different a values, where am is defined in (3.2.25). U sing (3.2.26) for t =  50, 
it is found th at the optim al truncation point is M 0 — 625.
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Table 3.1: Values of \am\ near optim al truncation for t =  50; p  =  1, K  =  t/2n.










5.63 x  10~23° 
6.58 x 10 - 236
1.13 x 10"239 
1.81 x 1 0 -241 
1.11 x 1 0 -241
1.86 x  1 0 -241
8.86 x 1 0 -240 
1.51 x 10- 236
7.14 x  10- 232
1.02 x  1 0 -228 
1.31 x 10- 234
2.49 x 10- 238 
4.35 x 10- 240 
2.78 x 10- 240 
4.83 x 10"24°
2.49 x 10"238 
4.53 x 10- 235 
2.29 x 10"23°
3.31 x  10"226
5.31 x 10- 232 
1.21 x 1 0 -235 
2.52 x 10- 237 
1.75 x 10- 237 
3.28 x  10- 237 
1.96 x 10- 235 
4.09 x 10- 232 
2.35 x 10"227
1.18 x 1 0 -218 
3.55 x 10- 224 
1.42 x 10"227 
4.99 x 10- 229 
4.41 x 10- 229
1.05 x  10"228 
9.73 x 10' 227
3.06 x 10"223 
2.59 x 10' 218
5.01 x  10- 206 
4.22 x  10"211 
4.34 x 10"214 
3.57 x 10- 215 
4.74 x 10- 215 
1.66 x  10-214
3.20 x 10- 212 
2.00 x 1 0 -208
3.20 x 10- 203
The com putation of the asym ptotic formula (3.2.11) for different values of t 
with the value a =  1 is shown in Table 3.2. W hen t =  10, optim al truncation yields 
a value accurate to  5 decim als only. For the other t values M  was chosen to yield 
an accuracy of 25 decim als. K  was chosen as t/2n.  The exact value Z(t)  can be 
com puted from Z(t) =  +  it).
Table 3.2: C om putations of Z(t)  from (3.2.11) for different values of t w ith p =
1, a =  1, K  =  t/2n.
t M Zapprox(t) Z(t) Zapprox(t) ^{t)\
10 24 -1 .5 4 9 1 8 98594 -1 .5 4 9 1 9 45461 4.7 x 10“6
20 50 1.14784 24121 85197 1.14784 24121 85197
27763 50340 5 27763 50340 87 4.0 x  10“26
30 33 0.59602 85192 39884 0.59602 85192 39884
95531 85143 14725 95531 85143 09520 5.2 x  10"27
40 29 -1 .3 0 8 8 8 23934 56599 -1 .3 0 8 8 8 23934 56599
15901 61454 38381 15901 61454 47440 9.1 x  10- 27
50 27 -0 .3 4 0 7 3 50059 55024 -0 .3 4 0 7 3 50059 55024
98275 33166 17482 98275 33166 39750 2.2 x  10~26
The com putation of the asym ptotic formula (3.2.11) for different values of p, 
K  and fixed a when t =  100 and M  =  30 is shown in Tables 3.3-3.4.
Tables 3.3-3.4 show th at when p  is increased, the accuracy decreases. Increas­
ing K  clearly increases the attainable accuracy; this is at the cost o f increasing the
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Table 3.3: C om putations o f Z(t)  from (3.2.11) for different values o f p, K  and fixed 
a =  1 when t =  100, M  — 30
a =  1 K  =  t/  2tt * II GO =3 K  =  tj ir
P | Z a p p r o x ( t )  — Z(t)\ Z aVp r o x { t )  ~  Z{t)  | Zapproxit) Z(t)  |
1 3.1 X  10-33 3.9 x  lO” 44 7.1 x  10~52
2 1.5 x 10"24 5.5 x  1(T 47 1.8 x  1 0 -62
3 3 .i  x  i ( r 5 4.3 x  10- 21 4.3 x  IQ"32
Table 3.4: C om putations of Z{t)  from (3.2.11) for different values o fp , K  and fixed 
a =  |  when t =  100 and M  =  30
a =  \ K  =  t/2ir K  =  3^/47r K  =  t/lT
P Zapproxify ^ (01 Zapproxif) ^(^)l O H cs- 1
1 5.6 x  10"34 1.1 x  10"44 2.7 x  10- 52
2 7.2 x  10"25 7.5 x  1CT47 4.2 x  10"62
3 2.8 x  10“6 1.4 x  IQ- 19 8.5 x  10"35
effective cut-off point n* ~  K a lt2p o f the sm oothed infinite sum.
W e will show the results of the asym ptotic  formula (3.2.11) for t =  50 and 
t =  100 in Tables 3.6-3.9 together w ith the bound of the remainder R m  in the next 
section.
3 .6  A  B o u n d  o n  t h e  R e m a i n d e r  R m  f o r  a  >  0
We will obtain a bound on the remainder term R m  in (3.2.9) for the particular 
case when p is a positive integer and a, K  are positive numbers. Sub stitu tin g  the  
functional relation (3.2.10) into (3 .2.9) and choosing c\ =  p, we can w rite R m  as
R m  —
1 r — 2p6-{-ioO yj dyj
0 = T - r /  r (a  +  - ) X » x ( s  +  u > ) C ( l - s - « o ) — . (3-6.1)27m (a) J-2p6-ioo 2p . w
where 6 =  M  +  a — i .  Introduction of the new variable w =  —2p6 +  2 iu, u =  y
w ith s =  o  +  it (t >  0 ), R m  becom es
H  r ° °  T ( - M  +  \  f )
R M
7T 2 
=  2r (a )  /-< iu — p5 s- ( v K ) - 2pS+2iuC{l - s  +  2 p 5 -  2iu)
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n ^ + p S - i y ) ,  / o a n ,
x ~ F i i — x . • > dy- ( 3 -6 -2 ) r (f  -  pS +  iy)
In the following study, we suppose 0 < a  <  1 and define
T ( a  +  iy)
F(V)  = r(i - a  +  iy)
1 — oa  =  —----- h po. (3.6.3)
In Appendix B.3.1, we prove that F ( y )  is an even, monotonically increasing function
2of y  for y  >  0, since a  =  ^ f - + p 5  >  The gamma function in (3.6.2) can be replaced
by , ,  1 i u .r(-M + - + —) = H Mr ( |  +  f )
From the inequality
|rd  + ^)l = ( 7r2 p  cosh 7r u / p ) i  <  (2 7 r )^ e - ,r|“ l/2p,




Using the inequalities J()(x +  iy)\ < ( ( x )  for real x  > 1; real y  and substitution 
of (3.6.6) into (3.6.2), we then find
, „ I _ tt" "2 2(7tK )  2”s( ( l - a  +  2p6) T 
]Rm1 < r ( a ) T ( M  +  \ ) p 5  X 7l (3.6.7)
where
/
OO F ( u  +  t / 2 ) e ~ ^ u^2pdu.
-OO
From Stirling’s formula, we have
F ( y )  ~ y 2a 2 {1 + 0 ^ 5 * / y 2)}  y  +oo.3 r 3  / . . 2 '
Letting the scaled gamma function ratio be
G m (v ) =  y i - 2aF( y ) ,  (3.6.8)
3 3then G M { y )  —> 1 , as y  —> +oo, and its numerical value is 0(1) provided p ^ M *  <  y  
for fixed M .  The function G M { y )  is also discussed in Appendix B.3.2, where it is 
established that G m {p ) is a monotonically decreasing function of y  for y  > 0 when
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a  > 1. In fact, the numerical results show that G M ( y ) has the same property when 
a  >  Co, where Co — 0.63605.
The integral I  can also be written as
{ r  + f \  r°}F(u +  t / 2 ) e - ^ ' 2pdu  J — oo J—t Jo
(1 + l°° F(u + t / 2 ) e - m/2pdu
+ f F ( —u + t / 2 ) e - * u/2pdu.  Jo (3.6.9)
Using the properties of F( y ) ,  we can write (3.6.9) as
I  = a  + e - nt/2p) G M{t /2)  [°°  (u +  t / 2 ) i - a+2pSe~’'u/2pdu +  F ( t / 2 )  t  e~’ 'l/2pduJo Jo
= (1 + e - ’,t/2‘, ) G M ( t / 2 ) ( w / 2 p y N~l ex r ( N  +  \ , X )
+ F ( t / 2 ) ( 2 p / n ) ( - i  - e ~ 1'll2p), (3.6.10)
where X  =  wt /4p,  N  = |  — o  +  2pS. In the above derivation, we have used the 
formula [Gradshteyn & Ryzhik, 1965, p. 318]
(x + P f e - ^ d x  = i i - v~ xe ^ Y { y  + 1, £/i), (3.6.11)
where Re/r > 0, |arg/?| < n. Substitution of (3.6.10) into (3.6.7), shows that the 
bound on the remainder term R M is expressed as
t\Rm  \ <  2 ^ - 3/2( - ) ^ ( ——)■ -“ x12p(5 C(1 -  O + 2 pS)2-irK T { a ) T ( M  +  Y { M  -  \  +  a) xC„(t), (3.6.12)
where
C M ( t )  = {1 -  e ~ ^ l p  + (1 + x — r ( N  + 1, A')} x G M ( t / 2). (3.6.13)
The function G M { t / 2) is determined by direct computation from (3.6.3) and (3.6.8). 
In Table 3.5 we show values of G m (t / 2 )  for different M  when p  = 1 and a — a = 1 
for t =  50 and t =  100. For low values of A/, Gm( /̂2) — U while for larger values of 
M, it is found that Gm( /̂2) ceases to be 0(1) once M  ;> ( t / 2 ) i / p .  Consequently, we 
would expect the bound (3.6.12) to be quite realistic only for values of M  satisfying 
M<:(l/2)I/p.
In order to illustrate the accuracy of the asymptotic formula (3.2.1 1) and the 
sharpness of the bound (3.6.12), we give numerical results for Z approx(t) using the
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Table 3.5: Values of the coefficient G m (t/2) when p  =  1 and a =  a = 1 for t = 50 
and t  =  100
a =  \ a =  1
M G m (25) Gm(50) M G M (25) G m  (50)
5 1.06793 1.01671 5 1.09122 1.02230
10 1.66401 1.14075 10 1.79844 1.1644715 5.11858 1.54996 15 5.99574 1.62045
20 37.7341 2.77013 20 48.5599 2.98869
25 7337.75 6.98094 25 1042.88 7.82060
Table 3.6: Computations of Z approx(t) and R m  for t = 50, a =  K  =  t j chx,  p  =  1 , 
M0 = 625.
Z(t) -0.340735005955024982753316639750814878139663427
M Zapproxif) Zapproxif)  ^(01 R m
5 -0.33992 97514 8.053 x 10~4 2.284 x lO-3
10 -0.34073 49818 43000 2.411 x 10~8 1.100 X  10"7
15 -0.34073 50059 54995 87282 2.911 x 10'14 1.156 x lO'12
20 -0.34073 50059 55024 98288 06415 1.273 x 10“19 9.219 x 10“18
25 -0.34073 50059 55024 98275 33178
10318 1.171 x 10-24 1.608 x 10-22
30 -0.34073 50059 55024 98275 33166
39750 35059 4.643 x 10'31 1.455 x 10“26
35 -0.34073 50059 55024 98275 33166
39750 81487 35331 4.607 x 10~36 8.022 x 10-30
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Table 3.7: Computations of Z approx(t) and R m  for t  =  50, a = 1, K  = £/27r, p  = 1, 
M0 = 625.
Z(t) -0.34073 50059 55024 98275 33166 39750 81487 81396 63426 67267 96489
M Zapproxify Zapprox (̂ ) 1 \ Rm \
5 -0.33936 96628 1.365 x ICH 4.048 x 10~310 -0.34073 49606 4.540 x 10"8 2.070 x 10'T
15 -0.34073 50059 55145 49923 1.205 x 10"13 2.464 x 10“12
20 -0.34073 50059 55024 98222 07131 5.326 x 10"19 2.330 x 10-17
25 -0.34073 50059 55024 98275 3320324412 3.685 x lO"24 5.198 x lO"22
30 -0.34073 50059 55024 98275 3316639759 15453 8.340 x 10"3° 6.184 x 10“26
40 -0.34073 50059 55024 98275 3316639750 81487 81398 66857 2.034 x IQ-40 1.612 x 10“31
50 -0.34073 50059 55024 98275 3316639750 81487 81396 63426 6726724770 7.172 x 10"51 1.812 x 10“34
Table 3.8: Computations of Z approx(t) and R M for t  =  100, a = K  =  £/27r, p = 1.
Z(t) 2.69269 70566 64463 47499 53798 28685 03242 06190 21637 67271 34374 02731 19279
M Zapprox{t) Zapprox(t) (̂̂ )l \Rm \
5 2.69334 31671 6.461 x 10“4 2.116 x 10"3
10 2.69269 70653 68957 8.704 x 10“9 5.967 x 10“815 2.69269 70566 64462 41105 1.064 x 10"15 2.037 x 10“13
20 2.69269 70566 64463 47500 45590 9.179 x 10-21 1.945 x 10“19
25 2.69269 70566 64463 47499 5379839462 1.078 x 10-26 8.304 x 10-26
30 2.69269 70566 64463 47499 53798
28685 03186 03162 5.603 x 10-34 2.184 x 10-32
40 2.69269 70566 64463 47499 53798
28685 03242 06190 21637 67175
50959 9.583 x 10-49 1.022 x 10“45
50 2.69269 70566 64463 47499 5379828685 03242 06190 21637 67271
34374 02730 96799 2.248 x 10"61 2.359 x 10'58
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Table 3.9: Computations of Z approx( t) and R M for t = 100, a =  1, K  =  t / 2 n,  p  = 1 .
Z(t) 2.69269 70566 64463 47499 53798 28685 03242 06190 21637 67271 34374 02731 19279
M Zapprox (t) 1 Zapprox {t) Z(t)  | \Rm \
5 2.6936 70837 9.738 x 10“ 4 3.454 x 10- 3
10 2.69269 70762 25807 1.956 x 10" 8 1.038 x 10' 715 2.69269 70566 64484 47128 2.124 x 10“ 14 3.698 x 10- 13
20 2.69269 70566 64463 47503 36646 3.828 x 10~20 3.688 x 10- 1925 2.69269 70566 64463 47499 5379839462 1.990 x 10“ 26 1.654 x 10~25
30 2.69269 70566 64463 47499 5379828685 02927 95836 3.141 x 10- 33 4.604 x 10- 32
40 2.69269 70566 64463 47499 5379828685 03242 06190 21637 62688
46531 4.583 x 10" 47 2.521 x HT45
50 2.69269 70566 64463 47499 5379828685 03242 06190 21637 6727134374 02731 09698 9.581 x 10" 62 7.557 x 10" 58
asymptotic formula (3.2.11) and the bound using (3.6.12) for different values of 
t and a.
In Tables 3.6-3.9, we show the accuracy of the asymptotic formula (3.2.11) 
truncated after M  terms for t =  50 or t = 100, when a =  \  and 1. It is seen that 
when M  <  25 or M  < 50 the accuracy of the bound is acceptable. However, when 
M  >  25 or M  >  50 the bound is not very accurate; thus the bound is realistic when 
M  <  25 or M  <  50.
From Tables 3.6-3.9, we find that the bound (3.6.12) is not sharp enough to 
establish the asymptotic nature of the expansion in (3.2.11). When M  is not too 
large, this bound turns out to be very realistic, and remains so until M  ~ int [t/2] 
when p  =  1 . For large values of M, the bound (3.6.12) is too crude for values of M  
near optimal truncation. In fact, the main contribution to the bound R m  in the 
integral in (3.2.9) arises when y is near |  for the special case p  = 1 . We shall show 
this in Section 3.7.
62
3 . 7  D i s c u s s i o n  o f  t h e  M a i n  C o n t r i b u t i o n  o f  t h e
R e m a i n d e r  R m
We will demonstrate that the integral for R M  given in (3.2.9) can be divided into 
several parts over its domain of integration. We will show that only one of them 
yields a dominant contribution and rest of them are exponentially small and can be 
neglected.
For convenience, R M  is rewritten as follows
1 r - c i - 2 p ( M - l + a ) + i o o  w  dlV
i > + (3.7.1)
2 7 r i T ( a )  J —  c\ —  2 p ( M —  l + a ) — ioo 2 p  w
Here we consider the case 0 < Ci < 2, p  =  1 and a is a positive number. Putting (3.2.10) 
into (3.7.1), we have
R M 1 r ~ ci-
2 7 r i T ( a )  J-c—ci — 2( M —1+o) -Moo7 r i r - ' — i— 2 (M —l+ a )—too r(a + ~ ) K w7Tw+s-> C(1 - s - w )w  2P ‘ dwr ( i± M ) w(3.7.2)
With w =  2z  + 1 — s and v  = a — s/2, this becomes
R s “ 2 r - c 2 - ( M - l + o ) + t o o  T(| + Z  + V)T( — Z)M 7T -C 2 -27r?r(a) J-co- (n 2K 2)z 2 + 2( ( - 2 z )dz ,TiPG —C2 — (M—1+a)—ioo T(̂  T o)(  ̂— 4 "F 7) (3.7.3)
where C2 = + 7 and 7 < C2 < 4 (cr = -|). Letting 2 = — c2 — (M — 1 + a) + iy, we
can write (3.7.3) as
7TS 2 roo — M  + m)r(c2 + (M — 1 + a) — iy)
2 niT(a)  7-oo r(i -  ca -  (M — 1 + a) + it/)(—M  — a + + iu)
x (ir2K 2 )~M+6l~a+iu( ( 2 c2 + 2(M -  1 + a) -  2i y ) dy ,  (3.7.4)
where u =  y  — | ,  = |  — C2 and satisfies 0 < < 1 .
If we take a  =  C2 + (M — 1 4- a) and (3 =   ̂ — a  in (B.3.1), H ( y )  changes to 
Fi (y )  which is defined as
Fi(y) T(c2 +  ( M  — l +  a) — iy)  r ( | -  c2 -  ( M  -  1 + a) + iy)
Then Fi ( y )  has the following properties (see Appendix B.3):
(3.7.5)
(i) F\ ( y )  is an even increasing function of y  for y  >  0 since c2 + ( M  — 1 + a )  >
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(ii) F i ( y ) ~  y l { M + a )  25\  y  -|-oo;
(iii) Fx(0) - r(c2+(M-l+g)) r(i—C2-(M-l+a)) •
Define
G m W  =  J/2{l_2<M+<t)^ i(! /)>  J / > 0 . (3.7.6)
Thus, G lM(y) is a decreasing function of y for y >  0 when (at least) c2 +  {M — l+a) > 
f and GlM{y) 1 when y —> +oo. The proof of these statements is given in B.3. 





where the function F2 (y) denotes
_ T( 8 1 -  M  + iu)V{c2 +  ( M  -  l  +  a) - i y )
2  ̂ T(̂  — c2 — (M — 1 + a) + i y ) ( —M  — a +  Si +  iu)
x(7r2K 2) - M+6l - a+iuC(2c2 + 2(M - l  + a) -  2%).
We divide I  into the following four parts:
ro / + —A  /“i -oo
^ =  { /  + /  +  , +  L J F 2 ( y ) d y
J -OO . / f - A  ^ 2 + A
=  7i +  h  +  3̂ +  A  j
4 + a '+OO
(3.7.8)
where A is a function of t  which satisfies A = A(f) —> +oo and A <g |  as t —> + 00. 
For example, we can choose A(t) ~ where 0 < v  < 1.
Since 2 oi + 2(M — 1  + a) > 1 , the first part of /  can be written as
IA < (ir2K2)-(M+a- s,)C(2c2 + 2(M -  1 + a))
x / "  W . - «  + ■ <»-1»I{(M + a -  5i)2 +  (y — | ) 2} 5
< 2(7r2/ f 2)-(M+°-,Sl)r 1C(2c2 + 2(M -  l + a))
x / Fi(2/)|T(<5i -  M + i { y  + £/2))|d2/../o
The gamma function satisfies the inequality




where K \  is a computable coefficient ( K i ~ \Z2n when u -* +oo) and K 2 is a 
positive constant. Replacing x by — M in (3.7.10) and applying this result to the 
integral (3.7.9), we have
|Ji| < 2 K l ('K2K 2) - {M+a- 6l)r 1( ( 2 c 2 +  2(M -  1 + a))
x I*™ F i(y)(v + t / 2 )6' - M~ h - *Jo
<  2 K l {ir2K 2) - {M+a- Sl)t - 1C{2c2 + 2(M -  1 + a))e"^
/•H-OO r , ,  1 „■x F 1 ( y ) ( y  +  l ) * ' - M- ’ e-; '>dy,  (3.7.11)./0
where t >  2 (t is large). The last integral is independent of t  and is finite, since 
F\ (y)  ~ y^{M+a)-25i when y  —> +oo. We suppose K  is a function of t such that 
K  = K ( t )  -+ +oo as t —> +oo. From the above inequality, we therefore obtain
|/i| ~  0 { K - 2^ a~h ) e - ^ r l ), t -+ +oo,
so that, \Ii\ is exponentially small when t  is large.
Analysing the contribution from the other parts of |/|, we have
\I2\ <  ('K2K 2 )~tM+a~6l \ ( 2 c 2 + 2 ( M  — 1 + a))
x
i .
F i ( y ) - ------------------------  . . i dy
{ ( M  +  a - S ^  +  i y - m *
t<  K i F i i -  -  A)(7r2tf2)-(M+a- {l)C(2c2 + 2( M  +  a -  1)) 
e - ^ A { l- M - f ( l / 2 - A ) , (3.7.12)
so that we obtain
|/2| ~ 0 ( K ~ 2(-M+a~s^ A i l ~M~ i ( t / 2  -  ^)2(M+»-'si)+1e- ’rA/2)j t -+ +oo.
This part is also exponentially small when t is large. 
The part of \h\  will be analysed next.
i h <  (7T2A '2r (M +° - 'Sl)C (2c2 +  2 ( M - l + a ) )
p  i r ^ - M  +  ^ - i ) ) ,
Ji +A {(M + a-<5,)2 + (j/-i)2p
< Ki(7r2/i:2)-(M+“-'5')G'jw(</2 + A)C(2c2 + 2(M + a -  1))A“*
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i - M - *
X [  y W + a - ^ l y  -
J i + A
< K ^ K t y W + ' - W G ^ t t f i  + A)C(2c2 + 2(M + a -  l^A*1'
x(2/7r)2(M+a)-2<1+1eI?r(2(M + a - <5,) + l,ir(t/2 + A)/2). (3.7.13)
Thus, we have the estimate of the order of \U\ as
| / 4 | ~  +  ^ ) 2 ( M + a - ^ ) e -7rA /2^ f  _^ +  QO<
The part I/41 is exponentially small too when t is large.
The only part left is |/3|, the integral whose interval is the neighbourhood of 
t / 2, which is ( t / 2 — A,£/2 4- A). Then
| / 3 | <  (7r2^ 2) - (M +a- 5l)C (2 c2 +  2 ( M - l + a ) ) ( M  +  a - ( 5 1) - 1
X [ ; +A F1 ( y ) \T( 6 l — M  +  i ( y  — t /2 ) ) \dy .
Jr: —  A
(3.7.14)
Clearly, the parts / 1 , /2, /4 are very small terms compared with the term /3, when £ 
is large. Therefore, the main contribution to the integral I  results from the part /3. 
To demonstrate the accuracy of the above analysis, some numerical results are given 
in Tables 3.10 and 3.11. The computable coefficient K\ in Tables 3.10-3.11 is given 
in (3.7.10), K i  ~  y/2n when t is large. It can be seen that Rm^ ~ \Zappr0X(t) — Z(t ) \  
and R mi <C Rm3 (i = 1, 2, 4). For example, when M  =  25 in Table 3.11, the smallest 
term is R m 1 which is 1 .2  x 10 -75, the second smallest term is R m2 which is 7.3 x 10 -66 
and the value of \Zappr0X(t) — Z(t ) \  is 2.0 x 10 -26 which is the same order as Rm3 
given by 5.6 x 10-26. These results agree with the theoretical analysis.
Table 3.10: Computations of Rmi (i =  1, 2 , 3, 4) for t  =  50, a =  1, K  — t /2ir,  c\ — 
V = 1, A = t j 4, where Rmi = 2irTla)Kl 1̂ 1 when i =  1, 2, 4 and R m 3 =  ^f (a)  1̂ 1
M F m l R m 2 F m 3 F m i Z a p p r o x i (̂ )̂l
5 2.9 X  10" 32 1.1 X  10- 18 2.0 X  1(T3 8.7 x 10“ 15 1.4 x 10~3
10 8.4 x 10' 38 1.9 x 10" 26 8.3 x 10“ 8 2.6 x lCT18 4.5 x 10~8
15 7.0 x 10~41 2.3 x IO- 33 6.8 x 10 “ 13 1 .2  x 10 “ 21 1 .2  x 10 ~ 13
20 1.8  x 1 0 - 42 2 .1 x 10 “ 39 2.8 x 10 “ 18 9.0 x 10" 25 5.3 X  10- 19
25 6.2 x IQ" 43 1 . 1  x 10 “ 44 9.4 x 10“ 24 1.5 x 10" 27 3.7 x 10“ 24
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Table 3.11: Computations of Rmi i = (1, 2, 3, 4) for t  =  100, a =  1, K  — t / 2 n , Ci =  
P =  1, A = t/4, where Rmi =  2rrT̂ a)Kl |7<| when i =  1, 2, 4 and = ^ ^ 1/ 3!
M ^ml Rm 2 Rm3 Rm4 âpprox{t) ^ ( ^ ) |
5 6.2 x 10“53 7.7 x 10-29 1.8 x 10“3 3.5 x 10-25 9.7 x 10“4
10 1.8 x 1(T61 1.3 x 10“38 5.0 x 10“8 2.4 x 10-30 1.9 x 10"815 1.4 x 10"67 4.2 x 10-48 1.6 x 10-13 1.9 x 10-35 2.2 x 10-14
20 3.7 x 10-72 3.4 x 10"57 1.5 x 10"19 1.6 x 10“4° 3.8 x 10-20
25 1.2 x 1CT75 7.3 x 10“66 5.6 x 10"26 1.7 x 10-45 2.0 x 10"2630 3.0 x 10-78 4.3 x 10-74 1.2 x 10"32 2.3 x 10-50 3.1 x 10"33
40 2.2 x 10“81 2.6 x 10-89 2.3 x 10“46 9.1 x 10“6° 4.6 x 10~4750 2.6 x 10-82 5.7 x 10"103 2.5 x 10"60 1.4 x 10'68 9.6 x 10“62
3 . 8  T h e  O r d e r  o f  t h e  M a i n  S u m  i n  ( 3 . 2 . 6 )
We notice that the asymptotic expansion (3.2.6) for £(s) has three parts, the first 
part is the main sum over n  smoothed by the incomplete gamma function, the second 
part is exponentially small for fixed a when t is large, and the last part J  can be 
represented by the integral given in (3.2.7). We will use the new formula to estimate 
£(1 + it). For this purpose, the estimation of the order of the main sum in (3.2.6) 
will be developed in this section and the approximation of J  will be given in the 
next section. These estimates will be used to determine the growth of £(  ̂4- i t).
We will estimate the order of the sum | n~sQ ( a , n 2/ K 2)\ when s is on the 
critical line a  =  First we consider the incomplete gamma function Q(a, x)  defined 
in (2.2.3), which we rewrite here as
1 r°°<5K^) = 7TTT /  t ^ e ^ d t ,  (3.8.1)1 (a) Jx
where we suppose that x >  0 and a >  0. Using the following change of variables 
in (3.8.1),
-  = r, r -  1 -  logr = (3.8.2)a 2
we obtain
Q ( a , x )





r * ( a )
dr
/ m , (3.8.3)
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where A =  x/a and ij satisfies the equation A - 1 — log A =  |t?2, with the choice of 
the square root branch for 77 being made such that 77 and A — 1 have the same sign 
and T*(a) =  (a/27r)^eaa~aT ( a). The function /(£) involved in (3.8.3) is defined by
/ ( 0  =  ^ r ( f ) / 1  ( 3 8 -4 )  
and has the following properties:
(i) /(£) is a continuous decreasing function of £;
( ii)  /(£) ~ 1 , when £ ~ 0.
The proof of these properties is given in Appendix B.4.
Using the bound /(£) < 1 when £ > 0 in (3.8.3), we can then show that the 
incomplete gamma function satisfies
1 f°° _ 2
Q ( a ' x )  < T ^ ^ J ^ e ~ W d w
=  2 F n erfc (??V f (3'8'5)
Also, T(a) can be expressed as [Abramowitz & Stegun, 1968, p. 257]:
I »  = V 2naa~ie~“e0/ 12a, a > 0, 0 < 6 < 1.
From the above equation and the definition of T*(a), we have
r*(a) = es/12a.
Thus, T*(a) > 1 for a >  0.
The complementary error function satisfies the following inequality for x  > 0,
2 r ° °  •? 2 9 r ° ° 9er fcx  =  —=  /  e~u du =  —= e ~ x / e ~2xw~w dw  
Y  7T Jx a/ T T  Jo
9 POO
<  —7= e ~ x2 / e~w2dw =  e~x2. (3.8.6)y 7T >70
Substituting (3.8.6) into (3.8.5), we therefore have the following inequality for 77 > 0,
Q(g, x) < ^exp ( —̂ 772), a >  0, x  > 0. (3.8.7)
We also have 0 < Q ( a , x )  < 1 for a >  0 and x  >  0 by the definition of Q ( a , x ) .
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Next, we investigate the sum | YO^Li n sQ { a -> n 2 / K 2)\, where K  =  K ( t )  —>■ Too 
as t —> -f oo as mentioned in the last section. Letting
n* =  int [ K y / a ], xo =  K y / a  =  n* + p, 0 < p < l ,
we have
A = na K 2'
Thus, for n <  n*, A < 1 which means that rj < 0, and for n >  n*, A > 1 which 
means that ij >  0 .
We divide the sum n~sQ ( a , n 2/ K 2) into two parts as follows {a =  |):
oo oo| n ~ sQ(a,  n 2/ K 2)\ <  ^ )n - 2(3(a, n2/ K 2)
n = l n = l
n oo= ^2  n~?Q(a ,  n2/ K 2) +  ^  n~~‘ Q ( a , n 2/ K 2). (3.8.8)
n = l n = n * + l
The first part of (3.8.8) which is 77 < 0 can be estimated by
n* n*  „n * 1
n~2Q(a ,  n 2/ K 2) < n~* < / x ~ 1 dx =  2n*1 . (3.8.9)
n — l n = l
Thus, the first part is 0 ( n * 2). Using the inequality (3.8.7) and considering that 
the function e~a^n X̂ô 2~ 1\ n / x 0)2a_1/2 is a decreasing function of n, the second part, 
which is the smoothed tail when 77 > 0, is
00
E n  * Q ( a ,
VI
CNe 1  ^  i
0  L  n  2 e
-\ar)2
n = n * + l n = n * + 1
<
1  * _ I




E  « ' “ <(
n = n * +  2
— )2 - i ) /  n  \  *0 '  ' ( — j
x 0
2 a - i
< 1  n - i  +
1
1
roo/  - a  
/  e )2a~ l dx2
2 x 02 7 n = n * + l v x 0
< 1  * - 4  ,
1
1
/ ° °  —a ((  — )/  e  u * o ; 2 " l ) ( £ . ) 2 a - '2  dx
2
2 x 02 Jx  0
1  1 1  T ( a  +  "7 , a ) e a
( 3 . 8 . 1 0 )< - n *  > + x 02 \ 4 ' /
4 a a + 4
W h e n  a  i s l a r g e ,  w e f i n d  T ( a  T a ) e a / 4 a a + 4 ~  0 ( a “ 2 ) . S i n c e  x o  ' n*. , b y  t h e
definition of xo, the second part is consequently 0 (n*2). 
Collecting the above results together, we have
sQ { a , n 2/ K 2 ) \ = 0 ( n **),
n = l
where we recall that n* =  int [Ky/a\ .
(3.8.11)
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3 . 9  E s t i m a t i o n  o f  t h e  O r d e r  o f  C ( |  +  * 0
The famous Lindelof Hypothesis is that £(| + i t)  =  0 ( t £) as t  —> oo, where e is an 
arbitrarily small positive number. It also has been shown by Walfsz that van der 
Corput’s method gives £(|+z£) = £)(U63/988), where 163/988 ~ 0.16498 [Titchmarsh, 
1930, p. 26]. At the present, the best-known result obtained by classical methods 
is that due to Kolesnik which is £(̂  +  it) =  0(|t|35/216+e) for all e  >  0 as |£| —» cxd, 
where 35/216 ~ 0.16204. A new method in which estimates of Kloosterman sums 
obtained from the theory of modular forms are used has been applied by Bombieri 
and Iwaniec to yield the estimate £(̂  +  it) =  0 ( \ t \ 9̂ 56+e) for all e > 0 as \t\ —> oo. In 
this case 9/56 ~ 0.16071 [Patterson, 1988, p. 100]. In this section, using a similar 
method to Section 3.7, we explore the consequences of the new formula for £(5) 
in (3.2.6). We first study the remainder term J  and then the order of the main 
sum in (3.2.6), which is estimated in Section 3.8. Use of these results then yields an 
estimate for the order of £(  ̂+  i t ) a s t —* o o :  this is found to be £(  ̂+  it) = 0 ( U +£) 
for e >  0. This result is, of course, not very sharp and can be found in the standard 
text by Titchmarsh [Titchmarsh, 1986, p. 95]. Further improvement in this estimate 
would require sharper bounds in the estimation of J  and the main sum.
For convenience, we write J  (p = 1) as
J  = 2 niT(a)
/  — CQ + iOO njn (lyj
r(o + ̂ )JC»C(*+ «>)— . (3.9.1)
-Co— too Z  W
where a is a positive number and 0 < Co < 2a. Letting w =  2z  +  l  — s, u — a — s / 2, 
and using (3.2.10), J  can be written as
* s * r c3+,0°  r ( ^  +  z +  i / ) r ( - z )  ,  2
2 7 r i r ( a )  J-c3-«oo r ( z  +  \ ) ( z  -  f  +  2 )
S+ 1 2 ^ 2£(-2 z ) dz , (3.9.2)
where c3 = ^ \  and \  <  c3 <  a +  j .
We deal with the case that s is on the critical line (a =  )̂. To simplify 
expression (3.9.2), let S2 =  p  =  a — 6 2 ■ Clearly 6 2 >  0, p >  0. We can
also choose c3 to satisfy p > h  which requires a > 2* It is noted that this choice of 
c3 is not necessary but just for convenience in presentation. Letting z  = —c3 + i y
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i n  ( 3 . 9 . 2 ) ,  t h e n  J  b e c o m e s
T ( p  +  i u ) T ( c z - i y )
J  =  —
2 r<-
fa) J -
( n 2K 2) i u ~ 62( ( 2 c 3 -  2 i y ) d y ,  ( 3 . 9 . 3 )
2 7 i T ( a  - oo T ( |  -  c 3 +  i y ) ( S 2 -  i u )
w h e r e  u  =  y  —  | .  W e  d i v i d e  J  i n t o  t h e  f o l l o w i n g  f o u r  p a r t s
J  =
7T 2
27rr(a) J-  
—  J \  +  J 2 +  J 3 +  J 4,
/■o /*4+a r+oo
{ +  + i  +  t } F M d y00 J o  J % - A  7 4 + A
( 3 . 9 . 4 )
w h e r e
F,(») =  n r1( p + t : ) r ( ^ ~ t j / ) , ( ^ ^ r - fec(2c3 -  2i„),
1 ( 2  -  C3 +  2 2 /)  (02 -  w )
a n d  A  i s  a  f u n c t i o n  o f  t  w h i c h  s a t i s f i e s
A  —  A ( £ )  — y 4- 00 , A 2 <c < c  ^  - b o o .  ( 3 . 9 . 5 )
D e f i n e
a n d
H v )  =
r ( c 3 -  i y )  
r ( ?  ~ c 3 +  i y )
y  >  0 .
G { y )  =  y - 2 h F ( y )
( 3 . 9 . 6 )
( 3 . 9 . 7 )
I n  A p p e n d i x  B . 3 ,  i t  i s  s h o w n  t h a t  F ( y )  i s  a n  e v e n  m o n o t o n i c a l l y  i n c r e a s i n g  f u n c t i o n  
a n d  G ( y )  i s  a  d e c r e a s i n g  f u n c t i o n  o f  y  >  0 w h e n  c 3 >  1 . W e  c a n  c h o o s e  2 c 3 >  1  a n d  






(7r2^ 2) - feC(2c3) [  F ( y )
J —OO
° ir(p + r(y -|))|
- " r ' l y
" # ( » )
1 + f e - i )2} 5 
+0° ;=.,..Jr 03 +  %  +  l) ) l
:2 +  ( y  +  m
T d y ■ ( 3 . 9 . 8 )
U s i n g  x  =  P  a n d  u  =  y  +  j  i n  ( 3 . 7 . 1 0 ) ,  ( 3 . 9 . 8 )  b e c o m e s
Oil < - ^ j - 1 ( ^ K 2 ) - ^ ( ( 2c 3 ) e - ^ 4 [ + ° ° F ( y ) ( y  +  t ^ y - i e - ^ d y7r c i  ( a )  J o
<
K ,
. { ^ K 2) - s%(2c3) e - ”t l i ( t l 2 y - ^
i r t T ( a )
f + ° °  -  i
x  /  F ( y ) ( y  +  l ) p  2 e  * v d y ,  
J o
( 3 . 9 . 9 )
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w h e r e  w e  r e c a l l  t h a t  p  >  1  T h e  l a s t  i n t e g r a l  i s  i n d e p e n d e n t  o f  t  a n d  i s  f i n i t e ,  s i n c e  
F ( y )  ~  y 262 a s  t  — ► + 00 . H e n c e
|Ji| ~
U s i n g  t h e  s a m e  p r o c e d u r e  a s  i n  t h e  a n a l y s i s  o f  | J i | ,  w e  a l s o  h a v e
w  < 2irr(a) ( i r 2K 2 ) ~ S2( ( 2 c 3 ) J o F ( y )
|r(p + * (» - |) ) l,— ;-----------~ ~ r d y
<  2 * * A ^ 2K i r S2( ^ ) F ( t / 2  -  A )  J J ~ A  ( t / 2  -  y y - i e - i ^ d y
<  2 7 r ( a ) A ( 7 r 2 g 2 r f e C ( 2 C 3 ) ^ ( t / 2  "  A ) ( < / 2 ) , ’ “ " ( i / 2  -  A ) e - ’ A / 2 ,  ( 3 . 9 . 1 0 )
t o  y i e l d
| J 2 | ~  0 { K ~ 2h & - l ( t / 2  -  A ) W 2+ 1e - ’ r A / 2^ “ 2 ) ,




—i _ ( 7r2K 2) - fcC(2c3) r  F f a ) |r ^  + i(j/ 2))Jd;/27(T(a) •'f+A {^2 + (2/ ~ f )2} 2
, _ /■+00 t
2 7 r r ( a ) A ( 7 r 2 ^ 2 )  2 C ( 2 C 3 ) g ( */ 2  +  A ) e  L  ■ V 2 (v ~ tI^Y~2 ̂ d yf + A
( 7r 2A - 2 ) - j 2C ( 2 c 3) ( 5 ( i /2  +  A ) e ’ r t / 4( < / 2 )',“ 2
( 3 . 9 . 1 1 )
2 7 i T ( a ) A
x / y2d2{y — l)p~1e~*ydy.
H + A
T h e  i n t e g r a l  i n  ( 3 . 9 . 1 1 )  s a t i s f i e s  t h e  i n e q u a l i t y
/*~4"00 />_|_0Q
/. y25'2(?/ -  l ^ e - t ^  <  y262+p~ h ~ ^ ydy]
H + a H + a
t h e  r i g h t  s i d e  o f  t h e  a b o v e  i n e q u a l i t y  c a n  b e  e x p r e s s e d  i n  t e r m s  o f  a n  i n c o m p l e t e  
g a m m a  f u n c t i o n  b y
( 2 / i r f S2+ l , + i r ( 2 6 2  +  p + l / 2 , n ( t / 2  +  A ) / 2 ) ,
s o  t h a t
\ J A \ ~  0 ( K ~ 2 h A ’ 1 f - i { t /2  +
T h e  p a r t s  J u  J 2 a n d  J 4 a r e  t h u s  e x p o n e n t i a l l y  s m a l l  w h e n  t i s  l a r g e .  T h e  
a s y m p t o t i c  f o r m  o f  t h e  m a i n  p a r t  J 3 w i l l  b e  s t u d i e d  n e x t .  J 3 c a n  b e  w r i t t e n  a s
i + A  , r ( p  +  * ( v - i ) )
h  =  -
7TS 2 [ v +  -
2 * T ( a )  / i - a  F ^ ( S 2 -  i ( y  -  5 ) )
{■ K2 K 2 ) i { v - ^ - S2Q ( 2 c ^  -  2 i y ) d y .  (3.9.12)
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L e t t i n g  w  =  i ( y  —  | )  —  £ 2 , w e  w r i t e  ( 3 . 9 . 1 2 )  a s
J s  =
7T 2 y ,  1 f - 62 +f c i A  r ( i  -  W -  f t )  r ( p  +  <52 +  <__2 „ 2 2
2 7 T 2 r ( a )  n = 1  J22 * *  J - f o - i b .  r ( i  +  U J  +  | i )
(ir2K zn T d w ,
( 3 . 9 . 1 3 )
a n d  r e c a l l  t h a t  2c 3 >  1  w i t h  d 2 =  C 3 —
T h e  a s y m p t o t i c  e x p a n s i o n  o f  l o g T ( 2: )  v a l i d  f o r  \ z \  — > +0 0  i n  | a r g  z \  <  n  i s
l o g T ( z )  =  ( z  -  ^ ) \ o g z  -  z  +  ^ l o g ( 2 7 r )  +  O ( ^ j ) . ( 3 . 9 . 1 4 )
S i n c e  t h e  r a n g e  o f  t h e  v a r i a b l e  w  i s  (—<$2 —  i A ,  —  £ 2+ z A )  i n  ( 3 . 9 . 1 3 ) ,  t h e n  i u  +  | z  — > 00 
a s  t  — > + 00 . U s i n g  ( 3 . 9 . 1 4 ) ,  t h e  a s y m p t o t i c  b e h a v i o u r  o f  T ( J  —  
c a n  b e  e x p r e s s e d  a s
m + ^ + f )
i t i t ,
=  e x p  { l o g r ( -  —  w  —  — )  —  l o g T ( -  +  w  +  — ) }
1  i t .  r .  , i t .  , _  4 ~ w
=  e x p  { 2 w  +  i t  +  ( - -  -  w  -  — ) [ l o g ( — — )  +  l o g ( l  - )]
/ 1 i t . r, it , , 7 4- w
- ( -  4 +  w  +  ~ )  [ l o g  -  +  l o g  (1  +  A
—  e x p  { 2 t u  +  i t  +  ( — \  —  w  —  ~ ) l o g  ( — ■̂ )
i t  ) l  +  ^ ( ^ ) }
1
+ ( - 4 _ "’ _ 2 )[
i t . r W  ~  7 A 2
- 0 ( ( # ]
, 1 i t . .  A t .  , 1 i t . A  +  w
+  w  +  - ) l o g ( - )  -  ( - -  +  w  +  - ) [ i - g — < > & ] } •  ( 3 . 9 . 1 5 )
U s i n g  t h e  c o n d i t i o n  ( 3 . 9 . 5 )  i n  ( 3 . 9 . 1 5 ) ,  w e  h a v e
r q - t f l - g )  
r ( i  + «o + 2)
i t i t 1  i t , i t~  exp {it +  ( - -  -  - ) l o g ( - - )  -  ( - -  + - ) l o g -
w log( -  w log4}
-  exp {it +  J  - i i l o g | } ( j ) “'"- ( 3 . 9 . 1 6 )
P u t t i n g  ( 3 . 9 . 1 6 )  i n t o  ( 3 . 9 . 1 3 ) ,  w e  f i n d
ri t  00 x r - h - H A ^ p  +  h  +  w )
J 3 ~  e i t - i t \o R i+ v  T  1 r 02-
2 7 r i T ( a )  7^1  n 2-*4 J - 62-5- —zA tu
t*
4  7T2K ‘2n ‘2
) - w d w .
(3.9.17)
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S i n c e  A  =  A ( t )  i s  l a r g e  a s  t  — ► + o o ,  a p p l y i n g  t h e  r e s i d u e  t h e o r e m  t o  t h e  




=  -27nT(p +  8 2 ) +  /
J  So —
0 +*A _j_ W \  f 2
S2- i A  W  4 ' K 2K ‘2n 2
) ~ W d w
0 "HA f 2
{ p  } ( A 2 L  2 r w d w .  ( 3 . 9 . 1 8 )
52 - i A  W  47T 2K 2n 2
F r o m  ( B . 1 . 6 ) ,  w e  h a v e
r  1 rlimA^ +0o—  /
ZTTl JS5
1  ^ 2+ i A  r ( p  +  <$2  +  i u ) ,  t 2  , r  r
-------------------- ( , or /o o) dw =  r (P +  <̂2, . OT72 202- t  a  w  A 7r 2K 2n 2 47r 2K 2n 2
B y  t h e  d e f i n i t i o n  o f  l i m  i n  t h e  a b o v e  f o r m u l a  a n d  ( 3 . 9 . 1 8 ) ,  w e  o b t a i n
1  f  f o - H A  r (/9 +  £2 +  w )  . t 2 . _ w  _  , r  t 2
2™  U - i A  W  ( S w }  d w  =  - r ( ^ + ^ ) + r ( P + ^ ,  ^ 2 R 2 n , )+E.S.T.,
( 3 . 9 . 1 9 )
w h e r e  E.S.T. d e n o t e s  t h e  e x p o n e n t i a l l y  s m a l l  t e r m .  S u b s t i t u t i o n  o f  ( 3 . 9 . 1 9 )  i n t o  ( 3 . 9 . 1 7 ) ,  
t h e n  y i e l d s
ri t  00 £2




■). ( 3 . 9 . 2 0 )n=i n r “ 47r2A'2n2 
w h e r e  w e  r e c a l l  t h a t  a  =  p  +  J 2 - T h e  m o d u l u s  o f  J 3 i s  t h e n  g i v e n  a p p r o x i m a t e l y  b y  
t h e  s u m
t2
re' 2^ a- z ^71=1
LXJ
I/si ~  Y , n ~ * p (a ’ ( 3 . 9 . 2 1 )47r2̂ 2n2
T h e  p a r a m e t e r  K  i s  a n  i n c r e a s i n g  f u n c t i o n  o f  £ ,  a n d  w e  c a n  c h o o s e  K  =  t u  w i t h  
0  <  v  <  1 .  W e  h a v e  p r o v e d  t h a t  n ~ * Q ( a ,  n 2 /  K 2 )  =  0 ( n \ 2 )  i n  S e c t i o n  3 . 8  f o r  
n *  =  i n t  [ K y / a \ .  T h u s ,  f o r  f i n i t e  a ,  w e  h a v e
OO
Y  n ~ “ Q ( a ,  n 2 I K 2 )  =  0 { K i )  =  0 ( i * ) .
n=l
T h e  f u n c t i o n  P ( g , Ait2^ 2 t i 2 )  ~  1  f o r  n  <  n 2 a n d  d e c a y s  t o  z e r o  w h e n  n  >  n*2 , w h e r e  
n*2 =  i n t [ t / ( 2 n K y / a ) ] . T h u s ,  t h e  s e r i e s  n  * P ( a , ^ 2^ 2 )  i s  c o n v e r g e n t .  W e  
a l s o  h a v e
E  n_2p(a> ^ 5 3 ) =  o k u  =  o ( ^ )  =  o (r f -« ) .
n=l
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S i n c e  t h e  t e r m  {r(a +  S}/{(1 —  s ) T ( a ) }  i n  ( 3 . 2 . 6 )  i s  e x p o n e n t i a l l y  s m a l l  f o r
l a r g e  t , w e  t h e r e f o r e  f i n d  t h a t
C  ( \  +  i t )  =  0 ( t )  +  0 ( t i ^ ) .
T h e  b e s t  c h o i c e  o f  v  s h o u l d  s a t i s f y  |  |  —  | , t h a t  i s  v  =  | ,  w h i c h  l e a d s  t o  t h e
e s t i m a t e
< ( \  +  i t )  =  0 ( t i ) .  ( 3 . 9 . 2 2 )
3 . 1 0  Conclusions
T h e  p r i n c i p a l  r e s u l t  o f  t h i s  c h a p t e r  i s  t h a t  w e  g a v e  s o m e  a s y m p t o t i c  f o r m u l a s  f o r  t h e  
R i e m a n n  z e t a  f u n c t i o n  £ ( s ) ,  w h i c h  h o l d  i n  t h e  s t r i p  0  <  a  <  1  i n  t h e  s  p l a n e .  T h e  
g e n e r a l  a s y m p t o t i c  f o r m u l a  ( 3 . 3 . 8 )  c o n s i s t s  o f  a  m a i n  s u m  s m o o t h e d  b y  a  c o n f l u e n t  
h y p e r g e o m e t r i c  f u n c t i o n  t o g e t h e r  w i t h  a  s e r i e s  o f  t r u n c a t e d  t e r m s  a n d  a  r e m a i n ­
d e r  t e r m .  W e  c a n  o b t a i n  d i f f e r e n t  a s y m p t o t i c  f o r m u l a s  f o r  d i f f e r e n t  c h o i c e s  o f  a  
a n d  b  i n  ( 3 . 3 . 8 ) .  S o m e  s p e c i a l  c a s e s  o f  ( 3 . 3 . 8 )  w e r e  g i v e n ,  s u c h  a s  t h e  a s y m p t o t i c  
f o r m u l a  ( 3 . 2 . 1 1 ) ,  w h i c h  i s  s m o o t h e d  b y  t h e  i n c o m p l e t e  g a m m a  f u n c t i o n ,  a n d  t h e  
a s y m p t o t i c  f o r m u l a  ( 3 . 2 . 2 2 )  w h i c h  i s  s m o o t h e d  b y  t h e  e x p o n e n t i a l  f a c t o r .  W e  a l s o  
d e r i v e d  ( 3 . 2 . 1 1 )  u s i n g  a  d i f f e r e n t  m e t h o d .
E x t e n s i v e  n u m e r i c a l  r e s u l t s  o f  t h e  a s y m p t o t i c  f o r m u l a  ( 3 . 2 . 1 1 )  w e r e  g i v e n  f o r  
d i f f e r e n t  a  a n d  t .  I t  i s  s h o w n  t h a t  f o r m u l a  ( 3 . 2 . 1 1 )  i s  m o r e  a c c u r a t e  w h e n  t h e  t r u n ­
c a t i o n  i n d e x  M  l a r g e .
T o  e s t a b l i s h  t h e  a s y m p t o t i c  n a t u r e  o f  t h e  a s y m p t o t i c  f o r m u l a s  w o u l d  r e q u i r e  
a  d e t a i l e d  t r e a t m e n t  o f  t h e s e  r e m a i n d e r  t e r m s .  W e  h a v e  o b t a i n e d  a  b o u n d  o n  t h e  
r e m a i n d e r  t e r m  R M  f o r  g e n e r a l  p o s i t i v e  a ,  a n d  t h a t  t h e  b o u n d  i s  q u i t e  r e a l i s t i c  u n t i l  
M  ~  i n t  [t/2p]. W e  a l s o  d e m o n s t r a t e d  t h a t  t h e  m a i n  c o n t r i b u t i o n  o f  t h e  r e m a i n d e r  
a r i s e s  f r o m  t h e  p a r t  I 3 o f  t h e  i n t e g r a l  w h i c h  i s  g i v e n  i n  ( 3 . 7 . 8 )  a n d  e x p l o r e d  t h e  
c o n s e q u e n c e s  o f  t h e  n e w  f o r m u l a  ( 3 . 2 . 6 )  b y  e s t i m a t i n g  t h e  o r d e r  o f  t h e  R i e m a n n  
z e t a  f u n c t i o n  C(| +  a s  t — > 00 .
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C H A P T E R  4
A S Y M P T O T I C  B E H A V I O U R  O F  
T H E  C O E F F I C I E N T S  c r { r f )  F O R  
L A R G E  r
4 . 1  In tro d u c tio n
T h e  a s y m p t o t i c  b e h a v i o u r  o f  t h e  c o e f f i c i e n t s  c r ( r j )  a p p e a r i n g  i n  t h e  u n i f o r m l y  a s y m p ­
t o t i c  e x p a n s i o n  o f  t h e  i n c o m p l e t e  g a m m a  f u n c t i o n  ( 2 . 3 . 1 )  f o r  l a r g e  r  i s  s t u d i e d  i n  
t h i s  c h a p t e r .
T h e  o u t l i n e  o f  t h i s  c h a p t e r  i s  a s  f o l l o w s :  T h e  a s y m p t o t i c  f o r m  o f  t h e  c o e f f i ­
c i e n t s  c r ( r j )  d e f i n e d  i n  ( 2 . 3 . 2 )  f o r  l a r g e  r  i s  d e v e l o p e d  i n  S e c t i o n  4 . 2 .  T h e  f u n c t i o n  
F r ( z )  w h i c h  i s  d e f i n e d  i n  ( 4 . 2 . 2 3 )  a n d  i n v o l v e d  i n  t h e  a s y m p t o t i c  f o r m  o f  c r ( r ) )  i s  
s t u d i e d  i n  S e c t i o n  4 . 3 .  E x t e n s i v e  n u m e r i c a l  r e s u l t s  a n d  d i s c u s s i o n  o f  t h e  a s y m p t o t i c  
f o r m  o f  c r ( r ] )  f o r  l a r g e  r  a r e  p r e s e n t e d  i n  S e c t i o n  4 . 4 .  S i n c e  t h e  f u n c t i o n  G r ( z )  
d e f i n e d  i n  ( 4 . 3 . 7 )  i s  c o n t a i n e d  i n  t h e  r e p r e s e n t a t i o n  o f  t h e  f i r s t  a n d  s e c o n d  l e a d i n g  
t e r m  o f  F r ( z ) ,  t h e  a s y m p t o t i c  f o r m u l a  o f  G r ( z )  i n v o l v i n g  t h e  c o m p l e m e n t a r y  e r r o r  
f u n c t i o n  i s  p r o p o s e d  i n  S e c t i o n  4 . 5 .  N u m e r i c a l  r e s u l t s  w h i c h  c o m p a r e  t h e  v a l u e s  o f  
t h e  a s y m p t o t i c  f o r m u l a  a n d  t h e  e x a c t  v a l u e  o f  G r ( z )  a r e  g i v e n  i n  S e c t i o n  4 . 6 .  A p ­
p l i c a t i o n  o f  t h e  a s y m p t o t i c  f o r m u l a  o f  G r ( z )  t o  t h e  m a i n  a s y m p t o t i c  f o r m  o f  c r ( 77) ,  
a n  a d d i t i o n a l  a s y m p t o t i c  f o r m  o f  c r ( r j )  f o r  l a r g e  r  i s  c o n s i d e r e d  i n  S e c t i o n  4 . 7 .  S o m e
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u s e f u l  f o r m u l a s  a r e  i n c l u d e d  i n  A p p e n d i x  C .
4 . 2  A s y m p to tic  F o rm  o f th e  C oeffic ients c r ( r )) fo r  
Large  r
I n  t h i s  s e c t i o n ,  t h e  a s y m p t o t i c  f o r m  o f  t h e  c o e f f i c i e n t s  c r ( r ) )  d e f i n e d  i n  ( 2 . 3 . 2 ) ,  f o r  
l a r g e  r  i s  p r o p o s e d .  F o r  c l a r i f i c a t i o n ,  ( 2 . 3 . 2 )  i s  r e w r i t t e n  h e r e
w h e r e
c T { r f ) / \ r Qr(Ap _  Dr
' H2r+l ~  f)2r+1 ’
( 4 . 2 . 1 )
A  =  z / a ,  n  =  A  -  1 ,  - T ]2 =  [ i  -  l o g ( l  +  / / ) , ( 4 . 2 . 2 )
Q r (fJt’)  i s  a  p o l y n o m i a l  i n  / /  o f  d e g r e e  2 r  a n d  D r  =  ( — 2 ) r r ( r + ^ ) / r ( | ) .  T h e  c o e f f i c i e n t s  
c r { r j )  s a t i s f y  t h e  f o l l o w i n g  r e c u r r e n c e  r e l a t i o n  [ T e m m e ,  1 9 7 9 ]
Co(v)
c r {r] )
1
\i 7]
1 d n  7r - ~ r c r- i (r ] )  H , 
r] d r )  /j ,
r  >  1 , ( 4 . 2 . 3 )
w h e r e  7 r  a r e  t h e  S t i r l i n g  c o e f f i c i e n t s  [ s e e  ( 2 . 3 . 1 2 ) ] .  T h e  a b o v e  r e c u r r e n c e  r e l a t i o n  
c a n  b e  w r i t t e n  a s
1 1
Cq{v ) = -------- ,
)i T)
dc'-ito = lie In)- I 7 )
d r , 2 2 ( r W
T h e  c o e f f i c i e n t s  c r ( r ) )  h a v e  a  r e m o v a b l e  s i n g u l a r i t y  a t  rj
r  >  1 .  ( 4 . 2 . 4 )
=  0 , s o  t h a t  c r ( r j )  a r e  a n a l y t i c
a t  r) =  0 .
W e  s t u d y  t h e  l e a d i n g  a s y m p t o t i c  b e h a v i o u r  o f  t h e  c o e f f i c i e n t s  c r ( r j )  f o r  l a r g e  
r  b y  m e a n s  o f  t h e  M a c l a u r i n  s e r i e s  r e p r e s e n t a t i o n
c A v )  =  P r k r ) k , \ v \  <  2 ^ -
k =0
T h e  c o e f f i c i e n t s  (3r k  s a t i s f y  t h e  r e l a t i o n  [ T e m m e ,  1 9 7 9 ]
Prk — JrPok +  7r—1 (k +  2)/30A;+2 +  * ' * +  7o(^ +  2) • • • ( k  +  2 r ) /5q f c + 2 ( 4. 2. 5)
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w h e r e
P o o  =  —  P o k  =  { k  +  2 ) a ^ + 2, k  >  1 , ( 4 . 2 . 6 )
a n d  t h e  f i r s t  f e w  a r  a r e  g i v e n  i n  ( 2 . 8 . 1 1 ) .  T h e  r e l a t i o n  b e t w e e n  a r  a n d  7 r  i s
7 r  =  ( - ) r l  • 3  ■ 5 ■ ■ • ( 2 r  +  l ) a 2r + i ,  r  =  0 ,  1 ,  2 ,  • • • .  ( 4 . 2 . 7 )
S u b s t i t u t i o n  o f  ( 4 . 2 . 6 )  i n t o  ( 4 . 2 . 5 )  l e a d s  t o  t h e  r e s u l t  
2r+1  r  7 - k
P r k  =  7 I 7 T Tt H q  +  r  +  1  -  j ) \ a k + 2 r + 2 - 2 j , r ,  k  ^  0 .
v 2>-  j = o  z  1
Since 0:2 =  but /5o0 =  —3 —  20:2 — 1, we obtain 
r  00 ( t  4 . r  4.  1 _  o 7 !
C r ( » 7 )  =  2 r+1 H  — -------------7 1 ^ ---------- — ® k + 2 T + 1 - 2 j V k }  -  7 r ,  W l  <  2 % / t F . ( 4 . 2 . 8 )
.7=0 Z Jfc=0 V 2 2 ‘
W e  n o w  e v a l u a t e  t h e  i n n e r  s u m  o v e r  k  i n  ( 4 . 2 . 8 )  a n d  e s t a b l i s h  a  c o n n e c t i o n  
w i t h  t h i s  s u m  t o  t h e  c o e f f i c i e n t s  c r ( r / )  a n d  t h e  S t i r l i n g  c o e f f i c i e n t s  7 r . L e t  u s  f i r s t  
t a k e  j  =  r  a n d  c o n s i d e r  t h e  s u m
00 k
£  ( ~  +  l ^ W ,  M  <  2 v ^ 7 r .  ( 4 . 2 . 9 )
k =0 Z
U s i n g  t h e  e x p a n s i o n  o f  / i  i n  p o w e r s  o f  77 i n  ( 2 . 8 . 1 0 ) ,  w e  h a v e
l i - r ]  =  a 2 7]2 +  a 37?3 +  • • • =  a M V 2 i l + l \  M  <  2 v / t t - ( 4 . 2 . 1 0 )
A:=0
T a k i n g  t h e  d e r i v a t i v e  o f  b o t h  s i d e s  i n  ( 4 . 2 . 1 0 )  w i t h  r e s p e c t  t o  r f  g i v e s
d  00 k
-7 3 ^ -  * ? )  =  £ ( ~  +  1 ) a h + 2 rl k - ( 4 . 2 . 1 1 )
arl k= 0 z
F r o m  t h e  r e l a t i o n  b e t w e e n  / i  a n d  77 g i v e n  i n  ( 4 . 2 . 2 ) ,  w e  f i n d
d f i  _  ( / i +  1)77 
d r ]  ( i
s o  t h a t  f r o m  ( 4 . 2 . 3 ) ,  w e  h a v e
=  \  +  ( 4 - 2 . 1 2 )
S u b s t i t u t i o n  o f  ( 4 . 2 . 1 2 )  i n t o  ( 4 . 2 . 1 1 ) ,  t h e n  y i e l d s
00 k  1 1
( g  +  g  +  2 C ° W -  ( 4 . 2 . 1 3 )
78
T h e n  t h e  t e r m s  i n v o l v i n g  j r  i n  ( 4 . 2 . 8 )  b e c o m e
o°
2^r Y ( o  +  l )a k+Wk =  7rC0(?7)•
k = 0  A
( 4 . 2 . 1 4 )
U s i n g  a  s i m i l a r  r e a s o n i n g  a s  a b o v e ,  t h e  s u m  o f  t h e  s e c o n d  t e r m  i n  ( 4 . 2 . 8 )  
i n v o l v i n g  7 r _ i  c a n  b e  w r i t t e n  a s
00 k  k47r-i 5Z (1 +  ~)(2 +  — )ak+4Vk- 
k =0 Z  Z
C o n s i d e r i n g  t h e  e x p a n s i o n  o f  f i  i n  p o w e r s  o f  77 i n  ( 4 . 2 . 1 0 )  a g a i n ,  w e  h a v e
( 4 . 2 . 1 5 )
A * -  T) -  a 2 n 2 -  a 3 T}3 =  Y  O i k + 4 V 2(1+2) ( 4 . 2 . 1 6 )
fc=0




~  r) ~  -  a 3r f )  =  51 ( -  +  2)ak+4rj.2(1+1) ( 4 . 2 . 1 7 )
k =0
P u t t i n g  ( 4 . 2 . 1 2 )  i n t o  ( 4 . 2 . 1 7 )  g i v e s
l(co(??) +  1) -  r f  +  a 3r f )  =  E  ( |  +  2 ) a k+4r/2(l+1)
2 * T  k=0 2
a n d  d i f f e r e n t i a t i n g  b o t h  s i d e s  o f  t h e  a b o v e  e q u a t i o n  w i t h  r e s p e c t  t o  r f ,  w e  h a v e
I d . .  d d  , 0 ~ ™  k x l.
2  d t f Co^  -  + a ^ )  =  E  (3  +  U t j j  +  2 ) a * + ^  • ( 4 . 2 . 1 8 )
k =0
F r o m  ( 4 . 2 . 4 )  a n d  ( 4 . 2 . 7 ) ,  w e  t h e n  f i n d
s o  t h a t
00 k  k  1
Y  l 1 +  2 ^ 2 +  ? )ak+Ar]k =  i ^ 1̂ 70 -  c° ( ^ 7i } ’
7r-i Y  a k + 4 { k  + 2) ( k  +  4)r jk =  7r_i{cx(7 7 ) 7 0  -  c0(??)7i}-
k — 0
( 4 . 2 . 1 9 )
( 4 . 2 . 2 0 )
O b s e r v i n g  t h e  p a t t e r n  i n  e q u a t i o n s  ( 4 . 2 . 1 4 )  a n d  ( 4 . 2 . 2 0 ) ,  w e  c o n j e c t u r e  t h a t  
t h e  s u m  o f  p t h  t e r m  i n v o l v i n g  7 r _ p  i n  ( 4 . 2 . 8 )  f o r  p  =  0 ,  1 ,  • • • ,  r  c a n  b e  w r i t t e n  a s
7 r - p  Y  ( k  +  2 ) '  • • ( k  +  2p ) ( / c  +  2 p  +  2 ) a fe+ 2p + 2^
fc=0
=  7r-p{7oCp(T7) - 7iCp_i(77) +  • • • +  { - ) PrrPCo(rj) }- ( 4 . 2 . 2 1 )
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T h i s  r e s u l t  i s  p r o v e d  b y  i n d u c t i o n  i n  A p p e n d i x  C . l .  T h u s ,  t h e  s u m  o f  t h e  l a s t  t e r m  
i n  ( 4 . 2 . 8 ) ,  w h i c h  i s  a  s p e c i a l  c a s e  o f  ( 4 . 2 . 2 1 )  f o r  p  =  r ,  i s
7 o  ^  ( &  +  2 )  ■ • • (k 2r){k +  2 r  +  2)aic+2r+2r)k 
k=o
=  7o{7oCr (?7) -  JlCr-l(v) +  • • • +  ( - ) r7rC0(7?)}- ( 4 . 2 . 2 2 )
T h i s  r e s u l t  w i l l  f o r m  t h e  b a s i s  o f  o u r  m e t h o d  o f  d e t e r m i n i n g  t h e  l e a d i n g  b e ­
h a v i o u r  o f  c r ( r f )  f o r  r  1 .  W e  a s s u m e  t h a t  t h e  l e f t  s i d e  o f  ( 4 . 2 . 2 2 )  i s  g i v e n  b y
r ( r  +  | )
(27T)r+1
w h e r e  t h e  f u n c t i o n  F r ( r j )  i s  d e f i n e d  a s  f o l l o w s
M V )  =
( 2 t t Y +1  00
7 o ( ^  +  2 )  • • • ( k  - f -  2r ) ( k  +  2 r  +  2 ) a f c + 2r + 2r } k i
r ( r  +  | )  &
a n d  w r i t e  t h e  c o e f f i c i e n t  c r ( r j )  i n  t h e  f o r m
Cr(ll) =
r  (r +  j )
( 2 7 r ) r + 1
/rW-
T h e n  ( 4 . 2 . 2 2 )  b e c o m e s
r ( r  +  j )
(27r)r+1 F r  i v )  =  7 o
F(r +  i )
fr (v )  ~  7l
r ( r  - 1 )
(27r)r+1 ' (2tt)
+(-)r_17r-iCi(j)) +  (-)r7rCo(»?)
f r — 1 (v) +
( 4 . 2 . 2 3 )
( 4 . 2 . 2 4 )
( 4 . 2 . 2 5 )
I n  o r d e r  t o  o b t a i n  t h e  a s y m p t o t i c  f o r m  o f  t h e  c o e f f i c i e n t s  c r ( r ? ) ,  w e  e m p l o y  t h e  
f o l l o w i n g  w e l l - k n o w n  a s y m p t o t i c s  o f  j r  f o r  l a r g e  r  i n  ( 4 . 2 . 2 5 )  [ B o y d ,  1 9 9 5 ]
R r 7r
?i-].‘lTT(rl r is odd
( 2 7 r ) r + 1 ’  1S u u u ?
2(-)̂ 7ir(r-l)
(2 K)r
( 4 . 2 . 2 6 )
r  i s  e v e n .
T h e  t w o  c a s e s  o f  ( 4 . 2 . 2 5 )  a r e  d i s c u s s e d  s e p a r a t e l y  i n  t h e  f o l l o w i n g  d e p e n d i n g  o n  
w h e t h e r  r  i s  o d d  o r  e v e n .
Case 1: r  is odd
W h e n  r  i s  o d d ,  p u t t i n g  t h e  a s y m p t o t i c  o f  7 r  i n  ( 4 . 2 . 2 6 )  f o r  o d d  r  i n t o  ( 4 . 2 . 2 5 ) ,  
w e  h a v e  t h e  f o l l o w i n g  a s y m p t o t i c  r e l a t i o n
. 7 t i >
( 2 7 r ) r + 1  ~ r v u  70 ( 2 7 r ) r + 1  j r v u  IL ( 2 7 r ) r
2 (—')(r- 1)/2 2 (—Yr~1)/2
h  ( 2 7 r ) * - 1 7 l F ( r  "  2 ) C l ( n )  +  ~ W r T ~ V { r ) C o ( T , )
fr{j}) 7l fr  — \{j)) +
( 4 . 2 . 2 7 )
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T h e  d o m i n a n t  t e r m s  o f  t h e  r i g h t  s i d e  i n  ( 4 . 2 . 2 7 )  a r e  t h e  f i r s t  a n d  l a s t  t e r m s  f o r  o d d  
r .  T h e  a s y m p t o t i c  b e h a v i o u r  o f  f r ( r } )  t h e n  t a k e s  t h e  f o r m
( 4 . 2 . 2 8 )
I t  i s  n o t e d  t h a t  t h e  a b o v e  a s y m p t o t i c  f o r m  o f  f r ( v )  c o n t a i n s  t h e  f i r s t  c o e f f i c i e n t  c o ( r ] )
Case 2: r  is even
U s i n g  t h e  c a s e  w i t h  r  e v e n  i n  ( 4 . 2 . 2 6 )  a n d  s u b s t i t u t i n g  t h i s  a s y m p t o t i c  f o r m  
i n t o  ( 4 . 2 . 2 5 ) ,  w e  o b t a i n
W h e n  r  i s  e v e n ,  t h e  d o m i n a n t  t e r m s  o f  t h e  r i g h t  s i d e  o f  ( 4 . 2 . 2 9 )  a r e  t h e  f i r s t  t w o  
a n d  t h e  l a s t  t w o  t e r m s .  T h e n  t h e  a s y m p t o t i c  f o r m  o f  f r ( i 7)  i s
T h e  a s y m p t o t i c  f o r m  ( 4 . 2 . 3 0 )  i n c l u d e s  t h e  f u n c t i o n  / 7- _ i  ( 77)  w h o s e  b e h a v i o u r  w h e n  
r  —  1  i s  o d d  i s  d i s c u s s e d  i n  C a s e  1 .
S o  f a r ,  w e  h a v e  o b t a i n e d  t h e  a s y m p t o t i c  f o r m  f o r  t h e  f u n c t i o n  f r ( i 7)  w h i c h  
i n c l u d e s  t h e  f u n c t i o n  F r ( r ) ) .  W e  w i l l  d i s c u s s  t h e  a s y m p t o t i c  b e h a v i o u r  o f  t h e  f u n c t i o n  
F r ( r j )  i n  t h e  n e x t  s e c t i o n .
4 . 3  A s y m p to tic  E xpansion  o f F r ( r j )  fo r L arge  r
4 .3 .1  R e p r e s e n ta t io n  o f  F r (r]) fo r  L a r g e  r
I n  t h i s  s u b s e c t i o n ,  t h e  f i r s t  a n d  s e c o n d  l e a d i n g  t e r m s  o f  t h e  f u n c t i o n  F r ( r / )  w i l l  b e  
d e v e l o p e d  f o r  l a r g e  r .  T h e  d e f i n i t i o n  o f  F r ( r j )  i s  g i v e n  b y  ( 4 . 2 . 2 3 )  w h i c h  c a n  a l s o  b e
o f  ( 4 . 2 . 1 ) .
2 ( - ) ( r~2)/2 2 f - W 2
f  ( 2 t Iy — +  ( 2 7 r ) ’ ~ 7 i r ( ' r  ~  ( 4 . 2 . 2 9 )
w r i t t e n  a s
F r ( j i )  ( ^ ) r+1 ^ r ( | + r  +  2 ) ® k + 2 r + 2 V k - (4.3.1)
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T h e  a b o v e  e x p r e s s i o n  f o r  F r ( r ) )  c o n t a i n s  a ^ + 2r+2 a n d  t h e  a s y m p t o t i c  e x p a n s i o n  o f  
a r  f o r  l a r g e  r  i s  [ D i e k m a n n ,  1 9 7 5 ]
Ot,r — (
1  2 \ / 2  3  7T 1  1
;) Z~7z{ar +  (~Zar +  +  ^ ( “̂ Oh2X/7T ( 4 . 3 . 2 )
w h e r e
b r
r  —  1
-  c o s --------------- 7 r .
4
U s i n g  ( 4 . 3 . 2 ) ,  t h e  a s y m p t o t i c  e x p a n s i o n  o f  a /c _ ( .2r +2 f o r  l a r g e  r  i s
Q^+2r+2 2 \ / 2  — 1  \ & - | - 2r +2 r  • A; +  2 r  +  1----------- / — (--_\fc+2r+ {— sin---- - ---7T
(/c +  2 r +  2 ) V n r 2 r T 2 v2V/̂  4
. 3  A; +  2 r  4-1 7r A; +  2 r  +  1 n 1 
+ ( - i s l n --------------4-------------- *  +  3  C ° S ---------------4 -------------- 7 r ) fc  +  2 r + ' i
( 4 . 3 . 3 )
S u b s t i t u t i n g  ( 4 . 3 . 3 )  i n t o  ( 4 . 3 . 1 ) ,  w e  f i n d
FAV) -
( 4 7 r ) r + 1  g  r ( |  +  r  +  2 ) ( - ) V
r (r +  5)feo r(* +  l) (2v7F)*+2'-+2(| +  r +  1)3/2
r  A; +  2 r  +  1  3  . A; +  2 r  +  1  7 r  A; +  2 r  +  1
i  — s i n ------------------------------ 7r  +  ( — s i n ----------------------------------7 r  +  — c o s ---------------- ----------------n )
1 4  v 4  4  3  4
1 1
A; +  2 r  +  2
I  oo
v ^ T ( f  +  r  +  l )  ( - ) k z k  A; +  2 r  +  1
E  7 * ! — -^ T ^ 7 ^ n r v { sm-------:--------^
r ( r  +  2 )  k = 0 ( |  +  r  +  1)2  r ( |  +  1 )
4 ( A ;  +  2 r  +  2 )  
4”̂  (~2*)}
k  +  2 r  +  1  Sin-------- 7T — 7T
3  ( k  +  2 r  +  2 )
k  +  2 r  +  1COS---- ;----7T
( 4 . 3 . 4 )
w h e r e  z  =  77/  ( 2 v ^ )  a n d  M  <  1 -
T h e  a b o v e  e q u a t i o n  i n c l u d e s  t h e  r a t i o s  o f  t w o  g a m m a  f u n c t i o n s .  P u t t i n g  z  =  
= 0  a n d  b  =  —  |  i n  ( B . 2 . 3 )  f o r  l a r g e  r ,  w e  h a v e
r ( r  +  r  +  1) -k 1\M ^ 1 n / l  n
( *  +  r  +  l ) i  =  r ( 2 +  r  +  2 1  “  8 ( | + r  +  l )  +
( 4 . 3 . 5 )
S u b s t i t u t i o n  o f  ( 4 . 3 . 5 )  i n t o  ( 4 . 3 . 4 ) ,  t h e  f i n a l  a s y m p t o t i c  e x p a n s i o n  o f  F r ( r i )  i s
1  S T '  /  \ k  f X f  4 “  r  T  | )  j.
fT T T T ) £  <->* 2 z0 ^ 2 /  fc=0
frfo)  =
r ( f  +  i )
,  . k  +  2 r  +  1  
{ s i n -------------------------------7r  -
7T
3 ( A ;  +  2 r  +  2 )
c o s fc +  2— ff +  0 ( l ) } . ( 4 . 3 .6 )
4
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I f  w e  l e t
1 t r ( |  +  r +  ^) J'
r(r + i ) ^ '  ; r (| + !)<?,(*) =  tv n r  E  ( - ) '
z k , \ z \  <  1 , ( 4 . 3 . 7 )
t h e n  t h e  f i r s t  l e a d i n g  t e r m  o f  F r ( r } )  c a n  b e  w r i t t e n  a s  f o l l o w s
K \ r i )  =
H r  +  | )  t o
v " '  /  +  r  T  ^ )  k  ■ &  +  2 r  +  1
I T  X ,  ( - )  ---------- 7 ^ - ^ s i n ------------ :-----------7r
r ( f +  1)
1  ( 2 r + l )  ■ . ,  _ * •  N I 2r + 12,
=  ^ { e "  < < ‘ z )  -  e * m G r { e * l z ) } ,Z t ( 4 . 3 . 8 )
a n d  t h e  s e c o n d  l e a d i n g  t e r m  o f  F r ( r j )  i s
1 OO Y ( k  I r  I i \ 7T
r ( r  +  \ )  tZo
7T
e r(r  +  4)
r ( f  + i)
+  2 r  +  1
c o s ---------------- ;-------------- 7r )
_  ^  ( _ ) *  r ( |  +  r + 2 )  j f c  / c  +  2 r  +  1
T ( f  +  ! ) ( §  +  r  +  l )
3 ( f e  +  2 r  +  2 ) ” "  4
_i _ 1
7r}Z  COSk.2 ’ ^ 2
7 t T ( r  ~  f  ( 2 r  +  l )  • X ( 2 r + l i 7r c / o ( /  i j
— — ^ - { e  4 ” G r _ i ( e  4 * z )  +  e  *  7r z G r _ i ( e 4^ ) }
iz i (r +  2 j
7T r  ( 2 r + l )  ■ . _ * _ ■  ,  . ( 2 r + l j
^ { c -  4 w ' G r _ i ( e - 7 * ^  +  e  4 ^ ^ ( e ^ ) } . ( 4 . 3 . 9 )
12(r -  i )
T h e  f u n c t i o n s  F ^ { r f )  a n d  F ^ ( r j )  i n v o l v e  t h e  f u n c t i o n  G r ( z ) .  W e  w i l l  d e v e l o p  a  g e n e r a l  
f o r m  o f  G r ( z )  i n  t h e  n e x t  s u b s e c t i o n .
4 .3 .2  R e p r e s e n ta t io n  o f  G r ( z )
I n  t h i s  s u b s e c t i o n ,  t h e  r e p r e s e n t a t i o n  o f  G r ( z )  u s i n g  t h e  h y p e r g e o m e t r i c  f u n c t i o n  
w i l l  b e  g i v e n .  T h e  h y p e r g e o m e t r i c  f u n c t i o n  i s  d e f i n e d  b y
F ( g , 6, c ,  z )
r ( c )  ° °  r ( q  +  n ) T ( 6  +  n )  n  
r ( o ) r ( 6)  r ( c  +  n ) n \  2
F r o m  t h e  p o i n t  o f  v i e w  o f  i t s  c o n v e r g e n c e ,  t h e  a b o v e  s e r i e s  c a n  b e  d e f i n e d  a s  a  
f u n c t i o n  w h i c h  i s  a n a l y t i c  w h e n  \ z \  <  1 .
S e p a r a t i o n  o f  t h e  r i g h t  s i d e  o f  ( 4 . 3 . 7 )  i n t o  t w o  g r o u p s  f o r  o d d  a n d  e v e n  f c ,  s i n c e  
e a c h  g r o u p  i s  a  h y p e r g e o m e t r i c  f u n c t i o n ,  G r ( z )  c a n  b e  w r i t t e n  a s
G r ( z )  — __r ( m +  r +  2 ) J2m
n r  +  i ) l ^ 0  r ( m  +  l )
- T
T ( m  +  r  +  1 ) 2m’
1  9,  r ( r  +  l )
F ( l , r  +  - ; V , z  ) - r ( | ) r ( r  +  i )
= 0  r (m  +  2 )
z F ( r  +  1 , 1 ;  z 2 ) , (4.3.10)
83
W e can u se one h y p ergeom etric  fu n ctio n  in stea d  o f tw o  h y p erg eo m etr ic  fu n c­
tio n s in (4 .3 .1 0 ) by u sin g  th e  fo llow in g  id en tity  [W h ittak er & W a tso n , 1965 , p. 291],
T(c)T{a)T(b)T{c — a — 6 ) F ( g , b\ a +  b — c +  1; z 2)
+ r(c )r (c  -  a )r(c  -  b)T(a +  b -  c){z2)c- a~bF { c  - a , c - b ; c - a - b  +  l ; z 2)
=  r ( c  -  a )T (c  -  b)T{a)T{b)F{at b] c; 1 -  z 2), (4 .3 .1 1 )
w here |a r g z\ <  f  and \z\ <  1. P u tt in g  a =  b =  r  +  and c — r +  |  in to  (4 .3 .1 1 ) ,  
we ob ta in
^ ( 1 .  r +  1 ;  1; z 2) -  1 \ , z F ( r  +  1 ,1 ;  z 2)
r ( f ) r ( r  +  i )
F (r  + 1 )  1 1 3 ,
■ F(~,r +  n',r +  7T;1 -  z ),r ( i ) r ( r  +  i )  v2
(4 .3 .1 2 )
w here |a r g z | <  f  and \z\ <  1. S u b s titu tin g  (4 .3 .1 2 ) in to  (4 .3 .1 0 ) th en  lead s to
. , r ( r  +  1) 1 1 3
Gr(z) =  r ( i ) r ( r  +  f ) F ( 2 ’ r +  2 ; r + 2 ; 1 ~ z ) ’
w here |a r g z | <  ^ and can b e ex ten d ed  to  \z\ >  1  by a n a ly tic  co n tin u a tio n . 
R ep la c in g  z by — z in (4.3.10), w e have
(4 .3 .1 3 )
G r(—z) — F (  1 , r +  —; 1 ; z 2) +  ^ 3 ^ ^  )  1 N z F ( r  +  1 , 1 ;  —; z 2) (4.3.14)
2 ’ - -  ' 1 r ( f ) r ( r  +  i)
A d d in g  (4 .3 .1 0 ) and (4 .3 .1 4 ) g ives
G r (z) =  2 ( 1  -  z2) - r~i - G r ( -z ) . (4 .3 .1 5 )
T h is is th e  reflection  form ula  for G r (z). T h u s, if  z is in th e  r ig h t-h a lf p lan e in c lu d in g  
th e  bound ary , th e  form ula (4 .3 .1 3 ) is used to  ca lcu la te  th e  fu n ctio n  G r (z). If z  is in 
th e  le ft-h a lf  p lan e, th e  form u la  (4 .3 .1 5 ) is used to  ca lcu la te  th e  fu n ctio n  G r (z).
4 . 4  N u m e r i c a l  R e s u l t s  o f  t h e  A s y m p t o t i c  F o r m  o f  
f r (r]) f o r  L a r g e  r
T h e  s tru ctu re  o f  th e  a sy m p to tic  form  o f cr (rj) for large r h as b een  g iven  in th e  
ab ove sec tio n . In th is  sec tio n , th e  num erical resu lts o f  (4 .2 .2 8 ) and (4 .2 .3 0 ) w ill b e  
p resented .
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For con ven ien ce, we rew rite  th e  a sy m p to tic  resu lts (4 .2 .2 8 ) and  (4 .2 .3 0 ) here:
(4.4.1)fr{n) ~  Frill) +  ( ~ ) < r + 1 ) / 2  2c°^ !0  r  is od d ,
y/r ’
frin) ~  F r (ri) +  ^ VJ \ j fr-i(v)  +  ( - ) r/24p | ) ’+  i ^ {ci(v)7o -  c o (v h i} , r  is even.
2  2  (4 .4 .2 )
U sin g  th e  lea d in g  term  F^(p) to  a p p rox im ate  F r (rj) in (4 .4 .1 ) , th e  first and  secon d  
lea d in g  term s F^(t)) +  F^(rj) to  a p p ro x im a te  F r(rj) in (4 .4 .2 ) , we can  w r ite  F r (rj) as
j - A e - ^ ^ G A e - ^ z )  -  e ^ ^ G A e ^ z ) } ,
F r (v) ~  <
w here
in (4 .4 .1 ) ,
^ { e  ( 4" )7TtG r(e 4*z) — e t  )mG r(e^lz)}
+  I2(r- 1 ) {e~ii^ llmG r-i(e -< 'z )  +  ei3L*n,nG r^1 (e *iz)}> in (4-4-2),
(4 .4 .3 )
r(f+ i)
G r (z) =  < r(j)r(r + 2 
•2)
y r F ( | ,  r  +  h r  +  §; 1  — z2),
2(1 z
x2 — r(r+l) r(Ur(r+|) 2̂ +  h r +  f ; 1 _2 ;2)’
|arg 2: | <  §, 
|arg 2 1 >  f ,
and 2 ? =  r)/2^pK.
T h ere are th e  fu n ctio n s G r {eT^lz) and G r_i(eT^lz) in th e  rep resen ta tio n  o f  
th e  fu n ctio n  Fr (rj). For s im p lic ity  in th e  p resen ta tio n , we defin e z i t 2  =  e * * lz, w here  
th e  su b scr ip ts  1  and 2  corresp on d  to  th e  ex p o n en tia l fu n ctio n s e - 4 ^  or e+ 4zz, 
resp ectively . T h e  different ty p es  o f th e  form ula (4 .4 .3 ) can  b e  used to  c a lc u la te  th e  
fu n ctio n s G r (eT^lz) and G r- i ( e T^lz) d ep en d in g  on th e  lo ca tio n  o f z.
It is con ven ien t to  con sid er  th e  m ap p in g  A —>• 7 7 (A) g iven  in (4 .2 .2 ) , w h ich  we 
w rite  here
A =  z/a, n — A — 1 , ^?7 2  =  A — 1  — lo g  A. (4 .4 .4 )
L et th e  h a lf-lin es l# b e  defined  by I4, =  { A =  p >  0 } ,  w here 0  is real and  
\<j>\ <  2-7T. W ritin g  77 = a  +  i/3 an d  con sid er in g  (4 .4 .4 ) , w e have
- ( a 2 - / ? 2) =  pcos(J)-  1 - l o g / ? ,  
a/3 =  p s in  0  — 0. (4 .4 .5 )
T ak in g  in to  acco u n t th e  con ven tion  a b o u t th e  ch o ice  o f  th e  square roo t (4 .4 .4 ) , 
w e ob ta in  F ig . 4.1 for d ifferent p and  d ifferent 0 . S in ce  th e  co m p le te  p ic tu re  for
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F igure 4.1: T h e  upper h a lf  77 p lan e for different p and d ifferent </>, w here 77 =  pet(t>
—27r <  (J) <  2n is sy m m etr ic  w ith  resp ect to  th e  R e (rj)-axis, on ly  th e  u p p er h a lf  77 
p lan e is g iven .
T h e h a lf-lin es l±2n are m ap p ed  on part o f th e  h y p erb o le  a  (3 =  =f 27t. T h e  
p o in ts  7 7 ± =  e ±37r2/ 42 v /7r are s in gu lar p o in ts  o f  th e  m ap p in g . O th er  sin gu lar  p o in ts  
are lo ca ted  in o th er  R iem an n  sh eets  o f  th e  77-p lan e. C on ven ien t b ran ch -cu ts for th e  
fu n ction  X(r]) are th e  parts o f  th e  h y p erb o le  a (3 =  ±27r w ith  a  <  —\f2ir. W ith  
th e  77-p lan e cu t a lo n g  th ese  curves, lin es 1$ w ith  th e  va lu es o f  </> o u ts id e  th e  in terval 
[—27t, 2ir] can b e  traced .
To m ake it  clear, we draw  F ig . 4 .2  to  show  th e  d o m a in s in th e  z p lan e , w here  
—7r <  a r g z  <  7r. T h e  2 :-plane is cut a lo n g  th e  w avy curve w hich  corresp on d s to  th e  
cu t in th e  7 7-p la n e  [see F ig . 4 .1], w here z =  r)/2y/n. S ince th e  figure is sy m m etr ica l  




F igu re 4.2: T h e  co m p lex  z p lan e
C a s e  1: z is in th e  d om ain  A, w hich  is d en oted  by th e  d om ain  0 <  a r g z  <  7t/ 4. 
In th is case, w e have —7t/ 4  <  argzi <  0 and 7r/4 <  arg z2 <  7r/2. T h e  fo llow in g  
form ulas for G r (z\^) can b e  used
G r{z\^)
r ( r  +  l) 1 1 3 „ 2 x
F h , r  +  r +  1 -  zX 2).
m ) r ( r  +  f)  v2
(4 .4 .6 )
C a s e  2: z is in th e  d om ain  F?, w hich  corresp on d s to  7r/4 <  arg z <  37t/ 4. W e 
have 0 <  arg^x <  7r / 2 , tt/2  <  a r g z 2 <  ir and 7r <  argz^  <  27t. T h u s
G r(zi) —
T (r  +  1) 1 1
r ( i ) r ( r  +  f)  v2 ’ 2 h2),
G r (z 2) — 2(1 — z\) 
=  2(1 - 222)-
2 .
-r-4 G r( — Z2)
T(r +  1 ) 1  1 3 9
r ( i ) r ( r  +  | ) F ( 2 ’ r + 2 ' r +  2 ' l ~ Zi)- (4 A 7)
C a s e  3: T h e  d om ain  C  sa tisfies  37t/ 4 <  arg z and  z is in th e  ab ove th e  w avy  
curve, w here \z\ >  1, th e  z -p la n e  cut a lo n g  th e  w avy curve [see F ig . 4 .2]. W e find  
th a t  7r/2 <  arg^x <  37r/4, — n <  a r g 2 :2 <  —37t/ 4 and —7r <  a r g z\ <  — 7r/2, b u t z\
is lo ca ted  in an oth er  R iem an n  sh eet. W h en  |z 2 | >  1, th e  argu m en t o f (1 — z%) 
is changed  as z\ encircles th e  branch p o in t at 22 =  1- T h u s,
G M )  =  2(1
- + - F + r  +
2
2\-r-i
=  2 ( i - * f ) - ' - i
r ( r  +  1) 1 1 3 ,
r +  o? r +  o51r ( i ) r ( r  +  4) 2 2
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G t ( z 2 ) =  -2(1 - z l ) - r - 2 - G r ( - Z 2 )
C a s e  4: T h e  d om ain  D  d en o tes th e  region  ab ove th e  n eg a tiv e  z a x is  and b elow  
th e  w avy curve in th e  z p lane. W e have 7r/2 <  a rg ^ i <  37r/4, — i x <  a r g ^ 2  <  —37r/4  
and —ix < a r g z \ < — 7t/ 2 ,  z % is lo ca ted  in an o th er  R iem an n  sh eet. W h en  \z^\ <  1,
W e can a lso  use th e  form ula  (4 .3 .1 0 ) to  ca lcu la te  th e  fu n ctio n  G r {z\^) and  
G r-\{z\^)] th e  d e ta ils  are o m itted  here.
T h e  re la tion  b etw een  rj and p  is g iven  in (4 .2 .2 ). In order to  ca lcu la te  th e  
coeffic ien ts c0(^) and Ci ( 7 7 ), th e  ch oice  o f p  for a  g iven  77 is very im p o rta n t. For th is  
p u rpose, we present F ig . 4 .3  sh ow in g  th e  p  p lane. S om e va lu es o f p  are p resen ted  
in A p p en d ix  C .3.
T h e  num erical resu lts o f  th e  a sy m p to tic  form s o f f r (v) (w h ich  are d en o te  by 
f r (r])) from  (4 .4 .1 ) and (4 .4 .2 ) are g iven  n ex t for d ifferent p and  </>, w here 77 =  pe1̂ . 
T h e  ex a ct va lu es o f  f r (i]) are ca lcu la ted  from  th e  con vergen t series (2 .8 .8 ) tru n ca ted  
after 80 term s w h en  77 is near th e  orig in  ( 17 7 I <  2 a/ F )  an d  from  (2 .3 .2 ) w h en  77 is 
b ou n d ed  aw ay from  th e  orig in . A n  asterisk  * d en o tes  th e  va lu e o f 77 b e low  th e  cu t.
T h e  resu lts o f  co m p u ta tio n  for th e  e x a c t and th e  a sy m p to tic  va lu es o f  f r (7 7 ) 
are show n in T ab les 4 .1 -4 .8  for large od d  r  and T ab les 4 .9 -4 .1 3  for large even r. 
T ab le  4 .1 4  g ives th e  resu lts o f  co m p u ta tio n  for th e  ex a ct va lu es and th e  a sy m p to tic  
form  o f f r (rj) for large r w hen  77 is real.
It is show n th a t  th e  accu racy  is a b o u t 3 or 4 d ecim als. W h en  r =  15, we ch oose  
p from  1 /2  to  10; w hen r =  20, w e ch oose  1 /2  to  4 for d ifferent (/>. W h en  p is in th e  
n eig h o u rb o o d  o f  2 a/ F  and (j) is near 0 .75 , we found th a t  th e  va lu es o f  /r(7 7 ) b eco m e
th e  argu m en t o f  ( 1  — z%) r 2 d oes not ch an ge as z\ en circles th e  branch p o in t at 
z2 — l.  O ther va lu es o f  z are b elow  th e  cu t. T h u s,
G r(zi) =  2 ( 1  -  z?)-r~  -  G r ( -z r )
G r(z2) =  2(1 -  Z2)~r- i  -  G r ( - z 2)






F igu re  4.3: T h e  com p lex  // p lane for different p and different <£, w here ?/ =  pc10
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Table 4.1: Computations of f r ( v ) from (4.4.1) when r  =  15 and p  = | for different
<f>, where r) —  p e




0.3 0 .51906205-0 .13237808i 0 .520 78 521-0 .13262045i
0.4 0.60237353—0.14940435i 0 .6 0 41719 6 -0 .14971023i
0.5 0 .7 13 5 15 6 8 -0 .10829783i 0 .7 15 2 8 14 8 -0 .10864631i
0.6 0.79944565+0.03372461i 0.79569140+0.02930138i
0.7 0.74787459+0.24818316i 0.75000658+0.24786008i
0.8 0 .51323692+0.37317880i 0.51547276+0.37293164i
0.9 0.24300228+0.27120493i 0.24530930+0.27107183i
1 0.12973941 0.13207096
Table 4.2: Computations of f r(i7) from (4.4.1) when r =  15  and p =  2 for different
(J>
0 / tt JAP) fr(v) ~  F r(j]) +  ( ) 2
0 0.14077538 0 .14 18 4 111
0.1 0.13285351 -0.05894854? 0.13392168 — 0.059110662
0.2 0 .10 5 37 2 8 7 - 0.12057512? 0.10644869 — 0.12090956?
0.3 0.04357736 -  0.18330318? 0.04466810 — 0.18383418?
0.4 -0.09473383 -  0.21366628? -0 .09361477 -  0.21444232?
0.5 -0.45375846 +  0.18256595? -0.45282276 +  0.18019412
0.6 -8.23079858 +  8.56059245? -8 .22937841 +  8.55889928?
0.7 41.6380992 -  225.836222t 41.6405501 -  225.838588?
0.75 268.038575 +  268.367921? 268.041945 +  268.365737?
0.8 -22 6 .2 110 0 8  +  41.9199850i -226.207036 +  41.9185527?
0.9 8 .14 8 0 18 8 7 - 7.98149542? 8 .15 17 5 0 6 0 -  7.98175904?
1 0.16796026 0.17146730
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Table 4.3: Computations of f r ( r )) from (4.4.1) when r = 15 and p  = 3 for different
4>









0.07099051 -  0.03759124z 
0.04725079 -  0.07146541* 
0.00587472 -  0.094027377 
-0 .04580917 -  0.093874247 
-0.14989709 -  0.10462998* 
8.36162722 +  20.2853696?
0.07941339
0 .071844 9 0-0 .037751107  
0.04809223 -  0.07179422? 
0.00668900 -  0.09454546? 
-0 .04505106 -  0.09461873? 
-0 .137 6 7 7 7 1 -  0.09587447? 
8.36174919 4 - 20.2838773?
0.7 -1.62670832 x 10 6 
— 1.693443951 x 10 6
-1.62670832 x 10 6 
-1.69344395? x  10 6
0.75 2.126804480268986 x  108 
+2.1268044857867181 x 10 8
2.126804480322793 x  10 8 
+2.1268044855934891 x 10 8
0.8 -1.69344455 x 106 
-1.626708001 x 10 6
-1.69344453 x  10 6 
-1.626708001 x  10 6
0.9
1
19.7890786 +  8.530887307 
-0 .5 6 6 110 14
19.7921994 +  8.53138306? 
-0.56276072
very large. This results from the fact that the function F r(r)) involves the factors 
2(1 — Z i ) - r - 2 or 2(1  — z%)~r~* • When rj is in the domains | l —e =F̂ try2/47r| <  1 (see Fig. 
4 .4 ), friji) is very large for large r. Thus, there are two lobes in the complex 77-plane 
situated symmetrically either side of the negative real 77 axis. Fig. 4 .5  shows the 
modulus of the function F r(z) for r =  15, where the function F r(z) given in (4 .4 .3 )  
and z =  77/ 2y /7r.
When <j> =  0 (so that 77 is real), f r (77) given in (4.4.1) or (4.4.2) is real function. 
Fig. 4.6 shows the behaviour of f r(77) (r =  15 , 20, 25, 30, 35, 40) on the real 77 axis. 
(On the scale of these graphs, f r {vi) and / r(?7) coincide.) It is noted that f r {r]) tends 
to zero smoothly for 77 >  0 and possesses an oscillatory structure for 77 <  0 when 
passing between the two lobes before settling down to a constant value for large 
negative values of 77. Table 4 .15  shows the numerical results of / 15(77) and 735(77) for 
real 77 in the oscillatory zone.
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Table 4.4: Computations of f r ( r ) ) from (4.4.1) when r = 15 and p  =  2 /̂Tfor different
<t>










0.05372957 -  0.02997278? 
0.03362283 -  0.05569163? 
0.00063502 -  0.07090292? 
-0 .04041534 -  0.06887434? 
-0.08295276 -  0.04045044? 
-3 .9 3 5 112 5 9  +  2.34606401? 
1713.52644 +  271.486871?
0 .06 112514
0.05449894- 0.03012723? 
0.03437248 -  0.05600789? 
0.01344967 -  0.07139643? 
-0 .03978125 -  0.06956842? 
-0.08247630 -  0.04136202? 
-3.93504789 +  2.34510156? 
1713.52598 +  271.486523?
0.7 -4.30949761 x 10 7 
-5.04577337* x 10 7
-4.30949767 x  10 7 
-5.04577337* x 10 7
0.72 -1.738483412604396 x  10 11 
+1.919303555945985* x 10 10
-1.738483412606959 x 10 11 
+1.191930355593097* x 10 10
0.74 -1.992966928823569 x  10 18 
+3.764059523287501* x 10 18
-1.992966928823527 x 10 18 
+3.764059523287475* x 10 18
0.78* 1.919303555810603 x  10 10 
-1.738483412605253* x 10 u
1.919303555861485 x 10 10 
-1.738483412602607* x 10 11
0.8* -5.04577343 x 10 7 
-4.30949761* x 10 7
-5.04577344 x 10 7 






1.8 1292271 -  3.80627415? 
-0.59797730 +  0.02535034? 
-0 .5 12 0 3 4 15  .
270.899890 +  1713.67896? 
1 .8 16 3 4 0 8 7 -  3.80624082? 
-0.59477694 +  0.02545331? 
-0 .508816 12
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Table 4.5: Computations of f r { v ) from (4-4.1) when r = 15 and p  = 4 for different
4>











0.04366020 -  0.02516217? 
0.02618401 -  0.04609942? 
-0.00164270 -  0.05745918? 
-0 .03572256 -  0.05373956? 
-0.06999576 -  0.03029859? 
0 .121349 19  -  0.31508798? 
51.3407349 +  71.7439203? 
261632.345 +  60298.6929?
0.05023945
0.04437032 -  0.02531139? 
0.02687053 -  0.04640381? 
-0.00100239 -  0.05793046? 
-0 .03516524  -  0.05439228? 
-0.06958575 -  0.03112825? 
0 .12 15 6 7 0 6 - 0.31591038? 
5 1.34 118 0 1 +  71.7434573? 
261632.348 +  60298.6926?
0.75 -3.828775742367585 x 10 8 
+3.828775745010522i x 10 8
-3.828775744940121 x 10 8 










-60298.4641 -  261632.388? 
-71.5865506  -  51.4575596? 
- 1 .9 7 6 15 14 7  -  2.32540922? 
-0 .85913606 +  0.21790206? 
-0.48659359 +  0.06820424? 
-0 .50315482 -  0.00445907? 
-0 .52014250 -  0.00492942? 
-0 .5 2 17 2 3 2 1 -  0.00075294? 
-0 .52109507
-60298.4452 -  261632.371? 
-71.5978997 -  51.4366406? 
-1.97462952 -  2.32290768? 
-0.85647483 +  0.21844677? 
-0 .48361847 +  0.06838583? 
-0.50007378 -  0.00437385? 
-0 .5 17 0 14 3 7  -  0.00488370? 
-0 .51857240 -  0.00073206? 
-0 .5 17 9 37 3 1
F igu re 4.4: T h e  i] p lan e  sh ow in g th e  d om ain s eT l̂rj2/4-n\ <  1
Table 4.6: Computations of f r ( p ) from (4.4.1) when r  =  15 and p  =  2 y / 2 n  for
different 4>
<f>/n fr(V) M v )  -  F r{v) +  ( ) 2
0 0.03375843 0.03437330
0.1 0.02927907- 0.01777215? 0.02988498 -  0.01790940?
0.2 0.01626811 -  0.03183038? 0.01684550 -  0.03210826?
0.3 -0 .00358315  -  0.03817671? -0.00305904 -  0.03860095?
0.4 -0.02664304 -  0.03297259? -0.02620566 -  0.03354738i
0.5 -0.04692927 +  0.01296323? -0 .04661577 +  0.01212942?
0.6 -0.05238260 +  0.02440188? -0 .0 5216 6 0 1 +  0.02353899?
0.7 0 .138 2 0 58 9 - 0.12927581? 0 .13 8 15 13 1  -0 .13089245?
0.75 -0.68855381 +  0.77221738? -0.68982640 +  0.77059895?
0.8 0 .2 36 9 126 7- 0.11355005? 0.23547997- 0.11400742?
0.85 0.04018782 +  0.00742823? 0.03912192 +  0.00726345?
0.9 0.04021573 +  0.00318344? 0.03925251 +  0.00303588?
0.91 0.03877805 +  0.00121951? 0.03782504 +  0.00110343?
0.94* -0.52036086 -  0.00004651? -0 .5 17 2 13 7 3  -  0.00012217?
0.96* -0.52034043 +  0.00001521? -0 .5 17 18 16 5  -  0.00003207?
0.98* -0 .52031952  +  0.00000638? -0 .5 17 15 2 2 1  -  0.00001597?
1 * -0 .52032057 -0 .5 17 15 0 18
Table 4.7: Computations of f r(i7) from (4.4.1) when r =  15  and p =  6 for different
(j)/ir fr(v) fr(v) -  F r{rj) +  ( ) 2
0 0.02461635 0.02515609
0.1 0 .0 2 1 10 6 13 -  0.01325800? 0 .02163611 -  0.01338437?
0.2 0 .0 110 7 0 9 5 - 0.02337246? 0.01157041 -  0.02362685?
0.3 -0.00379368 -  0.02721697? -0.00334963 -  0.02760158?
0.4 -0 .04303183 -  0.03124394? -0 .0 1983755  -  0.02258170?
0.5 -0 .03275333 -  0.00627392? -0 .0 32 5 150 3  -  0.00691569?
0.6 -0.03265308 +  0.01867803? -0.03256904 +  0.01788472?
0.7 -0.00947091 +  0.03923103? -0.00978995 +  0.03821693?
0.8 0.02098053 +  0.02960519? 0.02009404 +  0.02901633?
0.9 0.02778993 +  0.00717156? 0.02701954 +  0.00677201?
0.94 0.02625235 +  0.00047682? 0.02543017 +  0.00037593?
0.95* -0.52032477 -  0.00000009? -0 .5 17 0 7 8 12  -  0.00008227?
0.97* -0.52032500 -  0.00000005? -0 .5 17 0 7 6 13  -  0.00004827?
1 * -0.52032492 -0 .51707460
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Table 4.8: Computations of fr(v) from (4.4.1) when r =  15  and p =  10 for different
0
0/7r JAv) A M - W  +  (
0 0.00962950 0.00999026
0.1 0.00804634 -  0.00542181; 0.00839738 -  0.00515591?
0.2 0.00367623 -  0.00921337; 0.00399745 -  0.00939940?
0.3 -0 .00233518  -  0.010003722 -0.00206571 -  0.01027819?
0.4 -0.00810273 -  0.00704415? -0.00790988 -  0.00739960?
0.5 -0 .0 0 112 18 2  -  0.00074656? - 0 .0 1 1 1 3 1 3 2  -0 .00 116 94 4?
0.6 -0.00953623 +  0.00666459? -0.00959219 +  0.00620139?
0.7 -0.00304291 +  0.01125744? -0.00327605 +  0.01081544?
0.8 0.00463366 +  0.01016379? 0.00424067 +  0.00983564?
0.9 0.00913935 +  0.00485258? 0.00866173 +  0.00469084?
0.97 0.00975851 +  0.00057731? 0.00926265 +  0.00053451?
0.98* -0.52032494 -0 .51862576
1* -0.52032494 -0 .51682644
Table 4.9: Computations of f r(rj) from (4.4.2) when r =  20 and p — \ for different
0
0/7T friyi) M v )  =  F t fa) +  ̂ j / r - l f a )
+( )r/2 fo- W ^ i ^ ) 70
0 -0.24446783 -0.24447742
0.1 -0.24298584 +  0.08378269? -0.24299540 +  0.08378328;
0.2. -0 .23970815  +  0.17823013? -0 .239 7176 7  +  0 .17823139 ;
0.3 -0.24042627 +  0.29767298? -0 .24043577 +  0.29767511;
0.4 -0 .26502120  +  0.46175765; -0.26503086 +  0.46176095;
0.5 -0.36760290 +  0.68154043; -0 .36 7 6 132 1 +  0.68154522?
0.6 -0.63799990 +  0.89991920; -0 .6 38 0 117 7  +  0.89919837;
0.7 -1.0 8 15 5 2 7 6  +  0.93140263; -1 .0 8 15 6 7 3 3  +  0.93140996?
0.8 -1.46880745 +  0.66282337; -1.46882548 +  0.66283010;
0.9 -1.60389038 +  0.28913400; - 1 .6 0 3 9 114 2  +  0.28913809;
1 -1.60747203 -1.60749426
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Table 4.10: Computations of f r ( i 7) from (4.4.2) when r = 20 and p  =  2 for different
<t>
0 /tt fr(v) M v )  =  FAv) +
+ ( )r/2+ + x y + i(? 7 ) 7 o  co(rj)7 i }
0 -0 .01754067 -0 .0 17 54 9 17
0.1 -0 .0 120 288 1 +  0.01347452? -0 .0 1204100  +  0.01344847?
0.2 0.00344426 +  0.01941309? 0.00338487 +  0.01937178?
0.3 0.02145975 +  0 .00713151? 0.02147219 +  0 .00711013?
0.4 0.00457359 -  0.02800090? 0.00440772 -  0.02806339?
0.5 -0 .25502344 +  0.25482616? -0 .2550 6 313  +  0.25480153?
0.6 -18 .4396401 +  18.6328023? -18 .4395678 +  18.6327639?
0.7 1152.90603 -  655.176984? 1152 .90613  -  655.176893?
0.75 -1823.70982 +  1823.70260? -1823.70974 +  1823.702751?
0.8 6 55 .17 2 13 1 -  1152.90953? 6 5 5 .17 19 5 7 -  1152.9091,1?
0.9 - 18 .6 15 5 2 5 5  +  18.4318929? -18 .6 136949  +  18.4271998?
1 -0 .52283761 -0 .52295951
Table 4 .11 : Computations of fr(p) from (4.4.2) when r =  20 and p =  3 for different
0
0/tt fr{v) M V ) =  Fr(.V) +









-0 .00375232 +  0.00442693? 
0.00115827 +  0.00553747? 
0.00482932 +  0.00192809? 
0.00374849 -  0.00270487? 
-0 .0 0 9 3314 1 +  0.00727498? 
22.469078 -  55.32856680?
-0.00584018
-0.00376098 + 0.00442704? 
0.00114906 +  0.00553749? 
0.00481880 + 0.00192748? 
0.00373473 -  0.00270763? 
-0 .00935516  +  0.00726491? 
22.4690064 -  55.3286171?
0.7 -2 .1099711575500 34  x 10 8 
+1.629041594487618i x 10 8
-2 .10 9 9 7 115 7 52 6 37 1 x  10 s 
+1.629041594448278 x 10 8
0.75 -1.15516 6 3354 0 6 257  x 10 11 
+ 1.155 16 6 3354 0 59 1 Oi x 10 11
-1.15516 6 3354 0 6 20 7  x  1 0 "  
+1.1551663354059168 x 10 u
0.8 -1.629041594379282 x 10 8 
+2 .109971157275783i x 10 8
-1.629041594406363 x 10 8 
+2.1099711572921308 x 10 8
0.9
1
55.3383216 -  22.4750976? 
-0.01046266
55.3381562 -  22.4751261? 
-0 .0 10 6 1320
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Table 4.12: Computations of fr(p) from (4.4.2) when r —  20 and p =  2y/n for
different 0
(p/ir f r { v ) / + )  =  F M  +










-0.00238920 + 0.00275437? 
0.00059055 + 0.00340508? 
0.00274763 + 0.00135121? 
0.00212271 -  0.00140162? 
-0.00038711 -  0.00291950?
1.68523109 -  7.03404098? 
-3010.09179 + 19004.9472?
-0.00370747
-0.00239777 + 0.00275468? 
0.00058130 + 0.00340561? 
0.00273677 + 0.00135178? 
0.00210790 -  0.00140124? 
-0.00041371 -  0.00291845?
1.68515164 -  7.03401745? 
-3010.09198 + 19004.9473?
0.7 1.736654153977106 x 109 
—2.2066283236408142 x 1010
1.736654153976220 x 109 
-2.206628323640646? x 1010
0.72 -6.926743526789312 x 1014 
—2.6173982679206892 x 1014
-6.926743526789350 x 1014 
-2.617398267920746? x 1014
0.74 -2.613560458133926 x 1024 
+3.480935708426168i x 1024
-2.613560458133863 x 1024 
+3.4809357084261432 x 1024
0.78* 2.617398267920686 x 1014 
+6.9267435267892302 x 1014
2.617398267920747 x 1014 
+6.9267435267893502 x 1014
0.8* 2.206628323638712 x 10lu 
-1.7366541538365702 x 109







7.04712620 -  1.68907531? 
-0.02216082 + 0.01131847? 
0.01407211
-19004.9293 + 3010.08573?
7.04695813 -  1.68914249? 
-0.02230018 + 0.01130301? 
0.01393284
Figure 4.5: A modular plot of the function Fr (z )  for r = 15
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Table 4.13: Computations of fr{r]) from (4.4.2) when r =  20 and p =  4 for different
<£/tt f A v ) M V )  =  FAV)  +  + 5 jA - l( ') )










-0.00174464 + 0.00195623* 
0.00033282 + 0.00242521* 
0.00183115+ 0.00106230* 
0.00145340 -  0.00076564* 
-0.00041860- 0.00112833* 
0.29312099 + 0.06068546* 
274.482590 + 254.429350*
-0.00268096
-0.00175307 + 0.00195669* 
0.00032370 + 0.00242614* 
0.00182041 + 0.00106379* 
0.00143897 -  0.00076296* 
-0.00044221 -  0.00112039* 
0.29307972 + 0.06073234* 
274.482588 + 254.429486*
0.7 -9.32189236 x 106 
-1.19330423* x 107
-9.32189236 x 106 
—1.19330423* x 107
0.75 2.513866233872877 x 1011 
+2.513866233872468i x 10u
2.513866233872798 x 1011 
+2.513866233872473* x 1011
0.8 -1.19330423 x 107 
-9.32189236* x 106










254.426043 + 274.486223* 
3.61225657+ 1.20602510* 
-0.04699096 -  0.29496104* 
-0.01574361 + 0.01741187* 
0.01584126 + 0.00336840* 
0.01295898 -  0.00068433* 




-0.04706185 -  0.29494463* 
-0.01585525 + 0.01739988* 
0.01571823 + 0.00335671* 
0.01283134 -  0.00069221* 
0.01218298 -  0.00009378* 
0.01229525
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Table 4.14: Computations of /i5(̂ ) from (4.4.1) /2o(t/) from (4.4.2) for real r]
V f i s i v ) f i b ( v ) f2o(v)
5.8 0.02614521 0.02669863 -0.00102212 -0.00102955
5.4 0.02965653 0.03023958 -0.00122326 -0.00123088
5.0 0.03391362 0.03452964 -0.00148870 -0.00149651
4.6 0.03914067 0.03979362 -0.00184772 -0.00185571
4.2 0.04565167 0.04634622 -0.00234739 -0.00235554
3.8 0.05389609 0.05463787 -0.00306646 -0.00307476
3.4 0.06453320 0.06532904 -0.00414292 -0.00415134
3.0 0.07855512 0.07941339 -0.00583168 -0.00584018
2.6 0.09749356 0.09842463 -0.00863294 -0.00864148
2.2 0.12376453 0.12478142 -0.01359800 -0.01360600
1.8 0.16120815 0.16232733 -0.02317046 -0.02310995
1.4 0.21994583 0.21698334 -0.04292872 -0.04293695
1.0 0.29519012 0.29658330 -0.08802241 -0.08803101
0.6 0.40372082 0.40529918 -0.19765328 -0.19766255
0.2 0.51412547 0.51593227 -0.46587876 -0.46588994
0 0.53303431 0.53497419 -0.70739648 -0.70740947
-0.2 0.47974588 0.48183235 -1.0379325 -1.03794823
-0.6 -0.09192874 -0.08950934 -1.74702331 -1.74704856
-1.0 -1.47913737 -1.47634627 -1.15946933 -1.15951220
-1.4 -2.25377257 -2.24818289 1.18247912 1.18240935
-1.8 -0.57383792 -0.57040725 0.35862030 0.35555834
-2.2 0.13603456 0.13957042 -0.41474534 -0.41488019
-2.6 -0.67891392 -0.67543917 0.16146425 0.16131345
-3.0 -0.56611014 -0.56276072 -0.01046266 -0.01061320
-3.4 -0.50408615 -0.50083973 0.01380467 0.01366201
-3.8 -0.52013697 -0.51695833 0.01267988 0.01254612
-4.2 -0.52077619 -0.51762996 0.01243555 0.01230793
-4.6 -0.52035465 -0.51720700 0.01245740 0.01233292
-5.0 -0.52032048 -0.51715102 0.01245639 0.01233319
-5 .4 -0.52032386 -0.51712388 0.01245607 0.01233315







/3 5  (7 )
•MV)
Figure 4.6: The graph of the functions f r {v)  when 7’ — 15, 20, 25, 30, 35, 40 for real
il
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Table 4.15: Computations of /^(t?) and 735(77) from (4.4.1) for — 0 .2 <  77 <  3.2
V f i b i v ) h  sM V f i b i v ) /35(77)-0 .2 0.4818 0.4754 -0.3 0.4100 0.2878
-0 .4 0.2963 -0.0235 -0.5 0.1321 -0.4727
-0 .6 -0.0895 -1.0394 -0 .7 -0.3711 -1.6461
-0 .8 -0.7081 -2.1457 -0.9 -1.0857 -2.3422
-1 -1.4763 -2.0645 -1.1 -1.8391 -1.2865
-1 .2 -2.1229 -0.2313 -1 .3 -2.274 0.6509
-1 .4 -2.2482 0.9062 -1 .5 -2.0263 0.4139
-1 .6 -1.6265 -0.4436 -1 .7 -1.1097 -1.0267
-1 .8 -0.5704 -0.9719 -1 .9 -0.1147 -0.4957
- 2 0.1715 -0.1159 -2.1 0.2493 -0.1033
-2 .2 0.1396 -0.2990 -2 .3 -0.0885 -0.4261
-2 .4 -0.3453 -0.4094 -2 .5 -0.5545 -0.3481
-2 .6 -0.6754 -0.3238 -2 .7 -0.7072 -0.3320
-2 .8 -0.6765 -0.3418 -2 .9 -0.6188 -0.3428
- 3 -0.5628 -0.3406 -3 .2 -0.5033 -0.3388
Table 4.15 and Fig. 4.6 demonstrate that the wavelength of the oscillations 
and the oscillatory zone of f r {rj) decrease as r  increases. A theoretical discussion of 
f T(r]) is given in Section 4.7.
4 . 5  A s y m p t o t i c  B e h a v i o u r  o f  t h e  F u n c t i o n  G r ( z )
4 .5 .1  A s y m p t o t i c  F o r m u la  fo r  G r ( z )  I n v o lv in g  t h e  C o m p le ­
m e n t a r y  E r r o r  F u n c t io n
Since the functions 1^ ( 77) and F^(r}) involve the function G r (z)  defined in (4.3.13), 
we need to know the asymptotic behaviour of the function G r (z ) .  In this section, 
the asymptotic behaviour of the function G r (z)  for large r  will be developed. The 
integral representation of the hypergeometric function is [Whittaker &  Watson, 1965, 
p. 293]
r(fr)r(c)~ b ) F (a ’ b’ c ’ z '> =  (4 .5 .1 )
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- <■  -  (“ -2)
where |argz| <
We consider the integral in (4.5.2) for large r and |argz| < | .  Replacing the 
variable t  by e ~u and considering the behaviour of the factor e~^r + ^ u for u > 0, 
we see that it tends to 1 as u tends to zero and to zero otherwise. Thus the main 
contribution of the integral comes from the neighbourhood of u =  0. Expanding the 
exponential factor e ~ u in the neighbourhood of u =  0, the integral can be represented 
as
where Re(c) > Re (a) > 0. Using (4.5.1), the integral representation of G r(z) is
p 1 I i POO -l i/  f ~ H  1 -  (1 -  z 2) t ) ~ i d t  =  /  e-<r+5>“(l -  (1 -  z 2) e~u) - i d uJo Jo
~  [  e~(r + ^ u { z 2 + (1 — z 2) ( u  — -7 -  + —— (4.5.3) Jo 2 3
Here we only consider the first two main terms in the expansion of the expo­
nential factor e ~ u in (4.5.3). From (4.5.2), the function G r (z)  can then be written 
as
G r (z) F(r + 1) r  r+lF ( ) F ( r +  ) j T  + (1 -  z 2) ( u  -  y )} -** .
T(r +  1)
r ( i ) r ( r  +  i )
r ( r  +  1)
2
(1 -  2 2)-^ f  e ~ (r+i )u(K +  u ) - i{ l  -  — ------ - } ~ i d uv Jo v ' 1 2(k + u ) 1
1 r ° °  1 1 \ i 7/̂yr(l — z 2)~* /  e_ r̂+2)u(/̂  4 . +  —------- - } d u ,  (4.5.4)Jo 4(ac + u ) } v 'r ( J ) r ( r  + i)
where k, =  z 2/ ( l  — z 2).
For convenience, we introduce the notation G lr'2(z)  to indicate the first and 
second leading terms of G r (z) ,  respectively. From (4.5.4), we find
° r (z) - r (^ ) r ( r  +  J-) ^  ~ 1 So e <r+’ )M(K +  u) (4-5-5)
From the representation of G \ ( z )  in (4.5.5), the following expression involving the 
complementary error function is obtained
c ; w  -  +  (r +
= 7---- “  z 2) ~ h {r+>)Ke rfc J ( r  +  ^ ) k . (4.5.6)(r + i )2 r ( r  + l)  V 2
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In the above derivation, we have used the formula r ( l /2 ,z 2) =  v^erfc z.
We now consider the second leading term of G r (z) .  From (4.5.4), the uniform 
representation of the second term of G r ( z ) is
■ )~i r V (r+^ “---- Td u . (4.5.7)Joo i ( z )  = r ( i ) r ( r  +  i ) 4(/c +  u)  2
The uniformly in 2: of the second leading term of G r (z)  can also be expressed in 
terms of the complementary error function as
r 2f ,  =  r ( r  +  l )  ,, ..21-4  r  - (r+i:)u(u + k )2 +  k2 - 2 u k - 2 k2
r(  ’  4 r ( i ) r ( r  + i)^ Jo ( k  +  u ) 2 ■ du
r ( r  +  l)
4 r ( i ) r ( r  +  i )
i r°° / i s  iJ-(1 - z2)“5 {/ e - {r+*)u(K +  u ) * d u
7 I
r00 o POO .
+ K 2 /  e~^r + ^ u (K + u ) ~ * d u  — 2 k , /  e_(r+2)u(K +Jo Jo
r ( r  + 1) , Os_i r 1 — — r~-y—------- ^ ( l - Z 2) a{------ - ^ 2 + 2 ^ 2 + ^
4F (y )r(r +  i ) r + - ' ^  2
t i ( r  +  J-) ~  2ft2(r  +  | )  ~  2«]e(r+'* }K(r  +  \ )  ’ erfc ^ ( r  +  i)/c}. (4.5.8)
When |arg ̂ | > the reflection formula (4.3.15) can be used to calculate the 
asymptotic behaviour of G r (z ) .  To make it clear, the asymptotic behaviour of G r (z)  
for large r can be written as
G \ { z ) ,  |argz| < f ,
2(1 -  z 2 ) - r ~ 2  -  G l ( - z ), |argz| > f ,G r (z) (4.5.9)
or, more accurately by
G l ( z )  T G 2(z)G r ( z ) ~ |argz| < f ,
, 2(1 -  ^ 2 ) " r _ 2 -  {G j(-*) + G 2{ - z )}, |argz| > f .
The functions G * ( z )  and G2(^) contain the complementary error function 
which can be further expanded under certain conditions. Using the asymptotic 
expansion of the complementary error function, a further asymptotic representation 
of G \ ( z )  and G 2(z)  will be given in the next subsection.
4 .5 .2  F u r t h e r  A s y m p t o t i c  F o r m u la s  o f  G l ,2( z )
The functions G lr {z)  and G 2(z)  involve the complementary error functions. Using 
the asymptotic expansion of the complementary error function, the asymptotic ap-
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proximation of the functions G \ ( z )  and G 2{z)  can be developed. The asymptotic 
expansion of the complementary error function is [Olver, 1964, p. 67]
e"*2 ~  1 • 3 • • • (2s — 1) . . 3  _ in .
erfcz~ ^ E ( - )  ------- y # ) . ------- ’ * _ > ° ° ’ lar« ^ < 4 7r- (4-5-10)
If erfcz is approximated by the first term, (4.5.10) can be written as
e-*2 3erfcz  ~  /— , z oo, |argz| < - n .  (4.5.11)y/lTZ 4
Obviously, the condition for the asymptotic expansion (4.5.11) to be valid is 
that z  is large. In order to apply the above asymptotic expansion to the function 
Gy(z), we assume that z  is bounded away from the origin and r is very large. 
Substituting (4.5.11) into (4.5.6) gives the asymptotic behaviour of G \ ( z )  as
G \ ( z )  ~ r ( r  +  l)^ T ( r  +  |  ) z ' (4.5.12)
If we choose the leading term G \ ( z )  to approximate the function G r (z ) ,  we have the 
following asymptotic approximation when z  is bounded away from the origin and r  
is very large
G r (z)  ~
r(r+l) 
v7Fr(r+|)z ’
2(1 - z 2) - r~2 + r(r+l)v/7rr(r+|)z ’
|arg z\ <  f , 
|arg z\ >  f .
(4.5.13)
When z  is near the origin and r is very large, we let z  —> 0 in the formula (4.5.6) to 
find
 ̂ __ r ([+!)__
(r+±)2r(r+i) ’
|argz| < f ,
G r ( z )  ~  < (4.5.14)
T(r+1)
( r + # r ( r + I) ’ |arg^| > f ,
Thus, G r (z )  tends to 1 when z  is near the origin for large r.
Now consider the second leading term G 2r {z )  of G r (z) .  When z  is bounded away 
from the origin and r is very large, the asymptotic expansion of the complementary 
error function in (4.5.10) can be truncated after the first three terms, since there is 
some cancellation in the calculation. Using the first three terms of (4.5.10) in (4.5.8), 




r ( r  + 1) 2 \ - ~  r  1  I  n  32{ ------J-/C2+2/C2
4 r® r( r  + i) r + - ' ^  2
1— [« + 2«2(r + - )  + 7 K, 2
2 / ’ 4^(r 4 --|)2 r +
7T(r + l) „ * '
1 6 r( i) r ( r  + I)(r + J)3(1 - z 2) - * * - ! (4.5.15)
When z is near the origin and r  is very large, the asymptotic formula for Gy (2 ), 
from (4.5.8), can be written as




The second leading term G2(z) of the function G r (z)  is 0 ( l / r )  when r is large and so 
is small. The leading term G \ ( z )  of the function G r (z)  can be used to approximate 
the function G r (z ) .  To show the accuracy of the asymptotic approximation Gj . ( z ) ,  
numerical results will be given in the next section.
4 . 6  D i s c u s s i o n  a n d  N u m e r i c a l  R e s u l t s  o f  ( 4 . 5 . 9 )
In this section, numerical results are presented to compare the exact value of the 
function G r (z)  with the leading approximation Gj(z) for large r. When |argz| < 
| ,  the function G r (z)  is defined by (4.3.10) or (4.3.13) and the reflection for­
mula (4.3.15) can be used when |argz| > The approximation formula of G r (z)  
is defined by (4.5.9). In the calculation, we put z  =  p e 1̂  and varied (j) in the range 
—7r < (f> <  7r for different values of p  =  2 when r = 15.
Tables 4.16-4.17 show the comparison between the leading asymptotic approx­
imation G lr (z)  and the exact value of G r (z )  for different (j> when p  — p  =  2 and 
r = 15. It is noted that the values of G r (z )  and Gj . ( z )  in Table 4.16 are large when 
<f> near ±1, but those in Table 4.17 are not .The reason for this is that the functions 
G r (z)  and G l ( z )  include the factor (1 — z 2 ) ~ r ~ 2 when |argz| > thus there is a 
lobe in which the values of G r ( z )  and G \ ( z )  are large in the half-left plane z  for 
large r. As r is increased, the values of G r (z )  and G \ { z )  become larger.
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Table 4.16: Computations of G>(z) from (4.5.9) when r  = 15 and p  =  \  for different
<t>
(j)/7T G r (z) G' Az )
-0.5 0.0314698591 -  0.3582607437? 0.0399696487 -  0.3571003208?
-0 .4 0.1402775683 + 0.2872674606? 0.1434703080 + 0.2847836804?
-0.3 0.2026186128 + 0.2116271883? 0.2034901650 + 0.2094949698?
-0.2 0.2385882800 + 0.1385648572? 0.2383388020 + 0.1371104574?
-0.1 0.2574304867 + 0.0684495883? 0.2566551131+ 0.0677228395?
0 0.2633097302 0.2623787499
0.1 0.2574304867 -  0.0684495883? 0.2566551131 -  0.0677228395?
0.2 0.2385882800 -  0.1385648572? 0.2383388020 -  0.1371104574?
0.3 0.2026186128 -  0.2116271883? 0.2034901650 -  0.2094949698?
0.4 0.1402775683 -  0.2872674606? 0.1434703080 -  0.2847836804?
0.5 0.0314698591 -  0.3582607437? 0.0399696487 -  0.3571003208?
0.6 -0.1751963300 -  0.3823626852? -0.1593333190 -  0.3335731828?
0.7 -0.6280894630 -  0.1140331883? -0.6289610151 -  0.1119009697?
0.8 -3.2802696469 + 2.7947796243? -3.2800201690 + 2.7962340242?
0.9 -48.950538649 -  16.102897181? -48.949763275 -  16.102170432?
1 172.55128336 172.55221434
-1 172.55128336 172.55221434
-0.9 -48.950538649 + 16.102897181? -48.949763275 + 16.102170432?
-0.8 -3.2802696469 -  2.7947796243? -3.2800201690 -  2.7962340242?
-0 .7 -0.6280894630 + 0.1140331883? -0.6289610151 +  0.1119009697?
-0.6 -0.1720035903 + 0.3848464654? -0.1751963300 + 0.3823626852?
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Table 4.17: Computations of G l ( z )  from (4.5.9) for r =  15 and p  =  2 for different 4>
(\>hr G r (z) G \ ( z )
-0.5 1.4654459541 x 1 0 '11 1.8270972082 x 10“6
-0.0741217143? -0.0743939594?
-0.4 0.0232463092 + 0.0702360430? 0.0233711522 + 0.0704582101?
-0.3 0.0437931452 + 0.0591972325? 0.0439705572 + 0.0593238194?
-0.2 0.0596031143 + 0.0425476650? 0.0597730823 + 0.0425968379?
-0.1 0.0694663171 + 0.0221836670? 0.0696101644 + 0.0221948234?
0 0.0728081906 0.0729395776
0.1 0.0694663171 -  0.0221836670? 0.0696101644 -  0.0221948234?
0.2 0.0596031143 -  0.0425476650? 0.0597730823 -  0.0425968379?
0.3 0.0437931452 -  0.0591972325? 0.0439705572 -  0.0593238194?
0.4 0.0232463092 -  0.0702360430? 0.0233711522 -  0.0704582101?
0.5 1.4654459541 x lO-11 1.8270972083 x 10“6
-0.0741217143? —0.0743939594?
0.6 -0.0232463092 -  0.0702360431? -0.0233711522 -  0.0704582102?
0.7 -0.0437931454 -  0.0591972325? -0.0439705574 -  0.0593238193?
0.8 -0.0596031123 -  0.0425476654? -0.0597730804 -  0.0425968382?
0.9 -0.0694663170 -  0.0221836431? -0.0696101643 -  0.0221947996i
1 -0.0728081906 -0.0729395776
-1 -0.0728081906 -0.0729395776
-0.9 -0.0694663170 + 0.0221836431? -0.0696101643 + 0.0221947996?
-0.8 -0.0596031123 + 0.0425476654? -0.0597730804 + 0.0425968382?
-0 .7 -0.0437931454 + 0.0591972325? -0.0439705574 + 0.0593238193?
-0.6 -0.0232463092 + 0.0702360431? -0.0233711522 + 0.0704582102?
4 . 7  T h e  A s y m p t o t i c  B e h a v i o u r  o f  f r { v )  f o r  
L a r g e  r
In Section 4.6, the first and second leading terms of G r(z) were obtained for large r. 
We also have the asymptotic approximations for f r(r)) in (4.4.1) and (4.4.2) involving 
the function F r(z), which contains the function G r(z). In this section, we will obtain 
the asymptotic behaviour of f r(ri) for large r. Two cases for rj will be discussed: 
one is rj bounded away from the origin and the other is r] near the origin. We first 
consider odd values of r and, referring to Fig. 4.2, a number of different cases are 
studied as follows.
C ase  1 :  z is in  th e  dom ain  A
In this domain we have z =  77/ 2^/77 bounded away from the origin. The 
discussion is the same as case 1 in Section 4.4. Using the asymptotic formula for 
G r(z), which is defined in (4.5.13), we have
T(r +  1)
G r ( z \ j > )
\pK T(r +  |)  eT 4 V
(4.7.1)
where we recall that z\,2 =  eT ^tz. Applying (4.7.1) to (4.4.1), we obtain
2 c0 (77)
fr(v)
1 r _(2r+Q j / X
— {e 4 G r(z 1 )
(2r + l).
e 4 •Gr(z2)} +  (-)<r+1>/2
T(r +  1)1 _(2r+l)7r-____________________




T(r +  1)
Z7-}
a/ trT(r +  \ )e*lz
+ ( - ) (
r+l)/2 2 c0 (77)
+  ( - ) (r+1)/2r(r +  y i r ]
~  2(—)̂ r+1^ 2—U  +  2 (—)(r+1)/2_ U (— — 1 )
y/rr] \fr \i V
~  2(—)̂ r+1^ 2—U .
y/r î
When z is near the origin, we use (4.5.14) to find
Gr(Zl 2) ~  ----- F(r, +  1) ! •(r +  §)ir(r +  i)





1 , _12r±12. 
6 4 G r (zi) -  e ^ " G r (z2)} +  ( - ) <r+1)/2
2 c0 (ry)
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rsj 1 , T(r +  1)
2* (r + i)*r(r + i)
( w )  
— e *
T(r +  1)
(r +  i) T r ( r  +  i)I7>
+  (_)('-+l)/2 2c0(i?)
y/r
(_)(r+l)/2sinZL _|_ ( ^(r+l)/2 2co(y) (4.7.4)
C ase  2: z is in th e  dom ain  B
When z is in the domain B  and z is bounded away from the origin, using (4.4.7) 
and (4.5.13), we have
T(r +  1)
G r(z\)
V/7rr(r +  |)e  *xz'
G r(z2) ~  2(1  -  2| ) — i  +
V Trifr +  §)e4zz
Substituting (4.7.5) into (4.4.1), we find
Mv)  ~ 4 {e- ^ . Gr^l ) _ e^ « Gr(22)} + (-
V r
-  eer? 11" [ 2 ( l  -  zl)-r~i
1 r ^  r  (r +  1)
2 i {e 4 V 5T (r +  f  ) e - ^ 2
. r ( r  +  l) wr+u n Zcojr))
V ^ r f r  +  |)e4*2:
2 (_)(r+i)/2 1 +  _  i l L y r - i
y/r(l 47T
When z is near the origin, we use (4.5.14) to find
T ( r +  1)
G>(zi)
G r(z2)
(r +  i)2 T (r  +  i ) ’ 
T(r +  1)
2 -
(r +  i ) 5 r ( r  +  i )
Applying (4.7.7) to (4.4.1), we obtain
1 r (2r + !)^  / x (^+0fr{v) 2co(??)~  ^ . { e - ^ ' G ^ )  -  e ^ ' G r(z2)} +  ( - f + W -




2* (r +  i ) 2 r (r +  i )  1 (r +  | ) 2 r ( r  +  i )
_|_(_)(r+ 1)/22co(r?)
( _ ) ( r + 1 ) / 2 s i n Z L  +  (  ) ( r + l ) / 2 2 C p ( y ) (4.7.8)
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C a se  3 : z is in  th e  d o m ain  C
When z is in the domain C , we also have 2 is bounded away from the origin.
From (4.4.8) and (4.5.13), we then find
G r(z\^) — ± 2 ( 1  — zft2) r 2 +
Substitution of (4.7.9) to (4.4.1), yields
t2̂ 1)
r(r + l)
V ± r  (r +  D e ^ z
fr(v) -  e ^ ^ G ^ Z i ) }  +  ( - f + iy 2^ p l
r ( r  +  l)
v/7rr(r + \ ) e
_ e^ . [ _ 2(l _  +  _ E L ± i l _ ]} +  (_
v/7rr(r +  § )e * V
2(_)(r+1)/2 1






Since |z| >  1 in this domain, there is no need to consider the case z ~  0.
C ase  4: z is in th e  do m ain  D
If z is bounded away from the origin and is in the domain Z), we obtain 
from (4.4.9) and (4.5.13),
Gr(zi^) -  2(1 -  z\2) r 2 +  3 \ •
’ V7iT(r +  ^)e^4*z
Applying (4 .7.11) to (4.4.1), we find
M r , )  ~  +
ll
± { e- i^ ^ [ 2 ( l  -  z?)— * +
r  (r +  1)
v^Fr(r +  f  ) e " f V
12r±li^ 2\—r —4 I r ( r  + 1 )  1 1 1 /
- e  * 2(1 -  z2) ‘ +  —  3 } +  ( -
V7rr (r +  |)e4*z
o( \ ( r+ l) /2  1
( ] y/ru






£*>(2+ 2) — 2 —
T(r +  1)
(r + i) ir (r  + i)
(4.7.13)
112
Applying (4.7.13) to (4.4.1), we obtain
(4.7.14)
When rj is near the origin and r is odd, the above three cases with 77 in the 
domains A, B  and D, yield the same result, namely
We know that co(0) =  — Thus, the asymptotic approximation of /r (0) for large 
odd r is
Next, we consider that the asymptotic behaviour of f r{rj) defined in (4.4.2) for 
large even r. The analysis is divided into two cases: when 77 is bounded away from 
the origin and the other is when 77 near the origin.
For even r, the first and second leading terms F ^ 2(r]) of F r(rj) are used to 
approximate Fr{rf). The first two main terms of the asymptotic expansion (4.5.10) 
are used to approximate the complementary error function in £ > (77) appearing in 
^ ( 77), and the asymptotic behaviour of G r(z) defined in (4.5.13) is used in F 2(r)). 
The asymptotic formula of F r(rj) is developed next.
When 2: is away from the origin and |argz| <  |  for large r, substitution of the 
first two terms in the asymptotic expansion (4.5.10) into (4.5.6), yields
(4.7.15)
(4.7.16)
T(r +  \)y/TTZ^ 2(r +  \)z2
F(r +  1) „  ( l - ^ 2) N
„ I 3 \ / z A 1 07^ I l\,v2' (4.7.17)
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Substituting (4.7.17) and (4.5.13) into F/fij) and F ? ( r ] ) , respectively, we obtain
F T(n) ~  +  Fr(r>)
1  ,  ( 2 r + l )
=  2i {6'
7T
1 2 ( r - | )
^Grie-^z) -  e ^ ^ G r i e ^ z ) }  
{ e - ^ ^ G r - i i e - ^ z )  +  e ^ ^ G r - d e V z ) }
T(r +  1) . r
■ sin —7T
r ( r  +  l)
T(r +  i)y/nz 2
T(r +  1)
2(r +  |)T (r +  |)\A t2 
r — 1
sin (—-— )ir
T  —  1
cos (------ )ir
2(r 4- | ) r ( r  4- \)y/KZ* 
y/iFTir) r4 ;------- iT^T-------rr—COS -7T,
6 ( r - 5)r (r +  5 )2 2
where ^ ( 77) and ^ ( 77) are defined in (4.3.8) and (4.3.9), respectively. 
When r is even, the simplified form of (4.7.18) is
(4.7.18)
M V )
T(r +  1)





sin ( - )tt 4- 
1
v/7rr(r) r
i . — COS ~7T
6(r — -|)r(r 4- \)z 2
2 ^ L3 ( r - i )  ( r 4 | ) ^ 2 ^
( _ ) r / 2 ^ (  1 _  _ ± ) .  
t/7t/ 3r rr/'
(4.7.19)
For the case when r is odd, the asymptotic expansion of Fr(rj) is, from (4.7.18),
F M F (r +  1)/-  8i n % ~ 2 ( - ) ™r ( r  +  f ) ^  2
This is the same as the result given in (4.7.2) for large odd r.
Now we can obtain the asymptotic behaviour of f r(v) for large even r. Referring 
to Fig. 4.2 again and using a similar analysis as above, the discussion is given as 
follows. If |argz| >  7r/2 and |argz2| <  27r or |argz2| >  27r, \z\ <  1, the following 
reflection formula is used
G r ( z )  =  2(1 -  z 2 ) ~ r ~ * -  G r ( - z ) .  (4.7.20)
If |argz2| >  2n and \z\ >  1 , the following reflection formula is used
Gr(z) =  - 2 ( 1  -  z2) - r~l -  G r( - z ), (4.7.21)
where |arg(—z)\ <
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C ase  1 :  z is in th e dom ain  A
When z is bounded away from the origin, we recall that 2 =  r)/2y/ir. Apply­
ing (4.7.19) to (4.4.2) and using the result given in (4.7.2) for odd r, we have
fAn) ~  ^r(’7) +  ^ ^ r y / r-i(>?) +  ( - ) r/2^ q 7 T y ^ { ci( ,?)7o -co ('?)7 i}
~  A e - ^ ^ G r (*,) -  e ^ ' G ^ z i ) }
ll
7T _{*r+l)nl (2r + l)ni
----- P -̂{e 4 G r-i(zi) +  e 4 G r-\{z2))
1 2 ( r - i )
+  , 27r\ fr-  1(V) +  ( - ) r/247T̂ r | | {c 1 (7j)7o -  C0(J?)7!}
v 2' r (r +  2 )
( y/z n ( 1______l  ( - ) r/2_________4^1?r
y/rr)'3r rrf  (r — \)\/r  — 1 \x
+  (_ )r/24^r(^_ { Cl(t?)7o -  C0(»?)7l}
(-)<
r+2)/2 47t . 1 -f- // +  jz fj?
r 3 /2
(4.7.22)
When 2 is near the origin, applying (4.7.3) to (4.4.2) and using the result given 
in (4.7.4) for odd r, we have
MV)  ~  ^r(7?) +  ^ 4 y / r - l ( 7 ) )  +  ( - ) r/2^ ^ j7 T y l{C l( j? )7 0 -C o (7 7 )7 l}
(2r+1)7rn , 7T _ 121+12 vri , (2r+1)7rj-l
~ e  4 } +  ——{e 4 + e  4
12 r
1  ,  ( 2 r + l ) _ ,
— (e_ 4^™
+ ( _ r / ^ sinI  +  ( _ ) ^ | _ Co(t?)7l
+ ( - ) r/247T^  ! | { c1(>7)7o - C o(t?)7i }
r (r + 2)
■ (-)r/2s in |  +  ( - ) r/2^ c , ( 7 j ) . (4.7.23)
C ase  2 : 2 is in  th e  dom ain  B
When 2 is bounded away from the origin, applying the reflection formula for 
Z2 in (4.7.20) and (4.7.19) to (4.4.2), and using the result given in (4.7.6), we obtain
fr(v) ~  F r ( v )  + i(v) +  ( - ) r / 2 4 ? r ^ +  i|{ci(i?)7o -  c o (t?)7i }
~  Y i{e~i2l*11,'iGAZl) ~  ~  -  G r(~Zz)]}
7r
T- { e ~ i2lt n " G r- l (zl ) +  ei2lt llni[2(1 -  z2)~r+i  -  G r - ^ - z ? ) ] }
( 2 r  +  l )
12(r -  4)
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1_2Zr2L_ ^ ___ ___ + i e iL*11' i ( 1 - z202\-r+^
+ ( - ) r/24n-^ r H { c i(t?)7o -  c0()?)7 i}  
T(r +  j)
1 ,.2
(~ )(r+2)/2^ ( 1 +  /i- t ^  ) +  * “ * “ * ( !  -  4 ) " ^
( 2 r  +  l ) ,
A4"
7T ( 2 r + l )
+  7~e 4




{_ )(r+2 , / 2 -  ( 1 ^
r d/2 T̂ •) +  ie' (4.7.24)
When  ̂ is near the origin, applying (4.7.7) to (4.4.2) and using the result given 
in (4.7.8), we find
fr(n) F r(_V) +  ^ f r - M  +  (~)r/2 4 p|)?f l ^ {Cl(»?)70 - c0(t?)ti}




12 (r -  i)
(r +  i )2T(r  +  i )
{e
— e 4 [ 2 -
2/_ i V ' 2-
r(r)
(r + l) ir (r  + l)
]}
27T7! 2c0(r?)
( * • " * ) vV — l
( r - i ) i r ( r - l )
7T,
4'
+  eSrf il,r*[2 -
r(r)
( r - I ) i r ( r - I ) ]}
, [(_ )r/ 2 ^ W  +  (_ )r/2sin « ]
+ ( - ) r/247T̂  + i | { c i (t?)7o -  c0(j?)7i }
- H r/2sin ̂  + (-)r/2̂ c 1(r?). (4.7.25)
C ase  3: z is in th e  dom ain  C
Since \z\ >  1, we have upon applying (4.7.20) for zi: (4.7.21) for z2 and (4.7.19) 
to (4.4.2), together with the result given in (4.7.10) for odd r,
f r ( v ) ~  FAv)  +  f ^ S f j fr-Av)  +  (-)r/24^p|^ +  {ci(»?)7o -  Co(»?)7l}
7̂* ( — -̂ l)]
(2r+0 1- e  « " [ - 2 ( 1  -  4 ) - -  -  G r( - z 2)}}
7T ,  ( 2 r + l ) ,
T- { e - £^ " [ 2 ( l  -  z \ -  G ^ i - z , ) }
1 2 (r -  1)
+ e fi=fsl« [ _ 2 ( i  _  *»)-•+* -  G r_ 1 ( - z i!)]}
2tt7 i
It {2 ( - )_\r/2. -  ^ - ^ " ( i  -  4 ) " r+2
V r ^ T / i( r - i )
+ e ^ " ( l - ^ 2) ' r+' ] }
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+ ( _ ) r/24^ r ( r  l ) | Ci^ 7o _
i ( r  + 2 /
+  ^ +  _  f{e a ^ « (1 _  4 r - i
<2r+1)
+ e — — - ( 1  - z t ) - r~ i }
71" (2r+1) yj-y 2\— r + - — t2r~*~1) Txit 2\— r-f—1+ — { —e 4 ’" ( l  — 23) 2 + e  4 ™ (1  -  2{) r+2|
2tT7i . , (2r~1)7rw 1 2\—r+- — (2r-1)7ri/1 2\—r+—"i------ - ? { e  4 ^ ( 1  -  22) + 2 + e  4 "*(1 -  zf) r+2}
(-)<
r+2)/2 47T 1 +  /i +  TnfJ?
r3/2('
- < { ^ * ( 1  _  i ^ ) — * +  * - ^ " ( 1  +  i ^ ) — i } .  (4.7.26)
4 7 T  4 7 T
C a se  4: 2 is in  th e  dom ain  D
When 2 is bounded away from the origin, application of (4.7.20) for 21 >2 
and (4.7.19) to (4.4.2) and use of the results given in (4.7.12) for odd r, yields
fr(v) ~  F Av)  +  +  ( - ) r/2l ^ f ^ _  i ^ { c!(»?)7o -  £0(77)7 !}
~  -  4 ) “ r“ " -  G r( - Zl)}
( 2 r  +  l )
e ^ " [ 2 ( l  - 4 ) - r - i - G r(-zt)]}
IT
TT{ e - fi^ Ulri[2(l -  z\)~r -  G .-U -^ i) ]
1 2 ( r - | )
+ e firf i l- [ 2 (l -  z l y + i  -  G ^ - z ? ) ] }
27r7l ,n, \r/2
( r - i )
{ 2 ( - ) !
1 2\ —r+-— z(e 4 (1 -  2[) +2
V r^IyLt
_ e^ . ( l  _  ^ ) - r + i ) }  +  -  C„(»7)7l}
( _ )(r+2)/2 4 ^ ( 1 + ^ ^ + ^ )  +  ! { e i - H „ (1 _
_i2r+12 - 2 i
- e  4 ™ (1  -  z[) 2 }
n f •, 2\-r+i  , _ 2N-r+-l+ — { e  4 ( 1  —  2 o )  + 2 + e  4  ( 1  —  2 f )  + 2 }6 r
. 27T7i X2r-ii
(2r+l)
( 2 r — 1), l , 2 r - l )  • 2 \ - r + i  — ( 2 r  — 1) ^ 2 \ - r + i i-z{e 4 (1 - ^ 2) 2 - e  4 (1 - 2f) +2}





■ V \ - r - ±
^ - * t r
(4.7.27)
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When z is near the origin, we apply (4.7.13) to (4.4.2) and use the result given 
in (4.7.14) for odd r to obtain
f r i y i )  ~  F r ( v )  + (— Ty/’- ifa )  + iy  {ci(1?)7o -  Co(>?)7i}
~  - ( - ) r/2sin^ +  (4.7.28)
When r) is near the origin for large even r, the above three cases yield the common 
result
f M  ~  - ( - ) r/2sinj +  (4-7.29)
Substitution of Ci(0) =  - ^  in (4.7.29). then gives, for large even r,
m  ~  - ( - r /2sin^ -  ( - ) r/2I ^ .  (4.7.30)
A summary of the above results is shown in Tables 4.18 and 4.19, where we 
have defined
r  ,  V , r  ( 2 r + l ) { . T ) 2 r _ l  ( 2 r  +  l )  • . ^  . r _ i - .
L ± {r,n) =  ~t{e • +  2 ± e  - (1 - * ^ : )  2}-
The definition of the coefficients cr (77) in terms of f r(r)) is given in (4.2.24).
Table 4.18: The asymptotic form of f r(v) f ° r large odd r
rj  bounded away from the origin
77 €  A  
77 <E  B  
77 e C  
r] e  D
2 H ™ i =
2 ( - ) (r+1)/27 fe  +  < * ^ " ( 1  -  € ) ~ T~ h2  ( - ) { r + 1 ) / 2 ^  +  L + ( v , V )
^ H ( r + 1 ) / 2 ±  +  L - ( r , v )
77 near the origin
(_)0-H)/2sinf +  ( _ ) ( r + l ) / 2 ^ 1OIIsr*
(_)(r+ D/2sin5 _  (_ )(r+ l,/2_?_
When 77 is real and negative, so that 77 belongs to the domain we find that 
L_(r, 77) has the simpler form
L -( r ,v )  =  - 2(1 +  7r +  (r +  ^ )arctan^ } -  (4.7.31)
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Table 4.19: The asymptotic form of f r ( r ] ) for large even r
77 bounded away from the origin
77 e A 
?! e  B  
r) e C  
77 € D
( ~ ) l r + m M 1±s^ L)
( - ) <r+2)/2^ ( i±£^ ! )'+  L + (r ,  v,)
(-)< r+2)/24 M i±i^ )  +  M r ,> 7)
77 near the origin
- ( - ) r/2sinf +  ( - ) r/2^ci(77)
77 =  0
- ( - ) r/2sinf -  m
From the above representation of L_(r, 77) and the asymptotic forms of f r(r)) for large 
r when 77 E D  in Tables 4.18-4.19, where we suppose that rj is real and bounded 
away from the origin, we find
r
fr(z) ~  '
2 (_)(>-+1)/2_^- +  L-(r,rj), r odd, 
r even,
where L_(r, 77) given in (4.7.31). We can see that f r{rf) ( 77 real) is more oscillatory 
for 77 <  0 between the two lobes as r increases; the oscillatory zone should decrease 
with increasing r [see Fig. 4.6].
4 . 8  C o n c l u s i o n s
The important and efficient asymptotic approximation of the coefficients c r ( r j )  for 
large even and odd r is given in this Chapter. Extensive numerical results demon­
strate the accuracy of these asymptotic results. From the numerical results, we 
found that the values of the coefficients c r ( r ] )  and their asymptotic approximation 
become large when 77 is in the domains |1 — eT 2*?72/ 47r| <  1. We also analyse the 
reason for this local growth. It is found that the lobes are caused by the hypergeo- 
metric function F ( l ,  r +  \\ 1 ; e± 2t7]2/An) appearing in the asymptotic approximation 
of c r ( r ] ) .  The domain of this lobe in the upper 77 plane is symmetrical with respect
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to the straight line joining 0 and 2 v /7re37rt/4; there is a symmetrical domain lying in 
the lower half 77-plane.
A knowledge of the asymptotic behaviour of the coefficients cr(rj) for large r is 
used to develop the asymptotic behaviour of the late terms in the expansion (2.7.5) 
in the next chapter.
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C H A P T E R  5
A S Y M P T O T I C  B E H A V I O U R  O F  
T H E  L A T E  T E R M S  I N  ( 2 . 4 . 4 )  
A N D  ( 2 . 7 . 5 )
5 . 1  I n t r o d u c t i o n
The asymptotic formula for Z(t) is given in (2.4.4) and the modification of (2.4.4) 
in the neighbourhood of a discontinuity in N t is given in (2.7.5). Since E m(t; N)  and 
E^{t\ N)  are absolutely convergent series, the divergence of the correction terms 
in (2.4.4) and (2.7.5) as m —> oo must result from the divergence of the finite 
sums ( 7 r i / 4 : ) r B r ( w )  and ^ SS)1 (w)> where the coefficients B r ( w )  and
B * ( w )  are defined in (2.4.12) and (2.8.3). In this Chapter, we shall examine the 
large-m behaviour of these coefficients to determine the nature of this divergence. 
For this purpose, the asymptotic behaviour of the coefficients for large r is 
examined in Section 5.2, where a ^  are given in (2.4.6). Then the asymptotic 
behaviour of the late terms in (2.4.4) and (2.7.5) are developed in Sections 5.3 and
5.4 respectively.
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5 . 2  A s y m p t o t i c  B e h a v i o u r  o f  t h e  C o e f f i c i e n t s
In this section, we examine the large-r behaviour of the coefficients where 
k =  2r — p, p =  0, 1 , 2 , • • •, that appear in the polynomial Qr(p) in (2.4.6). For 
convenience, we recall the coefficients cr(r]) in the uniform asymptotic expansion of 
Q(a,z) given by
cr(v) =  ( - 7 ^ 0 1  -  ^ T, (5-2.1)
where
Qr(tx) =  E a i V  (5.2.2)
k=0








77 dr) (n) +
7r
P
r >  1 , (5.2.3)
where the Stirling coefficients are defined in (2.3.12). Substitution of (5.2.1) into 
the recurrence relation (5.2.3) shows that Qr{)1) satisfies the recursion
Qr{p) =  (1 +  P){i2r -  l)Q r-i(^ ) -  V d^ rd^ } +  ( - ) r7rM2r, r >  l.(5.2.4)
Putting (5.2.2) into (5.2.4), we then find that the coefficients satisfy the recur­
rence relation
=  (2r — k ) a £ lp  +  (2r — 1 — h)o $~l\  0 <  k <  2r — 1 , 
c*2r =  ( - ) r7 r, k =  2 r, (5.2.5)
where =  0. If 2r — k =  p in (5.2.5), the recurrence relation (5.2.5) becomes
4 r -p  =  { p -  1 ) 4 +  m t - p - 11 1 <  P <  2r,
4 ?  =  ( - ) r7r, P =  0. (5.2.6)
Letting // =  — 1 in the second equation of (5.2.4), we have
Qr{ 1) =  ( - ) r7r, T >  1.
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By the definition of Qr(p) in (5 .2 .2) and using the above equation together with the 
second part of (5.2.6), the coefficients satisfy the condition
2£  ( ~ M ] = 0 .  r  >  1. (5.2.7)
k=0
The coefficients are presented in Table 5 .1 for 0 <  r <  10 ; recurrence relations 
equivalent to (5.2.6) for these coefficients are given in (2.3.6).
An examination of the recurrence relation (5.2.6) reveals that c4r-p (0 <  P <  
2r) can be expressed as a linear combination of the Stirling coefficients 7 *, 7 ^ -1 , • • •, 
7 r_p, where n denotes the integer
« =  r — int (5.2.8)
and 7 j is to be interpreted as zero for j  <  0. Table 5.2 shows the first few 
expressed in terms of the Stirling coefficients.
From the well-known asymptotic expansion (4.2.26) of 7 r for large r, it then 
follows that the large-r behaviour of c4r-p determined by the Stirling coefficients 
with the largest indices. Thus we can express a\r_p in the form
« 2r-p ~  ( - ) r (v rK  +  bpj K- i  +  •••), r —> 00; p =  0, 1, 2, • • •, (5.2.9)
where the constants ap and bp are independent of r. We give the first few constants 
ap and bp in Table 5.3.
Use of (4.2.26) in (5.2.9) then shows that





as r —»• 00 with p =  0, 1, 2, • • •, where n is defined by (5.2.8), p is finite and Ap, B p 
are given by
Ap =  B p =  2bp (5 .2 .11)
The asymptotic form of (—)ro^r-p f°r large r will be used to get the behaviour of 
the late terms in the expansions (2.4.4) and (2.7.5) in the next two sections.
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T ab le  5.1: T h e  coefficients a ^  (0 <  k  <  2r )  for 0 <  r  <  10.
k \ r 0 1 2 3 4 5 6
0 l 1 3 15 105 945 10395
1 l 5 35 315 3465 45045
2 i12 2512 1054
13654 196354 3153154
3 1 77 1883 13321 28328312 12 12 4 4
4 1 49 2513 102949 3278275288 288 96 96 96
5 1 149 38291 797225288 288 288 96
6 139 221 35981 279293351840 51840 17280 3456
7 139 77 10825151840 10368 10368
8 571 2783 7152488320 497664 55296
9 571 428872488320 2488320
10 163879 67951209018880 209018880
11 163879209018880
12 524681975246796800
k \ r 7 8 9 10
0 135135 2027025 34459425 654729075
1 675675 11486475 218243025 4583103525
2 5630625 111035925 2400673275 565249434754 4 4 4
3 6301295 148813665 3748930185 1007943286354 4 4 4
4 32497465 962396435 29178284135 91753732570532 32 32 32
5 35882275 1431239095 18236110035 69297980251596 96 32 32
6 249151331 561480777 29076114067 13992116448313456 128 128 128
7 2196337 266722027 21196085911 462773826515384 384 384 128
8 1155869 851484491 45229977793 456717825063518432 18432 6144 6144






11 531611 9843493 9031403 62794475543209018880 29859840 1990656 1990656
12 123239699 54058997 272680799 711085372175246796800 3583180800 143327232 143327232
13 5246819 10863221 41125975 60883788175246796800 2149908480 429981696 47775744
14 534703531 2335885 2001631 383051837902961561600 5159780352 106168320 573308928
15 534703531 2295746687 75936371527902961561600 902961561600 902961561600
16 4483131259 107146209211 40100178514786684309913600 86684309913600 28894769971200
17 4483131259 4720069859386684309913600 12383472844800
18 432261921612371 379002322255451514904800886784000 514904800886784000
19 432261921612371514904800886784000623252320252108920 86504006548979712000
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T able  5.2: T h e  coefficients a ^  for 0 <  r  <  10 an d  0 <  k  <  5
r \ k 0 1
0 7o1 7o 7o2 370 5703 157o 357o4 10570 3157o5 9457o 34657o
6 1039570 45045707 13513570 67567570
8 202702570 11486475709 3445942570 2182430257010 65472907570 458310352570
r \ k 2 3
0
1 -7i2 270 — 7i -7i3 2670 - 3 7i 670 - 5714 34070 — 157i 15470 — 357i
5 <0 O O O 1 O O* 33047o — 3157i
6 7875070 - 94571 7053270 - 3465717 140679070 - 1039571 157157070 - 4504571
8 2774772070 - 13513571 3714711070 - 67567571
9 59999940070 - 202702571 93627534070 - 1148647571
10 1412836425070 - 3445942571 2518039524070 - 21824302571
r \ k 4 5
0
1
2 723 -27i + 72 724 2470 - 2671 + 372 - 6 7 1 + 5725 104470 — 3407i 4- 1572 I2O70 — 15471 + 3572
6 3374070 - 490071 + 10572 8O2870 - 3304 71 + 3 157 2
7 100898070 - 7875071 + 94572 36788470 - 705327i + 3465728 2995762070 - 140679071 + 1039572 1477762070 - 157157071 + 45045729 9095086007o - 2774772071 + 13513572 56678050070 - 3714711071 + 6756757210 286230344407o - 59999940071 + 202702572 215775560007o - 93627534071 + 1148647572
Table 5.3: The constants ap and bp for 0 <  p <  15
V 0 1 2 3 4 5 6 7
dp 1 -1 -1 5 3 -35 -15 315
bp 0 0 2 -6 -26 154 340 -3304
P 8 9 10 11 12 13 14 15
dp 105 -3465 -945 45045 10395 -675675 -135135 11486475
_b^_ -4900 70532 78750 -1571570 -1406790 37147110 27747720 -936275340
125
5 . 3  B e h a v i o u r  o f  t h e  L a t e  T e r m s  i n  t h e  E x p a n ­
s i o n  ( 2 . 4 . 4 )
In this section, the leading behaviour of the late terms in the expansion (2.4.4) for 
large m is developed. The sum involving B r(w) in the expansion (2.4.4) is
m— 1
Y  (ni/4)rB r(w), (5.3.1)
r—0
where the coefficients B r(w) are defined in (2.4.12).
For convenience in presentation, we replace m — 1 by m in (5.3.1). Using the 
definition of the coefficients B r(w) and carrying out a regrouping of the terms, we 
find that the sum (5.3.1) has the more conventional form
m m 2r
Y  (ni/A)rB r(w) =  Y  ( W 4)r Y  ( - ) kak \ w/ ‘2)~ks2r+i-k{w)
r= 0 r = 0  k= 0
2 m m
=  £ ( - ) > / 2 ) - *  £  4 r)( « / 4 ) rS 2r+1- * W
k—0 r=k/2
2 m




C ^ \ w )  =  Y  a k +2J (7r*/4)^+J'^2'S,.7+i(ty), 0 <  k <  2m. (5.3.3)
j=o
The coefficients are to be interpreted as zero for half-integer values of r and the 
functions Sk{w) are defined in terms of cosec w and its derivatives in (2 .4 .11). It is 
then seen that the correction terms in (5.3.2) involve an expansion in descending 
powers of w/2 ~  •|7r(t/27r)1/2.
The leading behaviour of the late terms of the sum (5.3.2) is determined by 
the structure of the coefficients C^n\w ).  It turns out that the structure of these 
coefficients becomes simpler as the index k increases. As a consequence, the last 
two coefficients Cj.m\w )  with k =  2m and k =  2m — 1 both consist of a single term 
given by
=  ( - ) m7m(7ri/4)mS 1 (M), (5.3.4)
126
(5.3.5)
C i m - i W  =  a2m -iC™/4)mS 2(u>)
=  ( - ) m- 17m-i(7ri/4)mS 2(w),
where we have employed the identities =  (~ )m7m> c4m-i =  (—)m 17m-i which
can be obtained from (5.2.6).
Application of (5.3.4) and (5.3.5) into the late terms of the sum (5.3.2) for 
large m, then immediately shows that
where the constants A p, B p are defined in (5 .2 .11), with A 0 =  —A\ =  1/7r and
B 0 =  - B x =  - 1 / 6 .
The remaining high-order terms in the sum (5.3.2) can be similarly estimated
where the subscripts 1 or 2 correspond to the sum involving the coefficients A p or 
B p respectively.
Next, the leading behaviour of the coefficients (—)2m~M(w/2)~2m+MC2^_M(w) 
for M  =  0, 1, 2, • • • when m —> oo is developed. It is found that these coefficients 
divide themselves into four different forms according to the value of M. We observe 
that the period is four for the presentation of the coefficients; thus we take M  =  
4p, 4p +  1, 4p +  2, 4p +  3, with p =  0, 1, 2, • • •. The following cases are discussed.








using the asymptotic behaviour of the coefficients olr[r-p which is given in (5.2.10). 
For convenience, define the functions
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When k =  2m — M  and M  =  4p, where p =  0, 1, 2, • • •, we have from the 
definition of C ]^ \w )  in (5.3.3),
C & l M (w) = E 4 r j^ lw , ( W 4 ) (2m-M+j)/25,+1(^)
j=0
2p
=  E  4 ? J - C + 1 - 2 1  (W 4 )m- 2p+% + 1M ,
j=0
(5.3.8)
Substitution of (5.2.10) into (5.3.8) for odd k and even we then find for large m
, , ' E ^ n  ( -) ( « + » H l U W A 2A m l4 Y + iS 2i+l(w), m odd,
. (5.3.9)
[ E 2=0 ( - ) (*+ ,)( J(2̂  1)B 2j(™ /4)K+1S2j+ i(w), m even,
where k =  m — 2p and « is defined in (5.2.8).
For simplicity in presentation, the coefficients (—)2m~M (w/2)~2m+M C2̂ _ M(w) 
will be indicated by C j^ \w )  in the following study. Using the result w/2  ~  
|7r(t/27r)1/2 and the asymptotic approximation (5.3.9) for C 2̂ _ M(w), the asymp­
totic behaviour of the coefficients Cffl(w )  for large m is
C $ \ w )  ~  {
T,f=o (-iri/4)H A2jS 2j+1(w), m odd, 
£ 2=o (-Tti/4)j B 2jS 2j+l(w), m even.
(5.3.10)
C ase  2: M  — 4p +  1
Using the definition of C ^ n\w )  in (5.3.3) when k =  2m — M , where M  =  4 p + l, 
we have
2 V
q z Lm M  =  E < n ; % t ] y ( 2 H i ) ( ™ / 4r - 2p+js 2i +2(w),
1=0
(5 .3 .11)
Applying (5.2.10) to (5 .3 .11) for /c, we obtain for large m
(m) {  E?=o ( - ) (K+jH-i) B 2j+1(m/4)K+:i+1S 2j+2(w), m odd,
O o yyi_M  \V ^) r Ĵ   ̂ *4-1
E 2=o ( ~ )<k+h  1 > tr\ 2̂ ]l {r') A v + 1{tiiIA)fi+1+ 'S ‘,1+2(w), m even,
(5.3.12)
where n =  m — 2p — 1 .
Thus, the asymptotic behaviour of the coefficients C ^ \ w )  for large m is
f t , . )  * S ^ * < - * w * - % » * *  - - 4  ( S 3 1 3 )
7 5 Ej=o (-n i/4 )H A 2j+lS2j+2(w) m even.
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C ase  3 : M  =  4p +  2
Putting k =  2m — M  and M  =  4p +  2 into (5.3.3), the function C 2̂ _ M(w) can 
be written as
2 p + l
(5.3.14)
i=o
For large m, applying (5.2.10) to (5.3.14) for «, we find
E |=o ‘ ( - ) ('1+j)1::1^ F 1 1 B2,(7rz/4),i+jS2,'+ i(tti), m odd, 
E j t S 1 ( - ) <K+,lti5 r ^ ' 42j(7rV 4),i+,S2 ) + i m even,
C 2m-M(w) ~  *
(5.3.15)
where k =  m — 2p — 1.
The asymptotic behaviour of the coefficients Cffl(w) for large m is
C {m\ w )  ~  {  ^ = “ 1 ( - wi/ 4>’ B 2jS y+ i(u j) m odd,
E j=o ' ( - W 4)J *-42j ‘S2j+ i(« ') m even.
(5.3.16)
C ase  4: M  =  4p +  3
When /c =  2 m — M  and M  -- 4 p + 3  in (5.3.3), the function C2̂ _ M{w) becomes
2p+l
(5.3.17)c z ’- m H  =  E  < j - 1 ; - S ) - ( 2 3+1)(^ V 4)m- 2p- I+ j5 2, +2(^).
3=0
Using (5.2.10) into (5.3.17) for «, we have for large m
C2m-M(W) ~  <
T,f=V ( - ) (K+i+1]L~ \ ^ {K)^ 2 H i ^ i / 4 r +1+'S 2j+2(w), m odd,
„ Ej=o' (-)(':+J+11 ( J U -  u Bv + , (ttz/4)';+-'+1 S 2 H 2 ( v j ) , m even,
(5.3.18)
where k =  m — 2p — 1.
The asymptotic behaviour of the coefficients Cffl(w)  for large m is
T^ X - l  E ^ o 1 ( - « / 4)^ 2l 23+1S 2j+2(tn), m odd,{nt)
E 2= 1‘ ( - « / 4):'B 2j + i 5 2:,+2(w), m even.
(5.3.19)
(nt)
The above results are summarized in Table 5.4 using the sums F i^{k,w )  and 
F $ ( k , w ) .
It is seen that the form of the leading approximation to these coefficients 
depends not only on the parity of m but also on the value of M.
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Table 5.4: The leading behaviour of the coefficients (—)k(w/2) kC%n\ w )  as m —> oo 
when k — 2m — M, M  =  4p, 4p +  1 , 4p +  2, 4p +  3 and p =  0, 1 , 2, • • ■
II 4̂ M  =  4p -I- 1
m odd (2p,w)(nt)m~2p-2 2 V '
m even r(m-2p-lj F (°)t2p yj)
(7rt)m~2p-2 1 V '
M  =  4p +  2 M  =  4p +  3
m odd M ^ F 2(e,(2p +  !,« ,)
r ( m . 2 2j (,)
{■nt)m- 2p- i  1 V F '
m even M ^ F < e>(2p +  l ,™ ) r(m-2f,-3)F M ,2 + 1  '
(7rt)m- 2p"2 2 V ^ ’ '
The sum (5.3.1) is divergent and possesses the ‘factorial divided by a power’ 
dependence characteristic of an asymptotic series. Optimal truncation near the 
smallest term of this expansion is seen to correspond to approximately m =  int[7r£]. 
The leading behaviour of these coefficients is multiplied by the factors F [ ê \  which 
consist of slowly oscillatory functions involving cosec w and its derivatives. A similar 
result has recently been derived for the Riemann-Siegel expansion by Berry [Berry, 
1994] using formal arguments.
5 . 4  B e h a v i o u r  o f  t h e  L a t e  T e r m s  i n  t h e  E x p a n ­
s i o n  ( 2 . 7 . 5 )
In this section, the asymptotic behaviour of the late terms in the expansion (2.7.5) is 
studied. Replacing m — 1 by m in the sum involving B*(w) in the expansion (2.7.5) 
and using the definition of B*(w) in (2.8.3), we find
rn m
E  (™ /4 )rB r»  =  E  (™ /4 )r { £ r»  +  ( - r + ^ u ^ r ^ W ) } ,  (5.4.1)
r = 0  r = 0
where B*(w) and cr(rj*) are defined by (2.8.4) and (2.8.8) respectively.
The first term (ttz/ 4)rB*(w) of (5.4.1) can be written as
m 2 m
E  ( « / 4 ) rB r»  =  E  ( - )* ( t0/ 2 ) - ‘ <4ra*)M ,  (5.4.2)




Cjim*\w) =  E  o'jc2k+2^(7ri/4)^k+J^ 2S*+iiw )i 0 <  k <  2m. (5.4.3)
j=o
The sum (5.4.2) is the same form as the sum (5.3.2) except that Sj+i(w) is replaced 
by Sj+ l(w); thus, the late terms of the sum Y^=o ('ni/4)rB*(w) in (5.4.2) for large 
m possess the same behaviour as Table 5.4, except that Sk{w) is replaced by the 
deleted sum S^(w) defined in (2.8.5).
The coefficients B*(w) are given in terms of B* and cr (77*). In the analysis of 
the behaviour of the late terms in (5.4.1), it only remains to study the behaviour of 
the late terms in the sum
m
E  (—)n*+r~1 (iri/4)r(w/2)~2r~ 1cr(r)if). (5.4.4)
r= 0
In order to get the same terms in the sums (5.4.2) and (5.4.4), the sum (5.4.4) 
is changed to
2m
H " ’ - 1 E  ( - ) * /2(7ri/4)Jfc/2(u ;/2)-ib- 1Cit(»!*), (5.4.5)
A;=0 2
where we interpret cr(r]*) as zero for half-integer values of r. Next we investigate the 
leading behaviour of the late terms in (5.4.5) for large m. They are given by
(_)"--i+*/2(7rj/4)*:/2(u,/2)_*:_1C|(j,t)i (5.4.6)
where k - .2m — M, M  =  4p, 4p +  1, 4p +  2, 4p +  3 and p =  0, 1, 2, • • •. When 
M  =  4 p + l ,  4p +  3, the terms (5.4.6) correspond to 0. From (4.2.24), the coefficients 
Ck/2(77*) can be written as
=  7 (5.4.7)
2 (27r) 2 ̂  2
Substituting (5.4.7) into (5.4.6) and using the approximation w/2 ~  ^7r(£/27r)^, we 
have
! \ n . + m - l —M /2  F ( 7 7 l  — 2 4“ 2 )  f (^ \
1 J * 7T („<)•»-*/2+ | Jrn-fiV,)- (5.4.8)
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Define
— ( \^+n*+p V 2
7T  ̂ f m —2p —k{XI*)i
where the subscripts 1  or 2 correspond to the sum involving i or 1 , respectively. The 
leading behaviour of the coefficients (—)n*~1* k/2('ivi/4:)k/‘2(w/2)~k~1Cic/2(r)*) when
k =  2m -  M  and M  =  4p, 4p +  1, 4p +  2, 4p +  3 with p =  0, 1 , 2, • • • for large
m is summarised in Table 5.5.
Table 5.5: The leading behaviour of the coefficients ( - ) n*~l+k 2̂(ni/4:)k̂ (w /2)~ k~l 
Ck/ziv*) when k =  2m -  M, M  =  4p, 4p +  1, 4p +  2 , 4p +  3 and p =  0 , 1, 2 , • • • for 
large m
II 3̂ M  =  Ap  +  1
m odd 
m even
r (m-2p+j o G (m- i) (  0 }




M  =  4p +  2 M  =  4p +  3
m odd 
m even
r (m-2 p - t)G (m+1)( )
(■nt)m~2p-2  1 V ' r(m- 2p - i ) G,(m-2)
(7Tt)m~2 P V '
0
0
To summarise Tables 5.4 and 5.5, the leading behaviour of the coefficients 
(—)* (w/2)~kCj^n*\w)  +  (—)n*~l+k/2(7ti/4:)k/2(w/2)~k~1Ck/2(v*) is shown in Table
5.6. In this Table, (k,w), F f f ( k , w )  are the same as (A;, ic), Fi^(k,w ), 
except that Sk(w) is replaced by the deleted sum S^(w).
The asymptotic behaviour of the functions /m- 2p(?7*) and f m-2p-i(v*) appear­
ing in G im -1)(0 , 77*), Gv>m_2)(0 , V*)i m_2)(l,??*) and Gv>m+1)( l, 77*) for large m are 
studied in Chapter 4, Section 4.7. The results of Tables 4.18-4.19 for large m can 
be used for the functions /m_2P(^*) and f m- 2p-i(v*)-
5 . 5  C o n c l u s i o n s
In this Chapter, the structure of the late terms in (2.4.4) and (2.7.5) has been in­
vestigated. It is shown that the leading behaviour of these late terms possesses
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Table 5.6: The leading behaviour of the coefficients (—)k(w/2)~kC ^n*\w)
+ ( —)n*~l+k/2 (7ri/4c)k/2(w/2)~k~1Ck/2{ih) when k =  2m — Af, M  =  4p, 4p +  1, 4p +  
2, 4p T  3 and p =  0, 1 , 2, ■ ■ • for large m
m 5 II M  =  4 p  +  1
odd r(m -2 p ) p ( e * ) /0 v . r(m-2p+±) x(7r\) — 2P^1 W) +  (7rt)m_ 2f)+l G l  ^
r ( m - 2y - l j F ( o . ) ( }
(7rt)m- 2p- 2  J v
e v e n r (m —2p—i) z?(e*)/,o w T..\ | r (m -2 P + 2) /^ (m _ 2 ) m  n ^(TTt)m-̂P * 2 r ( m - ^ - 2W o . ) ( 2 }M r - 2^  1
m M  =  4p  +  2 M  — 4 p  +  3
odd r ( m - 2p - 2 ) ri(e* ) /q . i \ . r (m ~ 2P ~ 2 ) ^ > (m + l)/ ,  \(7rt)m -2 p -1 ^ 2 VZP +  WJ +  (7rt)"‘- 2 p - i  ^ 2
r ( m - 2p - 2 ) F ( o . ) ( 2  + 1 )
(7rt)m- 2f,-Z  1 V '
e v e n r (m —2p—1) p{e*) 1 1 ?..\ , r (m ~2p~ 2 ) sy (m -2 ) / ,  \(7rt)m -2p -i (AP Hh ! ,« ) )  + r ( m - 2 p - 3 j F (o*)^2 1 )
the ‘factorial divided by a power’ dependence characteristic of an asymptotic se­
ries combined with a slowing varying multiplier function. A similar result for the 
Riemann-Siegel expansion has recently been found by Berry [Berry, 1994].
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C H A P T E R  6
C O N C L U S I O N S
The major contributions of this thesis are summarised as follows:
1. The representation of Z(t) for large t is given in (2.4.4). This asymptotic ap­
proximation, which is derived from the expansion of C(s) in terms of incomplete 
gamma functions in (2.2.10), consists of the original Dirichlet series defining 
£(s) in Re (s) >  1 smoothed by a modified complementary error function to­
gether with a correction term. The correction term involves an expansion in 
descending powers of w/2 ~  ^7t(£/27t) a multiplied by a factor of 0(t~*).  The 
coefficients in this expansion can be given explicitly to any order in terms of 
cosec w and its derivatives. In addition, it is found that there is an intimate 
connection between these coefficients and certain coefficients appearing in the 
uniform asymptotics of the incomplete gamma function. The numerical re­
sults demonstrate that the asymptotic expansion (2.4.4) is very accurate and 
is comparable with the Riemann-Siegel and Berry-Keating formulas. However, 
a disadvantage appears when we attempt to compute Z(t) for values of t which 
make w lie close to an integer multiple of n. Although the coefficients Ar(s) 
are not singular for such critical t values, there will be a loss of accuracy due 
to round-off error when computing with fixed decimal arithmetic. In order to 
deal with this problem, the modified expression for Z(t ) is given by (2.7.5) 
associated with the correction term which replaces (2.4.4) for t values in the 
neighbourhood of a discontinuity in N t. From numerical computations it is
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found that it is better to employ (2.7.5) when t is very close to a critical value.
2. Another asymptotic formula in (3.3.8) for the Riemann zeta function has been 
presented when s is in the critical strip. This asymptotic formula involves 
a smoothing of the main sum (the original Dirichlet series) by the confluent 
hypergeometric function M (a, 6, — (n /7f)2p), where a and b are free to be cho­
sen. The choice b =  a 4- 1 in (3.3.8) leads to the same asymptotic formula as 
in (3 .2 .11) which involves the original Dirichlet series smoothed by the incom­
plete gamma function. Others obvious choices are a =  1 and a =  which lead 
to the particularly simple smoothing by the exponential factor and comple­
mentary error function. In order for the finite sum to possess an asymptotic 
character, the formula (3.3.8) requires the choice K  ~  £/27t, (3.3.8) conse­
quently has the character of a Gram-type formula, rather than that of the 
Riemann-Siegel-type formulas discussed in Chapter 2.
We also considered the bound on the remainder term R M in the formula (3 .2 .11) 
It was found numerically to be no longer realistic once M  >  int [t/2]. Numer­
ical results indicate enormous accuracy as the truncation index M  increases, 
until M  reaches to the optimal truncation point.
The Berry-Keating formula, for which the leading term is given by (1.3.7), 
also involves the main sum smoothed by a complementary error function, 
whose argument depends logarithmically on n/N t. This difference in the in­
dependence of the error function argument, however, results in the main sum 
cutting off after roughly n* =  N t ~  (t/2tt)  ̂ terms, so that their formula is 
of the more powerful Riemann-Siegel type. The expansion (3 .2 .11)  has been 
shown to produce a Gram-type expansion when a =  0 ( 1 ) ,  but a Riemann- 
Siegel-type expansion when a =  s /2 in (3 .2 .11) . It would be of interest to 
explore the domain of a values corresponding to the transition between these 
two categories of expansion.
3. The behaviour of the contribution to (2.7.5) from the coefficients cr(rj) which 
appear in the uniform asymptotic expansion of the incomplete gamma function 
is considered. We found that cr(rj) behave like {T (r +  |)/(27r)r+ 1} / r (?7) for
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large r. In addition, we developed the asymptotic form of f r (r]) for large r, this 
asymptotic form involves the hypergeometric function. Extensive numerical 
results and Fig. 4.5 show that the value of f r ( v )  1S large and becomes larger as 
r increases for fixed 77 when 77 is in the domains |1 — 2*772 / 47t| < 1. Moreover,
the function f r (r}) is slowly decaying for real 77 > 0  and has an oscillatory 
domain for 77 < 0 .
4. We examined the large-777, behaviour of the late terms in (2.4.4) and (2.7.5). 
It has been shown that the behaviour of the late terms in (2.4.4) possesses the 
familiar ‘factorial divided by a power’ multiplied by a factor, which consists 
of slowly oscillatory functions involving S k { w) .  The first part of the late terms 
in (2.7.5) possessed the same behaviour as that given in (2.4.4), except that 
S k { w )  is replaced by the deleted sums S^.(w).  The second part of the late 
terms in (2.7.5) possessed the ‘factorial divided by a power’ multiplied by the 
function / r (77*), where f r (v*) ls a slowly varying function of 77 close to the real 
77-axis.
The contribution of this work to the advancement of knowledge is a deeper 
understanding of the behaviour of £(s) high up on the critical line. The zeta function 
is such an important mathematical object that any new way of understanding it is of 
great interest. The expansions for £(s) which are considered in this project are very 
recent, having been developed over the past two-year period, while the standard 




A . l  T h e  P r o o f  o f  ( 2 . 4 . 1 1 )
The definition of S k { w )  given by (2.4.10), which is
S k W  =  2 * - 1 E  (-)’ w( w 2 — 7r2n 2)k
The derivative of S k ( w )  with respect to w  in (A. 1.1) is
, A; =  1 , 2 ,
d S k i w )  _  ^ 1 ^  w > T U -
rn k + i
d w  n^oo v y 1 w  ( w 2 — 7r2n 2)k ” (w 2 — 7r2n 2) k+1
Then, the recursive relation satisfied by S k ( w )  is:
C / V 1 r» / \ 1 d S k( w)S k + i y w)  =  — S k { w )  -  T — ----- , k =  1,2,***w  k d w
and
}■
S \ ( w )  = cosec w.
A . 2  E s t i m a t i o n  o f  t h e  I m a g i n a r y  P a r t  o f  77*
The relation between ??* and A* was given in (2.3.3) as
7^* = A* -  1 -  logA*,
where A* = 7T2n 2/ w 2, n* = int [(t/27r)1/2] and w 2 =  i r t / 2  — n i / A .
For small |//|, we have
77* ~  / 1* =  A *  -  1 .
Let






where e( t )  is a function of t . From (A.2.2), we find
=  U +  ^ - j K 1i t  ~  l
= - 2 e ( t ) T ~ i  + t 2T ~ x +  l (1 -  e ( t ) T ~ i ) 2 . (A.2.3)
Hence
Re??* ~  —2 e ( t ) \ j 2 n / t  =  0 ( t ~ 2 ), Imry* ~  l/2£ =  0 ( t ~ l ).
The imaginary part of 77* is approximately constant in the neighbourhood of a critical 
value (given by e( t )  =  0) and is small like 0 ( t ~ l ). The real part of ?y* scales like t ~ 2 
and varies linearly with the function e( t ) .
A . 3  T h e  C o m p u t a t i o n  o f  t h e  C o e f f i c i e n t s  A r
The following asymptotic formula has been given in [Paris, 1994] 
Z ( t )  =  2 £ C 0 S ( m - t l 0 g n ) + 2 R e { e ^ E m ( f , N )
\ f nn=1
n t e i * * ’ ,’2Z1 , s
| r ( f ) l  ( S ( 2)
—r —1A r *(f)
r ^ _ r ( f )  « ' 2
where the coefficients A r and the remainder R m  are defined by
-  +  ( A - 3 . 1 )
C r { A) 
A r
Rm
, A d  1 
\ ~ d X  (A -  1)
00
Y , e ~ m2e i t C r {A), r = 0, 1, 2, • - •,
n =  1
-?m V ' G m { ~ ,  T}) , (A.3.2)
and the function T*(z )  denotes the “scaled” gamma function.
The factor A e ^ l(t>s/ \ T { ^ ) \  contains the exponential factor exp (^7r — \(f))t. Thus 
if (f) <  |, the factor 7r ^ e ^ l<t>s/\ T (^ )\ becomes large for large t. In order to avoid this 
numerically large term, we choose (f> = | . This leads to the coefficients A r and the 
remainder R m  being given by
oo
A  = £ ( - ) ”CV(A)71— 1 (A.3.3)
o 00 c
R m  =  r * ( - ) £ ( - ) " c ? m( - )f?)
n= 1 (A.3.4)
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where w 2 =  7r(t  -  |) /2  and A = 7r2n 2/ w 2. 
To simplify the presentation, let
s 3 W  =  E  ( - ) ’
w
n _  1 ( 7r 2 n 2 — t c 2 )-?
Substitution of (A.3.5) into (A.3.3) then gives
00 00 2
( A . 3 . 5 )
A n  =
OO -1
n  1E  ( - ) ^ o ( A )  =  E  ( - ) “ jT— T =  U , 2 E  ( - ) n - 2 n 2 - =  5 i  M ,  ( A . 3 . 6 )
n = l  n = l  A  _  1 n = l  TT U  - W
and
00 00 \ rf 1 00 _\
M  =  E ( - ) " C i ( A )  =  E  ( - ) “ ( — t t ) ( — ) =  E  ( - r ^ Z T j ?n = l 1 A -  1 dA A -  1 1n = l  n = l
0 0 - 1  0 0 - 1= -w 4 y  ( - ) n------------------- w6 y  ( - ) n-----------------
~  w 2 ) 2 (^ r2 n 2 -  w 2 ) 3
- S 2 ( i u)  -  S 3 (tu) . (A.3.7)
Using the same procedure as the above, the calculation of A r for r =  2, 3, • • • is
A 2 =  2 S 3(w ) +  5 S 4(w ) +  3 S 5(w ),
A3 = — 654(ic) — 2655(u;) — 35 S q(w ) — 1 5 S 7( w) ,
A 4 =  2 4 S 5( w)  +  1 5 4 S e ( w)  +  3 4 0 S 7( w)  +  31 5 S g ( w )  +  1 0 5 S 9( w) ,  (A.3.8 )
A5 = —120S6M  -  1044S 7( w)  -  3304S8(iu) -  4012S9(tu) -  3 4 6 6 S l0{ w)  -  617S u ( w) ,
(A.3.9)
The above equations can be written in the form
2 r + l
Ar = C3Sj(w )i r =  0 ,  1 , 2 - * - ,
j-r+l
where the coefficients C j  are shown in Table A.l. 
The recursive relation for the sum S j ( w )  is
■ S j + i M
5  i ( t u )





S j ( w ), k =  1 , 2 ,
■ cosec w. (A.3.10)
The proof of the recursive relation (A.3.10) is the same as the proof of (2.4.11) 
by differentiation of Sj  in (A.3.5) with respect to w  [see A.l].
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Table A.l: The coefficients C j of A r for 0 < r  <  5
Paris (1994) gave the first four coefficients A r in the form




n iM * )  =  - 7 e E H " *4  n - 1 
1 2  00
a 2(w ) =
1 oo
M r o )  =  - - © 2 ( e - 2  ) E ( - ) X . (A.3.11)
where = w 2/(7r2n 2 — ie2) and © denotes the operator w d / d w .
These coefficients are exactly the same as A r =  Y l ‘j l ^ + i C j S j ( w ) .  We only demon­
strate the correspondence of A \ ( w )  here. This proceeds as follows:
*  n = 1 ^ uu;  n =  1
ItT
1 oo
- 7 w £ ( - )
n = l
( 7r2 n 2 _  y ; 2 j 2
4ic5- I  V  f xn 4 w4 n=1 (7r2n2 — w 2) 2 4 v 1 (7r2n2 — ic2)3
- - S 2( w)  -  S 3( w) . (A.3.12)
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A ppendix B
B . l  D e r i v a t i o n  o f  t h e  M e l l i n - B a r n e s  R e p r e s e n ­
t a t i o n  o f  t h e  I n c o m p l e t e  G a m m a  F u n c t i o n
T ( a ,  z )
The formula for the Whittaker function Wk, n(z )  given in [Gradshteyn & Ryzhik, 
1965 p. 659] will be used to develop the Mellin-Barnes integral representation of the 
incomplete gamma function. This formula is given by
rioo F(A + (J, — s  + |)T(A — (I — s  + z sd s  =  27rizxe 2R/fc)M(z), (B.1.1)
J'—too T ( X - s  — ft + 1)
where
Re A > |Re/i| — i i 7T|arg z\ < (B.1.2)
and the definition of the Whittaker function is
W k ’“ {z)  ~  r ( M -  k + i)  L  e (B.1.3)
Let
. a  — 1 a  
k =  2 ’ " = 2 ’
a -  1A -  2 + c. (B.1.4)
where a  and c are selected as positive values. Thus the parameters fc, // and A satisfy 
the condition (B .l.2).
Substitution of (B.l.4) and (B.l.3) into formula (B.1.1) leads to
- to o  r(c  +  a -  s ) T ( c  -  s)  . a=± _z— —---------- r----- - z  d s  =  2 m z  z  2 e 2W a - i  A z )r(c  + i - s )  — >2 W
r  oo= 2 n i z ce ~ z e ~ w ( z  +  w ) a~ l d w  Jo




Changing the variable of integration on the left-hand side of (B.1.5), the Mellin 
integral of the incomplete gamma function f(a , z )  can  be represented as
1
27ri L
C + tC X ) F(a +  5 )
2: Sd s  =  T(a, z) , ( B . 1 . 6 )
where
, | 7Tc > 0, a > 0, I arg z\ <  —.
If a is negative and | arg z\  <  f , the condition on c can be replaced by c + Re(a) > 0, 
or by a suitable indentation of the path of integration.
B . 2  T h e  N e c e s s a r y  C o n d i t i o n  f o r  G ( y )  t o  b e  a  
M o n o t o n i c a l l y  D e c r e a s i n g  F u n c t i o n
For positive c, the function H ( y ) is defined by
H ( y ) T (c +  iy)  r ( |  - c  +  i y )
and the scaled gamma function ratio is
G ( y )  =  y i ~ 2 c H ( y ) .
(B.2.1)
(B.2.2)
We will prove that c >  ^ is a necessary condition for G ( y )  to be a monotonically 
decreasing function.
The asymptotic expansion of T ( z  +  a ) / T ( z  + b) for fixed a, b and large z  is 
[Olver, 1974, p. 119]
r ( Z +  a ) ^  y '  z a - b G s 
r ( ^  + b )  z S
where the first few coefficients G s are given by
(B.2.3)
G o  —  1 ,
G \  -  - ( a  — b) (a  +  b — 1),
G 2  =  ~^-{a — b) (a  — b — l ) { 3 ( a  +  b)2 -  7a  — 5b +  2} .
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Applying (B.2.3) to (B.2.2), we find
G ( y )  = 1  + -  +  7%  +  0 ( y ~ 3)i y  (i y Y
y y
=  l  +  ^ + 0 ( , - 4 ) .  y - > + 0 0 .
2  r
(B.2.4)
When a =  c , b  =  \ - c ,  the coefficient of y  2 in G ( y )  is
Clearly, c >  \  is a necessary (but not sufficient) condition for G ( y )  to be a mono- 
tonically decreasing function of y  for y >  o.
B . 3  M o n o t o n i c  F u n c t i o n s
B . 3 . 1  T h e  M o n o t o n i c a l l y  I n c r e a s i n g  F u n c t i o n  H ( y )
It is convenient to introduce the definition
T ( a  +  i y )H { y )  = (B.3.1)T ( 0  +  i y )
Next we will prove that the function H ( y ) is a monotonically increasing function of 
y  > 0 when a  >  \f}\.
The gamma function has the property [Abramowitz & Stegun, 1968, p. 256]
.2
\T(a  +  iy) \  -  | r ( « ) i n { l + ( ^ ^ (B.3.2)
From (B.3.2), we find
H ( y ) =  HMi T T  11 +
(y)  i r ( /? ) | | i0 i +  ^ - 2 (B.3.3)( a + n
Differentiating the function logH { y )  respect to y  in (B.3.3) then leads to
d H ( y )
d y = £
y{cx — (3){2n +  ex -f- (3)
n=o { {n  + P ) 2 + y 2) ( ( n  +  a ) 2 + y 2) H ( v ) . (B.3.4)
143
In view of (B.3.4), we obtain d H ( y ) / d y  >  0 if a  and j3 satisfy the condition a  >  \j3\ 
for y  0. Therefore the function H ( y )  is a monotonically increasing function of y  
when a  >  \/3\ for y  >  0.
For the special cases a  — c, (3 =  |  — c, H ( y )  becomes H ( y )  and H ( y )  is a 
monotonically increasing function of y  for y  > 0 when c >
If a  =  + p6, (3 =  |  — p 6 , where 5 =  M  +  a  — 0 < a < 1, the function
F ( y )  defined in (3.6.3) is
F ( V )  =
r ( V : + p 5  +  i y )  
T(f - p 5  +  i y ) (B.3.5)
Then F ( y )  is a monotonically increasing function of y  > 0 when |  — a  +  2pS >  0
B . 3 . 2  T h e  M o n o t o n i c a l l y  D e c r e a s i n g  F u n c t i o n  G ( y )
We rewrite the function G ( y )  defined in (B.2.2)
G ( y )  =  y i ~ 2cH ( y ) ,  (B.3.6)
where H ( y )  is defined in (B.2.1). If we take c =  -f p 5 , where S =  M  +  a — 
then G ( y )  becomes G M { y ), which is defined in (3.6.8).
We will show that G ( y )  is a monotonically decreasing function for the special 
values c = y  + ^, m = 1, 2, • • •. Differentiating the function G ( y )  in (B.3.6) with 
respect to ?/, we obtain
d G { y )
d y
1  _  o  r  oo
V n=o \ n  +  2 ~ c)2 + v 2 (n  + c)2 + y ‘; } } G ( y ) - (B.3.7)
We introduce the inequality
oo -ĵ  oo  2 2 c __ —
S ( n  + J - c)2 +  y 2 5 (n + c)2 + y 2 < y 2 (b .3.8)
In view of (B.3.7), we observe that G ( y ) / d y  <  0 is equivalent to the inequal­
ity (B.3.8). Let the function F c(y)  denote the left-hand side of the inequality (B.3.8). 
We only deal with the special case when c = y  +  ^, m = 1, 2, • • •. m cannot equal 
zero. If m  equals zero, c must equal and it then follows that Fc{ y ) = 0. In order 
to satisfy the inequality (B.3.8), c must be greater than this is a contradiction.
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With c =  y  + m =  1, 2, • • •. we can write
Fc (y )  = E 1 - E i
t=Z (« +  i  -  ? )2 +  2/2 (« +  4 +  ? ) 2 +  r
m —1 ^
S  ( n  +  4 -  f  ) 2 +  2/2
m
< y Z (B.3.9)
This implies that the inequality (B.3.8) is valid when c =  y  -f y  m = 1, 2, • ■ - . 
Thus the function £?(?/) is a monotonically decreasing function of y  >  0 when c =  
f  + | ,  m  =  1, 2, — .
Next we will prove that G ( y )  is a monotonically decreasing function of y  for 
y  >  0 when c >  1.
The duplication formula is
T { 2 z )  =  ( 2 - K ) ~ h ^ T ( z ) T { z  +  I ) .
Putting z  =  c +  i y  in the above formula, we have
|r(c + i y ) \ ( 2 n ) h  i - 2c T(2c + 2 i y )  r(c  + 5 + ij/) (B.3.10)
Substitution of (B.3.10) into (B.3.6) and using the formula T(z)T(l — Z )  —  7TCSC 7T 
we have
G ( 2 / )  =  ( 2 tr ) h ^ - V - 2c
|T(2c + 2ij/) [
|T(i + c + % ) ||r ( | - c  + z?/)|
(B.3.11)
Considering the formula (B.3.2) and |sin (x +  i y ) | =  (sin2 a: + sinh27/ ) 2 , we find
=  y ~ ~ ( 2 2/)* 2c |T ( 2 c + 2z?/)||sin7r(^ — c +  iy) \ .
2 i 00 4?/2 1
G (v)  = l / - ( 2?/)5’ 2cr(2c) IT {! +  (n +  2e)2 )~ H sin2 * ( c + g) + sinh27n/}2.
n = 0 (B.3.12)
Differentiating the function logG ( y )  with respect to y  in (B.3.12) then leads
to
G ' ( y )  
2 G ( y )
I  _  o  n oo
2 y (n +  2c)2 + Ay2 2
7T , . S i n 2 7 r ( c  +  7j)




We can write (B.3.13) as the inequality
G (y) 7r
2 G ( y )  1 2 y  
Making use of the integral
^  (n +  2c)2 + 4y 2 22 +  — COth 7T?/}.
2?/ /•oo= / sin e~(n+2c^ d t  Jo(n +  2c)2 +  4 y 2 
to express the sum appearing in (B.3.14) in the form
Y  2  y
i (n +  2c)2 +  4 y 2
roo= / sin 2?/Z 
Vo
2 ct d t
1 — e - t
and the identity [Gradshteyn & Ryzhik, 1965, p. 481]
1 _ r°° 2y t
e 2t — 1




g'(i/) .  I  -  2c 




1 — e ~ l e2t — 1 ’
so that
G'O/)
2 G ( y )
|  -  2c H ( 0) 1 z*00 .
2?/
r „H------ / sin 2y t  H  ( t )dt .4 v z Jo2 y  Ay2
Using H ( 0 )  =  I — 2c in the above inequality, we have
S | ) - i ( ® - 3-18)
In fact, H" ( t )  is a negative increasing function of t for t  >  0 when c > 1. Fig. B.l 
shows this statement is true. Thus, the right-hand side of (B.3.18) is negative and 
consequently G ( y ) is a monotonically decreasing function of y  for y  > 0 when c > 1. 
Numerical results demonstrate that the function G ( y ) is a monotonically decreasing 
function of y  for y  > 0 when c > Co =  0.63605.
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Figure B.l: H" (t) as a function of t  for different c
B . 4  T h e  F u n c t i o n  / ( £ )  i s  a  C o n t i n u o u s  D e c r e a s i n g  
F u n c t i o n  o f  £ .
We will prove that the function /(£) defined in (3.8.4) is a continuous decreasing 
function of £.
Let /i(£) = r(f) — 1 so  that (3.8.2) becomes
/i- lo g (//  + l) = 
Differentiating /(£) with respect to £, we obtain
A?) -  /AC ?
/ ( ? )  = A(?)
A C  -
A (C





^(/t) = - a2 -  2/z + 2(/x + l)log(l + a).
1 4 7
Differentiating g( f i ) with respect to we find
g'( / i )  =  - 2 ( n  -  log(l +  /i)), g ( 0) = 0
and
s " ( n )  =  s ’ ( 0 )  =  o .
For n  >  0, g  " { n )  <  0. Thus g  ( n )  is a decreasing function and g  ( n )  <  0 for jj, >  0. 
Similarly, g ( g )  is a decreasing function and g{fi ) < 0 for fi > 0. Since // > 0 is 
equivalent to £ > 0, we find / (£ )  < 0 for f  > 0. From (B.4.2), we also can prove 
that /'(£ ) < 0 for f  < 0 using a similar argument. Thus, the function /(£) is a 
decreasing function. It is noted that £ = 0 is a removable singularity.
From (B.4.1), £ regarded as a function of fi (/z —» 0), has two branches
f  +  -  • • • ) * •
Taking the upper sign, we have [Copson, 1965, p. 55)
£ = ^  + (B.4.3)
From (3.8.4) and (B.4.3), we find /(£) ~1, when £ ~  0.
We define
/ ( f )  =  I M )  *  0 ( B . 4 . 4 )
1 1 ( « ( f )  =  o .
The function /(£) is a continuous decreasing function of f.
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A p p e n d i x  C
C . l  T h e  P r o o f  o f  ( 4 . 2 . 2 1 )
For convenience, we rewrite (4.2.21) here
oo
Y  7r~p(k +  2 ) • • • (k +  2p)(k +  2p +  2)ak+2p+2Vk
k—0
=  7r_p{7oCp(?7) - 7icp_i(7y) H----h ( - ) P 7 P c0(??)}, (C.1.1)
where p  =  0, 1, 2, • • • and 7r are the Stirling coefficients and the coefficients cr (p) are 
defined in (4.2.1). A recursive induction m ethod is used to  prove (C .1.1). A ssum ing  
th at the equation (C .1.1) is true for the (p +  l ) th  term in (4 .2 .8), we will prove that 
the equation (C .1.1) is true for the (p +  2)th  term in (4.2.8); th at is
oo
y  7r-(p+i)(^ +  2)(k +  4) • • • (k +  2p +  4)ak+2P+4Pk
k=0
=  7r-(p+i){7oCp+i(7) -  7 iCp(v) +  • • • +  ( - ) p+17p+iCo(??)}. ( C .l .2)
R eplacing k +  2 by k on the left side of (C .l .2), we have
00
Y  7r-(p+i)(^ +  2)(/c +  4) • • • (A; +  2p  4- A)a^2p+4r]k
k—0 00
=  7r_(p+i) Y ,  +  2) • • • (k +  2p +  2)ak+2p+2Vk 2
k—21 A oo
=  7 r - ( p + i )  +  2 )(A: +  4) • • • (/c +  2p +  2 )a^+2p+2?7A:
V ail k= o
—2 • 4 • • • (2p +  2)Q;2p+2 — 3 • 5 • • • (2p +  2 +  1 )g;2p+2+i ??}- (C .l.3)
Substituting  (C .1 .1) into (C .l .3) and using the relation between a r and 7r given 
in (4 .2.7), yields
oo
y  7 r —( p + i ) (^ +  2 )(A; 4- 4) • • • (k +  2p +  A)ak+2P+4flk 
k= o
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d=  7r-(p+l) '0Cp(v) +  • • • + ( - f l p C o i n )
- 2  • • • (2p  +  2)a2p+2 -  ( - ) ’'+17p+i»)}
=  27r-(P+1){7o- ^ C p i r ) )  -  7i^jCp-i(»?) ■ • ■ + ( - ) p7p^ c0(i?)
(C .1.4)z rj
U sing (4.2.4) and the identity satisfied by the Stirling coefficients
7 o7p+i -  7i7p +  • • • +  ( - ) P7P7 i +  ( - ) p+17P+i7o =  0, p  =  0, 1, • • •, (C .1.5)
on the right side of (C .1.4), we obtain the result (C .1.1) w ith p  replaced by p +  1. 
T he proof of (C .1.5) will be given in C .2 . We have proved th at (C .1.1) is true in 
Section 4.2 when p  =  0, 1. Hence, by induction, (C .1.1) is true for p  =  0, 1, • • •, r.
C . 2  P r o o f  o f  t h e  I d e n t i t y  ( C . 1 . 5 )
T he well-known asym ptotic expansions of the scaled gam m a function for z —> oo 
are [Temme, 1979]
oo
n * )  -  E ( - ) r7 ^ “r , (c.2.i)
r = 0
1 oo
F w  ~  <0 M >
T he first few coefficients are given in Section 2.3. M ultiplication of (C .2 .1) and (C .2 .2), 
yields
1 ~  7o +  (7o7i -  7 i7o )^_1 +  (7o72 -  7 i + 727i )^“ 2 H------
+ (7o7P+i -  7 i7 p +  • * • +  ( ~ ) p7p7 i +  ( - ) p+17p+ i7 o)^"p-1 +  • * • -(C .2.3) 
Since the coefficients o f the term s z~p~ l ( p  >  0) must vanish, we have the identity
7o7p+i -  7i7p +  • • • +  ( - f l p l i  +  ( —)p+17j>+i7o =  0, p  =  0, 1, • • •. (C .2.4)
C . 3  T h e  V a l u e s  o f  n  f o r  a  G i v e n  r j  i n  ( 4 . 2 . 2 )
In order to  calculate the values of p for a given 77, the following cases will be discussed. 
If Im p >  0, we use 1 772 — p — log (p + 1) to  find the root p for a given 77. If Im p <  0,
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rj2 =  p — log(/i +  1) — 27r? is used. For p situated below the cut [see Fig. 4.2], we 
use the formula =  1 +  p. The values of p for different p and </> (p =  pe*^) are
given in the following Tables C.1-C.6. An asterisk * denotes values of p below the 
cut.
Table C .l: The value of p for p =  \ and different <f>













0.5449155488423928225125663 +  0.2060874934658910296866496? 
0.4293663002494485790011126 +  0.3763131859165835302757568? 
0.2650267625866322227410579 +  0.4849644263724993676334538? 
0.0842174590836771874636153 +  0.5226903390508890668465705? 
-0.0835657140776722468715843 +  0.4965352105665538065856920? 
-0 .219 1961518447978968926551+  0.4242841016561129942025331? 
-0 .3161535516010442860618509 +  0.3261839276326963556959944? 
-0.3774903977752089359254800 +  0.2180770055960077910104088? 
-0.4102230448450046151273576 +  0.1085618189542768910131423? 
-0.4203764666960421326229056
Table C.2: The value of p for p =  2 and different </>















2.0000857813713439203650145 +  2.6199804326027421472226687* 
0.6006313022363321629742596 +  2.9800058181507543211785446* 
-0 .64868825884547118 19057332+2.6 127057203017146218351211*  
-1.3949790827072933876246343 +  1.7881880413836294208945657* 
-1.5452902130690552932813138  +  0.9269638180031942431998413* 
-1.3215744388465391184077102 +  0.3760942478256077166206827* 
-1.1887442839887226507021164 +  0.2390792742422237296198492* 
-1.0 8 59 1320 18 1116 6 56 9 3484127+ 0 .1604 050111542008267187471* 
-0 .9761875123337327835006833 +  0.0708071649344370153511440* 
-0.9475309025422851275901264
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Table C.3: The value of p for p =  2^/^ and different <j>



















7.3125725562873337554960062 +  4.1568671736654617017713798? 
4 .0915681445517192696207037+6.9115414501154533615126830? 
0.0706018087564943524311206 + 7.4028359434474956690377224? 
-3.2767415059752599010723816 +  5.6471905993109355723918283? 
-4 .7683854814413921067910081+ 2.5471982656607517976672443? 
-3.9813062912309964310712377 -  0.4136901048312328320518651? 
-2.8655663474451782413154888 -  1.3242963126 122162531572712? 
-1.4601755923052754221346786 -  1.5515938809876079316591816? 
-0.8646812275063693158613641 -  1.3603570127080419366057093? 
-0.2783962674773301871965049 -  0.8606574116880522382655985? 
-0.8722641225587381659450134 -  0.0164001673283547143180032? 
-0.9472801077200644072001810 -  0.0177816150409193889558628? 
-0.9967443598763978346353329 -  0.0085913640676997977520580? 
-1.0019402652456221544486977 -  0.0011906025057812116788394? 
-1.0003392259556652667392050 + 0.0008702500092088675517868? 
-0.9993125337640284211188922
Table C.4: The value of /? for p =  4 and different (f)
(f)/7T /j : { $ r ) ‘z =  (jl -  lo g (l +  /j), r) =  p e l<t>}
0 10.436839697575611225438066
0.1 8.8846709063690805191526742 +  5.1854082477423837661814384?
0.2 4.8106586639256986418801632 +  8.5841931979515794053026152?
0.3 -0.2607720110760312664642375 +  9.0981764185036847724615204?
0.4 -4.4472400864827727736291438 +  6.7455200178786720808598207?
0.5 -6.2298385798412922564636813 +  2.6696135913571067367206188?
0.6 -5.0315213198269386766885245 -  1.2581816443885088101718623?
0.65 -3.4446877594768281867430632 -  2.5283279222645333974184423?
0.7 -1.3613032322430148488611959  -  3.0153172178811299966600985?
0.72 -0.3986950147956399529943892 -  2.9444634340826753229685120?
0.75 1.2246477900657849542710563 -  2.5750978121508233673763166?
0.8 4.1608635930001630174396001 -  1.6314449417569871509745566?
0.85 6.7504207079445760690693171 -  0.2169332035415579242825522?
0.88* -0.9992536132498180892299320 -  0.0007802696823004111546361?
0.9* -1.0000060712142250266617789 -  0.0005686763947351802060893?
0.92* -1.0002512124506 9118914 65126  -  0.0002168957976468212385516?
0.94* -1.0002122243646869515375844 +  0.0000422591546998810000764?
0.96* -1.0000645323066259958624420 +  0.0001449463431801525052496?
0.98* -0.9999292820431348930540334 +  0.0001108122544016578533114?
1* -0.9998765749631136638245162
Table C.5: The value of p for p =  2^/2n and different <f>



















12.940516634786770263081926 +  7.9020055173328763747134700? 
6.5945956469648806600432808 +  12.9931756674181046696913021? 
-1.2771732228300648017066296 +  13.5425889112887549747794871i 
-7.7080433539789996518024861+ 9.5685545378172042697219877? 
-10.292388920650700549889191+ 2.8445356445831709028693136? 
-8.0845721049901765359884902 -  3.7571227232554707542752578? 
-1.8 8 0 32550 176 14 119 4 13238 70 1 -  7.3580153803460594235761797? 
2.0888430156130445048468075 -  7.4614892856542532316509235? 
6.1439977406682999325054289 -  6.3985523217244972262913533? 
9.8414097814855999549113685 -  4.2574193739975265430378970? 
12.794369756193833791317098 -  1.1891337084033757607103813? 





Table C.6: The value of /? for p =  6 and different (f)
















17.639788571407013506586736 +  11.117949455017596349648557? 
8.5863765435371358934296172 +  18.205132343944956944975073? 
-2.6259803828087799068922579 +  18.776196082518661659346897? 
-11.744036571575459338822252 +  12.847406003294264901436645? 
-15 .3 17 8 5 5 1115 3 6 2 5 2 2 7 2 0 3 15 2 7 +  2.9391281233741875467229374? 
-11.999385519547158959983237 -  6.8796157685439907312023819? 
-3.0185797070213696883351574 -  12.565906949239139231442623? 
8.2673982559713289195407844 -  11.738323093423174145904678? 
17.509782026681820155554495 -  4.5373410896848141310750190? 
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