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Abstract
Data-driven modeling has gained a lot of attention over the past few years. In most cases,
such models use a big collection of inputs and the corresponding outputs to find the pattern
in data. Prerequisite for applying these models is the availability of a large collection of
data. Data-driven modeling has been employed to accomplish many tasks over the years.
However, due to the lack of clinical data, the advancement of data-driven modeling in
medical imaging has been relatively limited, mainly due to challenges involved with
medical data collection and analysis. This is particularly true in ultrasound imaging for
assessing fetal health and growth.
The present thesis is part of a larger project that aims to create a fully-automated method
to segment fetal structures from 3D ultrasound images. In this project, our main goal is to
synthesize virtual samples that could be used to increase the learning accuracy of an
automated segmentation model. This effort was developed primarily due to the lack of
available collected and annotated clinical data. The work presented here is comprised of
two parts: The first part is based on implementing a semi-automated method for segmenting
placenta from 3D fetal ultrasound images, by using a graph-based method called Random
Walker (RW). The random walker method in turn can be used to annotate both synthetic
and real images to establish the ground truth.
In the second part, we purpose a 2D virtual sample generator to synthesize data than could
be used to increase the learning accuracy of an automated segmentation model. This part
of the project includes three main steps: First, we adopt a pre-trained deep neural network
which was trained for image net dataset to encode a 2D sample (an image) to a fixed-length
vector. Next, we feed these extracted vectors to a virtual sample generator to synthesize
virtual1D vectors. Finally, we build a conditional generative adversarial network (cGAN)
to create a 2D synthetic sample for each of these generated vectors.
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1. Overview
With today’s computational advancement, data-driven modeling methods have gained
large interest. In particular, there is growing interest in developing robust, scalable, and
efficient data-driven models and methodologies for medical image processing. Over the
past decade or so, machine learning techniques for medical image analysis have been
advanced swiftly in various diagnostic and therapeutic fields to provide accurate and fast
diagnosis of medical conditions and prediction of clinical outcomes (Shiraishi, Li,
Appelbaum, & Doi, 2011). The remarkable capability of an effective machine learning
model heavily relies on the learning from sufficient amount of training samples. For
instance, a large number of annotated/labeled samples are required to optimize millions of
parameters in a convolutional neural network (CNN) training process. Such large data may
be available in some imaging modalities (such as CT and MRI) and for certain clinical
applications (such as cardiovascular and cerebral health assessment). However, ultrasound
images of different fetal structures for further development and use of machine learning
techniques for monitoring fetal growth and assessment of its development are scarce,
mainly due to the challenging nature of acquiring routine clinical ultrasound data at
different stages of pregnancy and the fact that annotating a large set of ultrasound images
is a formidable and time consuming task. The lack availability of such data provides us
with motivation to develop novel image synthesis techniques that could be used to generate
3D ultrasound images for training deep learning algorithms in order to assess fetal health
and growth.
In addition to the challenges involved with collecting a large number of fetal ultrasound
images, annotating the collected images poses a new set of challenges. Image annotation
is an important task required to build the ground truth, which can be then used to train a
deep learning structure. Traditionally, the scientists use the help of clinical experts and
physicians to make ground truth for each image. This process is very time-consuming, and
it becomes increasingly more difficult as the number of images increases. Recently, a
number of research groups from some pioneer institutions tried to make all or part of this
process automatic (Looney et al., 2017, 2018; Oguz et al., 2018; Yang et al., 2019). For
example, Stevenson et al. (Stevenson, Collins, Ding, Impey, & Noble, 2015) employed a
graph theory algorithm to produce a semi-automatic method to segment fetal structures
from the utero of a pregnant woman. The ability of segmenting 2D or 3D images by this
method has been shown previously by Leo Grady in 2006 (Grady, 2006). Grady called his
proposed method Random Walker (RW) algorithm. We will take a close look at this
algorithm in section 2.3.1.
As mentioned above, in order to be able to take advantage of the well-known machine and
deep learning algorithms in fetal structures segmentation, a large dataset of ultrasound
images should be collected and annotated by experts. We will show that the random walker
algorithm has a good performance to employ in the data annotation step to build ground
truth. However, still a significant amount of time and effort needs to be spent to collect the
necessary number of ultrasound images. In addition, this can be done only if a clinic and
clinical experts are available, and the patients grant permission for their data to be collected.
Thus, this provides us with a unique opportunity to explore statistical or mathematical
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methods that can be used to synthesize virtual samples and improve the learning accuracy
of machine learning models.
In 2007, the idea of virtual sample generation was introduced by DC Lee’s research group
(Li, Wu, Tsai, & Lina, 2007) for 1D dataset. They applied fuzzy sets to generate new
samples, and the output of their work was published by the name of Mega Trend Diffusion
(MTD). They also combined MTD with evolutionary algorithms to increase the learning
accuracy. To be able to take advantage of the MTD method, the input sample needs to be
in the form of 1D signal/sample. However, our ultrasound data is in form of either 2D or
3D image. Therefore, in the first step, a feature extractor must be used to convert a 2D/3D
image to a 1D vector form. Many feature extraction techniques have been previously
proposed in image processing and computer vision, including Scale-invariant feature
transform (SIFT) (Lowe, 1999) and Speeded-Up Robust Features (SURF) (Bay, Ess,
Tuytelaars, & Van Gool, 2008). In 2015, Vinyals et al. (Vinyals, Toshev, Bengio, & Erhan,
2015) used a pre-trained deep convolutional neural network (CNN) to extract a 1D feature
vector of each image from their dataset to be able to build a Neural Image Caption
Generator. Since we aimed to utilize machine learning method to build a multi-dimensional
sample generator (here our focus is on 2D sample generator), we also adopted a CNN as
an image “encoder”, by first pre-training it for an image classification task and using the
last hidden layer as an input to our 1D virtual sample generator. We will discuss more
details about our specific approach in section 3.4.
In the present work, we developed a semi-automated segmentation model based on the RW
algorithm which can be applied to facilitate data annotation. However, since we did not
have access to enough amount of ultrasound data, we decided to explore generating new
virtual samples. The available sample generators in the literature are only able to generate
1D samples.
Generative Adversarial Networks (GANs) have been widely used recently to synthesize
new samples (Goodfellow et al., 2014; Mirza & Osindero, 2014). One of the main
drawbacks of this machine learning family is their instability. In general, a GAN model
consists of two main components: Generator and Discriminator. While the generator tries
to generate a fake sample from a noise as an input to fool the discriminator, the
discriminator tries to discriminate/distinguish the fake samples from the real ones. When a
GAN model converges, discriminator cannot determine any difference between real and
fake samples, so the generator will be detached and used as a sample generator. The main
challenge in this process is that the size of input noise in comparison to the size of the
generated sample is typically too low. Therefore, the generator learns the mapping from
low-dimensional noise space to high-dimensional real data space. As a result, this modeling
method has too many degrees of freedom, which makes it unstable. Conditional GAN
(cGAN) (Mirza & Osindero, 2014) could overcome part of this challenge by increasing
input data to the generator. In cGAN, a new set of data such as output labels will be
concatenated to the noise vector. By doing so, the degree of freedom is decreased and a
more stable GAN can be built. We will employ the GAN model to reconstruct the
corresponding 2D/3D images of 1D feature vectors which were generated by applying a
virtual sample generator (VSG) to the extracted 1D feature vectors of the CNN encoder.
This will allow us to generate virtual samples in any arbitrary dimensions.
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The following diagram outlines the overall workflow of the project which includes: using
a CNN to extract features from our small sample set of images, apply a VSG technique to
the extracted features and create new synthesized features, and develop a cGAN to create
an image from a feature vector.

Figure 1: Project Overall Workflow
Clinical motivation
Several clinical studies have demonstrated that a low placental volume (PlVol) in the first
trimester can predict adverse outcomes later in the pregnancy including small for
gestational age (SGA) babies (Collins, Stevenson, Noble, & Impey, 2013) and preeclampsia (Hafner et al., 2006). Other studies have demonstrated PlVol to be independent
of other biomarkers for SGA such as pregnancy associated plasma protein A (PAPP-A)
(Collins et al., 2013; Law et al., 2009)and nuchal translucency (Collins et al., 2013), which
led a recent systematic review to conclude that it could be successfully integrated into a
future multivariable screening method for SGA (Farina, 2016). This would be similar to
the ‘combined test’ currently used to screen for fetal aneuploidy. As PlVol could be
measured at the same gestation as the routinely offered ‘combined test’, no extra ultrasound
scans would be required making it economically appealing to healthcare providers
worldwide. As the aforementioned reasons suggest, a fully automated algorithm to segment
fetal structures and its placenta volume can be very useful to predict the health of infants.
The goal of the main project is to produce a virtual sample generator to synthesize virtual
samples to build a fully automated method to segment different structures in an utero. In
addition, when a reliable fully automated segmentation model for 3D ultrasound exists, the
relation between the health of infants and the size of each organ can be explored, so the
new biomarkers for predicting the health of infants might be produced.
This document is organized as follows. In section 2, the mathematical foundation of the
RW algorithm for segmenting fetal structures will be discussed. Next, VSGs for
synthesizing 2D samples are explained in detail in section 3. Finally, our conclusion and
future work will be outlined.
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2. Placenta Segmentation
2.1 Introduction
In this section (2), an algorithm for segmenting 2D and 3D ultrasound images will be
discussed. To start, we will review the mathematical foundation behind the method that
includes solving a system of equations. To that end, we will also discuss both direct and
iterative methods and their corresponding benefits and disadvantages. Then, in order to
compare the outputs of different methods quantitatively, a particular metric named the dice
coefficient will be introduced. Finally, the outputs of different methods will be assessed.

2.2 Motivation
Conventional 2D ultrasound has been widely used for real-time imaging. However, planar
2D ultrasound imaging suffers from the lack of anatomy and orientation information, which
makes them heavily depend on the experience and knowledge of clinicians, reducing their
diagnostic accuracy. In order to overcome this issue, 3D ultrasound imaging is used to
acquire a full understanding of the spatial anatomic relationship within the region of
interest. In particular, volumetric biometrics have been proposed and attracted great
attention for more accurate fetal growth evaluation (Mercé, Barco, & Bau, 2008).
Nonetheless, the widespread use of 3D prenatal ultrasound is still limited, due to the lack
of efficient segmentation methods for detection of boundaries of different regions/organs
within an image (Ioannou, Sarris, Salomon, & Papageorghiou, 2011). A number of semiautomatic segmentation techniques such as the Virtual Organ computer‐aided analysis
(VOCAL) have been applied in clinics (Simcox, Higgins, Myers, & Johnstone, 2017). In
addition, in 2015, graph theory was exploited to build a semi-automatic segmentation
(Stevenson et al., 2015). The method produced reasonable outputs and can apply for 2D
and also 3D images. We will discuss the details of this method in the following section.

2.3 Methods
Among different software/tools for manual segmentation, two are widely used: 1) Virtual
Organ Computer Aided Analysis (VOCAL, General Electric Healthcare, Milwaukee, WI,
USA) and 2) ITK-SNAP (Yushkevich, Gao, & Gerig, 2016). VOCAL is based on
interpolation of a number of 2D contours that are drawn at intervals defined by angle of
rotation (between 12 and 30) around a user-defined axis. The contours are then traced and
a final 3D volume by interpolation around the axis is generated. In this method, the
interpolation is purely based on geometric factors and the underlying image data is not
considered (Meengeonthong, Luewan, Sirichotiyakul, & Tongsong, 2017). As a result,
irregularly shaped organs (such as placenta) are less likely to be accurately segmented than
organs with smoothly varying shapes.
ITK-SNAP is another user interface for 3D active contour segmentation, which is based on
manual tracing in orthogonal slices and using the 3D cut-plane tool, as opposed to
conventional 2D slice editing for a variety of image segmentation tasks (Yushkevich et al.,
2006). Yang et al. who are the only group that have successfully developed a semantic
segmentation approach for 3D prenatal ultrasound images, annotated their small data set
of 104 subjects using ITK-SNAP (Yang et al., 2019).
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Despite the fact that ground truth is often generated manually by human experts, other
semi-automated techniques such as Random Walker (described below) could be also used.
2.3.1

Random Walker (RW) Algorithm

Random Walker is a common image segmentation technique in which a small number of
pixels/voxels in an image are labeled (or seeded) according to their association to an initial
region of interest (Grady, 2006). Then, for each unlabeled pixel/voxel, the probability that
a random walker sent from an initial point will hit a labeled node belonging to a certain
region is calculated. In 2D or 3D segmentation, an image volume is first converted into a
weighted, undirected graph 𝐺 = (𝑉, 𝐸), where 𝑉 and 𝐸 represent the vertices and edges,
respectively. Based on the underlying volume geometry, each voxel is converted to a
node/vertex, and neighboring nodes are connected by a set number of edges (e.g., 4-, 6- or
16- neighbor connectivity), which are weighted by a weight function. The weight of each
edge 𝑒𝑖𝑗 is denoted as 𝑤(𝑒𝑖𝑗 ) or 𝑤𝑖𝑗 . The degree of a vertex is 𝑑𝑖 = ∑ 𝑤(𝑒𝑖𝑗 ) for all edges
𝑒𝑖𝑗 incident on 𝑣𝑖 . Weighting is based on a Gaussian function defined as:
𝑤𝑖𝑗 = exp(𝛽(𝑔𝑖 − 𝑔𝑗 )2 )

(1)

where 𝑔𝑖 is image intensity at pixel 𝑖 and 𝛽 represents the only free parameter set in the
algorithm. Given a weighted graph and a set of marked nodes 𝑉𝑀 and a set of unmarked
nodes 𝑉𝑈 such that 𝑉𝑀 ∪ 𝑉𝑈 = 𝑉 and 𝑉𝑀 ∩ 𝑉𝑈 = ∅, the objective is to label 𝑉𝑈 based upon
the likelihood that a random walker sent from a particular unlabeled node reaches a labeled
one (Grady, 2006).
It was shown in (Biggs, 1997) and (Doyle & Snell, 1984) that the combinatorial Dirichlet
problem has the same solution as the desired random walker probabilities. We review the
combinatorial Dirichlet problem and show how to find its solution below.
The Dirichlet integral may be defined as
𝐷[𝑢] =

1

∫ |∇𝑢|2 𝑑𝛺

2 Ω

(2)

for a field 𝑢 and region 𝛺 (Courant & Hilbert, 1989). This integral arises in many physical
situations, including heat transfer, electrostatics, and random walks.
A harmonic function is a function that satisfies the Laplace equation
∇2 𝑢 = 0

(3)

The problem of finding a harmonic function subject to its boundary values is called the
Dirichlet problem. The harmonic function that satisfies the boundary conditions minimizes
the Dirichlet integral since the Laplace equation is the Euler-Lagrange equation for
Dirichlet integral (Courant & Hilbert, 1989). Define the combinatorial Laplacian matrix
(Dodziuk, 1984) as
𝑑𝑖
if 𝑖 = 𝑗
𝐿𝑖𝑗 = { −𝑤𝑖𝑗
if 𝑣𝑖 and 𝑣𝑗 are adjacent nodes (4)
0
otherwise
where 𝐿𝑖𝑗 is indexed by vertices 𝑣𝑖 and 𝑣𝑗 . Then, define the 𝑚 × 𝑛 edge-node incidence
matrix as
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+1 𝑖𝑓 𝑖 = 𝑘
𝐴𝑒𝑖𝑗𝑣𝑘 = { −1 𝑖𝑓 𝑗 = 𝑘 (5)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
for every vertex 𝑣𝑘 and edge 𝑒𝑖𝑗 , where each 𝑒𝑖𝑗 has been arbitrary assigned an orientation.
As with the Laplacian matrix above, 𝐴𝑒𝑖𝑗𝑣𝑘 is used to indicate that the incidence matrix is
indexed by edge 𝑒𝑖𝑗 and node 𝑣𝑘 . as an operator, 𝐴 may be interpreted as a combinatorial
gradient operator and 𝐴𝑇 as a combinatorial divergence (Roth, 1955), (Branin, 1966) by
virtue of the equivalent role of 𝐴 and Grad as the co-boundary operator on the space of 0cochains or 0-forms, respectively.
We define the 𝑚 × 𝑚 constitutive matrix, 𝐶, as the diagonal matrix with the weights of
each edge along the diagonal. As in the continuum setting, the isotropic combinatorial
Laplacian is composition of the combinatorial divergence operator with the combinatorial
gradient operator, 𝐿 = 𝐴𝑇 𝐴. The constitutive matrix may be interpreted as representing a
metric in the sense that it defines a weighted inner product on the vector space of 1-cochains
(i.e., functions defined on the edge set). In this sense, the combinatorial Laplacian
generalizes to the combinatorial Laplace-Beltrami operator (Chung, 1997) via 𝐿 = 𝐴𝑇 𝐶𝐴.
The case of a trivial metric, (i.e., equally weighted, unit valued, edges) reduces to 𝐶 = 𝐼
and 𝐿 = 𝐴𝑇 𝐴.
With these definitions in place, we can determine how to solve for the harmonic function
that finds probabilities/potentials on unseeded nodes, while keeping the seed nodes fixed.
A combinatorial formulation of the Dirichlet integral (1) is
1

𝐷[𝑥] = 2 (𝐴𝑥)𝑇 𝐶(𝐴𝑥) =

1
2

𝑥 𝑇 𝐿𝑥 =

1
2

∑𝑒𝑖𝑗 ∈𝐸 𝑤𝑖𝑗 (𝑥𝑖 − 𝑥𝑗 )2

(6)

and a combinatorial harmonic is a function 𝑥 that minimizes (6). Since 𝐿 is positive semidefinite, the only critical points of 𝐷[𝑥] will be minima. Partition the vertices into two sets,
𝑉𝑀 (marked/seed nodes) and 𝑉𝑈 (unseeded nodes) such that 𝑉𝑀 ∪ 𝑉𝑈 = 𝑉 and 𝑉𝑀 ∩ 𝑉𝑈 =
∅ . Note that 𝑉𝑀 contains all seed points, regardless of their label. We may assume without
loss of generality that the nodes in 𝐿 and 𝑥 are ordered such that seed nodes are first and
unseeded nodes are second. Therefore, we may decompose (6) into
1 𝑇 𝑇 𝐿𝑀 𝐵 𝑥𝑀
[𝑥 𝑥 ] [
][ ]
2 𝑀 𝑈 𝐵 𝑇 𝐿𝑈 𝑥𝑈
𝑇
(𝑥𝑀
𝐿𝑀 𝑥𝑀 + 2𝑥𝑈𝑇 𝐵 𝑇 𝑥𝑀 + 𝑥𝑈𝑇 𝐿𝑈 𝑥𝑈 )
𝐷[𝑥𝑈 ] =

=

1
2

(7)

where 𝑥𝑀 and 𝑥𝑈 correspond to the potentials of the seeded and unseeded nodes,
respectively. Differentiating 𝐷[𝑥𝑈 ] with respect to 𝑥𝑈 and finding the critical point yields
𝐿𝑈 𝑥𝑈 = −𝐵 𝑇 𝑥𝑀

(8)

which is a system of linear equations with |𝑉𝑈 | unknowns. If the graph is connected, or if
every connected component contains a seed, then (8) will be nonsingular (Biggs, 1974).
Denote the probability assumed at node, 𝑣𝑖 , for each label, 𝑠, by 𝑥𝑖𝑠 . Define the set of labels
for the seed points as a function 𝑄(𝑣𝑗 ) = 𝑠, ∀𝑣𝑗 ∈ 𝑉𝑀 , where 𝑠 ∈ 𝕫, 0 < 𝑠 ≤ 𝐾. Define the
|𝑉𝑀 | × 1 vector (where |∙| denotes cardinality) for each label, 𝑠, at node 𝑣𝑗 ∈ 𝑉𝑀 as
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𝑚𝑗𝑠 = {

1

𝑖𝑓 𝑄(𝑣𝑗 ) = 𝑠

0

𝑖𝑓 𝑄(𝑣𝑗 ) ≠ 𝑠

(9)

Therefore, for label 𝑠, the solution to the combinatorial Dirichlet problem may be found by
solving:
𝐿𝑈 𝑥 𝑠 = −𝐵 𝑇 𝑚 𝑠

(10)

for one label or
𝐿𝑈 𝑋 = −𝐵 𝑇 𝑀

(11)

for all labels, where 𝑋 has 𝐾 columns taken by each 𝑥 𝑠 and 𝑀 has columns given by each
𝑚 𝑠 . Since the probabilities at any node will sum to unity, i.e.,
∑𝑠 𝑥𝑖𝑠 = 1, ∀𝑣𝑖 ∈ 𝑉

(12)

Only 𝐾 − 1 sparse linear system must be solved, where 𝐾 is the total number of labels.
2.3.2

Semi-Automatic 3D Ultrasound Placenta Segmentation

In order to apply RW algorithm for segmenting placenta, some essential steps need to be
taken. First, we should construct a graph or connect each point in 3D ultrasound images to
their neighborhoods. We call this step lattice construction. As any points in a 3D ultrasound
image has some neighbors, this task can be done in several ways by choosing different
schemes for neighbors. Figure 2. shows three commonly used adjacency structures in a 3D
lattice (Lézoray & Grady, 2012). For practical reasons, we have decided to employ 6adjacency lattice construction in our 3D algorithm. However, other adjacency schemes
could be used too.

Figure 2. Different adjacency structures in a 3D lattice
After constructing a lattice, the changes in image intensities needs to be mapped to graph
weights. In literature, different functions have been proposed for this task. In (Grady &
Jolly, 2008), they tested three different functions; namely, Gaussian, Reciprocal and
Histogram, which were defined as the following:
𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛: 𝑤𝑖𝑗 =

𝑑𝑖𝑠𝑡(𝑣𝑖 ,𝑣𝑗 )

𝑅𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙: 𝑤𝑖𝑗 =
Vafaee, Master’s Thesis
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1

exp (−𝛽 (𝑔(𝑣𝑖 ) − 𝑔(𝑣𝑗 )) )
1

1

𝑑𝑖𝑠𝑡(𝑣𝑖 ,𝑣𝑗 ) 1+𝛽(𝑔(𝑣 )−𝑔(𝑣 ))2
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where 𝑔(𝑣𝑖 ) is the image intensity at vertex 𝑖 th, 𝛽 is a free parameter, 𝐻(𝑔(𝑣𝑖 )) indicates
the probability that image intensity 𝑔(𝑣𝑖 ) at vertex 𝑖 is drawn from the foreground object,
and 𝑑𝑖𝑠𝑡(. ) is a function to compute differences in spatial domain between two vertices.
In the above-mentioned paper, authors took advantage of Euclidean distance for this
function and tested a range of values for 𝛽. In addition, to avoid that the weight of an edge
becomes zero, they added a small constant value (10−6) to each weight. They also used a
6-adjacency lattice construction. In this study, they concluded that the Histogram function,
outperforms the other two. However, for simplicity, we have decided to use Gaussian
weight function. By testing a wide range of values for 𝛽 and comparing the outputs using
an evaluating metric (dice coefficient), we observed that 𝛽 = 110 was the optimal value.
Next step is labeling (seeding). To do that, a representative slice of a 3D image needs to be
selected, and then foreground and background pixels must be labeled. The images used in
our project were provided by our partners at Penn Image Computing and Science
Laboratory (PICSL) at the University of Pennsylvania (UPenn). We had access to 6 sets of
3D fetal ultrasound images from their collected first trimester clinical datasets. The
placenta volumes were segmented/annotated using the ITK-SNAP software by an expert
with the supervision of an OBGY clinician. We used the provided segmented masks as the
ground truth to evaluate our RW algorithm.
Figure 3 shows a sample representative of 2D slice of the first 3D ultrasound image set. To
reduce the computation time, we also down sampled the original image to 25% of its size,
using the nearest neighbor down sampling method (Thévenaz, Blu, & Unser, 2000). Next,
a set of foreground and background pixels were selected by clicking directly on the 2D
image through a MATLAB graphical user interface. Figure 4 shows the foreground (left)
and background (right) seeding used on the sample image in Figure 3.

Figure 3. Adequate slice to start labeling
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Figure 4. Foreground seeding (left) and background seeding (right)
When the seeding process was completed, the data was used as an input for the random
walker (RW) algorithm. As explained previously, in the RW algorithm we have two groups
of nodes (also known as points or vertices or voxels), labeled and unlabeled. Let’s assume
like our segmentation problems we have two classes, foreground and background. At the
completion of the RW algorithm, two probabilities will be computed for each unlabeled
voxel. One of them is the probability of being in class 1 and the other one is the probability
of being in class 2. Sum of these two probabilities is always 1, and we will choose the class
corresponds to the greater probability. These probabilities can be computed for each class
by using Equation (10) and for both classes by using Equation (11). By taking a closer look
at these equations, we can see they are a system of equations in the form of 𝐴𝑥 = 𝐵. In
Equation (11), 𝐿𝑈 and −𝐵 𝑇 𝑀 play the role of A and B respectively. We can solve this
system of equations by using direct or iterative methods.
2.3.2.1 Direct Method
In direct method, 𝑋 in Equation (11) can be found by multiplying the inverse of 𝐴 to 𝐵
(Axler, 1997):
𝑋 = 𝐴−1 𝐵

(16)

MATLAB uses LU decomposition as a direct solver. While this method is relatively
simple, it becomes ineffective when the size of the matrix 𝐴 is large. In fact, an ordinary
PC is not capable of computing the inverse of matrix 𝐴 in the above case where the size of
the 3D image is 261 × 255 × 227 and consequently, 𝑋 cannot be found. Since we could
not apply the direct solver to an image with this size, we had to down-sample the image to
a smaller size (such as 66 × 64 × 57, which is down-sampling to 25%). The output
placenta mask for the down-sampled image using the direct method is shown in Figure 5.
As a reference, the ground truth mask for the original image which was annotated manually
by experts at UPenn is also shown in Figure 6.
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Figure 5. Extracted placenta volume (mask) for the down-sampled (25%) 3D image using
the direct solver

Figure 6. Down-sampled ground truth mask of the same 3D ultrasound image annotated
by experts
2.3.2.2 Iterative Methods
To circumvent the intensive inversion computation (LU decomposition), various iterative
methods such as conjugate gradient (CG) and stabilized bi-conjugate gradient (BiCG)
(Stevenson et al., 2015) have been proposed. Based on several experiments we have
conducted, we have found that BiCG method performs faster with this sparse linear system
of equations. (We have used a tolerance of 10−9 in our experiments). The output placenta
mask for the same down-sampled image using the BiCG method is shown in Figure 7.
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Figure 7. Extracted placenta volume (mask) for the down-sampled (25%) 3D image using
the BiCG method
In order to compare the results of the direct and iterative methods quantitatively, a
validation metric needs to be applied. Several validation metrics such as the volume
overlap, the normalized volume difference (Jolly & Grady, 2008), and dice coefficient
(Dice, 1945; Sørensen et al., 1948) have been proposed for comparing segmentation
methods. In this study, we have used the dice coefficient (described below) as our
validation metric, simply because it is one of the most commonly used in the field.
2.3.3

Validation Metric - Dice Coefficient

Lee R. Dice in 1945 (Dice, 1945) presented a method to calculate a similarity of two
samples. This method took the name of its author and has been used for a long time in
image processing field to compute the similarity between two structures, masks or images.
Given two sets, 𝑋 and 𝑌, this coefficient is defined as:
Dice coefficient =

2|𝑋∩𝑌|
|𝑋|+|𝑌|

(17)

where |∙| is the size of each set.
The value of this coefficient is between 0 and 1. The larger it is, the more similarity between
two sets exists. Therefore, our objective is to achieve a dice coefficient close to 1.

2.4 Results
In this section, we report our results for different down-sampling ratios of the 3D
ultrasound image reported in section 2.3.2 using both the direct solver and BiCG iterative
method. For comparison purposes, we also report the calculated Dice coefficients for
different cases. The ratios we have chosen to use for resizing the input 3D ultrasound image
are 0.25 (or 25%), 0.5 (or 50%), 0.75 (or 75%) and 1 (or 100%). The list of other parameters
along with their values that were determined empirically are included in Table 1 below.
Table 1. Values of Free Parameters
Name of parameter
Value
𝛽
110
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Tolerance for iterative solver

10−9

In our study, we evaluated the effects of seeding on the accuracy of the output masks. To
that end, we repeated the entire semi-automatic segmentation process using the RW
algorithm for the 50% ratio by using different number of labeled voxels. It should be noted
that all of the results presented in this thesis were computed for one of the six available 3D
datasets provided by our collaborators at UPenn.
The output results for the 25% resizing case were shown in Figures 5 and 7. The
corresponding dice coefficients of the direct and iterative methods were 0.8370 and 0.8179,
respectively. These Dice coefficients were computed between the ground truth mask,
which was created by clinical experts, and output mask calculated by our RW algorithm.
Figures 8 and 9 show the output results (segmented placenta masks) for the 50% resizing
case calculated using the direct and iterative (BiCG) solvers, respectively. The
corresponding Dice coefficients were also computed and shown in Table 2.

Figure 8. Extracted placenta volume (mask) for the down-sampled (50%) 3D image using
the direct solver

Figure 9. Extracted placenta volume (mask) for the down-sampled (50%) 3D image using
the BiCG method
These results were calculated using only 355 voxels labeled as foreground and 1037 voxels
labeled as background, while the results of the 25% resizing case shown in Figures 5 and
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7 were calculated using 1,019 voxels labeled as foreground and 2,663 voxels labeled as
background. The smaller number of voxels used during the seeding process of the 50%
resizing case has affected the corresponding computed Dice coefficients for both direct and
iterative methods, as listed in Table 2.
Table 2. Computed Dice coefficients for the 50% down-sampling case with smaller
number of voxels used during the seeding process
Dice coefficient
Direct
Iterative
0.7817
0.7838
As expected, the value of Dice coefficients for both solvers decreased. In addition, we can
see that the value of Dice coefficient for the BiCG method was slightly larger than those
for the direct solver. This is mainly due to the fact that we selected a quite small value for
tolerance in the iterative method. We suspect that the default value of tolerance used in the
LU decomposition method (direct solver in MATLAB) is likely larger than the value we
chose for our iterative method. Consequently, our iterative method has produced a higher
Dice coefficient which correspond to a more accurate output mask of the segmented
placenta.
To confirm the effects of higher number of voxels used during the seeding process on more
accurate results, we repeated the last experiment (50% resizing) using 2055 voxels labeled
as foreground and 1164 voxels labeled as background. The corresponding computed Dice
coefficients for the higher seeding amount is shown in Table 3.
Table 3. Computed Dice coefficients for the 50% down-sampling case with larger
number of voxels used during the seeding process
Dice coefficient
Direct
Iterative
0.8267
0.8324
As we compare the Dice coefficients in Tables 2 and 3, it can be confirmed that the more
voxels are used during the seeding process, the larger Dice coefficient (and more accurate
results) can be expected.
For the 75% resizing case, we labeled 1,349 and 1,943 voxels as foreground and
background, respectively. Due to the size of the problem, we were not able to compute
direct solver to find the placenta mask. However, the iterative solver (BiCG) was computed
successfully and the output result is shown in Figure 10. The corresponding calculated Dice
coefficient for this output was 0.7831.
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Figure 10. Extracted placenta volume (mask) for the down-sampled (75%) 3D image
using the BiCG method
Our final experiment was on the original 3D ultrasound image (no resizing/down-sampling,
i.e. 100% case). Similar to the 75% case, we were not able to compute direct solver to find
the placenta mask. However, the iterative method successfully computed the output mask
(see Figure 11) and yielded a Dice coefficient of 0.7901.

Figure 11. Extracted placenta volume (mask) for the real size 3D image using the BiCG
method

2.5 Discussion and Conclusion
We have successfully implemented a RW algorithm to segment placenta volumes of 3D
ultrasound images. In this section, we discussed the theoretical and mathematical
background behind the RW method and presented the results of applying our RW algorithm
to a set of 3D fetal ultrasound image using different down-sampling sizes.
While we were able to use the iterative BiCG solver to all 4 cases, we could run the direct
solver only for the 25% and 50% resizing cases, as the computational size of the problem
for the larger images was too big to be handled by our computer system. In addition, we
observed that there is a direct relationship between the number of labeled voxels used
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during the seeding process and the value of Dice coefficient computed on the output masks.
Therefore, in order to achieve more accurate results, a careful and more elaborate initial
seeding process is required.
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3. Synthesizing 2D Virtual Samples
3.1 Introduction
As mentioned earlier, data driven modeling has attracted a lot of attention for mathematical
modeling of different tasks. As a major category of data driven modeling, machine learning
algorithms in general, and deep learning neural networks in particular, require a
significantly large number of collected and annotated data for training purposes, so that a
model to complete a particular task is reliable. Often times, collecting medical imaging
data is a time-consuming and expensive process. Therefore, this brought us an opportunity
to explore a technique to synthesize new samples from already collected data in order to
increase the accuracy of a machine learning model. Synthesizing 1D samples has been
already explored in the field of manufacturing. However, to best of our knowledge, there
is no reliable method presented in the literature for the synthesizing 2D or even 3D virtual
samples, which is particularly important in the field of machine learning for medical
imaging applications.
In this section, we will present the existing work in the literature and explain the
mathematical foundation of virtual sample generation. Next, we discuss how convolutional
neural networks are used for feature extraction, which can then be used in generative
adversarial networks. Finally, we present our initial results and discuss some of the
challenges we have encountered in synthesizing virtual samples.

3.2 Literature Review
As mentioned above, the only work that has been done for generating virtual samples has
been in 1D. The idea behind virtual sample generation (VSG) was originated from Niyogi
et al. (Niyogi, Girosi, & Poggio, 1998) work, where they used prior information derived
from a given small training set to generate virtual samples for improving image recognition
performance. More specifically, they used a mathematical transformation to generate new
views of a given 3D object from any other rotation (Niyogi et al., 1998). Several other
research groups have continued making progress in developing VSG methods. For
example, Li et al. proposed a functional virtual population to acquire the robust knowledge
of manufacturing systems under dynamic environments using the VSG method (Li, Chen,
& Lin, 2003). An internalized kernel density estimator (IKDE) was then proposed by Li
and Lin in 2006 to estimate the population density and apply VSG to improve management
knowledge in the early manufacturing stages (Li & Lin, 2006). Because of dependent
datasets, Li and Lin extended the IKDE to GKIDE (generalized version) to extract
additional information and accelerate the learning ability based on a small sample set (Li
& Lin, 2008). In order to improve the accuracy of machine learning for flexible
manufacturing system (FMS) scheduling, Li et al. also proposed a mega-fuzzification
involving a mega-trend-diffusion (MTD) (Li et al., 2007), where the concept of information
diffusion developed by Huang and Moraga (C. Huang & Moraga, 2004) was applied to
expedite the learning ability using the extra information of virtual samples.

3.3 Motivation
Our initial goal was to develop a fully-automated method to segment placental and fetal
structures from 3D ultrasound images. After consulting with our collaborators in the
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OBGY department at St. Barnabas Medical Center (Livingston, NJ), we realized that
collecting 3D ultrasound samples from uterus was not only time-consuming and expensive,
but also logistically challenging, since the patient’s consent need to be obtained. Therefore,
we decided to re-focus our efforts and explore ways to synthesize virtual fetal ultrasound
samples instead, as we believe this would be a key step toward developing a reliable
automated segmentation method. In the following section, we explain how we
implemented a 2D/3D virtual sample generator that can be applied to any dataset in which
data collection is a limitation due to practical reasons.

3.4 Methods
3.4.1

Mega-Trend Diffusion (MTD)

Mega-Trend-Diffusion (MTD) was proposed by Li et al. (Li et al., 2007) as a useful
technique for extending small datasets with independent attributes. As opposed to the
conventional way of diffusing each sample individually, the MTD method is based on
diffusing a set of data using a common diffusion function, where the Fuzzy Theory is
applied to create a membership function to represent the independent attribute samples with
one peak population, as shown in Figures 12 and 13 (Li et al., 2007). The fuzzy membership
function is then used to predict the lower and upper bounds of the diffused sample set and
produces virtual samples within the bounds based on a uniform distribution with the
relative value of the membership function (MF).
The evaluated lower (L) and upper (U) limits of the diffused sample set are calculated
based on the minimum and the maximum values of the training samples, and 𝑢𝑠𝑒𝑡 =
(𝑚𝑎𝑥 + 𝑚𝑖𝑛)/2 .The following steps can be used as a process of virtual value filling (Li,
Lin, & Peng, 2014).

Figure 12. MTD fuzzy membership function
Step 1. Calculate the possible lower (L) and upper (U) limits of the attributes.
min + 𝑚𝑎𝑥

𝐿= {

2

−

𝑁𝐿
𝑁𝐿 +𝑁𝑈

𝑚𝑖𝑛,
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min + 𝑚𝑎𝑥
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−𝑁

𝑁𝑈
𝐿 +𝑁𝑈
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𝑚𝑎𝑥,
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𝑈 > 𝑚𝑖𝑛
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where 𝑢𝑠𝑒𝑡 = (𝑚𝑎𝑥 + 𝑚𝑖𝑛)/2, max and min mean the maximum and the minimum values
of each attribute of training set, 𝑁𝐿 and 𝑁𝑈 represent the number of samples which are
𝑁𝐿
𝑁𝑈
smaller and bigger than 𝑢𝑠𝑒𝑡 respectively. 𝑁 +𝑁
and 𝑁 +𝑁
measure the skewness of
𝐿
𝑈
𝐿
𝑈
2
triangle shape membership function. Furthermore, 𝑆̂𝑥 is the variance of the corresponding
attribute. Finally, ln(10−20 ) is used as the diffusion coefficient.
Step 2. Randomly generate an artificial sample for each attribute within the corresponding
estimated lower and upper limits and calculate the value of the diffusion function by
evaluating the MF value of the sample (see Figure 13).
1

𝑡𝑣 = 𝑢𝑠𝑒𝑡
𝑡𝑣−𝐿

𝑀𝐹 =

𝑢𝑠𝑒𝑡−𝐿
𝑈−𝑡𝑣

{

𝑈−𝑢𝑠𝑒𝑡

𝑡𝑣 < 𝑢𝑠𝑒𝑡

(20)

𝑡𝑣 > 𝑢𝑠𝑒𝑡

Step 3. Randomly generate a stochastic chaotic number within the interval [0,1] to be a
seed value which is then compared with 𝑀𝐹(𝑡𝑣), where 𝑡𝑣 is a random sample from the
interval [𝐿, 𝑈]. If 𝑀𝐹(𝑡𝑣) is bigger than this seed value, 𝑡𝑣 is kept as the synthetic sample,
otherwise 𝑡𝑣 is abandoned.

Figure 13. Calculating the MF value of tv
Step 4. Repeat steps 2 and 3 until sufficient virtual samples are obtained.
According the above process, when the 𝑀𝐹(𝑡𝑣) is close to 1, the probability of 𝑡𝑣 being
the synthetic sample increases, and as a result, the value filling process makes the
distribution of the virtual samples close to the membership function, as illustrated in Figure
13. This is generally a more effective approach than synthesizing a sample using a simple
random process.
3.4.1.1 MTD + GEP (Gene Expression Programing)
In all of the virtual sample generation (VSG) methods developed until 2014, the
assumption was that the relationships among attributes are independent of each other, and
as a result, they produced synthetic data by using sample distributions of these. In 2014, Li
et al. proposed a novel procedure which differed from previous VSG techniques to produce
both independent and dependent virtual samples to better fit the pattern of real data. Based
on the relations among attributes, they identified and grouped the independent and
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dependent attributes, and employ the maximal information compression index (MICI) to
construct a relational diagram of attributes. To further explore the relations among the
independent and dependent attributes, they used gene expression programming (GEP) to
construct a nonlinear mathematical model, in which the expression tree can represent the
nonlinear relationships among variables. Other approaches to deal with independent and
dependent attributes have been also proposed. For example, Chen et al. (Chen, Zhu, He, &
Yu, 2017) introduced a novel particle swarm optimization-based VSG approach to
iteratively generate the most feasible virtual samples over a search-space, in order to
capture the tendency of the raw sample set and reduce information gaps among individuals
(Chen et al., 2017). However, after replicating the VSG method presented by Li’s group in
2014, we found out construction of an Expression Tree (a nonlinear mathematical model
between independent and non-independent attributes) in the GEP method only slightly
improves the learning accuracy, but imposes a big computational load on the algorithm.
Therefore, to circumvent this unnecessary computational load, we decided to remove the
GEP and other heuristic methods for dependent attributes in our algorithm. In addition, we
assumed that all of the attributes in our training set are independent. Then, we were be able
to implement/replicate the MTD method successfully to synthesize new virtual samples.
3.4.2

Convolutional Neural Network (CNN)

It is well-known that deep or layered convolutional neural networks (CNN) are able to
capture important relevant aspects of a given set of data through identifying possible
clusters/components, mid-level visual primitives, and hidden units (Hinton &
Salakhutdinov, 2006; Singh, Gupta, & Efros, 2012). Research has shown that such methods
typically perform better than those involving traditional hand-designed local feature
identification (Le, Zou, Yeung, & Ng, 2011). In particular, deep neural networks can be
applied to large-scale visual recognition tasks, trained via back-propagation network
through layers of convolutional filters. It has been shown that such models perform
extremely well when a large amounts of training data is available (LeCun et al., 1989).
More recently, it has been shown that CNNs can also produce a very reliable representation
of an input image by embedding its extracted features to a fixed-length vector, which in
turn can be used for a variety of vision tasks such as classification, localization, and
detection (Sermanet et al., 2013).
Since only several annotated samples of 3D ultrasound data containing different fetal
structures were available, in addition, we wanted to first test our idea on an already
available dataset, we decided to apply our virtual sample generating algorithm to FashionMNIST (FM) dataset (Xiao, Rasul, & Vollgraf, 2017). The reason for selecting the FM
dataset was because it contains images with small size (28-by-28), so we will be able to
avoid unnecessary computational time and load. FM dataset also contains 60,000 images
in training set and 10,000 images in testing set, so enough data would be available to first
build a deep structure and then test it. Moreover, since FM dataset contains 2D images, we
could benchmark our virtual sample generation work in 2D which can then be extended to
3D. In addition, FM dataset is a benchmarking machine learning dataset, so we would be
able to compare all or part of our generative adversarial network model (explained in the
next section) with the other accomplished projects. FM dataset includes 10 classes, and
each class is a picture of 10 different clothing item. The class numbers and types of clothing
are listed as
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•
•
•
•
•
•
•
•
•
•

0 T-shirt/top
1 Trouser
2 Pullover
3 Dress
4 Coat
5 Sandal
6 Shirt
7 Sneaker
8 Bag
9 Ankle

Figure 14 shows the first 100 clothing items in the FM dataset.

Figure 14. Images of the first 100 clothing items in the FM dataset
In order to synthesize 2D virtual samples, first we need to extract features from the already
existing images (60,000 images in the FM dataset). To this end, we aimed to employ a
proper CNN architecture amongst the existing ones, applying similar approach to Vinyals
et al, where a pre-trained deep CNN was used to extract 1D feature vector of in image to
build a Neural Image Caption Generator (Vinyals et al., 2015). During the process of
feature learning, various low- and mid-level features in the images are extracted and
embedded to a fixed-length vector, which is the last hidden layer of a CNN, as illustrated
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in Figure 15. This vector is in turn used as an input for virtual sample generator, described
in detail section 3.4.1.

Figure 15. Extracting features of an image and embedding them to a fixed-length vector
using an already existing CNN (Math Works, 1994-2020)
There are four well-known pre-trained CNNs in the field of computer vision and image
processing: AlexNet (Krizhevsky, Sutskever, & Hinton, 2012), VGGNet (Simonyan &
Zisserman, 2014), GoogLeNet (Szegedy et al., 2015), and ResNet (He, Zhang, Ren, & Sun,
2016). They are the winners of Annual Image Net competition (Russakovsky et al., 2015)
for 2012, 2013, 2014 and 2015, respectively. Therefore, all of them were trained for
classification purpose using the ImageNet dataset (Deng et al., 2009). Image Net dataset
contains around 14 million images and 1000 classes. VGGNet was selected to extract
features from images in the FM dataset. As VGGNet was trained on ImageNet dataset and
all of the images are in color, the input image must include three channels. However, the
FM images are in grayscale. Therefore, we had to convert the one-channel images to threechannel images. In addition, the smallest possible input image for VGGNet is a
48 × 48 × 3 image, so after converting FM images to three channels, we also have resized
them to match the input requirement of 48 × 48 × 3. At last, the images were fed into a
VGG16 deep model, whose layer structure is illustrated in Figure 16 (Simonyan &
Zisserman, 2014).
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Figure 16. Layers structure of the VGG16 model
The last layer before the classification layer in this structure contains 512 features. To
adjust the size of the final feature vector, we also had to add three dense layers to this
structure to reduce the number of layers from 512 to 10. The details of these layers are
shown in Figure 17. In order to determine the values of specific parameters used in the last
three added layers, we trained our structure by using the VGG16 model output (1D vector
containing 512 features for each image) to classify the FM dataset into one of the 10
classes.
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Figure 17. New layers added to the VGG16 model to adjust the size of the final feature
vector
When our deep CNN model converged, we removed the classification layer and used the
remaining structure to encode a 2D image to a 1D feature vector of length 10. Then, we
analyzed the extracted features and observed that some of them were empty (zero) for all
of the input images. This is illustrated in Figure 18 that shows a planar graphical
representation of the 10 extracted features (columns) across the 60,000 images (rows) in
the FM dataset. Consequently, we only considered the non-zero extracted feature vectors,
which had a size of 4.

Figure 18. Extracted features of all the images in FM
After successfully extracting the features of an image to a fixed-length vector, we can apply
the MTD method described in section 3.4.1 to synthesize new samples (fixed-length 1D
vectors of features). Next, we need to reconstruct a 2D image from the synthesized 1D
vectors of features using Generative Adversarial Networks (GANs), which will be
explained in the following section.
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3.4.3

Generative Adversarial Networks (GANs)

3.4.3.1 Background
With recent advances in deep learning, machine learning algorithms have gained an
increasing attention from researchers for their great capability to an extent that they are
now able to compete and even defeat humans in certain tasks, such as image classification
on ImageNet (Russakovsky et al., 2015), playing Go (Silver et al., 2016) and Texas
Hold’em poker (Brown & Sandholm, 2017). However, machine learning algorithms are
still not truly “intelligent”, since knowing how to complete a task does not necessarily
imply full understanding of it. In order for machines to understand their input data, they
need to be able to learn how to create such data. To that end, the most promising approach
has been the use of generative models that learn to discover the essence of data and find a
best distribution to represent it. A generative model 𝐺 parameterized by 𝜃 takes as input a
random noise vector 𝑧 and produces as output a sample 𝐺(𝑧; 𝜃) ~ 𝑝𝑔 . While there are a lot
of training data 𝑥 drawn from 𝑝𝑑𝑎𝑡𝑎 , the training objective for the generative model 𝐺 is to
approximate 𝑝𝑑𝑎𝑡𝑎 using 𝑝𝑔 (H. Huang, Yu, & Wang, 2018). A learned generative model
would enable drawing samples that are not in the training set but follow the same
distribution.
3.4.3.2 Mathematical Framework
In 2014, Goodfellow et al. proposed a new framework of generative model, called
Generative Adversarial Net (GAN), which has quickly become popular due to its powerful
capability of generating better synthetic images compared to those created by previous
models (Goodfellow et al., 2014). A GAN consists of two neural networks, a generator 𝐺
and a discriminator 𝐷. While the generator tries to create realistic samples that fool the
discriminator, the discriminator tries to distinguish real samples from the artificial ones.
As illustrated in Figure 19, 𝐺 takes a random noise vector 𝑧, and produces synthetic data
𝐺(𝑧), whereas 𝐷 takes as an input 𝐺(𝑧) or 𝑥 from the training “true data” and outputs a
probability 𝐷(𝑥) or 𝐷(𝐺(𝑧)) to determine whether the input was synthetic (from 𝑝𝑔 ) or
drawn from the true data distribution 𝑝𝑑𝑎𝑡𝑎 . In essence, the discriminator and generator
play a two-player minimax game where 𝐷 is trained to maximize the probability of
assigning the correct label to both training examples 𝑥 and samples from 𝐺, while 𝐺 is
simultaneously trained to minimize log (1 − 𝐷(𝐺(𝑧))). Both of the 𝐺 and 𝐷 can be
arbitrary fully connected or convolutional neural networks (Goodfellow et al., 2014;
Radford, Metz, & Chintala, 2015).
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Figure 19. Schematics of a Generative Adversarial Net
3.4.3.3 Conditional GANs
If both the generator and discriminator are conditioned on any kind of auxiliary information
such as class labels or attributes of object, GAN can be extended to a conditional model.
The conditioning can be performed by feeding the auxiliary information 𝑦 into both 𝐺 and
𝐷 as additional input layer. As illustrated in Figure 20, in the generator the prior input noise
vector 𝑧 and 𝑦 are combined in joint hidden representation resulting in 𝐺(𝑧|𝑦), whereas in
the discriminator, 𝑥 and 𝑦 are presented as inputs and to a discriminative function resulting
in 𝐷(𝑥|𝑦) (Mirza & Osindero, 2014).

Figure 20. Schematics of a Conditional Generative Adversarial Net (cGAN)
In our case, we implemented a conditional GAN (cGAN) model that uses the extracted
feature vector as auxiliary information 𝑦. Our main goal was to build a cGAN and train it
using the extracted feature vectors from the FM dataset. By doing so, we can use the
generative part as the inverse function. Generator can take a synthesized virtual 1D sample
and combine it with a noise and build a 2D image when the cGAN converges.
3.4.4

Evaluation Metric

As discussed above, a generator model is not trained directly, and as a result, it requires
using a second GAN model, i.e. a discriminator model. While the discriminator tries to
find the differences between the real and fake samples, parameters of the generator model
will be updated. Therefore, there is no objective function or evaluation metric for the
generator model. As a result, there is no generally agreed upon evaluation metric to
evaluate a GAN model (Salimans et al., 2016).
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This poses the following challenges in building a GAN model:
1- There is no adequate criteria to stop the procedure of training a GAN model in an
optimal iteration.
2- There is no proper way to select generated images to show the capability of a GAN
model.
3- There is no common way to compare different architectures and configurations for
building a model.
Finding an objective evaluation for GAN models is still an open problem (Borji, 2019).
Therefore, many GAN researchers use manual assessment of generated images by the
model. In this process, a group of images are generated at the end of each run which are
then assessed for their quality and diversity based on their purposes (Borji, 2019). Except
that manual assessment, there are two main categories for evaluating a GAN model:
qualitative and quantitative evaluations, described as follows:
3.4.4.1 Qualitative GAN evaluation
Borji et al. listed the following five qualitative techniques to evaluate a GAN model (Borji,
2019).
Table 4. Qualitative techniques to evaluate a GAN model
1.Nearest Neighbors

To detect overfitting, generated samples are shown next
to their nearest neighbors in the training set

In these experiments, participants are asked to
2.Rapid Scene Categorization distinguish generated samples from real images in a
short presentation time (e.g. 100 ms); i.e. real vs. fake
3.Preference Judgment

Participants are asked to rank models in terms of the
fidelity of their generated images (e.g. pairs, triples)

4.Mode Drop and Collapse

Over datasets with known modes (e.g. a GMM or a
labeled dataset), modes are computed as by measuring
the distances of generated data to mode centers

5.Network Internals

Regards exploring and illustrating the internal
representation and dynamics of models (e.g. space
continuity) as well as visualizing learned features

Among these methods, “preference Judgment” which is basically the manual inspection of
images is the most commonly used one. As we are not using a qualitative metric to evaluate
our GAN, we have not provided any further explanation here.
3.4.4.2 Quantitative GAN Evaluation Metric
Quantitative metrics calculate a numerical score to evaluate the quality and diversity of
generated images. Borji et al has listed the following 24 items (Borji, 2019):
1- Average Log-likelihood
2- Coverage Metric
3- Inception Score (IS)
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4- Modified Inception Score (m-IS)
5- Mode Score
6- AM Score
7- Frechet Inception Distance (FID)
8- Maximum Mean Discrepancy (MMD)
9- The Wasserstein Critic
10- Birthday Paradox Test
11- Classifier Two-sample Tests (C2ST)
12- Classification Performance
13- Boundary Distortion
14- Number of Statistically-Different Bins (NDB)
15- Image Retrieval Performance
16- Generative Adversarial Metric (GAM)
17- Tournament Win Rate and Skill Rating
18- Normalized Relative Discriminative Score (NRDS)
19- Adversarial Accuracy and Adversarial Divergence
20- Geometry Score
21- Reconstruction Error
22- Image Quality Measures (SSIM, PSNR and Sharpness Difference)
23- Low-level Image Statistics
24- Precision, Recall and F1 Score
Among this list, two of them are widely used to evaluate GAN models, which are Inception
Score (IS) and the Frechet Inception Distance (FID) (Borji, 2019). Salimans et al. proposed
the inception score in 2016 (Salimans et al., 2016). The word inception in the name of this
metric comes from the name of deep model they used. They used a pre-trained deep neural
network model which was trained for image classification of generated images. In
particular, they used Inception V3 model proposed by Christian Szegedy et al. in 2016
(Szegedy, Vanhoucke, Ioffe, Shlens, & Wojna, 2016). To compute the IS, the probabilities
calculated in the outputs of classification model are summarized in a score for capturing
how much each image is similar to a known class and how diverse the set of images are
among the given classes. The higher the inception score, the better the quality of generated
images are.
The Frechet Inception Distance (FID) score was introduced by Heusel et al. in 2017
(Heusel, Ramsauer, Unterthiner, Nessler, & Hochreiter, 2017). This score is just the
improved version of IS, and “performs well in terms of discriminability, robustness and
computational efficiency” (Borji, 2019). FID uses the same model as inception score, i.e.
Inception V3. Heusel et al. used this pre-trained model to extract features of each image,
similar to what we did in the feature extraction section. These features were extracted from
a collection of real and generated samples. Next, the features for each real and generated
images are converted to a multivariate Gaussian distribution, and the distance between
these two distribution functions is computed by using Frecht distance, which is also called
Wasserstein-2 distance. The lower the value of FID, the more realistic images are
generated, which fit the statistical properties of real images.
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3.5 Results
3.5.1

Model Accuracy and Loss

To assess our modified VGG16 model, we computed the accuracy and loss values for both
training and validation sets, as shown in Figure 21. These results show that the final
accuracy of our model is around 75%.

Figure 21. Accuracy and loss for training modified VGG16
3.5.2

GAN

To make a stable cGAN, we employ a Deep Convolutional GAN or DCGAN (Radford et
al., 2015). DCGAN is a GAN in which the generator and discriminator are deep
convolutional neural networks. To build a cGAN, we started with building an
unconditional GAN. Unconditional DCGAN was chosen since we intended to modify the
same structure to build a conditional one. The GAN we built and applied to our FM dataset
is described as following.
The discriminator model takes as input one 28 × 28 grayscale image and outputs a binary
prediction as to whether the image is real (class = 1) or fake (class = 0). It is implemented
using the best practices for building a GAN such as exploiting the LeakyReLU activation
function with 0.2 slope, using 2 × 2 stride for down sampling, and the Adam version of
stochastic gradient descent with a learning rate of 0.0002 and a momentum of 0.5. A list of
some of the best practices for constructing a GAN can be found in (Radford et al., 2015;
Salimans et al., 2016). Also, to get familiar with different layers in a deep neural network,
please see (Goodfellow, Bengio, & Courville, 2016).
The following script shows our implemented code for discriminator in python.
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The generator model takes as input a point in the latent space (a noise that was created from
a univariate “normal” (Gaussian) distribution of mean 0 and variance 1) and outputs a
single 28 × 28 grayscale image. This can be obtained by utilizing a fully connected layer
to interpret the noise and provide sufficient activations that can be reshaped into many
copies (here 128) of a low-resolution version of the output image (e.g. 7 × 7). Then, this
was upsamples two times, doubling the size and quadrupling the area of the activations
each time using transpose convolutional layers. Again, the model was created by using the
best practices such as the LeakyReLU activation, a kernel size that is a factor of the stride
size, and a hyperbolic tangent (tanh) activation function in the output layer.
The following script shows our code to define the generator model. However, we have not
compiled it here, as it was not trained directly.

As the last step, we defined GAN model by using these generator and discriminator models.
This model will be used to train the model weight in the generator employing the output
and error calculated by discriminator model. The discriminator model will be trained
separately, so we marked its weights as not trainable in the GAN model. Therefore, we can
make sure that only the weights of the generator model are updated.
This larger GAN model takes as input a noise vector. Then, it uses generator model to
generate an image. This generated image will be fed as input to the discriminator model.
Finally, discriminator will classify it as real or fake.
The following script shows our Python code for the GAN model.
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After building our model to generate new samples for FM dataset, we trained the model
with a batch size of 128 and 100 epochs. This means the program runs 100 times for all
60,000 images in FM dataset. Also, it will break down each iteration to 60,000/batch size.
Consequently, there are 60,000/128 = 468 steps in each epoch. In addition, the size of
noise vector fed to the generator was set to 100.
Once these steps were completed, the generator model was saved. Then, the noise vector
was fed 100 times into it to generate 100 new images. The synthesized images are
demonstrated in Figure 22.

Figure 22. Example of 100 Generated items of Clothing using an Unconditional GAN
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In this case, we can observe a range of clothing items such as shoes, sweaters, and pants.
Despite not being perfect, most synthesized images look quite plausible and realistic, as
they seem to have come from the FM dataset.
Our next goal was to modify this unconditional GAN and create a cGAN. The detailed
structure of our conditional generator is plotted in Figure 23. There are several question
marks in this structure which indicate that first dimension is not fixed in the graph, and it
can vary between run calls.
In this model, we can see the 100-element point of noise as one of the inputs to generator
model (left). It then resized and reshaped to the form of a 7 × 7 × 128 signal. In addition,
our extracted feature vectors with length of 4 (right) as the second input. It also resized and
then reshaped to the form of a 7 × 7 × 1 signal. The concatenation of these two signals is
shown in the center. The reminder of the model is the same as the unconditional model.
In addition, the structure of conditional discriminator is brought in Figure 24. You can see
there are two inputs for this model. First, the extracted feature vector that passes through
dense and reshaping layer (left) and the image (right). The combination of these two feature
map to a two-channel 28 × 28 image is in the middle. The rest of the model is the same as
the discriminator built in the previous step.
Then, we used the same GAN model designed in the last step to complete our conditional
GAN. Furthermore, we used the same amount of epoch and batch size to train our model.
However, unfortunately after some iterations, we saw that the model diverged. Figure 25
shows this divergence. In this picture, 𝑑1 is the loss of discriminator model for real
samples, 𝑑2 is the loss of discriminator for fake samples, and 𝑔 is the loss of generator
model.
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Figure 23. Conditional Generator cGAN Model
Normally, discriminator loss for a stable cGAN/GAN for real and fake samples is about
the same at or around 0.5, and loss for the generator is slightly higher between 0.5 and 2.0.
Also, variance of generator and discriminator loss should be moderate (Brownlee, 2019).
However, in our model we observed that 𝑑1 and 𝑑2 are approaching to zero after around
150 batches, and g is continuously increasing.
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Figure 24. Conditional discriminator model
The failure that has happened for our model is one of the well-known two failures of GAN
models, known as Convergence failure. Since generator and discriminator are playing a
sum-zero game, this failure means that they can not find an equilibrium. In the most cases
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this failure is due to the low quality of generator output that can be recognized easily by
discriminator.

Figure 25. Divergence of our model
In convergence failure, all of these conditions holds:
•
•
•

The loss of discriminator falls down to zero or a values close to zero
The loss of generator might continue to raise
The generator is synthesizing low quality samples, which can be simply recognized
by discriminator.

Radford, et al. brought together some empirical hints for training stable GAN (Radford et
al., 2015). Their hints remains highly suggested as a starting point to build a GAN model.
Below provides a summary of their hints that stated in their paper:

Although we consider most of their hints in building our model, our model still does not
converge. Converging of DCGANs is one of the hot topic research activities of AI scientists
these days. If you look at new published journal and conference papers, you can see that
the remarkable of them are done in this topic. We are still exploring new hints between
these new published papers to find a way to make our model stable.
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3.6 Discussion and Conclusion
GANs are generally unstable models (Kodali, Abernethy, Hays, & Kira, 2017). This is
because generator and discriminator models are competing in a zero-sum game during the
training stage. Therefore, as one model improves, the performance of the other one will
degrade. Therefore, the training process becomes very unstable, which often leads to
failure. For example, a generator can end up generating the same image all the time or even
produce a nonsense image. Based on our initial analysis, it seems that we are facing the
later problem during our training process. There are a number of heuristics or best practices
(called “GAN hacks“) proposed by practitioners and scientists that can be employed when
configuring and training GAN models (Radford et al., 2015; Salimans et al., 2016).
Although we applied some of those hacks to our GAN model, we have not been able to
make the designed model converge. We will continue exploring different approaches to
make a stable GAN.
One of the key steps toward stabilizing a GAN model is to use cGAN instead of
unconditional GAN. Using an unconditional GAN to synthesize new samples is not an
effective approach, mainly because the size of a 3D ultrasound image (typically over
250 × 250 × 250 pixels) is relatively much larger than the size of the input noise (in our
case 100 points). Consequently, the designed model would need to determine a lot of
unknown values, which is computationally very expensive. Likewise, the degree of
freedom would be prohibitively high. Thus, the chance of building a stable GAN will
decrease. However, by employing cGAN, one can take advantage of an auxiliary
information to generate new samples, with smaller degree of freedom, which may result in
a more stable GAN model.
Our ultimate goal is to create a fully-automated method to segment placental and fetal
structures from 3D ultrasound images. To that end, we decided to take advantage of data
driven modeling methods, more specifically, machine and deep learning algorithms.
However, in a regular machine learning algorithm, thousands of samples are needed to
train a segmentation model that can reach a reliable accuracy close to human. This is
particularly challenging, since collecting clinical ultrasound data requires significant
efforts and it is very time-consuming and expensive. Therefore, we proposed a novel
approach to synthesize virtual samples of ultrasound images that could be used to increase
the learning accuracy of an automated segmentation model. Since it would be simpler to
apply virtual sample generators to 1D datasets, we developed a technique to convert an
ultrasound image to a 1D signal and vice versa, which could then be used for virtual sample
generation. To do the forward conversion, we adapted a pre-trained deep learning neural
network model (VGG16) to encode a high dimension signal to a smaller fixed-length
vector. In addition, due to the lack of high volume of clinical 3D ultrasound fetal images
(we only had 6 annotated ones), we decided to use a benchmark 2D dataset for the purpose
of proof of concept. We chose to use the Fashion MNIST dataset, since it contains smallsize images which makes the training time significantly shorter. To do the backward
conversion (1D signal to an image), we applied generative adversarial networks (GAN).
More specifically, we created a conditional GAN and used deep convolutional neural
network to build our model. The details of both generator and discriminator models were
discussed above. Since the generator and discriminator models compete in a zero-sum
game, improvement in one has the expense of degrading the other one, which typically
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results in instability. Unfortunately, our model has failed to converge so far. However, we
continue working on it to achieve full convergence.
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4. Future Work
Below is a list of future work for this project:
1- Stabilizing designed cGAN model.
2- Completing the steps discussed above in order to synthesize virtual 3D ultrasound
images.
3- Applying different method for generating dependent features in VSG algorithm.
4- Using synthetic data to build a deep segmentation model to automatically segment
different fetal structures in 3D ultrasound images.
5- Exploring the relationship between the size and the shape of different segmented
structures and the health of born infants to find potential biomarkers that could be
used to assess the fetal health.
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