Multilevel ensemble-based data assimilation (DA) as an alternative to standard (single-level) ensemble-based DA for reservoir history matching problems is considered. Restricted computational resources currently limit the ensemble size to about 100 for field-scale cases, resulting in large sampling errors if no measures are taken to prevent it. With multilevel methods, the computational resources are spread over models with different accuracy and computational cost, enabling a substantially increased total ensemble size. Hence, reduced numerical accuracy is partially traded for increased statistical accuracy. A novel multilevel DA method, the multilevel hybrid ensemble Kalman filter (MLHEnKF) is proposed. Both the expected and the true efficiency of a previously published multilevel method, the multilevel ensemble Kalman filter (MLEnKF), and the MLHEnKF are assessed for a toy model and two reservoir models. A multilevel sequence of approximations is introduced for all models. This is achieved via spatial grid coarsening and simple upscaling for the reservoir models, and via a designed synthetic sequence for the toy model. For all models, the finest discretization level is assumed to correspond to the exact model. The results obtained show that, despite its good theoretical properties, MLEnKF does not perform well for the reservoir history matching problems considered. We also show that this is probably caused by the assumptions underlying its theoretical properties not being fulfilled for the multilevel reservoir models considered. The performance of MLHEnKF, which is designed to handle restricted computational resources well, is quite good. Furthermore, the toy model is utilized to set up a case where the assumptions underlying the theoretical properties of MLEnKF are fulfilled. On that case, MLEnKF performs very well and clearly better than MLHEnKF.
Introduction
The parameter functions entering the reservoir model equations are uncertain, and sound decision-making therefore requires that available data are utilized to reduce and quantify the uncertainty in the models. Ensemble-based data assimilation (DA) methods, such as the ensemble Kalman filter (EnKF) [11] , have therefore become popular for automated reservoir history matching [2, 39] . A range of ensemblebased methods have been introduced in the literature (see, e.g., [4, 5, 8, 9, 28, 29] ), and several papers have evaluated and compared different methods [10, 14-16, 30, 36] .
Ensemble-based methods rely on Monte Carlo (MC) estimates of the mean and covariance of the state vector. It is well known that the variance of the MC estimator can be large when the ensemble size is not sufficiently large. Moreover, with straightforward use of a standard ensemblebased method such as the EnKF, each member in the posterior ensemble is a linear combination of the members in the initial ensemble. Hence, the degrees of freedom are limited by the ensemble size. If a large amount of accurate data is available, there is typically insufficient degrees of freedom, resulting in problems such as spurious correlations and underestimation of variance, and in extreme cases, ensemble collapse.
To alleviate the problems arising from use of a too small ensemble size, localization [27] is often applied. With localization, a spatial region (the localization region) is defined for each observation, and only variables associated with a grid cell within the localization region are updated. Clearly, the definition of the localization region is essential for the success of this approach. Designing an appropriate localization region typically requires expert knowledge of the particular problem under investigation, and a significant amount of manual labor. More generic approaches to address problems arising from use of a too small ensemble size are therefore desirable. Even if such approaches are not expected to completely remove the need for localization for large cases, they may at least make localization more robust, in the sense that negative effects of not using an optimal localization region become less severe.
Such an alternative approach was recently proposed in [17] . Here, computationally less expensive reservoir simulations allowed for use of an increased ensemble size without increasing total computational cost. Computational savings were achieved by adaptive coarsening of the spatial simulation grid and simplistic upscaling of reservoir properties. That approach performed at least equally well as a standard approach with localization (using state of the art localization methods with optimized localization regions) on small-to medium-sized problems with varying characteristics.
There is a wide range of options for reducing computational complexity by using proxy simulators [23, 25, 32, 41, 43] . As an example, while [17] utilized coarsening of the spatial grid, an alternative approach would be to coarsen the temporal grid as in [26] . With all proxy models used in this fashion, there is a tradeoff between numerical and MC errors. In a statistical framework, this is manifested in the mean squared error, ρ, which equals the sum of the variance and the squared bias. A computationally inexpensive proxy model allows for an increase in ensemble size, which in turn reduces the variance. The bias will, however, increase since a computationally inexpensive proxy model is also (generally speaking) inaccurate. There will always be an optimal proxy-model accuracy level where ρ is minimized. It is, however, difficult to select the optimal accuracy level in advance. Moreover, many proxy models require off-line computations as part of the training. The total computational gain and optimal accuracy level can therefore be hard to estimate.
In this paper, we consider a class of methods where no a priori selection of proxy-model accuracy level is required. With multilevel methods, one utilizes a sequence of proxy models with varying levels of computational complexity and numerical accuracy. Various flavors of multilevel schemes have been introduced in a wide range of applications. This spans from methods used to solve systems of equations arising from discretizations of differential equations (see, e.g., [42] ) to methods used to solve parameter estimation problems [1, 6, 18, 21, 22, 26, 34, 35, 38] . We investigate a subclass of the latter typemultilevel ensemble-based methods for DA. In this context, the rationale for using multilevel methods is to utilize computationally less complex models to reduce variance while retaining computationally more complex models to reduce bias, hence, obtaining a small ρ.
The multilevel EnKF (MLEnKF) was introduced in [26] (see, also [6] ). MLEnKF utilizes the main idea in multilevel MC (MLMC) [19] to construct an unbiased estimator. It has been shown that, under certain assumptions (discussed in Section 3), MLMC outperforms MC (see, [19] ), while MLEnKF outperforms EnKF (see, [26] ), in bringing ρ below a given positive number. We note, however, that the validity of these assumptions will depend on the particular model under investigation, on the sequence of multilevel models used to approximate it, and on the computational resources available. The challenge of assessing the validity of the assumptions is pointed out in [20] .
In this paper, we want to assess if multilevel methods are suitable for reservoir history matching. Based on simple reasoning, we argue that the assumptions underlying MLMC and MLEnKF are difficult to satisfy for a typical reservoir history matching problem. A simple example illustrates this reasoning. We therefore propose a novel multilevel method, the multilevel hybrid EnKF (MLHEnKF), with alternative underlying assumptions. We argue that these assumptions are more likely to be valid for reservoir history matching.
We assess the model-specific assumptions underlying MLMC and MLEnKF, as well as the assumptions underlying MLHEnKF, for a toy model where we can easily control and design the structure of the associated multilevel sequence of approximate models, and for two selected reservoir models with associated multilevel sequences of approximate models. This leads to predictions of how MLEnKF and MLHEnKF will perform in history matching. Finally, we perform history matching with EnKF, MLEnKF, and MLHEnKF. When analyzing the history matching results, it is of interest both to assess which method that shows the better performance, but also to assess if the history matching results are in line with the abovementioned predictions. For the latter assessment, the toy model is especially useful since different multilevel sequences can easily be designed.
The rest of this paper is organized as follows. Section 2 briefly discusses basic (i.e., non-multilevel) methods, like MC estimation, ensemble-based DA, and Bayesian model averaging, to ease the description of the multilevel methods which follows in Section 3. Section 4 describes the reservoir models and the toy model used to assess the validity of the different assumptions underlying MLEnKF and MLHEnKF. Section 5 describes the setup of the numerical experiments, while Section 6 presents results from these experiments. Finally, in Section 7, we summarize the paper and conclude our findings. 
Basic methods

Monte Carlo estimation
The computational cost and variance of E (Y ) and C (Y ) are given by
where Q (Y n ) and V (Y n ) denote the cost and variance of a single realization, respectively, and Ω i,j denotes the element on the ith row and jth column of the scale matrix in the Wishart distribution for C (Y ) [37] . Later on, it will be useful to specify the size of the ensemble that the MC estimates are based on. In these cases, the notation E N (Y ) and C N (Y ) will be applied. We will also use the notation X N (Y ) to denote the MC estimate of X[Y ], where X is an unspecified statistics.
Ensemble-based data assimilation
Some ensemble-based methods assimilate all available data simultaneously while other methods separate data into groups and assimilate these sequentially. For our purpose, it will suffice to describe a single assimilation step of a basic ensemble-based method. In that case, the descriptions of the two options coincide.
Let Z n pr denote a prior-ensemble member, that is, a realization from the prior distribution of the state vector. The forecast ensemble, {Y n } N n=1 , is then obtained by running each ensemble member through the forward model,
Empirical estimates of the two first moments of the forecast distribution are obtained as E (Y ) and C (Y ), respectively. Let d n denote a realization of the data to be assimilated, let C d denote the covariance of the data errors, and let H denote a matrix where each element is either zero or one, designed to select those elements in Y corresponding to data positions. An arbitrary ensemble member after assimilation of the data, Z n , is then given by
where the Kalman gain is given by
Empirical estimates of the two first moments of the analysis distribution (i.e., the distribution after assimilation of the data) are obtained as E (Z) and C (Z), respectively. Even though we limit ourselves to a single assimilation step of a basic ensemble-based method in this paper, we remark that with sequential assimilation of more than one data group, the next step can be performed by substituting Z n for Z n pr in Eq. 6 and repeating the process described above.
In applied ensemble-based data assimilation, the user must alleviate problems arising from the use of a too small ensemble size. For reservoir history matching, distancebased localization is the most used technique. Here a localization matrix is multiplied element-wise with either the Kalman gain (8) matrix or the covariance matrix (2) . In this paper, we will localize the Kalman gain, and we will use a Gaspari-Cohn correlation function, centered at the data position, as localization matrix.
Bayesian model averaging
Assume that multiple numerical models, all forecasting the same quantity, are available. With Bayesian model averaging (BMA), one does not need to select a single model among several competing models. Instead, inferences are made utilizing all models. In general, the BMA method assumes that all the models are unbiased and predict the same quantity, albeit with different model assumptions. With S models, the law of total probability gives
where p (Y |M s ) is the forecast PDF based on model M s alone, and p (M s ) is the probability of model M s being the correct one. Hence, p (Y ) is a weighted average of the various forecast PDFs. The weights, p (M s ), might potentially be estimated from a training data set. The BMA expectation and covariance of Y can be obtained from the laws of total expectation and covariance, respectively, and are given in Appendix 1.
Multilevel methods
Let {M l } L l=0 denote a sequence of deterministic models such that the models M 0 , . . . , M L−1 approximate M L with increasing accuracy and computational cost. The models in the sequence will be denoted multilevel models, and we assume that M L is exact. Furthermore, let {Y l } L l=0 be a sequence of random variables such that Y l (ω) denotes the state vector of M l . Hence, the quantities Y 0 , . . . , Y L−1 approximate Y L with increasing accuracy and computational cost.
Multilevel Monte Carlo
Description
The multilevel Monte Carlo (MLMC) method utilizes the identity
to construct a multilevel estimator for X[Y L ]. To this end, let {N l } L l=0 be a sequence of positive integers, let {ω l } L l=0 be independent realizations of ω, and let {Y n l (ω l )} N l n=0 and {Y n l−1 (ω l )} N l n=0 be ensembles of realizations associated with Y l (ω l ) and Y l−1 (ω l ), respectively. The multilevel estimator may then be expressed as
Since X is an unbiased estimator for X, it follows from Eq. 10 that X ML (Y L ) is an unbiased estimator for
Inserting C for X leads to
while inserting E for X, defining Y n Δl (ω l ) = Y n l (ω l ) − Y n l−1 (ω l ), and utilizing the linearity of E (Y ), gives
Throughout, the subscript Δl denotes the difference between level l and l − 1.
Theoretical efficiency
The efficiency of the MLMC estimator, with optimally distributed computational resources (denoted by the superscript o), can be compared with the MC estimator by estimating the computational resources required to produce an estimate with a fixed MSE error, ρ = δ 2 . It is possible to present arguments for why
where Q o δ E ML (Y L ) and Q δ E (Y L ) denote the computational resources required by the MLMC and MC estimators, respectively (see Appendix 2 for more details).
In addition, Theorem 2.1 in [20] states that, under certain conditions on a geometric sequence of levels, ρ ML < δ 2 with computational complexity bounds depending on these conditions. Two of the conditions concern the monotonic increase and decrease with l of the upper bounds on Q n Δl and V n Δl , respectively
where c 1 , c 2 , γ , and β are positive constants (we refer to [20] for further details).
Expected efficiency for real applications
We are interested in assessing whether or not multilevel methods (where the selected multilevel structure of {M l } L l=0 will be defined in Section 4) are suitable for reservoir history matching. Giles [20] points out the challenge in assessing whether or not the assumptions of his Theorem 2.1 are valid for real applications. In addition, we remark that for many real applications, including reservoir history matching, Q δ E (Y L ) is so large that MC is currently impractical. For such applications, Eq. 14 does not ensure that MLMC would be practical either. In the following, we will therefore consider computationally less expensive alternatives to MLMC.
Multilevel EnKF
Description
MLEnKF can largely be described as EnKF with a multilevel Kalman gain (for full details of MLEnKF, we refer to [26] ). A brief summary of the main steps is given in Appendix 3.
Expected efficiency for real applications
The main idea of MLEnKF is inherited from MLMC. From the discussion in Section 3.1.2 and Appendix 2, it seems reasonable to assess whether or not V n Δl is monotonically decreasing with l for a particular problem in order to assess if one can expect MLEnKF to represent an improvement over EnKF for that problem (for the reservoir models we consider, Q n Δl will always increase monotonically). It is, however, evident that fulfilment of this condition is not sufficient to ensure that MLEnKF will perform well. Therefore, we state that models where this condition is fulfilled have a higher MLMC potential than models where it is not. We will perform numerical experiments to assess predictions obtained from evaluation of the MLMC potential.
The multilevel empirical covariance, C ML (Y L ), is central for the MLEnKF. It is unbiased, so its quality depends on the matrix of element-wise variances,
Since all elements in the sequence {ω l } L l=0 are independent, this matrix can be expressed as a sum of contributions from the individual terms on the right-hand side of Eq. 12
The main line of arguments in favor of MLMC in [20] is for small values of l, the computational cost is small, so a low variance in Δ l C N l (Y (ω l )) can be obtained by selecting a large N l . For large values of l, the variance in Table 1 Motivating example, bias, and variance for different levels
Variable Variance
For the latter argument to hold, M l and M l−1 must not differ too much. This requires that L is sufficiently large. Since some computational resources have to be distributed to each level, this in turn requires that R is sufficiently large. For many real applications, such as reservoir history matching, this may not be the case.
We will now provide a simple example with three different levels, and a realistic difference between M l and M l−1 (details regarding the numerical setup of this example are found in Appendix 4.1).
Let the empirical forecast cross covariance between simulated output at data locations and parameters be denoted by A, that is, A = CH T , where C denotes the empirical covariance of Y obtained by one of the methods considered. We assess the relative magnitudes of variances (level specific and level difference) by bootstrapping carried out using a sample of 2000 permeability realizations on each level, and with 1000 replicates. We assume that M 2 is the true model. Results obtained for the different levels when averaging the bootstrapped results over the matrix elements are summarized in Table 1 . Note that variances are presented as functions of the level-specific sample sizes. Hence, the averaged bootstrapped results can be obtained by inserting N 0 = N 1 = N 2 = 2000 in the table. The level-specific results for variance in Table 1 can be utilized to calculate ρ for the two different covariance estimation strategies as functions of total computational resources, R, utilizing (4) for EnKF, and Eq. 39 for MLEnKF. These functions are shown in Fig. 1 . To explain how to interpret the functions on the figure, let the available computational resources be expressed in terms of the number of simulations one can afford on the finest level. Since all calculations with EnKF are performed on the finest level, the numbers on the horizontal axis of Fig. 1 correspond directly to N 2 for EnKF. This is not the case for MLEnKF. Here, R must be distributed among the levels, and N 0 , N 1 , and N 2 correspond to optimal sample sizes (see Eq. 41). Figure 1 shows that EnKF has lower ρ than MLEnKF for all values of R. This example model is clearly not suitable for MLEnKF. From Table 1 , we see that the variance of Δ l A N l (Y (ω l )) is not monotonically decreasing, and the highest variance value is in fact from l = L.
Multilevel hybrid EnKF
Referring to Section 2.3 and Appendix 1, let s = l + 1 and let the L + 1 models be the multilevel models introduced in the first paragraph of Section 3. As with BMA, the involved models predict the same quantity (here, Y L ), but now with varying accuracy. Hence, contrary to BMA, all models but one are biased. The multilevel estimator to be described below will also be biased. The working hypothesis is that it may still be useful for problems where variance errors dominate the bias.
Description
Firstly calculate Y n l = M l Z n pr (18) for l ∈ [0, L] and n ∈ [1, N l ]. Then, let an arbitrary member in forecast ensemble number l be given by
where the terms inside the braces are included to ensure that
Empirical estimates of the two first moments of the forecast distribution are obtained from
Note that the expressions for E BA (Y L ) and C BA (Y L ) are very similar to those for the BMA estimators E BA (Y ) and C BA (Y ), derived in Appendix 1. The only difference (in addition to the change of indexing noted at the start of the current section) is that an unspecified weight, w l , has been substituted for p (M l ). The general idea of utilizing an empirical forecast covariance based on a weighted average of different empirical forecast covariances is not new. It was introduced in [24] , combining the EnKF with the 3DVAR method, and denoted a hybrid scheme. Since we utilize the same general idea (albeit in an entirely different manner), we denote the novel method the multilevel hybrid EnKF (MLHEnKF). While the notation used in Eqs. 20 and 21 is convenient to illustrate the relation to BMA, these expressions can also be written as
To specify w l , let us first consider what would happen if we select w l = p (M l ). Since we have assumed that M L is exact while M l ; l = 0, . . . , L − 1, are approximations to M L , this choice would have resulted in w L = 1 and w l = 0; l = 0, . . . , L − 1. Hence, only M L would have contributed to E MH (Y L ) and C MH (Y L ), and in that case, MLHEnKF would reduce to EnKF, which is clearly unwanted. Since we target situations where variance errors dominates bias, we aim for low values for
An arbitrary ensemble member after assimilation of the data is given by
where K MH is given by
Empirical estimates of the two first moments of the analysis distribution are given by E MH (Z L ) and C MH (Z L ). It is straightforward to show that when w l is given by Eq. 24, 
and
Since this is a new method, we include a simple flowchart in Fig. 2 to illustrate the algorithmic details. The number of levels used in the method is problem dependent and we cannot provide a general recommendation for this.
Expected efficiency for real applications
It is important to assess if bias or variance errors dominate when calculating C MH (Y L ) for typical reservoir history matching problems. It has been shown [13] that the magnitudes of the true correlations between parameters and simulated data play an important role regarding this issue. We will illustrate this by a toy example involving one case where the true correlation is zero and one case where the true correlation is high.
Consider two multilevel model sequences,
, with corresponding correlations at the different levels listed in Table 2 , and assume that the correlations at level 3 are true. Furthermore, assume that the computational costs for both model sequences increase monotonically with l, such that it is natural to let N l decrease monotonically with l, as in Table 2 . We estimate the true correlations for M 1 and M 2 in two ways. Firstly, we use MC results obtained with M 1 3 and M 2 3 with sample size N 3 . Secondly, Table 2 . The estimations are repeated a large number of times, allowing the kernel density estimates (KDEs) for the PDFs of the true correlations, shown in Fig. 3 , to be formed. Figure 3 a shows KDEs for M 1 . The PDF estimated with M 1 3 has a very high variance. The PDF estimated from weighted averages of results from {M 1 l } 3 l=0 has a much lower variance, but is biased. The bias in the latter PDF is, however, much smaller than the standard deviation in the former PDF. Figure 3 b shows KDEs for M 2 . The PDF estimated with M 2 3 has a moderately large variance. The PDF estimated from weighted averages of results from {M 2 l } 3 l=0 has a lower variance, but it is biased. The bias in the latter PDF is somewhat larger than the standard deviation in the former PDF.
The results in Fig. 3 indicate that one can expect MLHEnKF to perform better than EnKF on problems with weak true correlations, but not necessarily on problems with strong true correlations. Since real history matching problems with production data contains a large number of uncertain parameters and spatially sparsely distributed data, many true correlations between data and parameters will be weak, and hence, MLHEnKF is expected to perform better than EnKF on such problems.
Test models
We are interested in the applicability of multilevel DA methods to reservoir history matching, and consider two model reservoirs for testing purposes. For all reservoirs, the original simulation model corresponds to M L while {M l } L−1 l=0 represent approximations to M L where accuracy and computational cost increase with l. (See Section 4.1 for a specific description of the multilevel structure of {M l } L l=0 .) In addition, to evaluate the limitations of the methods, we consider a bivariate toy model where we can easily adjust the forecast bias and variance for {M l } L−1 l=0 (see Appendix 4.2 for details regarding the toy model).
Reservoir models
We consider a multilevel structure where {M l } L l=0 represent a sequence of reservoir-flow models such that M L denotes the flow model discretized on the original simulation grid, while {M l } L−1 l=0 denotes flow models discretized on coarser spatial grids. The grid resolution increases with l, and the grid is coarsened by merging Ψ grid cells in each coordinate direction, as illustrated in Fig. 4 for the case where L = 2 and Ψ = 2. Several of the reservoir-flow model input parameters may vary from grid cell to grid cell. Upscaling is required to represent these properties on the coarser grids. We utilize a simple local-local upscaling method (see, e.g., [7, 12] ), where the upscaled properties are found by proper averaging of the fine-cell properties. This scheme is exact only for one-dimensional, single-phase flow. We consider two-dimensional, two-phase flows, so the output from M l will be biased for l < L, and the bias will generally increase as l decreases. Note that this method for generating a sequence of reservoir-flow models is very fast and easily automated. Hence, we assume that no additional computational overhead is generated. More complex upscaling techniques, with potentially less bias, could be used to generate a multilevel sequence. Alas, increased accuracy comes with added computational online, or off-line, cost (see Appendices 4.3 and 4.4 for details on RM1 and RM2).
Numerical investigation
In Section 3.2.2, it was found that the MLMC potential of a model problem is expected to be important for the performance of MLEnKF, while Section 3.3.2 indicates that the relative magnitudes of bias and variance for a reservoir history matching problem are suitable for MLHEnKF. The numerical investigation has been designed with this in mind.
Firstly, we investigate the MLMC potential for all models by studying the variances of the matrix elements in the sequence {Δ l A N l (Y (ω l ))} L l=1 . Secondly, for the reservoir models, we estimate the ρ for the Kalman gain calculated using EnKF , MLEnKF, and MLHEnKF . Finally, we perform DA on all models using EnKF, MLEnKF, and MLHEnKF. We want to assess to what degree the predictions obtained by looking at the MLMC potential carry over to DA, and to assess if MLEnKF and/or MLHEnKF perform better than EnKF for reservoir history matching.
The MSE for the Kalman gain and the variance of the different terms in the MLMC estimator are unknown. To evaluate the MLMC potential and ρ, bootstrapping is therefore applied. For all models, N l = 2000 for each level. For RM1 and RM2, bootstrapping is performed with 5000 replicates of the ensembles at each level, while for the toy model, the bootstrapping is performed with 2000 replicates.
The DA part of the investigation takes into account that the total computational resources available in a real application to reservoir history matching are quite restricted. For such large cases, a direct link between the cost and the number of grid cells for each level exists. The governing equations of the reservoir-flow model are solved by an iterative scheme, where each iteration requires the solution of a system of linear equations. For large cases, the solution of the linear system is the dominating computational cost. Then, the computational cost of running the reservoir-flow 
model once, Q n l , is approximately proportional to the cost of solving the system of linear equations. This cost scales approximately as (G l ) ν , where G l denotes the number of grid cells in the simulation grid at level l, and the exponent ν ∈ [1.25, 1.5] [3] .
We will use this measure of computational cost for RM1 and RM2, and we set ν = 1.25 in all these experiments. Since Ψ has been specified earlier, and since {G l } 5 l=0 are easily calculated when Ψ is known, normalization with respect to Q n 5 results in
A description of the setup of the numerical experiments constituting the investigation follows, while results from the experiments are presented in Section 6.
To understand the behavior of the different multilevel DA methods, it is convenient to control the evolution of the level special-mean and variance. To this end, we design a multilevel family of bivariate toy models, 
Hence, m 1 is weakly correlated to the data while m 2 is strongly correlated to the data. We define the outcomes from M l for l ∈ [0, L − 1] by
where l is a level-specific error term. It is useful to define l such that one can relate the level-specific mean and variance to the high-resolution mean and variance via two control variables. To achieve this, we let
where θ l denotes a realization from N 0, γ l V (y L (m)) , N denotes the Gaussian distribution and V denotes the empirical variance. The variables μ l and γ l are then defined as the fractions of the level-specific empirical mean and variance to the high-resolution empirical mean and variance, respectively;
The Three different multilevel structures are defined; firstly, a case with low errors that decrease monotonically with l (low error), secondly, a case mimicking the structure of RM2 (reservoir error), and, finally, a case in between the low-error and the reservoir-error cases (medium error). The corresponding values of μ l and γ l are listed in Table 5 .
The reservoir-error case is established by selecting Y as a single reservoir-simulation output, the well oil production rate from P after 45 timesteps. We estimate {E (y l )} L l=0 and {V (y l )} L l=0 from the level-specific forecasts of RM2 by bootstrapping, and calculate μ l and γ l using Eqs. 55 and 56, thereby ensuring that the level-specific errors in the toy model have the same relative sizes as those of RM2.
In Fig. 16a , we plot the kernel density estimates (KDEs), calculated from 2000 runs, of the level-specific forecasts of the selected simulation output from RM2. The KDEs of the level-specific forecasts from the toy model ( Fig. 16b) shows that, with the estimated values for μ l and γ l , the multilevel structure of the toy model is similar to that of RM2. (In Fig. 16 , we plot KDEs only for l = 1, 3 and 5. However, KDEs for l = 0, 2 and 4 show similar behavior.) For reasons given in the first paragraph of Section 3.3.2, the toy model is designed such the correlation between m 1 and y is much smaller than between m 2 and y. Hence, variance dominates for m 1 while bias dominates for m 2 .
MLMC potential
We calculate Σ Δ l by bootstrapping, and since all elements in Σ Δ l are nonnegative, we gauge the MLMC potential by taking the mean over its elements, σ Δ l , for l ∈ [1, L].
MSE
Let Ξ 2 l denote the matrix of element-wise squared biases,
Here * denotes the method applied to calculate K. We calculate both Ξ 2 and Σ by bootstrapping.
Since all elements in Ξ 2 and Σ are nonnegative, we gauge their relative magnitudes by their respective means over the elements, ξ 2 and σ. The estimate of ρ is obtained by summing ξ 2 and σ.
Ensemble-based DA
We test EnKF, MLEnKF, and MLHEnKF on RM1, RM2, and the toy model with three different error sequences, { l } 4 l=0 , corresponding to low error, medium error, and reservoir error, respectively.
Toy model
We generate an ensemble of synthetic data for the DA by drawing from N (10, 0.1). All numerical experiments are run 50 times, and for each run, we store the mean of the analyzed state, facilitating calculation of the KDEs of the mean estimates.
To calculate {N o l } 5 l=0 , knowledge of {Q n l } 5 l=0 is required. In Section 4.2, we selected { l } 4 l=0 for the reservoir-error case to mimic the behavior of RM2. We therefore choose to mimic also the cost structure of RM2 (even though the true Q n l obviously does not change with l for the toy model), that is, we assume that the normalized level-specific costs are given by Eq. 29 for the reservoir-error case. We also keep the same cost structure for the low-error and medium-error cases, to be able to assess the effect on the estimation results of changes in error type for a fixed cost structure.
Reservoir models
We generate an ensemble of synthetic data for the DA by running M L with a reference permeability field drawn from the prior model, and adding random errors drawn from N (0, C d ), where C d is given as a diagonal matrix with elements given as the square of the standard deviation defined in Appendix 4.3.
We assume that the total computational resources available for each algorithm, EnKF, MLEnKF, and MLHEnKF, are proportional to the cost of running RM1/RM2 on level 5, that is, R = Q = N 5 Q n 5 . With application of EnKF to reservoir history matching, an ensemble size of 100 is common practice. We will therefore select N 5 = 100 for both RM1 and RM2. We will, however, also run RM1 and RM2 with N 5 = 10, and the reason is as follows. For RM1/RM2, G 5 = 3600, while grid sizes are O 10 5 − 10 6 for a field case. Since sampling errors generally increase with grid size and decrease with ensemble size, it is of interest to select a low N 5 for the problem we consider in order to better mimic the sampling errors for a field case.
Both MLEnKF and MLHEnKF will be run with the sequence of level-specific ensemble sizes,
when Q is fixed. We evaluate the quality of the results by comparing them to results from EnKF run on level 5 with an ensemble size, N * 5 = 5000, large enough to make sampling errors negligible, but which is unrealistic in real applications.
To test the effect of localization, we perform localized EnKF on RM1. To select the effective radius of the localization matrix, we perform the DA using a wide range of different radii. We then selected the radius that gave the best result. This technique is not possible for realistic cases and must be considered as an upper bound for the quality of localized EnKF . In addition, we perform localized MLHEnKF on RM2 with N 5 = 10.
To provide a fair evaluation of the methods, it is necessary to provide plots in the same color range. However, with a unified color range, some details might be missing from the plots. For this reason, we provide two plots of almost all the results, one plot with the unified color range and one with an automatically selected color range.
Numerical results
MLMC potential
Results for the toy model are given in Appendix 5.1. In summary, MLEnKF performs very well for the low-error case and poorly for all others. Figure 5 shows log 2 (σ 0 ), and log 2 σ Δ l for l ∈ [1, L] . Table 3 lists values for {N o l } L l=0 obtained by inserting the estimated values for σ 0 , {σ Δ l } L l=1 , and the 
obtained by inserting the estimated values for σ 0 , {σ Δ l } L l=1 , and the corresponding costs, into Eq. 43, and the calculated value for σ L into Eq. 4. Figure 5 shows that log 2 σ Δ l does not decrease monotonically when l increases for any of the reservoir models. Table 4 shows that the variance of MLEnKF is lower than that of EnKF for RM1 and comparable for RM2. In summary, MLEnKF cannot be expected to perform significantly better than EnKF for the reservoir models. Figure 6 shows the log 2 (ρ) of the Kalman gain for both reservoir models. MLHEnKF provides the most accurate (in terms of ρ) estimate of Kalman gain for the range of computational resources considered. Note that both MLEnKF and EnKF will asymptotically be more accurate than MLHEnKF since they are unbiased estimators. However, for standard computational resources, MLHEnKF will give the best result.
MSE
Ensemble-based DA
Toy model
Details regarding this experiment can be found in Appendix 5.2. As can be expected from Section 3.2.2 and Appendix 5.1, MLEnKF performs very well in the low-error case and poorly in the medium-error and reservoir-error cases.
As can be expected from Section 3.3.2, MLHEnKF performs better in estimation of the parameter that is weakly correlated to the data than in estimation of the parameter that is strongly correlated to the data. In a real reservoir history matching application with production data, most parameters will be weakly correlated to the data.
The toy model experiments indicate that MLMC potential is a good predictor of MLEnKF, and that MLHEnKF depends on correlation strengths. In summary, it is expected that MLHEnKF will outperform both EnKF and MLEnKF in a real reservoir history matching application with production data. Figure 7 a shows the reference log k(x) mean field, that is, the field obtained with EnKF and N 5 = 5000. Results in this paragraph other than the reference solution are obtained with computational resources corresponding to a normal ensemble size, N 5 = 100. Hence, the different methods use the same computational resources. Results obtained with MLHEnKF are similar to the reference solution in large parts of the reservoir, but the variance close to the wells is too high, and the region with reduced variance is too big. Results obtained with EnKF have too low variance in large parts of the reservoir, but captures the variance in the vicinity of the wells reasonably well. Localization increases the variance, but the results obtained with localized EnKF contain large overshoots and the structure is not similar to the reference solution. Results Small ensemble size Figure 9a shows the reference log k(x) mean field. Results in this paragraph other than the reference solution are obtained with computational resources corresponding to a small ensemble size, N 5 = 10. Figure 9 b-e show the log k(x) mean fields estimated with MLEnKF, EnKF, localized EnKF, and MLHEnKF, respectively. Results obtained with EnKF , localized EnKF , and MLEnKF are poor, while MLHEnKF performs quite well also for this tough test. Figure 10 a shows the reference log k(x) variance field, while Fig. 10 b-e show the log k(x) variance fields estimated with MLEnKF, EnKF, localized EnKF, and MLHEnKF, respectively.
Reservoir model 1
Normal ensemble size
Resultsobtained with EnKF have far too low variance almost everywhere, and localized EnKF has higher variance at several locations, but does not capture the structure of the reference solution, while results obtained with MLEnKF overshoot and undershoot at some locations. Results obtained with MLHEnKF are similar to those obtained in the previous paragraph with N 5 = 100, but with somewhat rougher structure.
Summary of results for RM1 Results obtained with
MLHEnKF are quite good, and outperforms both EnKF and the localized EnKF, both when computational resources . c-e Left plot is given with the reference solution color range, right plot is given with automatically generated color range correspond to normal and small ensemble sizes. In line with our expectations based on the discussion in the third paragraph in Section 6.3.1, MLEnKF performs poorly for both ensemble sizes.
Reservoir model 2
Normal ensemble size Figure 11a shows the reference log k(x) mean field. Figure 11 b-d show the log k(x) mean fields estimated with MLEnKF, EnKF, and MLHEnKF, Figure 12a shows the reference log k(x) variance field, while Fig. 12 b-d show the log k(x) variance fields estimated with MLEnKF, EnKF, and MLHEnKF, respectively. In broad terms, similar comments regarding the performances of the different methods as for RM1 with normal ensemble size apply also here. However, the MLHEnKF mean contain less structure for this example. Figure 13a shows the reference log k(x) mean field. Figure 13b -e show the log k(x) mean fields estimated with MLEnKF, EnKF, MLHEnKF, and localized MLHEnKF, respectively. Figure 14a shows the reference log k(x) variance field, while Fig. 14b -e show the log k(x) variance fields estimated with MLEnKF, EnKF, MLHEnKF, and localized MLHEnKF, respectively. Estimated means for EnKF and MLEnKF are significantly out of range in many locations, while estimated variances are significantly (EnKF) and severely (MLEnKF) out of range almost everywhere. Results for MLHEnKF are within the range of the reference solution and reasonably good. By adding localization to the MLHEnKF , theresult for the mean is improved, while the result for the variance is worsened by the localization.
Small ensemble size
Summary of results for RM2 MLHEnKF outperforms both
EnKF and MLEnKF. MLHEnKF results are, however, not quite as good as for RM1. This probably reflects that bias is larger for RM2 than for RM1, due to errors induced by grid coarsening and upscaling of the fault present in RM2 in models M 4 -M 0 . In the small ensemble case, it was shown that adding localization to MLHEnKF affects the results.
Summary and conclusions
Multilevel ensemble-based DA methods were considered as an alternative to standard (single-level) ensemblebased DA for reservoir history matching problems. While standard ensemble-based DA methods become unreliable . c-e Left plot is given with the reference solution color range, right plot is given with automatically generated color range for applications with restricted computational resources, the multilevel approach aims to retain both high statistical accuracy and numerical accuracy by combining the different levels in a multilevel numerical model. In this paper, we investigated two multilevel ensemble-based DA methods, one previously published, the MLEnKF, and one novel method, the MLHEnKF.
The expected efficiency of the two multilevel methods relied on the sequence of multilevel approximations for the Fig. 14 RM2. Estimated log k(x) variance. Computational resources corresponding to N 5 = 10. c-e Left plot is given with the reference solution color range, right plot is given with automatically generated color range different multilevel models. Based on this, we formulated predictors of the DA results from the two multilevel methods. To test these predictors, we investigated a toy model with a controllable multilevel sequence. However, our main focus was reservoir history matching, and we also investigated the multilevel sequence of two multilevel reservoir models. Following the investigation of expected efficiency, we performed history matching for the toy model and the reservoir models.
The numerical investigation showed that MLHEnKF consistently outperformed the standard (single-level) ensemble-based DA for reservoir history matching. The discussion of expected efficiency explained the reasons for this result. For problems with low true correlation between the parameter and data, where the bias effect was smaller than the variance effect, MLHEnKF gave good results, while for models where the multilevel correction variance, σ Δ l , was monotonically decreasing, the MLEnKF gave superior result. Hence, depending on the multilevel model, different multilevel methods may be optimal. The numerical investigation showed that MLHEnKF was suitable for the multilevel reservoir model used in this paper.
Other multilevel reservoir models, more suitable for MLEnKF, can be designed. To achieve a satisfactory evolution of σ Δ l , there can only be a small numerical difference between the model approximations at level l and at level l − 1. However, to ensure that first levels of the multilevel model are cheap, while restricting the size of the total amount of levels (L), the difference in computational cost of two consecutive levels must be sufficiently large. For the type of multilevel reservoir models considered in this paper, a significant difference in computational cost also gives a large difference in numerical accuracy. A satisfactory evolution of σ Δ l can therefore only be achieved if L is sufficiently large. This will, in turn, require that the total available resources is sufficiently large, which is not possible for real applications such as reservoir history matching where the computational resources are restricted.
Since it is difficult to imagine multilevel reservoir models with small L and satisfactory evolution of σ Δ l , the MLHEnKF seems to be more suitable than MLEnKF for reservoir history matching. Most of the parameters in the reservoir model are weakly correlated to the data, and we have demonstrated that for a relatively simple multilevel model, the MLHEnKF gives the most accurate estimate of the Kalman gain, with reasonable computational resources available.
In this paper, we have focused on the original algorithms without localization. However, depending on the complexity of the problem and the available computational resources, all methods investigated could benefit from a correctly implemented localization. This was demonstrated for the EnKF for RM1, and for MLHEnKF for RM2. Note, since the statistical accuracy is higher for the multilevel methods, localization is expected to become more robust, i.e., negative effects of not using an optimal localization region becomes less severe. Combining the multilevel DA with localization on large cases is a possible topic for future work. 
Appendix 1. Bayesian model averaging
The expectation and covariance of Y is obtained from the laws of total expectation and total covariance, resulting in (see, e.g., [33] ) 
where N Σ = S s=1 N s .
Appendix 2. Multilevel Monte Carlotheoretical efficiency
Since all elements in the sequence {ω l } L l=0 are independent, V[E ML (Y L )] can be expressed as a sum of contributions from the individual terms on the right-hand side of Eq. 13
The computational cost involved in evaluating E ML (Y L ) is
Let δ denote a real number, and let Q δ denote the computational cost required to achieve V[E * (Y L )] = δ 2 , where the subscript "*" can denote either MC or MLMC. Furthermore, let {N o l } L l=0 be the optimal sample sizes for MLMC, that is, those that minimize V[E ML (Y L )] under the constraint that Q δ (E ML (Y L )) = κ is fixed. One may then show (see, e.g., [20] ) that the optimal ensemble sizes are given by
where the shorthand notation Q n 0 has been introduced to denote Q(Y n 0 (ω 0 )), and so on. The corresponding cost and minimized variance my be expressed as
respectively. Let R denote the total available computational resources. Inserting Eqs. 42 into 41 and assuming that κ = R, the optimal ensemble size for level l can be given as
Giles [20] presents arguments for why
in the two extreme cases where either Q n 0 V n 0 or Q n ΔL V n ΔL dominates the other terms, such that either
Appendix 3. Multilevel EnKF
With MLEnKF there will be L forecast ensembles, and two corresponding (but otherwise arbitrary) ensemble members in forecast ensembles number l − 1 and l are given by
Y n l (ω l ) = M l (Z n pr (ω l )).
Empirical estimates of the two first moments of the forecast distribution are obtained as E ML (Y L ) and C)ML(Y L ), see, Eqs. 13 and 12. The corresponding ensemble members after assimilation of the data are given by
where the multilevel Kalman gain is given by
Empirical estimates of the two first moments of the analysis distribution are obtained as E ML (Z L ) and C ML (Z L ), respectively. It has been shown [26] that E ML (Z L ) and C ML (Z L ) converge to the KF analysis mean and covariance in the case where N l → ∞ for all involved values of l. Hence, the MLEnKF is an unbiased estimator for the KF.
Appendix 4. Numerical models
Motivating example
A square 2D reservoir with slightly compressible two-phase flow of oil and water is modelled. M L is discretized on a 90 × 90 grid, while the approximate models are generated with L = 2 and Ψ = 3. Here Ψ denotes the number of grid cells that are merged in each coordinate direction during coarsening. The permeability field, k(x), on the 90 × 90 grid is considered as the unknown parameter function, while porosity is modelled as homogeneous and equal to 0.4. The prior model for k(x) is Gaussian with mean 3.5 × 10 −13 m 2 and covariance generated from a spherical variogram model with standard deviation 3.7 × 10 −14 m 2 and range 10 grid cells. Furthermore, the anisotropy ratio is 0.5, and the main principal anisotropy axis is along the horizontal axis. A realization from the prior model is shown in Fig. 15a , while its representations on level 1 and level 0 are shown in Fig. 15 b and c, respectively .
The reservoir contains a five-spot well pattern with an injector in the center and producers in each corner. The water injection rate is set to 0.003m 3 /s and the production wells operate at a constant pressure of 25 × 10 6 Pa.
The flow equations are solved by the SimSim [31] reservoir simulator. The four production rates and the BHP in the injector are measured every 30 days for 240 days, starting at day 10. Hence, there are 40 measurements available altogether. The level-specific computational cost, Q n l , is gauged by the wall-clock time for runs on the different levels. Normalization with respect to Q n 2 results in
Toy model
To understand the behavior of the different multilevel DA methods, it is convenient to control the evolution of the level special-mean and variance. To this end, we design a multilevel family of bivariate toy models, {M l } L l=0 . Let (52)
Hence, m 1 is weakly correlated to the data while m 2 is strongly correlated to the data. We define the outcomes from
where l is a level-specific error term. It is useful to define l such that one can relate the level-specific mean and variance to the high-resolution mean and variance via two control variables. To achieve this we let
where θ l denotes a realization from N (0, γ l V(y L (m))), N denotes the Gaussian distribution and V denotes the empirical variance. The variables μ l and γ l are then defined as the fractions of the level-specific empirical mean and variance to the high-resolution empirical mean and variance, respectively; Three different multilevel structures are defined; firstly, a case with low errors that decrease monotonically with l (low error), secondly, a case mimicking the structure of RM2 (reservoir error), and, finally, a case in between the low-error and the reservoir-error cases (medium error). The corresponding values of μ l and γ l are listed in Table 5 .
The reservoir-error case is established by selecting Y as a single reservoir-simulation output, the well oil production rate from P after 45 timesteps. We estimate {E(y l )} L l=0 and {V(y l )} L l=0 from the level-specific forecasts of RM2 by bootstrapping, and calculate μ l and γ l using Eqs. 55 and 56, thereby ensuring that the level-specific errors in the toy model have the same relative sizes as those of RM2.
In Fig. 16a , we plot the kernel density estimates (KDEs), calculated from 2000 runs, of the level-specific forecasts of the selected simulation output from RM2. The KDEs of the level-specific forecasts from the toy model ( Fig. 16) shows that, with the estimated values for μ l and γ l , the multilevel structure of the toy model is similar to that of RM2. (In Fig. 16 , we plot KDEs only for l = 1, 3 and 5. However, KDEs for l = 0, 2 and 4 show similar behavior.) For reasons given in the first paragraph of Section 3.3.2, the toy model is designed such the correlation between m 1 and y is much smaller than between m 2 and y. Hence, variance dominates for the m 1 while bias dominate for m 2 .
Reservoir model 1
A square 2D reservoir with compressible two-phase flow of oil and water is modelled. M L is discretized on a 60 × 60 grid, while the approximate models are generated with L = 5 and Ψ = 2. The log permeability field, log k(x), on the 60 × 60 grid is considered as the unknown parameter function, while porosity is modelled as homogeneous and equal to 0.2.
The prior model for log k(x) is Gaussian with mean 5 and covariance generated from a spherical variogram model with standard deviation 1 and range 30 grid cells. Furthermore, the anisotropy ratio is 0.33, and the main principal anisotropy axis is rotated 45 degrees counterclockwise with respect to the positive horizontal axis.
The reservoir contains a producer (P) in the lower left corner, and an injector (I) in the upper right corner. Both wells are controlled by the bottom hole pressure (BHP), with a target of 27.5×10 6 Pa for the injector and 10.3×10 6 Pa for the producer. Figure 17 a shows a realization from the prior log permeability model, along with the positions of the wells.
The flow equations are solved by the commercial reservoir simulator ECLIPSE [40] . There are 80 report steps, and at each step, the oil production rate from P and the water injection rate from I are reported. Hence, there are 160 measurements available altogether. The standard deviation is defined as 20% of the observed values.
Reservoir model 2
Reservoir model 2 (RM2) (Fig. 17b) is an exact copy of Reservoir model 1 (RM1), except that in RM2 an impermeable fault from the lower right corner to the upper left corner, ending five grid cells from the boundaries, is present in the reservoir. The fault makes the upscaling procedure more challenging, and is added to introduce more bias in {M l } L−1 l=0 . The flow equations are solved by ECLIPSE and the data setup is as for RM1. Figure 18 shows log 2 (σ 0 ), and log 2 (σ Δ l ) for l ∈ [1, 5] . Table 6 lists values for {N o l } 5 l=0 obtained by inserting the Fig. 18 log 2 (σ 0 ), and log 2 σ Δ l versus l for l ∈ [1, L] for Toy model. Solid curve: low error, dashed curve: medium error, dotted curve: reservoir error estimated values for σ 0 , {σ Δ l } 5 l=1 , and the costs in Eqs. 29, into 44. Table 7 lists values for V o κ (E ML (Y L ))/V o κ (E(Y L )) obtained by inserting the estimated values for σ 0 , {σ Δ l } 5 l=1 , and the costs in Eqs. 29, into 43, and the calculated value for σ 5 into Eq. 4. Figure 18 shows that log 2 (σ Δ l ) decreases monotonically when l increases in the low-error case, while σ Δ l does not show systematic behavior in the two other cases. Table 6 shows that considerably more computational resources can be distributed to the lower levels in the low-error case than in the two other cases. Table 7 shows that the variance of MLEnKF is orders of magnitude lower than that of EnKF in the low-error case, while it is comparable to that of EnKF in the two other cases. Figure 19 shows KDEs for m 1 obtained with 50 mean values from the analyzed ensemble. Figure 19 a shows results obtained in the low-error case. MLEnKF approximates the true posterior very well, while MLHEnKF approximates the true posterior clearly better than EnKF, but clearly not as well as MLEnKF. Figure 19 b and c show results obtained in the medium-error and reservoir-error cases. Here, MLEnKF and EnKF both perform poorly. MLHEnKF is biased, particularly in the reservoir-error case, but the variance is small and closer to the true posterior when comparing with the other methods. Figure 20 shows KDEs for m 2 obtained with 50 mean values from the analyzed ensemble. Figure 20 a shows results obtained in the low-error case. MLEnKF approximates the true posterior clearly better than EnKF, which does not perform well, while MLHEnKF performs worse than EnKF. Figure 20 b and c show results obtained in the medium-error and reservoirerror cases. EnKF approximates the true posterior slightly better than MLEnKF and MLHEnKF, which both perform poorly. 
Appendix 5. Numerical results-toy model
MLMC potential
Ensemble-based DA
