Let n 3, Ω ⊂ R n be a domain with 0 ∈ Ω, then, for all u ∈ H 1 0 (Ω), the Hardy-Sobolev inequality says that
Introduction
Let n 3 and 0 ∈ Ω ⊂ R n be a domain. Then the classical Hardy-Sobolev (HS) inequality [9, 15, 16, 22] states that, for all u ∈ W 1,p 0 (Ω),
and (n − p/p) p is the best constant in (1.1) and it is never achieved. In view of this, is there scope for improving this inequality by replacing the zero term by some nontrivial functional of u in (1.1)? Recently, there has been considerable interest in this question and one of the important improvements was obtained by Brezis and Vasquez [8] . They showed that if Ω is a bounded domain, then there exists a C > 0, such that, for all u ∈ H 1 0 (Ω),
Furthermore, if λ(Ω) denotes the best choice of C in (1.2), then λ(Ω) is never achieved. Again we can ask whether there is a scope for further improvement of this inequality. In this direction Brezis and Vasquez raised the following question:
What is the best possible remainder term one can expect of (1.2)?
Recently, this question was answered in [4] [5] [6] 11] , where the following inequality was proved.
Let Ω be a bounded domain and 1 < p n. Let R be sufficiently large. There then exists a C > 0 depending on n, p and R such that
for every u ∈ W 1,p 0 (Ω) if and only if γ 2 for 1 < p < n, n for p = n.
Moreover, for γ = 2, the right-hand side of (1.3) can be improved by adding an appropriate finite or infinite series. It was shown in [3] that if p = 2 and γ = 2, then C = 1 4 , and if p = n and γ = n, then C = ((n−1)/n) n is the best constant for (1.3). These results were extended in [1, 2] to spaces W 1,p (Ω). The perturbed eigenvalue problem corresponding to the Euler-Lagrange equations associated to (1.3) was studied in [2, 3, 17] . Here one can find the condition on the perturbed coefficient in order to guarantee the existence of an eigenvalue of the corresponding operator in W
with Neumann boundary condition. Our interests in this are twofold. For the sake of simplicity, first consider p = 2.
(i) What is the analogous HS inequality if we replace |∇u| 2 by a general bilinear form a(u, u) =
coming from a positive definite matrix ((a ij (x)))?
(ii) What is the analogous HS inequality if we replace |∇u| 2 by l j=1 |Z j u| 2 , where the Z j are smooth vector fields?
Motivation
Before stating the main results, we will illustrate the proof of the classical HS inequality using the fundamental solution of the Laplacian. This is the main philosophy we adopt to obtain our main results in the next section.
Let Ω ⊂ R n , n 3, be a domain and let 0 E be a fundamental solution of −∆, i.e.
Perspectives
We extend the HS inequalities for general second-order elliptic operators in the divergent form. We also extend it to the case of the sub-Laplacian coming from the Heisenberg group. Finally, note how to extend these equalities on general Riemann manifolds.
Main results
Let 1 < p n and 0 ∈ Ω ⊂ R n be a bounded domain with smooth boundary. Let A = ((a ij (x))) be a symmetric positive definite matrix with a ij ∈ C 1 (Ω). For u, v ∈ C 1 (Ω), define the gradient norm associated to A by
and let E p be a fundamental solution of L p [7, 12, 13] given by
Then, by the maximum principle and regularity results of [10, 20, 21] , it follows that there exists a σ, 0 < σ < 1,
As in [5, 6, 11 ], for 0 s 1, define
Let 0 ∈ Ω 1 ⊂⊂ Ω and R > 0 be such that
is a Lipschitz manifold of dimension n − 1. Define
10)
We then have the following theorem. 
Next we generalize the HS inequality to the sub-Laplacian operator defined on the Heisenberg group H n = R n × R n × R. Here the sub-Laplacian is a hypoelliptic operator and the corresponding gradient norm is given by the sum of the squares of left-invariant vector fields (for details see [19] ). In order to state the main result, we now recall some definitions, notation and properties related to the Heisenberg group:
. Then the group law is defined as
where ·, · denotes the Euclidean inner product in R n . The left-invariant vector fields are given by 
(Ω) in the norm (2.21). Before starting on the main result, we recall some properties of L p , and they will explain why the weight |z| 2−p has to be taken in the definition of F S
(2.23)
the HS-type inequality is given by
(2.27)
Proof of the theorems
We need to prove some preliminary lemmas first. 
Proof. From the definition we have the following identities.
3)
On Σ R , we have ρ = R and hence
From (3.3)-(3.6) we get
Let ν 0 denote the exterior normal on the boundary of E > R. This is given by
Since h k (0) = 0 and E(0) = ∞, we have ω k+1 (0) = 0. Hence, from the above identity, we have
This proves the lemma.
The proof of the following lemma follows exactly in the same manner as that of lemma 3.1. Hence, we state it without proof. Lemma 3.2. Let 0 ∈ Ω 1 ⊂⊂ Ω and 1 < p n. With the same notation as in the previous lemma, for ω 1 ∈ C 1 (Ω), define the new sequence,
We now recall the following elementary inequality (see, for example, [4] ): let 1 < p < ∞ and x ∈Ω. For α, β ∈ R n , define
Then, given M > 1, there exist positive constants µ 1 and µ 2 , such that, for all α, β ∈ R n , x ∈Ω with |α| A = 1, we have 
and hence from (3.12)-(3.14) we have
Hence,
and equal to zero if and only if u ≡ 0. This proves (2.12). Let 2 p n. Then, from (3.12), we have, for some constant
Since v = u = 0 on ∂Ω, ω 1 = 0 on ∂Ω. Hence, from lemma 3.1, for any k we obtain
Combining this with (3.15) proves (2.13). Again, with the same method as above (for 2 p n), (2.14) follows from lemma 3.2. .13), there exist constants µ 1 and µ 2 such that
where
Now regularize E and v by
, and ∂Ω ε is transversal to Γ , where
Let ν + and ν − denote the unit outward normals to ∂Ω + ε and ∂Ω − ε , respectively, with respect to the common boundary Γ . Then ν + = −ν − . From (3.17) and (3.18) we now have
Now from (3.3) we have
This gives us
Substituting this into (3.19), we obtain
Hence, 
Then, by direct calculation (see [19] ), there exists a c ∈ R such that
There exists a C 1 = C 1 (n, p, R) such that, from (3.25),
Hence, from (3.26) we have
Interior and boundary Hardy-Sobolev-type inequalities
Here we consider extensions in which we make use of distributions that need not be a fundamental solution. For example, let L be the second-order elliptic operator in divergence form and let ∇ L be the associated gradient with respect to L. Let µ be a measure in Ω.
Then we can obtain an analogous HS-type inequality by considering
For example, we take µ =
for an appropriate constant c. This satisfies (i)-(iii). Then, for all u ∈ C 1 0 (Ω), we have
is the best constant and is never achieved. Next we can also combine the interior and boundary HS-type inequalities. For example, let Ω be a ball, B(R), of radius R and let A = ((δ ij )) 1 i,j n and p = 2, n 3. Then
Then the HS inequality (2.12) implies that, for all u ∈ H 1 0 (B(R)),
and it is easy to show that n − 2 2 2 is the best constant and is never achieved. This inequality combines both the interior and the boundary HS inequalities. 
Extension to non-compact manifolds
Let (M, g) be an open Riemannian manifold without boundary. Again for 1 < p n, if there exists a fundamental solution E p (as in the Euclidean case, see [2] ) of the p-Laplacian, then we can obtain the analogous HS-type inequality by the method described in the theorems here. In particular, we can calculate the HS-type inequality for symmetric spaces. In order to illustrate this, we will give the example of an upper half-plane with the Poincaré metric (see [14] for details).
HS-type inequality on the upper half-plane
Let H = {z = x + iy : y > 0} denote the upper half-plane. and the equality holds if and only if φ = 0, where φ ∈ H 1 0 (B R ). As in theorem 2.12, we can write the asymptotic expression on the right-hand side in the above inequality.
Eigenvalue problem for HS operators
In general the perturbed eigenvalue problem studied in [2, 3, 17] can be easily extended to the above HS-type operators coming from the fundamental solutions.
