Text-to-speech synthesis can be an empowering communication tool in the hands of the print-disabled or augmentative and alternative communication user. In an effort to improve the naturalness of synthesised speech -and thus enhance the communication experience -we apply the natural language processing tasks of part-of-speech tagging and chunking to the text in the synthesis process. We cover the South African languages of (South African) English, Afrikaans, isiXhosa, isiZulu and Sepedi. The part-of-speech tagging delivers positive results for most of the languages; however, the chunking does not give any improvement in its current form.
Introduction
At the heart of the human condition lies communication. In our daily interaction, we rely on different aspects of communication to relate to one another -to speak and be spoken to, to hear and be heard, to understand and be understood. We do this very naturally via verbal speech and written text. However, for some people, it is very difficult to communicate in a natural way, whether due to physical, emotional or cognitive challenges. The print-disabled individual cannot read a book in the conventional way, nor can the person with a speech impediment speak out loud normally. Text-to-speech (TTS) synthesis can address these challenges to empower and equip the individuals to communicate. It can synthesise written text into audio to which print-disabled persons can listen. During the recently completed Lwazi III project [1] , we engaged with the print-disabled community to roll out TTS voices in various South African languages. In the current EU-GBS project [2] , we are working with the South African augmentative and alternative communication (AAC) community to give a mother tongue TTS voice to those who do not have the natural means to speak. In order for TTS to be adopted as a sustainable communication solution, it is important that the voices produce naturalsounding synthesised speech. One of the biggest contributing factors to the naturalness of a TTS voice is prosody. Prosody includes word-level stress and tone, and phrase-level stress, intonation and breaks [3] . This paper builds on previous work [4] by applying natural language processing (NLP) on the text to be synthesised, in an attempt to inform the prosody of a TTS voice better. We expand the coverage of South African languages to (South African) English, Afrikaans, isiXhosa, isiZulu and Sepedi, each with bigger speech corpora. We perform not only part-ofspeech (POS) tagging on the languages, but also chunking. We integrate the NLP into the frontend of the Speect TTS system [5] , which uses the HTS backend [6] in turn.
The objective is to model the word-level stress and tone, and phrase-level stress, intonation and breaking behaviour in the original voice artist audio recordings by incorporating POS and chunking information, to be reproduced in the synthesised speech. We do not use any specific acoustic parameters, but rather the implicit modelling facility in the HTS framework, enabling the HTS training algorithm to extract the acoustic parameters automatically from the data [1] [2] . In the next sections, we shall elaborate on the definitions of POS tagging and chunking and their experimental applications to TTS. We shall present and discuss the results, and conclude.
POS tagging
The first NLP task is the fundamental one of part-of-speech (POS) tagging of the words in the text. A POS tag is a linguistic category assigned to a word in a sentence based upon its morphological and syntactic -or morphosyntacticbehaviour. Words receive POS categories according to the affixes they take (morphological properties) and/or according to their relationship with neighbouring words (syntactic properties) [4] [7] . Example POS categories common to many languages are noun, verb, adjective and adverb. Words are often ambiguous in their POS categories. The ambiguity is normally resolved by looking at the context of the word in the sentence. POS tagging is the automatic assignment and disambiguation of POS categories to words in electronic text. The machine learning algorithms used in this process are discussed in [8] . For the POS-related components of the experiments in this paper, we use the freely available HunPos tagger [9] , a hidden Markov model (HMM)-based tagger that achieves 96.58% accuracy for English on Wall Street Journal (WSJ)-derived data from the Penn Treebank II corpus [10] . NWU CTexT has developed POS annotations for text data mined from the government domain for the 10 non-English South African languages [11] . Their POS tagging evaluation results using the HunPos tagger are summarised for the covered TTS languages, including the aforementioned English result, in Table 1 category of the word. For example, in English and Afrikaans, nouns often carry stress on different syllables than verbs. In isiXhosa, isiZulu and Sepedi, the morphosyntactic information in the POS tag could help to distinguish which tone to use for similarly spelled words [12] . Furthermore, phrase-level stress and intonation require a structure of which POS and other syntactic information are building blocks [13] . Even a simple content-function word rule requires the POS of a word to categorise it. Phrase breaks could either be predicted from this syntax-based structure (see next section), which in turn requires POS tagging, or possibly implicitly from the POS tags themselves [4] . 
Chunking
The second NLP task is chunking. To define chunking, it is necessary to understand what syntax is. Syntax models the grammatical structure of a sentence, in other words the structural dependencies among the constituent words. It builds upon parts of speech by grouping words that are structurally related by their POS tags into phrases. Example phrases are noun phrases (headed by a noun) (NP), verb phrases (headed by a verb) (VP) and prepositional phrases (headed by a preposition) (PP). The structure is recursive and is typically represented as a tree [7] [8].
However, automating syntax with machine learning requires great amounts of data. Chunking is an approximate technique that flattens the recursion of syntax to a single level, hence needing less data. It is consequently also referred to as shallow syntax. It typically takes a list of words as input, along with their corresponding POS tags, and produces a list of words as output, along with tags denoting their chunking types. The latter are NPs, VPs and PPs, amongst others, with distinctions between the beginning and the rest of the chunk, for example "B-NP" and "I-NP", respectively [2] . The machine learning algorithms employed by chunking are similar to those of POS tagging [8] .
For the chunk-related components of the experiments in this paper, we use the CRF++ sequential labeller [14] , an open source implementation of conditional random fields (CRF) that achieve an F-score of 0.9438 for English on WSJ-derived data from the CoNLL-2000 shared task [15] . NWU CTexT has developed chunk annotations on top of their POS data for the 10 non-English South African languages [16] . Their chunking evaluation results using the CRF++ sequential labeller are summarised for the covered TTS languages, including the aforementioned English result, in Table 2 . Even though the relationship between syntactic and prosodic phrasing is not always one to one [13] , chunking could potentially model the prosodic effects that are more directly linked to syntax. 
Experiments

Common setup
We build the TTS voices from text and speech data using Speect and the HTS framework. For the English voice, we borrow text prompts from the CMU_ARCTIC speech synthesis databases [17] and books in the public domain. The Afrikaans voice also uses prompts from books and other writings in the public domain. For the voices in the other languages, we select text prompts from the same government domain data that NWU CTexT has collected. We record the voice artists reading the prompts out loud naturally, in a professional recording studio, each over a week. They are all female. The sizes of the text and speech corpora for the various languages are listed in Table 3 . In a series of experiments for each language, we progressively add the NLP information as HTS label features to the TTS voices and test whether it has an effect on the prosody or not.
There are five resulting versions of the voices. The baseline -with no NLP -uses only the default positional and counting features in the HTS labels, where punctuation delimits phrases broadly. It is termed "DEF".
The first POS version -on top of the baseline -adds POS categories of the previous, current and next word ("d1", "e1" and "f1"). It is termed "POS1".
The first chunking version -on top of the first POS versionreplaces the broad punctuation-based phrase boundaries with more narrowly defined chunk boundaries as delimiters of phrases. It is termed "CHK1".
The second POS version -on top of the first POS versionreverts back to broad punctuation-based phrases, but emulates narrow intra-phrase behaviour by adding positional and counting features based on the higher content-function POS category of the current word ("e5", "e6", "e7" and "e8"). It is termed "POS2".
The second chunking version -on top of the second POS version -attempts to emulate narrow intra-phrase behaviour further by adding the current phrase-final chunk category in the stead of the ToBI end tone ("h5"). It is termed "CHK2". Each synthetic voice with a new addition of NLP is compared to the previous synthetic voice without that addition, starting with the baseline. This is done by determining which voice renders synthesised speech segments -from the text in a test set -that is closer to the original natural speech segments in the same set. The test set of each language comprises 100 randomly selected, grammatically conventional -simple and compound, flat and embedded -sentences. The comparison of speech segments is made possible by the timing information that is inherently available in the synthesised speech, and obtained by aligning the original speech to the text. However, we compare at the word level, since word boundaries are more robust than phonetic boundaries in the automatic alignment of speech to text. We calculate the distances between the synthesised and natural segments for the acoustic measures of duration, F0 and intensity, which have been shown to be correlates of prosody [18] . The distances for the latter two time-series are represented by their Euclidean distance-based dynamic time warping (DTW) costs. We determine the statistical significance of the voice comparisons with McNemar's test, a chi-square test for paired sample data [19] . If the chi-square value is greater than or equal to 3.841, the synthetic voice with the most votes is significantly closer to the natural voice than the other synthetic voice. If the chi-square value is less than 3.841, the result is insignificant and the two synthetic voices can be said to be similar in closeness to the natural voice. The details and rationale of this approach are explained in [4] . Bold values highlight the statistically significant differences.
DEF-POS1 comparisons
The DEF-POS1 comparative test results are listed in Table 4 . The Nguni family languages of isiXhosa and isiZulu, and the Sotho-Tswana family language of Sepedi show an improvement in prosody for all three measures (in terms of closeness), when the first version of POS category features are added. The F0 dimension is especially enhanced, which confirms the notion for these tonal languages that morphosyntactics and tone are linked. The positive effects are less pronounced for the Germanic language of Afrikaans, albeit still significant. For Germanic English, the baseline without POS is actually closer to the original speech than the version with POS. However, this is not to say that morphosyntactics should be ruled out as an effective way to model the stress in these languages. A possible explanation for the poor results of English could be a cross-domain drop in performance of the English POS tagger. It was trained on WSJ financial domain data, whereas the text sources for the TTS voice are more general fiction and non-fiction. Conversely, the isiXhosa, isiZulu and Sepedi POS taggers were trained on the very same government domain data from which the TTS text prompts were selected. Afrikaans is in the middle, with the POS tagger trained on the government domain data, while the TTS text sources are mainly general fiction and non-fiction.
POS1-CHK1 comparisons
The POS1-CHK1 comparative test results are listed in Table 5 . The first chunking version does not compare well against the first POS version for all languages, except English in the F0 dimension. However, taking into account that the baseline performs better than the first POS version for English, we test this particular chunking result by comparing it to the baseline as well. Indeed, the baseline outperforms again for all three measures significantly. These results would suggest that syntax on its ownespecially in the way that it is approximated by chunking -is not effective to predict prosodic structure, at least given the amount of text and speech data for these TTS voices, and how they are processed in the HTS framework. It would be prudent to investigate the syntax-prosody interface in more detail in the future. In particular, the work on datadriven automation of prosodic analysis could provide valuable insight. AuToBI [20] is a tool that was developed specifically for American English, but it might generalise to an extent to (or help bootstrap) South African English. Momel/INTSINT [21] is another tool that is completely unsupervised and language-agnostic; hence it could be used for the other South African languages. There has already been an initial effort in the work of [22] .
POS1-POS2 comparisons
For this round of investigation though, the broad punctuationbased phrase boundaries of the first POS version turn out to be more robust than the narrowly defined chunk boundaries of the first chunking version. We revert back to the former and, nonetheless, try to model syntactic effects on prosody indirectly via the content-function word features in the HTS labels. The POS1-POS2 comparative test results are listed in Table 6 . The differences across languages and measures are all statistically insignificant, indicating that these indirect features in the second POS version do not have a strong influence on prosody.
POS2-CHK2 comparisons
We make a final attempt at implicit prosodic modelling by approximating the ToBI end tone feature in the HTS labels with the category of the final chunk in the broad punctuationbased phrase. We compound it with the indirect contentfunction word features. The POS2-CHK2 comparative test results are listed in Table 7 . The results are either insignificant, or they are biased towards the second POS version without the ToBI-approximated feature. The second chunking version shows a single exception with Sepedi in the intensity dimension; however, the reason for this outlying behaviour is unknown. The non-effects and adverse effects of the implicit features in the second POS and chunking versions seem to strengthen the argument for more explicit prosodic modelling.
Conclusions
We have shown that POS tagging can be applied effectively to TTS in the HTS framework to improve prosody for a subset of South African languages. Further syntactic analysis, in the form of chunking, is not yet successful. However, a roadmap has been drawn for future work to incorporate more explicit prosodic analysis by way of AuToBI and Momel/INTSINT. In TTS, the problem still remains to link the prosodic analysis back to the text, since the prosody can be predicted from the text alone at synthesis time (barring direct specifications, for example via SSML). To improve upon the results of [22] , the answer might lie with more comprehensive syntactic features to bridge the gap to the INTSINT features in the syntax-prosody interface. Notwithstanding the attempts in the lab to improve the TTS voices, it is important to remain cognisant of end-user needs and preferences. During the perceptual evaluations of the Lwazi III project, some print-disabled end-users already voiced satisfaction with the baseline voices, mostly because of the opportunity to read in their own language for the first time. Others did set higher standards for intelligibility and naturalness. This shows that we can deploy our TTS voices and change lives, even if the voice quality is not yet perfect.
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