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Abstract 
One of my previous works introduced a new data mining technique to analyze multiple 
experiments called TAME: Trained Across Multiple Experiments. TAME detects treatment 
effects of a randomized controlled experiment by utilizing data from outside of the experiment of 
interest. TAME with linear regression showed promising result; in all simulated scenarios, 
TAME was at least as good as a standard method such as ANOVA, and was significantly better 
than ANOVA in certain scenarios. In this work, I further investigated and improved TAME by 
altering how TAME assembles data and creates subject models. I found that mean-centering 
“prior” data and treating each experiment as equally important allow TAME to better detect 
treatment effects. In addition, we did not find Random Forest to be compatible with TAME.  
  
1. Background 
A randomized controlled experiment or randomized controlled trial (RCT) is a type of 
scientific experiment comparing one or more treatments/interventions (treatment 
conditions/experiment conditions) to the business as usual (control condition). Subjects in the 
experiment will be randomly assigned to one of the control or treatment conditions. Any other 
factors, such as briefing and outcome measurement methods, are controlled (remain constant) 
across all conditions. This is to ensure that the only independent measure that could affect the 
dependent measures (i.e. outcomes) is the condition assignments. 
Randomized controlled trials allow researchers to measure the benefit of an intervention 
with minimal selection biases. In many fields such as medicine and education, academic 
researchers use RCTs to measure the effect of their interventions to the control group, and, as a 
result, advance the knowledge of their fields. For instance, in 2015, Korinn Ostrow and Neil 
Heffernan ran RCTs inside ASSISTments, an online tutoring platform, to compare allowing 
students to choose between video hints and text hints (treatment) versus randomly assigning 
students to video hints or text hints (control) [5]. 
Another example is the field of education is by Leena Razzaq and Neil Heffernan when 
they ran a randomized controlled trial inside ASSISTments to compare tutoring problem solving 
(also known as scaffolding problems or step-by-step sub-problems) to simply giving students the 
complete solutions to the problems [8]. The analysis showed that students with lower prior 
knowledge benefit more from tutoring problem solving, while students with higher prior 
knowledge benefit more from receiving full solutions. 
Similarly, many private companies also use RCTs to effectively identify good and bad 
aspects of their products and services, aiming to improve user experience and increase their 
profits. For instance, in 2013 Microsoft ran over 200 concurrent experiments on any given day 
inside Bing. Each experiment altered Bing interface slightly, for example including related links 
to an advertisement, which increased their annual revenue by millions of dollars [4]. 
While a randomized controlled trial is a good scientific approach, incorrectly analyzing 
data can and will misled researchers to false claims, intentionally or not. Examples of causes of 
false claims are selection bias and differential dropout rates during the randomized controlled 
trials, bad choice of data mining techniques, and noises in the data. Some false claims are caused 
by an infamous type of analyses called “data snooping” or “p-hacking” where “researchers 
collect or select data or statistical analyses until nonsignificant results become significant” [3]. 
Thus, researchers must be careful while analyzing data from RCTs to ensure no false 
information. 
2. Past work 
In fall 2015, I started working with Professor Neil Heffernan and ASSISTments. At the 
end of the semester, we published a large dataset Conference on Learning at Scale 2016 [9]. In 
this work, we gathered and pre-processed data from 22 randomized controlled experiments run 
inside ASSISTments. The main goal is to allow researchers who are not familiar with 
ASSISTments to easily and properly use feature-rich data ASSISTments provides. While 
researchers can already obtain data from ASSISTments through ALI [7], researchers who are not 
familiar with ASSISTments and ASSISTments datasets can be overwhelmed by the amount of 
information presented, from action-level data to student-level data. In addition, researchers often 
need great knowledge on both the experiment and the actual structure of the problem set in order 
to properly pre-process and understand the data obtained through ALI. For instance, problem set 
PSAHVPD has confident survey questions (e.g. “How confident are you that you could solve 
problems such as the ones below without an error?”) on the 1st, 4th, and 7th problems. These 
problems are always marked correct, and the correctness of these problems should never be used 
for any analyses. This dataset presents all data in student-level since, in my experience, most 
analyses are performed on student-levels. We also performed all pre-processing and computed 
many features from lower-level data that helps researchers understand the data. 
This dataset has led us to many works I recently submitted to the Conference on Learning 
at Scale (L@S) 2017 and International Conference on Educational Data Mining (EDM) 2017. 
The first work was an investigation of heterogeneous treatment effects using causal tree in 
educations, together with Biao Yin, Anthony Botelho, and Professor Neil Heffernan [11]. This 
work was accepted as a poster at the L@S 2017. The main focus of this poster was 
heterogeneous treatment effects, which occur when the effects of treatments vary significantly 
for each subgroup of populations. The paper by Leena Razzaq and Neil Heffernan is an example 
of such heterogeneous treatment effects [8]. The result of this work further confirmed the 
existence of heterogeneous treatment effects in education by using a modern data mining 
technique called a Causal Tree by Susan Athey and Guido Imbens [1] [10]. 
Another work that was inspired by this dataset is the ASSISTments experiment builder. 
In the 22-experiments dataset, I found that several experiments share the same structures, which 
can be very complicated. Building complicated problem structure inside ASSISTments can be 
time-consuming and error-prone, especially for novice builders. Thus, I build a tool that 
automates the problem set structure creation http://askeeper.cs.wpi.edu:8080/SBGenerator/. The 
researchers can simply pick one of the common problem set structures I implemented in the tool, 
and provide lists of problems that will go in each section of the problem set. Then, with just one 
click, the tool will automatically assemble the problem set according to the selected structure and 
the provided list of problems. This not only eliminate the tedious process of creating and 
understanding ASSISTments problem set structure, but also reduce the chance of delivering 
faulty contents in ASSISTments. 
The third work was on a new method to detect the difference in treatment effects of a 
randomized controlled experiment. I, together with Douglas Selent, Professor Neil Heffernan, 
Professor Joseph Beck, and Professor Jian Zou, develop this new data mining method called 
TAME: Trained Across Multiple Experiments [7]. This work is accepted as a short paper at 
EDM 2017. The purpose of TAME is to detect the difference in the target variables between two 
conditions (i.e. treatment effects) of all experiments in a set of several experiments that share the 
same setting and target variables. For the rest of this paper, such set of similar experiments will 
be referred to as an experiment set. 
TAME aims to address two challenges regarding analyses of RCTs. The first challenge is 
how to better analyze dataset with small sample size. While difference between conditions is 
more easily and reliably detected with more subjects, it is a waste of time and resources to invest 
more subjects to studies that only give null results. Thus, a method that is able to better detect a 
non-null result with smaller sample sizes can be extremely useful and valuable to researchers. 
The second challenge is how to better utilize data from similar RCTs. For instance, 
ASSISTments currently runs multiple different experiments on different problem sets. All these 
experiments share the same platform and dependent variables, forming an experiment set. We 
believed that, even though these data are from different experiments and subjects, these 
experiments from the same set should be able to provide us some information about the 
relationship between the characteristics of subjects and the outcome measures. 
The main idea of TAME is to first model outcome measures, using data mining 
techniques such as linear regression on data outside of the experiment of interest without looking 
at the condition assignments. More specifically, the inner model is trained on all experiments in 
the experiment set except the one experiment of interest. Then, the inner model is applied to 
predict the outcomes of the experiment of interest. Then, residuals are defined as the actual 
outcome values minus the predicted outcome values. In the ideal situation, the only thing that 
affects the signs and magnitudes of the residuals is the condition assignments, since it is the only 
thing that the inner model did not take into account. In another word, positive residuals imply 
that the condition may have positive impact on the student performance, while negative residuals 
imply that the condition may hinder the student performance.  
It is also important that the difficulty of the problem set can greatly affect the residuals. 
For instance, a problem set on an advanced topic inside an experiment set containing a lot of 
standard topic will have greatly negative values, since the model would expect the students to do 
well base on the training data, which are mostly standard topic. There is no problem, however, 
when comparing residuals from different conditions within the same experiment. This is because, 
for everyone on the same experiment, the model would have the same optimism/pessimism, 
regardless of conditions. Thus, when analyzing the residuals, it is crucial to only look at the 
residuals within the same experiment and never compare residuals across experiments. 
The final output of TAME is the p-value of a t-test on the set of all residuals of students 
in control condition and the set of those in treatment condition. This p-value shows the 
significance of the difference between conditions, since it is the only cause of the difference 
between the residuals. Since all experiments in the experiment set share the same setting, the 
process can then be repeated for each other experiment in the same set until all experiments are 
analyzed, if desired. 
In the same work, we claimed that TAME is always at least as good as a standard method 
such as Analysis of Variance (ANOVA), and is better than ANOVA in several situations. We 
supported the claims by conducting simulation study. Since simulation study allowed us to know 
the ground truth values, i.e. the actual differences between conditions, which in turn allowed us 
to find out how accurate TAME and ANOVA are. In addition, simulation study also allows us to 
test our hypothesis on any combination of parameters for any experiment sets. More specifically, 
we randomly generated 10 trials, one independent experiment group per trial, for each of the 
combinations of 1) the number of experiments in the group, 2) the number of experiments in the 
group where conditions impact outcome differently, 3) the size of the differences between 
conditions (if there is), 4) the size of each experiment in the experiment set, 5) the number of 
factors in each experiment, and 6) the number of different value per factor. The value range of 
each factor is shown in Table 1. 
Parameter Value Range 
Experiments in a Group [2, 4, 6, 8, 10, 12, 14, 16, 18, 20] 
Experiments with Differences [0, n], n = number of experiments in a group 
Effect sizes [0.05, 0.1, 0.15, 0.2, 0.4, 0.6, 0.8, 1.0] 
Samples [20, 40, 60, 80, 100, 200] 
Factors [0, 1, 2, 3, 4] 
Values per Factor [2, 3, 4] 
Table 1: Parameters and value ranges of the simulated study done in [7]. Ten trials (one experiments set per trial) were 
randomly generated for each combination of value in the range, resulting in more than one million trials in total 
 
Figure 1: The power as the number of experiments in a group increases for a subset of experiment groups where there are 
only 20 samples in an experiment with four factors and a treatment effect size of 0.8 and 1.0 (obtained from [7]) 
 
For each of the experiment set generated, we applied both TAME and ANOVA to each 
experiment in the experimental set. We used linear regression as the inner models. The result of 
the simulation shows that TAME is at least as good as ANOVA in every scenario. In addition, 
TAME has significantly more power than ANOVA when the sample size is small (20), the 
number of factors is large (4), and the real treatment effect size is large (0.8-1.0). The difference 
in power of TAME and ANOVA in said scenario is shown in Figure 1. 
To verify the result of the simulation study, we also applied both TAME and ANOVA to 
a real dataset from [9]. This dataset is composed of twenty-two randomized controlled 
experiments run inside the ASSISTments online learning platform, all of which are skill builders. 
A skill builder is a problem set that requires students to correctly answer 3 questions in a row in 
order to complete. The sample size of each experiment was large (> 100) and the number of 
factors we used was 6. The target attribute was the logarithm based ten of Mastery Speed, the 
number of problems student take to complete the skill builders. The result of TAME and 
ANOVA on this dataset supported the result of simulation study. Both TAME and ANOVA 
detected significant difference between conditions of the same set of five experiments. Since the 
number of sample was large, according to the result of the study, there would not be any 
differences between the power of TAME and the power of ANOVA, which was congruent with 
the result of the simulation study. 
3. Methodology 
TAME, as described in [7], is naïve. In this work, I investigated three aspects that I 
believe will improve statistical power of TAME: subject weighting, rescaling target variables, 
and different algorithms used to train subject models.  
In the original implementation of TAME, each subject in each experiment has the same 
weight. Thus, each experiment is weighted proportionally to its sample size. In this paper, I 
investigated two alternative weighting schemes. The first scheme is to assign an equal weight to 
each experiment. The benefit of this scheme is that each experiment has equal importance. In 
addition, the impact of experiment with lower sample size on the student model in TAME is not 
overwhelmed by that of a larger experiment. To contrast with the first scheme, the second 
scheme assign the weight of each subject proportionally to the sample size of the experiment 
they belong to. As a result, the experiment with larger sample size is even more emphasized than 
it is in the original implementation. The main idea is that smaller experiments are sometimes 
erratic and more affected by outliers, while larger experiments are not. Table 2 shows an 
example of how each weighting scheme assign weights to each subject in each experiment. 
 
Table 2: A Example of How Each Weighting Scheme Assigns Weights to Each Data Point 









1 1 1 1/7 = 0.14 7/(7+3+5) = 0.47 
1 2 1 1/7 = 0.14 7/(7+3+5) = 0.47 
1 3 1 1/7 = 0.14 7/(7+3+5) = 0.47 
1 4 1 1/7 = 0.14 7/(7+3+5) = 0.47 
1 5 1 1/7 = 0.14 7/(7+3+5) = 0.47 
1 6 1 1/7 = 0.14 7/(7+3+5) = 0.47 
1 7 1 1/7 = 0.14 7/(7+3+5) = 0.47 
2 8 1 1/3 = 0.33 3/(7+3+5) = 0.20 
2 9 1 1/3 = 0.33 3/(7+3+5) = 0.20 
2 10 1 1/3 = 0.33 3/(7+3+5) = 0.20 
3 11 1 1/5 = 0.20 5/(7+3+5) = 0.33 
3 12 1 1/5 = 0.20 5/(7+3+5) = 0.33 
3 13 1 1/5 = 0.20 5/(7+3+5) = 0.33 
3 14 1 1/5 = 0.20 5/(7+3+5) = 0.33 
3 15 1 1/5 = 0.20 5/(7+3+5) = 0.33 
 
The second aspect of TAME that I investigated is rescaling target variables. In the 
original implementation of TAME, the raw values of the target variables are used to train subject 
models. Rescaling the target variables within each experiment, placing all experiments on the 
same scale, will allow TAME to more effectively detect the treatment effects. In this paper, I 
investigated two different schemes for rescaling: mean-centering and z-scoring.  
The third aspect of TAME that I investigated is using different algorithms used to train 
subject models. In the original implementation of TAME, we used linear regression to model 
student performance. I believe that using state-of-the-art methods, such as Random Forest, to 
model student performance will increase the effectiveness of TAME. In this work, I used the 
Random Forest implementation in R to model student performance [2]. For Random Forest, I 
chose to only use original weighting scheme because Random Forest is an ensemble method that 
uses bagging. In another, each tree in the forest only see a subsample of all data points. Thus, 
applying this weighting scheme do not make sense, since the data points are not seen by each 
tree as groups of data points from the same experiments.  
In order to measure goodness of each modification of TAME, I used bootstrapping to 
empirically compute statistical power, i.e. how likely does the method detect the treatment effect 
of the experiments from the 22-experiments dataset, similar to [7]. Specifically, for each 
experiment (from 22 experiments), I first took a sample of size N, with replacement, from that 
experiment. Then, I applied TAME on the sampled data, using all other 21 experiments as the 
“prior” data. This process was repeated 1000 times for each sample size N in {10, 20, 30, 40, 50, 
60, 70, 80, 90, 100}. It is important to note that the data from all experiments, excluding the 
“target” experiment, are used without sampling in TAME. This does not invalidate the result 
because TAME  
4. Results 
Of all 22 experiments in the 22-experiments dataset, experiment #3 has the largest 
(negative) treatment effect. This might be caused by the fact that it is broken (we did not know it 
was broken at the time we created the 22-experiments dataset). Regardless, the data points from 
experiment #3 allows us to see how each variation of TAME behaves when there is a large 
treatment effect.  
In the following sections, each variation of TAME will be notated as “TAME X Y Z” 
where X is the method used to model student performance (“lm = linear regression model, “rf” = 
Random Forest). Y is the weighting scheme (“n” = normal weight/original weighting scheme, 
“e” = each experiment has equal total weight, “p” = each sample is weighted proportionally to 
the sample size of the experiment it belongs to). And Z is the rescaling method (“n” = no 
rescaling/original weighting scheme, “m” = mean-centering, “z” = z-scoring). For example, 
“TAME lm e m” means “TAME that uses linear regression to model students, assign equal total 
weight to each experiment in the set, and uses mean-centering.” 
Table 3 and Figure 2 show the ratios of how many times does each method detects 
treatment effect of experiment 3 (out of 1000 trials), given the subsamples of sizes 10 to 100. 
From the table, it is clear that both z-scoring and Random Forest has a negative effect on the 
empirical statistical power of TAME. Specifically, the power of TAME with Random Forest 
seems erratic. Using TAME with mean-centering, on the other hand has slightly more power 
than ANOVA and the different is significant for all weighting methods (p < 0.05). 
Table 4 and Figure 3 show the same information as Table 3 and Figure 2, but on 
experiment 16. I believe the treatment effect exists in experiment 16 (but is very small) based on 
the fact that ANOVA can detect significant treatment effect consistently more than 10% when 
the sample size is greater than 50. Since I used the p-value threshold of 0.05, the expected false 
positive rate is only 5%. Most of the variations of TAME have almost twice the power of 
ANOVA. More importantly, the power of mean-centered TAME with non-original weighting 
scheme almost triples that of ANOVA. Similarly to experiment 1, the power of TAME with 
Random Forest seems to be erratic and unstable.  
Regarding weighting schemes, assigning equal total weight per experiment seems to have 
a slight positive impact on the power of TAME compared to the other two weighting schemes, as 
shown in Table 3, and the impact is significant (p < 0.01). Assigning weights to each sample 
porpotionally to the sample size of the experiment it belongs to negatively impacts the power of 
TAME, and the impact is significant (p < 0.01). 
The rest of the 22 experments either have noticable effects like experiment 3, or have 
little-to-null effect like experiment 16. Regardless, the trends described above can be seen on 
most experiments. The full result of the bootstrapping empirical power estimate can be found in 
Appendix A and the corresponding graphs can be found in Appendix B. Both the table and the 
graphs can also be found here http://goo.gl/c9hjNt  
 Figure 2: The Statistical Power of Variations of TAME and ANOVA on experiment #3 
 
 










lm n n 
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lm n z 
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TAME 
lm e m 
TAME 
lm e z 
TAME 
lm p n 
TAME 
lm p m 
TAME 
lm p z 
TAME 
rf n n 
TAME 
rf n m 
TAME 
rf n z 
ANOVA 
3 10 0.23 0.26 0.10 0.27 0.26 0.11 0.22 0.25 0.11 0.11 0.16 0.05 0.08 
3 20 0.40 0.45 0.17 0.44 0.45 0.18 0.38 0.44 0.16 0.18 0.28 0.06 0.35 
3 30 0.56 0.61 0.23 0.61 0.62 0.23 0.53 0.60 0.22 0.25 0.41 0.06 0.55 
3 40 0.69 0.74 0.30 0.73 0.75 0.29 0.64 0.73 0.29 0.55 0.61 0.1 0.71 
3 50 0.77 0.82 0.33 0.82 0.83 0.35 0.73 0.81 0.32 0.49 0.67 0.16 0.79 
3 60 0.87 0.91 0.39 0.9 0.91 0.41 0.83 0.90 0.38 0.45 0.74 0.15 0.87 
3 70 0.89 0.94 0.43 0.93 0.94 0.44 0.86 0.93 0.42 0.71 0.92 0.19 0.92 
3 80 0.94 0.96 0.49 0.96 0.97 0.51 0.91 0.96 0.48 0.64 0.79 0.30 0.95 
3 90 0.96 0.98 0.50 0.98 0.98 0.51 0.94 0.98 0.49 0.83 0.84 0.13 0.97 
3 100 0.97 0.98 0.54 0.98 0.98 0.56 0.95 0.98 0.54 0.70 0.96 0.32 0.98 
 






lm n n 
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lm n z 
TAME 
lm e n 
TAME 
lm e m 
TAME 
lm e z 
TAME 
lm p n 
TAME 
lm p m 
TAME 
lm p z 
TAME 
rf n n 
TAME 
rf n m 
TAME 
rf n z 
ANOVA 
16 10 0.04 0.04 0.04 0.04 0.05 0.04 0.04 0.07 0.05 0.07 0.04 0.05 0.05 
16 20 0.07 0.06 0.07 0.07 0.10 0.07 0.07 0.11 0.09 0.09 0.10 0.08 0.09 
16 30 0.07 0.07 0.07 0.07 0.12 0.08 0.08 0.14 0.11 0.07 0.06 0.08 0.06 
16 40 0.10 0.09 0.11 0.10 0.16 0.11 0.10 0.19 0.14 0.11 0.19 0.13 0.07 
16 50 0.13 0.12 0.13 0.12 0.19 0.13 0.13 0.22 0.17 0.07 0.15 0.15 0.09 
16 60 0.15 0.15 0.16 0.15 0.23 0.17 0.16 0.27 0.2 0.09 0.16 0.10 0.10 
16 70 0.17 0.17 0.18 0.17 0.27 0.18 0.17 0.31 0.25 0.17 0.19 0.50 0.11 
16 80 0.18 0.18 0.19 0.18 0.27 0.2 0.18 0.33 0.24 0.05 0.29 0.27 0.11 
16 90 0.19 0.19 0.21 0.19 0.31 0.21 0.20 0.38 0.27 0.23 0.13 0.30 0.12 
16 100 0.21 0.21 0.23 0.21 0.33 0.23 0.22 0.39 0.29 0.16 0.51 0.37 0.13 
 
 
5. Discussion and Implications of Research 
This result allows me to further improve TAME by applying mean-centering and treating 
each experiment as equally important. It is to my surprise that z-scoring does not improve TAME 
as much as mean-centering. I hypothesize that this is caused by outliers in the dataset, since z-
scoring is more affected by outliers than mean-centering. Furthermore, in [7], we found that 
TAME excels when the sample size is small and the effect size is large, in this work I also found 
that even when the effect size is very small, TAME is more likely to detect significant treatment 
effects between conditions than ANOVA (double to triple the power of ANOVA). While these 
experiments with small effect sizes may not impact students greatly, they may allow us to gain 
understanding the process of student learning, which in turn allow us to create better innovations 
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lm r n 
TAME 
lm r m 
TAME 
lm n n 
TAME 
lm n m 
TAME 
lm n z 
TAME 
lm f n 
TAME 
lm f m 
TAME 
lm f z 
TAME 
lm r z 
TAME 
rf n n 
TAME 
rf n m 
TAME 
rf n z 
ANOVA 
226210 1 10 0.028 0.032 0.031 0.033 0.04 0.032 0.034 0.043 0.037 0.049 0.039 0.041 0.043 
226210 1 20 0.049 0.046 0.052 0.046 0.052 0.047 0.046 0.05 0.052 0.056 0.044 0.05 0.044 
226210 1 30 0.054 0.054 0.051 0.055 0.055 0.052 0.055 0.048 0.057 0.041 0.052 0.044 0.047 
226210 1 40 0.048 0.049 0.047 0.047 0.056 0.048 0.048 0.053 0.052 0.049 0.042 0.056 0.038 
226210 1 50 0.048 0.051 0.049 0.051 0.049 0.051 0.052 0.049 0.057 0.053 0.054 0.06 0.054 
226210 1 60 0.048 0.05 0.049 0.051 0.045 0.049 0.049 0.044 0.046 0.055 0.044 0.047 0.051 
226210 1 70 0.057 0.063 0.057 0.064 0.066 0.063 0.063 0.065 0.065 0.066 0.062 0.063 0.061 
226210 1 80 0.052 0.057 0.053 0.06 0.043 0.059 0.058 0.042 0.043 0.052 0.062 0.035 0.051 
226210 1 90 0.048 0.047 0.049 0.047 0.046 0.049 0.046 0.048 0.049 0.06 0.045 0.07 0.057 
226210 1 100 0.041 0.037 0.039 0.039 0.051 0.038 0.039 0.046 0.051 0.03 0.036 0.054 0.048 
237447 2 10 0.066 0.065 0.064 0.065 0.064 0.064 0.068 0.064 0.061 0.067 0.072 0.068 0.058 
237447 2 20 0.083 0.077 0.082 0.079 0.086 0.077 0.081 0.089 0.083 0.072 0.07 0.049 0.064 
237447 2 30 0.086 0.086 0.086 0.086 0.087 0.086 0.085 0.088 0.085 0.095 0.089 0.058 0.085 
237447 2 40 0.095 0.097 0.098 0.094 0.107 0.094 0.094 0.107 0.101 0.078 0.081 0.08 0.082 
237447 2 50 0.124 0.122 0.126 0.124 0.129 0.124 0.122 0.128 0.126 0.125 0.107 0.061 0.099 
237447 2 60 0.11 0.113 0.111 0.111 0.118 0.114 0.113 0.12 0.118 0.108 0.109 0.076 0.094 
237447 2 70 0.12 0.128 0.123 0.128 0.124 0.127 0.128 0.127 0.119 0.096 0.122 0.061 0.113 
237447 2 80 0.126 0.13 0.132 0.129 0.136 0.135 0.131 0.137 0.13 0.109 0.108 0.058 0.127 
237447 2 90 0.148 0.144 0.15 0.149 0.143 0.148 0.148 0.149 0.14 0.138 0.146 0.074 0.143 
237447 2 100 0.155 0.157 0.166 0.16 0.173 0.163 0.162 0.18 0.172 0.134 0.154 0.149 0.158 
241501 3 10 0.221 0.251 0.235 0.264 0.105 0.267 0.264 0.109 0.106 0.112 0.156 0.052 0.077 
241501 3 20 0.378 0.439 0.398 0.448 0.166 0.435 0.452 0.176 0.16 0.177 0.28 0.064 0.351 
241501 3 30 0.525 0.599 0.558 0.607 0.233 0.613 0.623 0.233 0.221 0.251 0.412 0.059 0.55 
241501 3 40 0.644 0.733 0.685 0.74 0.298 0.733 0.752 0.294 0.292 0.554 0.607 0.104 0.712 
241501 3 50 0.729 0.809 0.765 0.822 0.326 0.818 0.834 0.345 0.324 0.492 0.668 0.157 0.794 
241501 3 60 0.834 0.899 0.87 0.905 0.393 0.903 0.914 0.406 0.382 0.45 0.738 0.154 0.872 
241501 3 70 0.862 0.926 0.888 0.936 0.425 0.928 0.944 0.438 0.423 0.71 0.916 0.189 0.924 
241501 3 80 0.907 0.956 0.937 0.961 0.492 0.955 0.967 0.511 0.481 0.642 0.789 0.301 0.953 
241501 3 90 0.943 0.976 0.964 0.978 0.5 0.979 0.981 0.511 0.487 0.83 0.836 0.127 0.972 
241501 3 100 0.951 0.98 0.971 0.982 0.541 0.984 0.984 0.56 0.538 0.699 0.964 0.323 0.979 
241622 4 10 0.105 0.111 0.109 0.111 0.08 0.113 0.112 0.081 0.081 0.101 0.109 0.063 0.055 
241622 4 20 0.084 0.081 0.08 0.081 0.072 0.08 0.083 0.075 0.073 0.085 0.075 0.055 0.077 
241622 4 30 0.114 0.107 0.11 0.104 0.096 0.103 0.1 0.095 0.1 0.091 0.114 0.075 0.102 
241622 4 40 0.16 0.157 0.157 0.157 0.129 0.156 0.158 0.125 0.132 0.094 0.133 0.059 0.144 
241622 4 50 0.165 0.152 0.161 0.151 0.118 0.152 0.147 0.114 0.125 0.141 0.121 0.057 0.154 
241622 4 60 0.19 0.183 0.185 0.185 0.145 0.183 0.185 0.145 0.15 0.155 0.121 0.066 0.193 
241622 4 70 0.206 0.204 0.206 0.205 0.16 0.202 0.202 0.159 0.164 0.165 0.187 0.071 0.201 
241622 4 80 0.236 0.224 0.23 0.223 0.174 0.221 0.221 0.178 0.178 0.119 0.191 0.095 0.221 
241622 4 90 0.296 0.29 0.292 0.287 0.195 0.289 0.286 0.195 0.203 0.16 0.273 0.06 0.291 
241622 4 100 0.309 0.302 0.299 0.299 0.198 0.288 0.302 0.194 0.206 0.266 0.28 0.121 0.291 
243393 5 10 0.061 0.059 0.062 0.058 0.049 0.054 0.054 0.047 0.048 0.059 0.052 0.066 0.062 
243393 5 20 0.053 0.05 0.049 0.049 0.047 0.049 0.053 0.053 0.048 0.056 0.053 0.052 0.042 
243393 5 30 0.045 0.05 0.05 0.049 0.05 0.05 0.051 0.048 0.052 0.043 0.039 0.046 0.052 
243393 5 40 0.042 0.041 0.041 0.041 0.048 0.041 0.04 0.042 0.057 0.044 0.04 0.043 0.041 
243393 5 50 0.05 0.053 0.049 0.05 0.05 0.05 0.05 0.05 0.048 0.047 0.058 0.047 0.046 
243393 5 60 0.048 0.047 0.047 0.047 0.062 0.049 0.049 0.062 0.058 0.05 0.049 0.044 0.056 
243393 5 70 0.053 0.055 0.054 0.058 0.06 0.056 0.058 0.056 0.06 0.051 0.055 0.055 0.055 
243393 5 80 0.052 0.052 0.051 0.051 0.053 0.053 0.052 0.054 0.054 0.056 0.05 0.047 0.055 
243393 5 90 0.05 0.052 0.05 0.053 0.052 0.052 0.053 0.053 0.058 0.059 0.046 0.092 0.065 
243393 5 100 0.055 0.053 0.054 0.05 0.057 0.048 0.048 0.051 0.057 0.06 0.059 0.071 0.053 
246482 6 10 0.056 0.063 0.054 0.06 0.053 0.06 0.06 0.049 0.051 0.051 0.059 0.07 0.044 
246482 6 20 0.057 0.057 0.053 0.058 0.065 0.057 0.056 0.061 0.062 0.047 0.053 0.063 0.071 
246482 6 30 0.051 0.057 0.052 0.059 0.066 0.056 0.059 0.073 0.065 0.055 0.065 0.099 0.067 
246482 6 40 0.066 0.06 0.061 0.056 0.067 0.059 0.054 0.058 0.068 0.064 0.058 0.114 0.065 
246482 6 50 0.051 0.049 0.049 0.049 0.073 0.05 0.049 0.065 0.068 0.047 0.044 0.131 0.065 
246482 6 60 0.057 0.059 0.056 0.057 0.082 0.056 0.054 0.081 0.082 0.079 0.063 0.064 0.056 
246482 6 70 0.056 0.058 0.055 0.058 0.068 0.052 0.055 0.062 0.076 0.079 0.053 0.162 0.062 
246482 6 80 0.052 0.052 0.052 0.05 0.068 0.05 0.048 0.065 0.068 0.052 0.059 0.125 0.057 
246482 6 90 0.051 0.049 0.049 0.05 0.072 0.049 0.047 0.066 0.072 0.092 0.081 0.235 0.059 
246482 6 100 0.064 0.061 0.062 0.059 0.089 0.063 0.058 0.088 0.088 0.099 0.094 0.166 0.071 
246627 7 10 0.081 0.082 0.079 0.08 0.06 0.081 0.08 0.066 0.057 0.065 0.073 0.056 0.058 
246627 7 20 0.061 0.062 0.063 0.061 0.068 0.065 0.062 0.064 0.059 0.051 0.062 0.05 0.061 
246627 7 30 0.055 0.056 0.056 0.056 0.055 0.055 0.053 0.057 0.054 0.057 0.049 0.051 0.049 
246627 7 40 0.053 0.054 0.053 0.048 0.072 0.053 0.048 0.064 0.069 0.051 0.058 0.055 0.051 
246627 7 50 0.051 0.056 0.056 0.055 0.063 0.055 0.055 0.064 0.069 0.06 0.054 0.051 0.049 
246627 7 60 0.066 0.064 0.067 0.061 0.089 0.061 0.058 0.088 0.087 0.05 0.055 0.045 0.057 
246627 7 70 0.051 0.046 0.05 0.045 0.099 0.046 0.045 0.099 0.091 0.039 0.044 0.073 0.043 
246627 7 80 0.063 0.05 0.058 0.049 0.086 0.052 0.052 0.085 0.086 0.06 0.052 0.05 0.047 
246627 7 90 0.073 0.068 0.072 0.066 0.105 0.069 0.064 0.101 0.103 0.049 0.072 0.067 0.058 
246627 7 100 0.048 0.045 0.048 0.044 0.105 0.046 0.043 0.112 0.101 0.039 0.052 0.054 0.042 
246647 8 10 0.045 0.037 0.04 0.038 0.054 0.038 0.037 0.051 0.056 0.054 0.033 0.058 0.055 
246647 8 20 0.042 0.044 0.042 0.044 0.048 0.041 0.044 0.041 0.049 0.043 0.055 0.058 0.06 
246647 8 30 0.049 0.048 0.05 0.048 0.057 0.05 0.049 0.058 0.049 0.048 0.045 0.045 0.056 
246647 8 40 0.06 0.056 0.058 0.053 0.079 0.055 0.053 0.081 0.078 0.043 0.06 0.043 0.054 
246647 8 50 0.05 0.051 0.05 0.052 0.067 0.05 0.054 0.067 0.065 0.048 0.047 0.06 0.061 
246647 8 60 0.056 0.051 0.056 0.05 0.069 0.052 0.049 0.073 0.071 0.043 0.045 0.047 0.061 
246647 8 70 0.047 0.048 0.05 0.05 0.078 0.049 0.051 0.076 0.073 0.06 0.069 0.061 0.051 
246647 8 80 0.051 0.047 0.048 0.047 0.078 0.047 0.049 0.081 0.071 0.054 0.072 0.148 0.063 
246647 8 90 0.06 0.056 0.061 0.054 0.085 0.056 0.054 0.085 0.085 0.05 0.058 0.053 0.065 
246647 8 100 0.052 0.049 0.049 0.047 0.08 0.047 0.049 0.077 0.075 0.056 0.049 0.077 0.053 
250476 9 10 0.06 0.05 0.056 0.047 0.056 0.048 0.046 0.06 0.062 0.051 0.051 0.064 0.053 
250476 9 20 0.054 0.048 0.047 0.048 0.059 0.049 0.048 0.055 0.068 0.083 0.046 0.052 0.076 
250476 9 30 0.056 0.049 0.052 0.049 0.062 0.049 0.046 0.058 0.073 0.055 0.06 0.052 0.087 
250476 9 40 0.075 0.072 0.07 0.066 0.064 0.069 0.066 0.056 0.074 0.085 0.09 0.067 0.103 
250476 9 50 0.084 0.075 0.077 0.072 0.071 0.072 0.071 0.053 0.081 0.05 0.061 0.096 0.108 
250476 9 60 0.078 0.075 0.07 0.074 0.057 0.069 0.069 0.048 0.073 0.05 0.07 0.093 0.108 
250476 9 70 0.09 0.085 0.084 0.082 0.075 0.079 0.078 0.062 0.081 0.046 0.057 0.09 0.118 
250476 9 80 0.093 0.083 0.084 0.081 0.066 0.08 0.078 0.058 0.08 0.059 0.07 0.039 0.112 
250476 9 90 0.107 0.108 0.1 0.098 0.077 0.094 0.096 0.065 0.091 0.098 0.073 0.049 0.124 
250476 9 100 0.103 0.098 0.092 0.093 0.078 0.088 0.089 0.062 0.097 0.092 0.144 0.055 0.121 
255116 10 10 0.063 0.062 0.059 0.059 0.057 0.057 0.057 0.053 0.055 0.069 0.053 0.057 0.056 
255116 10 20 0.082 0.077 0.082 0.076 0.07 0.078 0.074 0.066 0.07 0.079 0.072 0.051 0.085 
255116 10 30 0.097 0.097 0.094 0.098 0.081 0.096 0.099 0.081 0.081 0.078 0.088 0.07 0.072 
255116 10 40 0.111 0.116 0.112 0.115 0.08 0.115 0.116 0.08 0.086 0.092 0.118 0.051 0.095 
255116 10 50 0.119 0.119 0.12 0.118 0.106 0.112 0.117 0.108 0.105 0.1 0.092 0.063 0.112 
255116 10 60 0.12 0.123 0.12 0.125 0.096 0.118 0.119 0.101 0.095 0.104 0.098 0.047 0.12 
255116 10 70 0.138 0.141 0.14 0.139 0.106 0.139 0.139 0.102 0.11 0.13 0.118 0.065 0.13 
255116 10 80 0.146 0.152 0.145 0.152 0.119 0.149 0.147 0.121 0.123 0.122 0.111 0.047 0.123 
255116 10 90 0.157 0.16 0.159 0.159 0.124 0.153 0.163 0.119 0.133 0.096 0.189 0.051 0.147 
255116 10 100 0.181 0.181 0.18 0.178 0.132 0.176 0.177 0.132 0.144 0.172 0.117 0.044 0.172 
256017 11 10 0.063 0.065 0.065 0.067 0.062 0.066 0.068 0.059 0.063 0.061 0.061 0.056 0.047 
256017 11 20 0.07 0.064 0.065 0.064 0.07 0.064 0.064 0.072 0.077 0.05 0.068 0.058 0.073 
256017 11 30 0.072 0.071 0.073 0.072 0.09 0.075 0.07 0.098 0.09 0.056 0.085 0.05 0.076 
256017 11 40 0.09 0.089 0.085 0.088 0.11 0.085 0.085 0.107 0.114 0.07 0.078 0.056 0.076 
256017 11 50 0.082 0.08 0.08 0.079 0.119 0.076 0.077 0.115 0.123 0.09 0.104 0.057 0.098 
256017 11 60 0.089 0.08 0.084 0.08 0.137 0.081 0.081 0.128 0.143 0.074 0.068 0.143 0.102 
256017 11 70 0.117 0.109 0.117 0.107 0.167 0.113 0.11 0.163 0.169 0.122 0.063 0.056 0.122 
256017 11 80 0.123 0.122 0.121 0.12 0.172 0.121 0.119 0.166 0.18 0.171 0.119 0.108 0.127 
256017 11 90 0.107 0.097 0.103 0.098 0.189 0.097 0.095 0.184 0.198 0.239 0.091 0.047 0.119 
256017 11 100 0.118 0.106 0.113 0.106 0.202 0.105 0.106 0.189 0.209 0.079 0.12 0.206 0.137 
256027 12 10 0.057 0.057 0.055 0.057 0.053 0.054 0.053 0.05 0.057 0.045 0.055 0.043 0.06 
256027 12 20 0.061 0.069 0.061 0.068 0.053 0.065 0.068 0.056 0.054 0.057 0.045 0.054 0.075 
256027 12 30 0.086 0.088 0.087 0.089 0.058 0.089 0.09 0.059 0.06 0.069 0.068 0.039 0.07 
256027 12 40 0.074 0.078 0.077 0.08 0.049 0.077 0.081 0.049 0.054 0.055 0.053 0.059 0.079 
256027 12 50 0.092 0.098 0.097 0.1 0.062 0.103 0.103 0.062 0.059 0.056 0.083 0.042 0.086 
256027 12 60 0.093 0.104 0.097 0.108 0.057 0.107 0.108 0.061 0.058 0.084 0.157 0.1 0.101 
256027 12 70 0.103 0.12 0.109 0.121 0.055 0.118 0.122 0.055 0.057 0.065 0.05 0.101 0.096 
256027 12 80 0.102 0.121 0.109 0.124 0.049 0.12 0.126 0.047 0.052 0.067 0.053 0.136 0.088 
256027 12 90 0.151 0.164 0.155 0.162 0.06 0.16 0.162 0.062 0.061 0.08 0.105 0.074 0.111 
256027 12 100 0.15 0.165 0.154 0.167 0.071 0.165 0.167 0.076 0.075 0.257 0.086 0.218 0.124 
259379 13 10 0.047 0.048 0.047 0.048 0.045 0.047 0.049 0.051 0.043 0.065 0.059 0.051 0.055 
259379 13 20 0.054 0.057 0.054 0.056 0.048 0.053 0.057 0.049 0.047 0.051 0.047 0.047 0.081 
259379 13 30 0.059 0.062 0.058 0.06 0.051 0.062 0.06 0.046 0.048 0.055 0.06 0.063 0.078 
259379 13 40 0.084 0.084 0.08 0.084 0.069 0.084 0.085 0.065 0.072 0.092 0.063 0.067 0.09 
259379 13 50 0.077 0.081 0.077 0.079 0.064 0.076 0.079 0.064 0.066 0.091 0.076 0.068 0.094 
259379 13 60 0.089 0.083 0.088 0.084 0.067 0.087 0.085 0.069 0.071 0.099 0.058 0.143 0.099 
259379 13 70 0.088 0.088 0.086 0.087 0.076 0.087 0.087 0.07 0.078 0.083 0.074 0.061 0.115 
259379 13 80 0.089 0.085 0.082 0.084 0.077 0.081 0.086 0.073 0.085 0.127 0.08 0.102 0.113 
259379 13 90 0.127 0.124 0.118 0.123 0.078 0.119 0.123 0.078 0.087 0.097 0.099 0.059 0.148 
259379 13 100 0.128 0.125 0.123 0.123 0.09 0.121 0.121 0.086 0.1 0.1 0.15 0.12 0.144 
263015 14 10 0.058 0.058 0.057 0.056 0.083 0.057 0.057 0.08 0.085 0.037 0.051 0.057 0.06 
263015 14 20 0.083 0.079 0.084 0.076 0.115 0.077 0.076 0.115 0.115 0.044 0.073 0.079 0.071 
263015 14 30 0.09 0.085 0.092 0.083 0.139 0.088 0.078 0.143 0.138 0.052 0.079 0.125 0.08 
263015 14 40 0.119 0.094 0.118 0.093 0.163 0.099 0.094 0.166 0.163 0.049 0.1 0.06 0.094 
263015 14 50 0.118 0.085 0.112 0.083 0.198 0.087 0.085 0.202 0.2 0.059 0.078 0.269 0.077 
263015 14 60 0.146 0.116 0.139 0.118 0.239 0.125 0.118 0.243 0.234 0.085 0.091 0.149 0.101 
263015 14 70 0.141 0.113 0.134 0.112 0.252 0.12 0.11 0.261 0.247 0.076 0.132 0.088 0.108 
263015 14 80 0.18 0.137 0.174 0.136 0.308 0.149 0.13 0.326 0.311 0.056 0.147 0.135 0.115 
263015 14 90 0.184 0.144 0.174 0.142 0.327 0.161 0.141 0.331 0.32 0.074 0.078 0.162 0.122 
263015 14 100 0.2 0.158 0.192 0.15 0.37 0.172 0.151 0.372 0.365 0.105 0.131 0.147 0.132 
263052 15 10 0.068 0.075 0.07 0.075 0.053 0.073 0.075 0.053 0.055 0.07 0.066 0.05 0.054 
263052 15 20 0.067 0.07 0.066 0.072 0.071 0.071 0.073 0.071 0.069 0.08 0.065 0.042 0.073 
263052 15 30 0.076 0.078 0.078 0.078 0.06 0.078 0.08 0.062 0.063 0.066 0.069 0.042 0.076 
263052 15 40 0.072 0.076 0.073 0.078 0.065 0.08 0.079 0.066 0.065 0.062 0.059 0.041 0.066 
263052 15 50 0.097 0.107 0.105 0.108 0.073 0.108 0.109 0.077 0.071 0.103 0.098 0.054 0.105 
263052 15 60 0.085 0.092 0.088 0.094 0.061 0.091 0.095 0.069 0.058 0.07 0.072 0.043 0.08 
263052 15 70 0.093 0.108 0.098 0.113 0.076 0.112 0.114 0.077 0.076 0.1 0.1 0.07 0.092 
263052 15 80 0.103 0.113 0.11 0.114 0.076 0.111 0.12 0.085 0.074 0.131 0.078 0.048 0.106 
263052 15 90 0.125 0.133 0.128 0.132 0.1 0.134 0.134 0.114 0.093 0.054 0.087 0.056 0.11 
263052 15 100 0.117 0.133 0.125 0.135 0.088 0.131 0.139 0.099 0.079 0.087 0.107 0.082 0.112 
263057 16 10 0.042 0.045 0.04 0.042 0.053 0.04 0.04 0.066 0.049 0.067 0.04 0.047 0.052 
263057 16 20 0.068 0.064 0.073 0.066 0.101 0.07 0.069 0.111 0.094 0.088 0.098 0.084 0.089 
263057 16 30 0.073 0.072 0.07 0.07 0.12 0.078 0.076 0.137 0.107 0.072 0.061 0.084 0.063 
263057 16 40 0.097 0.094 0.11 0.096 0.157 0.107 0.098 0.186 0.137 0.109 0.188 0.13 0.073 
263057 16 50 0.125 0.119 0.132 0.12 0.186 0.132 0.127 0.224 0.166 0.074 0.147 0.145 0.089 
263057 16 60 0.147 0.149 0.16 0.152 0.226 0.169 0.16 0.268 0.202 0.091 0.159 0.098 0.097 
263057 16 70 0.165 0.171 0.177 0.172 0.271 0.182 0.174 0.305 0.245 0.167 0.193 0.497 0.112 
263057 16 80 0.178 0.175 0.191 0.182 0.274 0.195 0.184 0.328 0.241 0.054 0.289 0.266 0.108 
263057 16 90 0.188 0.192 0.208 0.194 0.307 0.213 0.198 0.375 0.265 0.234 0.133 0.295 0.122 
263057 16 100 0.21 0.209 0.228 0.208 0.334 0.227 0.221 0.393 0.293 0.157 0.512 0.37 0.131 
263109 17 10 0.082 0.079 0.081 0.079 0.071 0.081 0.079 0.07 0.076 0.06 0.07 0.055 0.071 
263109 17 20 0.072 0.071 0.072 0.07 0.077 0.07 0.07 0.075 0.076 0.056 0.073 0.082 0.061 
263109 17 30 0.065 0.056 0.063 0.056 0.072 0.057 0.058 0.074 0.071 0.047 0.066 0.053 0.066 
263109 17 40 0.062 0.057 0.068 0.061 0.057 0.061 0.061 0.06 0.058 0.065 0.065 0.042 0.076 
263109 17 50 0.066 0.06 0.069 0.061 0.076 0.061 0.064 0.073 0.073 0.052 0.072 0.047 0.092 
263109 17 60 0.079 0.076 0.084 0.077 0.08 0.08 0.077 0.085 0.078 0.067 0.07 0.078 0.088 
263109 17 70 0.08 0.07 0.08 0.072 0.083 0.072 0.074 0.097 0.079 0.077 0.055 0.056 0.099 
263109 17 80 0.072 0.07 0.073 0.069 0.079 0.074 0.071 0.09 0.07 0.049 0.085 0.057 0.096 
263109 17 90 0.075 0.064 0.073 0.065 0.1 0.07 0.07 0.104 0.094 0.056 0.047 0.049 0.1 
263109 17 100 0.063 0.068 0.063 0.068 0.076 0.068 0.069 0.081 0.071 0.047 0.054 0.055 0.091 
263115 18 10 0.04 0.042 0.043 0.042 0.042 0.041 0.043 0.043 0.035 0.053 0.051 0.05 0.058 
263115 18 20 0.06 0.061 0.06 0.06 0.045 0.062 0.059 0.052 0.046 0.052 0.057 0.047 0.08 
263115 18 30 0.056 0.06 0.057 0.061 0.06 0.055 0.055 0.059 0.057 0.06 0.063 0.059 0.069 
263115 18 40 0.05 0.055 0.055 0.056 0.059 0.056 0.058 0.064 0.057 0.045 0.053 0.053 0.084 
263115 18 50 0.066 0.064 0.067 0.065 0.064 0.061 0.064 0.071 0.065 0.058 0.046 0.063 0.084 
263115 18 60 0.063 0.06 0.061 0.062 0.063 0.063 0.061 0.073 0.059 0.056 0.061 0.053 0.102 
263115 18 70 0.059 0.069 0.061 0.07 0.064 0.064 0.073 0.076 0.065 0.053 0.072 0.059 0.089 
263115 18 80 0.068 0.062 0.065 0.068 0.064 0.064 0.07 0.072 0.062 0.049 0.05 0.064 0.09 
263115 18 90 0.057 0.064 0.063 0.064 0.052 0.063 0.07 0.065 0.042 0.051 0.059 0.059 0.103 
263115 18 100 0.078 0.076 0.074 0.081 0.087 0.075 0.088 0.107 0.083 0.081 0.105 0.089 0.12 
293151 19 10 0.063 0.057 0.06 0.059 0.058 0.058 0.057 0.059 0.058 0.052 0.053 0.056 0.052 
293151 19 20 0.047 0.055 0.047 0.053 0.048 0.051 0.053 0.048 0.043 0.036 0.048 0.059 0.054 
293151 19 30 0.061 0.052 0.056 0.052 0.055 0.052 0.05 0.052 0.054 0.055 0.044 0.073 0.054 
293151 19 40 0.052 0.055 0.054 0.055 0.054 0.055 0.05 0.054 0.057 0.051 0.052 0.064 0.044 
293151 19 50 0.062 0.062 0.06 0.061 0.07 0.061 0.063 0.068 0.07 0.044 0.054 0.042 0.058 
293151 19 60 0.045 0.042 0.045 0.042 0.058 0.046 0.045 0.059 0.058 0.048 0.056 0.049 0.046 
293151 19 70 0.048 0.054 0.056 0.054 0.065 0.053 0.053 0.063 0.063 0.055 0.055 0.072 0.053 
293151 19 80 0.049 0.05 0.051 0.048 0.073 0.047 0.048 0.076 0.071 0.04 0.068 0.058 0.045 
293151 19 90 0.054 0.048 0.053 0.048 0.071 0.05 0.049 0.073 0.064 0.061 0.051 0.106 0.052 
293151 19 100 0.046 0.041 0.043 0.043 0.1 0.044 0.042 0.097 0.093 0.045 0.043 0.056 0.044 
303899 20 10 0.044 0.039 0.047 0.037 0.047 0.041 0.037 0.044 0.05 0.052 0.053 0.053 0.04 
303899 20 20 0.046 0.042 0.042 0.04 0.047 0.039 0.038 0.048 0.046 0.059 0.046 0.052 0.054 
303899 20 30 0.06 0.054 0.061 0.053 0.052 0.056 0.054 0.049 0.055 0.056 0.048 0.054 0.052 
303899 20 40 0.058 0.058 0.06 0.058 0.049 0.057 0.056 0.047 0.053 0.06 0.063 0.067 0.062 
303899 20 50 0.052 0.05 0.051 0.05 0.055 0.05 0.05 0.05 0.057 0.053 0.042 0.061 0.046 
303899 20 60 0.052 0.049 0.051 0.051 0.047 0.049 0.051 0.046 0.052 0.055 0.057 0.044 0.058 
303899 20 70 0.063 0.058 0.058 0.056 0.057 0.056 0.058 0.054 0.06 0.049 0.06 0.071 0.059 
303899 20 80 0.041 0.037 0.043 0.036 0.045 0.037 0.037 0.049 0.059 0.045 0.03 0.042 0.044 
303899 20 90 0.052 0.053 0.05 0.051 0.063 0.05 0.052 0.058 0.067 0.049 0.065 0.073 0.051 
303899 20 100 0.046 0.045 0.044 0.044 0.063 0.041 0.043 0.061 0.068 0.049 0.038 0.086 0.053 
377658 21 10 0.08 0.074 0.074 0.076 0.057 0.073 0.076 0.065 0.063 0.061 0.069 0.051 0.039 
377658 21 20 0.051 0.051 0.049 0.054 0.049 0.051 0.049 0.053 0.044 0.061 0.047 0.067 0.057 
377658 21 30 0.049 0.055 0.05 0.055 0.073 0.052 0.055 0.071 0.071 0.06 0.065 0.172 0.059 
377658 21 40 0.051 0.046 0.053 0.046 0.054 0.047 0.047 0.063 0.052 0.048 0.048 0.109 0.05 
377658 21 50 0.049 0.045 0.047 0.046 0.072 0.044 0.046 0.078 0.064 0.05 0.054 0.189 0.045 
377658 21 60 0.057 0.051 0.055 0.051 0.074 0.053 0.051 0.077 0.072 0.079 0.066 0.068 0.056 
377658 21 70 0.055 0.048 0.056 0.051 0.08 0.051 0.051 0.087 0.071 0.102 0.062 0.126 0.055 
377658 21 80 0.044 0.05 0.049 0.05 0.085 0.048 0.049 0.09 0.076 0.136 0.056 0.214 0.049 
377658 21 90 0.071 0.058 0.071 0.056 0.101 0.061 0.054 0.103 0.093 0.074 0.06 0.147 0.062 
377658 21 100 0.051 0.043 0.052 0.046 0.099 0.044 0.046 0.106 0.101 0.115 0.066 0.229 0.05 
377938 22 10 0.073 0.083 0.083 0.082 0.053 0.085 0.086 0.056 0.054 0.076 0.104 0.036 0.055 
377938 22 20 0.107 0.116 0.11 0.116 0.073 0.115 0.12 0.076 0.076 0.167 0.116 0.083 0.108 
377938 22 30 0.122 0.127 0.129 0.127 0.083 0.123 0.124 0.086 0.085 0.153 0.163 0.059 0.121 
377938 22 40 0.176 0.18 0.181 0.181 0.117 0.181 0.18 0.134 0.115 0.184 0.176 0.055 0.172 
377938 22 50 0.185 0.186 0.188 0.182 0.134 0.18 0.183 0.14 0.133 0.236 0.227 0.088 0.193 
377938 22 60 0.216 0.223 0.226 0.223 0.152 0.223 0.221 0.165 0.159 0.359 0.264 0.187 0.238 
377938 22 70 0.247 0.245 0.249 0.246 0.176 0.25 0.246 0.184 0.175 0.371 0.227 0.094 0.273 
377938 22 80 0.299 0.31 0.3 0.309 0.198 0.304 0.31 0.209 0.2 0.533 0.259 0.085 0.317 
377938 22 90 0.323 0.322 0.321 0.321 0.213 0.324 0.326 0.226 0.21 0.403 0.368 0.255 0.354 
377938 22 100 0.349 0.35 0.358 0.345 0.242 0.354 0.346 0.251 0.235 0.511 0.45 0.18 0.369 
 
Appendix B: the graphs corresponding to information in Appendix A 
 









  
