Abstract-Presented in this paper is a joint algorithm optimization and architecture design framework for analysis of repetitive regularities. Two closely coupled algorithm optimization techniques, referred to as the prime subspace periodicity transform (PSPT) and circular periodicity transform (CPT), are developed that significantly reduce computational complexity while enable the extraction of a wide spectrum of periodic features. The proposed PSPT-CPT algorithms lead to a parallel and resource-sharing VLSI architecture. While most of the current systems rely on software solutions to performance feature extraction, the performance benefits rendered by the proposed framework show advantages in dealing with data-intensive computation for emerging applications in biometrics and bioinformatics. The explosive growth in database complexity combined with demand for fast analysis make the proposed framework a promising solution. Experimental results on an iris identification system demonstrate up to 99.2% accuracy and 24.6% − 41.9% reduction in computational complexity.
I. INTRODUCTION
Repetitive and near-repetitive patterns are ubiquitous in natural and man-made environment. Some examples include rhythms occurring in music and speech, similarities in textures and titling, periodic structures in DNA and protein sequences, symmetries inherent in human iris, variations in bio-medical signals, and regularities in natural responses ranging from seismic data to astronomical signals. Recently, driven by the ambitious exploration in biometrics [1] − [4] and bioinformatics [5] − [7] , there has been an upsurge in research seeking to understand the intrinsic repetitive regularities in science and engineering database. Interpretation of repetitive regularities plays an essential role in pattern mining for many emerging applications such as biometric-based identity authentication [8] − [11] , gene analysis and assembly [12] − [15] , healthcare and disease diagnosis [16] − [18] , drug design [19] − [20] , and forecasting natural disasters such as earthquake and tsunami [22] − [24] .
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Contemporary approaches rely upon standard algorithms such as Fourier transform and wavelet transform. These transforms attempt to interpret repetitive regularities as sinusoidal or scaling similarities. Most realworld phenomena are fundamentally ambiguous and thus can not be sufficiently explained by these well-defined similarities. Recently, a time-domain method, called the periodicity transform [25] , was proposed to study the mathematical significance of periodicities, repetitions and regularities. Periodicity transform performs signal decomposition at time-domain periodic subspaces spanned by a set of non-orthogonal basis vectors. Theoretically, this algorithm allows a multi-faceted approach for understanding of inherent ambiguity. But in practice the implementation inevitably leads to high cost due to computational complexity [26] − [29] . This compounded with voluminous data in pattern mining tasks poses a major obstacle in analysis of repetitive regularities for a diversity of science and engineering applications.
The perception of a periodic pattern is established on the understanding of the interplay among periodic components. The mutual dependencies among these components cause non-orthogonality that is responsible for high computational complexity. In this paper, we propose an efficient algorithm optimization and VLSI architecture for analysis of repetitive regularities. Our approach will not try to remove the mutual dependencies but instead take advantage of them. We develop an algorithm optimization, referred to as the prime subspace periodicity transform (PSPT), that significantly reduces computational complexity without loss of accuracy in pattern extraction. We also develop a circular periodicity transform (CPT) based on the concept of circular convolution to study low-frequency variations, which are difficult to analyze using standard methods. The CPT enables low-complexity extraction of a wider spectrum of periodic features. Some preliminary results of these two techniques were reported in [30] , [31] . In this paper, we extend our past work by developing a formal design framework on PSPT-CPT algorithms and architecture optimization to address the challenging problem of analysis of repetitive regularities. We also conduct a complete study on the performance of the proposed technique. While some pattern mining applications may not require real-time speed, the performance benefits rendered by VLSI show great advantage over software solutions, particularly in dealing with dataintensive applications in biometrics and bioinformatics.
We apply the proposed technique in the design of a biometric-based identity authentication system. With the increasing requirements on secure identification and personal verification, the need for reliable and accurate biometric solutions become apparent [32] , [33] . Biometric techniques automatically recognize a person based on one's unique physiological or behavioral features such as face, fingerprints, handwriting, iris, voice, etc.. Among these features, human iris presents an exceptionally high level of uniqueness. It was shown [34] that human iris possesses a degree of freedom 3X more than the fingerprint does. Hence, human iris is complex enough to be used as a biometric signature. Several irs identification methods have been proposed in literature [8] − [11] , many of which utilize standard algorithms such as wavelet transform. Wavelet transform decomposes data using a set of basis elements defined by scaling functions. This provides good explanation to uniform texture that contains scaling similarities. Human iris is composed of annular texture that is intuitively different from uniform texture. Statistical analysis on concentric circles of human iris reveals substantial repetitive variations. Standard wavelet transform and its derivatives do not directly search for such repetitions. Our approach is more effective due to the low-complexity PSPT-CPT algorithms. The PSPT-CPT based iris identification system achieves up to 99.2% accuracy on iris identification with 24.6%−41.9% reduction in computational complexity.
In section II, we briefly review the periodicity transform. In section III, we present the algorithm optimization of the prime subspace periodicity transform (PSPT) and circular periodicity transform (CSPT). In section IV, we develop a low-complexity VLSI architecture for implementing the PSPT-CPT algorithms. In section V, we apply our techniques in the design of an iris identity system. Section VI provides experimental results.
II. REVIEW OF PERIODICITY TRANSFORM
The periodicity transform searches for repetitive patterns in a sequence by projecting the sequence onto periodic subspaces S p , p ≥ 1, where S p is the set of p-periodic sequences defined as
The periodic subspace S p is spanned by a set of pperiodic basis vectors δ s p (j), defined as
where j is the time index and s = 0, 1, . . . , (p − 1) represents the time shift.
From (2), δ s1 p , δ s2 p = 0 for s1 = s2, where · denotes the inner product defined as
Thus, the basis vectors δ s p , s = 0, 1, . . . , (p − 1), are orthogonal of each other in subspace S p . However, basis vectors from different subspaces, e.g., S p and S q , p = q, are in general not orthogonal. This results in non-unique decomposition that allows for a multi-faceted explanation of the underlying repetitive regularities but also induces high computation cost.
Now let x be an arbitrary N -point sequence of the value x = {x(0), x(1), . . . x(N − 1)}. The periodicity transform projects x onto periodic subspaces S p , p ≥ 1.
The resulted projection at S p , denoted by x p , is a linear combination of the p-periodic basis vectors δ s p , i.e.,
where
} is the coefficient set that can be calculated by
Using the definition given by (2), the above expression can be simplified as
From (4), x p ∈ S p because δ s p , s = 0, 1, . . . , (p−1), are p-periodic sequences. According to the projection theorem [35] , the original sequence x can be approximated by a sum of periodic components x p , p ≥ 1. These periodic components characterize the repetitive patterns hidden in the sequence x.
The major task in the above periodicity transform is to compute the correlation between a data sequence and periodic basis vectors with different time shifts, as shown in (5) . Direct implementation is quite expensive for long data sequences and large set of periodic subspaces. In this paper, we seek to overcome this problem through algorithm and architecture co-optimization.
III. ALGORITHM OPTIMIZATION FOR ANALYSIS OF REPETITIVE REGULARITIES
In this section, we present the algorithm optimization for analysis of periodic patterns. To reduce computational complexity, we propose a prime subspace periodicity transform (PSPT) that exploits the mutual dependencies among periodic patterns for efficient feature extraction. We also extend this idea and develop a circular periodicity transform (CPT) to extract low-frequency components. As shown in section IV, the proposed PSPT-CPT algorithms facilitate a parallel and resource-sharing VLSI architecture.
A. Prime Subspace Periodicity Transform (PSPT)
According to the projection theorem [35] , a data sequence x can be approximated by a sum of periodic components x p , p ≥ 1. These periodic components characterize the repetitive patterns in x. This procedure appears to be simple. However, the mutual dependencies among periodic components make the results of periodicity transform not unique but dependent on the order of projections being performed. For example, a time-series p-periodic pattern x p can also be interpreted as 2p-periodic. If the 2p-periodic projection is performed first to extract x p out, the subsequent projection at p-periodic subspace will not be able to find x p anymore. The non-unique decomposition provides flexibility in analyzing the same data from different angles, but it also induces large complexity in determining which solution is the most meaningful one. Thus, the complexity of standard periodicity transform is dominated by the correlation computation involved in projecting a data sequence onto periodic basis vectors over different sets of time shifts. Because the decomposition involves an iteration-like procedure, the computation cost is very high for data-intensive applications such as biometrics and bioinformatics.
To overcome this problem, we propose a prime subspace periodicity transform (PSPT), which achieves fast pattern extraction without loss of accuracy. To derive the PSPT, we consider two periodic subspaces S p and S q , where p is a factor of q, q = mp, m > 1.
From (6), the projection of sequence x onto the periodic subspace S p can be expressed as
where s is the time shift ranging from 0 to p − 1. The second equation in (8) is obtained by substituting k = {mj, mj + 1, . . . , mj + (j − 1)} for 0 ≤ j ≤ (N/q) − 1. Note that the sum inside the brackets of the second equation can be rewritten as
Substituting (9) into (8) and utilizing (7), we get
From (10), we have proved that the projections of sequence x onto subspace S p can be obtained directly from the projections at subspace S q , provided that p is a factor of q (see (7)). This result has significant implication because many computation-intensive correlations can be avoided. The proposed PSPT exploits this property to reduce the computation cost. Specifically, we group all periodic subspaces into a few prime subspaces, i.e.,
where S p is a prime subspace and p is a prime number. Applying (10) in each prime subspace, the projections at S p can be derived from the projections at S m1p , and projections at S m1p can be derived from S m2p (m 1 is a factor of m 2 ) and so on. It can be shown that as many as half of the projections can be obtained without performing correlation computation. Let's consider a simple example for the purpose of demonstration. Assume a sequence is to be decomposed at subspaces {S 2 , S 3 , , . . . , S 15 }. The prime subspaces can be arranged as
Clearly, using (10) in prime subspace S 3 , λ s 3 can be obtained from λ As shown, the proposed PSPT reduces the computational complexity significantly by grouping mutually correlated periodic components, thereby avoiding redundant correlation computation. Furthermore, it facilitates a parallel and resource-sharing architecture for high-speed VLSI implementation (see section IV).
B. Circular Periodicity Transform (CPT)
Standard periodicity transform as expressed in (4)−(6) relies upon time-domain correlations to extract the periodic components hidden in a data sequence. For lowfrequency components (large values of p), only a few data samples are available for correlation computation. For example, if p > N/2, where N is the length of the data sequence, at most only two data samples will be calculated for each time shift s (see (6) ). Thus, the extracted low-frequency patterns are unreliable, which affects the accuracy of pattern analysis. Due to this constraint, the maximum period p max in the standard periodicity transform is typically chosen to be less than N/2.
Low-frequency components are less discernible but contain essential information in pattern analysis (see section V for human iris identification). Based on the concept of circular convolution, we propose a circular periodicity transform (CPT) that is able to extract these components reliably. The proposed CPT is compatible with PSPT for low-complexity computation.
To derive the CPT, we define a circular data sequence x c by repeating the N -point sequence x periodically, i.e.,
where k is the time index. The CPT of sequence x is defined as
where x c p , p = 1, 2, . . . , N − 1, are given by (14) . Comparing (15) and (5) c , which ensures sufficient data samples for accuracy. As a result, we can extract a wide spectrum of periodic components for reliable pattern analysis.
The CPT is fully compatible with PSPT for lowcomplexity computation. Consider two periodic subspaces S p and S q , where p is a factor of q,
From (15), the projection of sequence x c onto periodic subspace S p can be expressed as
where s is the time shift ranging from 0 to p − 1. The last equation in (18) is obtained by substituting k = {mj, mj + 1, . . . , mj
Employing (17), the sum inside the brackets can be rewritten as Substituting (19) into (18), we get 
We prove in (20) that the CPT projections can be performed in the same way as PSPT (see (10) ). This greatly simplifies the computation of CPT. We can employ a similar approach by grouping all the periodic subspaces into a few prime subspaces (see (11) ) and then implementing fast computation within each prime subspace. Thus, the proposed CPT extends our ability on pattern analysis by enabling reliable and accurate extraction of a wide spectrum of periodic components.
IV. ARCHITECTURE DESIGN
The proposed PSPT-CPT reduces the computation cost and enhances the robustness in analysis of repetitive patterns. While most of the current systems rely on software for pattern extraction, the trend is towards algorithm and architecture co-optimization for data-intensive applications. The explosive growth in database complexity combined with the demand for fast analysis makes it necessary to exploit VLSI architecture for low-complexity and high-speed algorithm integration.
To implement PSPT-CPT, consider projecting a data sequent x onto prime subspaces S P1 , S P2 , . . . , S Pm (see (11) ), where P 1 , P 2 , . . . , P m are prime numbers. This task is illustrated in Fig. 1(a) . Within each prime subspace, the correlations between x and periodic basis vectors are performed based on the proposed PSPT-CPT algorithms as expressed in (10) and (20) . Note that there are multiple ways to partition prime subspaces. Some periodic subspaces can be grouped into different prime subspaces. For example, S 6 can be put into either S 2 or S 3 . This allows balancing the computation loads among prime subspaces in order to optimize the overall performance. Figure 1(b) shows the VLSI architecture for prime subspace S k 2 , assuming that the maximum period to search for is 16. Note that x is extended to a circular version x c as described in section III-B. The projection vector {ϑ . . , Sel 15 } is synchronized by the time shift s so that the corresponding data samples of x c are collected for correlation. Once this projection vector is calculated, the projections at other periodic subspaces S p in S 2 , where p is a factor of 16, can be derived directly using (10) and (20) without repeating the redundant correlations. As shown in Fig. 1(b) , the end µ : step size x R1 , . . . , x Rn : data sequences M k , 1 ≤ k ≤ n : number of basis elements P k , 1 ≤ k ≤ n : maximum period begin outputs: proposed PSPT-CPT architecture eliminates up to 50% of the computation-intensive correlations. This parallel and resource-sharing architecture achieves efficient computation without loss in accuracy.
V. APPLICATION TO IRIS IDENTIFICATION
In this section, we discuss the design of an iris identification system using the proposed PSPT-CPT algorithms and VLSI architecture. In comparison with contemporary approaches, our system incorporates the benefits of lowcomplexity algorithm transform and high-speed VLSI architecture to deal with the complexity in iris identification.
A. Iris Feature Extraction
Human iris as shown in Fig. 2(a) exhibits an annular texture. The image data sequence collected from a concentric circle shows strong repetitive patterns (see Fig. 2(b) ), whereas data sequences at different concentric circles contain less discernible but statistically significant variations in repetitive patterns. Employing the proposed PSPT-CPT, we can extract these patterns by projecting the sequences onto various periodic subspaces.
We use the Best Correlation criterion [25] to decompose iris data sequences. The best correlation criterion projects a data sequence onto periodic subspaces that have the largest correlation with the original sequence. This will pick out repetitive components with regular spikes, such as the annular texture of human iris. Figure 3 defines the proposed iris identification algorithm. A set of data sequences is collected from the concentric circles on an iris image with incremental radii determined by a step size µ. The step size µ is chosen to meet the requirements on resolution and computation complexity. A small µ improves performance by allowing high-resolution feature extraction but also incurs large computation cost. For each collected data sequence, the correlations are calculated with all periodic basis vectors. The periodic basis vector that results in the largest correlation is selected and the data sequence is then decomposed onto the corresponding subspace. The residual after each decomposition is applied for the subsequent feature extraction until all significant components are extracted from the data sequence. The periodic features extracted from these sequences are encoded into an iris signature. Iris identification is then carried out by comparing against the enrolled records in a database. Among the tasks in Fig. 3 , the correlation is computation-intensive due to the large set of periodic subspaces and data samples. The proposed PSPT-CPT significantly reduces the computational complexity by eliminating redundant correlation computation. Moreover, the CPT enables reliable extraction of low-frequency components, which account for a statistically significant amount of features in human iris (see section VI). Figure 4 shows the function diagram of the proposed iris identification system. The system is comprised of three function units: data pre-processing, signature generation, and signature matching. The data pre-processing unit employs image processing algorithms [36] , [37] to perform operations such as iris image acquirement and enhancement. It also determines iris boundary and center, and collects a set of data sequences from the concentric circles of an iris image.
B. System Architecture
The signature generation unit extracts intrinsic features in human iris and encodes these features into a biometric signature unique to individual persons. The PSPT-CPT algorithms described in section III are utilized. The block diagram of signature generation unit are shown in Fig. 5 . Data sequences x R1 , x R2 . . . , x Rn obtained from the concentric circles of an iris image are projected onto a set of periodic subspaces. Here R k denotes the radius of the k th concentric circle. The number n of data sequences and the values of R k 's are determined by a number of considerations such as image resolution and identification performance. We will discuss these issues in section VI. The periodic subspaces are partitioned into prime subspaces (see (11)). Within each prime subspace, the correlations between x c R k , the circular version of x R k , and periodic basis vectors are calculated using (10) and (20) . The periodic components extracted from the sequences x The iris signature S is defined with the following format
where p for j = k, because human iris exhibits different patterns at different concentric circles. From (21) , the size of iris signature is determined by parameters such as the number n of data sequences collected from the concentric circles of an iris image and the number M k , k = 1, 2, . . . , n, of significant periods in each data sequence. In this design we adopt a simple format for iris signature. The size of iris signature can be reduced by exploiting advanced coding and compressing options.
The iris signature is identified in the signature matching unit. The unknown iris signature is compared against the enrolled iris signatures in the database. The one with the minimum difference is selected. Here we employ the Euclidean distance metric to quantify the signature difference. This naturally leads to a minimum-meansquared-error (MMSE) estimator which is a simple but powerful estimator. Experimental results in section VI demonstrate good identification performance using this metric. More sophisticated pattern recognition algorithms will be exploited to further improve the performance, as a part of our future work. 
VI. PERFORMANCE EVALUATION AND DISCUSSION
In this section, we evaluate the performance of the proposed iris identification system. We also compare our system with some existing works.
Experimental results are obtained from the tests on the CASIA iris image database [38] , which contains 756 iris images from 108 different eye classes. Among the 7 images in each eye class, 3 images are selected to train the system and establish the enrollment database, and 4 images are used for testing. Figure 6 shows the normalized energy of periodic components extracted by the PSPT-CPT from a concentric circle of an iris image. We observe that most periodic components are in the high-frequency domain. The low-frequency components (P > N/2) account for about 5% of the total energy, which is statistically significant for performance-critical applications such as iris identification. In addition, the number of periodic components being extracted is less than 50. These periodic components sufficiently characterize the original data sequence. Figure 7(a) shows the sequence constructed by adding these periodic components together. For the purpose of comparison, we also show the original data sequence in Fig. 7(b) . The difference between the two sequences is less than 1%, as shown in Fig. 7(c) . The residual error contains an ultra-low frequency component (P ≈ N ). While we can reduce the residual error by extending the CPT to P ≥ N , this will incur extra cost but the performance improvement is not significant.
The above observations provide some important guidelines on selecting key architectural parameters in the proposed system. For example, data sequence contains at most 50 significant features characterized by the 50 periodic components. Efforts to extract additional features incur extra computation cost without noticeable improvement on identification performance. Similar results are observed in data sequences collected from other concentric circles as well. We found that each iris data sequence contains at most 50 significant periodic components within 1% error margin of the original data sequence. The maximum period of these periodic components increases linearly with the radius of concentric circles. This is expected because of the dispersion of repetitive patterns along the radius of iris image. Based on these observations, we choose M k = 50 for iris signature in (21) , and max{p
} is a function of the radius of concentric circle from which the data sequence is collected. Table I compares the performance under different design specifications. We vary the number of data sequences from three to eight with a step size of µ = 8. Given the fact that it involves an extremely complicated relationship between µ, identification performance and image quality (e.g., resolution), the practical approach to determine the value of µ is through experimental calibration. Figure 8 shows the False Acceptance Rate (FAR) and False Rejection Rate (FRR) as a function of normalized Euclidean distance (threshold) for the set containing eight data sequences. At the threshold of 0.22, the Equal Error Rate (EER) is 0.81%. The results of EER under other design specifications can be found in Table I . As the number of data sequences increases, more iris features can be extracted and the signature size is increased from 180 bytes to 480 bytes accordingly. This improves the accuracy of iris identification. However, the performance improvement is achieved at the cost of increased compu- tation loads. Fortunately, the proposed PSPT-CPT is able to eliminate redundant correlation computations, which account for the dominant complexity in feature extraction. In comparison to the standard periodicity transform, the performance improvement in term of EER is about 10%. This is due to the fact that the CPT is able to extract low-frequency periodic components thereby improving the accuracy. In addition, the computational complexity (measured in the number of addition operations) is reduced by 24.6% for the set of 3 data sequences and 41.9% for the set of 8 sequences. Note that the extra additions introduced by the PSPT-CPT (see (10) , (20) ) have been accounted for. As shown in Table I , better efficiency is achieved as the set of data sequences increases. This is due to the fact that as the maximum period increases with the set of data sequences, we have flexibility in partitioning prime subspaces and consequently more redundant correlation computations can be eliminated. This is consistent with the discussion in section IV.
We also compare our work with a 2-D wavelet based identification system [9] , which was shown to have better performance than other similar wavelet-based systems. Our approach achieves significant performance improvement while minimizing complexity. Note that CASIA iris images contain irrelevant information such as eyelids and eyelashes, which cause about 17% failures during preprocessing in [9] . This is not a problem in the proposed system, where iris data sequences are collected from the concentric circles of an iris image and then converted to 1-D streams. The repetitive patterns can be reliably extracted from incomplete concentric circles obstructed by eyelids and eyelashes. Furthermore, the proposed system achieves 10% reduction in iris signature size.
VII. CONCLUSIONS
In this paper, we present a formal design framework exploiting joint algorithm and architecture optimization for analysis of repetitive regularities. We develop the prime subspace periodicity transform (PSPT) that significantly reduces computational complexity without loss of accuracy in pattern extraction. We also develop the circular periodicity transform (CPT) to study the lowfrequency periodic component. The proposed PSPT-CPT algorithms lead to a parallel and resource-sharing VLSI architecture. We apply the proposed techniques in the design of a biometric-based identity authentication system. The proposed PSPT-CPT algorithms in combination with the architecture optimizations address the challenges in system-on-chip implementation of biometric systems. Future work is being directed towards single-chip integration of the iris identification system.
