Cells with identical genomes often exhibit biochemically distinct phenotypic states; stochastic switchings among them are one of the functional roles of "noise" in a genetic circuitry. To quantify the stabilities of these phenotypic states and, more importantly, the transition rates among them, we study a minimal model of gene regulation that incorporates positive feedback with multiple gene states. We first show that starting from a full Delbrück-Gillespie-process description of the gene regulation network, two much simpler stochastic biochemical kinetic systems can be deduced, respectively, in the limit of either the stochastic gene-state switching or transcription factor copynumber fluctuation being dominant among other sources of noise. We then propose two saddlecrossing rate formulas for the simplified dynamics. They are associated with the barriers of different nonequilibrium landscape functions, which exhibit different dependence on the switching rates of gene states. Keeping exactly the same mean-field deterministic dynamics, incorporating noise can possibly yield opposite predictions on the relative stability of the coexisted phenotypic states when the single-molecule switching between different gene states, compared to the protein copy-number fluctuation, is relatively slow or sufficiently rapid. This quantitative theory emphasizes noises from different origins with distinct characteristics as an additional complexity within gene regulation.
Cells with a particular genotype can have markedly different phenotypes in terms of cellular biochemistry. Phenotype here refers to distinct properties and functions of a cell, and it is determined, as any living organism, by both its genome and the cellular environment. From the perspective of biochemistry, the state of a single cell at a particular moment of time is represented by a single point in a multi-dimensional space, with each dimension representing the copy number of an individual type of chemical species in the single cell, including different conformational states of a macromolecule if their interconversion is relevant to the biochemistry of interest.
With time, a chemical cell "moves" stochastically in such a space as a consequence of gene expressions and biochemical regulations at nonequilibrium steady state, defined by the growth medium in a tissue culture or surrounding cells in vivo. The stochasticity of cellular kinetics has two major origins: the stochasticity due to genestate switching and copy-number fluctuations of transcription factors. The former is pertinent to the fact that there is only a single copy of DNA inside a typical cell that leads to stochastic productions of mRNA and protein [1, 2] , while the latter results from the low copy numbers of certain transcription factors [3] .
The copy-number distribution (histogram) of transcription factors could in principle be measured for individual cells with single-molecule sensitivity. According to the stochastic law of mass action, when a well-mixed ideal solution is at equilibrium, the copy-number distribution of all the transcription factors at the equilibrium steady state must have only one peak [4] [5] [6] , which indicates a sole phenotypic state. However, a living cell under nonequilibrium steady state usually can have multiple phenotypic states, corresponding to different peaks of the copy-number distribution [7] [8] [9] [10] . With varying external environment, a homogeneous cell population with identical genomes respond through changes in the fractions distributed among these discrete states rather than through gradually adapting intermediate cellular states [7, 11] . Such behavior is widely known as all-or-none.
The coexistence of phenotypic states and transitions among them, induced by intrinsic stochasticity, can be advantageous for the survival of cells in unpredictable environments [12] [13] [14] . Still the maintenance of their stabilities and the transition rates among them are far from quantitatively understood. Here we again consider the simplest gene network, often referred to as toggle switch [15] , which incorporates positive feedback as well as multiple gene states associated with different protein synthesis rates (Fig. 1A) . At a given moment of time, the chemical state of the cell is described by both the gene state {i = 1, 2} and protein copy-number {n = 0, 1, 2, · · · } including those bound with the DNA molecule. In terms of chemical kinetics, the time evolution of the probability distribution of the chemical state (i, n) is governed by a Chemical Master Equation ( [16, 17] ; Fig. 1B) , i.e.
+γ(n + 1)p 2 (n + 1, t) − γnp 2 (n, t)
in which k 1 and k 2 are the protein-synthesis rates for gene state 1 and 2 respectively, γ is the decay rate of protein copy-number that consists of the protein degradation as well as the cell division, and the switching rates between the two gene states are f and hn(n − 1). The stochastic trajectories corresponding to the chemical master equation (CME) can be simulated following Gillespie's algorithm [18] . Since M. Delbrück was the first to write a nonlinear stochastic biochemical kinetics such as in (1), the stochastic law of mass action has also been called Delbrück-Gillespie processes. We assume that the synthesis rate k 1 corresponding to the gene-active state (state 1) is sufficiently high while the k 2 associated with the gene-inactive state (state 2) is very low. Consequently, there emerge three time scales within this simple gene network: (i) the decay rate γ of protein copy-number; (ii) the transition rates f and hn(n − 1) between the gene states; (iii) the maximum protein synthesis rate k 1 .
Copy number of protein

Gene states
Normally, the typical copy number of protein when the cell is fully activated, i.e. the gene in state 1, is quite high. This implies the time scale (iii) is usually much faster than (i). In contrast, the relative time scales between (i) and (ii), or between (ii) and (iii), can be very different for different types of cells.
When the time scale (ii) within the gene-state switching is even much slower than that of the protein degradation as well as cell division, bimodal distribution of the protein copy number can occur even without positive feedback [19] [20] [21] [22] [23] [24] . This distribution can be simply approximated as a linear combination of two different unimodal distributions with well separated peaks; and the rate limiting step during the phenotype switching in a single cell is determined by the slowest switching rate from one gene state to another [25] .
In the present letter, we analyze in detail the other two limiting cases, i.e. when one of the two time scales (ii) and (iii) is much faster than the other two time scales. In either cases, we deduce a much simpler stochastic model from the full CME of the gene regulation network in Fig.  1A . We then propose two different saddle-crossing rate formulae together with emerging landscape functions for the simplified dynamics.
The deterministic mean-field dynamics. When both the fluctuations within gene-state switching and evolution of protein copy-number are extremely rapid, the gene states are in a rapid pre-equilibrium and a rescaled protein dynamics follows the mean-field rate equations in terms of a continuous variable x, the ratio of protein copy-number n to the typical protein number M ax = k1 γ at the fully induced state ( [26] , Fig. 2A ), i.e.
in which the dynamically averaged protein-synthesis rate
In the presence of positive feedback, the dynamics (2) can have two stable fixed points (the OFF and ON states in Fig. 2A ) separated by an unstable state at certain range of biochemical environmental parameters. A phase diagram is usually employed to precisely characterize the complete range of environmental parameters over which the system is bistable ( [27] , Fig. 2A) . The system will undergo a switching from bistability to monostability and vice versa at certain critical environmental parameter values (blue and red up-arrows in Fig. 2A ).
Simplified models in two limiting cases. As we mentioned previously, we aim to investigate the consequences of incorporating different major sources of fluctuations into the deterministic dynamics.
Case 1: Single-molecule fluctuating-rate model. When the copy-number fluctuation of protein, compared to the stochastic switching between gene states, is nearly neglectable, the full CME in Fig. 1A can be reduced to a much simpler model, in which the dynamics of protein copy number given each gene state follow the deterministic law of mass action but the protein synthesis rates are fluctuating due to stochastic gene-state switching (Fig. 1B) . Similar fluctuating-rate model has appeared in single-molecule enzyme kinetics [28] . Note that such a fluctuating-rate model is also valid for the case that the time scale (ii) for the stochastic switching between gene states is even much lower than the time scale (i) for the protein decay rate.
The stochastic dynamics of the fluctuating-rate model can be simulated by the Doob-Gillespie method [18, 29] , and the time evolution of the probability p i (x) of the cell state (i, x) is described by
Case 2: Reduced chemical master equation eliminating gene states. On the other hand, once the protein copy-number fluctuations become significant compared to the stochastic gene-state switching, the full CME in Fig. 1B can be reduced to a different simplified model (Fig. 3A) : One simply integrates all the gene states that are at fast equilibrium.
The time evolution of the probability of protein copy- number p(n, t) then is
in which k(n) = k1hn(n−1)+k2f hn(n−1)+f is the fast-equilibrated protein synthesis rate, andγ(n) = hn(n−1)(n−2)+f n hn(n−1)+f γ is the fast-equilibrated protein decay rate.
Emergent nonequilibrium landscape functions. In the case that different phenotypic states coexist, stochasticity will cause spontaneous transitions among them. For each of the two simplified models, we can derive a nonequilibrium landscape as a function of x (Φ 0 (x) in Fig. 2C ,Φ 1 (x) in Fig. 3B ) from the WKB method [26, 30] , approximating the negative logarithm of the stationary distribution of x. Nonequilibrium here means these landscape functions is not the potential of the right-hand-side of the mean-field model (2).
These landscape functions for a living cell are generalizations of the energy landscapes widely employed in non-driven biochemical sysems such as protein folding [31, 32] . Distinctly contrary to the latter, a nonequilibrium landscape function is not given a priori to a dynamical system, it is actually an emergent consequence from the detailed chemical kinetics.
To be more precise, substituting the WKB ansatz p 1 (x) ∝ e −Φ0(x) into the stationary solution of Eq. (3b), and take the leading order of f andh, we obtain Φ 0 (x) satisfying
Same method can be applied to Eq. (4b), which gives the landscape function Φ 1 (x) satisfying
Notice that the mean-field dynamics (2) depends on three independent parameters, i.e. γ, K eq and k1 k2 . When they are given, each landscape function still depends linearly on one more parameter: a scalar multiplier. We can define the normalized landscape functionsΦ 0 (x) =
( Fig. 2C, Fig. 3B ), which also only depend on the three independent parameters.
The most important feature of the landscape function is that the corresponding deterministic mean-field dynamics in (2) always goes downhill [30, [33] [34] [35] . This implies that any local minimum (maximum, saddle) of a landscape function corresponds to a stable (unstable, saddle) steady state of the respective deterministic meanfield dynamics (2) (Fig. 2C, Fig. 3B ). It also implies the parameter ranges for double-well shaped landscape functions are the same for bothΦ 0 (x) andΦ 1 (x).
Saddle-crossing rate formulas. Landscape function is ultimately related to the transition rates between different phenotypic states, which are indicated by the peaks of the stationary distribution, or the local minima of the landscape function. In general, the transition rate between phenotypic states is defined as the reciprocal of the mean first passage time starting from one phenotypic state to another [36] . It is well defined because the mean first passage time is nearly independent of the initial values within a same phenotypic state, as long as there is a time-scale separation of intra-phenotype fluctuations and inter-phenotype transitions.
Following the mathematical derivation in the FreidlinWentzell's large deviation theory and related other theoretical works in physics and chemistry [33, 37] , the transition rates from one phenotypic state A transiting to the other phenotypic state B can be expressed as
where ∆Φ AB is called the barrier term from the phenotypic state A to B and k 0 AB is a prefactor with unit (Fig.  4A) .
The relation between ∆Φ AB and the landscape function is
where Φ ‡ is the landscape value of the unstable fixed point (local maximum) along the transition path from the phenotypic state A to another state B, and Φ A is the landscape value of the phenotypic state A (local minimum) (Fig. 4A ). This formula is quite similar to the well-known Kramers formula as well as the Arrhenius equation for the temperature dependence of the reaction rate [38] , and the barrier term ∆Φ AB is an analog of activation energy. The exponential dependence of the landscape barrier in such a saddle-crossing rate formula (7) directly guarantees the strong stability of phenotypes against intrinsic stochasticity.
For the fluctuating-rate model (Fig. 2B) , the protein synthesis occurs in bursts. Once the corresponding steady-state value x of f of the OFF state is extremely low, the burst size b ≈ , where x trans is the value of x at the barrier. Such an approximated barrier height is the same as the rate formula proposed in [39] for bursty dynamics as well as that in the nonadiabatic rate theory [25] .
Recently, Assaf, et al. [26] has also proposed a saddlecrossing rate formula for the case when the two time scales, the gene-state switching and protein copy-number fluctuation, are comparable, In this case the landscape barrier is determined through numerically solving the corresponding Hamiltonian-Jacobi equation. We investigate here is the two other limiting cases in which only one of the noise sources remains. This allows us to clearly identify their different roles on phenotypic-state transition. Many other previous works on the phenotypic-state transition were based on numerical simulations [40, 41] , or diffusion approximation of CME [25, 42, 43] , or borrowing idea from the transition-state theory [25, 44] . Most of the analytical rate formulas that have been proposed focused on the case 2, in which the gene states are assumed to be already at rapid pre-equilibrium [42, 43, 45] . And although the diffusion approximation of CME could also get a similar saddle-crossing rate formula for the case 2 [42, 43] , the associated nonequilibrium landscape is very likely to deviate from the correct one (i.e. Φ 1 (x)) derived from CME [34, 46] , which in the worst-case scenario, might reverse the relative stability of the coexisted phenotypic states.
We performed numerical simulations to validate the rate formula (7), by either simulating stochastic trajectories or numerically solving the equations of mean firstpassage-time [36, 45] , and obtained the mean transit time from the OFF state to the ON state. We keep the meanfield dynamics unchanged, i.e. fixing the parameters K eq , k1 k2 and γ, and let f and M ax vary. The results illustrates that the mean transit time from the OFF state to the ON state in the full CME model is well approximated by the fluctuating-rate model (Fig. 2B) and the reduced CME model (Fig. 3A) in both limiting cases (Fig. 4B, C) , and the barriers ∆Φ OF F,ON can be determined from such Arrhenius-like plots (Fig. 4B, C, inset) . The numerically determined landscape from the fluctuating-rate model is a little lower than that predicted from Φ 0 (x), which is due to the numerical difficulties to catch the very detailed dynamics around the OFF state when x of f ≈ 0; while the numerical barrier height determined from the reduced CME excellently matches that predicted from
It is worth mentioning that if we only tune a single parameter in the parameter group {k 1 , k 2 , f, h, γ}, the system must finally undergo a transition from bistability to monostability, in which either the ON state or the OFF state remains. For example, if we gradually increase the maximum protein synthesis rate k 1 , the transition rate from the OFF state to the ON state decreases and finally disappear. Hence Fig. 4B and C can be observed only if we can simultaneously tune at least two of the parameters, and keeping the mean-field model unchanged. Fortunately, people already can do something similar in lab [14] . In such a kind of experiments, we can see that when the fluctuation within different gene states is quite significant (case 1), the mean transit time from the the OFF state to the ON state in the full CME model is not sensitive to the protein copy-number at the fully induced state (Fig. 4B ), but varies dramatically on the switching rates between gene states; while in the other case when the gene-state switching is already very rapid, the situation is just opposite (Fig. 4C) .
Such a quite different parameter-dependence relation implies that the relative stability between the two phenotypic states, which is defined as the ratio of the two "activation energies" ∆Φ AB and ∆Φ BA might be reversed, as the switching rates between gene states (f and h) vary from relatively slow to sufficiently rapid compared to the protein copy-number fluctuation, given γ, K eq , k 1 and k 2 (See the shaded region in Fig. 4D , and also comparing Fig. 2C and Fig. 3B ). This result emphasizes the importance of single-molecule fluctuations within the genestate transition, which the cells could explore to tune the switching rates into functionally reasonable time scales [14, 47] .
Summary. Quantitative mathematical descriptions are becoming imcreasingly more important for understanding the complex and nonlinear dynamics of biological networks [48] , and the stochasticity characteristic of gene expression should always be incorporated into the mean-field deterministic models. In the present letter, we show that even in the simplest module of generegulation networks, different major noise sources could result in very different behaviors, ranging from approximated stochastic dynamics to relative stability of phenotypic states. We proposed two different landscape functions and their associated saddle-crossing rate-formulas for the phenotype-switching. One should be able to use these formulas to capture the interplay between deterministic models based on nonlinear regulatory networks and single-molecule stochastic kinetics.
The nonequilibrium landscape perspective as well as the rate formulas can be further applied to multistable systems, in which the barrier heights in the saddlecrossing rate formulas should be replaced by the local landscapes that is constructed only within each phenotypic state (single attractive domain) [35] . = 100 and γ = 0.02. The insets in (B) and (C) compare the numerically determined barrier heights from the full CME (solid blue) and the approximated two simple dynamics (dashed black). The theoretical prediction is 5.1331 and 1.7473, respectively from Φ0 and Φ1.
