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Abstract: With deregulation of the power generation sector, the 
necessity for an enhanced and open communication 
infrastructure to support an increasing variety of ancillary 
services is apparent. A duplex and distributed communication 
system seems to be the most suitable solution to meet and ensure 
good quality of these services. Parameters needed and additional 
limits introduced by this new communication topology must be 
investigated and defined. This paper focuses on the 
communication network requirements for a third party load 
frequency control service. Data communication models are 
proposed based on queuing theory. Simulation is performed to 
model the effects of certain types of signal delays on this 
ancillary service.  
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I. INTRODUCTION 
 
Increased competition and the need for varied ancillary 
services for the power generation sector have led to the desire 
for a more open, adaptable and distributed communication 
network. The importance of such a communication system is 
underlined in the recent NERC Policy 10 [1]. For example, 
one of NERC’s requirements is real-time voice and data 
communication that every supplier must maintain with the 
operating authority at the control center. A new 
communication infrastructure is fast becoming an exigent 
need not only to meet NERC's requirements but also for 
independent generation companies to offer third party 
services, such as load frequency control (LFC), at low cost. 
An improved communication infrastructure is important for 
the Independent System Operator (ISO), as they are 
responsible for the monitoring of all network components 
under their jurisdiction. For load following, communication 
may need to be provided, both, for a traditional central control 
offered as an ancillary service and also in the case of third 
party or bilateral contracts between generators and consumers. 
Several of the system operators are already expediting the 
migration to a distributed network, namely the internet, in 
order to meet this requirement. 
 
Load following and frequency control are traditionally 
provided through automatic generation control (AGC). The 
AGC signals are sent via dedicated communication channels, 
which are the responsibility of the large utilities. Backup, in 
case of channel failure, was provided by voice 
communication via telephone lines. The new infrastructure 
should have redundant links to guarantee fault tolerance in 
case of link failures, as the penalty for not meeting the 
required generation profile can be steep. This is an important 
factor for migrating to a distributed infrastructure as it 
inherently offers this redundancy. In addition, bilateral 
contract opportunities place a dependency on communication, 
for meeting customer load with adequate quality of service. It 
will be shown that the third party generators are highly 
susceptible to delays in the control signals.  
 
Traditionally, communication network analysis for 
parameters such as throughput and delays are performed 
using queuing theory. The models are largely based on an 
exponential arrival rate as it allows several simplifications to 
quantify the waiting time in queues. Contemporary research 
data of the internet suggest a more statistically similar 
distribution of the major internet traffic. Empirical research 
has been performed to quantify the internet traffic and to 
model them based on these premises [2]. We propose 
queueing models based on a network that may be included in 
the load following system model. These models are based on 
constant packet length instead of exponentially distributed 
packet length as is typically done. Scenarios considered, 
include failure and recovery of queuing servers and servers 
under a denial of service attack. Of late, greater emphasis has 
been placed on ensuring that the communication system 
remains robust in the face of malicious attacks. Most likely, 
physical network security will remain the weakest point for 
large scale damage, but one must understand the effects of 
other software related malicious attacks. 
 
Recently, the possibility of allowing a bilateral market for the 
provision of load following and frequency control services 
has arisen provided there exists an appropriate 
communication channel [3]. For operation of the load 
frequency control a certain number of generating units will 
receive an signal input, in the form of a packet of data, as a 
raise or lower power output. This signal could originate from 
either the center responsible for the AGC or from the 
customer in the bilateral market.  
 
The models suggested here, model the data delays 
incorporated in the network layer but do not give an 
indication of the additional delays introduced due to routing, 
retransmission and other applications. Still, they offer good 
insight for basing further analysis to quantify requisite 
parameters for higher layer services and for further studies of 
robust controls. Based on these models, appropriate higher 
level protocols can be determined and tuned to meet high 
reliability requirements in the face of the heterogeneous 
nature of the load following entities. Simulations for the load 
following model and that of the network model are effectively 
disjoint as the sending of the signal is deterministic. II. EFFECT OF SIGNAL DELAYS ON LOAD 
FOLLOWING 
 
Before introducing the various models, some effects of signal 
delays on the load following model are shown. Simulations 
are performed on three different systems. The models all 
consist of three control areas (CA) interconnected via tie lines 
with sets of 9, 17 and 50 generators respectively. Here, CA 1 
is considered a small area, CA 2 a medium area and CA 3 a 
large area to represent several possible different scenarios. 
Simulations were carried out with the generators configured 
to accept the classical AGC signals, a pure bilateral 
configuration for third party services[3], and a mixture of the 
two. Standard simplified models for the prime mover and 
governor were used [4]. 
 
The area control error (ACE) and generator control error 
(GCE) signals were sent every 4 seconds as is typical in the 
US. Participation among the generators involved in the AGC 
service, were divided equally. In the case of a mixture of 
AGC and bilateral contracts, higher participation was 
assigned to the bilateral contracts. To model the delays, 
simulation based on constant packet delays as well as random 
delays, involving both individual generators as well as that 
induced at the source itself, (disseminator of AGC signals) 
were conducted. The constant delays denote a heavily 
congested network or a denial of service type attack at the 
respective site. The random delays denote Byzantine failures 
as well as malicious attacks. For the load variation, a step load 
increase is used. More details can be found in [5]. 
 
Table 1: Summary of simulations 
 
Scenario Centralized 
AGC 
Third 
Party 
Mixed AGC and 
Third Party 
Fixed 
delay 
 
 
Failure of  AGC 
for 15 packet 
delay in single 
generator. 
 
Failure at  3 
packet delay in 
all generators. 
 
Failure at 2 
packet delay 
in any 
generator. 
Failure at  2 packet 
delay in a bilateral 
generator. 
 
Failure at 3 packet 
delays in all AGC 
generators, or a 7-8 
packet delay in 
majority of the 
generators. 
 
Delays tend to 
degrade system 
response. 
Random 
delay 
 
Failure at certain 
situations with 
random delay in 
all generators.  
 
No adverse 
affects from 
random delay in 
single generator. 
Fail to meet 
customer 
demand and 
may become 
unstable. 
System not adversely 
affected. Bilateral 
units may not  meet 
the contractual 
schedule.  
Both 
fixed and 
random 
delays 
 
-- -- 
System may become 
unstable for short 
delays. 
 
Fig.1 (a) Power deviation in generator with bilateral contract  
given constant packet delays 
 
Fig.1 (b) System frequency response with bilateral contracts  
given constant packet delays 
 
Results are summarized in Table 1. In the simplified system 
models used, failures lead to instabilities in the system. In the 
actual system, of course, protection and control logic would 
prevent such response. Still, the instabilities indicate LFC 
problems. Fig. 1a and 1b show that the bilateral generator is 
susceptible to a delay of only 2 packets. While this value is, 
of course, system dependent and also contingent on the 
generator parameters, clearly, it is of utmost importance for 
the bilateral contract entity to utilize a low latency 
communication channel with fault tolerance built into the 
control scheme. A mechanism for detecting old packets can 
be implemented by time stamping each packet and 
maintaining synchronized clocks (preferably virtual) for the 
successful utilization of the time stamps. In addition, some 
redundancy in the communication links is advisable.  
 
Fig.2 (a) Power deviation for generator in centralized AGC  
given constant packet delays  
Fig.2 (b) System frequency response for centralized AGC system  
given constant packet delays 
 
Centralized load following ancillary service is generally 
robust to signal delays, if the delays are present in a minority 
of the communication channels. However, if a majority of the 
channels exhibit delays in communication then the system 
response degrades. This is illustrated in Fig. 2a and 2b, which 
show the system failing to operate correctly in the case of a 3 
packet delay occurring in at least 66% of the AGC channels. 
This means the source of the AGC signals (presumably the 
ISO) is most susceptible to denial of service attacks or 
network congestion. As the controlling authority is typically 
the center for most data (both sending and receiving), this 
becomes a serious concern and appropriate measures must be 
taken to decrease the possibility of any such occurrence.  
 
Fig.3 (a) Power deviation in generator with bilateral contract  
given random packet delays  
 
Fig.3 (b) System frequency response with bilateral contracts 
given random packet delays 
Fig. 3 shows that for random delays the bilateral contract 
cannot meet the contract with the customer, although the 
effect on the system is not very large Fig 3b. This 
unfulfillment of the contract may prove detrimental to the 
third party entities but at least does not cause system wide 
problems. Random delays can be introduced by Byzantine 
failures of the communication channel or by malicious parties.  
 
III  NETWORK DELAY MODELS FOR LFC 
 
The previous section has established the importance of delays 
and random signals on the LFC. To analyze the network 
delays, queuing theory models are now introduced that mostly 
focus on packet delays in the network layer. The delay models 
suggested act as a way to ascertain whether a given network 
structure introduces delays that lead to unacceptable 
performance in the system. Thus, we are proposing to 
incorporate the appropriate communication delay model in 
any detailed simulations of LFC. 
 
The packet delays are the sum of delays on each subnet link 
traversed by the packet, with each link delay consisting of 
processing delay, queueing delay, transmission delay and 
propagation delay [6]. The effects of retransmission are 
neglected since they are rare for most links. The models give 
a good approximation for LFC communication using UDP for 
sending the control signals. The focus of this paper is mostly 
on two scenarios, namely, a dedicated star topology for the 
traditional AGC model and a distributed model based on a 
dedicated network configuration. The latter also applies to the 
non-dedicated distributed structure. A good background in 
queueing models can be found in [7-11]. 
 
Case 3.1: Star Topology 
 
The traditional AGC model consists of dedicated links all 
emanating from the control center, now ISO, which processes 
the signal and sends them to the respective generators. The 
signal packets are all of the same length and are sent out say, 
every 4 seconds. This conforms to a D/G/1 model, with the 
arrival packet distribution deterministic and the service times 
being some general distribution due to the variety at the 
outgoing links. The notation conforms to Kendall’s notation 
[6]. Note, further simplification to a D/D/1 model can be 
assumed if the outgoing links are assumed identical, in which 
case, the result is a trivial form of the G/G/1 model. Queueing 
theory models are all founded on three main entities, 
 
i)  the arrival process denoted by the first alphabet, which in 
this case refers to a general arrival distribution (eg. D 
deterministic, G general) 
ii)  the service process denoted by the second alphabet, and 
iii) the number of servers or queues denoted by the last 
number. 
 
Assume that the interarrival times at the queue are 
independent of each other and that the service times are 
independent identically distributed (i.i.d), meaning that they are independent of interarrival times and each packet service 
is mutually independent of each other. Let one further assume 
that all entities (such as waiting time, number of packets in 
the system, etc.) reach a steady state value. These 
assumptions should hold as the signals sent to each generators 
are independent and the outgoing links are independent of the 
neighboring channels. Note that in the case when the arriving 
signal packets are indeed dependent on each other (in case of 
concurrent signals being sent to the same site but differing 
generators), modeling can be done using either batch arrival 
models [8] or ON-OFF [2] processes. This is beyond the 
scope of this paper. 
 
For the AGC star model, it can be shown that the average 
waiting time in queue asymptotically approaches. 
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µ
λ
 is the utilization factor. 
If the k+1 packet arrives when the queue is empty, then its 
waiting time is 0 otherwise it is equal to the difference of the 
time taken to process the k
th packet and the time for the k+1 
packet to arrive. Thus,  
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where k W is the waiting time of the k
th customer,  k Xi s  t h e  
service time of the k
th customer, and  k τ is the interarrival time 
between packets k and k+1. The idle time of the server is 0 if 
the k+1 packet arrives during the processing of the k
th packet, 
otherwise it is equal to the difference between its arrival and 
the processing time for the k
th packet. Now, let 
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Ik is referred to as the idle period length between packets k 
and k+1. For simplicity, generically denote  Z} max{0, Z =
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with Wk and Vk are independent. Additionally, arrival time 
and service time are independent, so, 
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Taking the limit as  ∞ → k , and assuming that steady state 
values exist (i.e., assumption two), I I     W, W k k → → . The 
average idle time between two successive arrivals is equal to 
the fraction of the time the system is idle, multiplied by the 
average interarrival time, that is, 
λ
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Note as the system gets heavily loaded 0 σ I
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For any packet, the delay is the summation of the average 
waiting time and the average service time. Thus, 
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where T is the steady state delay. For deterministic 
arrival, 2
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a
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Note Kingman's heavy traffic approximation [6] that states 
under heavy traffic the steady state waiting time distribution 
can be approximated by an exponential distribution with 
mean 
ρ) 2(1
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Case 3.2: Star topology- server outages or denial of service  
 
This case is akin to the modeling of a server with non- 
exhaustive vacations and FIFO service, which means that the 
vacation time can occur at any point whether it is busy or not. 
The modeling of this is made simple by the condition of 
independence of the arrival processes from the number of 
packets already present in the system, which is assumed to 
hold for our system, since typically the arrival of the packets 
do not depend on the queue size. The situation where this 
does not hold, is in the case of smart routing, where, 
depending on the load on each node, the routing protocol 
redirects the packet to another route. Under the independence 
assumption, the distribution of the number of messages in the system exhibits a stochastic decomposition property at 
message departure time [10]. This effectively means that the 
number of packets present before the start of a vacation, the 
number that arrive during a vacation, and the number at any 
arbitrary time are independent of each other. Thus, the results 
of each can be calculated independently and added to give the 
total delay. The decomposition is 
 
(z)   Π   H_(z)α_(z) Π(z) G/G/1 =      (10) 
 
That is, with    πk the probability of k messages in the system 
immediately after a departure time, then let    Π(z) be the 
generating function for    πk ,      H_(z) be the probability 
generating function (PGF) for the number of messages in the 
system at the beginning of the vacation period,    α_(z) be the 
PGF for the number of messages that arrive before an 
arbitrary message during a vacation period and    (z) Π G/G/1 the 
  Π(z) for a G/G/1 system without vacations.  
 
The expected message delay is 
 
b
ρ) 2(1
λb
] E[   λ   2
(1) α
λ
] E[L
E[T]
(2) (2)
+
−
+ + =
−
α
             (11) 
 
where    L
− is the number of messages at the beginning of a 
vacation period,      α is the number of messages that arrive 
during a vacation period, λ is the message arrival rate, b is the 
mean packet service time and again     ρ is the utilization factor. 
 
Case 3.3: Distributed dedicated network 
 
A dedicated network offers a strong fault tolerance guarantee 
as well as low latency and variation on packet delivery. The 
analysis of delay is non-trivial as tandem queues are 
correlated and hence, the assumptions of interdependence of 
service times and arrival times break down. Under certain 
assumptions, some simplifications can be made to decompose 
the individual queues. Several empirical studies performed on 
large packet monitors have determined the arrival process for 
certain internet traffic to be statistically self similar with a log 
normal distribution with a heavy tail [12]. The data signal for 
load following should not conform to that distribution but 
could be more simply modeled as a G/G/1 queue model at 
each intermediate queue. This is because the signals are sent 
every few seconds all at once and hence their arrivals at the 
source queue are deterministic. This type of data has been 
shown to follow a more Poisson distribution characteristic 
[12].  
 
From Jackson's theorem (extended to G/G/1 queue) [8-9,11] 
and the Kleinrock independence approximation [11], the 
system of tandem queues can be effectively decomposed to be 
an independent set of G/G/1 queues. Hence, the delays can be 
approximated well as the summation of the delays the packet 
encounters during its route with each node being modeled as a 
G/G/1 queue. This is dependent on the route the data packet 
eventually takes, which cannot be determined before hand. 
Still with signals sent every few seconds, the path traversed 
would eventually resort to the shortest path to the destination 
and the delays determined for this particular path would hold. 
For the scenario where bandwidth reservation is implemented, 
the path is effectively a virtual circuit network and thus, the 
delays can be calculated effectively. 
 
Finally, for the situation where one needs to determine the 
effect of server outage or denial of service at any one node, 
the distributed nature of the network resorts to redirecting the 
signal along a different path, and effectively, the delay 
variation should not be large. In the case when such outages 
occur in a large part of the network or at the source, then the 
delays can be approximated assuming that the vacation time 
lends itself to decomposition. 
 
IV. DISCUSSION 
 
In the near future, the power system's communication system 
will inevitably face contingencies similar to those presented 
in the section II. As shown, a problem in the communication 
system can compromise the system integrity. Most often the 
anomaly slows down the system response, but in the worst 
case, it can lead the system towards instability or other 
unacceptable behavior. Characterizations of the 
communication signal delays are important to model and can 
allow fault tolerant controls to be developed. This will 
become even more critical for fast time dependent 
applications, such as, stability controls. Even though the load 
following signals are typically not considered critical a 
relatively simple denial of service attack perpetrated by any 
individual on this service can lead to severe problems. A 
reliant and robust communication network with low delays 
and small delay variation is certainly needed. Some emergent 
technologies, such as, bandwidth reservation and cognizant 
routing techniques, could be used to provide good quality of 
service for the critical data packets. 
 
Delay bounds also help in providing guidelines for intrusion 
detection and overall failure in the LFC system. The security 
of signal data is a necessity in an open communication 
scenario and should be strictly adhered to and implemented 
by all players in the load following ancillary service. Strong 
encryption is probably not a requirement as the security 
expiry time is on the order of a few seconds. A possible 
exception arise if there are situations where a competitor 
monitored a sequence of data, if not encrypted, that then led 
to some competitive advantage. This is not viewed as likely. 
Some form of data authentication should also be implemented 
to determine the source of the data before making the 
indicated change in generation. 
 
These communication network studies are germane to the ISO 
and even more so to third party participants as they are the 
most susceptible to delays in the communication system. Such models could help contracts guarantee some level of quality 
to their customers for a given load following service.  
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