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ABSTRACT 
We are interested in the parallel computation of a linear mapping of n real 
variables by a network of computers with restricted means of communication 
between them and without any common memory. Let K x ,( R) denote the algebra of 
n X n real matrices, and let G be the graph associated with a binary, reflexive and 
symmetric relation R over { 1,2,. , . , n}. We define 
AR = {AEMn,,,(R):uii#O implies iRj} 
A matrix M E M,,,,(R) is said to be realizable on G if it can be expressed as a 
product of elements of AR. Therefore, every matrix of M,, x ,( R) is realizable on G if 
and only if AR generates M,,,,(R). We show that A, generates K,,( 02) if and only 
if G is connected. 
1. INTRODUCTION AND NOTATION 
Let M,,M,,..., M,, be n synchronous computers placed at the nodes of a 
graph G associated with a binary, reflexive and symmetric relation R over 
{l,%..., n}; two of them, Mi and Mi, can communicate with one another 
only if there is an edge between the corresponding nodes, and in that case 
they are called neighbors. Time is supposed to evolve in discrete steps and is 
represented by N, the set of nonnegative integers. 
Any computer Mi stores a real variable xi which is initialized at time t = 0 
and whose value at time t + 1 is computed by Mi, as a linear function of the 
values assumed at time t by xi and the variables held by the neighbors of Mi. 
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We say that the network can compute (or realize) a matrix M E M,,,(R) if 
we can program the system in such a way that the following is true: for any _ - 
initialization 
Xi:= CXi, 
we obtain after a fixed delay f 
Xi = Pi. 
such that 
Let us denote 
i = l,...,n, 
; ,8= Ma 
AR = {A~M,,~,(08):u~~#OimpliesiRj}. 
It is easy to verify that a matrix M E M,,,,(R) is realizable on G if and only if 
it is a product of elements of A,, i.e., 
M = A& i. * * AsA,; Ai EA,, i = l,..., f. 
The problem, in its algebraic form, is therefore to study under which 
conditions such a decomposition always exists. 
The first work in this area is due to Professor N. Gastinel [2], who has 
studied recently the case of a linear array, showing how to decompose a 
matrix M E &,,( 64) into a product of tridiagonal matrices. Here we show 
that a network of computers can realize any matrix of M,, ,,,(I%) if and only if 
it is connected; from an algebraic point of view, this demonstrates the 
existence of a wide class of generators of the algebra M,,,,(R), namely the 
A, associated with connected graphs G. 
Two important questions are the determination of practical algorithms 
and the minimization of the number of matrix products involved in the 
decomposition. We shall study these problems in two particular (extreme) 
cases: the linear graph (one-dimensional cellular network), and the star graph 
(centralized network). 
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2. EXAMPLE 
Let us consider a linear array of four computers (Fig. 1) with 
For a E [w4, the steps for the computation of Ma are shown in Fig. 2. 
3. THE GENERAL DECOMPOSITION PROBLEM 
PROPERTY 3.1. Let I?,, F,, . . . , Fk be a family of subsets of M,,,,(Iw) such 
that for every matrix MEM,,,,(IW), there exist M,EF,, i=l,...,k:M= 
MlM2 * . * MK. Zf every matrix of F, u F, IJ . . . u FK is realizable on G, then it 
is easy to verify that every matrix M E M,,,,(Iw) is realizable on G. 
This property is very useful, since it permits us to reduce the decomposi- 
tion problem to a subset of M,,, n (Iw). It will be used in the following case: 
PROPOSITION 3.2. Every matrix M E M,,,,(Iw) can be put into the fm 
M = PLR, 
Ml M2 % M4 
FIG. 1. 
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where P is a permutation matrix and L (R) is a lower (upper) triangular 
matrix. 
Proof. See [l] pp. 71-79. 
PROPERTY 3.3. Zf G is not connected, there exist two rwnempty subsets 
of n}, S, S,, such every matrix E M,,,,(R) is 
realizable G verifies 
mkZ - -0 for any k E S,, I E S,. 
Proof. Let S, and S, be two disjoint connected components of G; for 
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A E A,, we have obviously 
akl = 0 for any k E S,, 1 E S,. 
IfA,BEA,, kES,, Z~S,andC=AB,then 
for any i, 1 < j < n, akibjl = 0, 
since we cannot have simultaneously k R j and j R 1. It follows that 
For a matrix of the form 
M = A,A,. . . A,,,, Ai EA,, i = 1,2 ,..., m 
the proof is easily carried out by induction on m. n 
As a consequence, a network which has n nodes and can realize any 
matrix M EM,,,,(R) is necessarily connected; in the next proposition, we 
shall see that this condition is also sufficient if we restrict ourselves to the set 
of permutation matrices. 
PROPOSITION 3.4. If G is connected, every permutation matrix P E 
Mnx,( Iw) is realizable on G. 
Proof. If G is connected, any permutation can be realized by successive 
exchanges between neighboring nodes; it is easy to verify that such ex- 
changes correspond to matrices belonging to A,. n 
We are now going to see what happens when two graphs differ only by 
the labelings of their nodes. 
PROPOSITION 3.5. With any permutation u of { 1,2,.. .,n}, we can 
associate a bina y relation R0 deduced from R as follows: 
1 < i,j < n: iR,j if and only if a(i)Ro( j). 
Let G, denote the graph associated with RO. If R is not equal to the identity 
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relation, the following assertions are equivalent: 
(i) G is connected, 
(ii) for any permutation u, G,, is connected, 
(iii) for any permutation u, the sets of matrices realizable on G and G, 
are the same. 
Proof. 
nodi!@( Ob vious, since G,, is deduced from G by simply relabeling the 
(i)+(C): A,={AEM,,,,(IW):~~~#O implies u(i)Ra(i)}. Let P (P”) be 
the permutation matrix associated with u (u - ‘). Then 
AEA, w PtAP EAR; 
BEA, w PBPt~A,. 
The rest follows from the fact that permutation matrices are realizable on G 
and G,,. 
non-(i)*non-(iii): Let 1 and s be two distinct nodes such that ZR S, and let 
0 be a permutation such that 
Z(Z) = s, (I(S) = I and C(i) = i 
forevery i@{Z,s) 
Let u be a permutation such that u(Z) and u(s) belong to two disjoint 
connected components of G. We see that 17 is realizable on G and is not 
realizable on G,. H 
REMARK. If R is the identity relation, it is equal to every RO; in that 
case, the graphs G,, are the same and can realize only diagonal matrices. 
PROPOSITION 3.6. For every matrix M E M,,,(W), there exkt two per- 
mutation matrices P, Q such that 
M = PBQ, 
where 
s E R, a, b E Iw”-‘. 
Furthermore 
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(i) if M is singular, the first row (column) of B is a linear combination of 
the other rows (columns) of B, and C = LR, where L (R) is a lower (upper) 
(n - 1) X (n - I) triangular matrix; 
(ii) if M is nonsingular, C is nonsingular. 
Proof. If M is singular, one of its rows (columns) is a linear combination 
of the other rows (columns). If M is nonsingular, then its determinant is a 
linear combination of nonzero minors of order n - 1, so M has a nonsingular 
(n-l)X(n-1) b t su ma r-ix. In both cases, by an appropriate interchange of 
rows and columns of M, we can obtain the desired result. n 
We are now ready to state the main theorem. 
THEOREM 3.7. Every matrix M E M,,,,(Iw) is realizable on G if and only 
if G is connected. 
Proof. 
Necessa y condition: Property 3.3. 
Sufficient condition: We shall proceed by induction on n; the case n < 2 
is trivial. Let the result be valid for n - 1. Since G is connected, we can find 
a node 1 such that the graph obtained from G by removing it and the 
corresponding edges is connected. Applying the induction hypothesis, we see 
that we can realize on G any matrix M E M,,,,(R) such that 
i # 1 =3 m,, = rnli = 0. 
Proposition 3.5 therefore implies that we can compute on G any matrix M 
such that there exists h, 1 <h <n with the property that i #h implies 
m,, = mhi = 0 (even if h #I). From Proposition 3.6 we can find two permuta- 
tion matrices such that 
(i) if A is singular, it is of the form 
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(ii) if A is nonsingular, it is of the form 
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where 
with s E R, a, b E WV’, C nonsingular, and 
a2 
c : =a, 
:*I 
(p 
4 
1)...) .,[y+q=(s,b’). 
Furthermore we notice that 
PARALLEL CALCULATION 231 
=-~ff-yF’i-. 
We have then expressed M as a product of matrices which, by the induction 
hypothesis, are realizable on G; therefore, M is realizable on G. n 
COMMENT. For M EM,,,(R), and G a connected symmetric graph 
with n nodes, we have proved that M is realizable on G, but the approach 
does not give a practical algorithm; this aspect, and also the minimization of 
the number of matrix products involved in the decomposition, are very 
important. Obviously, the answer will depend on the forms of the graph and 
the matrix under consideration. In the next sections, we shall study two 
particular cases: the linear array and the star graph. For a permutation 
matrix P E M,, X ,(n), an exchange strategy is a decomposition P = 
A,A,...~,AiEARi=l...., p such that the 4 are permutation matrices. 
4. THE LINEAR NETWORK 
A linear network is shown in Fig. 3. The relation R is defined as follows: 
AR is the set of n X n tridiagonal matrices 
We are interested in the effective realization of triangular matrices. We first 
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introduce some notation: 
I 
0 
s=l:. 
1 0 
D = diag(d,,...,d,J = 
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1 if i-j=l, 
0 otherwise, 
6 = diag(d2,. . . , d,,, 0), r)=diag(O,d, ,..., d,_,). 
PROPERTY 4.1. Zf A = diag(O,6,:. . . , 8, _ J, AS = Sb. 
Zf A=diag(d, ,..., S,_,,O), SA=AS 
The operations _ and 1 permit S to commute with diagonal matrices. 
PROPERTY 4.2. 
if i-i=p, pEN,p>l, 
otherwise. 
ZfA=diag(O,S,,...,&_,), 
(AS)2 = Ah’, 
where 
Ad = diag(O, 0,6 S 1 29...&2LJ. 
More generally, fm p > 1, 
(As)p = 1 F(O ,.,.) o,s, ,...I tip 1...7 fin-p.....b&JSp; pp;;: 
We are now going to give a formal expression for the inverse of any 
matrix of the form Z - AS (I denotes the identity matrix). 
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PROPERTY 4.3. 
(Z-AS)-’ = I + AS +a.. + (AS)n-’ 
1 
8, 1 
= 
6,. ..a,_, . . . * 
6,. *es,_, S,...S”_, . S”_, 1 
PROPOSITION 4.4. Let us comiakr a lower triungulm matrix A, 
A = diag(O,6,,...,6,_,) and B = (I-AS)-‘A, 
where 
A= 
B= 
Then 
4 
4 4 
n-2 . 
a1 
n-1 
a1 
n-2 . 
a2 KL a,” 
b? 
b: b,O 
b;-2 . . . ’ 
b;-’ b;-2 . b,‘_, b,” 
b/-j = &6j+l-e. Si_,aF + 6j+l.. . 6,_,a; + . *. +6i_la~-i-1 + ~2ii-j. 
Hence, if 
a,i = 
1 
0 for i = Z+ l,...,% 
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we deduce that 
bi”-’ = sj+lC3j+l+l*. &bi for i - i > 1. 
proof We recall that for any matrix M EM,.,(R), mii denotes the 
element situated in row number i and column number i: 
. * . 
: :;I’ , 
otherwise, 
if i >i, 
otherwise, 
The remainder of the proof is easy to verify. n 
THEOREM 4.5 (“Oblique elimination” [2]). With the notation introduced 
above, let US ammw that 
a/ = 0 for i > I + 1. 
Then 
bi’ = 0 for j > 1 
if and mly if the following system of algebraic equations is satisfied: 
Proof. (2) p ex resses the fact that b/=0 for j=l,...,n-1. We know 
from Proposition 4.4 that it is equivalent to 
b; = 0 
for 
i-1,1+1 ,..., n-l, 
i=1,2 ,..., n-i. n 
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COMMENT. With the notation introduced above, the set {a;, 1 < i &n - 
i} can be called the (i + 1)th diagonal of the matrix A; Theorem 4.5 expresses 
the fact that, under certain conditions, when the diagonals of A numbered 
n,n-l,..., Z+l are zero, we can find A such that in B=(Z-AS)-lA, the 
diagonals numbered n, n - 1,. . . , 1 + 1, I are zero. 
Starting from a lower triangular matrix L, if we can progressively set 
equal to zero the diagonals numbered n, n - 1,. . . ,3, we shall have 
B = (Z-A.sS)-l.. . (I-A,S)-‘M, 
where B EA,; since the matrices I - hi S belong to A,, we shall obtain a 
decomposition of M into a product of elements of A,, namely M= 
(I-A,S)(Z-An_,S). . . (I-A,S)B. 
Theorem 4.5 has been called “oblique elimination” because of its visual 
similarity to Gauss elimination. 
We are now going to exhibit a case where the system of algebraic 
equations (2) has no solution. Let us also note that, by symmetry, all these 
arguments are valid for upper triangular matrices. 
COUNTEREXAMPLE 
r 
1 0 0 o- 61 1 0 0 0 1 0 0 0 0 
0 1 
V2 
0 0 0 
6, 100 1 0 1 0 0 
6,6,6, 6,S, 6, 1 0 0 0 0 1 0 
&%V‘l &V, 68, 6, 1 - 0 0 1 1 1 
x 
= 
; 
x 
x 
x xxx 
x xxx 
x xxx 
b,2 x x x’ 
x b,3 x x I 
b; = 6,6, + 1 = 0, 
b2” = &,6, = 0, P) 
b; = 6,6, + 1 = 0, 
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We now give a bound on the number of steps necessary for the 
realization of a matrix on a linear array. 
PROPERTY. For M EM,,,,(R), if 
I = max{ji-jJ:m,,#O}, 
then the number of steps necessary for the realization of M is greater 07 
equal to 1. 
Proof. If Al,..., Ap are tridiagonal matrices, and B = ApAp_ r. * . A,, 
then B is of the form 
D, + D,S +. . . +D,SP+ (DrS+D,S+... +DpSP)‘, 
where the Di and Di are diagonal matrices; hence 
We now study the number of steps necessary for the realization of a 
permutation matrix. 
DEFINITION. LetaES, beapermutationof {1,2,...,n};a=a,a,~~~~,. 
An inversion of u is a pair (ai, ui) such that i <i and ai >ui. 
PROPER-L-Y. The identity permutation bus no inversion. The permutation 
u* = n(n - l)(n -2). . - (2)(l) has n(n - I)/2 inversions. An exchange be- 
tween two neighboring nodes of a linear array increases or decreases the 
number of inversions by 1. 
PROPERTY. We can make at most Ln/2J simultaneous exchanges on a 
linear array of size n (here Ln/2J designates the integer part of n/2). 
PROPOSITION 4.6. The maximum number of steps necessary foT the 
realization of a permutation matrix P E M,,,(R), on a linear array of sixe n, 
is n, for exchange strategies. 
Proof. Let u be a permutation, and P, the associated matrix. The 
realization of P, is equivalent to the realization of the identity permutation 
by successive exchanges between neighboring nodes, when starting from 
u=ulus”‘u”. 
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If at the preceeding step we have decreased the number of inversions by 
its maximum amount, namely Ln/2_l, we are in a situation of the form 
x,<x,, xa<x, ,..., xzi_l<xzi )... . Therefore, at the next step, we cannot 
decrease the number of inversions by more than Ln/2_1- 1; it follows that 
we need at least 
steps to realize the permutation u* = n(n - l)(n -2). . . (2)(l) [a* has n(n - 
1)/Z inversions]. 
On the other hand, let us consider the following algorithm. Perform 
alternately for n steps: 
(1) for any i such that xsi >xZi+ I, exchange xai and xsi+ r; 
(2) for any i such that xZi _ 1 > xzi, exchange xZi _ r and xZi. 
It can be shown that this sorting algorithm is correct. The detailed proof, 
although not very difficult, is quite long, and the interested reader can refer 
to [3, p. 2411. n 
For the effective realization of an arbitrary matrix M E M,,,(Iw), we 
begin by putting it into the form 
M= PLR (Proposition 3.2). 
P can be realized in n steps (Proposition 4.6). If the “oblique elimination” is 
successful for L and R, we obtain a realization of M in 3n - 2 steps. 
5. THE STAR GRAPH 
For the star graph in Fig. 4, the relation R is defined as follows: 
1 < i,i < n: iRi ti (i=l or i=l or i=i). 
The matrices of AR are of the form 
d, Pa . .- 
A= a2 4 0 0 . “n 
=D+ ’ “, [+-I a 0 where a,P E I?‘-‘. 
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A will denote the matrices of A, of the form 
0 P’ H-l > where a,P E UT’-‘. cx 
PROPOSITION 5.1. Let {Ai} iEN be a family of elements of A: 
A,= ’ pi 
I 
H-l- &i 
Let us set 
(I+A,)(I+A,)- . . (z+A,)=I+ z b,’ H--l B, I 
Then 
(i) ao= ao, so=@ bo= PO, %=((O)); 
(ii) ~~+~=~~+bif~~~+l, bi+,=bi+(l+Si)pi+lt ai+,=ai+(I+&)‘yI+1, Bi+, 
=Bi+aiPi:l; 
(iii) B,=a,~~+a,~~+~*~ +ai_,/3,t for d=l,2,... . 
PROPOSITION 5.2. For a matrix 
M= s bt 
[t-l a B’ 
s E R M E M,,,(@, 
there exist 
4 EA, i = O,l,...,p; u E R; u,w Ew-’ 
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such that 
(Z+A,)(Z+A,). . . (z+Q = [-j--$-l 
if and only if B is of the fom 
with 
a,+l-ai EIm(Z+a,&+... +ai-Ip;), i = 1,2,... . 
Proof. 
Necessa y condition: Proposition 5.1. 
Sufficient condition : Set q,= a,; take 05 and & arbitrary, 
(Z+a,/?i+*** +ai_,~,t)q+,=ad+,-a,, 
A,_ 0 Pi 
I- 
H-l 
> 
ffi 
and apply Proposition 5.1. 
COROLLARY 5.3. Zf B = Z + a,Pi + a, ,Ll,’ + * * 
ai~{P1,&,..., pi}, then by taking 
a0 = a,, 
q = a, - a,_l, i= 1 ,...,p- 1, 
OLp = p. = 0, 
241 
A,= ’ pi 
H--l 
3 
ffi 
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we obtain 
(Z+A,)(Z+A,). . . (Z+A,) = 
PROPOSITION 5.4. Let 
A EA, A=‘p”. 
H-1 (Y 
Then 
(i) A3=(cxt/3)A, 
(ii) if (Y “p# 1, I- A is lminguIar, and 
(iii) (I-A)-‘=Z+ ~ 1 _ a’P (A+A’). 
We are now going to show that the decomposition introduced in 
Corollary 5.3. is valid for a wide class of matrices. 
PROPOSITION 5.5. A matrix M E M,,,(R) is similar to a triangular 
matrix if and only if it is of the form 
Proof. M = P - ‘LP, where L is a lower triangular matrix. We note that 
L = [L,, L,, . . . ) L,], where Li is the jth column of L. Also L= L,e:+ L,ei 
+... +L,e,‘; LiI{e,,...,ej_,}, where 
e, = (,O ,..,., O:l ,O ,..., 0). 
Therefore, 
M = P-‘L,(Pte,)’ + P-lL,(Pte,)’ + -. + + P-‘L,,(P’e,,), 
(P-lLj)tPte. = L/ei = 0 t if i <i. n 
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We are now ready to study the realization of triangular matrices. 
PROPOSITION 5.6. Any nonsingular triangular nuztrix L EM,,.,,(R) can 
be realized in n + 1 steps on a star graph of size n. 
Proof. 
L= 
I 11 
1 42 21 
. . 
. . 
1’ nl I,, . * . I,, 
L’ = I + L”; 
li; = 
-l+Zi+l,i+I if i=i, 
‘i+l,j+l if i#=j. 
Since L is nonsingular, 
li; # - 1 for i=l,...,n-1. 
Let us write 
L” =[Ll,L[ )...) Li_,], 
where Ly is the jth column of L”, and set 
(Yg = L;; q = L,il+l-Li”, i = l,...,n-2; a”_1 = 0. 
From the construction of Corollary 5.3 we obtain 
(I+A,)(I+A,). . . @+A,_,) = [&++G]? 
a,‘& = a,“_lpn_l = 0, 
qtpi = - li; + 1 for 0 <i <n-l. 
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Therefore the matrices I + Ai are nonsingular (Proposition 5.4). Let y be such 
that y’B=(l,O,..., 0). ( y exists, since B is nonsingular.) Then 
B= = c, 
C is nonsingular, since L’ is nonsingular. There exist x E R” such that 
and by setting 
we obtain 
L has been expressed as a product of n + 1 matrices of A,. n 
We are now interested in the realization of permutation matrices. 
A permutation u ES, can be decomposed into cycles and written 
u = ( 2122 
‘l*l. . . j,i,)(@. . . Q. . . (iii;. . . rl)jl jzb . . is, 
where 
ni > 2, i = l,...,r, 
n,+n,+.*- +n,+s= n, 
u(jk)=jk, k-1 ,..., n, 
u(i$ = ii+r for k = 1,2 ,..., ni- 1, u(ift) = ii. 
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PROPOSITION 5.7. With the notation introduced above, the number of 
steps necessary for the realization of a permutation u is n1 + n2 + . . . + n, + 
r- E, where E -2 is u(l)# 1 and 0 otherwise fm exchange strategies. 
Proof. It is easy to verify that the number of steps necessary for the 
realization of a cycle of length p, c = (i,i, . . . i,), is p - 1 if 1 is involved in the 
cycle, and p + 1 otherwise. In the general case we therefore have (Xi, Ini + 
1) - E. W 
PROPOSITION. The maximum number of steps necessary for the realiza- 
tion of an arbitrary permutation matrix is 3Ln/2J- l+( - l)n+‘, i.e., 3p 
(3p - 2) if n =2p + 1 (2~) for exchange strategies. 
Proof. It suffices to compute, for a given n, 
i 1 
r T 
max max r+ C ni:ni>2, 21 n,<n-1 , 
i=l i=l 1 
i 
r I 
max r-2+ C ni:ni>2, 2 n,<n . 
i=l i=l 1) 
The maximum number of steps is obtained as follows: 
n=2p+l: (I* = 1(2,3)(4,5)*..(n-l,n), 
n = 2p: u* = (1,2)(3,4)...(n-1,n). H 
We next consider the effective realization of an arbitrary nonsingular 
matrix. 
PROPOSITION 5.8 (Case of an arbitrary nonsingular matrix). Any ME 
M,,,(R) can be put into the fnm M=PLR (Proposition 1.1); if M is 
nonsingular, it can be realized in 
2n + 3Ln/2J + 1 + (- l)“+l steps. 
Proof. P, L, and R can be realized respectively in 3Ln/2J - [l + ( - l)“], 
n+l,andn+lsteps. n 
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Let us now consider the effective realization of an arbitrary singular 
matrix. 
PROPOSITION 5.9 (Case of an arbitrary singular matrix). Any singular 
matrix M EM,,,(R) can be put into the form M = PBQ (Proposition 3.6), 
and can be realized in 
2n+3Ln/2J+l+(-l)“+‘steps. 
Proof. We first note that in Proposition 3.6, Q can be restricted to be 
just an exchange matrix between the first component and another one, and 
can therefore be realized in one step. B is of the form 
= A,A,A,A&> 
where A, and A, can be realized in n - 1 steps. The remaining part of the 
proof follows immediately. a 
CONCLUSION 
We have given a general existence theorem for the realization of any 
matrix M E LV,, x ,(R) on a connected graph with n nodes. However, the 
determination of practical and efficient algorithms is still an open question. 
I am deeply grateful to Professor N. Gastinel, who, after having made the 
decisive break through the problem, guided me towards the solution of the 
general case. 
PARALLEL CALCULATION 247 
REFERENCES 
1 N. Gastinel, Analyse Nwnhrique Litiaire, Collection Enseignement des Sciences, 
Hermann 1966. 
2 N. Gastinel, Rklisation d’un calcul d’une transformation lin6aire aux noeuds d’un 
graphe, communication au Colloque sur les M&odes de Calcul pour des Sys- 
tkmes de Type Cellulaire, Giens, France, May 1978. 
3 D. E. Knuth, The Art of Computer Progmmming, Addison-Wesley, Vol. 3, 1973. 
Received 21 September 1978 
