Abstract. Data distortion is a critical component to preserve privacy in security-related data mining applications, such as in data miningbased terrorist analysis systems. We propose a sparsified Singular Value Decomposition (SVD) method for data distortion. We also put forth a few metrics to measure the difference between the distorted dataset and the original dataset. Our experimental results using synthetic and real world datasets show that the sparsified SVD method works well in preserving privacy as well as maintaining utility of the datasets.
Introduction
The use of data mining technologies in counterterrorism and homeland security has been flourishing since the U.S. Government encouraged the use of such technologies. However, recent privacy criticism from libertarians on DARPA's Terrorism Information Awareness Program led to the defunding of DARPA's Information Awareness Office. Thus, it is necessary that data mining technologies designed for counterterrorism and security purpose have sufficient privacy awareness to protect the privacy of innocent people.
In this paper, we will discuss several data distortion methods that can be used in protecting privacy in some terrorist analysis systems. We propose a sparsified Singular Value Decomposition (SVD) method for data distortion. There are some publications about using SVD-related methods in counterterrorism data mining techniques, such as in detecting local correlation [6] , social network analysis, novel information discovery and information extraction, etc. However, to the best of our knowledge, there has been no work on using SVD-related methods in data distortion. We also propose some metrics to measure the difference between the distorted dataset and the original dataset.
authorized users can manipulate the original data. After the data distortion process, the original dataset is transformed into a completely different data matrix and is provided to the analysts. All actions in the data analysis part are operated on the distorted data matrix. For example, the analysts can apply data mining techniques such as classification, relationship analysis, or clustering, on the distorted data. As the data analysts have no access to the original database without the authorization of the data owner, the privacy contained in the original data is protected. k-anonymity protection [7] and its variance have been used in similar scenarios, but they do not work for data distortion.
Data Distortion
Data distortion is one of the most important parts in the proposed model terrorist analysis system. We will review two of the commonly used random value data distortion methods, as well as propose a class of SVD-based methods for data distortion in this section.
Uniformly Distributed Noise. In this method, the original data matrix A is added by a uniformly distributed noise matrix N u [2] . N u is of the same size as A, and its elements are random numbers chosen from the continuous uniform distribution on the interval from C 1 to C 2 .
Normally Distributed Noise. Similarly as the previous method, here the original data matrix A is added by a normally distributed noise matrix N n , which has the same size as A [2] . The elements of N n are random numbers chosen from the normal distribution with parameters mean µ and standard deviation σ.
SVD. Singular Value Decomposition (SVD) is a popular method in data mining and information retrieval [3] . It is usually used to reduce the dimensionality of the original dataset A. Here we use it as a data distortion method. Let A be a sparse matrix of dimension n×m representing the original dataset. The rows of the matrix correspond to data objects and the columns to attributes. The singular value decomposition of the matrix
is an n × m diagonal matrix whose nonnegative diagonal entries are in a descending order, and
It has been proven that A k is the best k dimensional approximation of A in the sense of the Frobenius norm. A k can be seen as a distorted copy of A, and it may keep the utility of A as it can faithfully represent the original data. We define
Sparsified SVD. We propose a data distortion method based on SVD: a sparsified SVD. After reducing the rank of the SVD matrices, we set some small size entries, which are smaller than a certain threshold , in U k and V T k , to zero. We refer to this operation as the dropping operation [5] . For example, given a threshold value , we drop
The data provided to the analysts is A k which is twice distorted in the sparsified SVD method.
The SVD sparsification concept was proposed by Gao and Zhang in [5] , among other strategies, for reducing the storage cost and enhancing the performance of SVD in text retrieval applications.
Data Distortion Measures
We propose some data distortion measures assessing the degree of data distortion which only depend on the original matrix A and its distorted counterpart, A.
Value Difference
After a data matrix is distorted, the value of its elements changes. The value difference (V D) of the datasets is represented by the relative value difference in the Frobenius norm. Thus V D is the ratio of the Frobenius norm of the difference of A and A to the Frobenius norm of A:
Position Difference
After a data distortion, the order of the value of the data elements changes, too. We use several metrics to measure the position difference of the data elements. RP is used to denote the average change of rank for all the attributes. After the elements of an attribute are distorted, the rank of each element in ascending order of its value changes. Assume dataset A has n data objects and m attributes. Rank One may infer the content of an attribute from its relative value difference compared with the other attributes. Thus it is desirable that the order of the average value of each attribute varies after the data distortion. Here we use the metric CP to define the change of rank of the average value of the attributes:
where RAV i is the rank of the average value of attribute i, while RAV i denotes its rank after the distortion. Similarly as RK, we define CK to measure the percentage of the attributes that keep their ranks of average value after the distortion. So it is calculated as: CK = (
The higher the value of RP and CP , and the lower the value of RK and CK, the more the data is distorted, and hence the more the privacy is preserved. Some privacy metrics have been proposed in literature [1, 4] . We will relate the data distortion measures to the privacy metrics in our later work.
Utility Measure
The data utility measures assess whether a dataset keeps the performance of data mining techniques after the data distortion, e.g., whether the distorted data can maintain the accuracy of classification, clustering, etc. In this paper, we choose the accuracy in Support Vector Machine (SVM) classification as the data utility measure. SVM is based on structural risk minimization theory [9] . In SVM classification, the goal is to find a hyperplane that separates the examples with maximum margin. Given l examples (x 1 , y 1 ), ..., (x l , y l ), with x i ∈ R n and y i ∈ {−1, 1} for all i, SVM classification can be stated as a quadratic programming problem: minimize
where C is a user-selected regularization parameter, and ξ i is a slack variable accounting for errors. After solving the quadratic programming problem, we can get the following decision function:
Experiments and Results
We conduct some experiments to test the performance of the data distortion methods: SVD, sparsified SVD (SSVD), adding uniformly distributed noise (UD) and adding normally distributed (ND) noise.
Synthetic Dataset
First, we compare the performance of the four data distortion methods using a synthetic dataset. The dataset is a 2000 by 100 matrix (Org), whose entries are randomly generated numbers within the interval [1,10] obeying a uniform distribution. We classify the dataset into two classes using a randomly chosen rule. The uniformly distributed noise is generated from the interval [0, 0.8].
The normally distributed noise is generated with µ = 0 and σ = 0.46. The parameters of UD and ND are chosen so that the V D value of UD, ND, and SVD is approximately equal. For SVD and SSVD, the rank k is chosen to be 95, and in SSVD, the dropping threshold value is 10 −3 . We can see in Table 1 that the SVD-based methods achieve a higher degree of data distortion. And SSVD is better than SVD in all the position distortion measures. The Accuracy column in Table 1 shows the percentage of the correctly classified data records. Here all the distorted methods obtain the same accuracy as using the original data. Figure 1 illustrates the influence of the parameters in the SVD-based methods. With the increase of k in SVD, V D and CP decrease while RK, CK and Accuracy increase. But with the increase of in SSVD (k = 95), there is no observable trend in data distortion or utility measures.
Real World Dataset
For a real world dataset, we download information about 100 terrorists from a terrorist analysis web site [8] . We selected 42 attributes, such as their nationality, pilot training, locations of temporary residency, meeting attendance, etc. To test the real world dataset, the uniformly distributed noise is chosen from the interval [0, 0.09]. The normally distributed noise is generated with µ = 0 and σ = 0.05. The rank k for SVD and SSVD is chosen to be 25, and in SSVD is 10 −3 . In Classification 1, we classify the terrorists into two groups, those are related with Bin Laden and those are not. Here the SVD-based methods improve the accuracy a little bit. For data distortion, SSVD is the best for all the measures.
In Classification 2, the terrorists are grouped according to whether or not they have relationship with the terrorist organization Al Qaeda. Here SVD is the best for the classification accuracy, the other three methods decrease the accuracy slightly. For the data distortion measures, SSVD again works best.
Concluding Remarks
We proposed to use the sparsified SVD method for data distortion in a simplified model terrorist analysis system. The experimental results show that the sparsified SVD method works well in preserving privacy as well as maintaining utility of the datasets.
