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1 
A Theory of Value for Value-based Feature 
Selection in Software Engineering  
Pilar Rodríguez, Cathy Urquhart, and Emilia Mendes 
Abstract— Value-Based Software Engineering stresses the role of value in software related decisions. In the context of feature 
selection, software features judged to provide higher value take priority in the development process. This paper focuses on what 
value means when selecting software features. Using grounded theory, we conducted and analyzed semi-structured interviews 
with 21 key stakeholders (decision-makers) from three software/software-intensive companies, within a context where value-
based decision-making was already established. Our analysis led to the building of a theory of value for value-based feature 
selection that identifies the nature of value propositions considered by key stakeholders when selecting software features (i.e. 
decision-making criteria for deciding upon software features, as suggested by Boehm (2003)). We found that some value 
propositions were common to all three company cases (core value propositions), whereas others were dependent upon the 
context in which a company operates, and the characteristics of the product under development (specific value propositions). 
Moreover, value propositions vary according to the stakeholder group and the type of feature being assessed. Our study 
provides significant insight into value in the context of feature selection, and generates new concepts around value-based 
feature selection such as new value propositions.  
Index Terms— Value-based Software Engineering (VBSE), Value Proposition, Decision-making Criteria, Grounded-theory, 
Theory Development, Feature Selection, Release Planning, Requirements Engineering, Decision-making, Decision-making 
Theory, Software Value, Software Products, Software-intensive Systems.  
1 INTRODUCTION
OFTWARE related decisions have traditionally taken 
place in a value-neutral setting in which short term as-
pects such as project costs and schedule were predomi-
nantly considered [1][2]. However, in the past 15 years, 
software organizations have increasingly moved from 
value-neutral to value-based decision-making, where deci-
sions focus on what is best for the company’s overall value 
creation [3][4][5]. Value-Based Software Engineering 
(VBSE) is the research area that stresses thinking value in 
software-related decisions [1]. Nowadays, the wide adop-
tion of agile and lean software development [39], where 
value is a key concept, has also contributed to enlarging 
the applicability of VBSE to industry [2]. 
Feature selection, in the context of requirements engi-
neering, is an area particularly impacted by the concept of 
value [5]. Features represent needs that define the behavior 
of a software/software-intensive product. They are gath-
ered via meetings with customers or other stakeholders [6] 
and, once selected, are refined during a requirements elici-
tation process [7][8]. Value-based requirements engineer-
ing, to which feature selection belongs, is the first compo-
nent cited in Boehm’s VBSE agenda [1]. The inclusion or 
exclusion of specific features, which can take place within 
the context of, for example, a product’s road mapping or 
release planning, will affect a product’s value [9] and may 
 
1 The term value proposition is used in this paper in the way as it was
firstly defined and employed within the context of VBSE [1][2]. This means 
that a value proposition encompasses any criterion/factor/aspect that is 
used to decide upon the benefits of an item, in our case a feature, when its 
value is being assessed.  The scientific literature related to our research has 
impact vital company’s processes, such as product pricing 
and marketing strategy. The potential features suitable for 
a given software release are many, compared to the fea-
tures that can be realistically implemented when taking 
into account constraints such as time, cost and capability. 
In the context of value-based feature selection, features 
judged to provide more value take higher priority in being 
chosen for development. However, what value means for 
the stakeholders selecting those features (individually and 
collectively) has hitherto been unexplored [5] [10]. 
Previous research shows that value is an abstract con-
cept in the software domain that involves many diverse as-
pects (e.g. [2][10][11][5]). In the context of VBSE, Biffl et al. 
[2] refer to value as follows: ‘driven by both individual and
collective goals, these stakeholders all hope to derive some benefit,
whether tangible or intangible, economic or social, monetary or
utilitarian, or even aesthetic or ethical. By the term value, we
refer to this ultimate benefit, which is often in the eye of the be-
holder and admits multiple characterizations’. Ojala [11], in his
historical review of value, states that value ‘has been defined
in literature using economic, moral, aesthetic, social, political,
religious, and judicial values’. Overall, little knowledge exists
on how value of a software/software-intensive system is
actually defined [12][5][10]. In practice, even if not in a for-
malized way, value is determined as a set of value propo-
sitions (i.e. criteria/factors used to determine the value of
an item)1, usually not explicitly stated and subjectively em-
ployed by decision-makers [1][13][5]. Some studies have
used different terms to refer to the same concept. Value proposition is the 
term originally used by Boehm [1] and used also in his following works 
with other researchers (e.g. [58] and [2]). Other authors have used terms 
such as decision making criteria, value factors and values (e.g. [9][13-17]). 
More recently, works such as [3] and [10] have used the term value aspect. 
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focused on eliciting stakeholders’ value propositions 
within the context of software product management (e.g. 
[5][9-10][13-18]). However, they have neither focused on 
the theoretical bases of value [19], nor upon the context of 
software feature selection. 
Therefore, the goal and main contribution of this paper 
is to present a theory that focuses on value propositions 
that key stakeholders use when selecting features for soft-
ware/software-intensive2 product release planning. We fo-
cus on theory building because Software Engineering, as a 
relatively young discipline, lacks strong conceptual and 
theoretical foundations [20]. Thus, there is a growing inter-
est in the development of theories in the field [21-26]. 
We applied Grounded Theory Method (GTM) to ground 
the theory in practice. Grounded Theory Method has 
proved a useful approach to theory generation in many 
fields [27] and it is gaining momentum in SE research (e.g. 
[20][28-30]). We built our theory from case study research 
in a similar way as described by Eisenhardt [31]. Our initial 
case study [5] helped us identify relevant stakeholders’ 
value propositions when selecting features for release 
planning in a telecommunications company. From that 
case study (of Company A herein), we learned that stake-
holders’ value propositions seemed to be complementary 
in the decision process. We also discovered that whilst 
some value propositions were rather general, others 
seemed to be more product specific. In this work, we ex-
tend our research by studying two additional cases (Com-
panies B and C) that helped us better understand the par-
ticularities of value propositions for feature selection, and 
build the theory outcome of this research. We use the find-
ings from 21 transcribed interviews with key stakeholders 
from these three software companies in which a context of 
value-based decision-making was already established. As 
detailed in Section 3.1, two of the investigated companies 
developed software-intensive systems that differed signif-
icantly between them (Companies A and B), while the third 
one developed a standalone software solution (Company 
C). Such diversity enabled us to make fruitful comparisons 
between business domains/contexts, and, in line with [31], 
search for cross case patterns, thus increasing the likeli-
hood of a robust and accurate theory.  
The research problem addressed by this paper is “how is 
value characterized with regard to value-based feature selection 
for release planning in the context of software and software-in-
tensive products?” Five research questions (RQ) underpin 
the development of our theory:  
1. RQ1. What are the value propositions employed by
key stakeholders when making decisions relating to
feature selection for release planning?
2. RQ2. What are the overlapping and distinct value
propositions between different stakeholders in-
volved in value-based feature selection?
3. RQ3. What are the value propositions particular to
a stakeholder’s group?
Given the disparity of terms and the lack of consistency, we use the term 
value proposition in line with the way it was originally defined and used 
within the context of VBSE [1][2]. Please note that this understanding dif-
fers from the view of value proposition as a single criterion that focuses 
4. RQ4. Are there any distinct value propositions be-
tween different types of features?
5. RQ5. Are there any overlapping and distinct value
propositions between different company contexts
such as business domains or types of products?
It has to be noted that although RQ1 has been the focus 
of our research from the beginning, including our previous 
work [5], RQ2-RQ5 emerged during our grounded theory 
(GT) journey. Evolving RQs can and do occur when build-
ing theories [31] and, particularly, when conducting GT as 
new concepts emerge from the analysis [20][27]. 
Our research makes a threefold contribution: first, our 
theory contributes to the body of knowledge of VBSE. Our 
contribution is unique, as only few studies have been able 
to research the details of value in the software domain 
[5][10]. Confidentiality issues often prevent research access 
to companies on this commercially sensitive topic. In our 
study, we offer a rare window into the details of value 
propositions employed when selecting features and the ra-
tionale behind them. Second, practitioners can use the the-
ory outcome of this research as a tool to better understand 
the value criteria that (should) drive their decisions when 
selecting features. Third, we also demonstrate how GTM 
for theory building can be usefully employed to provide 
detailed insights into the basis of feature selection. 
The paper is structured as follows: Section 2 presents re-
lated work in order to scope our research. The study design 
and the methodology employed to analyze value proposi-
tions and develop the theory are described in Section 3. 
Section 4 presents our findings, which include the empiri-
cally developed theory of value for value-based feature se-
lection, as well as a detailed description of each of its com-
ponents. Section 5 discusses how our findings answer our 
RQs and integrates them in light of related literature. Fi-
nally, the paper concludes in Section 6. 
2 BACKGROUND AND RELATED WORK 
Our research began with a non-committal literature review 
as an accepted way to do a literature review without com-
promising our application of GTM [32][33]. The goal of a 
non-committal literature review is to limit the exposure to 
literature to prevent bias during data analysis, but at the 
same time to allow for researchers to position their re-
search in the topic’s body of knowledge. This position also 
assumes that further literature searching occurs once the 
theory is produced. The literature is further developed in 
Section 5, when our emergent theory is discussed in light 
of related work. 
2.1 Value in Software Engineering 
The economic value of software-related decisions, mainly in 
the form of short-term aspects such as costs, has been stud-
ied from the very early days of SE as a discipline (e.g. [34-
36]). Accordingly, cost and cost estimation techniques have 
upon the benefits consumers get when buying a particular product or ser-
vice (as used in works such as [77] and [78]). 
2 Systems in which software development and/or integration are domi-
nant considerations (e.g. embedded systems) (ISO/IEC/IEEE 42010). 
 
populated the SE literature ([37-38]). However, despite 
over fifty years of history [11], value as a concept did not 
take center stage in SE until 2003, when Boehm published 
his call to arms paper on value [1]. In that paper, Boehm 
suggested that much of SE practice and research was car-
ried out in a value neutral setting. Furthermore, “a ‘separa-
tion of concerns’ [was] practiced, in which the responsibility of 
software engineers [was] confined to turning software require-
ments into verified code” [1].  This suggests that little atten-
tion was being paid to the value that software components 
added to the final product [1]. Boehm’s article coined the 
concept of VBSE, stressing the importance of thinking 
about value in software-related decisions by balancing 
short and long-term aspects [2]. Value-Based Software En-
gineering  introduced a wider view of value including per-
spectives such as “relative worth, utility, or importance” [2]. 
It also included the concept of success critical stakeholders, 
referring to all stakeholders who need to be involved in 
system definition and development [1]. 
Today, VBSE is a well-established research area. A recent 
systematic mapping study on the topic [19] identified 134 
studies, including studies related to this research: Value-
Based (VB) requirements engineering (30 studies), VB de-
cision-making (7 studies), and theory of VBSE (7 studies 
referring to the same 4+1 theory). However, none of these 
studies have delved into the theoretical roots of value, and 
the nature of value propositions. The recent popularity of 
agile and lean software development [39], and its emphasis 
on delivering value to customers, have also driven the 
VBSE agenda forward, enlarging its scope [2], and popu-
larizing terms such as customer value [40-41]. Overall, while 
there is an increasing use of value as a concept in the con-
text of software development, particularly in industry [39], 
thus far there has been little research on understanding 
what exactly value means within SE [5][10]. 
2.2 Value-based feature selection 
Feature selection is a part of the requirements engineering 
process [42]. It is the step in which product features are elic-
ited from different sources (e.g. customers, legislative bod-
ies, market reports, internal feedback, etc.) and their rela-
tive importance is judged. In value-based feature selection, 
features judged to provide more value for key stakeholders 
(i.e. decision makers) take higher priority in the develop-
ment process.  
Previous research on requirements and feature prioriti-
zation has tended to focus on methods and models for re-
lease planning (e.g. [43-45]), requirements prioritization 
techniques [46], and studies on managing dependencies 
between requirements/features (e.g. [47-48]). This body of 
knowledge has often included an inherent dimension of 
importance, based on complex multi-criteria, which resem-
bles value. Only a few prioritization techniques have ex-
plicitly considered value though [46]. Thus, its main focus 
has not been on understanding value or providing empiri-
cal evidence on value, leaving the notion of value vague or 
implicit [46]. By contrast, our study focuses on understand-
ing, via knowledge explicitation, the value propositions 
that stakeholders consider when selecting a given feature.  
Some SE literature reviews and mapping studies have 
explicitly focused on value propositions [3][49][50]. How-
ever, in these studies, the concept of value is given from 
multiple scenarios rather than with a specific focus on 
value based feature selection. Jan and Ibrar [49]’s mapping 
on value aspects within the context of SE shows that re-
search contributions in the area are often isolated, and with 
a limited choice of value aspects; for example, focusing 
only on cost, or on product characteristics such as usability. 
Khurum et al. [3] added additional literature from econom-
ics, business and marketing research to the work from [49] 
and proposed a classification of 62 value components. This 
classification aimed to be general enough to represent the 
views of all stakeholders who make any decision relating 
to any software product. It was later extended to also in-
clude a project management perspective [50].  
Although these studies help us understand the state of 
the art on value propositions, they have some shortcom-
ings when understanding the concept of value in the con-
text of feature selection. First, they do not look into how 
different companies interpret the concept of value [10] but 
provide large classifications of value propositions that are 
difficult to apply in practice because not all propositions 
may be suitable for every context (e.g. feature selection) 
[5][10]. Further, these classifications are mostly, or entirely, 
not grounded in practice, but deductively developed from 
related literature, including not only literature from the 
software domain but from other domains such as market-
ing and economics. This is a risk when trying to under-
stand value because, in what seems to be common 
throughout previous research in this topic, selection crite-
ria are often suggested only with illustrative purposes and, 
therefore, there is scarce empirical evidence that supports 
their relevance in practice [13][10][5].  
That said, similar to our first case study [5], some em-
pirical studies have also focused on concrete value propo-
sitions that are used for feature/requirement selection in 
SE ([9-10][13-18]). However, none of these studies went 
further to provide insights on the theoretical basis that un-
derspin the concept of value in this context (feature/re-
quirement selection). Indeed, most of them employed re-
search methods such as surveys, which limits the richness 
of data and details available [51]. These studies are further 
developed in Section 5. 
2.3 Theories in Software Engineering 
This section discusses theory building in SE and, in partic-
ular, empirically based theories (i.e. theories that are built 
or modified based on empirical research) [21]. Before start-
ing the discussion, it is convenient to clarify the meaning 
of theory. Theory, as a concept, is a source of continuing 
debate [21-23]. In this study, we adhere to the definition 
provided by Shirley Gregor in [52], where a theory is de-
fined as an attempt to generalize local observations into 
more abstract and universal knowledge, aiming to explain 
or predict a phenomenon. Gregor distinguishes between 
four primary goals of a theory: analysis & description, ex-
planation, prediction and prescription. Our theory’s goal is 
to analyze and describe value propositions fundamental to 
value-based feature selection for release planning. 
As an applied discipline, a large portion of SE research 
over time has focused on technological aspects (e.g. pro-
gramming languages) or process-related methods to pro-
mote better ways of developing software [53]. However, 
the theoretical foundations of the field have comparatively 
received little focus [21-22]. Arguments in favor of building 
and using theories are widely reported in the SE literature 
(e.g. [54], [21-25]). Theories structure facts and knowledge 
in a concise manner, offering common conceptual frame-
works and facilitating knowledge communication [21]. 
Johnson et al. argue that without the support of theories, 
SE would be relegated to a costly trial and error process 
[22]. Moreover, theories enable not only statistical general-
ization but also analytical generalization in situations in 
which statistical generalization is not desirable or possible 
[21]. Overall, a field without theories remains blind. The 
need for theories in SE is evidenced by recent research [21-
23][26]. Particularly, theories grounded in practice are get-
ting momentum in SE (e.g. [20][29][30]). 
Examples of existing theories in SE include general the-
ories [23] such as [55], [24], and [25], and middle range the-
ories [23], such as [56] and [57]. However, in the area of 
VBSE, we can find only one theory: the 4+1 theory of VBSE 
[58]. The theory centers on the success-critical stakeholders 
win-win Theory W [57], which stresses the importance of 
identifying the values that are fundamental for the success-
critical stakeholders to achieve and maintain a win-win 
state. However, the nature of the concept of value, and con-
crete value propositions are not considered in Theory W.  
Why should we care about a theory of value for feature 
selection? One issue that the scientific community in SE
seems to agree on is that SE theories should be useful to the 
software industry [21][23] and provide answers to signifi-
cant questions for the discipline [22]. Johnson et al. [22], 
who reflected on the role of theories in SE, use the example 
of how to specify system requirements as one of the most 
significant questions in SE because, although many meth-
ods and requirements specification techniques and lan-
guages exist, very few explicit theories, if any, explain why 
certain requirements are selected [22]. Although value 
propositions are often referenced as an integral decision-
making part, they are poorly documented and rarely ex-
plicitly utilized, even within development processes that 
emphasize value (e.g. agile). As a result, decision-making 
is usually carried out based on implicit and tacit value 
propositions, being subject to ambiguity and vagueness, 
which are likely to bias decisions [5][10]. By creating a the-
ory of value for value-based feature selection we aim at i) 
increasing our understanding and analysis of what value 
represents in decision making in software development 
and, concretely, feature selection during release planning, 
and ii) providing practitioners with a tool that they can use 
to better understand the value criteria that should drive 
3 It is widely accepted that GT is ‘a neutral container into which any philos-
ophy can be poured’ [64], meaning that it is a research method which can be 
comfortably used in all paradigms. However, it is true to say that there has 
long been debate about whether GT is inherently positivist or interpre-
tivist. Some people characterise Glaserian GT as positivist, and Straussian 
GT as interpretivist, given that Glaser was influenced by Lazarsfeld (a re-
nowned sociologist and statistician), and that Glaser has written a book on 
quantitative GT [63]. By contrast, Strauss came from symbolic interaction-
their decisions when selecting features for a release. 
2.4 Research gaps 
In summary, the next research gaps motivate this study: 
• Software companies are progressively moving to
value-based decision-making [1][5][10], so there is
now a pressing need to understand in detail deci-
sion-making processes within the context of VBSE.
• Very few studies have focused on value in the con-
text of feature selection [5][13][22], despite feature
selection for release planning being an essential ac-
tivity for the success of software products.
• The few studies that do focus on value propositions
in SE mainly tend to have a general scope and lack
specificity in describing value propositions. To
date, no theory generation work has been carried
out in this area.
• The lack of theoretical foundations in SE [21-22]. In
particular, the existence of only a single VBSE the-
ory [58], which has no particular focus on the con-
cept of value (value propositions).
3 STUDY DESIGN AND RESEARCH METHODOLOGY
This study draws on the principles of GT [59] and applies 
a multiple-case study strategy [60-61]. This is a similar ap-
proach used by Eisenhardt’s (1989) seminal paper in man-
agement on building theory from case studies [31]. We fol-
lowed the guidelines for case study by Yin [60] and its ad-
aptation to SE by Runeson and Höst [61], the guidelines by 
Urquhart for GTM [27] and the guidelines by Stol et al. [20] 
on how to report GT studies in SE. From an epistemologi-
cal position, the study is positivist [20], where results from 
interviews’ coding are checked by more than one re-
searcher for validation purposes. We adopted the Glase-
rian version of GTM [27] because it has been characterized 
as indelibly positivist by some commentators (e.g. [62])3. 
The study is part of a larger research effort, the VALUE 
framework, which focuses on decision-making within the 
context of software product management [4][65]. Herein 
we present our complete foundational and emergent the-
ory of value for value-based feature selection. Some of the 
value propositions used in our theory building have al-
ready been presented in two previous articles [4][5]. In 
Mendes et al. [4], we presented the overall research frame-
work to which our GT study belongs, together with a pre-
liminary analysis of the interviews conducted in Company 
C. This current paper further develops the analysis of case
C’s interviews to create robust foundations for our theory.
Rodríguez et al. [5] focused on understanding value prop-
ositions used for selecting features in Company A. We
build on the findings from [5], using the previous open
ism. However, other authors disagree with this classification by consider-
ing that GT is based on emergence and interpretation, where there is no 
single objective reality that is independent from the observer. Bryant [62] 
characterised Glaser’s reliance on emergence from data as phenomenalist 
and GT as indelibly positivist.  As such, we felt that using Glaserian GT 
from a positivist perspective was reasonable. Other scientific literature has 
taken as similar position with regard to positivist GT (e.g. [78]). 
TABLE 1 
COMPANY CASES – CONTEXTUAL INFORMATION (ADAPTED FROM PETERSEN AND WOHLIN [69]) 
Context facet Context element Company A Company B Company C 
Product Name Product A  Product B  Product C  
Domain  Telecommunications Telecommunications Security software 
Product type Embedded system  Embedded system  Desktop application  
Size Commercial product, large-scale  Commercial product, large-scale Commercial product, large-scale 
Maturity New product (second release un-
der development) 
New product (second release un-
der development) 
Mature company product (one of 
the company’s key products). 
Customization Tailored to different customers Tailored to different customers Tailored to different customers 
Process SW development 
process 
Scrum-based. Continuous/incre-
mental development of features. 
Features written in natural lan-
guage and managed using prod-
uct backlogs. 
Scrum-based. External releases 
every quarter, internal releases 
every two weeks. Features writ-
ten in natural language and man-
aged using a product backlog. 
Scrum-based. Continuous/incre-
mental development of features. 
Features written in natural lan-
guage and managed using a 
product backlog. 
Practices and 
tools for fea-
ture selection 
Practices  Iterative feature selection process 
(monthly meetings at strategic 
level, weekly meetings at devel-
opment level) 
Iterative feature selection process 
(monthly meeting at steering 
group level, weekly meetings at 
change mgmt. group/product 
development program).  
Iterative feature selection, en-
compassing continuous discus-
sion loops between activities 
(product definition, design and 
development).  
Tool support Two product backlogs: Company 
Product Backlog and Dev. Prod-
uct Backlog. Commercial deci-
sion analysis tool at company 
level. MS Excel at development. 
Customize web portal to receive 
new feature requests (used by all 
stakeholders, including custom-
ers). JIRA for managing the prod-
uct backlog. 
JIRA for managing the product 
backlog. 
People Roles involved in 
feature selection 
Three SPMs located at the com-
pany headquarters. Product 
owner, project managers and 
technical stakeholders located at 
the development unit.  
Steering group involving differ-
ent roles, including product man-
ager, business managers, tech-
nical leads, and project manag-
ers. 
Three stakeholders (program 
manager, product manager and 
product marketing director), 
who centralize information from 
other stakeholders. 
Organization Size Large organization Medium organization Large organization  
Organizational 
model 
Several locations distributed 
worldwide 
Nine locations distributed in four 
countries 
Several locations distributed 
worldwide 
Organizational 
unit(s) involved 
in the study 
Company’s headquarters (SPMs) 
Development unit (in charge for 
developing Product A) 
Company’s headquarters Company’s headquarters 
Distribution Decision making team distrib-
uted in two locations (company 
headquarters and development 
unit).  
Decision making team located at 
the company’s headquarters. 
System locally developed at the 
company’s headquarters. 
Decision making team located at 
the company’s headquarters. 
System development distributed 
in several locations.  
Market Number of cus-
tomers 
Market-driven development 
(over 150 customers) 
Market-driven development 
(over 10 customers) 
Market-driven development 
(over 200 customers) 
Setting Business-to-business (B2B) Business-to-business (B2B) Business-to-business (B2B) and 
Business-to-consumer (B2C) 
Constraints Market characterized by uncer-
tainty and short time-to-market 
Market characterized by uncer-
tainty and short time-to-market 
Market characterized by uncer-
tainty and short time-to-market 
coding from the interviews in Company A, and add all the 
three coding steps (i.e. open, selective and theoretical cod-
ing) for the interviews obtained from Company B and 
Company C, in order to build our grounded theory. In the 
next sections, we explain each phase of the research design. 
3.1 Case selection 
In selecting our cases, we followed the guidelines by Yin 
[60] and Urquhart [27]. As Yin says on p.31 ‘a fatal flaw in
doing case studies is to conceive of statistical generalization as
the method of generalizing the results of the case’ [60]. In GT,
we also generalize to a theory, not to a population and,
therefore, we need to ensure that our cases are representa-
tive of the substantive area for which the theory is pro-
duced [27]. Theoretical sampling, which identifies data
based on gaps in the emerging theory, is seen as ideal in
GTM [20]. However, researchers in SE are frequently lim-
ited by the possibilities for selecting cases and, in practice,
many cases are chosen based on availability [61].
We followed a strategy of analytic generalization where 
our cases were selected for analytical reasons (i.e. being 
particularly suitable for illuminating and extending rela-
tionships and logic among constructs [66]). We used a mix 
of convenience [67] and purposive [68] sampling. A crucial 
aspect for our study was that our companies were already 
consciously considering value in their software feature de-
cisions [4][5]. In our three companies, decision makers ex-
pressed their decision in terms of value and decision-mak-
ing teams involved not only technical stakeholders but also 
different backgrounds, such as sales and marketing. Thus, 
purposively, we selected companies believed to represent 
rich cases for our study.  
In addition, our cases complement each other, in line 
with the concept of theoretical sampling. We noticed from 
our study with Company A [5] that some value proposi-
tions identified seemed dependent upon the type of prod-
uct Company A develops and the business domain in 
which it operates. Through Companies B and C we studied 
whether this was also the case. The second and third case 
studies supported the emerging category ‘specific value 
propositions’. We used differentiated cases, as follows: Com-
pany A operates in the telecommunications domain and 
develops an embedded product that is part of the network. 
Company B also operates in the telecommunications do-
main and develops an embedded product as well. How-
ever, in the case of Company B, the embedded product is a 
phone device.  Therefore, Companies A and B operate in 
the same domain, but, crucially, develop different kinds of 
products. In the case of Company C, it develops security 
software solutions; thus, the product is not an embedded 
system but a software application. Therefore, the compa-
nies we investigated share some similarities as they all de-
velop software (embedded or not) and select software fea-
tures for the upcoming releases based on value. However, 
they differ with regard to their corresponding business do-
main (Company C differs from Companies A and B) and 
the type of product that they develop. Our strategy aimed 
to generate core value propositions by similarity in data, 
while at the same time also checking for this category’s 
usefulness. We hypothesized that data diversity could give 
us insights about specific value propositions. As described by 
Glaser and Strauss ([59] p.58), varying the conditions be-
tween cases allows for ‘identifying/developing fundamental 
differences under which category and hypothesis vary’. 
Regarding the software development process employed 
by the companies, they all used Agile-based software de-
velopment characterized by iterative development. With 
their own particularities, in all three cases, releases were 
periodically designed, and features that would be part of a 
concrete release periodically selected. Table 1 provides a 
detailed description of the context of our company cases 
based on the checklist and suggestions provided in [69]. 
Note that some details were anonymized or excluded to 
comply with the non-disclosure agreements (NDAs) 
signed with our case companies. Main differences between 
company cases are highlighted in Table 1.   
3.2 Data collection 
Data was gathered via 21 interviews with key stakehold-
ers. These stakeholders represent decision-makers in-
volved in feature selection for release planning with a di-
versity of roles, including strategic product managers, 
product owners, different kinds of project managers and 
technical stakeholders. Appendix A presents an overview 
of the Interviewees (I). Note that each company uses its 
own terminology to refer to equivalent roles. For example, 
strategic product managers in Company A carry out very 
similar tasks to program and product managers in Compa-
nies B and C. It is important to note also that the number 
of interviews in these types of study is of necessity limited 
as the study targets at key strategic personnel and roles in 
each organization [9].  
A champion in each of the companies (I10, I16 and I21 
in Appendix A) helped us identify the stakeholders to be 
interviewed. In relation to Company A, we interviewed all 
key stakeholders involved in features selection for Product 
A; therefore, we can claim that we have a complete picture 
of value in this case [5]. Regarding Company B, our com-
pany champion selected the most important stakeholders 
involved in feature selection for Product B (at least one rep-
resentative from each stakeholder group). For the third 
company, Company C, we interviewed the three stake-
holders who compose the feature selection team for Prod-
uct C and are the accountable persons for deciding upon 
its features. These stakeholders centralize information 
needed when selecting features from other stakeholders, 
both inside and outside the organization (e.g. customers, 
development teams, maintenance teams, etc.).  
The interviewees were domain experts with a wide ex-
perience in the software industry (Mdn. 20 years, 1st qu. 
15.0, 3rd qu. 21.00) and in the business domain inside their 
companies (Mdn. 4.0 years, 1st qu. 1.0, 3rd qu. 17.00); they 
also had good experience in feature selection tasks (Mdn. 
24 months, 1st qu. 12.0, 3rd qu. 36.00).   
In each of the three cases, also usual in the software in-
dustry [4], decisions were mostly based on decision mak-
ers’ tacit knowledge. Thus, to fulfill our RQs, the inter-
views aimed at eliciting the factors that are subjectively 
used by decision makers when deciding upon the value of 
a feature. The interviews were semi-structured and largely 
conversational to give room for participants to express 
their understanding of value when selecting features. To 
phrase our questions, preparatory meetings were held 
with company champions to understand each case’s fea-
ture selection process and own terminology.  We designed 
an interview script (available in Appendix B) composed of 
three sections: 1) warm-up questions, including demo-
graphic and context setting questions (approximately 5 
min); 2) value propositions elicitation questions, in order 
to elaborate into the details of the set of value aspects that 
the interviewee considers when deciding upon a feature 
(45 min); and 3) wrap-up questions, to ascertain any miss-
ing relevant topic that the interviewee would like to dis-
cuss prior to concluding the interview (10 min). Our focus 
was only on selecting software features and, therefore, we 
did not target at the products’ hardware side in cases A and 
B. In all cases, we made it clear upfront that the focus was
on software features’ selection for products’ releases. All
interviews were planned to last for approximately one
hour. The actual interview length is showed in Appendix
A. Most interviews were face-to-face, and all of them were
voice recorded and transcribed. All the interviews were
conducted by the first and third authors together.
3.3 Data analysis 
Data analysis proceeded from open coding (identifying 
categories, properties and dimensions) through selective 
coding (clustering around categories), to theoretical coding 
(abstracting the theory and establishing relationships) - 
Glaserian version of GT [27]. We utilized the principle of 
constant comparison as adopted by Glaser and Strauss 
[59]. Continuously comparing codes between single inter-
views, different interviews and different cases helped den-
sify our major categories of core and specific value proposi-
tions, and supported us following a particular analytical 
path. Moreover, it helped us get a more nuanced under-
standing of what value propositions might consist of.  
When coding the interviews during open coding, we 
did not restrict value to any existing definition or classifi-
cation of value propositions but rather stayed open to what 
the data could be telling us (inductive analysis). The list of 
value propositions identified using open coding from each 
interview was emailed to the corresponding interviewee 
for validation purposes. We received feedback from 6/21 
interviewees and made modifications accordingly. During 
selective coding, the open codes were grouped into larger 
categories, which acted as the foundation for the major cat-
egories of our theory. Definitive categories were estab-
lished when no more open codes emerged from the analy-
sis – this is known as theoretical saturation. In theoretical 
coding, the major categories that emerged from the selec-
tive coding were related to each other and the relationships 
between them considered to build our theory. We used the-
oretical memos to help us theorize about categories and re-
lationships [70]. NVivo was used in the analysis. Appendix 
C presents an example to illustrate the analysis process. 
4 FINDINGS
Figure 1 presents the theory of value for value-based fea-
ture selection in release planning derived from our GT 
study. The theory is composed of six constructs:  
1. Value propositions 
2. Core value propositions
3. Specific value propositions
4. Type of feature 
5. Stakeholder group
6. Company context
Our analysis revealed that value propositions for feature 
selection (software features) can be classified into two 
groups: core value propositions and specific value propositions. 
Core value propositions include propositions that were 
common to the three cases and, therefore, suggest a pat-
tern. Specific value propositions are dependent on the com-
pany context and, therefore, were specific to each company 
case. We also found out that value propositions vary ac-
cording to two factors: 1) the type of feature being assessed 
(e.g. mandatory features as opposed to non-mandatory 
ones), and 2) the stakeholder group (e.g. different stake-
holder groups focused on different value propositions).  
The next subsections describe each of these constructs 
and their relationships. The relationships in our theory rep-
resent association but not causality. We use illustrative 
quotations from the interviews, as they were identified in 
the analysis, to provide supporting evidence to our find-
ings [27]. Sometimes we needed to make slight modifica-
tions to some quotations to comply with our NDAs. When-
ever this occurred, we used the tag: [modified text]. 
4.1 Value propositions 
A value proposition is any kind of aspect, criterion or con-
sideration that is used by key stakeholders (i.e. decision 
makers), within the context of value-based decision-mak-
ing, to decide whether a software feature should be in-
cluded in a release. Thus, every value proposition charac-
terizes an aspect/criterion/consideration that can be im-
pacted upon by the choice of features. For example, a value 
proposition is Customer satisfaction because when the value 
of a feature is assessed, the impact of that feature on cus-
tomer satisfaction is considered. Similarly, another value 
proposition is Company’s brand as the impact that a feature 
will have upon the company as a brand (e.g. being aligned 
with the image that the company wants to project) is taken 
into consideration as well. Many value propositions 
emerged from the interviews. Some of them were semanti-
cally similar, despite interviewees using a different termi-
nology to refer to the same concept (e.g. consumer satisfac-
tion and end-user satisfaction). We analyzed each proposi-
tion in detail and aggregated those that were semantically 
equivalent. The complete list of value propositions that 
emerged in our study (47) is included in Appendix D.  
We categorized value propositions into six dimensions: 
1) customer value (P1-P8), 2) market competitiveness (P9-P20),
3) economic value/profitability (P21-P26), 4) cost efficiency
(P27-P36), 5) technology & architecture (P37-P42) and 6) com-
pany strategy (P43-P47). Illustrative quotations for some
value propositions are shown in Figure 2 to clarify the way
in which these dimensions emerged during the analysis.
Propositions belonging to the customer value dimension 
refer to aspects that are relevant from a customer’s per-
spective. Our analysis showed that the customer view, es-
pecially those features desired by key customers (P5, Ap-
pendix D) or by a large amount of customers (P4) seemed 
highly important when selecting features for a release. Cus-
tomer value aspects were those mentioned the most in the 
interviews (387 instances in NVivo – see Appendix D).  
Market competitiveness comprises value propositions that 
reflect a product’s competitiveness in the market in terms 
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of added value compared to similar products. Interviewees 
considered the features offered by other competitors’ prod-
ucts, and what benefits these features provide to custom-
ers, when considering their own value proposition. Inter-
viewees frequently mentioned Product quality (P11) – and 
aspects defining product quality, and Time-to-market (P10) 
as important for being competitive.  
The economic value/profitability dimension includes prop-
ositions that relate to the impact that the implementation 
of a feature would have upon a company’s wealth, mainly 
in monetary terms. Aspects such as ROI (P21), sales vol-
ume (P22), capability to increase customer base/market 
share (P23) and impact that the implementation of the fea-
ture would have on a product’s price (P24) were men-
tioned during the interviews. However, it is interesting to 
notice that economic value was not the center of focus of 
our interviews (120 instances in NVivo, compared to 387 
for customer value and 273 for market competitiveness).  
A related dimension is cost efficiency, which represents 
the several costs that implementing a feature would entail. 
At the end, the economic value/profitability of a feature 
will be impacted by the incurred costs when implementing 
that feature. For instance, some features might be deemed 
too costly to implement. Costs were distributed in different 
categories such as testing costs (P30) or investment in 
third-part components (e.g. subcontractors) (P29). 
The technology & architecture dimension centers on tech-
nical aspects such as product architecture (P38) and exist-
ing technical capability to implement a feature (P39). If the 
technology platform makes a feature difficult to imple-
ment or introduces complexity, again a feature may be de-
ferred or not implemented.  
Finally, the company strategy dimension focuses on strate-
gic alignment and aspects that provide overall direction to 
the company in terms of organizational goals and plans de-
signed to achieve these goals. So it might be that a particu-
lar feature does not fit with the company’s business direc-
tion, as one interviewee explained: ‘so if it does not comply 
with our strategy or our general way for how we would like to 
launch the product, then, there could be alternatives, which we 
can discuss with the customer, but in worst case we have to say 
no, we don't do that, we don't sell that’ (I2, Company A).  
Clearly, some of these dimensions are interrelated. For 
instance, stakeholders tended to consider economic value 
and cost efficiency together. That said, stakeholders men-
tioned these propositions separately and with sufficient 
frequency to convince us that they should remain separate 
dimensions in our theory. Moreover, although some value 
propositions clearly provide value and should be maxim-
ized (e.g. customer satisfaction, ROI), other propositions, 
which are also important, could be interpreted as ‘anti-val-
ues’, given that they should be minimized instead (e.g. 
costs). I20 explained it in the following way ‘[value] it’s all 
about maximizing the positive and minimizing the negative’. We 
also realized that some propositions were core to all com-
panies, whereas some were specific to a company’s con-
text, as we explain in the next sections. 
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4.2 Core value propositions 
Core value propositions refer to those propositions used in 
all three company cases, thus representing commonality in 
the choice of value propositions. As stated in Sections 1 and 
3, there was a wide diversity between the three company 
cases. Thus, we theorized that those core value proposi-
tions are commonly used in value-based feature selection 
for release planning. 
Twenty-four core value propositions were identified, 
which include propositions such as customer satisfaction 
(P1), product competitiveness (P9), time-to-market (P10), 
return-on-investment – ROI (P21), reusability (P28), imple-
mentation complexity (P37), development capability (P39) 
and product strategy (P44). For example, customer satis-
faction (P1) refers to the impact that the implementation of 
the feature will have upon the satisfaction of the com-
pany’s direct customer(s). In a similar vein, reusability 
(P28) refers to what extent a feature can be developed by 
reusing existing code or can be reused in the future. Core 
value propositions and corresponding descriptions are de-
tailed in Appendix D (see last column, ‘Core/Specific’). 
Often, core value propositions denoted general aspects, 
such as product quality (P11) or overall development costs 
(P27), which were further developed through specific 
value propositions. For example, costs were considered in 
both general and specific ways. Many times interviewees 
referred to development costs in general. For example, I2 
(Company A) mentioned ‘then of course I have to take into 
account what are the development costs’, and I14 (Company B) 
‘I provide development price and cost, totally how it looks like 
from a financial point of view’. Similarly, I19 (Company C) ex-
plained that ’for the overall decision, and to understand really 
the investment levels we are talking about, we get, at least a high 
level estimate, covering of course the entire solution, what's 
gonna be the R&D investment’. However, specific costs were 
also mentioned in each company case (see Section 4.3), 
driven by different contextual aspects such as product’s 
particularities, software development approach or the 
product business model (see Section 4.6).  
4.3 Specific value propositions 
We labelled as Specific value propositions any propositions 
that were not common to all three Company cases. Specific 
here relates to context-specific or company-specific. 
Twenty-three specific value propositions emerged from 
our analysis (see Appendix D).  
For example, specific value propositions in case A are 
P6 – Overall customer solution, P42 - Technical relevance and 
P25 – Time-to-profit. The rationale behind these proposi-
tions is as follows: Company A offers a wide solution to its 
customers, to which Product A is only one piece of such 
solution. Therefore, Product A’s customers usually do not 
buy only Product A but also other related products. The 
impact that the implementation of a feature in Product A 
will have upon the overall solution offered to customers is 
important in this case (P6). Further, Product A’s customers 
frequently request features that are relevant in other com-
pany’s products (of the overall solution) but technically ir-
relevant for Product A. Assessing the technical relevance 
of features requested by customers is important in this con-
text (P42). In addition, Company A has a specific policy to 
control the period when the company starts making profit 
out of a feature, which needs to be considered when select-
ing features as well (P25).  
Another example of specific value proposition, in Case 
B this time, is P41 - Certifications. Product B is highly de-
pendent of security and safety regulations. Assessing the 
impact that implementing a feature would have upon 
those certifications is very important for Product B. Exam-
ples of specific value propositions for Case C include P8 – 
Relevance for target segment, P7 - Customer partnership, P20 - 
Competitive delivery channel and P36 – Delivery costs. Related 
to P8, Company C works a lot with segmentation models. 
Therefore, a feature that is relevant for Product C’s target 
segment provides higher value. In addition, contrarily to 
Product A, which is a direct part of Company A’s custom-
ers businesses, Product C is not an essential part of Com-
pany C’s customers businesses. Thus, Company C needs to 
convince their customers about the value that Product C 
offers to end-users, so that customers are willing to sell 
Product C to its customers (Product C’s end-users), instead 
of products from competitors. Because of this situation, the 
impacts that a feature will have upon improving customer 
partnership (P7) and making the delivery of Product C 
more competitive (P20) and less costly (P36) are important 
when selecting features for Product C. 
As described in Section 4.2, some specific value propo-
sitions can be seen as specializations of core value proposi-
tions. We found this situation in two aspects: costs and prod-
uct quality. Regarding the value dimension Cost efficiency, 
details on certain costs were case-specific. For example, 
costs associated to hardware are relevant in Cases A and B, 
but do not make sense in Case C, which develops a desktop 
application (e.g. P34 – Material costs). Another example can 
be found in Case B, where costs are frequently caused by 
the need of special development infrastructures to meet 
customer’s security requirements (P35), as described by 
I16, ‘we have a recent case where one of these kind of classified 
features was sold to customer, or at least offered to customer. We 
identified straight away that our normal work environment is 
not enough for that feature. It needed high security facilities and 
that's, of course, our internal investment‘. Related to product 
quality (P11), under the value dimension Market competi-
tiveness, although some quality aspects were common to 
the three cases (product performance (P12) and user-expe-
rience - product simplicity (P13)), other quality factors 
were very case specific and referred to what ‘quality’ was 
considered to be in each specific company and product 
(e.g. product ubiquity (P14), product security (P16), protec-
tion promise (P17), feature visibility (P18) and end-user 
learning (P19)). 
4.4 Type of feature 
Our analysis revealed that the choice of value propositions 
differed depending on the type of feature being assessed. 
Some features are simply needed because if they were not 
implemented, the product would not work. The decision 
whether to select such features is rather straightforward 
and value propositions that are commonly used when se-
lecting features are not in fact applied in these cases. In-
stead, one main value proposition drives the whole deci-
sion (e.g. customer satisfaction, implementation complex-
ity). In particular, we classified features into two catego-
ries, 1) mandatory and 2) non-mandatory features. 
1) Mandatory features are features that must be chosen for
the release. One main value proposition makes the feature 
mandatory (e.g. the decision is obvious based on that sin-
gle aspect). We identified 4 types of mandatory features:  
1.1) Basic customer features are features considered ele-
mentary by customers, who assume these features are part 
of the product. The Customer value dimension/customer 
satisfaction proposition drives the decision for this kind of 
features. For example, I1 (Company A) explained that 
‘sometimes, for example, you have these very basic things that I 
mentioned first. But, maybe they [customers] don't even think 
about it. But I know they need this feature but when I have a 
discussion with the customer, they don't mention it because they 
just take it for granted that, of course, you have all these basic 
things’. Similarly, I20 (Company C) described that ‘some-
times you need to do stuff and features that simply enable you to 
stay in the business but they don’t have any actual growth and 
added value embedded in them. They are simply, they’re like a 
foundation. They are simply there for defensive strategy for you 
to be in the market overall […]. Many, many times organizations 
are fooled to look at the upsides only. And, then, they start to 
disregard these crucial elementary features that are needed there. 
It would be like if you were in hotel business and you would con-
sider that toilet paper is so basic and you would make the wrong 
decision of let’s not invest in toilet paper any more. […]. So I 
don’t think your hotel business would do extremely well even if 
you had some unique gadgets in your hotel room. So you need to 
take care of the basics’. 
1.2) Business case enablers refer to features that are man-
datory because they either enable or disable a whole cus-
tomer or business case (i.e. features that must be imple-
mented if a business case wants to be achieved/kept). 
Value propositions such as Lead customer satisfaction (P5) 
guide the decision for this kind of features. According to I4 
(Company A), these features are highly prioritized: ‘Some-
times some feature is mandatory. Let's say for example, this one 
customer wants to [use our products] next year […]. If they 
want to utilise our equipment, then, we need to be able to comply 
with [certain customer’s characteristics]. Otherwise, they 
will not be able to utilise our stuff. So, that kind of feature goes 
to the top. It's like enabler for the whole thing. Actually, there are 
more than one of that kind of features right now. If I remember 
correctly there are five’. 
1.3) Technical mandatory features are features that are 
mandatory from a technical point of view (i.e. the product 
would not work without that feature). The Technical & ar-
chitecture dimension commands decision on these fea-
tures. For example, I1 (Company A), described that in their 
case ‘there are certain interfaces defined, so [Product A] has to 
fit into what is already there […]. We cannot ask the core [sys-
tem] to make adaptations because we have limitations in our 
[product]. So that boils down to that, there are then certain fea-
tures that are needed […]. Otherwise, the product will not work 
in the [system] basically’.  
1.4) Features to meet external regulations. Finally, we found 
some features that are mandatory in order to meet with cer-
tain market’s regulations or standards (P41). ’There are cer-
tain mechanisms in different countries and certain regulations 
that we have to provide certain features which we cannot sell. 
They just have to be there. Sometimes countries or regions like 
the European Union come up with new regulations where they 
feel this is important to secure the security of users […]. We have 
to just follow these regulations because otherwise we cannot an-
ymore sell the product in certain markets’ (I2, Company A). 
2) With regard to non-mandatory features, they are not
viewed as compulsory and, therefore, the decision is more 
complex than for mandatory features (i.e. assessing the 
value of such features is less evident) and many of the 
value propositions presented in Appendix D need to be 
considered. Non-mandatory features include not only end-
user features, but also features generated internally such as 
technical improvements.   
4.5. Stakeholder group 
A stakeholder group represents a group of people who can 
affect or are affected by the selection of features for release 
planning. Members belonging to the same group share in-
terests and responsibilities when selecting features (e.g. 
product managers, project managers, etc.). While analyz-
ing the interviews, we noticed that stakeholders that 
shared responsibilities, tended to also focus on the same 
value propositions. To systematically carry out our analy-
sis, we arranged key stakeholders into three stakeholder 
groups, depending on whether their main responsibility 
was closer to business or development (see Appendix A, 
fourth column). We assigned interviewees to the business 
group if their primary duties focused on strategic product 
decisions, from product roadmaps to feature prioritization 
(e.g. strategic product managers). Interviewees assigned to 
the development group were those who were close to the 
product’s technical side and dealt with development as-
pects, such as development capability, planning on how an 
implementation will be done, quality issues or technical as-
pects. This stakeholder group included roles such as pro-
ject managers, quality managers and other technical man-
agers. We assigned roles such as product owners to the 
third group business/development, as they serve as a bridge 
between business and development in our company cases. 
Appendix E provides a detailed analysis of value prop-
ositions according to each individual stakeholder and 
stakeholder group (i.e. from business to development). 
Some value propositions were mentioned by almost every 
stakeholder, independently of his/her group (e.g. P1 - Cus-
tomer satisfaction (all), P10 - Time-to-market (17/21), P27 - 
Overall development costs (all), P37 – Implementation complex-
ity (18/21) and P39 – Development capability (17/21)). How-
ever, when analyzing the value propositions mentioned by 
each group in more detail, we noticed that different stake-
holder groups emphasized different aspects in the inter-
views. That is, we identified patterns among stakeholder 
groups that indicate that depending on the interviewee’s 
role and main responsibilities, s/he tended to pay more at-
tention to different value propositions. For example, busi-
ness stakeholders (i.e. I1-I3, I11-I13, I19-I21) focused more 
on value propositions from the Customer value dimension 
(P2 was mentioned by 7/9 stakeholders from the business 
group and only by 4/8 from the development group. Sim-
ilarly, ratios for P3, P4 and P5 are 8/9 vs. 3/8, 7/9 vs. 3/8 
and 5/9 vs. 2/8 respectively). This is natural as interview-
ees from this group are in constant contact with customers 
(to bring customers’ voices into the development), com-
pany’s business intelligence units and strategic product 
management groups. Further, value propositions from the 
dimensions Economic value/profitability and Company’s strat-
egy were mainly mentioned by business stakeholders. In-
deed, a notable number of stakeholders from the develop-
ment group did not mention value propositions from these 
dimensions at all (four stakeholders in each case).  
On the other hand, stakeholders belonging to the devel-
opment group (i.e. I5-I9, I16-I18) provided more details on 
the dimensions Cost efficiency and Technology & architecture. 
For example, testing costs (P30-P32) were mainly men-
tioned by technical stakeholders, particularly I8 and I9. 
Similarly, P34 – Material costs and P35 – Development infra-
structure costs were also pointed out by technical stake-
holders or stakeholders belonging to the business/dev. 
group. However, it is interesting to notice that costs on 
Third-party products (P29) and Maintenance (P33) were men-
tioned by business stakeholders. The impact that the im-
plementation of a feature will have upon Product architec-
ture (P38) and Development capability (P39) had a particular 
focus in the development group as well.  
Finally, related to the middle-way group, representing a 
link between business and development (I10, I14, I4 and 
I15), we could not find a clear tendency. It seems that their 
value propositions are distributed along the six value di-
mensions, although a particular focus can be observed on 
the Customer value and Technology & architecture dimen-
sions. This may be explained by the fact that as they are in 
constant contact with both groups, business and develop-
ment stakeholders (e.g. product owners), they tend to have 
a more balance view of value propositions.  
4.6 Company Context 
Company context refers to the conditions, environment 
and settings in which a company operates and, therefore, 
characterize it (enabling and/or constraining it) [71]. Dur-
ing our analysis, we noticed that value propositions that 
we categorized as specific related to particular aspects of 
the product, the company’s business model or the ap-
proach used by the company to develop their product. 
Concretely, we identified the following patterns: 
Product’s specific characteristics. Value propositions were 
different between embedded systems (Products A and B) 
and pure software solutions (Product C). For example, 
value propositions related to the hardware side of the 
product were only considered for Products A and B (e.g. 
P34 and P40). I2 and I5 (Company A) referred to this aspect 
in the following extracts from the interviews: ‘we have to 
give feedback what kind of capabilities the hardware has to have 
to serve a certain software feature’ (I2); ‘if the customer is just 
asking something that your hardware platform is not support-
ing… you just cannot make whatever you want if it’s just not 
sitting in that platform’ (I5). Similarly, I17 (Company B) com-
mented ‘currently we have one this kind of very good example, 
where we are implementing or improving one of our features. At 
the same time, we have to make quite huge modification to hard-
ware and the decision that shall we make this or not. I have said 
that yes, we have to do that, but we have to manage the schedule 
because we have huge material stock. It's the expensive part, it 
doesn't make sense to scrap all those’. In addition, our analysis 
suggested that testing, specifically integration and valida-
tion testing, is particularly demanding in software inten-
sive systems, being an aspect considered when selecting 
features. According to our interviewees, testing activities 
need to consider both software and hardware aspects, and 
expensive testing infrastructures are needed in this con-
text. Testing costs were explicitly mentioned when as-
sessing the value of a feature in Cases A and B (e.g. P30, 
P31, P32). Integration & verification costs (P31) and costs 
in testing equipment (P31) were emphasized in Case A.  
Value propositions related to quality were also depend-
ent on product characteristics (e.g. P14, P16, P17). Certain 
product aspects, such as Product B’s security needs and 
end-user difficulties in understanding Product C’s func-
tionality, gave room to specific value propositions, such as 
P35 – Development infrastructure costs and P41 – Certifica-
tions (in Product B), and P18 – Feature visibility and P19 - 
End-user learning (in Product C). 
Business model. Some specific value propositions have 
their roots in aspects related to our cases’ business model. 
Our three cases operate in a business-to-business (B2B) set-
ting. However, as mentioned in Section 4.3, the product 
distribution is different in each company case, thus driving 
company-specific value propositions. Company A seldom 
sells Product A in isolation but as part of a wider customer 
solution. Overall customer solution (P6), considering also 
other Company A’s products, is assessed when selecting 
features for Product A. Moreover, evaluating a feature’s 
technical relevance (P42) is important when assessing its 
value, because customers usually request features that are 
relevant in other company products but do not technically 
make sense in Product A. In the case of Company C, the 
company has specific challenges when distributing Prod-
uct C due to customers’ difficulties in understanding secu-
rity principles. Thus, educating customers about the im-
portance of security, as a business, is important for Com-
pany C (P7). Moreover, given the amount of customers that 
use Product C (over 200), reducing delivery costs (P36) and 
making the delivery channel as competitive as possible (P20) are 
essential for Company C’s business.  
Software product development process. The type of devel-
opment process followed by a company also drove some 
specific value propositions. For example, Case C’s empha-
sis on market segmentation and creating products for a cer-
tain market niche led P8 - Relevance for target segment, being 
frequently mentioned (particularly by I21). Similarly, the 
specific value proposition P25 – Time to profit, is a result of 
a Company A’s internal policy. 
As a summary, Table 5 provides an overview of the the-
ory including its constructs, relationships, instantiations, 
and scope. A critical evaluation, according to Sjøberg et 
al.’s [21] six criteria for evaluating empirically-based theo-
ries in SE (testability, empirical support, explanatory 
power, parsimony, generality and utility) is also provided 
in Appendix F.  
5 DISCUSSION 
This section first discusses how our findings answer the 
RQs posed in Section 1. Then, it discusses our findings in 
the light of existing literature and presents implications for 
research and practice. Finally, it discusses on validity.    
5.1 Key findings 
This section summarizes the key findings of our study. 
RQ1: What are the value propositions employed by key 
stakeholders when making decisions relating to features’ 
selection for release planning? Value, in the context of fea-
ture selection, encompasses a wide range of propositions. 
Appendix D shows the list of value propositions that key 
stakeholders from our company cases employ when select-
ing features. We identified 47 value propositions that were 
distributed in six value dimensions: customer value, market 
competitiveness, economic value/profitability, cost efficiency, 
technology & architecture and company strategy. The Cus-
tomer value dimension was by far the most frequently 
mentioned in our interviews (all stakeholders made refer-
ence to some Customer value proposition, and 387 in-
stances were coded in NVivo). The value dimensions Com-
pany strategy and, surprisingly, Economic value/profitability 
were the least mentioned (15 and 16 stakeholders, and 98 
and 120 instances in NVivo, respectively). However, the 
amount of empirical data that supports these dimensions 
justifies their importance. From the 47 propositions identi-
fied in the study, 24 were common to all three companies. 
This finding suggests that stakeholders from different 
companies share a similar understanding on a significant 
number of propositions to be considered when assessing a 
feature’s value. These common value propositions find 
also support in the related literature (see Section 5.2). 
RQ2. What are the overlapping and distinct value prop-
ositions between different stakeholders involved in value-
based feature selection? Many value propositions overlap
among stakeholder groups and individual stakeholders; 
particularly in the case of core value propositions (see Ap-
pendix E). 33 value propositions (70%) were mentioned by 
the three stakeholder groups (by at least one stakeholder 
per group) – 87% in the case of core value propositions 
(21/24) and 52% in the case of specific value propositions 
(12/23). Moreover, five value proposition were mentioned 
by more than 80% stakeholders: P1 Customer satisfaction 
and P27 Overall development costs, which were mentioned 
by all stakeholders (21/21), and P10 Time-to-market, P37 Im-
plementation complexity and P39 Development capability that 
were mentioned by 17, 18 and 17 stakeholders respectively. 
These findings suggest that stakeholders from different 
groups share many propositions when assessing the value 
TABLE 5 
SUMMARY OF CONSTRUCTS, RELATIONSHIPS, INSTANTIATIONS AND SCOPE OF THE THEORY  
Theory Overview 
The theory of value for value-based feature selection for release planning proposes that value for feature selection (software features) 
is characterized by a set of value propositions that can be core value propositions or specific value propositions. Specific value propositions 
are dependent on company contextual aspects such as the type of product being developed. Moreover, value propositions vary accord-
ing to the stakeholder group that assesses the value of a feature and the type of feature being assessed.  
Theory Components 
1. Constructs Instantiation (example) 
C1. Value proposition: any aspect, criterion or consideration that is used
by key stakeholders when deciding whether a software feature should be 
included in a release in the context of value-based decision-making. 
Time-to-market, ROI, Product security, Hardware costs. 
C2. Core value propositions: value propositions used by all three Com-
pany cases and that seem to be commonly used when selecting software 
features (represent a pattern). 
Customer satisfaction, Time-to-market, ROI, Overall 
development cost. 
C3. Specific value propositions: case/context-specific value propositions. Feature visibility, Product security, Hardware costs. 
C4. Type of feature: e.g. mandatory and non-mandatory feature. Basic customer feature, Technical mandatory feature. 
C5. Stakeholder group: group of stakeholders that share interests and re-
sponsibilities when selecting features. 
Business managers, Product owners, Technical stake-
holders. 
C6.  Company context: contextual factors that characterize the company
such as business domain and type of product under development. 
Software intensive system, Telecommunications do-
main.  
2. Relationships Instantiation 
R1.  Value propositions used to decide upon software features include core 
value propositions. 
Customer satisfaction is a core value proposition 
Time-to-market is a core value proposition. 
R2.  Value propositions used to decide upon software features include spe-
cific value propositions. 
Product security is a specific value proposition for Case 
B. 
R3.  Specific value propositions are determined by company contextual 
factors. 
Hardware costs is a specific value proposition for com-
panies developing embedded systems. 
R4.  Value propositions used to decide upon software features vary accord-
ing to the type of feature. 
Value propositions are not consistently considered to 
decide upon mandatory features. 
R5.  Value propositions used to decide upon software features vary accord-
ing to the stakeholder group making the feature’s assessment. 
Testing costs are relevant for technical stakeholders but 
are not commonly considered by business managers. 
3. Scope (Sjøberg et al. [21])
Scope of interest: value-based feature selection for release planning in the context software and software intensive products.
Scope of validity: value-based feature selection for release planning in companies similar to the companies of this study.
of a feature. However, there were also 14 value proposi-
tions that were ignored by some stakeholder groups (3 core 
and 11 specific). Stakeholders from the business group did 
not mention specific costs (such as P31 I&V costs, P32 Test-
ing equipment costs and P35 Development infrastructure costs) 
and very seldom mentioned propositions such as P34 Ma-
terial costs. In the case of the development group, proposi-
tions related to the Customer value dimension such as P6 
and P7 were ignored and propositions such as P3-P5 were 
very seldom mentioned. Similarly, this group did not men-
tion propositions P25 (Economic value dimension) and P44 
(Company’s strategy dimension) and very seldom mentioned 
propositions P21-P24, and P36 and P45-P47 from these di-
mensions. Eight propositions were overlooked by the mid-
dle-way group (e.g. P23, P29, P41, P53), which were fairly 
distributed among value dimensions.   
RQ3. What are the value propositions particular to a 
stakeholder’s group? We also identified differences be-
tween stakeholder groups in regard to their main focus 
when selecting features. As described in Section 4.5, stake-
holders from the business group tended to focus more on 
value propositions from the Customer Value, Market compet-
itiveness, Economic value/profitability and Company’s strategic 
dimensions, while stakeholders from the development 
group were disposed to Cost efficiency and Technology & ar-
chitecture dimensions. Stakeholders that are a bridge be-
tween business and development (e.g. product owners) 
had a balanced view among value dimensions. Although 
only four value propositions were exclusive to a stake-
holder group (P14, P25, P36, P44), several value proposi-
tions were mainly mentioned by a single group. For exam-
ple, P6, P7 and P8 (belonging to the Customer value dimen-
sion) were specific for business stakeholders (or the middle 
group). Similarly, detailed costs under the Cost efficiency di-
mension, such as P31, P32 and P35, were specific to the de-
velopment group (or the middle group). This result sug-
gests that decision makers from different stakeholder 
groups provide complementary views that altogether form 
the value of a feature. Therefore, if a particular group 
would not be part of the feature selection team, there 
would be a high risk that some value propositions (partic-
ularly specific value propositions) would be overlooked. 
RQ4. Are there any distinct value propositions be-
tween different types of features? We found that value 
propositions employed to decide upon software features 
are considered differently in the case of mandatory and 
non-mandatory features. For mandatory features (e.g. 
basic customer features or technical mandatory features) 
discussions to assess their value are based on a main value 
proposition that makes the decision evident (e.g. customer 
satisfaction, regulations). Stakeholders know that those 
features need to be implemented, even if the value that 
they provide is limited to one proposition. Therefore, not 
all value propositions are thoughtfully considered during 
those discussions as the value proposition that makes the 
feature mandatory is enough to make the decision.  
RQ5. Are there any overlapping and distinct value 
propositions between different company contexts such as 
business domains or type of products? We found that many 
value propositions (24) were common to the three com-
pany cases, which suggests a trend in the use of value 
propositions that could be commonly applicable when de-
ciding upon features. However, we also found that many 
other propositions were case or context specific (23). A de-
tailed analysis of those propositions revealed that they 
emerged from particularities of the company context. 
Product, process and business characteristics are the main 
contextual factors influencing specific value propositions 
in our company cases. There may be other contextual fac-
tors that impact on specific value propositions, and this is 
a possible direction for extending the scope of our theory.  
5.2 Theoretical integration 
Table 6 presents the ways in which our research relates to 
existing literature (i.e. empirical studies on value proposi-
tions for requirement/feature selection). Our theory ex-
tends existing research in several ways:  
First, our theory extents previous research by postulat-
ing a theory that assembles important pieces for value-
based feature selection. Our theory classifies value propo-
sitions into six value dimensions, which include not only a 
business view (i.e. customer value, market competitive-
ness, economic value/profitability and company strategy) 
but also a project/technical focus (e.g. cost efficiency and 
technology & architecture). Further, our theory categorizes 
value propositions into core and specific propositions, and 
relates value propositions to stakeholder group, type of 
feature and company’s context.  
Second, our findings confirm previous survey studies’ 
insights towards a consistency in value propositions ap-
plied when selecting features for release planning [9] [13]. 
Indeed, 71% of our core value propositions (17) are also 
mentioned in related empirical studies (see Appendix G), 
which further legitimize their importance (e.g. customer 
satisfaction, competitiveness, time-to-market, develop-
ment costs and implementation complexity). We extend 
the knowledge on core value propositions by adding seven 
new core value propositions that were not considered by 
previous empirical research but emerged in our study, such 
as number of customers, lead customer satisfaction, cus-
tomer base/market share, reusability and company’s 
brand. Further research is however needed to confirm or 
refuse the importance of those propositions as core.  
Third, almost half of the value propositions identified in 
our study were context-specific, which suggests that using 
the same value propositions across different companies is 
not always the norm. Thus, our findings provide a word of 
caution when creating check-lists for assessing value and 
trying to aggregate value propositions through secondary 
studies, as context needs to be properly considered (not all 
value propositions are applicable for every case and in 
every kind of decision). Recent work by other researchers 
points out also into this direction (e.g. [72]). 
Fourth, our theory related specific value propositions to 
company context and, particularly, product characteristics, 
business model and software development process. Bar-
ney et al. [14-16] also mentioned that the context in which 
a software product exits might affect value propositions 
used in the software domain. Their particular focus was on 
product maturity (i.e. different value propositions are used 
depending on the product maturity). We found some in-
sights in this direction as well. For example, I19 (Company 
A) mentioned that ‘Product C, is pretty much a well-estab-
lished product. But, then, when we look at [other Company C’s
products], they are completely new businesses[…], they will
have different metrics, like subscriber acquisition, downloads,
conversion rates and so forth, while, of course, [Product C] is an
existing established business so we would have a bit different
metrics, driving revenues and minimizing turns, those are very
clear targets for us’. However, the frequency of occurrences
related to this category was not enough to be included in
our theory. Future work on this direction is needed.
4 A more detailed analysis of value propositions identified as relevant in 
Fifth, our theory relates value propositions with type of 
feature. To the best of our knowledge, this new aspect has 
not been mentioned by previous empirical studies on value 
propositions for feature/requirement selection.  
Sixth, our theory adds several new value propositions. 
Besides the seven new core value propositions mentioned 
in the second item of this list, most of our specific value 
propositions have not been mentioned in related empirical 
studies (20/23). See Appendix G for details. 
5.3 Implications for research and practice 
Implications for researchers and future work: theory build-
ing in an applied discipline such as SE is a continuous and 
these studies can be found in Appendix G.  
TABLE 6 
SUMMARY OF THE WAYS IN WHICH THE THEORY RELATES TO EXISTING RESEARCH (THEORETICAL INTEGRATION) 
Overall comment: The grounded theory of value for value-based feature selection in software/software-intensive products generated 
in this research is a first of its kind in the field. It assembles together pieces to be considered when deciding the value of a feature. 
 Theory 
component 
Comment on how the theory relates to 
existing literature 
Comment on how the theory extends 
existing literature 
Value 
proposition
Previous empirical studies on value propositions: 
1. Survey studies ([9], [13-18]):
• 13 predefined value propositions (9 emerged in our
study and 4 were not mentioned by our interviewees4).
• A business over a project/product perspective.
• Respondents proposed additional criteria, which sug-
gests that predefined survey criteria were not enough to
define value in the respondents’ contexts.
2. Interview-based studies:
• Alahyri et al. [10] stresses a project focus on short-term
value propositions (interviewees: process responsible
and product owners).
• Rodríguez et al. [5] presents a detailed description of
value propositions for Case A.
3. Secondary studies:  the Value Software Map (VSM) [3]
classifies value propositions into 62 value components. Ge-
neric classification (any decision/any product).
• It classifies value propositions for feature selection
into six dimensions (i.e. customer value, market com-
petitiveness, economic value/profitability, cost effi-
ciency, technology & architecture and company’s
strategy), including business and project/technical
aspects.
• It empirically identifies 27 new value propositions –
7 core and 20 specific (e.g. # of customers, overall cus-
tomer solution, feature visibility, opportunity cost) –
see Appendix G.
• It provides deeper analysis of value propositions
compared to related work (particularly survey stud-
ies) and provides concrete definitions of value prop-
ositions (see Appendix D).
• The focus on feature selection makes elicited value
propositions more specific, with clear use cases com-
pared to related work (e.g. secondary studies).
Core value 
proposition 
• [9] and [13] discerned the possibility of a pattern on value
propositions.
• Many value propositions mentioned in previous research
are part of our core value propositions (e.g. customer sat-
isfaction, competitiveness, time-to-market, development
cost, and implementation complexity). 
• It confirms a patter on value propositions (core value
propositions).
• It extends it by showing the nature of core value
propositions.
• It provides new core value propositions (e.g. # of cus-
tomers, lead customer satisfaction).
Specific 
value 
proposition 
- 
• Specific value propositions have not been discussed
in the literature.
• We theorized that specific value propositions will be
common across product type, but more work is
needed. Examples of specific value propositions are
presented in Appendix D.
• It indicates that a pattern on value propositions can
be only partially achieved.
Type of 
feature - 
• The influence of type of feature on value propositions
has not been recognized in existing literature. 
• It relates value propositions to type of feature (man-
datory vs. non-mandatory feature).
Stakeholder 
group 
• The 4+1 theory of VBSE by Boehm and Jain [58], which
centers in the win-win Theory W (an enterprise will suc-
ceed if and only if it makes winners of its success-critical
stakeholders)
• Rodríguez et al. [5] presents a detailed per-stakeholder
group analysis for Case A.
• It confirms that value propositions differ among
stakeholder groups (win-win theory).
• It extends it by providing a detailed per-stakeholder
analysis (e.g. stakeholder groups have a similar un-
derstanding on main propositions but a distinct pri-
mary focus).
Company 
context
Barney et al. [14-16], mentioned that “other factors might in-
fluence the criteria used to select and prioritize release require-
ments— for example, product maturity, requirement source, cus-
tomer type, contract type, and size of the customer base. These 
factors require further study”. 
• It relates value propositions to company context and,
particularly, product characteristics, company’s busi-
ness model and software development process.
iterative process of proposing, testing, and modifying the-
ories [21]. The constructs and relationships that compose 
our theory open areas for future research to help extend 
and refine this theory. Categories that depend on contex-
tual aspects such as type of product/business domain will 
benefit from additional cases that extend their scope. Core 
value propositions for specific domains could be discov-
ered when analyzing and integrating cases from similar 
domains. Additional theoretical sampling may also reveal 
that some value propositions that we classified as core 
(since they appeared in our three cases) are specific value 
propositions impacted by contextual factors that did not 
emerge in our interviews. Any future work could also look 
at the associations in more detail and explore causalities. 
Glaser advances some 42 ‘coding families’ to help research-
ers find associations between categories [73], and the types 
of associations possible are accordingly many and varied. 
We took care to ‘ground’ the associations in the data, as de-
scribed by Urquhart [27], where we made sure that each 
association presented in the diagram has firm empirics at 
its base. However, we did not focus on causality in our 
work. Associations between concepts could be further 
elaborated on to identify causalities that could perhaps be 
tested in the future using different research methods such 
as formal experiments. In addition, the theory could also 
be extended by involving stakeholder groups that have not 
participated in this study, such as customers.  
A common use of GTM is to generate concepts for large 
scale surveys. Thus, a survey might be a future route for 
testing our emergent theory as well. That said, based on 
our experiences in this study, we believe that context-spe-
cific research that allows one to understand the details of 
value in concrete contexts, should play a prominent role to 
advance the area. In our sister discipline of IS, there have 
been calls for more specific context based research, based 
on the idea that in a rush to universalism, valuable context 
is lost [74]. Contextualization makes research models more 
accurate and the interpretation of results more robust [75]. 
Although our study shows a pattern across our company 
cases (core value propositions), aiming to have a complete, 
well-defined taxonomy of universally applied value prop-
ositions may be challenging (as suggested by our findings, 
where many value propositions are context dependent). 
Our interviewees also reflected on this aspect. ‘it's very dif-
ficult to come up with like a template of these are always the fac-
tors to look into. Yeah there's probably a hundred criteria there 
but depending on the type of the feature they obviously have to-
tally different weight’ (I20, Company C). In this sense, it is 
also important that researchers clearly define the context of 
the studied company cases to facilitate the task of identify-
ing commonalities and differences between contexts. 
Implications for practitioners: The most important 
takeaways of this research for practitioners are as follows: 
when deciding upon the value of a feature, practitioners 
need to consider the set of value propositions that make 
sense in their own context since a significant number of 
value propositions are context dependent (specific value 
propositions). Therefore, it is likely that value propositions 
that are relevant for some are irrelevant for others. Simi-
larly, value propositions that are important for some firms 
will not appear anywhere else. That said, some value prop-
ositions seem to be commonly applicable (i.e. core value 
propositions). Our ultimate aim is to provide systematic 
support for addressing value concerns in value-based fea-
ture selection for release planning. Practitioners can em-
ploy our theory as a tool to understand what governs their 
decisions and the way in which they apply value in their 
companies. Particularly, propositions that emerged as core 
value propositions in our research can be used as a check-
list for decision makers reflecting on value for feature se-
lection. Value dimensions, as more abstract level entities, 
could also be considered when reasoning what value 
means in a specific context. This may be useful for the 
many companies that use agile and lean approaches where 
value is also a key consideration. Companies that share 
contextual factors with our companies may also benefit 
more widely from the specific value propositions identi-
fied in this research. In addition, our findings, showing 
that different stakeholder groups tend to focus on different 
value dimensions, suggest that it is important that decision 
making teams include a wide range of stakeholders. Varied 
stakeholders can bring different perspectives that need to 
be considered when deciding upon the value of a feature, 
so that important aspects, particularly specific value prop-
ositions, are not overlooked. 
5.4 Validity Discussion 
This section is based on the validity criteria set out by Yin 
[60] in his seminal book on case study research and his sug-
gested validation tactics. We also considered the criteria
proposed by Maxwell [76] for qualitative research. Further
details on validity are provided in Appendix H.
Theoretical validity - Construct validity. In building theo-
ries from qualitative research, construct validity closely 
matches the first aspect considered by Maxwell for theoret-
ical validity: the validity of concepts [76]. According to 
Maxwell, this validity depends on whether there is consen-
sus within the community about the terms used to charac-
terize a phenomenon. We aimed to employ terms widely 
used in SE (e.g. stakeholder). However, whenever there 
was lack of consistency in their use, we employed the ter-
minology used in VBSE (e.g. value proposition). According 
to Yin [60], construct validity can be increased by: first data 
triangulation (using multiple sources of evidence – in our 
case multiple stakeholders), secondly by establishing a 
chain of evidence, something that is an advantage of GTM 
due to the coding procedure, and thirdly to have the find-
ings reviewed by key informants, which was also a feature 
of our research design. In addition, we had preparatory 
meetings with company champions to minimize miscon-
ceptions between researchers and practitioners. Moreover, 
construct validity was supported by theoretical saturation 
as the most important constructs in our theory were ‘satu-
rated’, i.e. had many instances in the data.  
Theoretical validity - Internal validity. Yin [60] points out 
that internal validity is a concern only for causal or explan-
atory case studies, and we have been at pains to say that 
we identified associations in our emergent theory, not cau-
sation. If we think of internal validity as an issue of infer-
ence, then it closely matches the second aspect considered 
by Maxwell for theoretical validity: the validity of relation-
ships [76]. In this sense, it is important that all rival expla-
nations have been considered, that the research evidence is 
convergent. Triangulation within our research design has 
assisted with these concerns. Theory triangulation was 
practiced by dint of multiple models being built from the 
coding, before the final emergent theory was both chal-
lenged by the coauthors and the associations tested by en-
suring they could be grounded in the data. Participant tri-
angulation encompassed the entire population involved in 
feature selection in Cases A and C, and covered a repre-
sentative group of those in Case B. Our interviewees had a 
wide experience in software development and value-based 
feature selection tasks, which mitigates interviewee’s inad-
equate view on value due to a lack of expertise.  
Reliability. Yin [60] notes that subsequent researchers 
should be able to follow the same steps and arrive at the 
same findings. It is our hope that the methodology out-
lined in this paper is sufficiently detailed for other re-
searchers to follow. Closely related to reliability, Maxwell 
[76] refers to descriptive validity, as descriptive accuracy,
and interpretive validity, concerned to accuracy from a par-
ticipants’ perspective. Regarding the former, all our inter-
views were audio recorded and transcribed. Investigator
triangulation was also applied in all phases of our research.
Two investigators were present at every interview, which
ensured that standard questions were adhered to, and that
the meaning ascribed by one investigator when coding was
able to be challenged because both investigators were pre-
sent (to minimize biased views). Moreover, both investiga-
tors (A1 and A3) individually analyzed interview I4 (the
first conducted in a chronological order) and compared the
results to check their level of agreement (open coding). The
level of agreement was high 75% (see Appendix H). A1 an-
alyzed the remaining interviews and A3 reviewed each
analysis prior to delivering for validation. Emerging
themes and categories were also extensively discussed
among the three authors to ensure reliable selective and
theoretical coding and clarity in constructs and proposi-
tions. Related to interpretive validity, the findings were
also checked with the respondents to ensure we were rep-
resenting their feature selection practices accurately.
External validity - Generalizability. As previously stated, 
theories from cases generalize to theory rather than to a 
population [60] (analytical generalization vs. statistical 
generalization). Thus, rather than making a Level 1 infer-
ence about a population on the basis of empirical data col-
lected about a sample, we make a Level 2 inference where 
a previously developed theory is used as a template with 
which to compare the empirical results of the cases [60]. 
This process is put forward in Section 5.2 and Table 6, 
which demonstrates the path towards generalization to a 
theory. In addition, the varying roles and wide experience 
of those involved in feature selection enabled us to cover 
different decision-making perspectives. We believe that 
our findings can be generalized to other companies sharing 
similar contexts to those detailed herein. Still, it is im-
portant to note that, as described in Section 5.3, the theory 
put forward in this paper can have its scope extended as 
additional cases are analyzed and integrated. To facilitate 
this task, Appendix A in [5] details the steps to integrate 
additional cases.  
6 CONCLUSIONS
Numerous software companies embrace today the para-
digm shift led by the VBSE agenda, placing value at center 
stage in the SE landscape. However, there is little empirical 
evidence to explain what value means in practice. The 
broad aim of this study was to investigate value in the con-
text of value-based feature selection for release planning in 
software and software-intensive products. Through a 
Grounded Theory study, involving 21 key stakeholders 
from three software/software-intensive companies, we 
identified that value propositions are characterized by: 
1. Core value propositions: value propositions com-
monly applied when selecting software features.
2. Specific value propositions: context-specific value
propositions.
Further, value propositions are comprised in function of 
3. Stakeholder group: different stakeholder groups
have a distinct primary focus when assessing the
value of a feature.
4. Type of feature: value propositions are differently
considered when assessing the value of features
that are mandatory (e.g. feature to meet a regula-
tion) compared to non-mandatory features.
5. Company context: value propositions are influence
by contextual factors, particularly, product charac-
teristics, company’s business model and software
development process.
We presented a detailed analysis of value for value-
based feature selection, identifying also 27 new value 
propositions (20 specific and 7 core) that have not been rec-
ognized in the related empirical literature. Understanding 
the nature of value for feature selection will help software 
companies, and their decision making teams, better com-
prehend value and provide them with a tool to improve 
their value-based decision making. Future work comprises 
extending the theory by integrating additional cases.  
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APPENDIX A: INTERVIEWEES’ PROFILE
APPENDIX B: INTERVIEW SCRIPT
INTRODUCTION 
The goal of our interview is to understand, based on your knowledge and experience, the set of factors that you use in order to decide which features are to 
be included in a given release. These factors will represent what value means to you when you are selecting features for a given release. 
A NOTE FOR INTERVIEWER 
To show the drawing with the specific step on which we will focus the interview (if any). 
 
This interview forms a part of a set of interviews that we are conducting in [Company X] with the goal of eliciting important factors (value factors) that are 
used by different stakeholders when selecting features for a given release. Such understanding will lead to: i) a common vocabulary regarding what value 
means to different stakeholders, ii) the use of such characterization in future decision making meetings; iii) the gathering of data from the decision making 
meetings that will later contribute towards building a company specific value estimation model. We appreciate your participation in this activity. We under-
stand that the factors that are elicited are confidential for your company and this interview may contain sensitive data; therefore, we are going to use this 
interview as an instrument of data collection in an anonymous form. The interview will be recorded and transcribed (as previously agreed). At any point 
during the interview you can request to go off the record. The confidentiality of the interview’s content will be dealt with using the following protocol:  
q 
The interview summary will be sent to you for review (e.g. assessing whether the summary represents clearly the knowledge you 
provided us with in the interview). The results of the interview will be dealt with using an anonymous form. Similarly, from a 
research perspective, all information will be treated as confidential and published only after obtaining [Company X]’s consent. 
This interview should last no longer than 1 hour. However, we ask the interviewee allows for some extra time (max. 30 minutes) if needed. During the 
interview we will go through a set of context-related questions, questions concerning your role/work in the company, and questions regarding factors that you 
employ during feature selection.  
A NOTE FOR INTERVIEWER 
During the interview we will go through the following types of questions: 
• Warm-up questions: demographic and context setting questions. Describing the interviewee work responsibilities related to feature selection (5 min).
• Value factors elicitation questions: elaboration of the set of value aspects that the interviewee considers when deciding upon a feature (45 min).
• Wrap-up questions: closing and final questions. Any missing topic relevant for this research that the interviewee would like to discuss (10 min).
  
Any questions before we start? 
INTERVIEW QUESTIONS    
1. WARM-UP QUESTIONS:
Q1.1: Tell us something about your work experience? [Subject’s experience/role may impact his/her perspective on value aspects] 
ü How long have you been with [Company X]?
ü What is your current role? How long have you been in this role? 
ü How many product releases have you been involved with?
ü How long have you worked for in industry? What other company experience have you had? Same industry and domain?
ü Which were your previous positions/roles?
2. ELICITATION OF VALUE FACTORS:
Company I# Interviewee Role (SW and/or HW) Stakeholder Group Experience SW industry (years) 
Experience 
current role  Setting 
Interview 
length 
A  I1 Strategic product manager (SW)  Bus. 20 years (all of them in Company A) 5 years Face-to-face 66 minutes 
I2 Strategic product manager (SW)  Bus. 20 years (17 years in Company A) 1.5 years Face-to-face 70 minutes 
I3 Strategic product manager (SW/HW) Bus.  25 years (all of them in Company A) 2 years Face-to-face 46 minutes 
I4 Product owner (SW) Bus./Dev. 15 years (3 years in Company A) 12 months Face-to-face 84 minutes 
I5 Project manager (SW) Dev. 20 years (1 year in Company A) 10 months Face-to-face 57 minutes 
I6 Project manager (SW) Dev. 15 years (1 year in Company A) 10 months Face-to-face 28 minutes 
I7 Project manager (HW) Dev. 19 years (9 months in Company A) 9 months Face-to-face 61 minutes 
I8 System verification manager (SW) Dev. 27 years (20 years in Company A) 2.5 years Face-to-face 50 minutes 
I9 Continuous integration manager (SW) Dev. 10 years (8 months in Company A) 8 months Face-to-face 49 minutes 
I10 Ecosystem manager (SW/HW) Bus./Dev. 23 years (3 years in company A) 3 years Face-to-face 53 minutes 
B I11 Product manager (SW/HW) Bus. 25 years (3 years in Company B) 3 years Face-to-face 57 minutes 
I12 Sales-business dev. director (SW/HW) Bus. 20 years (10 years in Company B) 5 years Face-to-face 62 minutes 
I13 Requirements manager (SW) Bus. 22 years (all of them in Company B) 3 years Face-to-face 74 minutes 
I14 Program manager (SW/HW) Bus./Dev. 18 years (all of them in Company B) 14 years Face-to-face 61 minutes 
I15 Product owner (SW) Bus./Dev. 16 years (1 year in Company B) 1 year Face-to-face 69 minutes 
I16 Quality manager (SW) Dev. 20 years (10 years in Company B) 4 years Face-to-face 57 minutes 
I17 Operation manager (SW/HW) Dev. 15 years (3 years in Company B) 3 years Face-to-face 41 minutes 
I18 Head material sourcing team (HW) Dev. 21 years (1 month in Company B) 1 month Face-to-face 45 minutes 
C I19 Program manager (SW) Bus. 15 years (4.5 years in Company C) 4.5 years Telco 63 minutes 
I20 Product manager (SW) Bus. 16 years (4 years in Company C) 1.5 years Telco 77 minutes 
I21 Product marketing director (SW) Bus. 17 years (11 years in Company C) 1.5 years Face-to-face 99 minutes 
A NOTE FOR INTERVIEWER Alternative questions aim to collect the same information. There is no need for asking all questions once the needed 
information has been collected.  
 
[To show the drawing to the interviewee – if any] Let’s focus on release X [last release of Product Z]. You have obtained the update file containing 
features as a ‘wish-list’ for release X. It contains a list of features that are in the ‘wish-list’ for release X.  
Q2.1: What was important for you when you look at the set of features targeting at release X? 
Q2.2: What did you look at to decide if a feature should be implemented or not? 
Q2.3: What information/data did you ask to your stakeholders to understand the value that a feature would provide to release X? What information did you 
provide to the decision making? 
Q2.4: What was the information from the file that you used to determine the set of features that could be included in release X? Did you consider all the 
features that were in the wish-list, or you considered only the top-ranked features? 
Q2.5: Once these features were selected, what additional information did you need in order to decide if these features would be really included in release X?  
ü Are all the features in the ‘wish-list’ sent off to a feasibility study? If not, how do you decide which ones to send for a feasibility study?
ü What information did you need back from the feasibility study in order to help with selecting the features for release X?
Q2.6: The list of features is updated every month. How/what were the updated information used in order to select features for release X? 
Q2.7: Was it possible for other features that were not originally part of the wish-list to also be selected for release X? For example, features that should have 
been included in a previous release but did not make it. In relation to these additional features, what information did you use to decide which features to select 
for release X? 
3. WRAP-UP QUESTIONS:
Q3.1: Do you think that the factors you use during features’ selection are always the same for every release? If not, what would be additional factors? Are 
there any other factors that you have used in a different release and not in release X?  
Q3.2: Any related issues that we missed but you would like to reflect on? 
Thank you for your time and participation in this interview. After we analyze the interview results, we will send you a summary of findings for checking on 
any inconsistencies with today’s interview discussion. We hope you can get us feedback within one week after we send you the summary of findings. 
Also, if you would like we can provide you a full transcript of the interview. 
APPENDIX C: DATA ANALYSIS – ILLUSTRATIVE EXAMPLE
APPENDIX D: VALUE PROPOSITIONS (CORE AND SPECIFIC) 
5 Number of interviewees that mentioned the value proposition in the company case. 
6 Number of instances registered in NVivo for the value proposition in the company case. Please notice that counts in NVivo are exclusively intended 
to show the supporting evidence (level of theoretical saturation) of each value proposition and do not seek any kind of statistical generalisation as a goal. 
Id Proposition Description Case A (n=10) 
Case B   
(n=8) 
Case C   
(n=3) Totals 
  Core/
Specific 
Customer value 105 (140)6 8 (150) 3 (97) 21 (387) 
P1 Customer 
satisfaction 
Impact that the implementation of the feature will have upon the 
satisfaction of the company’s direct customer(s).  10 (67) 8 (40) 3 (26) 21 (133) C 
P2 End-user 
satisfaction 
Impact that the implementation of the feature will have upon the 
satisfaction of product’s end-users. 4 (13) 7 (77) 3 (39) 14 (129) C 
P3 Market 
satisfaction 
Impact that the implementation of the feature will have upon the 
market in which the company operates (e.g. go-to-market model). 7 (25) 5 (11) 3 (7) 15 (43) C 
P4 # of cus-
tomers 
Impact that the implementation of the feature will have upon the 
amount of company’s direct customers that will get satisfied (e.g. 
number of customers that have explicitly requested the feature). 
4 (8) 5 (13) 2 (3) 11 (24) C 
P5 Lead cus-
tomer satisf. 
Impact that the implementation of the feature will have upon the 
satisfaction of important company’s customer(s)  5 (24) 2 (4) 1 (2) 8 (30) C 
P6 Overall cus-
tomer 
solution 
Impact that the implementation of the feature will have upon the 
overall solution that the company offers to its direct customers 
(customer’s portfolio). 
2 (3) 0 (0) 2 (3) 4 (6) S 
P7 Customer 
partnership 
Impact that the implementation of the feature will have upon mak-
ing company’s business the business of its customers as well.  0 (0) 2 (5) 3 (10) 5 (15) S 
P8 Relevance 
target seg-
ment 
To what extent the feature is relevant to the product's end-user 
target segment (e.g. characterization of potential end-users). 0 (0) 0 (0) 3 (7) 3 (7) S 
Market competitiveness 10 (111) 8 (84) 3 (78) 21 (273) 
P9 Product 
competi-
tiveness 
Impact that the implementation of the feature will have upon the 
product’s situation regarding to competitors. 5 (21) 5 (20) 3 (15) 13 (56) C 
P10 Time-to-
market 
Impact that the implementation of the feature will have upon the 
time-to-market of the release (i.e. time when the feature will be 
available for sale). 
9 (46) 6 (16) 2 (3) 17 (65) C 
P11 Product 
quality 
Impact that the implementation of the feature will have upon the 
quality of the product in general. 6 (25) 3 (12) 1 (3) 10 (40) C 
P12  Product 
perfor-
mance 
Impact that the implementation of the feature will have upon the 
performance of the product from a technical point of view (e.g. 
failure rate, speed, frequency coverage, etc.). 
4 (8) 3 (10) 1 (1) 8 (19) C 
P13 UX-Product 
simplicity 
Impact that the implementation of the feature will have upon the 
simplicity of using the product from an end-user’s point of view. 2 (2) 3 (13) 3 (14) 8 (29) C 
P14 Product 
ubiquity 
Impact that the implementation of the feature will have upon 
Product A’s capability to support existing services in the net-
work in a transparent way. 
1 (3) 0 (0) 0 (0) 1 (3) S 
P15 Overall re-
lease con-
tent 
To what extent the implementation of the feature will contribute 
to provide a compact package to be released (e.g. value of the 
feature when considering also other release’s features). 
4 (6) 0 (0) 0 (0) 4 (6) S 
P16 Product se-
curity 
Impact that the implementation of the feature will have upon the 
security characteristics of Product B.  0 (0) 4 (13) 0 (0) 4 (13) S 
P17 Protection 
promise 
Impact that the implementation of the feature will have upon the 
functionality that is promised by Product C. 0 (0) 0 (0) 3 (10) 3 (10) S 
P18 Feature vis-
ibility 
To what extent the feature is visible for end-user (end-user can 
see that the feature has been implemented).  0 (0) 0 (0) 3 (19) 3 (19) S 
P19 End-user 
learning 
Impact that the implementation of the feature will have upon 
teaching end-users about the product and its characteristics.  0 (0) 0 (0) 2 (7) 2 (7) S 
P20 Competitive 
deliver 
channel 
Impact that the implementation of the feature will have upon the 
delivery channel’s competitiveness (i.e. customers as delivery 
channels). 
0 (0) 0 (0) 3 (6) 3 (6) S 
Economic value / profitability 6 (34) 7 (59) 3 (27) 16 (120) 
P21 ROI Feature return on investment in monetary terms. 5 (16) 5 (25) 3 (5) 13 (46) C 
P22 Sales vol-
ume 
Impact that the implementation of the feature will have upon the 
number of product units that will be sold. 2 (10) 6 (23) 3 (4) 11 (37) C 
P23 Customer 
base/market 
share 
Impact that the implementation of the feature will have on the 
market share (e.g., whether the implementation of the feature 
will help engage new customers). 
2 (3) 3 (6) 3 (14) 8 (23) C 
Id Proposition Description Case A (n=10) 
Case B   
(n=8) 
Case C   
(n=3) Totals 
Core/ 
Specific 
P24 Product’s 
price 
Impact that the implementation of the feature will have upon 
the price of the product. 1 (1) 3 (5) 0 (0) 4 (6) S 
P25 Time-to-
profit 
Feature’s time-to-profit (i.e. when the company will start mak-
ing profit out of the feature). 1 (1) 0 (0) 0 (0) 1 (1) S 
P26 Opportunity 
cost 
Impact that the implementation of the feature will have upon 
opportunity cost (i.e. benefit that could have been received by 
selecting an alternative feature). 
2 (3) 0 (0) 3 (4) 5 (7) S 
Cost efficiency 10 (91) 8 (75) 3 (27) 21 (194) 
P27 Overall dev. 
costs 
Overall cost/effort of implementing the feature (design, imple-
mentation, testing, verification and integration work, etc.). 10 (55) 8 (36) 3 (6) 21 (98) C 
P28 Reusability Impact that the implementation of the feature will have upon re-
using content (e.g. to what extent the feature can be reused). 2 (2) 4 (10) 2 (3) 8 (15) C 
P29 Third-party 
costs 
Impact that implementing the feature will have upon making in-
vestments on third-party products or services (subcontractors). 2 (2) 4 (10) 1 (1) 7 (13) C 
P30 Testing cost Cost/effort of testing the feature (low level testing). 5 (10) 1 (2) 0 (0) 6 (12) S 
P31 I&V cost Cost/effort of the complete integration and verification of the 
feature (end-to-end verification). 3 (10) 0 (0) 0 (0) 3 (10) S 
P32 Testing 
equipment 
Impact that the implementation of the feature will have upon the 
need to invest in testing equipment to be able to test the feature. 3 (9) 0 (0) 0 (0) 3 (9) S 
P33 Mainte-
nance 
Impact that the implementation of the feature will have upon 
post-deployment/maintenance costs.  0 (0) 4 (7) 3 (6) 7 (13) S 
P34 Material 
costs 
Impact that the implementation of the feature will have upon 
material costs (hardware), including existing and new material. 3 (3) 3 (7) 0 (0) 6 (10) S 
P35 Dev. Infra-
structure 
Impact that the implementation of the feature will have upon 
costs related to tools needed to develop it (e.g. secure facilities). 0 (0) 3 (3) 0 (0) 3 (3) S 
P36 Delivery 
cost 
Impact that the implementation of the feature will have upon the 
company’s delivery channel efficiency (e.g. upgrade costs).  0 (0) 0 (0) 2 (12) 2 (12) S 
Technology & architecture 10 (82) 8 (71) 3 (17) 21 (171) 
P37 Implemen-
tation 
complexity 
Impact that the implementation of the feature will have upon the 
complexity of implementing the product (e.g. limitations or 
challenges in development or technical dependencies). 
8 (25) 7 (19) 3 (10) 18 (54) C 
P38 Product ar-
chitecture 
Impact that the implementation of the feature will have upon the 
architecture of the product (e.g. to what extent the implementa-
tion of the feature will enhance internal quality). 
4 (5) 2 (2) 2 (3) 8 (10) C 
P39 Develop-
ment capa-
bility 
Impact that the implementation of the feature will have upon the 
capability for developing this feature and other features, consid-
ering both knowledge and resources. 
9 (33) 6 (26) 2 (4) 17 (63) C 
P40   Hardware 
impact 
Impact that implementing the feature will have from a hardware 
point of view (e.g. whether implementing the feature will re-
quire changes on the hardware). 
3 (14) 4 (9) 0 (0) 7 (23) S 
P41 Certifica-
tions 
Impact that the implementation of the feature will have upon se-
cure certifications needed for the product.  1 (1) 3 (15) 0 (0) 4 (16) S 
P42 Technical 
relevance 
To what extent the feature is relevant from a technical point of 
view (a feature may be technically irrelevant in this product alt-
hough it is relevant in other company’s products).  
3 (5) 0 (0) 0 (0) 3 (5) S 
Company strategy 7 (39) 5 (22) 3 (37) 15 (98) 
P43 Company’s 
strategy 
Impact that the implementation of the feature will have upon 
supporting the company’s strategy (i.e. to what extent the feature 
complies with the company’s market strategy). 
4 (13) 2 (3) 2 (6) 8 (22) C 
P44 Product’s 
strategy 
Impact that the implementation of the feature will have upon 
building the product concept that the company is looking for. 3 (6) 2 (11) 3 (17) 8 (34) C 
P45 Company’s 
portfolio 
Impact that the implementation of the feature will have upon the 
company’s portfolio as the total offering. 5 (14) 2 (2) 2 (5) 9 (21) C 
P46 Business 
enabler 
Impact that the implementation of the feature will have upon 
boosting other business or products and enabling new value 
streams (e.g. cross-sells with other company products). 
3 (5) 2 (3) 2 (2) 7 (10) C 
P47 Company’s 
brand 
Impact that the implementation of the feature will have upon the 
company as a brand (e.g. company’s prestige).  1 (1) 3 (3) 2 (7) 6 (11) C 
APPENDIX E: STAKEHOLDERS’ VALUE PROPOSITIONS RECONCILIATION 
   Business Group  Development Group 
Value Proposition I1 I2 I3 I11 I12 I13 I19 I20 I21 I10 I14 I4 I15 I5 I6 I7 I8 I9 I16 I17 I18 TOTAL 
Customer Value x x x x x x x x x x x x x x x x x x x x x 21/21 
P1 Customer satisfaction 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 21/21 
P2 End-user satisfaction 1 1 1 1 1 1 1 1 1 1 1 1 1 1 14/21 
P3 Market satisfaction 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 15/21 
P4 # of customers 1 1 1 1 1 1 1 1 1 1 1 11/21 
P5 Lead customer satisfaction 1 1 1 1 1 1 1 1 8/21 
P6 Overall customer solution 1 1 1 1 4/21 
P7 Customer partnership 1 1 1 1 1 5/21 
P8 Relevance target segment 1 1 1 3/21 
Market competitiveness x x x x x x x x x x x x x x x x x x x x x 21/21 
P9 Product competitiveness 1 1 1 1 1 1 1 1 1 1 1 1 1 13/21 
P10 Time-to-market 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 17/21 
P11 Product quality 1 1 1 1 1 1 1 1 1 1 10/21 
P12 Product performance 1 1 1 1 1 1 1 1 8/21 
P13 UX-Product simplicity 1 1 1 1 1 1 1 1 8/21 
P14 Product ubiquity 1 1/21 
P15 Overall release content 1 1 1 1 4/21 
P16 Product security 1 1 1 1 4/21 
P17 Protection promise 1 1 1 3/21 
P18 Feature visibility 1 1 1 3/21 
P19 End-user learning 1 1 2/21 
P20 Competitive deliv. channel 1 1 1 3/21 
Economic value/ prof. x x - x x x x x x x x x x x - - x - - x x 16/21 
P21 ROI -1 1 1 1 1 1 1 1 1 1 1 1 1 1 13/21 
P22 Sales volume 1 1 1 1 1 1 1 1 1 1 1 11/21 
P23 Customer/market share 1 1 1 1 1 1 1 1 8/21 
P24 Product’s price 1 1 1 1 4/21 
P25 Time-to-profit 1 1/21 
P26 Opportunity cost 1 1 1 1 1 5/21 
Cost efficiency x x x x x x x x x x x x x x x x x x x x x 21/21 
P27 Overall dev. cost 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 21/21 
P28 Reusability 1 1 1 1 1 1 1 1 8/21 
P29 Third-party costs 1 1 1 1 1 1 1 7/21 
P30 Testing cost 1 1 1 1 1 1 6/21 
P31 I&V cost 1 1 1 3/21 
P32 Testing equipment 1 1 1 3/21 
P33 Maintenance  1 1 1 1 1 1 1 7/21 
P34 Materials 1 1 1 1 1 1 6/21 
P35 Dev. Infrastructure 1 1 1 3/21 
P36 Delivery cost 1 1 2/21 
Tech. & Architecture x x x x x x x x x x x x x x x x x x x x x 21/21 
P37 Implement. complexity 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 18/21 
P38 Product architecture 1 1 1 1 -1 1 1 1 1 8/21 
P39 Development capability 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 17/21 
P40 Hardware impact 1 1 1 1 1 1 1 7/21 
P41 Certifications 1 1 1 1 4/21 
P42 Technical relevance 1 1 1 3/21 
Company’s Strategy x x x x x x x x x x - - x x x - x - x - - 15/21 
P43 Company strategy 1 1 1 1 1 1 1 1 8/21 
P44 Product’s strategy 1 1 1 1 1 1 1 1 8/21 
P45 Company’s portfolio 1 1 1 1 1 1 1 1 1 9/21 
P46 Business enabler 1 1 1 1 1 1 1 7/21 
P47 Company’s brand 1 1 1 1 1 1 6/21 
APPENDIX F: THEORY EVALUATION 
Evaluation of our theory according to Sjøberg et al. (2008)’s [21] six criteria for evaluating empirically-based theories in SE: 
Criteria Aspects to be considered to evalu-ate each criterion Evaluation of our theory 
1. Testability
Options that the theory offers 
to be tested (i.e. empirical refu-
tation or falsifiability) and re-
fined 
1.1 Constructs and propositions  
need to be clear and free from am-
biguities 
Constructs are relationships are described in Section 4. When possible, we formulated 
constructs and relationships using terms that are well-established in the SE literature 
(e.g. value proposition, stakeholder group, feature, and company’s context).  
1.2 Hypothesis can be deduced 
from the theory’s propositions so 
that they can be tested  
We provide assumptions and logical justification for the hypothesis that can be de-
duced from our theory in Section 4 and Table 5 (e.g. specific value propositions are 
determined by company contextual factors that are specific for a company and cannot 
be generalized). 
1.3 The scope of the theory is clearly 
specified 
The scope of interest and the scope of validity of our theory are defined in Table 5.  
2. Empirical support
Degree to which a theory is 
supported by empirical evi-
dence.
2.1 Theory components are sup-
ported by empirical data.  
Our theory is grounded on empirical data gathered from interviews (all constructs and 
relationships are grounded in data). For example, Appendix D shows the number of 
instances found in the interviews for each value proposition. 
3. Explanatory power
Theory’s ability to provide ex-
planations of why something 
happens
3.1 Analogy (degree to which a the-
ory is supported by analogy to well-
established theories) 
By using GTM, our theory has been generated from scratch in SE and, therefore, we 
did not use any analogy to other established theories during the theory building pro-
cess. However, our theory is integrated in the body of knowledge in Section 5. 
3.2 Explanatory breadth (degree to 
which a theory accounts for all 
known observations within its 
scope) 
By applying GTM, our goal is not to generate to a population but to generalize to a 
theory. Our theory is the first of its kind in the field and it is based on three industrial 
cases. Further research will help integrate new cases to extend its scope.  
4. Parsimony
Value provided by each of the 
elements included in the the-
ory
4.1 Unnecessary constructs and 
propositions should be excluded so 
that the theory is comprehensible 
Theories built using GT tend to be complex due to the richness of the data to which the 
researcher is exposed [27]. We have attempted to use a minimum number of constructs 
and propositions in this theory as presented in Figure 1. Details on specific constructs 
(e.g. value propositions) are included as appendices to keep the theory comprehensi-
ble. 
5. Generality
How setting-independent the 
theory is 
5.1 Extent to which a theory has a 
wide scope and how setting-inde-
pendent the theory is. 
The scope and generalizability of the theory was extended by using differentiated 
cases. We paid attention to precisely describe context information of our companies, as 
far as our NDAs allowed us to do so, in Section 3 to help practitioners compare their 
respective contexts with the contexts of our company cases. Future work comprises 
extending the scope of the theory by exploring those value propositions that are influ-
enced by business domain and other company context characteristics.  
6. Utility
Utility of the theory in practice  6.1 SE theories should be useful to 
the software industry because of 
the applied nature of the SE disci-
pline. 
The theory serves as an input to value-based feature selection in the context of release 
planning for software and software intensive products by describing the nature of the 
value propositions applied when deciding upon software features. For example, it 
warns practitioners about the importance of understanding their own context in order 
to define their specific value propositions. Although we found a pattern of value prop-
ositions that suggests that some value propositions might be generally applicable to 
value-based feature selection decision (core value propositions), many other value 
propositions are context-dependent and, therefore, need to be locally elicited (specific 
value propositions). Moreover, we provide a set of core value propositions that can be 
used as a starting checklist when deciding upon software features (see Appendix D). 
Concerning specific value propositions, we provided detailed descriptions allowing 
practitioners to understand the way of thinking of our companies when defining their 
own specific value propositions. For a more detailed description of implications for 
practitioners, the reader is referred to Section 5.3. 
APPENDIX G: VALUE PROPOSITIONS INTEGRATION TO RELATED EMPIRICAL STUDIES
Value Propositions  
(included in the theory 
and first case study [5]) 
Wohlin and 
Aurum, 
2005a [13] 
# Companies: 2 
# Subjects: 13 
# Countries: - 
Wohlin and 
Aurum, 
2005b [37] 
# Companies: 9 
# Subjects: 33 
# Countries: - 
Barney et al., 
2006 
[12] 
# Companies: 1 
# Subjects: - 
# Countries: 1  
Hu et al., 
2006 
[38] 
# Companies: 6 
# Subjects: 72 
# Countries: 3  
Barney et al., 
2008 
[39] 
# Companies: 3 
# Subjects: 26 
 # Countries: 2 
Barney et al., 
2009 
[36] 
# Companies: 11 
# Subjects: 107 
# Countries: 3 
Latha and 
Suganthi, 
2015 [40] 
 # Companies: - 
 # Subjects: 26 
 #Countries: 1 
Alahyari et al. 
2017 
[10] 
 # Companies: 14 
 # Subjects: 23 
 # Countries: 1 
Customer value *Customer value
Req.’s issuer5 
*Customer value
Req.’s issuer 
* value
Req.’s issuer P1 Customer satisfaction (C) 
P2 End-user satisfaction (C) 
Customer satisf. 
Req.’s issuer 
Req.’s issuer Customer satisf. 
Req.’s issuer 
Req.’s issuer 
End-user perfor-
mance, usability 
P3 Market satisfaction (C) 
P4 # of customers (C) 
P5 Lead customer satisfaction 
(C) 
Stakeholder pri-
ority of req.6 
Stakeholder pri-
ority of req. 
Stakeholder pri-
ority of req. 
Stakeholder pri-
ority of req. 
Stakeholder pri-
ority of req. 
P6 Overall customer solution 
(S) 
P7 Customer partnership (S) Customer relation-
ship 
P8 Relevance target segment 
(S) 
Market competitiveness * Market tech-
nology trends 
* Competitive 
advantage
 P9 Product competitiveness (C)  Competitors  Competitors Competitors  Competitors Competitors  Competitors Competitors Competitiveness 
 P10 Time-to-market (C) Delivery date/ 
calendar time 
Delivery date/ 
calendar time 
Delivery date/
calendar time 
Calendar time Delivery date/ 
calendar time 
Calendar time Delivery date/ 
calendar time 
Delivery process 
w.r.t. time 
 P11 Product quality (C) SW features SW features Perceived qual./ ac-
tual quality, Func-
tionality, NFRs 
 P12 Product performance(C) End-user perfor-
mance, Reliability 
 P13 UX-Product simplicity(C) Usability 
 P14 Product ubiquity (S) 
 P15 Overall release content (S) 
 P16 Product security (S) 
 P17 Protection promise (S) 
 P18 Feature visibility (S) 
 P19 End-user learning (S) Support for edu-
cation/training 
Support for edu-
cation/training 
Support/educa-
tion/training 
Support/educa-
tion/training 
Support for edu-
cation/training 
Knowledge of fea-
ture value for cus-
tomer 
 P20 Competitive deliv. Channel 
(S) 
Economic value/profitability 
 P21 ROI (C) Development 
cost-benefit 
Development 
cost-benefit 
Development 
cost-benefit 
Development 
cost-benefit 
Development 
cost benefit 
Revenue,  
business value 
 P22 Sales volume (C) 
  P23 Customer base/market 
share (C) 
  P24 Product’s price (S) 
  P25 Time-to-profit (S) 
  P26 Opportunity cost (S) 
Cost efficiency 
 P27 Overall development cost 
(C) 
* Product cost Development cost 
* Total ownership 
costs 
Development 
cost 
Cost 
P28 Reusability (C) 
P29 Third-party costs (C) 
P30 Testing cost (S) 
P31 I&V cost (S) 
P32 Testing equipment (S) 
P33 Maintenance (S) Maintenance Maintenance Maintenance  Maintenance Maintenance Maintainability 
P34 Materials (S) 
P35 Dev. Infrastructure (S) 
P36 Delivery cost (S) 
For survey studies (i.e. [13], [37], [12], [38], [39], [36] and [40]), the table includes all propositions that were considered in the survey and highlights in bold those 
propositions that the study found relevant for selecting requirements/features (at least for one of the studied cases). [10] is an interview-based study where prelim-
inary options were not predefined by researchers but propositions were bottom-up identified from the interview data.  
(*): propositions that were not part of the criteria predefined by researchers but were suggested by survey’s respondents are marked with *. 
5,6 ‘Requirement’s issuer’ and ‘Stakeholder priority of requirement’ were associated to the Customer value dimension because they were connected to customers in 
the original studies. 
Value propositions that are not mentioned in previous empirical studies are highlighted in grey. 
evelop ent 
cost-benefit 
APPENDIX G: VALUE PROPOSITIONS INTEGRATION TO RELATED EMPIRICAL STUDIES (CONTINUATION) 
Value Propositions  
(included in the theory 
and first case study [5]) 
Wohlin and 
Aurum, 
2005a [13] 
# Companies: 2 
# Subjects: 13 
# Countries: - 
Wohlin and 
Aurum, 
2005b [37] 
# Companies: 9 
# Subjects: 33 
# Countries: - 
Barney et al., 
2006 
[12] 
# Companies: 1 
# Subjects: - 
# Countries: 1  
Hu et al., 
2006 
[38] 
# Companies: 6 
# Subjects: 72 
# Countries: 3  
Barney et al., 
2008 
[39] 
# Companies: 3 
# Subjects: 26 
 # Countries: 2 
Barney et al., 
2009 
[36] 
# Companies: 11 
# Subjects: 107 
# Countries: 3 
Latha and 
Suganthi, 
2015 [40] 
 # Companies: - 
 # Subjects: 26 
 #Countries: 1 
Alahyari et 
al. 2017 
[10] 
 # Companies: 14 
 # Subjects: 23 
 # Countries: 1 
Technology and architecture 
 P37 Implementation complexity 
(C)  
Complexity 
Req. depend-
ency. 
Complexity 
Req. dependency 
Complexity 
Req. dependency 
System impact 
 Evolution  
*Operating ar-
chitecture 
Complexity 
Req. dependency 
Complexity 
Req. dependency 
Complexity 
Req. dependency 
Complexity 
Req. dependency 
 P38 Product architecture (C) System impact 
Evolution  
System impact 
Evolution  Evolution 
System impact  
Evolution Evolution 
System impact  
Evolution  
Non-functional 
req., Hedonic 
value  
P39 Development capability (C) Resources/ com-
petences 
Resources/ com-
petences 
Resources/ com-
petences 
Resources Resources/ com-
petences 
Resources Resources and 
competences 
 P40 Hardware impact (S) 
 P41 Certifications (S) 
 P42 Technical relevance (S) 
Company strategy 
 P43 Company strategy (C) 
* Strategic im-
portance/align-
ment 
Business strategy Business strat-
egy 
 P44 Product’s strategy (C) * Function is
promised/sold7 
Function is 
promised/sold 
Function is 
promised/sold 
Function is 
promised/sold 
 P45 Company’s portfolio (C) 
 P46 Business enabler (C) *New business
 P47 Brand (C) 
Other propositions (factors 
that did not emerge in our 
study) 
Req.’s volatility Req.’s volatility Volatility 
*Adherence to 
design parame-
ters 
Req. volatility 
Extra cost 
After-sale support 
*Business model
* Industry charac-
ter 
Volatility   Req. volatility 
Extra cost 
After-sale sup-
port 
Req. volatility WoW and 
Tools 
To keep posi-
tive attitude 
Innovation, 
knowledge of 
organization 
7 ‘Function is promised/sold’ makes reference to the strategy of the product from the point of view of the expectation of stakeholders to see the requirement met is 
taken into account. 
APPENDIX H: STUDY VALIDITY – PROVISIONS FOR SECURING TRUSTWORTHINESS OF THE STUDY
Appendix H presents details on the mitigation strategies that we applied to minimize case study specific validity threats. For a detail description 
of each mitigation action, the reader is referred to [5] (Section 5.4), as the same validity procedures were considered in the three case studies.  
Criteria Description  Threats Mitigation strategies 
Construct  
validity 
To what extent operational 
measures represent the concepts 
being studied according to the re-
search questions.  
- Relevance of the case to address the re-
search questions. 
- Rigor in data collection (e.g. misconcep-
tions such as questions of the interview 
being interpreted in a different way by 
researchers and participants). 
- Value-based decision making in place.
- Company own motivation to take part in the research.
- Walkthrough meetings with company representatives
to set-up the study and prepare the interview script. 
- Analysis of individual interviews emailed to the inter-
viewees for feedback, including interview quotations in 
order to keep a clear chain of evidence from the inter-
view’s data to the value propositions, and traceability 
between propositions and evidence.
Internal 
validity 
The extent to which other con-
founding aspects/factors may in-
fluence the results that are identi-
fied. 
- Interviewee’s inaccurate view on value
propositions. 
- Selection of participants (all/ a representative sample of
key stakeholders who participate in feature selection 
meetings). 
- Very experienced participants.
External  
validity 
To what extent the findings of the 
case study are of interest to other 
people outside the investigated 
case.  
- Appropriateness of the company case.
- Representativeness of the company
case. 
- Company thinking in terms of value.
- Detailed description of the cases’ context.
- Theoretical integration (detailed comparison to related 
studies that demonstrates the path towards generaliza-
tion). 
- Steps to analyze/integrate additional cases in [5] - Ap-
pendix A. 
Reliability To what extent the study can be 
replicated obtaining the same re-
sults. 
- Measurement bias (e.g. reliability of the
measurement instrument/raw data). 
- Researcher bias (e.g. preconceptions of 
researchers in data collection/analysis 
and inappropriate use of analysis meth-
ods). 
- Participant bias (e.g. subject’s subjectiv-
ity, willingness to provide reliable
data). 
- Interview script/questions prepared in accordance to
the RQs. 
- Interviews recorded and transcribed. 
- Well-established coding techniques and tool support for
data analysis (NVivo). 
- Researcher triangulation in both data collection and 
analysis. 
Data collection: The first and third authors conducted 
together all interviews. 
Data analysis: The first and third authors individually 
analyzed interview I4 (the first conducted in a chrono-
logical order) and compared the results in order to check 
their level of agreement (open coding). Overall, the level 
of agreement was high 75%) - from the 16 value propo-
sitions identified from interview I4 (see Appendix E), 12 
value propositions were commonly identified by both 
researchers and four value propositions were agreed 
upon during the meeting. The main differences were in 
the terminology used to code value propositions. Thus, 
it was agreed that the third author would also review 
every individual report before it was emailed to the par-
ticipant for feedback. Selective and theoretical coding 
were discussed among the three authors. 
- CCM helped saturate value propositions and dimen-
sions. 
- Participants own motivation to be interviewed.
- Individual interviews, NDA’s and guarantee for ano-
nymity. 
