Temperature is one of the essential quantities which affect the agriculture, economy, survival of animal and plant species. Turkey, located in the interconnection of Europe and Asia, contains various climate types. In this research, dynamics of temperature values over northeastern Turkey is investigated via nonlinear time series techniques. Monthly data set, through the period between 1960 and 2006, from various parts of the region is used to understand the underlying dynamics and its spatial distribution. Well-known phase space reconstruction method is used to calculate the maximal Lyapunov exponent for each data set which will indicate the chaotic behaviour. Along with the nonlinear time series analysis, statistical properties of the data are also determined to reveal any possible trends in the data. Calculated positive Lyapunov exponents indicate that the time series of average monthly temperature values have a possible chaotic underlying dynamics over the region.
Introduction
In Turkey, a lot of studies have been done about climate and in private climate change since it is one of the countries which climate change will adversely affect and have several climate types (Altinsoy et al., 2013a (Altinsoy et al., , 2013b Önol et al., 2014) . The climate of Turkey is composite; however semi-arid climate is the dominant one. Especially the interior regions experience the hot weather and water scarcity. The municipalities of crowded cities particularly have had difficulties to supply enough water for the society in recent years. On the other hand, the heat waves and flood have been more frequently seen in these cities as a result of unguided urbanisation. Hence, protection form natural hazards originating as a result of the atmospheric events and water resources are essential for human-beings in most populated regions. The hazards' destructive outcomes destroy the natural resources and reduce agricultural and tourism activities. Uneconomic effects aren't limited to these and they also damage more specific and social events such as labour productivity. The efficiency of workers also diminishes as a result of extremely hot temperatures Yildirim, 2014, 2016) Unfortunately, the degree of damages won't decrease, more probably will increase year-by-year. Governments, nongovernmental organisations, policy makers have to take into account these negative conditions. Briefly, they have to take precautions and efficiently manage increasing population, natural hazards and decreasing natural resources. The first step to carry out a problem is to understand it very well. Through this aim, the dynamics behind these atmospheric systems have to be understood or at least be aware of them.
Establishing a strong relationship between several components of atmospheric system is needed to understand temperature, precipitation, runoff, etc. processes. Several researchers attempted to solve the physics and dynamics of these climatic processes (Anthes, 1977; Grell, 1993; Emanuel, 1991; Emanuel and Živkovic-Rothman, 1999; Tiedtke, 1989) . Although successful and precise predictions and approximations have been performed, the real and acute equations aren't exactly known. These good approximate equations are nonlinear and dependent to initial conditions. The atmospheric and meteorological events are susceptible of the alterations in the climatic variables. In this study, nonlinear dynamic tools are applied to understand the dynamics behind these processes. The monthly temperature data set of north-western Turkey (Thrace), involving critical cities alike Istanbul, Kocaeli and Bursa are used to investigate nonlinear dynamics behind them. Adequate and acute information about atmospheric processes cannot be gathered since measurements cannot be taken accurately and missing data are common problems especially in the period covering the first half of the 20 th century (Sivakumar and Jayawardena, 2002) . Paying regard to this fact, the chosen data set mostly spans the period after 1960s.
There are various nonlinear approaches including stochastic methods, neural networks, fussy logic, machine learning and chaos theory. Chaos theory is defined as "the most controversial" (Sivakumar, 2009; Schertzer et al., 2002; Sivakumar et al., 2002) and simplest one. It is one of the convenient approaches to represent and demonstrate the general properties of the complex nonlinear atmospheric systems (Lorenz, 1963; Yu et al., 2011) . These systems have both deterministic and stochastic elements and inauspiciously clarifying and separating these elements accurately is very troublesome (Sivakumar, 2005) .
Linear tools such as mean, standard deviation, correlation of variations (CVs), etc. and the demonstration of observed time series are insufficient to understand these sorts of complex systems (Sivakumar et al., 2007) . Notwithstanding, reconstruction of phasespace technique is adopted to handle aforementioned problem (Shang et al., 2009) . It fulfils the necessity to capture the dynamics, represented by only single variable, by enlarging the single-dimension to the multi-dimensions (Sivakumar, 2002) . The path of trajectories can be explored to learn reliable information about the observed systems. By this way, the nonlinear dynamics of temperature over the observed region of Turkey are investigated. It is important to perform analysis with not unique station but with a lot of stations in a specific domain. By this way, in addition to understanding the general situation and nonlinear dynamics of all stations, investigating the overall structure of the region in the sense of observed quantities is possible.
Reconstruction of phase-space
This is a crucial technique to achieve the illustration of the observed dynamic system in a phase-space diagram. The trajectories in this diagram carry information about the history and evolvement of the system. Any arbitrary points in the aforementioned diagram show the state of the system (Sivakumar et al., 2002a (Sivakumar et al., , 2002b . The absence of the initial conditions of the observed variables is one of the most significant problems in this approach. Self-interaction is the soundest footing to sustain the reconstruction (Sivakumar et al., 2006) .
In reality, analysing the time series cannot figure out the trajectories precisely because of the noise in data and limited length of the data. A multivariate series have more detailed information and representing these ones with univariate series causes the loss of information and misunderstanding of underlying dynamics of systems . Although chaos theory contains these types of shortcomings, it is essential to define the general trends and behaviours of observed variables.
Simulating atmospheric turbulence by Lorenz (1963) triggered the attempts to solve deterministic equation from the outcomes of randomness. This finding has a crucial importance because it is contrary to the Laplacian deterministic rule and chaos theory has applied in various topics such as hydrology, sediment transportation, atmospheric events, physics, chemistry, environmental topics, etc.
There are various methods to establish phase space reconstruction from a data set. Method of delays is one of the most widely used one. The general idea behind this method is based on reconstructing a multidimensional phase space by using singledimensional series.
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X j where j = 1,2,.……N is a scalar time series and Y j symbolises the multi-dimensional phase space in which 'T' refers to the delay time (Packard et al., 1980; Takens 1981) and 'm' represents the embedding dimension. According to the method of delays; single variable (scalar time series) involves the knowledge about the concerned variables. The phase space of these corresponding multi variables is reconstructed by jumping necessary delay times. The embedding dimension (m) of the phase space has to be cherry-picked. Hence, successive recovery can be achieved by protecting the topological and dynamic properties of the system (Shang et al., 2009) . Delay time can be decided by the help of two common methods. These are the first zero-passing of autocorrelation function (Holzfuss and Mayer-Kness, 1986 ) and the first minimum of average mutual information (Shang et al., 2009) . In a random process; autocorrelation function fluctuates around 0. This basically means that process does not remember the past. If the process is periodic, the autocorrelation function supporting the powerful interrelation of repeating values are also periodic (Islam and Sivakumar, 2002) . Different from autocorrelation function, mutual information method computes the nonlinear dependence (Frazer and Swinney, 1986) . Due to this specialty, mutual information methodology is accepted as more accurate than other one (Islam and Sivakumar, 2002; Tsonis and Dİtto, 1994) . In general, choosing one of these two investigations strongly depends on the structures of the attractors (Islam and Sivakumar, 2002; Tsonis and Dİtto, 1994; Frazer and Swinney, 1986) . It does not matter to use one of them for some sort of attractors. Besides, it is of prime importance to choose the appropriate one for most of the attractors. The usage of inconvenient delay time has serious adverse effects on the results of the chaos possibility (Islam and Sivakumar, 2002) . The smallness of delay time causes important underestimation of correlation dimension because phase-space coordinates cannot be separated from each other and hence cannot gather enough information about the system. If delay time is very big, an important overestimation is inevitable as a result of losing information for reconstruction. On the other hand, if a small delay time is chosen, the information about the characteristics of attractor cannot be exactly gathered because the phase space coordinates cannot be independent (Islam and Sivakumar, 2002; Sangoyomi et al., 1996) .
It is more difficult to choose embedding dimension. A small dimension isn't capable of reconstructing the phase space. On the other hand, a high dimension can reconstruct the original phase space; however it is expensive in the sense of computational cost. The algorithm defines the nearest neighbour (Y J NN ) of each vector (Y J ) in dimension m. If Y J NN does not stay as nearest neighbour and starts to become distant from attractor when dimension increases to m + 1, it is accepted as false nearest neighbour (Islam and Sivakumar, 2002) . If the amount of false nearest neighbours of an arbitrary point is 'zero' in the m 0 + 1 th phase space dimension and is 'non-zero' in the m 0 th , then the embedding dimension is accepted as 'm 0 + 1' (Shang et al., 2009; Havstad and Ehlers, 1989) . The deficiency of this method is the lack of determining accurate dimension in the presence of noise (Shang et al., 2009) .
After determining delay time and embedding dimension, the existence of chaos in the observed time series can be testified. Largest Lyapunov exponents is a most widely used technique in accordance with this purpose. The ratio of the sum of the convergence/divergence attractor points of each dimension is determined by Lyapunov exponents. Positive Lyapunov exponents indicates the strong probability of chaos because in at least one dimension, chaotic system shows trajectory divergence (Shang et al., 2009) . A new methodology to calculate the largest Lyapunov exponents is suggested by Rosenstein and his colleagues (Shang et al., 2009; Rosenstein et al., 1993) .
Stretching factor (S) is calculated by summing the logarithm of the average distance of an arbitrary point (Yno) to all points (Yn) in the space in its r-neighbourhood for N points. The slope of linear part of the 'stretching factor versus number of points (N)' is a good indicator to estimate largest Lyapunov exponents.
Results
Marmara (Thrace) region is located among Central Anatolia, Aegean and Black Sea. Hence, the climate reflects the properties of Continental, Mediterranean and Black Sea Climate. The cold effects of Balkan Mountains and the impacts of heat wave from Basra Basin control the temperature structure. The average annual temperature over the observed basin is in the range of 14ºC and 16ºC. The minimum and maximum monthly temperature in the observed region is 5ºC-6ºC and 23ºC-25ºC.
The statistical properties of the time series are also observed. For this purpose, the maximum temperature averages of the time series are calculated. The Edremit station has the maximum one (Table 1) . As it is expected, the lowest one is obtained in the Uludağ station, one of the highest mountains in Turkey. Instead of the stations in Bursa (Uludağ and Keleş), the averages alter between 17ºC and 22ºC. The maximum values of maximum temperature which have ever seen in the observed period alters between 30ºC and 37ºC and the minimum values change between -6ºC and 8ºC. As it is understood from these statistics, the general temperature structure of the stations in the region shows similar patterns (Table 2) . Most of the observed time series show normal distribution in this research (Figure 2 ). The starting dates and locations of observed stations are shown in Figure 1 . As it is easily seen, time series are very long. They contain all of the months' temperature characters; hence, the uncertainties aren't small. The CV, obtained by dividing standard deviation to mean, indicates the robustness of time series in the sense of statistical approach. The low CV values are desired to model and understand the dynamics behind observed variables (Sivakumar et al., 2006) . Using the monthly average time series is more appropriate than producing results with the help of daily ones to observe and understand the dynamics behind them since CV of monthly ones are smaller than daily ones. Figure 3 (a) and Figure 3(b) ] and the beginning of 21 st century. The other ones have negative skewness values as it is expected and it is expected that temperature tends to increase. These calculated skewness and kurtosis results are also used to understand the normality of the data set. Normality is tested via The R/S test and the calculated values are shown in Table … The formula is based on the difference between Kurtosis (K) and the Second power of Skewness (S 2 ) which has to be bigger than 189/125 [equation (1)]. It can be claimed that the distribution of time series tends to normal one since the difference between the calculated and estimated kurtosis values are small. The smallest one is approximately %6 and the biggest one isn't bigger than 15% (Table 3 ). According to these findings, they show one-sided boundary inflated uniform characteristics (Klaassen et al., 2000; Cristelli et al., 2012) .
Detrended fluctuation analysis (Hu et al., 2001 ) is also applied for all of time series and Hurst coefficient is found between 0.975 and 0.99 with the help of R-cran ( Figure 4 and Table 4 ). By performing and collecting sufficient studies about the existence of chaos in a common topic such as temperature, rainfall, river flow, etc., de facto and general claims can be attained whether the covered topic is chaotic. Points to take in account have to be representable locations of different climatic regimes and including whole earth. Turkey, containing rich temperature patterns is one of the significant countries with regards to observing chaos in temperature regimes. However, there are very limited researches which investigate the possible chaotic behaviour in the climatic, atmospheric and environmental quantities of Turkey. In one of the few studies, the monthly input flow of Yamula dam in the period between 1938 and 2005 is studied. Delay time (three months) might represent the seasonal cycle alike most of the monthly atmospheric time series. Embedding dimension; as it is 5; was very different (smaller) than the previous ones (Koçak et al., 2008) . In addition to this study, Kızılırmak River Basin was the focus area for two complementary studies. The daily charge/discharge data covering eight years (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) were used for chaos analysis. The delay time was 60 days and sufficient dimension was 11 and chaotic behaviour was asserted in view of positive value of largest Lyapunov exponents (Ghorbani et al., 2010) . The same region fetched the researchers and the same data in the same time interval was also used to prove existence of chaos by using extra methods and make future estimation of the charge and discharge trend of one of the arm of Kızılırmak River (Khatibi et al., 2012) . Instead of river flows, some other environmental quantities in Turkey are studied. In one of these studies, the soil temperature at different depths in Adana (in the middle southern coastal of Turkey) was analysed with different nonlinear analysis tools. While studying with several temperature time series, various embedding dimensions with different delay times were reached for each level (Aalami, 2004) . Another topic was studied to understand the dynamics behind the ozone concentration. For this purpose, the most crowded and industrialised city in Turkey (Istanbul) was chosen. The researchers used daily spatial average data set of Istanbul stations spanning almost two years (August 1995-June 1997). They provide clear results and strong evidences to assert deterministic chaotic system (Koçak et al., 2000) . Monthly temperature, humidity and rainfall of Istanbul meteorological stations in a very large period were used for forecasting approach. The probability of chaos in the observed time series wasn't researchers' main purpose; however they showed the strong evidence of chaos by catching big and positive largest Lyapunov exponents value (Ertaç et al., 2015) . Figure 5 shows the autocorrelation function of Bursa (Uludağ) station. This graph is very similar to the other stations' autocorrelation function graphs. The crossing point of yellow and blue line indicates the delay time. The delay time of whole stations, obtained from autocorrelation function, is either 4 or 5. Delay times of the same time series are also calculated by using AMI methodology (Figure 6 ). The first minimum point is determined and the corresponding x-coordinate is accepted as delay time. In general, the delay time estimations by using AMI methodology are one smaller than the ones calculated by autocorrelation function (Table 5 ). These delay times are necessary to find corresponding embedding dimensions. The delay times form AMI methodology and Autocorrelation function can be used for the operation of estimating embedding dimensions. The sufficient dimension, representing the dynamical behaviour of temperature, is generally very large. Delay times of several stations' ten years daily temperature time series (Montreal, Los Angles, Rio de Jenerio, London, Johannesburg, Beijing, Tokyo and Albany) were studied previously. Delay times altered between 45 and 80 days. The difference stemmed from the locations of the stations. Stations represented almost the entire World, enlarging from South America to Europe, from Canada to Asia (Viola et al., 2010) . In another study, delay time was calculated by using 2,200 temperature data points covering one year period obtained from Marchfeld region (Germany). It was found as 15 with the help of AMI methodology and embedding dimension is 3 (Koçak et al., 2004) . Daily temperature of the station located in the coastal of Caspian Sea in Iran, was observed in the period between 1961 and 2005. Delay time was found as 80 days by applying AMI and embedding dimension was 10 (Millán et al., 2010) . The calculated dimensions ( Figure 7 ) in this paper are generally very similar to the ones found in the previous studies. They change between 8 and 11 (Table 5 ). All the efforts up to now are mainly performed to understand whether the presence of chaos in temperature time series over Thrace. Former studies showed that the general behaviour of temperature is usually chaotic. In the aforementioned study, focusing the coastal of Caspian Sea, the existence of chaos was claimed with a very high positive (0.0174) Lyapunov exponents. The presence of chaos in the daily time series of minimum temperature with other quantities such as rainfall, relative humidity, etc. in one of the Ecuador's meteorological station for four years (2001 and 2005) were analysed by using TISEAN Software Package (Hegger et al., 1999) . Similarly, positive values of Lyapunov exponents were found for whole observed quantities (Millán et al., 2009) . The same package is also used in this study for calculations. After obtaining necessary inputs, the slope of the stretching factor are calculated for all of the stations (Figure 8 ) and they have positive values (Table 6 ). These positive values provide a basis for the existence of chaos. 
Conclusions
The location of the observed region is so crucial for Turkey. It involves the most crowded city of Turkey. It is also the most populated region of Turkey. Istanbul is in the first rank in the percentage of tourism income. Most of the very important agricultural products are yielded especially in the north-western part of the observed region. Kocaeli, Bursa and Istanbul are responsible for more than half of the industrial production of Turkey. Hence, Marmara is very significant for Turkey's economy and future investments. As a result of this fact, the statistical and nonlinear properties of Marmara region are analysed with discrimination. In addition to this, the calculated delay times and embedding dimensions are consistent with the previous studies that are performed by using various temperature time series. All of the stations have positive value of Maximum Lyapunov exponents. Consequently, the presence of chaos in the maximum temperature behaviour of Marmara region is very probable according to these outcomes. It affects every plant and animal species and nature; it is now a global issue. These events are widely accepted as one of the critical issues for the future of humanity by science community and international organisations. Hence, lots of researches have been propagated. The extreme climatic events, natural hazards, unexpected and continuing alterations of climatic parameters' behaviours evoke an increasing interest to understand the main dynamics lying behind them. Temperature is one of the essential quantities which attract the agriculture, economy, survival of animal and plant species. Turkey, located in the interconnection of Europe and Asia continentals, contains various climate types and faces serious warming.
