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Abstract
It is demonstrated that Newton’s interpolation polynomials and Thiele’s interpolating continued fractions can be in-
corporated to generate various interpolation schemes based on rectangular grids, among them are two kinds of bivariate
blending rational interpolants. However, blending rational interpolants strongly depend on the existence of so-called blend-
ing di5erences, which means that for some grids of data, one may fail to 6nd out the corresponding rational interpolants
as a whole. In this paper, we o5er a solution scheme by adopting composite interpolation over triangular sub-grids. Char-
acterization theorem is given, error estimation is worked out and vector valued case as well as matrix valued case is
discussed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
As is well known, a function f(x) de6ned on some set G can be approximated by both Newton’s
interpolating polynomials
Nn(x)=
n∑
i=0
f[x0; x1; : : : ; xi]
i−1∏
j=0
(x − xj)
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and Thiele’s interpolating continued fractions
Tn(x)=’[x0] +
n∑
i=1
x − xi−1
’[x0; x1; : : : ; xi]
;
where x0; x1; : : : ; xn are the points contained in G. f[x0; x1; : : : ; xi] is the divided di5erence of f(x) at
x0; x1; : : : ; xi and ’[x0; x1; : : : ; xi] denotes the inverse di5erence of f(x) at x0; x1; : : : ; xi. It goes without
saying that the key parts of the above mentioned interpolants are the divided di5erences and the
inverse di5erences which allow the interpolants to be computed recursively.
For simplicity and also without loss of generality, we only restrict ourselves to the case where
bivariate problems are involved.
2. Bivariate blending rational interpolants
Suppose
m;n = {(xi; yj) | i=0; 1; : : : ; m; j=0; 1; : : : ; n}
is a planar set of points and f(x; y) is a bivariate function de6ned on the domain D enclosing m;n.
Denition 1. Let
’[x; y] =f(x; y) ∀(x; y)∈D; (2.1)
’[xi;y0; : : : ; yj] =
’[xi;y0; : : : ; yj−2; yj]− ’[xi;y0; : : : ; yj−1]
yj − yj−1 ; (2.2)
’[x0; : : : ; xi;yj] =
xi − xi−1
’[x0; : : : ; xi−2; xi;yj]− ’[x0; : : : ; xi−1;yj] ; (2.3)
’[x0; : : : ; xi;y0; : : : ; yj]
=
’[x0; : : : ; xi;y0; : : : ; yj−2; yj]− ’[x0; : : : ; xi;y0; : : : ; yj−1]
yj − yj−1 : (2.4)
Then ’[x0; : : : ; xi;y0; : : : ; yj] is called the blending di5erence of Thiele–Newton type of f(x; y) at
the set of points {x0; : : : ; xi} × {y0; : : : ; yj}.
Denition 2. Let
 [x; y] =f(x; y) ∀(x; y)∈D; (2.5)
 [xi;y0; : : : ; yj] =
yj − yj−1
 [xi;y0; : : : ; yj−2; yj]−  [xi;y0; : : : ; yj−1] ; (2.6)
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 [x0; : : : ; xi;yj] =
 [x0; : : : ; xi−2; xi;yj]−  [x0; : : : ; xi−1;yj]
xi − xi−1 ; (2.7)
 [x0; : : : ; xi;y0; : : : ; yj]
=
yj − yj−1
 [x0; : : : ; xi;y0; : : : ; yj−2; yj]−  [x0; : : : ; xi;y0; : : : ; yj−1] : (2.8)
Then  [x0; : : : ; xi;y0; : : : ; yj] is called the blending di5erence of Newton–Thiele type of f(x; y) at
the set of points {x0; : : : ; xi} × {y0; : : : ; yj}.
With the blending di5erences of Thiele–Newton type, we can construct the following blending
rational interpolants
TNm;n(x; y)=N0(y) +
x − x0
N1(y)
+
x − x1
N2(y)
+ · · ·+ x − xm−1
Nm(y)
; (2.9)
where for i=0; 1; : : : ; m
Ni(y) =’[x0; : : : ; xi;y0] + (y − y0)’[x0; : : : ; xi;y0; y1]
+ · · ·+ (y − y0) · · · (y − yn−1)’[x0; : : : ; xi;y0; : : : ; yn] (2.10)
while with the blending di5erences of Newton–Thiele type, we can establish the blending rational
interpolants of the following form
NTm;n(x; y)=T0(y) + (x − x0)T1(y) + · · ·+ (x − x0) · · · (x − xm−1)Tm(y); (2.11)
where for i=0; 1; : : : ; m
Ti(y)=  [x0; : : : ; xi;y0] +
y − y0
 [x0; : : : ; xi;y0; y1]
+ · · ·+ y − yn−1
 [x0; : : : ; xi;y0; : : : ; yn]
: (2.12)
It is not diIcult to prove (see [2,4])
TNm;n(xi; yj)=NTm;n(xi; yj)=f(xi; yj) ∀(xi; yj)∈m;n: (2.13)
For brevity, the blending rational interpolants de6ned by (2.9) and (2.11) will hereafter be cited as
TNBRIs and NTBRIs, respectively.
3. Composite schemes
Assume m= n and let n;n be displayed in the following square grid:
(x0; y0) (x1; y0) · · · (xn; y0)
(x0; y1) (x1; y1) · · · (xn; y1)
...
...
. . .
...
(x0; yn) (x1; yn) · · · (xn; yn)
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Then, we may divide the square grid into two subgrids, i.e., the lower triangular grid
(x0; y0)
(x0; y1) (x1; y1)
...
...
. . .
(x0; yn) (x1; yn) · · · (xn; yn)
and the upper triangular grid
(x1; y0) (x2; y0) · · · (xn; y0)
(x2; y1) · · · (xn; y1)
. . .
...
(xn; yn−1)
Denote by SL and SU the lower triangular grid and the upper triangular grid, respectively, namely,
SL = {(xi; yj) | i=0; 1; : : : ; n; j= i; i + 1; : : : ; n};
SU = {(xi; yj) | i=1; 2; : : : ; n; j=0; 1; : : : ; i − 1}:
Then with SL one may construct the blending rational interpolant TNLn (x; y) of Thiele–Newton
type and the blending rational interpolant NTLn (x; y) of Newton–Thiele type as follows:
TNLn (x; y)=N
L
0 (y) +
x − x0
NL1 (y)
+
x − x1
NL2 (y)
+ · · ·+ x − xn−1
NLn (y)
; (3.1)
where for i=0; 1; : : : ; n
NLi (y) = ai; i + ai; i+1(y − yi) + ai; i+2(y − yi) (y − yi+1)
+ · · ·+ ai;n(y − yi) · · · (y − yn−1): (3.2)
NTLn (x; y)=T
L
0 (y) + T
L
1 (y) (x − x0) + · · ·+ TLn (y) (x − x0) · · · (x − xn−1); (3.3)
where for i=0; 1; : : : ; n
TLi (y)= bi; i +
y − yi
bi; i+1
+
y − yi+1
bi; i+2
+ · · ·+ y − yn−1
bi;n
: (3.4)
With SU one may construct the blending rational interpolant TNUn (x; y) of Thiele–Newton type and
the blending rational interpolant NTUn (x; y) of Newton–Thiele type as follows:
TNUn (x; y)=N
U
0 (y) +
x − xn
NU1 (y)
+
x − xn−1
NU2 (y)
+ · · ·+ x − x2
NUn−1(y)
; (3.5)
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where for i=0; 1; : : : ; n− 1
NUi (y) = ci;0 + ci;1(y − y0) + ci;2(y − y0) (y − y1)
+ · · ·+ ci;n−i−1(y − y0) · · · (y − yn−i−2): (3.6)
NTUn (x; y)=T
U
0 (y) + T
U
1 (y) (x − xn) + · · ·+ TUn−1(y) (x − xn) (x − xn−1) · · · (x − x2); (3.7)
where for i=0; 1; : : : ; n− 1
TUi (y)=di;0 +
y − y0
di;1
+
y − y1
di;2
+ · · ·+ y − yn−i−2
di;n−i−1
: (3.8)
Let
vi; j =
{
f(xi; yj)=U (xi; yj) for (xi; yj)∈ SL;
f(xi; yj)=L(xi; yj) for (xi; yj)∈ SU;
(3.9)
where L(x; y) and U (x; y) are polynomials such that
L(xi; yj)= 0 ∀(xi; yj)∈ SL;
L(xi; yj) 	=0 ∀(xi; yj)∈ SU;
U (xi; yj)= 0 ∀(xi; yj)∈ SU;
U (xi; yj) 	=0 ∀(xi; yj)∈ SL:
Theorem 1. Let
ai; j =’[x0; : : : ; xi;yi; : : : ; yj];
where ’[x0; : : : ; xi;yi; : : : ; yj] is recursively de5ned in (2:2)–(2:4) and ’[xp;yq] = vp;q; ∀(xp; yq)∈ SL,
then TNLn (x; y) de5ned in (3:1) and (3:2) satis5es
TNLn (xi; yj)= vi; j ∀(xi; yj)∈ SL:
Proof. From (2.2)–(2.4), it follows:
NLi (yj) =’[x0; : : : ; xi;yi] + ’[x0; : : : ; xi;yi; yi+1](yj − yi)
+ · · ·+ ’[x0; : : : ; xi;yi; : : : ; yj](yj − yi) · · · (yj − yj−1)
=’[x0; : : : ; xi;yi] + ’[x0; : : : ; xi;yi; yi+1](yj − yi)
+ · · ·+ ’[x0; : : : ; xi;yi; : : : ; yj−2; yj](yj − yi) · · · (yj − yj−2)
= · · ·
=’[x0; : : : ; xi;yi] + ’[x0; : : : ; xi;yi; yj](yj − yi)
=’[x0; : : : ; xi;yj]
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which leads to
TNLn (xi; yj) =’[x0;yj] +
xi − x0
’[x0; x1;yj]
+ · · ·+ xi − xi−1
’[x0; : : : ; xi;yj]
=’[x0;yj] +
xi − x0
’[x0; x1;yj]
+ · · ·+ xi − xi−2
’[x0; : : : ; xi−2; xi;yj]
= · · ·
=’[x0;yj] +
xi − x0
’[x0; xi;yj]
=’[xi;yj]
= vi; j ∀(xi; yj)∈ SL
as asserted.
Similarly, one can prove the following theorems:
Theorem 2. Let
bi; j =  [x0; : : : ; xi;yi; : : : ; yj];
where  [x0; : : : ; xi;yi; : : : ; yj] is recursively de5ned in (2:6)–(2:8) and  [xp;yq] = vp;q; ∀(xp; yq)∈ SL,
then NTLn (x; y) de5ned in (3:3) and (3:4) satis5es
NTLn (xi; yj)= vi; j ∀(xi; yj)∈ SL:
Theorem 3. Let
ci; j =’[xn; xn−1; : : : ; xn−i;y0; : : : ; yj];
where ’[xn; xn−1; : : : ; xn−i;y0; : : : ; yj] is recursively determined by (2:2)–(2:4) and ’[xp;yq] = vp;q;
∀(xp; yq)∈ SU, then TNUn (x; y) de5ned in (3:5) and (3:6) satis5es
TNUn (xi; yj)= vi; j ∀(xi; yj)∈ SU:
Theorem 4. Let
di; j =  [xn; xn−1; : : : ; xn−i;y0; : : : ; yj];
where  [xn; xn−1; : : : ; xn−i;y0; : : : ; yj] is recursively determined by (2:6)–(2:8) and  [xp;yq] = vp;q;
∀(xp; yq)∈ SU, then NTUn (x; y) de5ned in (3:7) and (3:8) satis5es
NTUn (xi; yj)= vi; j ∀(xi; yj)∈ SU:
Now we can assemble the four blending rational interpolants TNLn (x; y), NT
L
n (x; y), TN
U
n (x; y) and
NTUn (x; y) as formulated in Theorems 1–4, respectively, into four composite schemes as follows:
TNTNn(x; y)=U (x; y)TNLn (x; y) + L(x; y)TN
U
n (x; y); (3.10)
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TNNTn(x; y)=U (x; y)TNLn (x; y) + L(x; y)NT
U
n (x; y); (3.11)
NTTNn(x; y)=U (x; y)NTLn (x; y) + L(x; y)TN
U
n (x; y); (3.12)
NTNTn(x; y)=U (x; y)NTLn (x; y) + L(x; y)NT
U
n (x; y): (3.13)
From (3.9), it follows:
TNTNn(xi; yj)=f(xi; yj) ∀(xi; yj)∈n;n
TNNTn(xi; yj)=f(xi; yj) ∀(xi; yj)∈n;n
NTTNn(xi; yj)=f(xi; yj) ∀(xi; yj)∈n;n
NTNTn(xi; yj)=f(xi; yj) ∀(xi; yj)∈n;n:
4. Characterization theorem
Denote by d0xP and d
0
yP the degree of the polynomial P(x; y) with respect to variables x and y,
respectively.
Denition 3. Suppose R(x; y)=P(x; y)=Q(x; y), then we say the rational function R(x; y) is of type
(d0xP=d
0
xQ) with respect to x and of type (d
0
yP=d
0
yQ) with respect to y.
Theorem 5. For k =0; 1; : : : ; n, let
PLk (x; y)
QLk (x; y)
=NL0 (y) +
x − x0
NL1 (y)
+ · · ·+ x − xk−1
NLk (y)
;
then
d0xP
L
k (x; y)=
[
k + 1
2
]
; d0xQ
L
k (x; y)=
[
k
2
]
;
d0yP
L
k (x; y)=
(k + 1) (2n− k)
2
; d0yQ
L
k (x; y)=
k(2n− k − 1)
2
;
where [x] denotes the greatest integer not exceeding x.
Proof. From (3.2), it follows:
d0yN
L
i (y)= n− i; d0xNLi (y)= 0; i=0; 1; : : : ; n:
Since
PL0 (x; y)
QL0 (x; y)
=NL0 (y)
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and
PL1 (x; y)
QL1 (x; y)
=NL0 (y) +
x − x0
NL1 (y)
=
NL0 (y)N
L
1 (y) + x − x0
NL1 (y)
;
one gets
d0xP
L
0 (x; y)= 0; d
0
xQ
L
0 (x; y)= 0;
d0yP
L
0 (x; y)= n; d
0
yQ
L
0 (x; y)= 0;
d0xP
L
1 (x; y)= 1; d
0
xQ
L
1 (x; y)= 0;
d0yP
L
1 (x; y)= 2n− 1; d0yQL1 (x; y)= n− 1:
Therefore, the conclusion of Theorem 5 holds true for k =0; 1. Now assume it is valid for k =0;
1; : : : ; m; 16m¡n; then by the recursive formula of continued fraction, one has
PLm+1(x; y)=N
L
m+1(y)P
L
m(x; y) + (x − xm)PLm−1(x; y);
QLm+1(x; y)=N
L
m+1(y)Q
L
m(x; y) + (x − xm)QLm−1(x; y)
which implies
d0xP
L
m+1(x; y) =max{d0xNLm+1(y) + d0xPLm(x; y); 1 + d0xPLm−1(x; y)}
=max
{[
m+ 1
2
]
; 1 +
[m
2
]}
=
[
m+ 2
2
]
;
d0xQ
L
m+1(x; y) =max{d0xNLm+1(y) + d0xQLm(x; y); 1 + d0xQLm−1(x; y)}
=max
{[m
2
]
; 1 +
[
m− 1
2
]}
=
[
m+ 1
2
]
;
d0yP
L
m+1(x; y) =max{d0yNLm+1(y) + d0yPLm(x; y); d0yPLm−1(x; y)}
=max
{
n− m− 1 + (m+ 1) (2n− m)
2
;
m(2n− m+ 1)
2
}
=
(m+ 2) (2n− m− 1)
2
;
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d0yQ
L
m+1(x; y) =max{d0yNLm+1(y) + d0yQLm(x; y); d0yQLm−1(x; y)}
=max
{
n− m− 1 + m(2n− m− 1)
2
;
(m− 1) (2n− m)
2
}
=
(m+ 1) (2n− m− 2)
2
:
Therefore, the conclusion is valid for n=m+ 1. Thus, Theorem 5 is proved by induction.
By Theorem 5, it is easy to know that the blending rational interpolant TNLn (x; y) is of type
([(n+1)=2]=[n=2]) with respect to x and of type ((n(n+1)=2)=(n(n− 1)=2)) with respect to y while
the blending rational interpolant TNUn (x; y) is of type ([n=2]=[(n − 1)=2]) with respect to x and of
type ((n(n− 1)=2)=((n− 1) (n− 2)=2)) with respect to y. Moreover with the help of the following
summation formula
n∑
i=0
[
i
2
]
=
[n
2
] [n+ 1
2
]
;
we can also draw the conclusion that the blending rational interpolant NTLn (x; y) is of type (n=0)
with respect to x and of type([
n− 1
2
] [n
2
]
+
[
n+ 1
2
]/[n
2
] [n+ 1
2
])
with respect to y while the blending rational interpolant NTUn (x; y) is of type (n− 1=0) with respect
to x and of type([
n− 2
2
] [
n− 1
2
]
+
[n
2
]/[n− 1
2
] [n
2
])
with respect to y.
5. Error estimation
We turn now to a discussion of the error in the approximation of a function f(x; y) by its
composite blending rational interpolants.
Theorem 6. Suppose D is a domain containing n;n and the function f(x; y) is di8erentiable in D
up to (n+ 1) times. Let
V (x; y)=
f(x; y)
L(x; y) + U (x; y)
;
TNLn (x; y)=
PLn (x; y)
QLn (x; y)
;
TNUn (x; y)=
PUn (x; y)
QUn (x; y)
;
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F(x; y)=QLn (x; y) [V (x; y)− TNLn (x; y)];
G(x; y)=QUn (x; y) [V (x; y)− TNUn (x; y)];
!i(x)= (x − x0) (x − x1) · · · (x − xi−1);
K!j(y)= (y − y0) (y − y1) · · · (y − yj−1)
and denote by I [x0; x1; : : : ; xi] the smallest interval containing x0; x1; : : : ; xi; then for each pair of
arguments (x; y)∈D
f(x; y)− TNTNn(x; y)
=
U (x; y)
QLn (x; y)
[
K!n+1(y)
(n+ 1)!
n∑
i=0
(
n+ 1
i
)
!i(x)
K!i(y)
@n+1F(&i; 'i)
@xi@yn−i+1
+
!n+1(x)
(n+ 1)!
@n+1F(&; y)
@xn+1
]
+
L(x; y)
QUn (x; y)
[
!n+1(x)
n!
n+1∑
i=2
(
n
i − 1
)
K!i−1(y)
!i(x)
@nG((i; )i)
@xn−i+1@yi−1
+
!n+1(x)
n!!1(x)
@nG((; y)
@xn
]
;
where
&i ∈ I [x0; x1; : : : ; xi]; i=0; 1; : : : ; n;
'i ∈ I [yi; yi+1; : : : ; yn; y]; i=0; 1; : : : ; n;
&∈ I [x0; x1; : : : ; xn; x];
(i ∈ I [xi−1; xi; : : : ; xn]; i=2; 3; : : : ; n+ 1;
)i ∈ I [y0; y1; : : : ; yi−2; y]; i=2; 3; : : : ; n+ 1;
(∈ I [x1; x2; : : : ; xn; x]:
Proof. From
V (x; y)=
f(x; y)
L(x; y) + U (x; y)
;
TNLn (x; y)=P
L
n (x; y)=Q
L
n (x; y)
and
TNUn (x; y)=P
U
n (x; y)=Q
U
n (x; y)
it follows by Theorems 1 and 3
F(xi; yj)= 0 ∀(xi; yj)∈ SL;
G(xi; yj)= 0 ∀(xi; yj)∈ SU:
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Making use of the Newton interpolation formula (see [5]), we have
F(x; y) =
n∑
i=0
!i(x)F[x0; : : : ; xi;y] + !n+1(x)F[x0; : : : ; xn; x;y]
=
n∑
i=0
!i(x)
(
n∑
j=i
K!j(y)
K!i(y)
F[x0; : : : ; xi;yi; : : : ; yj]
+
K!n+1(y)
K!i(y)
F[x0; : : : ; xi;yi; : : : ; yn; y]
)
+!n+1(x)F[x0; : : : ; xn; x;y]
= K!n+1(y)
n∑
i=0
!i(x)
K!i(y)
F[x0; : : : ; xi;yi; : : : ; yn; y]
+!n+1(x)F[x0; : : : ; xn; x;y]
=
K!n+1(y)
(n+ 1)!
n∑
i=0
(
n+ 1
i
)
!i(x)
K!i(y)
@n+1F(&i; 'i)
@xi@yn−i+1
+
!n+1(x)
(n+ 1)!
@n+1F(&; y)
@xn+1
;
where
&i ∈ I [x0; x1; : : : ; xi]; i=0; 1; : : : ; n;
'i ∈ I [yi; yi+1; : : : ; yn; y]; i=0; 1; : : : ; n;
&∈ I [x0; x1; : : : ; xn; x]
G(x; y) =
n+1∑
i=2
!n+1(x)
!i(x)
G[xn; : : : ; xi; xi−1;y] +
!n+1(x)
!1(x)
G[xn; : : : ; x1; x;y]
=
n+1∑
i=2
!n+1(x)
!i(x)

 i−2∑
j=0
K!j(y)G[xn; : : : ; xi−1;y0; y1; : : : ; yj]
+ K!i−1(y)G[xn; : : : ; xi−1;y0; : : : ; yi−2; y]


+
!n+1(x)
!1(x)
G[xn; : : : ; x1; x;y]
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=!n+1(x)
n+1∑
i=2
K!i−1(y)
!i(x)
G[xn; : : : ; xi−1;y0; : : : ; yi−2; y]
+
!n+1(x)
!1(x)
G[xn; : : : ; x1; x;y]
=
!n+1(x)
n!
n+1∑
i=2
(
n
i − 1
)
K!i−1(y)
!i(x)
@nG((i; )i)
@xn−i+1@yi−1
+
!n+1(x)
n!!1(x)
@nG((; y)
@xn
;
where
(i ∈ I [xi−1; xi; : : : ; xn]; i=2; 3; : : : ; n+ 1;
)i ∈ I [y0; y1; : : : ; yi−2; y]; i=2; 3; : : : ; n+ 1;
(∈ I [x1; x2; : : : ; xn; x]:
Therefore
f(x; y)− TNTNn(x; y)
=f(x; y)− [U (x; y)TNLn (x; y) + L(x; y)TNUn (x; y)]
=U (x; y)
[
f(x; y)
L(x; y) + U (x; y)
− TNLn (x; y)
]
+L(x; y)
[
f(x; y)
L(x; y) + U (x; y)
− TNUn (x; y)
]
=U (x; y) [V (x; y)− TNLn (x; y)] + L(x; y) [V (x; y)− TNUn (x; y)]
=
U (x; y)
QLn (x; y)
F(x; y) +
L(x; y)
QUn (x; y)
G(x; y)
=
U (x; y)
QLn (x; y)
[
K!n+1(y)
(n+ 1)!
n∑
i=0
(
n+ 1
i
)
!i(x)
K!i(y)
@n+1F(&i; 'i)
@xi@yn−i+1
+
!n+1(x)
(n+ 1)!
@n+1F(&; y)
@xn+1
]
+
L(x; y)
QUn (x; y)
[
!n+1(x)
n!
n+1∑
i=2
(
n
i − 1
)
K!i−1(y)
!i(x)
@nG((i; )i)
@xn−i+1@yi−1
+
!n+1(x)
n!!1(x)
@nG((; y)
@xn
]
:
The proof is completed.
Similarly, one can also obtain the error estimations for the function f(x; y) to be approximated by
the other three composite blending rational interpolants TNNTn(x; y); NTTNn(x; y) and NTNTn(x; y).
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6. Conclusion
We conclude this paper with a remark.
Remark. Let f˜i; j ∈Cd be d-dimensional vectors to be interpolated at points (xi; yj), then the bivariate
blending rational interpolants described in Section 4 can be extended to the vector valued case. What
is important in this case is to determine how to compute the inverse of a vector v˜=(v1; v2; : : : ; vd).
A popular way is to adopt the generalized inverse (or the Samelson inverse) which is de6ned as
(see [1,3])
v˜−1 =
(v∗1 ; v∗2 ; : : : ; v∗d)∑d
i=1 viv
∗
i
where v∗i denotes the complex conjugate of vi. Furthermore, by means of the so-called expansion
of matrix into vector (see [6]), one may transplant vector valued blending rational interpolants to
matrix valued blending rational interpolants.
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