Eisenbud and Popescu showed that certain finite determinantal subschemes of projective spaces defined by maximal minors of adjoint matrices of homogeneous linear forms are related by Veronese embeddings and a Gale transform. We extend this result to adjoint matrices of multihomogeneous multilinear forms. The subschemes now lie in products of projective spaces and the Veronese embeddings are replaced with Segre embeddings.
Introduction
The Gale transform takes a sufficiently nice set Γ of r + s + 2 points in the projective space P r to a set Γ of the same number of points in P s . In [4] and [3] Eisenbud and Popescu give a scheme theoretic definition of the Gale transform for finite Gorenstein schemes. Let Γ be a finite Gorenstein scheme, L a line bundle on Γ , V ⊂ H 0 (L) a subspace, K the canonical line bundle on Γ , and V ⊥ ⊂ H 0 (KL −1 ) the annihilator of V under Serre duality. The Gale transform of the linear series (V , L) is defined to be (V ⊥ , KL −1 ). In If Γ V and Γ W are both zero-dimensional then they are both Gorenstein, there is a natural isomorphism between them, and ν s−1 (Γ V ) is the Gale transform of ν r−1 (Γ W ).
In this paper we generalize this result to cover linear transformations φ from a vector space F to a tensor product of three or more vector spaces. The determinantal schemes will now lie in products of two or more projective spaces and the Veronese embeddings will be replaced by Segre embeddings. For the most part the proof is very similar to that given by Eisenbud and Popescu; however, in one place it differs substantially. We work over the complex numbers because we use some results from [6] and we do not know whether these remain valid for other fields.
Preliminaries
Recall the following facts about cohomology of projective space. See for instance Theorem III.5.1 of [7] . Consider the projective space P = P(W ), where W is a vector space of dimension s + 1. Let a be an integer. There is at most one integer i for which
* . An analogous result holds for products of projective spaces. This result is also probably well known, but we do not know of a reference. Proposition 2.1. Denote the product of k projective spaces P n 1 × · · · × P n k by P. Assume n j > 0 for all j . Let a = (a 1 , . . . , a k ) be a k-tuple of integers. Then there is at most one i for which the cohomology group H i (P, O P (a)) = 0. If for any j we have −1 a j −n j , then all the cohomology groups vanish. Otherwise, for each j let i j be the unique integer for which
Proof. We proceed by induction on k. The case k = 1 is the previously mentioned result for a single projective space. For the induction step apply the Leray spectral sequence, see [6, p. 462] , to the projection π :
term is
Set a = (a 1 , . . . , a k−1 ) and
use [7, Exercise III.8.3] . Since H q (P n k , O(a k )) is nonzero for at most one q, E p,q 2 is nonzero for at most one q. This means that from this point on all the differentials in the spectral sequence must be 0 and the spectral sequence degenerates at step 2.
The induction hypothesis then finishes the proof. 2
Next we give a proposition that is an analogue of Proposition 2.5 in [4] , which is in turn closely related to Proposition 1.1 and Corollary 1.3 in [3] . The proof is very similar to the proof found in those references.
Proposition 2.2. Denote the product of k projective spaces
P n 1 × · · · × P n k by P. Assume n i > 0 for all i. Set n = Σn i . Let a = (a 1 , . . . , a k ) be a k-tuple of positive integers. Set b i = −a i − n i − 1 for all i and b = (b 1 , . . . , b k ). Let Γ ⊂ P be a finite Gorenstein scheme. Let V be the linear series cut out on Γ by H 0 (P, O P (a
)). Then we have that the Gale transform of V is the image of Ext
Proof. From the exact sequence
and Proposition 2.1 we get the sequence
Let U i be a vector space of dimension s i + 1 2 for i = 1, . . . , k, k 2. Let F be a vector space of dimension n = Σs i . Let φ : F → k i=1 U i be a linear transformation. For each j , 1 j k, we have a corresponding map of free modules:
We have subschemes Γ j ⊂ i =j P s i defined by the ideals of (s j + 1)
Example 2.3. It is interesting to see the matrices that give the maps φ i once coordinates are fixed. We consider the case k = 3. Let
t=1 and {z l }
l=1 be bases for the vector spaces F , U 1 , U 2 and U 3 , respectively. Note that φ(f i ) =
l=1 a i,j,t,l x j ⊗ y t ⊗ z l for some scalars a i,j,t,l . Thus, the map φ is given by the four-dimensional array of numbers
Thus, the i, j entry of the matrix representing φ 1 is
l=1 a i,j,t,l y t z l . Similarly, the i, t entry of the matrix representing φ 2 is
l=1 a i,j,t,l x j z l and the i, l entry of the matrix representing φ 3 is
t=1 a i,j,t,l x j y t . Observe that the matrices for φ 1 , φ 2 and φ 3 are obtained by collapsing the four-dimensional array [a i,j,t,l ] along two of its dimensions. This pattern holds for arbitrary k. 
Proof. Restricted to each of the standard affine open patches that cover P this becomes a standard Eagon-Northcott complex. One checks that the twists are correct by looking at transition data. Alternatively one could proceed as follows. Let S be the homogeneous coordinate ring of P embedded in projective space by the linear system of divisors of type (1, 1, . . . , 1) . The map φ j induces a map of S modules F ⊗ S → U j ⊗ S(1, . . . , 1). Associated to this map we have an Eagon-Northcott complex. What we have here is the associated complex of sheaves. 2
For future use we want to compute the degrees of the schemes Γ j . To do this we use the following special case of Porteous's formula. Proof. Apply Proposition 2.5 with p = s j + 1, q = n, r = s j and H a divisor of type (1, . . . , 1). With this, H n−s j is the degree of the standard Segre embedding of i =j P s i , which from its Hilbert function is easily calculated. Thus the degree of Γ j is
We will be using a spectral sequence associated to hypercohomology to compute an Ext. Here we briefly describe the spectral sequence we will use. See [6] starting on pages 445 and 705 for details. Given a complex of sheaves K 0 → K 1 → K 2 → · · · with differential d on a space X there is a spectral sequence that computes the hypercohomology of the complex with E p,q 2 term equal to H q d (H p (X, K * )).
The main results
Denote i =j P s i by P j . For any (k − 1)-tuple of positive integers a denote by σ a (P j ) the Segre embedding given by divisors of type a. Proof. This proposition is an analogue of Proposition 6.2 of [4] . The proof is quite similar.
(b) ⇔ (c). By definition Γ 1 is zero-dimensional iff codim I s 1 +1 (φ 1 ) = n − s 1 . So we suppose that Γ 1 is zero-dimensional and need to show that Γ 2 is zero-dimensional iff φ 1 never drops rank by more than 1. Let
be a map of free modules induced by φ. For each fixed point p ∈ k i=3 P(U i ) we obtain a map of free modules (well defined up to a scalar multiple)
For points p 1 ∈ P(U 1 ), p 2 ∈ P(U 2 ), and p ∈ k i=3 P(U i ) we have that (p 1 , p) is in the support of Γ 1 iff the generalized column (see [2, Exercise A2 .18]) of φ F,p corresponding to p 1 has a generalized zero. Similarly, (p 2 , p) is in the support of Γ 2 iff the generalized row of φ F,p corresponding to p 2 has a generalized zero. Some generalized column of φ F,p has a generalized zero iff some generalized row of φ F,p has a generalized zero. We are assuming that Γ 1 is zerodimensional, so there are only finitely many p ∈ k i=3 P(U i ) such that some generalized row or column of φ F,p has a generalized zero, and for each such only finitely many generalized columns have generalized zeros. Therefore, Γ 2 is zero-dimensional iff for any such p no generalized column of φ F,p has two, and hence infinitely many, generalized zeros. In other words Γ 2 is finite iff φ 1 never drops rank by more than one.
(c) ⇔ (d). Again Γ 1 is zero-dimensional iff codim I s 1 +1 (φ 1 ) = n − s 1 . So we suppose that Γ 1 is zero-dimensional and need to show that Γ 1 is locally Gorenstein iff φ 1 never drops rank by more than 1. Since both conditions are local we may localize at each maximal ideal corresponding to one of the points in the support of Γ 1 . Let ω be the stalk of the dualizing sheaf of Γ 1 at that point. The resolution in Proposition 2.4 gives that ω ∼ = Sym n−s 1 −1 coker φ 1 , where the cokernel is also localized at that point. Now φ 1 does not drop rank by more than one at that point iff coker φ 1 is locally principal at that point iff Sym n−s 1 −1 coker φ 1 is locally principal at that point iff ω is locally principal at that point iff Γ 1 is locally Gorenstein at that point. 
Proof. (a)
The proof of this is very similar to the proof of the analogous part of Theorem 6.1 of [4] . On P := k i=1 P(U i ) the map φ corresponds to a map of sheaves
We define a subscheme Γ ⊂ P by setting O Γ := coker φ 0 . Let p i : P → P i be projection along the ith factor. We claim that p i induces an isomorphism from Γ to Γ i . All the Γ i are then naturally isomorphic because they are all naturally isomorphic to Γ . We have φ i = (p i ) * φ 0 (0, . . . , 0, 1, 0, . . . , 0) where the 1 is in the ith spot. Thus (p i ) * O Γ (0, . . . , 0, 1, 0, . . . , 0) = coker φ i . By hypothesis I s i (φ i ) defines the empty set, so coker φ i is a line bundle on Γ i . In particular p i (Γ ) = Γ i . By symmetry, the projection of Γ to any other P j is Γ j . Since fibers of p i project isomorphically to any P j , i = j , and Γ j is zero-dimensional, this shows in particular that the map (p i )| Γ : Γ → Γ i is a finite map. The fact that the push forward by p i of a line bundle is a line bundle now implies that (p i )| Γ is an isomorphism.
(b) Here our proof differs substantially from the proof of the analogous part of Theorem 6.1 of [4] . Knowing that all the Γ i are naturally isomorphic we may think of σ a (Γ k ) and σ b (Γ k−1 ) as different embeddings of the same scheme. Set c = (c 1 , . . . , c k−1 ) where c i = −a i − s i − 1. From Proposition 2.2 we see that the Gale transform of σ a (Γ k ) will be given by the linear series cut out on Γ k by Ext
. To compute this we apply Hom(., O P k (c)) to the free part of the exact sequence in Proposition 2.4 and use the previously mentioned spectral sequence to compute hypercohomology. To start we wish to compute all the cohomology groups of all the sheaves appearing in the complex. Our claim is that only one of these is not zero. In what follows use Proposition 2.1 as needed.
Start with the last sheaf in the complex
This has cohomology group H 0 equal to the linear system that embeds σ b (Γ k−1 ) and all other cohomology groups equal to zero. The next to the last sheaf will involve
which has all its cohomology groups equal to zero because of the −1 as the right most twist. As we proceed on one step at a time all the twists go down by one at each step. We cannot hope to have a nonzero cohomology group until the right most twist reaches −s k−1 − 1. At that point the next to the right most twist will be b k−2 − s k−1 − 1 = −1. So now that twist forces all cohomology groups to be zero. Proceeding on, each time a twist gets low enough to allow nonzero cohomology the next twist to the left has reached −1. The lowest the first twist gets is −s 1 + 1 which is not low enough to give any nonzero cohomology.
Thus in the spectral sequence the E 2 term has only one nonzero entry. This means that the spectral sequence degenerates at step 2 and E 2 computes the Ext. As we saw the one nonzero entry equals the linear system that embeds σ b (Γ k−1 ).
There remains the question of whether σ a (Γ k ) and σ b (Γ k−1 ) each span their target projective spaces. From very basic facts about Gale transforms this will be the case if the sum of the dimensions of the target projective spaces plus 2 equals the degree of Γ k . We computed the degree of Γ k in Proposition 2.6 and the dimensions of the target projective spaces are easily computed. One easily checks the desired equality. 2 Remark 3.3.
(1) To make the notation easier the proposition is stated for k and k − 1. One can obtain many analogous results by renumbering the U i 's. (2) One obtains the Eisenbud-Popescu result as the case where k = 2.
