A novel thermodynamic modeling strategy of stable solid alloy phases is proposed based on segmented regression approach. The model considers several physical effects (e.g. electronic, vibrational etc.) and is valid from 0K up to the melting temperature. The preceding approach has been applied for several pure elements. Results show good agreement with experimental data at low and high temperatures. Since it is not a first attempt to propose a "universal" physical-based model down to 0K for the pure elements as an alternative to current SGTE description, we also compare the results to existing models. Analysis of the obtained results shows that the newly proposed model delivers more accurate description down to 0K for all studied pure elements according to several statistical tests.
Introduction
It is important to have an accurate description of the pure elements before starting a calculation of the thermodynamic properties and phase diagrams of alloy systems. Therefore, models for the Gibbs energy of pure elements, based on the heat capacities are one of the key components for successful thermodynamic optimization based on the CALPHAD method.
Currently in CALPHAD applications the temperature dependence of the heat capacity is described by high-order polynomials with adjustable parameters fitted to experimental data [8] . This approach to fit coefficients has been developed to cover high temperatures above 298.15K and should not be used to describe any low temperature data. The effort to extend that description to low temperatures demands more physical modeling which takes into account the available experiments and theoretical data. The CALPHAD community discussed this problem in 1995 during a Ringberg Workshop [5] and proposed a "universal" model to describe the thermodynamic properties over the whole temperature range down to 0K. This model considers several physical effects of the heat capacity. Such models should improve the present thermodynamic models used in the SGTE description of pure elements and the predictive capability of the CALPHAD method.
An attempt in this direction was performed by Chen and Sundman [6] applied to bcc, fcc, liquid and amorphous phases for the pure Fe. The more recent work in development of physical sounded models for the crystalline phase of pure elements was performed during a Ringberg Workshop'2013 by Palumbo et al. [20] . Following the ideas from [5] , [6] and [20] a new model for the heat capacity of pure elements which considers several physical effects has been proposed in this work.
Moreover, we applied already existing physically-based models [5] , [6] to model of the heat capacity data of the considered pure elements, Cr, Fe and Al. Afterwards all models have been compared with each other and the most appropriate model has been chosen based on the analysis of statistical goodness-of-fit measures. The model parameters associated with some physical constants have been validated with collected experimental data.
The heat capacity of pure elements
The heat capacity is a fundamental state property and describes the amount of energy needed to increase the temperature of a known quantity of material by 1 K. The heat capacity is measured in J/(mole K). Various physical contributions of the heat capacity are presented in Fig. 1 . Overview of these physical effects is given in classical textbook of G. Grimvall [12] .
From a mathematical point of view we are interested in the analytical form of the functions which can be used to describe temperature dependence of each physical effect drawn in Fig. 1 and the range where this effect could appear. Therefore, according to the review given in [12] three different types of the mathematical functions can be applied for the The main part of the heat capacity can be explained by phonon contributions (B) and the harmonic vibrational phonon contribution (C). Such effects can be described by Debye (1) or Einstein model (2) and with increase of the temperature asymptotically will reach value of 3R according to the Dulong-Petit law (see 
where θ D and θ E are Debye and Einstein temperature respectively. The Debye model (1) reproduces the correct temperature dependence proportional to T 3 at very low temperatures, but has more complicated mathematical form and should be approximated by some series expansion [14] , [9] . In contrast to Debye model (1), the Einstein model (2) can be easily implemented in thermodynamic databases, but it does not deliver such accurate description at the low temperatures (see Fig. 2 ). The contributions to the heat capacity, (A), (D), (E), (F), and (G), presented in Fig. 1 can be modeled using linear function depending on the temperature. Two of these contributions (A) and (F) describe the effect of the electronic heat capacity at low and high temperatures correspondingly. Therefore, the linear function used for the description of the electronic C p at low temperatures cannot be applied for the modeling of the high temperature range. The magnetic contribution (M) to the heat capacity should be considered for elements with magnetic ordering as for example Iron or Nickel. This physical effect is currently described by Inden-Hillert-Jahr model [15] . A more accurate approximation for the magnetic heat capacity has been proposed by Chen and Sundman [6] and its further improvement by Xiong et al. [26] .
, τ ≥ 1
where
Here τ = T /T * , where T * is Curie temperature T C for ferromagnetic materials or Neel temperature T N for antiferromagnetic materials, β is the average magnetic momentum per atom and p is the structure factor, defined as the ratio of the magnetic enthalpy in the paramagnetic state to the total magnetic enthalpy. For the body-central cubic (bcc) structure, the accepted SGTE value is p = 0.4, while for the face-centered cubic (fcc) and hexagonal closed-packed (hcp) structure p = 0.28 is used. Chen and Sundman re-optimized the structure parameter p for the bcc phase and set its value to 0.37.
Model proposed during Ringberg Workshop'1995
The main idea behind the model proposed during a Ringberg Workshop in 1995, in the following abbreviation "RW", is based on consideration of physical contributions to the heat capacity [12] which were shortly described above. The Debye or Einstein model has been applied to fit the heat capacity data at the low temperatures, while using a polynomial to model the temperature dependencies above 298.15K.
where T is temperature, θ RW = (θ D /θ E , a, b) is the vector of the unknown model parameters to be estimated, C Deb/Ein P (T ) is the heat capacity describing phonon contribution using Debye (1) or Einstein model (2), C magn P is magnetic contribution of the heat capacity. The parameters θ D (or θ E ), a and b are physically motivated.
The first term C Deb/Ein P (T ) in the proposed model (6) is used to model the contribution from harmonic vibration. There was no concrete recommendation whether the Debye or Einstein model should be used. The second aT term in (6) is related to electronic excitations and low order aharmonic corrections. The third term bT 2 contains the next order anharmonic corrections. The last term in equation (6), C magn P (T ), considers the contribution from magnetic ordering.
The proposed model was applied to five pure elements Ag, Cu, Mo, Ti, Sn and one compound CaCl 2 and showed significant improvement of prediction quality at low temperatures [5] .
Chen-Sundman model
In 2001, Chen and Sundman [6] applied a modeling concept proposed in [5] to the lattice stability of pure Fe based on Einstein model, in the following abbreviation "CS", and described C P of the bcc phase at low temperatures by further modification of (6) into
where θ CS = (θ E , a, b) is the vector of the unknown model parameters to be estimated and
(T ) is the magnetic contribution to the heat capacity modeled by equation (3) . They found that the 4th power of the third term would make it easier to fit the high temperature experimental data of the heat capacity for the pure Fe. They also suggested to use more terms in approximation of the Inden model (3) for description of the magnetic heat capacity [6] .
The first attempt to improve the thermodynamic description of a binary system by adoption of the Chen-Sundman model (7) has been demonstrated in [27] and binary Fr-Cr phase diagram has been calculated down to 0K. The most recent application of ChenSundman model (7) are the calculated Fe-C binary system [19] and the thermodynamic description of pure Mn [4] .
Segmented regression model for the heat capacity of pure elements
Following recommendations of Ringberg Workshop'1995 [5] and results of the work performed by Chen and Sundman [6] , we propose a new model, in the following abbreviation "SR", for describing temperature dependence of the heat capacity of the pure elements, which considers relevant physical effects. Since these contributions appear in different temperature ranges [12] and can be described by different functions, the segmented regression methodology [24] was applied to develop a mathematical model for the heat capacity of the pure elements.
The proposed model for the temperature dependence of the heat capacity for pure elements consists of three terms
where the first term is defined in (1) and (2),
is the vector of the unknown parameters to be estimated. The second term C bcm P (T ; β 1 , β 2 , τ, γ) is used for the decomposition of physical effects described by linear functions at low and high temperatures. For this purpose we used the bent-cable model,
where the term q is defined by
and 1{·} is indicator function, e.g. 1{T > τ + γ} = 1 if T > τ + γ and 0 otherwise.
Graphically, the bent-cable model is presented in Fig. 3 .
The bent-cable model (9) is a continuous segmented model with four parameters β 1 , β 2 , τ, γ. The incoming linear phase has a slope of β 1 and a intercept 0. The outgoing linear phase has a slope of β 1 + β 2 and intercept of −β 2 τ . These two linear segments are smoothly jointed in the points τ − γ and τ + γ by quadratic bend with half-weight γ > 0. If γ = 0, then the bent-cable model reduces to a non-differentiable broken stick that is plotted on the left side of Fig. 4a . For large values of γ the bent-cable model approximates into the well-known quadratic model that is presented on right side of Fig. 4b. 
Statistical approach for the model selection
An important aspect of approach proposed in this paper is the consistent application of statistical methodology to optimize the free parameters of the model and to select the most appropriate model that accurately describes the experimental data with a good predictive properties. Usually, physical based models are preferred to any formal mathematical de- (9) scription. In the ideal case, the investigator who collects or generates the data should use an appropriate model for the specific of the experiment. If it is not possible to decide which model is the most appropriate based on the expert knowledge, some kind of quantitative statistical measure can be applied to compare competing models.
Usually the parameters in a given model are estimated by the least squares method, which determines parameter values, sayθ n , minimizing the residual sum of squares over parameter space Θ that isθ
Here n is a number of observations and y i and C P (T i , θ) are experimental and estimated values of the heat capacity at the temperature T i , i = 1, ..., n.
The goodness-of-fit statistics are now calculated for each considered model (6)- (8) . One of such statistics that are quite often used for a comparison of different fits is the residual standard error (RSE), which is a measure between the data and fitted regression curve defined as
Here C 
Compared to the RSE-criterion the AIC and BIC criteria have the advantage that the model complexity (here the number of parameters p j ) is taken into account as penalty term. Thus one tries to find a model with a small residual standard error and a small number of parameters. This could prevent the so-called the effect of overfitting [23] . The decision rule is quite simple for all these criteria. The model with the smallest value of statistic is the most appropriate one. The measures RSE (12), AIC (13) and BIC (14) have been used in this work as objective goodness-of-fit measures for selection of the most appropriate model from statistical points of view.
Test of the segmented regression approach
The results for each selected pure element Cr, Al and Fe will be reported in following manner. The estimates of the model parameters with the corresponding confidence intervals are displayed in several tables. The 95%-confidence interval for rth component of the parameter vector θ = (θ r ), r = 1, ..., p is of the form
where t
0.975
n−p is the upper 0.975 quantile of the t-distribution with n − p degrees of freedom andŝ θ is the standard error ofθ r [24] .
The width of the confidence region is closely related to the sample size. Rough speaking a large confidence interval means that absolute error of estimate is large. Conversely a narrow confidence interval means that the absolute error of the parameter is small. If a confidence interval contains the values 0 this means that the corresponding parameter is not significant. In regression analysis this means that corresponding parameter could be eliminated from the considered model.
Analogously to the confidence intervals for the parameters θ r , r = 1, ..., p of the regression model, a 95% pointwise condifence interval for the modeling function C P (T i , θ) can be computed as follows
whereŝ C P is the standard error of the estimate C P (T i ,θ).
For a prediction of a new observation at temperature T i one usually uses a prediction interval which is defined by
where RSE is defined in (12) . Similar calculations and analysis of the reported results have been performed also with the models (6) and (7) . In a second step the obtained fits have been compared visually on the basis of the RSE, AIC and BIC criteria in order to find the most appropriate model. This is defined as model for which at least two of the three criteria are minimal. To our best knowledge this is the first attempt to compare and analyze the existing physically-based models in the literature with each other.
Moreover, taking into account that some of the estimated parameters of the proposed model (8) are physically motivated, the validation of their values has been performed based on available experimental values.
General modeling remarks
Although, it is a well-known fact that Debye model deliver a more accurate description in low temperatures, we should take into account that it is still an issue to implement Debye model in its integral form or even as a series representation in the currently used TDB format. In order to perform the thermodynamic calculation and build the phase diagram down to 0K, we need an analytical expression of the Gibbs energy. For this reason we include both models in our comparison and fitted the heat capacity data for each considered model with Debye and Einstein functions respectively. This allows us to obtain the differences in the enthalpies between the fits with Debye and Einstein for low temperatures and to justify the analytical expression of the Gibbs energy function obtained with the SR including Einstein model (see Section 3).
For pure Cr we report results for the SR model including the Debye and Einstein function to demonstrate the differences in low temperatures. Finally, for pure Al and Fe results will only reported for the Debye function.
Programming implementation and computational remarks
The models (6), (7) and (8) have been implemented in the software language R and their parameters have been estimated using nonlinear least squared method. R is a open-source software environment for statistical computing and graphics [21] . Calculations have been performed using three R-packages: nls2 [13] , nlstool [3] and investr [11] .
Numerical integration procedure already implemented in the R allows us to use the Debye model for the phonon contribution of the heat capacity directly in its integral form. This is the first attempt to include the Debye model directly in the calculation of the thermodynamic properties. Another approach to consider phonon contributions using tabulated values of the Debye functions has been proposed by Palumbo et al. [20] .
Pure chromium (Cr)
The SR model is used for a fit of the heat capacity data for the pure Cr. We did not consider the magnetic term C magn p (T ), because a contribution from magnetic ordering in case of the pure Cr according to [2] is not significant. The most recent investigation of the magnetic properties for the pure Cr using ab-initio calculations is reported in [16] .
A comparison between the experimental and predicted heat capacities from SR model is shown in Fig. 5
(a) low and high temperatures 
(b) low temperatures Figure 5 : Fitted heat capacity of pure Cr using SR model with a Debye (blue line) and Einstein (red line) model data over the entire temperature region (see Fig. 5a ). These two fitted lines coincide almost everywhere except low temperatures (see Fig. 5b ), where the combination of the bent-cable model (9) and Debye function (1) delivers more accurate description. This agrees with the classical theory on the physical effects in the heat capacity [12] . Moreover, an analysis of the measures RSE, AIC and BIC reported in TabThe obtained values for such physical parameters as the Debye θ D temperature together with several collected experimental data are reported in Tab. 1. Einstein temperature θ E has been evaluated using the well-known relationship θ D ≈ 0.714θ E given in [6] . Note that the differences in estimated parameters values between the two SR models are insignificant (see Tab. 2) which verifies the consistency of the performed calculations. Analysis of these values shows that both θ D and θ E are strongly dependent on the temperature range selected for the investigation. The calculated Debye tempature is in good agreement with values reported in [1] , [7] and [17] , who used larger temperature ranges for their calculations as other authors (see [10] , [25] , [22] and [7] ). The contributions of each component of the SR model is illustrated in Fig. 7 .In addition to the fitting of the experimental heat capacity data by the SR model (8) , the RW (6) and CS (7) models have been applied and compared with results for pure Cr reported above. The estimated parameters values with corresponding confidence intervals for CS and RW models are presented in Tab. 2.
In Fig. 8 and Fig. 9 we compare the SR model with the two alternative physically-based models (7) and (6) could not provide the same level of the accuracy as the proposed SR model in particular in the medium and high temperature range (see Fig. 8b and Fig. 9b ). On the other hand, in the low temperature all models yield similar results. The calculated heat capacity is slightly underestimated by the RW model in the middle and high temperature range (see Fig. 9 ) and the CS model overestimates in the high temperature region (see Fig. 8a ). The visual advantages of the new SR model are confirmed by a quantitative comparison on the basis of the goodness-of-fit measures RSE, AIC and BIC introduced in Section 1.5, which are summarized in Tab. 3. We observed that the SR model (8) 
Pure aluminum (Al)
In this section we investigate the performance of the different models analyzing the heat capacity data for pure Al. As pure Al is nonmagnetic, we use C magn p (T ) = 0 for all models.
We observe from Fig. 10 that the new SR model provides a very good fit of the experimental data for the entire temperature range (Fig. 10a) and the main part of the low temperature region (Fig. 10b) . The estimated parameter values with corresponding confidence intervals for the fitted SR are reported in Tab. 4 .
The different components C Deb P and C bcm P of the SR are displayed in Fig. 11 while the corresponding confidence and prediction intervals are shown on Fig.12a and Fig.12b respectively.In Fig. 13 and 14 we compare the new SR model with the RW and CS models. The fitted heat capacity with the RW and SR models deliver similar results and describe experimental data well over entire temperature range (see Fig.14a ). In contrast, the CS model slightly overestimates the experimental heat capacity data in the high temperatures which is demonstrated on Fig.13a . This fact also has been confirmed by analysis of the selected goodness-of-fit measures, RSE, AIC and BIC. The minimal values of all selected measures belong to the SR model. The estimated parameters with the corresponding confidence intervals for the RW and CS models are reported in Tab. 4.
Pure iron (Fe)
In this section we compare the different approaches modeling the heat capacity data for pure Fe where we include a magnetic effect in all models which has been described by equation (3) in Chen and Sundman [6] . In Fig. 15 
(b) low temperatures The different components of the SR model are displayed in Fig. 16 while the confidence and prediction intervals are shown on Fig. 17a and Fig. 17b 00Wit  25Hod  26Umi  29Umi  30Euc  32Jae  35Hon  35Sim   38Jae  40Awb  43Kel  46Awb  49Pal  54Pic  55Lyu  56Leh   58Val  59Tre  59Wei  61Jen  62Phi  66Dcn  66Vol  67Dcn   68Ste  69Kol  72Sal  74Cez 00Wit  25Hod  26Umi  29Umi  30Euc  32Jae  35Hon  35Sim   38Jae  40Awb  43Kel  46Awb  49Pal  54Pic  55Lyu  56Leh   58Val  59Tre  59Wei  61Jen  62Phi  66Dcn  66Vol  67Dcn   68Ste  69Kol  72Sal  74Cez interval presented in Fig.17a is narrow and the fitted SR has been estimated precisely. The prediction intervals covers almost all experimental heat capacity data of pure Fe and shows a range where a new data point could appear. Since the experimental data used for the fitting are strongly heterogeneous and in some cases even contradictory to each other, it is not surprising that we obtain larger prediction interval for pure Fe as in case of Cr and Al.
Next we compare the CS and RW models with the new SR model. The estimated parameters with the confidence intervals for these models are reported in Tab. 6 and the corresponding fits are shown in Fig. 19 and Fig.18 . The CS model and the SR deliver similar results and describe experimental data well in low and high temperature ranges (see Fig.18 ). In contrast, the RW model slightly underestimates heat capacity data in middle temperature range (see Fig.18a ). 00Wit  25Hod  26Umi  29Umi  30Euc  32Jae  35Hon  35Sim   38Jae  40Awb  43Kel  46Awb  49Pal  54Pic  55Lyu  56Leh   58Val  59Tre  59Wei  61Jen  62Phi  66Dcn  66Vol  67Dcn   68Ste  69Kol  72Sal  74Cez 00Wit  25Hod  26Umi  29Umi  30Euc  32Jae  35Hon  35Sim   38Jae  40Awb  43Kel  46Awb  49Pal  54Pic  55Lyu  56Leh   58Val  59Tre  59Wei  61Jen  62Phi  66Dcn  66Vol  67Dcn   68Ste  69Kol  72Sal  74Cez The analysis of the RSE, AIC and BIC for the different models confirms this conclusion from visual inspection. The SR model has been selected as the most appropriate model for the fitting of the heat capacity data of pure Fe according to the minimal values of the RSE and AIC measures. However, according to the analysis of the obtained BIC values, the CS model also has been identified as a reasonable function. However, this is not a surprising observation as initially the CS model has been developed for modeling the heat capacity of pure Fe. It is therefore remarkable that the SR model provides the same accuracy as the CS model. 
Modeling Gibbs energy by segmented regression
According to the analysis of the obtained fitted results for pure Cr, Al and Fe, the proposed SR model has been selected as the most appropriate model in comparison to other two physically-based models, CS and RW. For the considered physically-based models a more accurate description of the experimental heat capacity is provided by the Debye function.
The difference between the formulations with Debye (1) and Einstein (2) is significant for low temperatures. For middle and high temperatures the Debye and Einstein functions yield similar results. Therefore, since it is still an issue to implement the Debye model into TDB format, the explicit expression for thermodynamic quantities, enthalpy H(T ), entropy S(T ) and Gibbs energy G(T ) will be derived for the SR model where the Einstein function is used for the description of the phonon contribution in the heat capacity.
Analytical expression of Gibbs energy, G(T ), for segmented regression model
The thermodynamic functions G(T ), S(T ), H(T ) and C p (T ) provide the starting point for the construction and theoretical investigation of unary and binary phase diagrams. These properties are related by the well-known equation
where the enthalpy H(T ) and the entropy S(T ) can be derived from the heat capacity through the formulas
Verification of results from physical point of view
The consistency of underlying fitting results from a physical point of view has been performed by calculating the relative enthalpy H − H 298.15 that can be derived directly from the fitted heat capacity C p (T ) [18] .
298.15
C P (T )dT (27) Since the proposed SR model with the Debye term (1) has been selected as the mostappropriate model for the description of the heat capacity data, we calculate relative enthalpies using equation (27) and compare it with the collected experimental data. The predicted relative enthalpies and experimental results for pure Cr, Al and Fe are presented in Fig. 20 , Fig. 21 and Fig. 22 respectively. In all cases we observe good predictions by the SR model. No data on the relative enthalpy at the temperatures below 298.15K were found in the literature.
Additionally, the enthalpy H 298. 15 and entropy S 298.15 at the room temperature has been calculated and compared with the values reported in [8] and [20] . The corresponding results are presented in Tab.8 which also gives a comparison with the values from SGTE description [8] for pure Al, Cr and Fe. We can observed slightly higher values of H 298. 15 for all considered models (6), (7), (8) . The values of standard enthalpy calculated with segmented regression model (8) The calculated standard entropies S 298. 15 for Cr bcc, Fe bcc and Al fcc in comparison with first-principles and assessed standard entropy S 298.15 from [20] are presented in Tab. 9 . Assessed values are from current SGTE description [8] . QE are values computed using Quantum Espresso and density functional perturbation theory, VASP are values computed using VASP and the supercell method. QHA refers to the quasiharmonic approximation, QHA+ el to the quasiharmonic approximation including the electronic contribution. For more details and description of these methods we refer to [20] . Calculations performed by integration of the SR model (8) for C p (T ) from 0K up to 298 K (NLS) provide reliable results for the thermodynamic properties such as the entropy and show good agreement with first-principle calculation reported by Palumbo et al. [20] . Slightly higher values for the relative entropy are obtained by application of the models (6), (7) and (8) with the Debye function for description of the phonon contributions. Comparison between experimental and calculated relative enthalpy H(T ) − H 298.15 is shown in Fig. 20 and delivers good agreement from the room temperature, 298.15K, up to the high temperatures.
No data on the relative enthalpy at the temperatures below 298.15K were found in the literature.
Conclusion
A novel physically-based segmented model for the description of the thermodynamic properties of the pure elements down to 0K has been proposed, which is based on a combination of a statistical fit of the heat capacity data with several physical models. The thermodynamic properties of pure Cr, Al and Fe have been modeled by a segmented regression model and the proposed method provides very good prediction of experimental data. The new segmented model has been compared with already existing physically-based formulations and it is demonstrated for all selected pure elements that it is most appropriate for the description of the heat capacity data with respect to to several statistical criteria, which measure the quality of a statistical fit to experimental data.
