We use ac susceptibility measurements to explore the dynamic response of vortices in YBCO single crystals pinned by aligned columnar defects at low dc fields. Using a combination of techniques for the analysis of the data, we investigate the vortex motion as a function of the amplitude and frequency of the applied ac field h ac , identifying the influence of both intra-and inter-valley motion. We build up a dynamic diagram in the h ac -T plane indicating the crossover lines among several regimes in the solid phase. At low h ac , a linear response with very low dissipation arises from the oscillation of pinned vortices inside the tracks ͑Campbell regime͒. At high h ac a critical state develops. The large influence of thermal fluctuations in this limit is indicated by the frequency dependence, which allows us to obtain the current density dependence of the activation energy and the glassy exponent. We also discuss the origin of the large nonlinear transition regime observed at intermediate amplitudes. ͓S0163-1829͑99͒02613-2͔
I. INTRODUCTION
The interaction between vortex matter and columnar defects in high-temperature superconductors gives rise to a rich variety of pinning regimes and dynamic responses. [1] [2] [3] [4] [5] [6] [7] [8] [9] In YBCO, at low temperatures and for low vortex densities each flux line is individually localized in a single track. [2] [3] [4] [5] [6] At high current densities, vortex motion in this single-vortex, strong-pinning regime proceeds via half loop excitations. At lower current densities, double kink excitations become dominant and the variable range hopping regime is accessed. As field increases above a characteristic accommodation field, intervortex interactions become significant and pinning turns collective. [2] [3] [4] [5] [6] 8 The situation at high temperatures, which is further complicated by the presence of large thermal fluctuations of the flux lines, is not so clearly understood. It has been shown that, due to the strong entropic smearing of the pinning potential, the accommodation field in YBCO drops abruptly [4] [5] [6] at TϷ40 K. Above this temperature the transverse localization length of the vortices ͑given by the root mean square amplitude of the thermal motion͒, is expected to grow fast with temperature, 2, 3 and consequently intervortex interactions should become significant at progressively lower vortex densities. As a result, we would expect to observe 2,3 a ''tail'' of the accommodation field extending all the way up to T c . However, dc magnetization studies of the persistent currents and their time relaxation at high temperatures show a behavior characteristic of collective pinning, [4] [5] [6] 8 with no evidence of the tail of the single vortex pinning regime at low fields.
On the other hand, our previous studies 10 of the ac response show that, very close to T c and for vortex densities much smaller than the track density, the linear response of pinned vortices oscillating inside the tracks ͑''Campbell regime' ' 11 ͒ is indeed characteristic of individual vortex pinning.
When comparing both types of studies, a key factor to be taken into account is the nature and size of the dominant excitation. In the linear limit of our ac studies, the driving ac field induces small current densities, that in turn produce transverse vortex oscillations 11 which are uniform along the field direction and whose amplitude is only a fraction of the pinning range of a columnar defect, i.e., intra-valley motion. The excitations explored by creep measurements, on the other hand, involve 2, 3 inter-valley motion, in the form half loops or double kinks, of either individual vortices or bundles. The longitudinal and transverse size of those excitations is determined by the magnitude of the current density j which, for a given temperature and time window, is fixed by the j dependence of the activation energy U( j). If j is small enough ͑as is typically the case in time relaxation studies at high temperatures͒, the transverse size of the vortex loop may be too large to allow the observation of individual vortex dynamics. In order to understand the vortex-track interactions at high temperatures, it is therefore important to investigate the dynamic behavior in a wide range of current densities and excitation sizes.
In this work we investigate the ac response of vortices in YBCO crystals in the presence of aligned columnar defects. By varying the amplitude and frequency of the ac field, we are able to cover a wide range of current densities. At the lowest amplitudes we observe the linear response with very low dissipation characteristic of the oscillation of pinned vortices inside the tracks ͑Campbell regime͒, while at the high j limit a critical state develops. In between, a large nonlinear transition regime is observed. We can thus explore both the intra-and inter-valley dynamics in the same experiment, and construct the dynamic phase diagram of our system in the temperature vs ac field plane. By combining a couple of procedures for the analysis of the data, and using existing models for field and current distributions in thin samples with a perpendicular applied field, we are able to determine the various crossover fields and currents, as well as the parameters that characterize the linear regime ͑restort-ing force of the pinning wells͒ and the critical state ͑current density dependence of the activation energy͒.
II. RESULTS AND DISCUSSION

A. Experimental procedures
The YBCO single crystals used in our studies were prepared using a flux growth technique. 12 Irradiations were performed at room temperature with 291 MeV Au 27ϩ ions at the TANDAR accelerator facility. The stopping range is around 14 m and the energy deposition rate is greater than the threshold for columnar track formation in the first 9 m.
In this work we present results for a twinned crystal of approximate dimensions 0.8 mmϫ0.5 mmϫ10 m irradiated to a dose-equivalent matching field ͑the field at which vortex and defects densities are the same͒ B ⌽ ϭ700 G, at an angle of 30°from the c axis. By introducing the columnar defects at this angle, we are able to separate their influence from that of the natural material anisotropy and of twin boundaries. This low irradiation dose does not produce any measurable effect either in the critical temperature T c ϭ91.8 K ͑defined as the onset of the ac transition at H dc ϭ0 in the linear ac regime͒ or in the transition width ⌬T c Ӎ0.6 K ͑defined has the range with nonzero dissipation in the same condition͒.
To measure the complex ac permeability ϭЈϩiЉ, the crystal was fixed to one coil 10 of a compensated secondary pair rigidly built up inside a long primary coil that produces an ac field h ac e it which is parallel to the c axis and is very homogeneous in the volume occupied by the sample. The amplitude h ac is varied from 5 mOe to 8 Oe and the frequency f ϭ/2 from 300 Hz to 100 kHz. The coil setup can rotate inside a uniform static field H dc up to 1300 Oe generated by a copper solenoid. Measurements are usually performed by slowly warming up the sample. Generally, several curves at various amplitudes h ac and/or frequencies f were recorded during each temperature sweep. We carefully looked for and confirmed the absence of thermal decoupling between sample and termometer, as well as measurable heating effects due to the excitation current in the primary coil at high amplitudes. All the curves of Ј and Љ at each frequency are normalized by the same factor, corresponding to a total step ⌬Јϭ1 with H dc ϭ0.
B. Identification of the different regimes in the ac susceptibility
In Fig. 1 we plot the normalized values of the screening component Ј as a function of h ac , for f ϭ90 kHz and H dc ϭ360 Oe parallel to the tracks. Each curve corresponds to a different temperature as shown in the figure. Prior to obtain this data, it was necessary to align the applied static field H dc with the tracks. This can be accurately done in several alternative ways, using the sample response as a reference. One such procedure is illustrated in the inset, where the normalized screening Ј at fixed temperature and fixed h ac is plotted as a function of the angle ␣ between H dc and the c axis. A minimum in Ј ͑maximum screening͒ is apparent at ␣ ϭ30°, coincident with the track direction. Alternative alignment procedures such as looking for the maximum in the half-screening temperature ͑i.e., the temperature at which Јϭ0.5) or a minimum in the height of the dissipation peak in Љ, were described in a previous work 10 and give the same result.
The curves in Fig. 1 indicate the existence of a linear regime ͑characterized by Ј independent of h ac ) at low ac fields, crossing over to a nonlinear response at higher h ac . The smooth crossover from linear to nonlinear response determines a boundary h ac l (T), indicated by the dashed line in Fig. 1 . By analyzing both components Ј and Љ we are able to establish the nature of the linear regime, as will be discussed in detail in the next section. We find that, except very close to T c , it corresponds to pinned vortices oscillating inside the columnar defects, the ac response being essentially determined by the Campbell penetration depth.
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The nonlinear region can be further divided in two regimes. At the highest amplitudes, vortices perform large excursions outside the pinning wells and the response is well described by a Bean critical state. 13 In Sec. II E we will describe a procedure to determine the lower boundary of this critical state regime, the dotted line h ac c (T) in Fig. 1 . The dynamics in this limit is strongly affected by flux creep, thus the persistent current density j is much smaller than the critical current density j c . quencies allow us to determine the current density dependence of the activation energy U( j) in a wide range of j. Finally, the large intermediate region h ac l (T)Ͻh ac Ͻh ac c (T) corresponds to a crossover regime where both the intravalley and intervalley vortex motion contribute significantly to the ac response.
C. Linear response
The linear ac permeability due to vortex motion in a superconductor is determined by the complex penetration depth ac (T,B,)ϭ R ϩi I . [14] [15] [16] [17] The ratio ϭ I / R , identifies several linear regimes. An ohmic response ͑i.e., a real resistivity͒ such as flux flow or TAFF corresponds to ϭ1. A real ac (ϭ0) represents a nondissipative response with Љϭ0, which is almost the case in the Campbell regime where pinned vortices perform intra-valley oscillations, although there is always some residual dissipation, thus Ӷ1 but finite.
Our experimental situation is well approximated by a thin disk in a transverse ac magnetic field where, according to Brandt
Here ϭR␦/2 ac 2 , where R and ␦ are the disk radius and thickness respectively, c n and ⌳ n are tabulated real constants, and the sum arises from the discretization involved in the numerical procedure. The expression 1 can be used to compute the complex penetration ac (T) from our (T) data, as described in detail in Ref. 10 . Figure 2 shows (T) so obtained for H dc ϭ360 Oe parallel to the tracks. We observe that (T) remains small and approximately constant, ϳ0.1, for Tр91.3 K. This behavior is characteristic of trapped vortices oscillating inside their pinning wells. 11, 18 At Tϳ91.3 K an abrupt deppining occurs, as indicated by the sudden increase in which in a narrow temperature range of ϳ0.2 K grows close to ϭ1 that corresponds to the ohmic ͑flux flow͒ regime.
When Ӷ1 ͑low dissipation limit͒, Ј is determined by the real part of the penetration depth,
, where L and C are the London and Campbell penetration depths, respectively. 14, 15 In a previous work 10 we explored this regime in a similar crystal with B ⌽ ϭ3000 G. We performed measurements at various H dc to obtain C (T,BϳH dc ) and the Labusch parameter ␣ L ϭB⌽ 0 /4 C 2 that measures the restorting force of the pinning well. 14, 15 We found that ␣ L was independent of B, consistent with single vortex pinning, as expected for columnar defects when BӶB ⌽ .
We have repeated the analysis of the H dc dependence for this sample, where due to the lower irradiation dose we are able to extend the study to BϾB ⌽ without increasing the vortex density. The inset of Fig. 2 10 for a track density B ⌽ ϭ3000 G, demonstrating that the field-independent ␣ L indeed characterizes the elementary vortex-track interaction in a single vortex pinning regime. Above H dc ϳ400 Oeϳ 1 2 B ⌽ there is a faster increase of R 2 with H dc , indicating that ␣ L decreases with B. We interpret this feature as the crossover to a collective Campbell response. The behavior at other temperatures is similar, the crossover field being roughly independent of T, as will be shown elsewhere. 20 We also detect a small dissipative component, frequency independent within our resolution, and which is likely to arise 10 from a distribution of two level systems that characterizes a glassy phase. 19 From now on we will concentrate on the dynamic phase diagram at H dc ϭ360 Oe, which is near the upper limit of the single-vortex-pinning Campbell regime.
D. The onset of nonlinear response
The crossover from linear to nonlinear response, indicated by the dashed line h ac l (T) in Fig. 1 , marks the beginning of h ac dependence of Ј. As this crossover is smooth, the exact boundary h ac l (T) is difficult to determine, thus we have adopted the following experimental criterium. First we identified, for each temperature, the value of h ac where Ј departs from the linear response value above the noise level. This determines a collection of points in the Ј vs h ac plane of Fig. 1 , where for clarity not all temperatures are shown. Then we trace the smooth curve h ac l (T) through those points. The onset of nonlinear response signals the appearance of vortex oscillations that are large enough to break the linear approximation in the vortex motion equation. This may originate either from intra-valley motion ͑breakdown of the parabolic approximation for the pinning potential at large oscillation amplitudes 11 ͒ or from the increase of nonlinear flux creep ͑inter-valley jumps͒ as j grows.
14 In either case, the decrease of the pinning energy as T increases implies that h ac l should decrease with T, as indeed observed.
As the amplitude of vortex oscillations in the linear limit is proportional 14 to the local current density j, which is spatially inhomogeneous, the breakdown of the linear approximation occurs at different h ac in different parts of the sample. For a disk in a transverse field, the current distribution in the linear regime can be numerically calculated starting from the experimental values of Ј(T) and following the procedure described by Brandt. 17 The method, based on the assumption that the disk is thin enough so that j is uniform along the thickness, allows us to obtain a dimensionless sheet current J*(T,), where is the radial coordinate of the disk. We then obtain the actual current density j(T,,h ac ) ϭ(c/4)(h ac /␦)J*(T,), which is proportional to h ac . As j is largest at the disk border (ϭR), nonlinearities first occur there, when the local current density reaches the value j l (T)ϭ j͓T,R,h ac l (T)͔. Using our estimate of the crossover field h ac l (T) ͑see Fig. 1͒ , we can calculate j l (T) as shown in Fig. 3 . As h ac keeps growing the boundary of the Campbell regime moves inward in the disk.
E. Critical state
At large enough h ac vortex displacements will be much larger than the defect size ͑and even than the average defect distance͒, and eventually intervalley motion will dominate over most of the sample. Further information on the dynamics in this limit can be obtained by plotting Љ vs Ј, as shown in Fig. 4 for three large values of h ac . The solid line in the figure represents the theoretical calculation for Љ(Ј) for a Bean critical state in a thin disk. 21 For comparison, theoretical curves for the linear response with ϭ0.05, 0.1, 0.5, and 1 ͑ohmic͒ are also shown. The clear similarity ͑in the shape, position and value of the maximum in Љ), between the experimental curves and the curve for the Bean model, strongly suggests the validity of a Bean-like description at high h ac .
Also included in Fig. 4 is the experimental data corresponding to the linear response, h ac Ͻh ac l , which shows a much smaller dissipation at low Ј, as well as the transition to a more dissipative regime starting at Јϳ0.7, as already seen in Fig. 2 . The structure in Љ(Ј) observed in the linear limit below Јϳ0.7 is reproducible, even at different frequencies. It only occurs at low h ac and for all H dc studied, including H dc ϭ0. We have observed similar structures in other crystals after introduction of columnar defects, although all of them exhibited a structureless transition before irradiation. This structure probably originates in inhomogeneities in T c in the proximity of the tracks due to oxygen deficiencies and/or structural tensions introduced by the irradiation process. Indeed, we have been able to reduce ͑al-though not totally remove͒ the structure after reoxygenation of irradiated crystals.
One feature of the data in Fig. 4 that the simple Bean model fails to explain is the lack of saturation in Љ at high h ac . This fact ͑that will be discussed below͒, makes particularly difficult to define the lower boundary h ac c (T) of the critical state regime. To solve this difficulty, we have performed an analysis of the Ј(T,h ac ) data that allows us to check the applicability of the Bean model independently of the shape of the sample, and to determine the lower boundary h ac c (T). Here we will only give an outline of the method, the details will be presented elsewhere 22 . The basic concept of the Bean model is that in any region of the sample where intervalley vortex motion occurs the persistent current density j is uniform, as determined by the balance between Lorentz and pinning forces. This determines a characteristic Bean length
Due to flux creep effects, the current density is smaller than j c and depends on the frequency of the measurement. [2] [3] [4] [5] [6] 8, 14 For this reason, the analysis that follows must be performed at fixed frequency. In this section we use f ϭ90 kHz, the frequency dependence will be discussed in Sec. II F. The screening component Ј is only a function of ⌳ c divided by some characteristic sample dimension. The dependence of Ј on this dimensionless variable is shape dependent and in general difficult to calculate. The key idea of the method is to identify data at different T and h ac that combine to produce the same ⌳ c according to Eq. ͑2͒. As a starting point, we take two curves Ј(T) at fields h ac (1) and h ac (2) , that we presume are in the critical regime, as shown in the inset of Fig. 5 . We trace a horizontal line Јϭ0.5 that intersects the curves in points A and B. As Ј is the same in both points, so ͓⌳ c ͔ A ϭ͓⌳ c ͔ B . We can then write A Ј ϭ B Ј
(1) in C. As B and C are at the same temperature then, provided that the Bean model applies, the persistent current density j(T) is the same in both cases, thus 2) to simplify notation. We can now trace a horizontal line through C that intercepts the curve for h ac (2) in D, so D Ј ϭ C Ј , and a new vertical line through D that intercepts the curve for h ac (1) in E, implying
. We can repeat the procedure indefinitely moving both forward and backwards through the curves. As a result we obtain the function Ј evaluated at a set of values of ⌳ c equally spaced in logarithmic scale ␥ n ͓⌳ c ͔ A where n is an integer. The curve Ј(⌳ c ) so obtained is shown in Fig. 5 ͑note that the values of ⌳ c are known except for a so far undetermined factor ͓⌳ c ͔ A ). The only experimental limitation is settled by the lost of resolution as approaching both limits Јϭ1 and Јϭ0. The accuracy of the method is remarkably good, 22 and reliable data can be obtained over orders of magnitude in ⌳ c .
Of course, the above procedure can be formally applied to any pair of Ј(T) curves. We still have to prove that the curve Ј(⌳ c ) shown in Fig. 5 indeed represents the critical state response. To do that, we could repeat the analysis combining one of the two Ј(T) curves used ͑for instance, the curve at field h ac (1) ) with each one of the remaining Ј(T) curves for other h ac values ͑at the same frequency͒. For the amplitudes and Ј values where the critical state exists, all the Ј(⌳ c ) curves so obtained would collapse on top of each other. 22 Deviations from the universal curve would indicate departures from the Bean critical state behavior. A simpler alternative procedure is as follows.
At a fixed temperature we take the values of Ј from several other curves obtained with different h ac at f ϭ90 kHz. We use those Ј values as the input in the curve of Fig.  5 to determine ⌳ c for each h ac , and finally we plot ⌳ c vs h ac for that temperature. If ⌳ c is proportional to h ac , then from Eq. ͑2͒ we conclude that j is independent of h ac , as occurs in the Bean critical state. Figure 6 shows the result of such analysis at several temperatures. In all cases we observe that ⌳ c ϰh ac at high amplitudes, thus proving the existence of a Bean regime. At low amplitudes there is a systematic deviation from a straight line and ⌳ c becomes larger than expected in the Bean regime, indicating the absence of a fully developed critical state. We adopt a criterium of a 10% deviation from the ⌳ c ϰh ac response to identify the field h ac c (T) that marks the onset of the Bean regime, as shown by arrows in Fig. 6 . This crossover field is also plotted in Fig. 1 . At the lowest amplitudes ⌳ c tends to a value independent of h ac , indicating again the presence of the linear regime. Note that, according to Eq. ͑2͒, in the critical state regime d⌳ c /dh ac ϰ1/j(T), thus the variation of the slope of ⌳ c vs h ac with T ͑which appears as a vertical shift in the log-log plot of Fig. 
6͒ allows us to determine the temperature dependence of j(T).
The great advantage of the above procedure is that it allows us to test the existence of a Bean regime, to determine its limits in the h ac ϪT plane and to obtain the temperature dependence of j(T) regardless of the sample geometry. The function Ј(⌳ c ) is unique to each sample, although, as expected, we found that the general shape is similar for different YBCO crystals with similar aspect ratio. Comparison of the experimental Ј(⌳ c ) with calculations for simple geometries will be shown elsewhere. 22 To estimate the absolute values of j we need to estimate the absolute values of ⌳ c , and to that end we must rely on some geometrical modeling. It is well known that for a thin sample in a transverse field the characteristic dimension for field penetration in the critical state is the thickness ␦, and exact calculations for the particular case of a disk show 21 that Јϭ0.5 when ⌳ c /␦ϭ0.75. If we adopt such criterium, then in the inset of because our sample is not a disk, but the difference will be an overall factor of the order of unity and is irrelevant within the context of our analysis. Inspection of Fig. 2 shows that, within the experimental resolution, the persistent current vanishes at Tϳ91.2Ϫ91.3 K, very close to the temperature where the Campbell regime disappears and in the linear limit starts to grow. The coincidence of both facts identify the Bose glass transition temperature T BG ϳ91.2Ϫ91.3 K. From Fig. 3 we conclude that the temperature dependence of the persistent current density j 90 kHz in the critical state closely follows that of j l (T), the limitting current of the linear regime. This observation implies that the linearity of the intravalley oscillations in the Campbell regime is lost when the current density at the sample perimeter reaches a significant fraction (ϳ20%) of the current density that flows in the critical state.
F. Frequency dependence and activation energies
As mentioned above, the persistent current flowing in the critical state at these high temperatures is much smaller than the ''true'' critical current j c (T) due to the strong influence of flux creep. To obtain information about the activation energies, we have measured Ј(T) at H dc ϭ360 Oe at 9 different frequencies between 300 Hz and 90 kHz. All curves were measured at h ac ϭ3.2 Oe, which is within the critical state regime for all f in our whole temperature range up to T BG . This is shown in the inset of Fig. 7 , where Љ(Ј) is plotted. Data for all frequencies are very similar, and are close to the expectation for a Bean state in a disk.
If j is determined by thermal activation, then the relation
applies. 3, 11, 23 Here U is the activation energy and f 0 a characteristic frequency. Each curve at constant f is a curve at fixed U( j,T)/kT ͑except for a very weak variation of ln f 0 , that we will neglect͒, the persistent current at each temperature adjusts itself to satisfy Eq. ͑3͒.
In many experimental studies the temperature of the maximum in Љ is measured as a function of frequency, and plots of ln f vs 1/kT are made. 23 If ln fϰ1/kT, it can be inferred from Eq. ͑3͒ that U(T) is either independent of T or linear in T, and the slope in these Arrhenius plots is a direct measure of the temperature independent term of U at the value of j at the peak. 23 The peak in Љ is just a particular point where j is easy to estimate, but the analysis can be repeated for any fixed value of j, i.e., for any fixed value of Ј. This is illustrated in Fig. 7 , where several curves of ln f vs 1/kT are shown. Each curve corresponds to a fixed value of Ј, indicated in the figure. We observe that ln f is not linear in 1/kT, implying that U(T) is not a linear function of T. This is not surprising, as in the presence of columnar defects and very close to T c a much stronger decrease of the activation energy with temperature is expected.
2,3
As we know the function ⌳ c (Ј), and thus j(h ac ,Ј) , we can now determine U( j,T) in the whole temperature and current ranges of our study. To that end we have developed the procedure described below which resembles, to some extent, the method introduced by Maley to obtain U( j,T) from time relaxation measurements. 24 We first note that the activation energy for the motion of elastic vortices in a random medium can be written in the very general form U( j,T)ϭU 0 
(T)F͓ j/ j c (T)͔, where F(x) →0 when x→1 and F(x) increases when x decreases. For instance, in a glassy state F͓ j/ j c (T)͔ϭ͓ j/ j c (T)͔
Ϫ␣ Ϫ1, where the glassy exponent ␣ depends on the particular creep regime under consideration. 2, 3, 25, 26 Except for j very close to j c , the activation energy can be factorized as U( j,T) ϷU( j)g(T) "e.g., in a glassy state U( j)ϭ j Ϫ␣ and g(T) ϭU 0 (T)͓ j c (T)͔ ␣ …. Then each curve in Fig. 7 ͑correspond-ing to a different j) should satisfy a relation of the form
where the right-hand side of Eq. ͑4͒ is only a function of T, independent of j and f 0 . Thus, if the correct set of constants U( j) ͑one for each curve͒ and ln f 0 ͑the same for all curves͒ is selected, the segments (ln fϪ ln f 0 )/U(j) plotted as a function of 1/T should collapse on a smooth curve that represents g(T)/T. In practice, we start by choosing an arbitrary value for ln f 0 , then we consecutively select values of U( j) trying to force each two adjacent segments to overlap in their common temperature range. This cannot be done in general: the two adjacent segments have different slope and merely cross at one point. Only when the right value of ln f 0 is chosen a satisfactory overlap can be obtained. The resolution of the procedure is very good, allowing us to obtain a very accurate estimate of ln f 0 . This is seen in Fig. 8 , where the procedure is applied for ln f 0 ϭ12.5, 14, and 15.5. It is clear that only the result for ln f 0 ϭ14 is satisfactory. We can now take the set of values U( j) used to build Fig. 8 , and plot them as a function of current density as shown in Fig. 9 . We observe a characteristic glassy behavior; 2,3,25,26 at large current densities Uϰ j Ϫ1. 5 , the exponent progressively decreasing at low j. We have repeated this analysis at H dc ϭ100 Oe. In the tem- perature range where the Bean critical regime develops, we found very similar results in U( j) and g (T) .
We can analyze the results of Figs. 8 and 9 within the framework of the vortex pinning diagram in the presence of columnar defects. 2, 3 Pinning and creep regimes at high temperatures are controlled by the transverse localization length of the vortices l Ќ which is determined by the root mean square amplitude of the thermal fluctuations. Above a temperature T dl defined by l Ќ (T dl )ϭd r , the localization length becomes larger than the average distance between tracks d r , and vortices become collectively pinned by several tracks. This temperature can be obtained from the relation d r ϭb 0 (T dl /T dp )exp(T dl /2T dp ), where b 0 is the effective track radius ͓in our temperature range b 0 ϭͱ2(T)],T dp ϳb 0 ͱ l r is a single-track characteristic energy, l is the anisotropic line tension, and r the pinning energy of a track per unit length. Based on previous results, 4 we can estimate T dl ϳ70 K. For TϾT dl the accommodation field, above which vortex-vortex interactions become significant, is 6 , where 0 ϭ(⌽ 0 /4) 2 and T dl is now a many-tracks characteristic energy T dl ϳT dp ln(d r /b 0 ) 2 . In the temperature range of our measurements this estimate of the accommodation field becomes very small, B*(T)Ͻ1 G, thus we expect to be deep into the collective pinning region.
A dynamic exponent ␣ϭ1.5 as seen in Fig. 9 is indeed typical of collective creep of vortex bundles. Konczykowski et al. 8 have found similar exponents close to T c in YBCO crystals with columnar defects. Blatter et al. 3 describe several possible collective creep regimes in samples with columnar defects and, in particular, they predict ␣ϭ1.5 in the regime of large bundles, i.e, for transverse bundle dimension larger than L . ͑The decrease of ␣ at low j could possibly indicate 3 a crossover to a charge density wave ͑CDW͒-type creep regime͒.
In the collective regime the localization length grows with temperature as l Ќ ϳd r (T/T dl ) 2 , the pinning energy of the bundle ͓the quantity to be associated with our U 0 (T)] decreases as U 0 ϳ r (b 0 /d r ) 2 (T dl /T) 2 , and the critical current density as j c ϳcU 0 /⌽ 0 l Ќ ϰ(T dl /T) 4 . Thus g(T)
Near T c the dependence is dominated by T dl ϰ(1Ϫt), then we expect a strong temperature dependence of g(T)ϰ(1Ϫt) 2ϩ4␣ , in agreement with our experimental results in Fig. 8 .
III. DYNAMIC DIAGRAM
We can now build up a diagram in the (h ac ,T) plane to identify the various dynamic regimes and analyze the crossovers among them, as summarized in Fig. 10 . The response for Tр91.2 K is characteristic of pinned vortices in a glassy phase. Below the crossover field h ac l (T), we observe a regime of pinned vortices performing intra-valley oscillations inside their pinning sites. The ac susceptibility is well characterized by a Campbell penetration depth and a small dissipative component. Above a second line h ac c (T) ͑and again for Tр91.2 K͒, a Bean critical state forms. The persistent current density flowing in this regime is determined by thermally activated processes that involve inter-valley collective jumps of vortex bundles. In between these two extreme regimes there is an intermediate nonlinear region that occupies a large portion of the (h ac ,T) plane, as h ac l (T) and h ac c (T) differ by more than one order of magnitude as seen in Fig.  10 .
Within the temperature range Tϳ91.2Ϫ91.3 K both the Campbell and Bean critical regimes disappear. This is indicative of a sudden depinning of vortices at a Bose-glass transition that occurs in the range 91.2 KрT BG р91.3 K. Above 91.3 K, the behavior is indicative of a vortex liquid. A linear response is observed for h ac р25 mOe, but the dissipation grows rapidly approaching an ohmic response ( ϭ1) at Tϳ91.5 K ͑see Fig. 2͒ . However, at high h ac we still observe a nonlinear response, i.e., we cannot access experimentally the unpinned ͑ohmic͒ liquid region. This is probably because at our low H dc the unpinned liquid regime only occurs in a very narrow temperature range below T c .
Let us now analyze the glassy phase of our dynamic diagram in terms of existing models for vortex motion. According to the simplest scenario, 14 the crossover between Campbell and Bean critical regimes should occur at a field h ac *(T) where the range of field penetration in the latter ͑which is proportional to h ac ) becomes larger than the h ac -independent range of field penetration in the former. For a longitudinal geometry ͑e.g., a slab or cylinder in a parallel field͒ this leads 14 to the simple crossover condition ⌳ c (h ac ,T) ϳ R (T). To compare our crossover fields with this prediction we must note that this criterium physically corresponds to the situation that the current density in the linear regime at the sample border becomes equal to the current density in the Bean regime. The situation is somewhat different in a transverse geometry where, due to the peculiar distribution of fields and currents in thin samples, the actual range of field penetration does not coincide with the penetration depth. A meaningful comparison in our case should involve the actual field penetration ranges rather than the penetration depths.
The practical criterium that we have adopted is to consider that the range of field penetration in the linear and critical regimes is the same when Јϭ0.5 in each case. This procedure is justified by the fact that both in the linear and Bean regimes the ac field roughly reaches the center of a transverse disk at half screening, which in turns indicates that the current density is approximately the same in both cases. In the Bean regime this happens 21 when ⌳ c ϳ(3/4)␦, while in the linear regime the analogous situation occurs 17 when R ϳͱR␦/8. The crossover should then occur when ͓ͱ(2R/␦)/3͔⌳ c (T)ϳ R (T), i.e., according to Eq. ͑2͒, when
In our case the correction factor ͱ(2R/␦)/3ϳ2. We can use Eq. ͑5͒ to estimate the crossover field h ac *(T) from R (T) and j(T). We emphasize that R (T) and j(T) are obtained in totally independent ways; the former from the linear regime data by numerically inverting Eq. ͑1͒, and the latter from the high h ac data using the geometrical procedure described in Sec. II D. The result is shown in Fig. 10 : the theoretical expectation for the crossover field h ac *(T) coincides very well with the line h ac c (T) that indicates the formation of a Bean critical state. We note that, due to the different functional dependencies Ј( R ) and Ј(⌳ c ) in the linear and critical regimes, the quantitative comparison between both regimes involves a certain degree of arbitrariness. For instance, if we adopt the criterium that the range of field penetration in the linear and critical regimes is the same when Љ is maximum in each case, we obtain a result slightly different than Eq. ͑5͒. The difference, however, is only about 20%. Thus, neglecting numerical factors of the order of unity, the good agreement between h ac *(T) and h ac c (T) in Fig.  10 supports the validity of the basic concept, the critical state develops when the Bean penetration range becomes longer than the Campbell penetration range. We also note that, although conceptually important, the geometrical factor ͱ(2R/␦)/3ϳ2 turns out to be not very significant in our case.
We now discuss the origin and nature of the large intermediate regime, which is not considered 14 in the models mentioned above. The simplest picture would be the following: the crossover between linear and critical response takes place abruptly, when the current density in the Campbell regime locally equals the value in the Bean regime. This occurs when the ac field locally reaches the crossover value h ac *(T), and thus there is a coexistence of both regimes, with the boundary moving inward as h ac increases. If this were the case, nonlinearities should first appear when the current density at the border of the crystal reaches the value that coincides with the persistent current density circulating in the critical state. Our data indicate that this is not exactly the case. Indeed, Fig. 3 shows that nonlinear response already develops when the current density at the border reaches a fraction of the current density in the critical state, resulting in a much larger intermediate regime. The remarkable fact is that this fraction is the same (ϳ0.2) at all temperatures although the values of j l (T) span two orders of magnitude in the temperature range of our study ͑see Fig. 3͒ .
The observation of a nonlinear response at current densities well below j 90 KHz , the current density flowing in the Bean critical state, indicates that these nonlinearities are associated with intra-valley oscillations. This can be understood by considering the shape of the pinning potential, that at these high temperatures is rather shallow. In particular, Blatter et al. 3 propose that the pinning energy as a function of the distance r between the vortex axis and the center of the track is p (r)ϰ͓r 2 plitude of the vortex oscillation u is proportional to the local current density and can be calculated from the experimental data, as described in detail in a previous work. 10 For the present crystal we found that nonlinearities develop when the amplitude of the oscillations at the sample border reaches a value u(ϭR)ϭr l ϳ50 Å. We associate r l with the range where the pinning potential p (r) can be well approximated by a parabola, which is smaller than the total pinning range. This picture explains the smooth nature of the crossover from linear to nonlinear response at h ac l (T). As we have discussed in previous sections, in the temperature and field range of our measurements we are deep into the collective pinning regime ͑Sec. II F͒, but the linear response in the Campbell regime is well described by a field independent Labusch parameter characteristic of single vortex pinning ͑Sec. II C͒. This supposed contradiction is easily resolved when the size of the vortex displacements involved in each case are taken into account. The linear response corresponds to oscillations that are uniform along the field direction, whose amplitude (р50 Å) is much smaller than the vortex lattice parameter aϳ2100 Å. In this range of displacements the energy variation sensed by a vortex due to the elastic interaction with the neighbor vortices is negligible as compared to the variation of the pinning energy, and thus the response is solely determined by the interaction of a single vortex with the tracks. We note, however, that the transverse localization length is much longer than the defect separation, thus each vortex is collectively pinned by many defects. The amplitude of the oscillations refers to the vortex center of mass, and the effective pinning potential arises from the contribution of more than one track. In the critical state regime at high amplitudes, on the other hand, the intervalley vortex excitations involve transverse displacements of the order of the defect separation or larger, and consequently the vortex-vortex interactions play a fundamental role in the response.
We finally discuss the lack of saturation in Љ at high amplitudes, which should be expected in the Bean model. Analogously to the crossover from Campbell to critical regimes analyzed previously, we expect that, as h ac keeps increasing, a new crossover to the ohmic ͑linear͒ flux-flow regime should take place when the Bean penetration becomes longer than the characteristic flux-flow penetration 14 given by the skin depth ␦ f f ϭ(c/4)ͱ f f / f , where f f is the flux-flow resistivity. If we estimate f f ϳ n H/H c2 (T), with n ϳ50 ⍀ cm and ͓dH c2 /dT͔ T c ϳ1.6 T/K, we find that the crossover condition ␦ f f ϳͱR/8␦⌳ c (T) occurs at the line h ac f f (T) shown in Fig. 10 . Although this line lies above our experimental data in almost all the temperature range of the solid phase ͑at the largest amplitude h ac ϭ8 Oe we intercept it at Tϳ91.1 K͒, we approach enough to it as to consider that flux-flow effects may have some influence in our highest amplitudes data. For instance, at h ac ϭ8 Oe the maximum in Љ takes place at Tϳ90.5 K, while h ac f f (90.5 K)ϳ40 Oe, a factor of 5 larger. Considering that, similarly to what we observe at the transition from Campbell to Bean regime, we can expect the existence of a large intermediate region between Bean and flux-flow regimes located below h ac f f (T), we conclude that the lack of saturation in Љ at high h ac arises from the increasing contribution of flux-flow dissipation with increasing h ac . In a recent publication, Brandt 27 has calculated the height of the peak in Љ for the current distributions arising from nonlinear EϪ j curves of the type Eϰ( j/ j c ) n , and obtained a continuous variation from Љϳ0.25 ͑Bean͒ to Љϳ0.44 ͑ohmic͒ as n decreases from nӷ1 to nϭ1, in qualitative agreement with our results. Unfortunately, a quantitative comparison with that model is not possible because the Eϰ( j/ j c ) n dependence used by Brandt corresponds to a creep regime with ␣Ӷ1, a condition which is not satisfied in our case where ␣ϳ1.5 ͑Sec. II F͒.
In summary, we built up a dynamic phase diagram of the vortex motion in YBCO crystals with columnar defects. We showed that both intra-and inter-valley excitations must be taken into account in the analysis of the response in the solid phase. The different length scales of the vortex oscillations in each case results in a Campbell regime that can be described by a single-vortex pinning scenario, while the critical state is clearly collective in nature. We introduced a couple of techniques to analyze our data that can be generally applied to explore the ac susceptibility due to vortex motion in other systems.
