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Abstract
In this paper, an explicit Exponential Method (EM), which is an off-shoot of Jibunoh’s spectral decomposition is developed
for the accurate and automatic integration of nonlinear (stiff and nonstiff) ODE systems. In particular, the Vanderpol system of
equations is solved. The method is also applicable to linear systems, including linear oscillatory systems or systems with complex
eigenvalues. It has simplicity of implementation by automatic computation using the QBASIC Codes and produces high accuracy
or the exact theoretical solutions in any nonlinear or linear systems. The EM is, therefore, superior to many traditional methods
which are less accurate and which integrate nonlinear systems with cumbersome procedures.
c⃝ 2014 Nigerian Mathematical Society. Production and Hosting by Elsevier B.V. All rights reserved.
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continuity; Two phase integration; QBASIC codes
1. Introduction
The general nonlinear Ordinary Differential system, an IVP, may be given by
y1 = f (t, y), y(to) = y0. (1.1)
The numerical integration of (1.1) e.g. by Rosenbrock method, the Euler Scheme or the RK method etc., is generally
by Jacobian evaluation at each step of the integration. This is often a manual procedure which is slow and tedious. The
attempt to apply the numerical spectral decomposition (NSD) of Jibunoh [1] will, no doubt, have attendant difficulty
because if An is the Jacobian at step n, it will amount to decomposing ehAn at each nth step, usually by isolating the
eigenvalues of An for each n. No program has been fashioned to take care of repeated decomposition of ehAn for each
n, by automatic computation. It will be worse if the eigenvalues of the Jacobian are complex.
Some authors, notably Lee and Preiser [2] or Steihaug and Wolfbrandt [3] have suggested a linearization of (1.1)
by use of an arbitrary constant matrix, as a constant Jacobian but experience has shown that, for many numerical
methods, such a constant matrix would lead to solutions which are, perhaps, initially accurate for small values of
n, if h is small, but become divergent as n −→ ∞. So an arbitrary constant matrix is generally something of a
fiction.
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In this paper, we shall approach the integration of (1.1) by following the procedure in Jibunoh [1] but without actual
decomposition of ehAn , where An is the general Jacobian at step n. As a prelude to Jibunoh’s spectral decomposition
in [1], we have the integration formula for the linear system:
y1 = f = Ay + b(t) (1.2)
which is given by
yn+1 = ehAyn + (ehA − 1)A−1bn (1.3)
where A is the constant Jacobian and
b(tn) = bn = b

t0 + nh + h2

(1.4)
and where the term h2 is ‘Jibunoh’s correction for continuity’ [1]. For the nonlinear system (1.1), let
An = ∂ f
∂y
(tn, yn), (1.5)
for all n. Then substituting An for A in (1.3), we have
yn+1 = ehAn yn + (ehAn − 1)A−1n bn . (1.6)
Since ehAn is in general, not to be decomposed to isolate the eigenvalues in terms of tn and yn , our procedure will be to
expand ehAn to any desired order. Generally a method of order two or three will be adequate provided h ≤ 0.001. The
formulas do not depend on any linearization of the system. They are also efficient even if An has complex eigenvalues.
2. Deriving the automatic integration formulas
It is possible to write (1.1) in the form of (1.2) i.e.
fn = An yn + b(tn, yn) (2.1)
at step n, which we may rewrite as
fn = An yn + bn, (2.2)
and An is given by (1.5). Substituting for bn = ( fn − An yn) in (1.6) and expanding ehAn , for example, to order 3, we
obtain
yn+1 = yn +

hI + h
2
2
An + h
3
6
A2n

fn . (2.3)
A method of order two is then given by
yn+1 = yn +

hI + h
2
2
An

fn . (2.4)
The integration formulas (2.3) and (2.4) are Explicit Exponential formulas which avoid matrix inversions. They are
subject to automatic computation using, for example, the QBASIC codes.
3. Integration of nonlinear nonstiff systems
For nonlinear nonstiff systems we shall take the stepsize h = 0.001, since no entry of the Jacobian of the system is
usually considered large. So, if h = 0.001, observe that
h2
2
= 0.0000005
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while
h3
6
= 0
approximately.
Since the entries of An are not too large being entries of Jacobians of nonstiff systems, we find or assume in (2.3)
that
h3
6
A2n = 0
approximately.
Hence the method (2.4) of order two, namely:
yn+1 = yn +

hI + h
2
2
An

fn
is adequate for nonlinear nonstiff systems, provided h ≤ 0.001.
However, for peculiar cases of non-stiff systems the following definition is applicable to choose h.
Definition 3.1. Let
A0 = ∂ f
∂y
(t0, y0)
be the Jacobian of the nonstiff system at (t0, y0). If the largest entry of A0, by absolute value, is a real number of r
digits, to the nearest whole number, such that r > 2, then take h = 10−(r+1).
4. Integration of nonlinear stiff systems
The nonlinear stiff systems shall be integrated using the exponential method of order three i.e. (2.3) namely
yn+1 = yn +

hI + h
2
2
An + h
3
6
A2n

fn .
Because of the large negative entries of An , in a stiff system, the choice of stepsize is determined as follows, by
definition.
Definition 4.1. Let
A0 = ∂ f
∂y
(t0, y0)
be the constant Jacobian at the origin, for a k-dim system, such that
A0 =

α11 α12 · · · α1k
α21 α22 · · · α2k
· · · · · · · · · · · ·
αk1 αk2 · · · αkk
 (4.1)
where the αi j are real entries. For some i , j , let αi j be such that |αi j | is the largest modulus of all the entries of A0,
which we write to the nearest integer as an integer of r digits. Then the initial stepsize for the integration is defined
by
h0 = 10−(r+1). (4.2)
This stepsize is bound to be very small if the system is very stiff but more often h0 = 0.0001.
If the required ultimate step of the integration is not too large, the integration can be continued with this stepsize h0
to the end. But suppose the required ultimate step is large, especially if h0 is very small. Assume that tN is this ultimate
step. Then it is possible to have a change of stepsize mid integration, so as to reduce the computer time wastage.
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As known generally and especially from [1] the theoretical or numerical solution of any K -dim system is a function
of the exponentials of the eigenvalues λ1, λ2, . . . , λk of the Jacobian. Thus as in [1] the numerical analogue of the
theoretical solution at step n, with a stepsize h, may be written in the form
yn = ϕ(eλ1hn, eλ2hn, . . . , eλkhn), (4.3)
where for a stiff system some eigenvalues are transient, while others are not.
First, suppose that the system is 2-dimensional. Let the eigenvalues of A0 be given by λ1 and λ2, where λ1 is
transient and λ2 is not, i.e.
|Reλ1| ≫ |Reλ2|. (4.4)
Then since Reλ1 and Reλ2 are negative, eλ1h0n will vanish faster than eλ2h0n , as n −→∞, where (λ1 is taken to mean
Reλ1).
Suppose that with a certain positive integer n = m, eλ1h0n vanishes. The positive integer m, can be found by
substituting for different values of m in the exponential function. The number m is the number of steps of the
integration required to arrive at the point tm , where the transient eigenvalue λ1 vanishes. This point tm is given by
tm = t0 + mh0, (4.5)
while the corresponding solution at tm is ym .
So the integration proceeds with the small stepsize h0 = 10−(r+1) up to the point tm in order to secure the
contribution of λ1, where it is assumed that λ1, does not change appreciably during these initial points of the
integration. This completes the first phase of the integration.
To move to the second phase, a change of step size to h = 0.001 would be implemented from the point tm . The
inputs for the second phase are obtained from the first phase as follows. We take y0 = ym , t0 = tm while h = 0.001.
The number of steps N , required to arrive at the known ultimate point tN is obtained from the equation
tN = tm + Nh, (4.6)
where in the computer program the original file is renamed due to the replacements of y0, t0 and h0 by ym, tm and
h = 0.001, respectively. It implies from (4.6) that the number of steps required to arrive at tN is
N = tN − tm
0.001
, since h = 0.001. (4.7)
Note that N is always a whole number of steps (due to the initially defined choices of m and h0). Thus generating
the additional N steps in (4.7) leads to the ultimate point of the integration. This completes the second and the final
phase of the integration.
However, with the same step size h = 0.001, it is still possible to proceed to a third phase of integration (although
this is rare) if N , obtained from (4.7) is still considered very large. In this case we first implement the second phase
which will terminate at 12 tN say, using the usual inputs from the first phase as explained above to obtain the number
of steps N1 < N given by
N1 =
1
2 tN − tm
0.001
, (4.8)
with a corresponding terminal solution y
( 12 tN )
at t = 12 tN at the end of the second phase.
The third phase is then initiated by the inputs, t0 = 12 tN , y0 = y( 12 tN ) and as usual h = 0.001. The number of steps
required to arrive at the final point tN is then given by
N2 = tN −
1
2 tN
0.001
(4.9)
Thus at tN , the corresponding terminal solution is then yt N . This will complete the third phase of the integration.
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In the general case in which dim k > 2, there may be other transient eigenvalues of A0 apart from the most transient.
If λ1λ2, . . . , λk are the eigenvalues, and λ1 say, is the most transient, then suppose eλ1h0m = 0. It will follow that m
is the number of steps required for λ1 to vanish. Because of other transient eigenvalues of smaller magnitudes which
may not vanish exactly at the mth step, the simple practical rule, usually, is to proceed with the first phase of the
integration using h0 = 10−(r+1) as defined, and to terminate this first phase after the number of steps m∗ which are
reasonably beyond the calculated value m, so as to be certain that all the transient eigenvalues have vanished.
If the eigenvalues of the k × k matrix A0 in (4.1) cannot be easily obtained because k is large, we assume the most
transient eigenvalue to be αi j , such that |αi j | is the largest modulus of all the entries of A0.
Note that a two phase integration is required only when the ultimate step is considered too large by using
h0 = 10−(r+1), as defined.
5. Component by component presentation of the integration formulas
For a general k-dim system:
An =

a11 a12 · · · a1k
a21 a22 · · · a2k
· · · · · · · · · · · ·
ak1 ak2 · · · akk
 (5.1)
where ai j is a function of tn and yn .
Let
fn =

f1n
f2n
...
fkn
 . (5.2)
Then the integration formula (2.4) of order two is given by
yn+1 = yn +


h 0 · · · 0
0 h · · · 0
· · · · · · · · · · · ·
0 0 · · · h

+h
2
2

a11 a12 · · · a1k
a21 a22 · · · a2k
· · · · · · · · · · · ·
ak1 ak2 · · · akk



f1n
f2n
...
fkn
 . (5.3)
Hence on component by component basis, we write
y1,n+1 = y1n +

h + h
2
2
a11

f1n + h
2
2
a12 f2n + · · · + h
2
2
a1k fkn
y2,n+1 = y2n + h
2
2
a21 f1n +

h + h
2
2
a22

f2n + · · · + h
2
2
a2k fkn
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
yk,n+1 = yk,n + h
2
2
ak1 f1n + h
2
2
ak2 f2n + · · · +

h + h
2
2
akk

fkn (5.4)
where h ≤ 0.001 for nonstiff systems.
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Similarly the component by component integration formula (2.3) of order three is obtained by expanding and
simplifying the matrix form
yn+1 = yn +


h 0 · · · 0
0 h · · · 0
· · · · · · · · · · · ·
0 0 · · · h

+h
2
2

a11 a12 · · · a1k
a21 a22 · · · a2k
· · · · · · · · · · · ·
ak1 ak2 · · · akk

+h
3
6

a11 a12 · · · a1k
a21 a22 · · · a2k
· · · · · · · · · · · ·
ak1 ak2 · · · akk

2


f1n
f2n
...
fkn
 (5.5)
where h = h0 = 10−(r+1) initially, or finally, for stiff systems.
6. Modifications in the QBASIC program
The integration formulas written as component by component formula in Section 5, above are subject to auto-
matic computation using the QBASIC program in Jibunoh [1] for linear systems. Slight modifications are, however,
introduced in the case of nonlinear systems, as follows:
1. The first input data shall be taken as the zero matrix of dim k, for a k-dim system.
2. The second input data shall be the identity matrix of order k.
3. The X -inputs are then the various component inputs of the integration formulas.
For example,
X1 = y1,n+1
X2 = y2,n+1
· · · · · · · · · · · ·
· · · · · · · · · · · ·
Xk = yk,n+1
for a particular k-dim system.
All other basic ingredients of the QBASIC program remain unchanged.
6.1. Solutions of the general 2× 2 nonstiff systems with the exponential method of order two
For a 2× 2 nonlinear nonstiff system, let the general Jacobian be given by
An =

∂ f1
∂y1
∂ f1
∂y2
∂ f2
∂y1
∂ f2
∂y2
 =

a11 a12
a21 a22

, (6.1)
at (t = tn , y = yn), where ai j are functions of tn and yn . Then by (5.4) the component by component integration
formulas of order two are given by
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y1,n+1 = y1n +

h + h
2
2
a11

f1n + h
2
2
a12 f2n
y2,n+1 = y2n + h
2
2
a21 f1n +

h + h
2
2
a22

f2n . (6.2)
In the QBASIC program for automatic computation, we let
a11 = D1,
a12 = D2,
a21 = D3,
a22 = D4,
z1 = h + h
2
2
∗ D1,
z2 = h
2
2
∗ D2,
z3 = h
2
2
∗ D3,
z4 = h + h
2
2
∗ D4.
(6.3)
Also we let
y1n = Y1, y1,n+1 = X1, f1n = F1,
y2n = Y2, y2,n+1 = X2, f2n = F2.
Thus in the QBASIC format, the component by component solutions of order two for a 2 × 2 system take the
forms
X1 = Y1+ Z1 ∗ F1+ Z2 ∗ F2
X2 = Y2+ Z3 ∗ F1+ Z4 ∗ F2 (6.4)
where Y , Z and F with different subscripts, are defined in (6.3).
6.2. Solutions of a 2× 2 stiff system with the exponential method of order three
As in (6.1), let
An =

a11 a12
a21 a22

. (6.5)
Then by (5.5) the component by component integration formulas are given by
y1,n+1 = y1n +

h + h
2
2
a11 + h
3
6
(a211 + a12a21)

f1n +

h2
2
a12 + h
3
6
a12(a11 + a22)

f2n
y2,n+1 = y2n +

h2
2
a21 + h
3
6
a21(a11 + a22)

f1n +

h + h
2
2
a22 + h
3
6
(a222 + a12a21)

f2n . (6.6)
In the context of the QBASIC program, for automatic computation, we have
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a11 = D1,
a12 = D2,
a21 = D3,
a22 = D4,
z1 =

h + h
2
2
∗ D1+ h
3
6
∗ (D12 + D2 ∗ D3)

,
z2 =

h2
2
∗ D2+ h
3
6
∗ D2 ∗ (D1+ D4)

,
z3 =

h2
2
∗ D3+ h
3
6
∗ D3 ∗ (D1+ D4)

,
z4 =

h + h
2
2
∗ D4+ h
3
6
∗ (D42 + D2 ∗ D3)

,
(6.7)
also,
y1n = Y1, y1,n+1 = X1, f1n = F1,
y2n = Y2, y2,n+1 = X2, f2n = F2.
The equivalents of (6.4) for the Exponential Method of Order Three are given by
X1 = Y1+ Z1 ∗ F1+ Z2 ∗ F2
X2 = Y2+ Z3 ∗ F1+ Z4 ∗ F2 (6.8)
where Y , Z and F with different subscripts, are defined in (6.7).
Similarly, as in Sections 6.1 and 6.2 we can build up the QBASIC Exponential Formulas of orders two and three
respectively, for any K × K systems.
Now, for a general K × K system, the general Jacobian at (tn, yn) is given by
An =

D1 D2 D3 · · · Dk
Dk+1 Dk+2 · · · · · · D2k
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
DK 2−k+1 DK 2−k+2 · · · · · · Dk2
 , (6.9)
where as usual a11 = D1, a12 = D2 etc., and D j is in general a function of (tn, yn).
Define C j = column j of An , ri = row i of An .
Then by the use of dot products, we have
A2n =

C1 • r1 C2 • r1 · · · · · · Ck • r1
C1 • r2 C2 • r2 · · · · · · Ck • r2
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
C1 • rk C2 • rk · · · · · · Ck • rk
 , (6.10)
where, for example
C1 • r1 = (D1, Dk+1, . . . , Dk2−k+1) • (D1, D2, . . . , Dk) = D21 + D2Dk+1 + · · · + DK Dk2−k+1
C2 • r1 = (D2, Dk+2, . . . , Dk2−k+2) • (D1, D2, . . . Dk) = D1D2 + D2Dk+2 + · · · + DK Dk2−k+2, etc.
Therefore on component by component basis we have the following formulas of order 3, in compact form, for the
general K × K system
y1,n+1 = y1n + h f1n +
k
j=1

h2
2
D j + h
3
6
C j • r1

f j,n
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y2,n+1 = y2n + h f2n +
2k
j=k+1

h2
2
D j + h
3
6
C j−k • r2

f j−k,n
y3,n+1 = y3n + h f3n +
3k
j=2k+1

h2
2
D j + h
3
6
C j−2k • r3

f j−2k,n
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
yk,n+1 = ykn + h fkn +
k2
j=k2−k+1

h2
2
D j + h
3
6
C j−k2+k • rk

f j−k2+k,n . (6.11)
The component by component formulas of order 2, are obtained for y1,n+1, y2,n+1, . . . , yk,n+1 respectively, by setting
h3
6 = 0, in each component of (6.11).
As usual the variables Z1, Z2, . . . , ZK 2 in the EM formulas which are functions of D j , are coefficients of
F1, F2, . . . , Fk respectively. Hence the QBASIC integration formulas of order 2 or 3, for the K × K system, take
the general forms
X1 = Y1+ Z1 ∗ F1+ Z2 ∗ F2+ · · · + Z(K ) ∗ F(K )
X2 = Y2+ Z(K + 1) ∗ F1+ Z(K + 2) ∗ F2
+ · · · + Z(2K ) ∗ F(K )
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
XK = Y K + Z(K 2 − K + 1) ∗ F1+ Z(K 2 − K + 2) ∗ F2
+ · · · + Z(K 2) ∗ F(K ) . (6.12)
The formulas (6.11) and (6.12) are for any K × K systems, where K ≥ 1, in general.
7. Numerical applications
We shall apply the Exponential Method of this paper (otherwise known as the EM) to nonlinear stiff and nonstiff
systems. The integrations are carried out by automatic computation using the QBASIC codes but modified in the
forms explained in Section 6.
Example 1.
dx
dt
= 2(x2 + y2)t
dy
dt
= 4xyt
x(0.1) = 0.418480361
y(0.1) = 0.084032201.
The theoretical solutions are given by
x(t) = 5− 2t
2
2(2− t2)(3− t2)
y(t) = 1
2(2− t2)(3− t2) .
This is a nonlinear nonstiff 2 × 2 system adapted from Krasnov et al. [4] p. 214. Observe that at t = 0 dxdt = 0 and
dy
dt = 0. Hence the initial point is taken as t = 0.1. Since this is a nonstiff system, the EM of order two is applicable
with h = 0.001. Here f1 = dxdt and f2 = dydt .
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Table 7.1
h = 0.001, t0 = 0.1 for EM Solutions of Example 1.
t N y(t) EM; yn
0.101 1 0.41851698 0.41851698
0.08404634 0.08404634
0.5 400 0.46753246 0.46753246
0.10389610 0.10389610
1.0 900 0.750000 0.749999
0.250000 0.249999
Let x = y1, y = y2 and h = 0.001, then noting that tn = t0 + nh + h2 = 0.1+ 0.001n + 0.0005, where the term h2
is ‘Jibunoh’s correction for continuity’, we have
An =

∂ f1
∂y1
∂ f1
∂y2
∂ f2
∂y1
∂ f2
∂y2
 = a11 a12a21 a22

, (7.1)
at (t = tn, y = yn), where, with h = 0.001, we have
a11 = (0.402+ 0.004n)y1n = D1
a12 = (0.402+ 0.004n)y2n = D2
a21 = (0.402+ 0.004n)y2n = D3
a22 = (0.402+ 0.004n)y1n = D4
f1n = (0.201+ 0.002n)(y21n + y22n) = F1
f2n = (0.402+ 0.004n)y1n y2n = F2
y10 = 0.418480361, y20 = 0.084032201
and where as usual, for the QBASIC Codes, y1n = Y1, y2n = Y2.
Applying the QBASIC integration formulas (6.4) of order two, for the nonstiff 2×2 system, we obtain the automatic
numerical solutions which are compared with the theoretical solutions in Table 7.1 in the interval 0.1 ≤ t ≤ 1.
From Table 7.1 the EM solutions coincide with the theoretical solutions in the interval of the integration. This
shows that the EM is very efficient for nonlinear nonstiff systems. A sample program with the output for this example
is given in Appendix A.
Example 2.
y11 = y2
y12 = −y1 + λy2(1− y21), λ ≥ 20
y(0) = (2, 0)T ,
Source: National Mathematical Centre, Abuja, Nigeria (2010)
This is the Vanderpol system of equations which has not been solved theoretically. For small λ ≥ 0, the system
is nonstiff while for λ ≥ 20, the system is stiff. We shall obtain the theoretical solution in the case λ = 0, using
Jibunoh’s spectral decomposition [1] and also obtain the numerical solutions for other values of λ ≥ 0, using the EM
of this paper.
Now, if λ = 0, the system is a homogeneous linear system given by the matrix equation
f =

0 1
−1 0

y, y(0) =

2
0

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where
A =

0 1
−1 0

is the constant Jacobian, with complex eigenvalues, λ1 = −i and λ2 = i .
By Jibunoh’s NSD [1],
y∗(t) =

A1y0 A2y0
 e−i t
ei t

(7.2)
where A1 and A2 are obtained from
A1
A2

=

1 1
−i i
−1  I
A

. (7.3)
Thus
A1 = 12

1 i
−i 1

and
A2 = I − A1 = 12

1 −i
i 1

.
Then from (7.2)
y∗(t) =

1 1
−i i

e−i t
ei t

(7.4)
or
y∗(t) =

2 cos t
−2 sin t

= y(t), (7.5)
the exact theoretical solution (if λ = 0).
To apply the EM, we obtain the general Jacobian of the system at step n, as
An =

0 1
−1− 2λy1n y2n λ(1− y21n)

(7.6)
or we may write
An =

a11 a12
a21 a22

(7.7)
where
a11 = 0 = D1
a12 = 1 = D2
a21 = (−1− 2λy1n y2n) = D3
a22 = λ(1− y21n) = D4
f1n = y2n = F1
f2n = −y1n + λy2n(1− y21n) = F2
y10 = 2, y20 = 0.
By the QBASIC convention: y1n = Y1, y2n = Y2.
We consider two broad cases: namely the case λ is small and the case λ is large.
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Table 7.2
Solutions of the Vanderpol system when λ = 0, h = 0.001.
t N y(t) EM; yn , h = 0.001
0.001 1 1.999999 1.999999
−0.002000 −0.002000
0.5 500 1.755165 1.755165
−0.958851 −0.958851
1.0 1000 1.080604 1.080604
−1.682942 −1.682942
1.5 1500 0.141474 0.141474
−1.994990 −1.994990
2.0 2000 −0.832294 −0.832294
−1.818595 −1.818595
7.1. The case λ is small such that the system is nonstiff
If λ is small, in which case the system is nonstiff, the EM (2.4) of order two, is applicable with h = 0.001.
Applying the value of ai j , f1n, f2n given in (7.7), the component by component solutions of order two reduce to
y1,n+1 = y1n + h f1n + h
2
2
f2n
y2,n+1 = y2n + h
2
2
a21 f1n +

h + h
2
2
a22

f2n .
(7.8)
By substituting the values of a21, a22, f1n , and f2n from (7.7) we have
y1,n+1 = y1n + hy2n + h
2
2

−y1n + λy2n(1− y21n)

.
y2,n+1 = y2n + h
2
2
(−1− 2λy1n y2n)y2n +

h + h
2
2
λ(1− y21n)

×

−y1n + λy2n(1− y21n)

. (7.9)
If λ = 0 and h = 0.001 then,
y1,n+1 = y1n + 0.001y2n − 0.001
2
2
y1n
y2,n+1 = y2n − 0.001
2
2
y2n − 0.001y1n (7.10)
y10 = 2, y20 = 0.
The integration formulas (7.10) may be applied for automatic integration, by writing in QBASIC codes as follows:
X1 = Y1+ 0.001 ∗ Y2− 0.001
2
2
∗ Y1
X2 = Y2− 0.001
2
2
∗ Y2− 0.001 ∗ Y1. (7.11)
However, the general QBASIC integration formulas (6.3) and (6.4) of order two are applied using the Vanderpol data
listed in (7.7) by taking λ = 0 and h = 0.001.
The automatic numerical solutions are given to six decimal places while the theoretical solutions are obtained from
(7.5) and compared with the numerical solutions in Table 7.2 in the interval, 0 ≤ t ≤ 2.
From Table 7.2 the EM solutions coincide with the theoretical solutions at all points of the integration.
7.2. The case λ is large such that the system is stiff
If λ is large in which case the system is stiff, then the general EM (2.3) of order three is applicable with initial
h0 = 10−(r+1), by Definition 4.1.
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Table 7.3(a)
EM Solutions for the Vanderpol Equation, λ = 20, λ = 50.
t EM ; λ = 20 EM : λ = 50
h0 = h = 0.001 h0 = 0.0001 h = 0.001
0.001 1.99999902 1.99999905
−0.00194120 −0.00185723
1.0 1.96677708 1.98668259
−0.03426814 −0.01348213
5.0 1.82037742 1.93146124
−0.03930376 −0.01414577
10.0 1.59815177 1.77953395
−0.05129752 −0.01642321
Table 7.3(b)
EM Solutions for the Vanderpol Equation, λ = 100, λ = 200.
t EM ; λ = 100 EM : λ = 200
h0 = h = 0.0001 h0 = h = 0.0001
0.5 1.99668437 1.99833775
−0.00668502 −0.00333794
1.0 1.99337174 1.99666760
−0.00670379 −0.00334260
2.0 1.98661442 1.99332032
−0.00674184 −0.00335199
5.0 1.96621280 1.98322154
−0.00686035 −0.00338067
Using (7.7) as An , with entries a11, a12, a21, a22, f1n and f2n as given for the Vanderpol system, we apply the
QBASIC integration formulas (6.7) and (6.8) of Order Three, for different values of λ and h. As explained in
Section 4, for stiff systems, a first phase integration is applied with stepsize h0 as defined, and if the ultimate step is
too large, a second phase integration is applied with a change of stepsize to h = 0.001 ≥ h0.
The automatic numerical solutions for the cases λ = 20, λ = 50 are exhibited in Table 7.3(a) while those for
λ = 100 and 200 respectively are given in Table 7.3(b).
As observable from Tables 7.3(a) and 7.3(b) there is a steady increase of the first and second components of the
solution at any particular point t , as λ increases. Check, for example, at t = 1.0, for each of λ = 20, 50, 100 and 200.
By the coincidence of the EM with the theoretical solutions in Table 7.2, for λ = 0, we infer that the solutions for
the above chosen values of λ must invariably be the exact theoretical solutions.
A sample QBASIC program and the automatic output for the case λ = 20, are given in Appendix B.
Example 3.
y11 = f1 = 0.01− (0.01+ y1 + y2) [1+ (1000+ y1)(1+ y1)]
y12 = f2 = 0.01− (0.01+ y1 + y2)(1+ y22)
y1(0) = y2(0) = 0,
0 ≤ t ≤ 100.
This is a stiff nonlinear system obtained from Lambert [5] and Fatunla [6] where it was solved by other numerical
methods. The system has not been solved theoretically but an assumed theoretical solution at the terminal point,
t = 100, is given in Lambert [5], as obtained with the explicit RK methods of order four, with h = 0.0005.
Now,
An =

∂ f1
∂y1
∂ f1
∂y2
∂ f2
∂y1
∂ f2
∂y2
 = a11 a12a21 a22

, (7.12)
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Table 7.4(a)
Comparing EM Solutions of Example 3 with those of Fatunla [6]
t EM Fatunla [6]
10 −0.1100537 −0.1131583
0.1000761 0.1031919
20 −0.2098074 −0.2140978
0.1998327 0.2041358
50 −0.5087100 −0.5177467
0.4987505 0.5078083
100 −0.9918163 −0.9990020
0.9835357 0.9940184
Table 7.4(b)
Comparing solutions at the terminal point of Example 3
t y(t) EM Fatunla [6] Lambert [5]
(As found)
100 −0.9916 −0.9918 −0.9990 −0.9990
0.9833 0.9835 0.9940 0.9940
at (t = tn, y = yn), where
a11 = −1011.01− 2002.02y1n − 3y21n − 1001y2n − 2y1n y2n = D1
a12 = −1001− 1001y1n − y21n = D2
a21 = −1− y22n = D3
a22 = −1− 0.02y2n − 2y1n y2n − 3y22n = D4
f1n = 0.01− (0.01+ y1n + y2n) [1+ (1000+ y1n)(1+ y1n)] = F1
f2n = 0.01− (0.01+ y1n + y2n)(1+ y22n) = F2
y10 = 0, y20 = 0
y1n = Y1, y2n = Y2.
From An , we find that
A0 =
−1011.01 −1001
−1 −1

with eigenvalues λ1 = −1012.000109 and λ2 = −0.0098915.
By the entries of A0, a first phase integration is applied with h0 = 0.00001 and a second with h = 0.001 as
explained in Section 4, using the EM of order three. After reducing the EM to the QBASIC formulas (6.7) and (6.8)
of Order 3, which are applied to the system, the numerical solutions are obtained by automatic computation and
compared in Table 7.4(a), with the solutions obtained by Fatunla [6] in the interval 0 ≤ t ≤ 100.
Solutions of Fatunla [6] in Table 7.4(a) appear to be close to the EM solutions at all points t < 100, although EM
solutions are clearly superior. This is evidenced in the solution at the terminal point t = 100, in Table 7.4(b), where
the EM solution and the assumed theoretical solution are approximately coincident. The EM produced an error of
only 0.0002 in both components of the solution, while the solutions of Fatunla [6] and Lambert [5] produced errors of
0.0074 and 0.0107 in first and second components respectively, to four decimal places. Not minding the unavoidable
and small round off errors inherent in a small computer used for this problem, it can be said that the EM produced the
exact theoretical solutions in the whole interval, 0 ≤ t ≤ 100.
The terminal solution at t = 100, of the assumed y(t) with that of the EM, is compared with those of Fatunla [6]
and Lambert [5], in Table 7.4(b), to four decimals places.
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8. Conclusion
The Exponential Method of this paper, which is an off-shoot of Jibunoh’s spectral decomposition, has demonstrated
its capacity to obtain the accurate and automatic integration of nonlinear ODE systems. In particular, the Vanderpol
system of equations is solved. The Exponential method is easily applicable to linear systems, since in this case
An = A, the constant Jacobian, which is independent of n.
Linear oscillatory systems or systems with complex eigenvalues are particularly handled by the EM with exemplary
accuracy. Examples of such systems which are stiff, as obtained from Burden and Faires [7], and Lambert [8],
respectively, are:
(i) y11 = 9y1 + 24y2 + 5 cos t −
1
3
sin t
y12 = −24y1 − 51y2 − 9 cos t +
1
3
sin t y1(0) = 43 , y2(0) =
2
3
,
(ii) y1 =
−21 19 −2019 −21 20
40 −40 −40
 y, y(0) =
 10
−1
 .
The above systems have been integrated accurately in [1], by Jibunoh’s spectral decomposition. It is to be noted that
the EM is, however, more efficient than the strict Jibunoh’s NSD in nonstiff systems with non distinct eigenvalues.
The EM is therefore generally applicable to all systems which are nonlinear or linear. It has simplicity of application
by automatic computation and exhibits high accuracy. These attributes make the EM superior to many traditional
methods which produce less accuracy and which integrate nonlinear systems with cumbersome procedures.
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Appendix A
Sample Program and Automatic Output for Example I
10 OPTION BASE 1
20 REM
30 OPEN “O”, #1, “C:OUTPUT E1” N = 0,Y 1 =.418516983956162 8.404633947175974D-02
40 REM N = 1,Y 2 =.4185539780584893.0840606222948536
50 DEFDBL A-B N = 2,Y 3 =.4185913435088222 8.407504957955587D-02
60 DEFDBL Y N = 3,Y 4 =.4186290805090015 8.408962143800419D-02
70 DEFDBL X N = 4,Y 5 =.418667189272756 8.410433798404965D-02
80 REM*************************************** N = 5,Y 6 =.4187056700049861 8.411919932999767D-02
90 REM SEGMENT TO READ THE VALUES OF THE N = 390,Y 391 =.4654959055911996.1030351011533419
100 REM FIRST AND SECOND ARRAY N = 391,Y 392 =.4657194559352815.1031294610560493
110 REM************************************* N = 392,Y 393 =.4659436857083469.1032241451440894
120 DIM A(2, 2), B(2, 2) N = 393,Y 394 =.4661685966527757.1033191544809437
130 FOR ROW = 1 TO 2 N = 394,Y 395 =.4663941904998545.1034144901265838
140 FOR COL = 1 TO 2 N = 395,Y 396 =.4666204689808779.1035101531558923
150 READ A(ROW, COL) N = 396,Y 397 =.4668474338420567.1036061446363098
160 NEXT COL N = 397,Y 398 =.4670750868296105.1037024656501898
170 NEXT ROW N = 398,Y 399 =.4673034297046767.1037991172873515
180 DATA 0,0 N = 399,Y 400 =.4675324642433079.1038961006301684
190 DATA 0,0 N = 400,Y 401 =.4677621922215656.1039934167759276
200 REM N = 401,Y 402 =.467992615415522.1040910668293819
210 FOR ROW1 = 1 TO 2 N = 402,Y 403 =.4682237356161638.1041890518952895
220 FOR COL1 = 1 TO 2 N = 403,Y 404 =.4684555546293965.1042873730858745
230 READ B(ROW1, COL1) N = 404,Y 405 =.4686880742611325.1043860315133664
(continued on next page)
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240 NEXT COL1 N = 405,Y 406 =.4689212963322045.104485028312369
250 NEXT ROW1 N = 890,Y 891 =.7389776824974674.2434177214442096
260 DATA 1,0 N = 891,Y 892 =.740180175631203.2441327514849893
270 DATA 0,1 N = 892,Y 893 =.7413881180900664.2448517777622996
290 REM N = 893,Y 894 =.7426015461272648.2455748308610222
300 REM N = 894,Y 895 =.7438204966160975.2463019418096178
310 REM**************************************** N = 895,Y 896 =.7450450063869044.2470331417078892
320 REM SEGMENT TO READ THE VALUES OF Y(N) N = 896,Y 897 =.7462751130325314.2477684621843147
330 REM FOR N EQUAL TO 1,2 N = 897,Y 898 =.7475108542439256.2485079351420446
340 REM***************************************** N = 898,Y 899 =.7487522681904857.2492515926644032
350 LET Y1 =.418480361# N = 899,Y 900 =.7499993932815309.2499994673133912
360 LET Y2 =.084032201# N = 900,Y 901 =.7512522682854977.2507515918908425
370 REM N = 901,Y 902 =.7525109324762314.2515079996456041
390 CLS N = 902,Y 903 =.7537754251950242.2522687239510846
400 FOR N = 0 TO 999 N = 903,Y 904 =.7550457866744038.2530337987759798
401 LET D1 = (.402 +.004 * N) * Y1 N = 904,Y 905 =.756322057001601.2538032582407745
402 LET D2 = (.402 +.004 * N) * Y2 N = 905,Y 906 =.7576042769814288.2545771368853441
403 LET D3 = (.402 +.004 * N) * Y2 N = 906,Y 907 =.7588924875391407.255355469608681
404 LET D4 = (.402 +.004 * N) * Y1 N = 907,Y 908 =.7601867301981076.2561382916096753
405 LET F1 = ((.201 +.002 * N) * (Y1ˆ2 + Y2ˆ2)) N = 908,Y 909 =.7614870469920899.2569256385379972
406 LET F2 = (.402 +.004 * N) * Y1 * Y2 N = 909,Y 910 =.7627934800451442.2577175464316175
407 LET Z1 =.001 + (.001ˆ2 / 2) * D1 N = 910,Y 911 =.76410607192695.2585140514762631
408 LET Z2 = (.001ˆ2 / 2) * D2 N = 911,Y 912 =.7654248657515427.259315190461234
409 LET Z3 = (.001ˆ2 / 2) * D3 N = 912,Y 913 =.7667499050792836.2601210005030168
410 LET Z4 =.001 + (.001ˆ2 / 2) * D4 N = 913,Y 914 =.7680812338300165.2609315190180522
412 LET X1 = Y1 + Z1 * F1 + Z2 * F2 N = 914,Y 915 =.769418896319029.2617467839961569
420 LET X2 = Y2 + Z3 * F1 + Z4 * F2 N = 915,Y 916 =.7707629372691672.2625668335981407
440 LET X3 = A(1, 1) * Y1 + A(1, 2) * Y2 N = 916,Y 917 =.7721134019549954.26339170659392
450 LET X4 = A(2, 1) * Y1 + A(2, 2) * Y2 N = 917,Y 918 =.7734703360938424.2642214420182841
470 LET X5 = B(1, 1) * X1 + B(1, 2) * X2 N = 918,Y 919 =.7748337856432793.265056079325405
480 LET X6 = B(2, 1) * X1 + B(2, 2) * X2 N = 919,Y 920 =.7762037972786306.2658956583889586
500 LET Y1 = X3 + X5 N = 920,Y 921 =.7775804177959417.2667402195613641
510 LET Y2 = X4 + X6 N = 921,Y 922 =.778963694989233.2675898036537626
530 REM N = 922,Y 923 =.7803536766141232.2684444517989663
540 REM N = 923,Y 924 =.7817504109818022.2693042055688596
550 REM N = 924,Y 925 =.7831539470869895.2701691070346637
560 PRINT #1, “N =”; N; “,”; “Y”; N + 1; “=”; Y1; Y2
570 NEXT N
580 END
Appendix B
Sample Program and Automatic Output for Example 2
Vanderpol Equation Solutions for λ = 20
10 OPTION BASE 1
20 REM
30 OPEN “O”, #1, “C:OUTPUT EVB” N = 0,Y 1 = 1.999999019999905 −1.941199763678014D-03
40 REM N = 1,Y 2 = 1.999996155871877 −3.769350308477862D-03
50 DEFDBL A-B N = 2,Y 3 = 1.999991517341948 −5.491034587777344D-03
60 DEFDBL Y N = 3,Y 4 = 1.999985207746205 −7.112453067113001D-03
70 DEFDBL X N = 4,Y 5 = 1.999977324402352 −8.639445418984929D-03
80 REM*************************************** N = 5,Y 6 = 1.999967958959048 −.0100775118623536
90 REM SEGMENT TO READ THE VALUES OF THE N = 6,Y 7 = 1.999957197727954 −1.143183258763297D-02
100 REM FIRST AND SECOND ARRAY N = 7,Y 8 = 1.999945121991449 −1.270728662073117D-02
110 REM************************************* N = 8,Y 9 = 1.999931808297131 −1.390846874261776D-02
120 DIM A(2, 2), B(2, 2) N = 990,Y 991 = 1.967085453920245 −3.425903763570248D-02
130 FOR ROW = 1 TO 2 N = 991,Y 992 = 1.96705119437885 −3.426004823047189D-02
140 FOR COL = 1 TO 2 N = 992,Y 993 = 1.967016933824128 −3.426105892180354D-02
150 READ A(ROW, COL) N = 993,Y 994 = 1.966982672259804 −3.426206970963578D-02
160 NEXT COL N = 994,Y 995 = 1.966948409685879 −3.426308059396695D-02
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170 NEXT ROW N = 995,Y 996 = 1.966914146098626 −.0342640915749724
180 DATA 0,0 N = 996,Y 997 = 1.966879881501771 −3.426510265247929D-02
190 DATA 0,0 N = 997,Y 998 = 1.966845615895315 −3.426611382660105D-02
200 REM N = 998,Y 999 = 1.966811349275532 −3.426712509722596D-02
210 FOR ROW1 = 1 TO 2 N = 999,Y 1000 = 1.966777081646147 −3.426813646452516D-02
220 FOR COL1 = 1 TO 2 N = 1000,Y 1001 = 1.966742813003435 −3.426914792844122D-02
230 READ B(ROW1, COL1) N = 1001,Y 1002 = 1.966708543351121 −3.427015948897327D-02
240 NEXT COL1 N = 1002,Y 1003 = 1.96667427268548 −3.427117114623784D-02
250 NEXT ROW1 N = 1003,Y 1004 = 1.966640001010237 −3.427218290017786D-02
260 DATA 1,0 N = 1004,Y 1005 = 1.966605728321667 −3.427319475084901D-02
270 DATA 0,1 N = 1005,Y 1006 = 1.96657145461977 −3.427420669814038D-02
290 REM N = 1006,Y 1007 = 1.966537179908271 −3.427521874221925D-02
300 REM N = 1007,Y 1008 = 1.966502904183445 −3.427623088303401D-02
310 REM**************************************** N = 1008,Y 1009 = 1.966468627445291 −3.427724312058298D-02
320 REM SEGMENT TO READ THE VALUES OF Y(N) N = 1009,Y 1010 = 1.966434349697536 −.0342782554548614
330 REM FOR N EQUAL TO 1,2 N = 1010,Y 1011 = 1.966400070936454 −3.427926788604667D-02
340 REM***************************************** N = 1011,Y 1012 = 1.966365791162044 −3.428028041396895D-02
350 LET Y1 = 2 N = 1012,Y 1013 = 1.966331510374308 −3.428129303873777D-02
360 LET Y2 = 0 N = 1013,Y 1014 = 1.966297228573244 −3.428230576035537D-02
370 REM N = 1014,Y 1015 = 1.966262945762578 −3.428331857887786D-02
380 CLS N = 1015,Y 1016 = 1.966228661938585 −.0342843314942497
381 FOR N = 0 TO 9999 N = 1016,Y 1017 = 1.966194377101264 −3.428534450647311D-02
382 LET D1 = 0 N = 4989,Y 4990 = 1.820770380333997 −3.928800332304135D-02
383 LET D2 = 1 N = 4990,Y 4991 = 1.820731091540106 −3.928957834450685D-02
384 LET L = 20 N = 4991,Y 4992 = 1.820691801170315 −3.929115357066842D-02
403 LET D3 = (-1 - 2 * L * Y1 * Y2) N = 4992,Y 4993 = 1.820652509224625 −3.929272900134332D-02
404 LET D4 = (L * (1 - Y1ˆ2)) N = 4993,Y 4994 = 1.820613215703034 −3.929430463683158D-02
405 LET F1 = Y2 N = 4994,Y 4995 = 1.820573920605544 −3.929588047701786D-02
406 LET F2 = (-Y1 + L * Y2 * (1 - Y1ˆ2)) N = 4995,Y 4996 = 1.820534623932153 −3.929745652213257D-02
407 LET Z1 = (.001 + (.001ˆ2 / 2) * D1 + (.001ˆ3 / 6) * (D1ˆ2 + D2* D3)) N = 4996,Y 4997 = 1.820495325682862 −3.929903277206038D-02
408 LET Z2 = ((.001ˆ2 / 2) * D2 + (.001ˆ3 / 6) * D2 * (D1 + D4)) N = 4997,Y 4998 = 1.820456025857672 −3.930060922691793D-02
409 LET Z3 = ((.001ˆ2 / 2) * D3 + (.001ˆ3 / 6) * D3* (D1 + D4)) N = 4998,Y 4999 = 1.820416724456581 −3.930218588681965D-02
410 LET Z4 = (.001 + (.001ˆ2 / 2) * D4 + (.001ˆ3 / 6) * (D4ˆ2 + D2* D3)) N = 4999,Y 5000 = 1.82037742147959 −.0393037627517662
412 LET X1 = Y1 + Z1 * F1 + Z2 * F2 N = 5000,Y 5001 = 1.820338116926699 −3.930533982175599D-02
420 LET X2 = Y2 + Z3 * F1 + Z4 * F2 N = 5001,Y 5002 = 1.820298810794183 −3.930691709679535D-02
440 LET X3 = A(1, 1) * Y1 + A(1, 2) * Y2 N = 5002,Y 5003 = 1.820259503085767 −3.930849457699526D-02
450 LET X4 = A(2, 1) * Y1 + A(2, 2) * Y2 N = 5003,Y 5004 = 1.820220193797725 −3.931007226235982D-02
470 LET X5 = B(1, 1) * X1 + B(1, 2) * X2 N = 5004,Y 5005 = 1.820180882933783 −3.931165015281633D-02
480 LET X6 = B(2, 1) * X1 + B(2, 2) * X2 N = 9995,Y 9996 = 1.598356931541804 −5.128259229460598D-02
500 LET Y1 = X3 + X5 N = 9996,Y 9997 = 1.598305647083683 −.0512863227041666
510 LET Y2 = X4 + X6 N = 9997,Y 9998 = 1.59825435889611 −5.129005398943794D-02
530 REM N = 9998,Y 9999 = 1.598203066975359 −5.129378615088021D-02
540 REM N = 9999,Y 10000 = 1.59815177132143 −5.129751918829148D-02
550 REM
560 PRINT #1, “N =”; N; “,”; “Y”; N + 1; “=”; Y1; Y2
570 NEXT N
580 END
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