Abstract Weakly-relational numeric constraints provide a compromise between complexity and expressivity that is adequate for several applications in the field of formal analysis and verification of software and hardware systems. We address the problems to be solved for the construction of full-fledged, efficient and provably correct abstract domains based on such constraints. We first propose to work with semantic abstract domains, whose elements are geometric shapes, instead of the (more concrete) syntactic abstract domains of constraint networks and matrices on which the previous proposals are based. This allows to solve, once and for all, the problem whereby closure by entailment, a crucial operation for the realization of such domains, seemed to impede the realization of proper widening operators. In our approach, the implementation of widenings relies on the availability of an effective reduction procedure for the considered constraint description: one for the domain of bounded difference shapes already exists in the literature; we provide algorithms for the significantly more complex cases of rational and integer octagonal shapes. We also improve upon the state-of-the-art by presenting, along with their proof of correctness, closure by entailment algorithms of reduced complexity for domains based on rational and integer octagonal constraints. The consequences of implementing weakly-relational numerical domains with floating point numbers are also discussed.
Introduction
Numerical properties are of great interest in the broad area of formal methods for their complete generality and for the crucial role they often play in the definition of static analyses and program verification techniques. In the field of abstract interpretation, classes of numerical properties are captured by numerical abstract domains. These have been and are widely used, either as the main abstraction for the application at hand, or as powerful ingredients to improve the precision of other abstract domains.
Among the wide spectrum of numerical abstractions proposed in the literature, probably the most famous are the (non-relational) abstract domain of intervals [1] and the (relational) abstract domain of convex polyhedra [2] . As far as the efficiency/precision trade-off is concerned, these domains occupy the opposite ends of the spectrum: on the one hand, the operations on convex polyhedra achieve a significant level of precision, which is however countered by a worst-case exponential time complexity that demands particular care with its use if scalability problems are to be avoided; on the other hand, the great efficiency of the corresponding operations on intervals is made unappealing by the fact that the obtained precision is often unsatisfactory. This well-known dichotomy (which does not impede that, for some applications, convex polyhedra or intervals are the right choices) has motivated recent studies on several abstract domains that lie somewhere between these two extremes, and can therefore be called weakly-relational abstract domains. Examples include domains based on constraint networks [3] [4] [5] , the abstract domain of difference-bound matrices [6, 7] , the octagon abstract domain [8] , the 'two variables per inequality' abstract domain [9] , the octahedron abstract domain [10] , and the abstract domain of template constraint matrices [11] . Moreover, similar proposals that are not abstractions of the domain of convex polyhedra have been put forward, including the abstract domain of bounded quotients [3] , the zone congruence abstract domain [12] and the one of integer octagonal constraints.
The latter constraints -that is, constraints of the form ax + by ≤ d where a, b ∈ {−1, 0, +1}, d ∈ Z and the variables x and y range over the integers-are also called Unit Two Variables Per Inequality (UTVPI) integer constraints and constitute an interesting subclass of linear integer constraints admitting polynomial solvability. The place which these constraints occupy in the complexity/expressivity spectrum is, in fact, peculiar. Concerning complexity, relaxing the restriction of (at most) two variables per constraint and/or relaxing the restriction on coefficients make the satisfiability problem NP-complete [13, 14] . Concerning expressivity, these constraints have been successfully used in a number of applications [15] [16] [17] [18] in the field of formal analysis and verification of software and hardware systems. Besides that, integer octagonal constraints can be used for representing and solving many integer problems in the field of constraint programming, such as temporal reasoning and scheduling [13] . When (integer or rational) octagonal constraints are used to build abstract domains the most critical operation is closure by entailment.
1 This is the procedure whereby a set of octagonal constraints is augmented with (a finite representation of) all the octagonal constraints that can be inferred from it. The closure algorithms for rational octagonal constraints are sound but not complete for integer octagonal constraints. The latter require so-called tight closure algorithms that fully exploit the integrality of the variables. In this paper, we address -providing the proofs of all the stated results-several issues that revolve around the closure by entailment operation: its interaction with the widening operators that ensure fixpoint computations terminate after a reasonable number of iterations; its efficient computation, both on rational and integer domain; its correct realization when floating point numbers are used for the implementation.
Closure by Entailment and Widening Operators
For the abstract domain of convex polyhedra, all the widenings that have been proposed are variations of, and/or improvements to, what is commonly referred to as the standard widening [2, 19] . This is based on the general widening principle "drop the unstable components" applied to constraints. Not surprisingly, most proposals for widening operators for the weakly relational domains are based on the same principle and analogous to the standard widening. For instance, for the domain of difference bound matrices mentioned above, an operator meant to match the standard widening is given in [7] . Unfortunately, as pointed out by A. Miné in [6, 8] and also in his PhD thesis [18] , this operator is not a widening, since it has no convergence guarantee. The reason is that closure by entailment, which is systematically performed so as to provide a canonical form for the elements and to improve the precision of several domain operations, has a negative interaction with the extrapolation operator of [7] that compromises the convergence guarantee. Intuitively, what can happen is that, while the extrapolation operator discards unstable constraints, the closure operation reinserts them (because they were redundant): failure to drop such unstable constraints can (and, in practice, quite often does) result in infinite upward iteration sequences. For this reason, it is proposed in [6, 8, 18 ] to apply the same operator given in [7] to the "syntactic" version of the same abstract domain, that is, where closure is only very carefully applied during the fixpoint computations.
We have taken a different approach and resolve the apparent conflict by considering a "semantic" abstract domain whose elements are the geometric shapes themselves. Since closure by entailment preserves the geometric shapes (even though it does not preserve their syntactic expressions), the approach is immune from the divergence problem described above. On the other hand, in order to use the standard widening as the basis of the proposed widening, it is important that we can compute reduced representations of the domain elements that encode non-redundant systems of constraints. Thus the implementations of any new widenings based on the semantic approach will need effective reduction procedures for the considered constraint description: here we provide such an algorithm for the domain of rational and integer octagonal shapes.
Computing the Closure by Entailment
Building upon the theoretical work required to verifying the correctness of the reduction algorithms mentioned above, we show that the algorithm for computing the strong closure of rational octagonal graphs as described in [6] can be simplified with a consequential improvement in its efficiency.
We also show that this result can be extended so as to apply to integer octagonal constraints. This enables us to present and fully justify an O(n 3 ) algorithm to compute the tight closure of a set of UTVPI integer constraints. In particular, this is the first time that an algorithm achieving such a complexity bound is provided with a proof of correctness.
Finally, we illustrate what happens when floating point numbers are used to implement the rational coefficients of weakly relational abstract domains.
Plan of the Paper
This paper which combines, improves and extends the work presented in [20, 21] and [22] , is structured as follows: Section 2 recalls the required concepts and notations; Section 3 presents domains based on bounded differences and the solution of wideningclosure conflict on these, simpler numerical abstractions; Section 4 extends such results to domains based on rational octagonal constraints; Section 5 presents the improved algorithm for computing closure by entailment of a system of rational octagonal constraints; Section 6 generalizes the algorithms for closure and reduction to the case of integer octagonal constraints; floating point computations are discussed in Section 7; related work is presented in Section 8; and Section 9 concludes.
Preliminaries
The reader is assumed to be familiar with the fundamental concepts of lattice theory [23] and abstract interpretation theory [24, 25] . We recall here the definition of widening operator, providing a general mechanism for enforcing or accelerating termination of an abstract interpretation. In its simplest form, a widening operator on a poset P, ⊑ is a partial function ∇ : P × P P satisfying:
1. for all x, y ∈ P , if x ∇ y is defined then x ⊑ x ∇ y and y ⊑ x ∇ y; 2. for all increasing chains y 0 ⊑ y 1 ⊑ · · · , if the increasing chain x 0 := y 0 and x i+1 := x i ∇ y i+1 is defined for all i ∈ N, then it is not strictly increasing.
We refer the reader to the classical works on the numeric domains of intervals [1] and convex polyhedra [2] for the specification of the corresponding widening operators. Let Q ∞ := Q ∪ {+∞} be totally ordered by the extension of '<' such that d < +∞ for each d ∈ Q. A rational-weighted directed graph (graph, for short) G in the finite set of nodes N is a pair (N , w), where w : N × N → Q ∞ is the weight function for G. A pair (n i , n j ) ∈ N × N is an arc of G if w(n i , n j ) < +∞; the arc is proper if n i = n j . A path π = n 0 · · · n p in G is a non-empty and finite sequence of nodes such that (n i−1 , n i ) is an arc of G, for all i = 1, . . . , p. Each node n i where i = 0, . . . , p and each arc (n i−1 , n i ) where i = 1, . . . , p is said to be in the path π. The length of the path π is the number p of occurrences of arcs in π and denoted by π ; the weight of the path π is P p i=1 w(n i−1 , n i ) and denoted by w(π). The path π is simple if each node occurs at most once in π; it is proper if all the arcs in it are proper; it is a proper cycle if it is a proper path, n 0 = n p and p ≥ 2; it is a zero-cycle if it is a proper cycle and w(π) = 0. A graph is zero-cycle free if it has no zero-cycles. If π 1 = n 0 · · · n h and π 2 = n h · · · n p are paths, where 0 ≤ h ≤ p, then the path concatenation π = n 0 · · · n h · · · n p of π 1 and π 2 is denoted by π 1 :: π 2 ; if π 1 = n 0 n 1 (so that h = 1), then π 1 :: π 2 will also be denoted by n 0 · π 2 . Note that path concatenation is not the same as sequence concatenation.
A graph (N , w) can be interpreted as the system of potential constraints
The graph (N , w) is consistent if and only if the system of constraints it represents is satisfiable in Q, i.e., there exists a rational valuation ρ : N → Q such that, for each constraint
It is well-known that a graph is consistent if and only if it has no negative weight cycles (see [26, Section 25.5] and [27] ). The set of consistent graphs in N is denoted by G. This set is partially ordered by the relation ' ' defined, for all G 1 = (N , w 1 ) and G 2 = (N , w 2 ) , by
When augmented with a bottom element ⊥ representing inconsistency, this partially ordered set becomes a non-complete lattice G ⊥ =˙G ∪ {⊥}, , ⊓, ⊔¸, where '⊓' and '⊔' denote the finitary greatest lower bound and least upper bound operators, respectively.
subgraph of G, then G G ′ (the converse does not necessarily hold).
Definition 1 (Closed graph.) A consistent graph G = (N , w) is closed if the following properties hold:
The (shortest-path) closure of a consistent graph G in N is
Although the lattice of rational graphs is not complete, it will include all the infinite least upper bounds defining the closures of rational graphs. Informally, this must hold since the weights of closure(G) must be linear combinations of the rational weights of G and hence are also rational. When trivially extended so as to behave as the identity function on the bottom element ⊥, shortest-path closure is a kernel operator (monotonic, idempotent and reductive) on the lattice G ⊥ , therefore providing a canonical form.
Bounded Difference Graphs and Shapes
The typical way to simplify the domain of convex polyhedra is by restricting attention to particular subclasses of linear inequalities. One possibility, which has a long tradition in computer science [28] , is to only consider potential constraints, also known as bounded differences: these are restricted to take the form v i − v j ≤ d or ±v i ≤ d, where d is a constant. Systems of bounded differences have been used by the artificial intelligence community as a way to reason about temporal quantities [29, 30] , as well as by the model checking community as an efficient yet precise way to model and propagate timing requirements during the verification of various kinds of concurrent systems [31, 32] . In the abstract interpretation field, the idea of using an abstract domain of bounded differences was put forward in [3] .
Bounded Difference Graphs
A finite system C of bounded differences on variables V = {v 0 , . . . , v n−1 } can be represented by a weighted directed graph G = (N 0 , w) where N 0 = {0} ∪ V, 0 / ∈ V is the special variable, and the weight function w is defined, for each v i , v j ∈ N 0 , by
Notice that we assume that min ∅ = +∞; moreover, unary constraints are encoded by means of the special variable, which is meant to always have value 0. A possible representation of (the weight function of) the graph G is by means of a matrix-like data structure called Difference-Bound Matrix (DBM) [28] . However, this representation provides no conceptual advantage over the isomorphic graph (or constraint network [30] ) representation. For this reason we will consistently adopt the terminology and notation introduced in Section 2 for weighted directed graphs. In particular, a graph encoding a consistent system of bounded differences will be called a Bounded Difference Graph (BDG).
The first fully developed application of bounded differences in the field of abstract interpretation can be found in [7] , where an abstract domain of closed BDGs is defined. In this case, the shortest-path closure requirement was meant as a simple and well understood way to obtain a canonical form for the domain elements by abstracting away from the syntactic details; basically, it corresponds to the closure by entailment of the encoded system of bounded differences with respect to the transitivity inference rule:
In [7] the specification of all the required abstract semantics operators is provided, including an operator that is meant to match the widening operators defined on more classical numeric domains. This operator can be interpreted either as a generalization for closed BDGs of the widening operator defined on the abstract domain of intervals [1] , or as a restriction on the domain of closed BDGs of the standard widening defined on the abstract domain of convex polyhedra [2, 19] : its implementation is based on the following upper bound operator on the set of consistent graph representations.
Definition 2 (Widening graphs.) Let G 1 = (N , w 1 ) and G 2 = (N , w 2 ) be consistent graphs. Then G 1 ∇G 2 := (N , w), where the weight function w is defined, for each i, j ∈ N , by
+∞, otherwise.
Unfortunately, as pointed out in [6, 8] , when used in conjunction with shortest-path closure, this extrapolation operator does not provide a convergence guarantee for fixpoint computations, hence it is not a widening. The reason is that, whereas the closure operation adds redundant constraints to the input BDG, a key requirement in the specification of the standard widening is that the first argument polyhedron must be described by a non-redundant system of constraints. 2 Thus we have a "conflict of interest" between the use of a convenient canonical form for the abstract domain -a form that also allows for increased precision of several domain operations-and the requirements of the widening. The abstract domain of BDGs has been reconsidered in [6] . Differently from [7] , in [6] BDGs are not required to be closed. In this more concrete, syntactic domain, the shortest-path closure operator maps each domain element into the smallest BDG encoding the same geometric shape. Closure is typically used as a preprocessing step before the application of most, though not all, of the abstract semantic operators, allowing for improved accuracy in the results of the abstract computation. The same widening operator proposed in [7] is also used in [6] ; however, it is observed that this widening "could have intriguing interactions" with shortest-path closure, therefore identifying the divergence issue faced in [7] . This observation led the author of [6] to the adoption of the syntactic domain of BDGs, where closure is not enforced.
Bounded Difference Shapes
While the analysis of the divergence problem is absolutely correct, the solution identified in [6] is sub-optimal since, as is usually the case, resorting to a syntactic domain (such as the one of BDGs) has a number of negative consequences, some of which will be recalled in Section 3.4.
To identify a simpler, more natural solution, we first have to acknowledge that an element of our abstract domain should be a geometric shape, rather than (any) one of its graph representations. To stress this concept, such an element will be called a Bounded Difference Shape (BDS). A BDS corresponds to the equivalence class of all the BDGs representing it. The implementation of the abstract domain can freely choose between these possible representations, switching at will from one to the other, as long as the semantic operators are implemented as expected. Notice that, in such a context, the shortest-path closure operator is just a transparent implementation detail: on the abstract domain of BDSs it corresponds to the identity function.
The other step towards the solution of the divergence problem is the simple observation that a BDS is a convex polyhedron and the set of all BDSs is closed under the application of the standard widening on convex polyhedra. Thus, no divergence problem can be incurred when applying the standard widening to an increasing sequence of BDSs. As mentioned in Section 3.1, a crucial requirement in the specification of the standard widening is that the first argument polyhedron is described by a nonredundant system of constraints [33] . Thus it is not surprising that using closed BDGs has problems since it is very likely that they will encode redundant constraints. By contrast, we propose to select, in the equivalence class of BDGs representing the same geometric shape, a BDG which is maximal with respect to the graph lattice ordering ' ', since such a graph encodes no redundant constraints at all.
Hence, a graph is reduced if it is maximal in the subset of graphs having the same shortest-path closure. In order to provide a correct and reasonably efficient implementation of the standard widening on the domain of BDSs, all we need is a reduction procedure mapping a BDG representation into (any) one of the equivalent reduced graphs. Such an algorithm was defined in [32] and called shortest-path reduction. Basically, it is an extension of the transitive reduction algorithm of [34] to the case of weighted directed graphs. Note that, since each equivalence class may have many maximal elements, shortest-path reduction is not a properly defined operator on the domain of BDGs. However, the shortest-path reduction algorithm of [32] provides a canonical form as soon as we fix a total order for the nodes in the graph.
In summary, the solution to the divergence problem for BDSs is to apply the operator specified in Definition 2 to a reduced BDG representation of the first argument of the widening. From the point of view of the user, this will be a transparent implementation detail: on the domain of BDSs, shortest-path reduction is the identity function, as was the case for shortest-path closure.
On the Precision of the Standard Widening
The standard widening on BDSs could result, if used with no precautions, in poorer precision with respect to its counterpart defined on the syntactic domain of BDGs. For increased precision, the specification of [6] prescribes two conditions that the abstract iteration sequence must satisfy:
1. the second argument of the widening should be represented by a closed BDG (note that, in this case, no divergence problem can arise); 2. the first BDG of the abstract iteration sequence G 0 G 1 . . . G i . . . should be closed too.
The effects of both improvements can be obtained also with the semantic domain of BDSs. As for the first one, this can be applied as is, leading to an implementation where the two arguments of the widening are represented by a reduced BDG and a closed BDG, respectively. The result of such a widening operator will depend on the specific reduced form computed for the first argument. The second precision improvement can be achieved by applying the well-known 'widening up to' technique defined in [35, 36] or its variation called 'staged widening with thresholds' [37-39]: in practice, it is sufficient to add to the set of 'up to' thresholds all the constraints of the shortest-path closure of the first BDG G 0 . Further precision improvements can be obtained by applying any delay strategy and/or the framework defined in [33] .
Syntactic vs. Semantic Abstract Domains
In this section we have shown that when considering weakly-relational numeric abstractions, besides the syntactic domains of constraint systems, it is possible to define the semantic domains of the corresponding geometric shapes. To avoid misunderstandings, it is worth stressing that both kinds of abstract domain are well defined and may be safely adopted for the implementation of a static analysis application. Nonetheless, it can be argued that using a semantic abstract domain provides several advantages. Some of the advantages were already pointed out in [6, Section 5] where the domain of BDGs is compared to the domain of closed BDGs.
3 For instance, it is noted that the domain of closed BDGs allows for the specification of a nicer, injective meaning function; also, the least upper bound operator on BDGs is not the most precise approximation of the union of two geometric shapes. In summary, the discussion in [6, Section 5] makes clear that the solution to the divergence problem for the abstract iteration sequence was the main motivation for adopting a syntactic domain. One disadvantage of syntactic abstract domains concerns the user-level interfaces of the corresponding software implementations. Namely, the user of a syntactic abstract domain (e.g., the developer of a specific static analysis application using this domain) has to be aware of many details that, in principle, should be hidden by the implementation. As an example, consider the shortest-path closure and reduction procedures for BDGs, which the user might rightfully see as semantics-preserving operations. As a matter of fact, for the syntactic domain of BDGs, these are not semantics-preserving: their application affects both the precision and the convergence of the abstract iteration. In such a situation, the documentation of the abstract domain software needs to include several warnings about the correct usage of these operators, so as to avoid possible pitfalls. In contrast, when adopting the semantic domain of BDSs, both the closure and reduction operators may be excluded from the public interface while the implementation can apply them where and when needed or appropriate. Such an approach is systematically pursued in the implementation of the Parma Polyhedra Library [40] .
Another potential drawback of the adoption of a syntactic abstract domain can be found in the application of domain refinement operators. As an example, consider the application of the finite powerset operator [41] to the domains of BDGs and BDSs, so as to obtain two abstract domains that are able to represent finite disjunctions of the corresponding abstract elements. In both cases, by providing the widenings on BDGs and BDSs with appropriate finite convergence certificates [41], it will be possible to lift them to corresponding widenings on the powerset domains. However, when upgrading the syntactic domain, avoidable redundancies will be incurred, since different disjuncts inside a domain element may represent the same geometric shape; furthermore, these "duplicates" cannot be systematically removed, since by doing so we could change the value of the finite convergence certificate of the powerset element, possibly breaking the convergence guarantee of the lifted widening. As a consequence, both efficiency and precision are potentially degraded. In summary, the disadvantages of syntactic domains are amplified when applying domain refinements.
Rational Octagonal Graphs and Shapes
From a theoretical point of view, the observations made in the previous section are immediately applicable to any other weakly-relational numeric domain whose elements are convex polyhedra and is closed with respect to the application of the standard widening, therefore including the domains proposed in [8] [9] [10] [11] . From a practical perspective, the success of such a construction depends on the availability of a reasonably efficient reduction procedure for the considered subclass of constraints, because algorithms for minimizing arbitrary linear inequality constraints are not efficient enough. In this section we provide such a reduction procedure for the octagon abstract domain [8] .
We assume in the following that there is a fixed set V = {v 0 , . . . , v n−1 } of n variables. The octagon abstract domain allows for the manipulation of octagonal constraints of the form av i + bv j ≤ d, where a, b ∈ {−1, 0, +1}, a = 0, v i , v j ∈ V, v i = v j and d ∈ Q (the same class of constraints was considered in [15] , where octagons were called simple sections). Octagonal constraints can be encoded using potential constraints by splitting each variable v i into two forms: a positive form v 
It follows that any finite system of octagonal constraints on V, translated into a set of potential constraints in N ± as above, can be encoded by a graph G in N ± .
In particular, any satisfiable system of octagonal constraints can be encoded by a consistent graph in N ± . However, the converse does not hold since in any valuation ρ of an encoding of a set of octagonal constraints we must also have ρ(i) = −ρ(ı), so that the arcs (i, j) and (, ı) should have the same weight. Therefore, to encode rational octagonal constraints, we restrict attention to consistent graphs over N ± where the arcs in all such pairs are coherent.
Definition 4 (Octagonal graph.) An octagonal graph in N ± is any consistent graph G = (N ± , w) satisfying the coherence assumption:
The set O of all octagonal graphs (with the usual addition of the bottom element, representing an unsatisfiable system of constraints) is a sub-lattice of G ⊥ , sharing the same least upper bound and greatest lower bound operators. Note that, at the implementation level, coherence can be automatically and efficiently enforced by letting arc (i, j) and arc (, ı) share the same representation. This also implies that an octagonal constraint such as v i + v j ≤ d will always be translated into both v
The octagon abstract domain developed in [8] is thus a syntactic domain having octagonal graphs as elements. When dealing with octagonal graphs, observe that the coherence assumption links the positive and negative forms of variables. A closure by entailment procedure, besides classical transitivity as encoded by the explicit paths in the graph, should also consider the following strengthening inference rule:
Thus shortest-path closure for consistent graphs does not provide a canonical form for octagonal graphs; to this end, strong closure, first defined in [8] , is used instead.
Definition 5 (Strongly closed graph.) An octagonal graph G = (N ± , w) is strongly closed if it is closed and the following property holds:
The strong closure of an octagonal graph
When trivially extended with a bottom element, strong closure is a kernel operator on the lattice of octagonal graphs.
A Strong Reduction Procedure for Octagonal Graphs
By repeating the reasoning motivating the bounded difference shapes, we define the semantic abstract domain of octagonal shapes, whose elements are equivalence classes of octagonal graphs representing the same geometric shape. Hence, strong closure maps an octagonal graph representation of a non-empty octagonal shape into the minimum element of the corresponding equivalence class. The dual procedure, mapping the octagonal graph into (any) one of the maximal elements in its equivalence class, is called strong reduction.
A strong reduction for the octagonal graph G is any strongly reduced octagonal graph
In the above definition, we only compare G 1 with other octagonal graphs G 2 ∈ O, thereby disregarding those trivial redundancies that are due to the coherence assumption. This is not a real problem because, as discussed before, any reasonable implementation will automatically and efficiently filter away this kind of redundancies. We now generalize the shortest-path reduction algorithm of [32] so as to obtain a strong reduction procedure for octagonal graphs. Clearly, the algorithm of [32] cannot be used without modifications, since it takes no account of the redundancies caused by the strengthening inference rule (5) . Nonetheless, the high-level structure of the strong reduction procedure is the same as that defined in [32] for shortest-path reduction:
1. compute the closure by entailment of the constraint graph; 2. partition the nodes into equivalence classes based on equality constraints; 3. decompose the graph so as to separate those arcs that link different equivalence classes (encoding only inequalities) from the partition information (encoding the equivalence classes themselves, i.e., all the equalities); 4. reduce the subgraph that gives constraints on different equivalence classes; 5. reduce the partition information; 6. merge the results of steps 4 and 5 to obtain the reduced constraint graph.
We now describe each of the above steps, formally stating the correctness of the overall procedure.
Step 1 of the algorithm can be performed by applying any strong closure procedure, e.g., the one originally defined in [8] or the more efficient one given in Section 5.
Step 2 is also easily implemented by observing that, in a strongly closed octagonal graph, equality constraints correspond to zero-cycles having length two.
Definition 7 (Zero-equivalence.) Let G = (N ± , w) be a strongly closed octagonal graph. The nodes i, j ∈ N ± are zero-equivalent in G, denoted i ≡ G j, if and only if
While step 6 carries over from BDGs to octagonal graphs, the formal definition of steps 3-5 of the reduction algorithm is more difficult for octagonal graphs than it was for BDGs, as it requires some understanding of the structure of the zero-equivalence classes. As a first observation, note that i ≡ G j if and only if ı ≡ G , so that we have the following lemma.
Lemma 1 Let G = (N ± , w) be a strongly closed octagonal graph and E ⊆ N ± a zeroequivalence class for G. Then E := { ı ∈ N ± | i ∈ E } is also a zero-equivalence class for G.
Let G be a strongly closed octagonal graph and, for a zero-equivalence class E of G, let E be defined as in Lemma 1. Then we say that E is non-singular if E ∩ E = ∅ and
Lemma 2 Let G = (N ± , w) be a strongly closed octagonal graph. Then there is at most one singular zero-equivalence class for G.
If it exists, the singular zero-equivalence class encodes all the unary equality constraints. 4 In contrast, all the other (non-singular) zero-equivalence classes can only encode binary equality constraints. We associate to each zero-equivalence class E ⊆ N ± a leader ℓ E := min E; the class having the leader in positive (resp., negative) form will be said to be a positive (resp., negative) zero-equivalence class. Note that, this means that the singular zeroequivalence class, if present, is always positive and, for non-singular zero-equivalence classes E and E, we have ℓ E = ℓ E . We are now ready to provide a formal specification for step 3 of the strong reduction algorithm. As was the case in [32] , the first subgraph resulting from the decomposition, relating nodes in different zero-equivalence classes, is obtained by only connecting the leaders; however, the leader of the singular zero-equivalence class should not be connected to the other leaders. The second subgraph only encodes those constraints relating nodes in the same zero-equivalence class.
Definition 8 (Non-singular leaders and zero-equivalence subgraphs.) Assume G = (N ± , w) is a strongly closed octagonal graph and L ⊆ N ± is the set of leaders of the non-singular zero-equivalence classes for G. The non-singular leaders' subgraph
The zero-equivalence subgraph of G is the graph E = (N ± , w E ), where the weight function w E is defined, for each i, j ∈ N ± , by
The following result states that the two subgraphs are still strongly closed and the non-singular leaders' subgraph encodes no equality constraints, therefore describing a fully dimensional octagonal shape.
Lemma 3 Let L and E be the non-singular leaders' subgraph and the zero-equivalence subgraph of the strongly closed octagonal graph G, respectively. Then, L and E are strongly closed octagonal graphs and L is zero-cycle free.
Step 4 of the strong reduction algorithm is implemented by checking, for each proper arc in the non-singular leaders' subgraph, whether it can be obtained from the other arcs by a single application of the constraint inference rules. Once again, note that we disregard redundancies caused by the coherence assumption.
Definition 9 (Strongly atomic arc and subgraph.) Let G = (N ± , w) be an octagonal graph. An arc (i, j) of G is atomic if it is proper and, for all k ∈ N ± \ {i, j},
is strongly atomic if it is atomic and either
The strongly atomic subgraph of G is the graph A = (N ± , w A ) where the weight function w A is defined, for all i, j ∈ N ± , by
The implementation of step 5 of the algorithm, i.e., the strong reduction of the zeroequivalence subgraph, is performed by reducing each zero-equivalence class in isolation. Once again, we exploit the total ordering defined on N ± .
The strong reduction for a positive non-singular zero-equivalence class E follows that of [32] : it creates a single zero-cycle connecting all nodes in E following their total ordering, where the weights of the component arcs are as in the strong closure of the graph. By the coherence assumption, the nodes in the corresponding negative zeroequivalence class E are automatically connected in the opposite order. Figure 1 shows the arcs in the strong reduction of both E and E, where E = {z 0 , . . . , z m } is the positive class and where z 0 < · · · < z m . The strong reduction for a singular zero-equivalence class E is similar except that there is now a single zero-cycle connecting all the positive and negative nodes in E. Figure 2 shows the strong reduction for the singular zeroequivalence class E = {z 0 , z 0 , . . . , z m , z m }, where z 0 < z 0 < · · · < z m < z m . In both Figures 1 and 2 , the dashed arcs are those that can be obtained from the non-dashed ones by application of the coherence assumption.
The following definition formalizes the above observations. Fig. 1 Strong reduction for non-singular zero-equivalence classes Definition 10 (Zero-equivalence reduction.) Let G = (N ± , w) be a strongly closed octagonal graph and let w ′ be the weight function defined, for all i, j ∈ N ± , as follows: if i, j ∈ E for some positive zero-equivalence class E of G and
+∞, otherwise;
and w ′ (i, j) := +∞, otherwise. Then, the zero-equivalence reduction for G is the oc-
The final step 6 of the strong reduction algorithm is implemented by computing the greatest lower bound A ⊓ Z, where A is the strongly atomic subgraph of L and Z is the zero-equivalent reduction of E, as obtained at steps 4 and 5 of the algorithm.
Theorem 1 Given an octagonal graph G, the strong reduction algorithm computes a strong reduction for G.
If n is the cardinality of the original set V of variables, then steps 1 and 4 of the algorithm have worst-case complexity in O(n 3 ), while all the others steps are in O(n 2 ).
Thus, the overall procedure has cubic complexity. As was the case for the reduction procedure of [32] , once the ordering of variables is fixed, the strong reduction algorithm returns a canonical form for octagonal graphs.
A Semantic Widening for Octagonal Shapes
A correct implementation of the standard widening on octagonal shapes is obtained by computing any strong reduction of the octagonal graph representing the first argument.
As in the case of BDSs, for maximum precision the strongly closed representation for the second argument should be computed. Even better, by adopting the following variant, we obtain a "truly semantic" widening for the domain of octagonal shapes.
Definition 11 (Widening octagonal shapes.) Let S 1 , S 2 ∈ ℘(R n ), where ∅ = S 1 ⊆ S 2 , be two octagonal shapes represented by the strongly reduced octagonal graph G 1 and the strongly closed octagonal graph G 2 , respectively. Let also S ∈ ℘(R n ) be the octagonal shape represented by the octagonal graph G 1 ∇ G 2 . Let dim(T ) denote the affine dimension of shape T . Then we define
By refraining from applying the graph-based widening when the affine dimension of the geometric shapes is increasing, the operator becomes independent from the specific strongly reduced form computed, i.e., from the total ordering defined on the nodes of the graphs. Also note that the test dim(S 1 ) < dim(S 2 ) can be efficiently decided by checking whether the nodes of the two octagonal graphs are partitioned into different collections of zero-equivalence classes.
Theorem 2 The operator '∇' of Definition 11 is a proper widening on the domain of octagonal shapes. Let '∇ s ' be the standard widening on the domain of convex polyhedra, as defined in [19] . Then, for all octagonal shapes
Observe that, in the typical static analysis computation pattern, the result of a widening computed for one iteration will be used as the first input argument for the widening step in the subsequent iteration. By Definition 11, such an input argument will already be either strongly closed or strongly reduced (because the graph widening operator of Definition 2 preserves strong reduction); hence, the full computational cost of strong reduction will be incurred less frequently than expected.
A semantic widening for BDSs enjoying a result similar to Theorem 2 can be obtained by replacing, in Definition 11, the strongly reduced and strongly closed octagonal graph representations by the reduced and closed BDG representations, respectively.
An Improved Strong Closure Procedure for Octagonal Graphs
The strong closure algorithm defined in [8, 18] , whose pseudo-code is reported in Figure 3 , performs n local propagation steps, where n is the dimension of the vector space.
{ Strengthening: n steps } strengthening(w);
end function Fig. 3 The strong closure algorithm proposed in [8, 18] for rational octagonal graphs
In each of these steps, a rather involved variant of the constraint propagation for transitivity as found in the Floyd-Warshall algorithm is followed by another constraint propagation for strengthening, corresponding to the new inference rule (5).
A naive implementation of the algorithm in Figure 3 would perform 48n 3 coefficient operations (the number of operations is obtained by summing the number of coefficient additions and the number of coefficient comparisons implementing the computation of the minima, whose realization typically requires a coefficient subtraction; we disregard simpler operations, such as zero initialization, division by the constant 2 and comparison with the constant 0, which are also less frequent). Several optimizations can be applied: for instance, some invariant computations can be moved out of the body of the inner loop; more importantly, the number of iterations can be lowered by resorting to an appropriate data structure [18, Section 4.5.1] recording the weight function w, here denoted to be similar to a two-dimensional array, so that it automatically implements the coherence assumption for octagonal graphs (i.e., property (4) of Definition 4). In particular, the finely tuned implementation that can be found in [42], performs 20n 3 + 24n 2 coefficient operations. Nonetheless, a significant efficiency improvement, which is probably beyond any hand crafted and/or compiler assisted optimization of the algorithm in Figure 3 , can be obtained thanks to the following theorem.
Intuitively, the theorem states that strong closure can be obtained by application of any shortest-path closure algorithm followed by a single strengthening step, leading to a much simpler implementation. Figure 4 shows an improved strong closure algorithm based on Theorem 3 and on the classical Floyd-Warshall shortest-path closure algorithm. Here too the pseudo-code relies on a data structure that automatically implements the coherence assumption. The naive implementation of this new algorithm leads to the computation of 16n 3 + 8n 2 coefficient operations: while it is still in the O(n 3 ) complexity class, the saving with respect to the highly optimized algorithm in [42] is always above 20%. If the case of sparse graphs is considered, then Theorem 3 allows for a further improvement to the complexity bound: to this end, it is enough to modify the code in Figure 4 so as to compute the shortest-path closure using Johnson's algorithm [26] : the worst case complexity of such an implementation will be O(n 2 log n + mn), which significantly improves upon the O(n 3 ) worst case complexity of the Floyd-Warshall algorithm when, e.g., m ∈ Θ(n). However, as observed elsewhere [18, 43] , some of the targeted applications (e.g., static analysis) typically require the computation of graphs that are dense, so that the Floyd-Warshall algorithm is often a better choice from a practical perspective. Observe that Theorem 3 also allows for enhancements in the incremental variant of the strong closure algorithm, proposed in [18] . Once again, the improved algorithm can be obtained by any incremental version of shortest-path closure (e.g., the incremental version of the Floyd-Warshall algorithm) followed by a single strengthening step.
Integer Octagonal Graphs, Tight Closure and Tight Reduction
We now consider the case of integer octagonal constraints, i.e., octagonal constraints where the bounds are all integral and the variables are only allowed to take integral values. These can be encoded by suitably restricting the codomain of the weight function of octagonal graphs.
Definition 12 (Integer octagonal graph.) An integer octagonal graph is an octagonal graph G = (N ± , w) having an integral weight function:
As an integer octagonal graph is also a rational octagonal graph, the constraint system that it encodes will be satisfiable when interpreted to take values in Q. However, when interpreted to take values in Z, this system may be unsatisfiable since the arcs encoding unary constraints can have an odd weight; we say that an octagonal graph is Z-consistent if its encoded integer constraint system is satisfiable. For the same reason, the strong closure of an integer octagonal graph does not provide a canonical form for the integer constraint system that it encodes and we need to consider the following tightening inference rule:
Definition 13 (Tightly closed graph.) An octagonal graph G = (N ± , w) is tightly closed if it is a strongly closed integer octagonal graph and the following property holds:
The tight closure of an octagonal graph
It follows from Definition 13 that any tightly closed integer octagonal graph will satisfy property (8) , thereby encoding a satisfiable integer constraint system, and therefore will be Z-consistent. Moreover, since the encoding of any satisfiable integer constraint system will result in a Z-consistent integer octagonal graph G that satisfies property (8) , its tight closure T-closure(G) will also be Z-consistent. This means that, if G is not Z-consistent, then T-closure(G) = F ∅ = ⊥; that is, the tight closure operator computes either a tightly closed graph or the bottom element. Therefore, tight closure is a kernel operator on the lattice of octagonal graphs, as was the case for strong closure.
An incremental closure procedure for obtaining the tight closure of an octagonal graph was defined in [13] and improved in [44] . The algorithm, which is also presented and discussed in [18, Section 4.3.5], maintains the tight closure of a system of octagonal constraints by performing at most O(n 2 ) operations each time a new constraint is added: thus, for m constraints, the worst case complexity is O(mn 2 ). In particular, for the case of a dense system of octagonal constraints where m ∈ O(n 2 ), the worst case complexity is O(n 4 ).
procedure The following theorem shows that a more efficient tight closure algorithm can be obtained by a simple modification to the improved strong closure algorithm based on Theorem 3. Basically, the tightening inference rule (7) must be applied to ensure that property (8) holds before applying the strengthening inference rule (5).
Theorem 4 Let G = (N ± , w) be a closed integer octagonal graph. Consider the graph
, where w T is defined, for each i, j ∈ N ± , by
Then, if G T is an octagonal graph, G T = T-closure(G). Figure 5 shows the pseudo-code for a O(n 3 ) tight closure algorithm based on Theorem 4 and on the classical Floyd-Warshall shortest-path closure algorithm. As in the rational case, if the graph is sparse, a better complexity bound can be obtained by using Johnson's algorithm [26] for shortest-path closure: the worst case complexity will again be O(n 2 log n + mn), which improves upon the O(mn 2 ) worst case complexity of [13, 44] when m ∈ Ω(log n). In contrast, the same worst case complexity bound of [13, 44] is obtained when considering the incremental variant of the tight closure algorithm. It follows from the statement of Theorem 4 that an implementation based on it also needs to check the consistency of G T . In principle, one could apply again a shortestpath closure procedure so as to check whether G T contains some negative weight cycles. However, a more efficient solution can be obtained by exploiting the following result.
Theorem 5 Let G and G T be as defined in Theorem 4.
where, for each i, j ∈ N ± ,
and suppose that, for all i ∈ N ± , w t (i, ı)+w t (ı, i) ≥ 0. Then G T is an octagonal graph.
The combination of the results stated in Theorems 4 and 5, together with the well known result for rational consistency, leads to an O(n 3 ) tight closure algorithm, such as that given by the pseudo-code in Figure 6 , that computes the tight closure of any (possibly inconsistent) coherent integer-weighted graph returning the Boolean value 'true' if and only if the input graph is Z-consistent.
function 
A Tight Reduction Procedure for Integer Octagonal Graphs
A definition of tight reduction of a Z-consistent integer octagonal graph could be easily introduced by a blind adaptation of (strong) reduction. Such an approach, however, would result in a rather unnatural tight reduction procedure. To avoid cases such as Example 1, we require that a tight reduction for G is found among the subgraphs of T-closure(G). Definition 14 (Tightly reduced graph.) A Z-consistent integer octagonal graph G 1 is tightly reduced if G 1 is a subgraph of T-closure(G 1 ) and, for each integer octagonal graph G 2 such that G 2 is a proper subgraph of G 1 , T-closure(G 1 ) = T-closure(G 2 ). A tight reduction for the Z-consistent integer octagonal graph G is any tightly reduced graph G R such that T-closure(G) = T-closure(G R ).
Unsurprisingly, the strong reduction algorithm of Section 4.1, in isolation, will not compute a tight reduction for a Z-consistent integer octagonal graph, since it disregards redundancies caused by the tightening inference rule (8) .
By applying the strong reduction algorithm of Section 4.1, we would conclude that no constraint in C is redundant. However, v 0 ≤ 1 is indeed redundant, as it can be obtained by transitivity (3) followed by tightening (7) A correct and efficient tight reduction procedure is obtained by a simple adaptation of the strong reduction procedure of Section 4.1: in step 1 of the algorithm, we compute tight closure (rather than strong closure); steps 2-5 are unchanged and yield graphs A and Z (resulting from steps 4 and 5, respectively); in step 6, the final result is computed as U ⊓ Z, where U is the untightening of A.
Theorem 6 Given a Z-consistent integer octagonal graph G, the tight reduction algorithm computes a tight reduction for G.
The tight reduction algorithm has cubic complexity and, when the variable ordering is fixed, computes a canonical form for integer octagonal graphs.
To the best of our knowledge, this is the first time that a reduction procedure for the class of integer octagonal constraints is proposed and proved correct. Previous approaches were based either on more general classes of constraints (thereby incurring into avoidable inefficiencies), or on the rational relaxation of the constraints (thereby failing to identify all redundancies).
A Note on Floating-Point Computations
The formal definitions and theoretical results concerning weighted directed graphs assume that the data type adopted for the weights allows for their exact representation and propagation, therefore avoiding any possible problems with overflow, underflow and rounding errors. In actual implementations, by trading some efficiency, such an assumption can be easily fulfilled by adopting unbounded precision data types (integer or rational, depending on the underlying problem), as provided by several software libraries such as GMP, the GNU Multiple Precision arithmetic library.
Catering for inexact data types needs some care since, in particular, this requires that the notion of a correct approximation is made explicit. As an example, consider the case of shortest-path closure for a weighted graph whose variables are meant to take rational values. The computation of the weight of a path corresponds to several applications of the constraint inference rule for transitivity: approximating such a weight from above leads to a correct (but possibly imprecise) inference, whereas approximating it from below is unsafe. Therefore, an implementation willing to correctly approximate the rational shortest-path closure using unbounded precision integers will just need to correctly approximate the input graph (rounding upwards all the rational weights) and then apply any standard closure algorithm.
Example 3
∀i ∈ {1, . . . , k} : w(i − 1, i) = 1/k. Clearly, the one and only (hence shortest) path π = 0 · · · k from node 0 to node k has rational weight w(π) = 1, which happens to be an integer. By approximating the rational weight function w using an integer weight function w Z and then applying closure, we will compute
Even though a correct approximation has occurred with respect to the ideal rational computation, the implementation based on unbounded integers can be said to be precise in that no further approximations are introduced besides those incurred during the initial integer encoding of the rational weights. In few words, the representation of input weights is approximate, but their propagation is accurate. In particular, the approximated algorithm still implements a lower closure operator on the domain of weighted graphs.
Things are more difficult if we consider a data type that causes an inexact (though correct) propagation of the weights. This is the case, for instance, when adopting bounded precision floating point coefficients. Correctness can be achieved, almost as easily as before, by applying the appropriate rounding mode not only when approximating the rational weights of the input graph, but also when computing operations such as floating point addition, which is an inexact operation. When reasoning on precision, however, an important issue surfaces: the basic definition of weight of a path as given in Section 2, assumes that addition is an associative operation, but such a property fails to hold for floating point data types. In order to compute the minimum sum of the arc weights in a path, we would need to identify an optimal order of application for additions, probably resulting in algorithms that are too slow.
As an alternative approach, we could incrementally modify the weighted graph by repeated applications of the transitive inference rule (3), until either a fixpoint is reached or an inconsistency is detected. This will result in the definition of a lower closure operator on the lattice G, below denoted as 'fpw', that correctly approximates the ideal one. However, the computed weights might be larger than the minimal ones, as shown in the following example.
Example 4 Let '↑' denote the upward approximation of a rational number using a floating point number and '⊞' denote floating point addition with upward rounding. Consider the graph G = (N , w) where the nodes in N = {a, b, c, d} are connected by three arcs having (rational and floating point) weights w(a, b) = ↑(1/3), w(b, c) = ↑(1/2) = 1/2 and w(c, d) = − ↑(1/3). Clearly, the exact rational weight of path π = abcd is w(abcd) = 1/2. In principle, the same rational weight could also be computed using floating points, as follows:
However, the result is obtained by a reassociation of the sequence of additions that corresponds to none of the subpaths of π; hence, it can not be computed by incremental applications of the transitivity inference rule, which would instead result in the following approximation:
⊓ ⊔
It is tempting to adopt 'fpw' as the natural definition of floating point weight of a path, since by construction it enjoys an optimal substructure property, so that its implementation can be based on dynamic programming techniques. However, the following example shows that the classical Floyd-Warshall algorithm for rational/integer shortest-path closure is not enough to compute 'fpw'. 3) . Let w fw be the weight function computed by the classical Floyd-Warshall algorithm, instantiated to use the given floating point data type with upward rounding operations. Clearly, the shortest path from node a to node d has (rational and floating point) weight w(abcd) = fpw(abcd) = 1/2. However, the algorithm will instead compute
even though w fw (bcd) = fpw(bcd) = 0. This happens because the algorithm, by assuming associativity, does not attempt to improve the computed path weight using the other association fpw(ab) ⊞ fpw(bcd). ⊓ ⊔
In principle, the computation of 'fpw' can be carried out by repeatedly applying the Floyd-Warshall algorithm until reaching a fixpoint: we conjecture that such an approach would achieve an O(n 4 ) worst case complexity bound.
It is worth stressing that the observations and examples made above, illustrating the issues caused by inexact floating point addition, can be easily adapted so as to show corresponding issues due to overflows. Such a case is even more general, in that it applies not only to floating point data types, but also to bounded precision integer data types.
In summary, the implementation of a truly semantic abstract domain is not possible using only bounded precision and inexact computations. Nonetheless, by quotienting the syntactic domain of graph representations according to the approximate closure/reduction operators, we obtain a more abstract (but still syntactic) domain where most, although not all, of the redundancies have been removed. As a consequence, the negative side to the adoption of a syntactic abstract domain will be greatly mitigated.
Related Work
The shortest-path reduction algorithm of [32] was also considered in [18] . Here the reduction procedure is used, as originally proposed in [32] , as a tool for the computation of hollow representations for BDGs, i.e., representations that are appropriate to the case of sparse graphs, so as to obtain memory space savings. This thesis does not appear to identify the positive interaction between reduction and widening and, as a consequence, the thesis conjectures that the computation of hollow representations could compromise the convergence of the abstract iteration sequence (see [ of the strong (i.e., non-tight) closure algorithm for rational octagonal constraints and argued that this would provide a good and efficient approximation of tight closure [18, 48] . In the same year we showed that the algorithm for computing the strong closure of rational octagonal constraints as described in [8, 18 , 48] could be simplified with a consequential improvement in its efficiency [20, 21] . Some of the issues related to the adoption of an inexact data type for the representation of graph weights have also been discussed in [18, Sections 7.3.2 and 7.5.3].
Conclusions
We have address the problem of the construction of full-fledged, efficient and provably correct weakly-relational numeric abstract domains.
By considering the semantic abstract domains of geometric shapes, instead of the more concrete abstract domains of their syntactic representations in terms of constraint networks, we have shown how proper widening operators can be derived for several weakly-relational numeric abstractions, including the domain of bounded difference shapes and (rational and integer) octagonal shapes.
For what concerns the efficient representation of octagonal shapes by means of octagonal graphs, we have specified and proved correct strong and tight reduction procedures, as well as more efficient strong and tight closure procedures.
The theoretical results concerning weighted directed graphs hold when the data type adopted for the representation of weights allows for exact computations. If a floating-point data type is considered, then most of these results will be broken due to rounding errors, so that the implementation of a truly semantic abstract domain will not be possible. Nonetheless, the (approximate) reduction operators allow for the removal of most of the syntactic redundancies.
The algorithms presented in this paper have been experimentally validated and are available as part of the Parma Polyhedra Library [40], which is free software distributed under the GNU General Public License. (http://www.cs.unipr.it/ppl/). A Proofs
In the following we provide some further notation and terminology, as well as the formal proofs for all the results stated in the previous sections. Most of the proofs are based on auxiliary lemmas, some of which are well-known results of graph theory.
A.1 Further Notation and Simple Results on Weighted Graphs
For weighted directed graphs G 1 , G 2 ∈ G, we will write G 1 ⊳ G 2 when G 1 G 2 and G 1 = G 2 . Let G = (N ± , w) be an octagonal graph. If π = j 0 · · · j p is a path in G, then π denotes the path  p · · ·  0 . Note that, by the coherence assumption (4) of Definition 4, w(π) = w(π). A path π in G is said to be (strongly) atomic if all the arcs in π are (strongly) atomic in G.
Definition 16 (Weakly closed graph.) An octagonal graph G = (N ± , w) is weakly closed if it satisfies rule (1) in Definition 1 and
The following three lemmas (namely, Lemmas 4, 5 and 6) recall results for weighted graphs that are well-known and/or rather simple. The reader that, for the sake of completeness, is interested in their proofs is referred to the corresponding lemmas in [21] (Lemmas 4, 5 and 7, respectively). 
Proof For each i, j ∈ N , let sp(i, j) := min˘w(π)˛π = i · · · j is a path in G¯, so that the graph G sp = (N , sp) directly encodes the shortest-path weights of G. (sp is well defined, because G is consistent and min ∅ = +∞.) For each arc (i, j) of G sp , let also π ij = i · · · j be a corresponding simple shortest-path in G such that w(π ij ) = sp(i, j).
Note that G sp satisfies property (1) of Definition 1, since the 0-length path i is a shortestpath from node i to itself, so that w(π ii ) = sp(i, i) = 0. To see that G sp also satisfies property (2) of Definition 1, by contraposition, we assume that there exist i, j, k ∈ N such that sp(i, j) > sp(i, k) + sp(k, j). Hence, w(π ij ) > w(π ik ) + w(π kj ), i.e., w(π ij ) > w(π ik :: π kj ), contradicting the assumption that π ij is a shortest-path in G. Hence, G sp is closed and, since by construction G sp G, by Definition 1 we obtain G sp G c . Now let (i, j) be any arc in G sp , so that π ij is a shortest-path in G. Since G c G, π ij is also a path in G c and w c (π ij ) ≤ w(π ij ) = sp(i, j). By Lemma 5, w c (i, j) ≤ w c (π ij ). Hence, w c (i, j) ≤ sp(i, j), so that G c G sp .
As G c = G sp , the thesis follows by definition of G sp , taking π = π z 1 z 2 . ⊓ ⊔
A.2 Proofs of the Results Stated in Sections 5 and 6
We anticipate here the proofs of the results stated in Sections 5 and 6 because the proofs of theorems stated in Section 4.1 use these results.
Lemma 8 Let G = (N ± , w) be a weakly closed octagonal graph. Then, for all i, j ∈ N ± ,
Proof Let i, j ∈ N ± . Rule (11) of Definition 16, applied to the triple of nodes i, ı, j gives
Moreover, with the triple of nodes j, ı, , the same rule (11) implies that one of the following two inequalities holds: 5 w(j, ı) ≤ w(j, ) + w(, ı), 2w(j, ı) ≤ w(j, ) + w(i, ı).
If the first holds, then
where the last step follows from the coherence assumption (4) of Definition 4. On the other hand, if the second inequality holds, then
and hence again we have
⊓ ⊔
Lemma 9 Let G = (N ± , w) be a weakly closed octagonal graph and i, j ∈ N ± be such that
Then G s is a weakly closed octagonal graph.
Proof By Definition 4, the graph G s is octagonal. By construction, G s G. As G is weakly closed, rule (1) of Definition 1 holds so that w(i, i) = 0. As G is consistent, it has no negative weight cycles and hence, 2w(i, i) ≤ w(i, ı) + w(ı, i). Thus, by hypothesis (12), we have i = j and G s satisfies rule (1) of Definition 1.
Observe that, as G is weakly closed, rule (11) of Definition 16 holds. Also, since G s G,
Suppose z 1 , z 2 , z ∈ N ± . Then, by Definition 16, to prove that G s is weakly closed, we need to show that (13), we have w s (z 1 , z) = w(z 1 , z) and w s (z, z 2 ) = w(z, z 2 ) and it follows from rule (11) and property (14) that (15) holds.
The remaining cases where (z 1 , z) ∈˘(i, j), (, ı)¯or (z, z 2 ) ∈˘(i, j), (, ı) ¯are all similar so, to complete the proof, we just consider the case when (z 1 , z) = (i, j) . By hypothesis (13), we have
hence, by the coherence assumption (4) of Definition 4,
hence, by Lemma 8 (instantiated using nodes z 2 and ),
hence, by hypothesis (13),
Therefore (15) 
Then G S is strongly closed.
Proof We first prove that G S is weakly closed, by induction on the number of pairs z 1 , z 2 ∈ N ± such that 2w(z 1 , z 2 ) > w(z 1 , z 1 )+ w(z 2 , z 2 ). In the base case, when no such pair exists, by (16) we obtain G S = G, so that G S is also weakly closed.
In the inductive case, there exist i, j ∈ N ± such that 2w(i, j) > w(i, ı) + w(, j); so that i = . Since G and nodes i, j satisfy the hypotheses in Lemma 9, we can define G ′ = (N ± , w ′ ) equal to the octagonal graph G s = (N ± , w s ) defined in Lemma 9; it follows that G ′ is a weakly closed octagonal graph and
Let G ′ S = (N ± , w ′ S ) where z 2 ) ; also, as i = , w ′ (z 1 , z 1 ) = w(z 1 , z 1 ) and w ′ (z 2 , z 2 ) = w(z 2 , z 2 ); thus we have w ′ (z 1 , z 2 ) ≤`w ′ (z 1 , z 1 ) + w ′ (z 2 , z 2 )´/2 if and only if w(z 1 , z 2 ) ≤`w(z 1 , z 1 ) + w(z 2 , z 2 )´/2. Therefore, the induction hypothesis can be applied to G ′ S , so that G ′ S must be weakly closed. By property (17) , G S = G ′ S so that G S is weakly closed. By hypothesis (16), w S (z 1 , z 1 ) = w(z 1 , z 1 ) and w S (z 2 , z 2 ) = w(z 2 , z 2 ), so that, again by hypothesis (16), we have
hence, by Definition 16, property (2) of Definition 1 holds, so that G S is closed; and, also, property (6) of Definition 5 holds, so that G S is strongly closed. ⊓ ⊔ Proof (of Theorem 3 on page 17) Let G s = (N ± , w s ) be such that G s = S-closure(G). By property (6) of Definition 5, for each i, j ∈ N ± , w s (i, j) ≤ w S (i, j) so that G s G S . Moreover, by construction, G S G so that we obtain G s G S G. Since G is closed, by Definition 16, it is also weakly closed. Hence, by Lemma 10, G S is strongly closed. Hence,
The proof of Theorem 4 relies on an auxiliary lemma.
Then, if G t is consistent, G t is a weakly closed octagonal graph.
Proof Suppose that the graph G t is consistent. By construction, G t is octagonal and G t G.
As G is weakly closed, rule (1) of Definition 1 holds so that, for all h ∈ N ± , w(h, h) = 0 and, by hypothesis (18), w t (h, h) = w(h, h); hence, G t satisfies rule (1) of Definition 1 too. Observe that, as G is weakly closed, rule (11) of Definition 16 holds. Suppose z 1 , z 2 , z ∈ N ± . Then, by Definition 16, to prove that G t is weakly closed, we need to show that
If z 1 = z 2 , then (19) is equivalent to w t (z 1 , z)+w t (z, z 1 ) ≥ 0, which holds due to the hypothesis that G t is consistent. If w t (z 1 , z) = w(z 1 , z) and w t (z, z 2 ) = w(z, z 2 ) then, as G t G, it follows from rule (11) that (19) holds. Suppose now that z 1 = z 2 and w t (z 1 , z) = w(z 1 , z); then w t (z 1 , z 2 ) = w(z 1 , z 2 ) and, by hypothesis (18), z = z 1 . By application of Lemma 8 to graph G and nodes z 2 and z 1 , we obtain w(z 2 , z 2 ) ≤ 2w(z 2 , z 1 ) + w(z 1 , z 1 ) so that, by coherence,. w(z 2 , z 2 ) ≤ 2w(z 1 , z 2 ) + w(z 1 , z 1 ). Note however that, if w(z 2 , z 2 ) = 2w(z 1 , z 2 ) + w(z 1 , z 1 ), then w(z 2 , z 2 ) will be odd if and only if w(z 1 , z 1 ) is odd so that, by hypothesis (18) 
As G T is an octagonal graph, G T is consistent, and hence G T = ⊥; let G T = (N ± , w T ). Let G t = (N ± , w t ) be as defined in Lemma 11 so that G t is weakly closed. Then, for all i, j ∈ N ± ,
Therefore, by Lemma 10, G T is strongly closed so that, by Definition 13, G T G T . By Definitions 1, 5 and 13, for all i, j ∈ N ± , both w T (i, j) ≤ w(i, j) and
Theorem 5 is a corollary of the following result proved in [47, Lemma 4] .
Lemma 12 Let G = (N ± , w) be an integer octagonal graph with no negative weight cycles and G t = (N ± , w t ), where w t satisfies (10), have a negative weight cycle. Then there exists i, ı ∈ N ± and a cycle π = (i · π 1 · ı) :: (ı · π 2 · i) in G such that w(π) = 0 and the weight of the shortest path in G from i to ı is odd.
Proof (of Theorem 5 on page 19)
The proof is by contradiction; suppose G T is not an octagonal graph; then by Definitions 1, 5 and 13, G T is inconsistent. We show that G t is also inconsistent. Again, we assume to the contrary that G t is consistent and derive a contradiction. Let i, j ∈ N ± . By (10), we have w t (i, j) ≤ w(i, j) and w t (i, ı)/2 + w t (, j)/2 = k ij , where
As this holds for all i, j ∈ N ± , by (9), S-closure(G t ) G T , contradicting the assumption that G t was consistent. Hence G t is inconsistent and therefore contains a negative weight cycle. By Lemma 12, there exists i, ı ∈ N ± and a cycle π = (i · π 1 · ı) :: (ı · π 2 · i) in G such that w(π) = 0 and the weight of the shortest path in G from i to ı is odd. As G is closed,
is a path and hence the shortest path from i to ı so that w(iı) is odd; hence, by (10) ,
A.3 Proofs of the Results Stated in Section 4.1
Proof (of Lemma 1 on page 12) As E is a zero-equivalence class, it is not empty and thus, by construction, E is not empty. Suppose i ∈ E and j ∈ N ± ; then by construction, ı ∈ E. As E is a zero-equivalence class, by Definition 7,  ∈ E if and only if w(ı, ) = −w(, ı); by the coherence rule (4), w(, ı) = −w(ı, ) if and only if w(i, j) = −w(j, i); hence w(i, j) = −w(j, i) if and only if j ∈ E. Hence, by Definition 7, E is a zero-equivalence class. ⊓ ⊔ Lemma 13 Let G = (N ± , w) be a strongly closed octagonal graph and E ⊆ N ± be a zeroequivalence class for G. Then, for each i, j ∈ E and k ∈ N ± , we have w(i, k) = w(i, j)+w(j, k) and w(k, i) = w(k, j) + w(j, i).
Proof As G is closed, by property (2) of Definition 1, we have w(i, k) ≤ w(i, j) + w(j, k) and w(k, i) ≤ w(k, j) + w(j, i). Hence, we only have to prove that w(i, k) ≥ w(i, j) + w(j, k) and w(k, i) ≥ w(k, j) + w(j, i). This is equivalent to proving that:
Since i, j ∈ E, we have i ≡ G j so that, by Definition 7, w(i, j) = −w(j, i). Hence,
which are true, again by property (2) of Definition 1. ⊓ ⊔ Lemma 14 Let G = (N ± , w) be a strongly closed octagonal graph with a singular zeroequivalence class E. Then, for each i ∈ E and j ∈ N ± ,
Proof Let i ∈ E and j ∈ N ± . As G is a strongly closed octagonal graph, by property (6) of Definition 5, we have 2w(i, j) ≤ w(i, ı) + w(, j). Therefore, it remains to be proved that 2w(i, j) ≥ w(i, ı) + w(, j). By hypothesis, i ∈ E so that, as E = E, we also have ı ∈ E. Therefore, by Lemma 13, w(ı, j) = w(ı, i) + w(i, j). Since the graph G is octagonal, by the coherence assumption (4) of Definition 4, this can be rewritten as w(, i) = w(ı, i) + w(i, j). Thus, by applying property (2) of Definition 1, we obtain:
Therefore, 2w(i, j) ≥ −w(ı, i) + w(, j). As we observed that i ≡ G ı then, by Definition 7, w(i, ı) = −w(ı, i), so that we obtain 2w(i, j) ≥ w(i, ı) + w(, j). ⊓ ⊔ Proof (of Lemma 2 on page 12) Let E 1 and E 2 be singular zero-equivalence classes for the strongly closed octagonal graph G = (N ± , w). Let i ∈ E 1 and j ∈ E 2 . Then, as E 1 = E 1 and E 2 = E 2 , we have i, ı ∈ E 1 and j,  ∈ E 2 . Hence, by Definition 7, w(i, ı) = −w(ı, i) and w(, j) = −w(j, ). Moreover, by Lemma 14,
Thus we obtain
Hence, w(i, j) = −w(j, i) so that, by Definition 7, i ≡ G j. Thus, as i, j were arbitrary nodes in E 1 and E 2 , respectively, we have the result
We first prove that the graphs L and E are octagonal; by Definition 4, this means that we have to show that they are consistent and satisfy (4) . Observe that since, by hypothesis, the graph G is octagonal, we can assume that G is consistent and satisfies the coherence assumption (4) .
To show that L (resp., E) is consistent, consider any cyclic path π in L (resp., in E). Then, as L and E are subgraphs of G, π is also a cyclic path in G and w L (π) = w(π) (resp., w E (π) = w(π)). As G is consistent, we have w(π) ≥ 0 so that w L (π) ≥ 0 (resp., w E (π) ≥ 0). Therefore L and E are both consistent.
To show that (4) for L holds, let i, j ∈ N ± . If i = j, then ı =  and, as G is a closed graph, w(i, i) = w(ı, ı) = 0. By Definition 8,
by Lemma 1 and the definition of the total ordering on N ± , ı / ∈ L or  / ∈ L; thus, by Definition 8, w L (i, j) = w L (, ı) = +∞. Suppose now that i, j ∈ L. Then, we also have ı,  ∈ L so that, again, by Definition 8, w L (i, j) = w(i, j) and w L (, ı) = w(, ı). Since G satisfies (4), w(i, j) = w(, ı) so that w L (i, j) = w L (, ı). Hence, the graph L satisfies (4).
To show that (4) for E holds, let i, j ∈ N ± . If i = j, then ı =  and, as G is a closed graph, w(i, i) = w(ı, ı) = 0. Since i ≡ G i and ı ≡ G ı, by Definition 8, w E (i, i) = w(i, i) and w E (ı, ı) = w(ı, ı) so that w E (i, i) = w E (ı, ı) = 0. Suppose next that i = j. By Lemma 1, i ≡ G j if and only if ı ≡ G . Thus, by Definition 8, if i ≡ G j we have w E (i, j) = w E (, ı) = +∞ and, if i ≡ G j, we have w E (i, j) = w(i, j) and w E (, ı) = w(, ı). In the latter case, as G satisfies (4), w(i, j) = w(, ı) so that w E (i, j) = w E (, ı). Hence, E is a graph that satisfies (4) .
Secondly, using the hypothesis that G is strongly closed, we prove that L and E are strongly closed. Namely, we show that given that the weight function w satisfies properties (1) and (2) of Definition 1 and property (6) of Definition 5, we show that the weight functions w L and w E also satisfy properties (1), (2) and (6) .
Consider property (1). Let i ∈ N ± ; as w satisfies (1), w(i, i) = 0, so that, by Definition 8, we also have w L (i, i) = 0 and w E (i, i) = 0.
Consider property (2) . Let i, j, k ∈ N ± ; then we have to show that:
When k ∈ {i, j}, (20) and (21) trivially hold. Suppose now that k / ∈ {i, j}. Consider first the graph
and w L (k, j) = w(k, j). Hence, as w satisfies (2), (20) holds. Consider now the graph E. If i ≡ G k or j ≡ G k then, by Definition 8, w E (i, k) = +∞ or w E (k, j) = +∞, so that (21) holds. If, instead, i ≡ G k and j ≡ G k so that i ≡ G j; then, by Definition 8, w E (i, j) = w(i, j), w E (i, k) = w(i, k) and w E (k, j) = w(k, j). Hence, as w satisfies (2), (21) holds.
Consider property (6) . Let i, j ∈ N ± ; then we have to show that:
When i = j, it follows from the consistency and property (1), proved in previous paragraphs for L and E that (22) and (23) 
and w L (, j) = w(, j). Hence, as w satisfies (4), (22) holds. Consider now the graph E. If i ≡ G ı or j ≡ G , then, by Definition 8, w E (i, ı) = +∞ or w E (, j) = +∞, so that (23) holds. Suppose, instead that both i ≡ G ı and j ≡ G ; then, by Definition 8, w E (i, j) = w(i, j), w E (i, ı) = w(i, ı) and w E (, j) = w(, j). Hence, as w satisfies (4), (23) holds.
Finally, we prove that L is a zero-cycle free graph. Let π = j 0 j 1 · · · j p be a proper cycle in L; thus j 0 = j p and j 0 = j 1 . As w L (j 0 , j 1 ) < +∞, by Definition 8, we have
w) be a closed and zero-cycle free octagonal graph. Suppose that (i, j) is an arc in G. Then there exists a simple and atomic path
Proof If i = j, let π = i so that π is a simple and atomic path such that w(π) = 0. As G is closed, w(i, j) = 0 so that w(i, j) = w(π) as required. Suppose now that i = j. Let π = j 0 · · · j p be a path of length p in G where i = j 0 , j = j p and w(i, j) = w(π) (for instance we can take p = 1). Suppose that j a−1 = j a , for some a ∈ {1, . . . , p}. Then, as G is closed, w(j a−1 , j a ) = 0 and, since i = j, we can drop the non-proper arc (j a−1 , j a ) from path π and obtain another path π ′ from i to j such that w(i, j) = w(π ′ ). Therefore, we can assume that π is a proper path. By Lemma 6, the path is also simple. Thus, as N is finite, we can assume that p is maximal such that w(i, j) = w(π) and π is a simple path in G.
Suppose, for some q = 1, . . . , p, that the arc (j q−1 , j q ) in π is not atomic in G. Then, by property (2) of Definition 1 and Definition 9, there must exist k ∈ N \ {j q−1 , j q } such that w(j q−1 , j q ) = w(j q−1 , k)+w(k, j q ). Thus, letting π 1 = j 0 · · · j q−1 and π 2 = j q · · · j p , we obtain w(j 0 , j p ) = w`π 1 :: (j q−1 j q ) :: π 2=
By Lemma 6, the path π ′ = π 1 :: (j q−1 kj q ) :: π 2 , which has length p + 1, is simple too, contradicting the maximality assumption for path π. Thus (j q−1 , j q ) is atomic in G. As this holds for any arc in π, the path π is atomic. ⊓ ⊔ Lemma 16 Let G = (N ± , w) be a closed and zero-cycle free octagonal graph. Suppose that, for some i ∈ N ± , there is a proper path π = j 0 · · · j p , where i = j 0 , ı = j p and w(i, ı) = w(π).
Then there is at most one arc in the path π that is atomic but not strongly atomic in G.
Proof The proof is by contraposition. Suppose that, for some q, r ∈ {1, . . . , p} such that q < r, the arcs (j q−1 , j q ) and (j r−1 , j r ) are atomic but not strongly atomic in G. Then, by Definition 9,
Let π 1 = j 0 · · · j q−1 , π 2 = j q · · · j r−1 and π 3 = j r · · · j p , so that π = π 1 :: (j q−1 j q ) :: π 2 :: (j r−1 j r ) :: π 3 . Since w(i, ı) = w(π), we obtain 2w(i, ı) = 2w`π 1 :: (j q−1 j q ) :: π 2 :: (j r−1 j r ) :: π 3=
2w(π 1 ) + 2w(j q−1 , j q ) + 2w(π 2 ) + 2w(j r−1 , j r ) + 2w(π 3 ).
As G is an octagonal graph, this can be rewritten
w`( q j q ) :: π 2 :: (j r−1  r−1 ) :: π 2+
w`π 3 :: ( r j r ) :: π 3´.
Note that the path π ′ 2 = ( q j q ) :: π 2 :: (j r−1  r−1 ) :: π 2 is a proper cycle from node  q to itself. Moreover, both paths π ′ 1 = π 1 :: (j q−1  q−1 ) :: π 1 and π ′ 3 = π 3 :: ( r j r ) :: π 3 go from node i to node ı so that, by Lemma 5, we have w(i, ı) ≤ w(π ′ 1 ) and w(i, ı) ≤ w(π ′ 3 ). As a consequence,
Therefore we obtain w(π ′ 2 ) ≤ 0, contradicting the hypothesis that the graph G is consistent and zero-cycle free. It follows that q = r. ⊓ ⊔ Lemma 17 Let G = (N ± , w) be a closed and zero-cycle free octagonal graph. Suppose that (i, ı) is an arc in G. Then there exists a strongly atomic path π = j 0 · · · j p in G, where i = j 0 , ı = j p and w(i, ı) = w(π).
Proof By Lemma 15, there exists a simple and atomic path π in G from i to ı and w(i, ı) = w(π). Since the path is simple, we can take p = π to be maximal in the set of paths having these properties. Suppose that π is not strongly atomic in G. Then, by Lemma 16, there must be exactly one arc (j q−1 , j q ) in π that is atomic but not not strongly atomic in G. Let h = j q−1 and k = j q . Thus, π = π h :: (hk) :: π k , where the subpaths π h = j 0 · · · j q−1 and π k = j q · · · j p are strongly atomic in G. As the graph G is octagonal, the paths π h and π k are also strongly atomic and satisfy w(π h ) = w(π h ) and w(π k ) = w(π k ).
Since the arc (h, k) is atomic but not strongly atomic, by Definition 9,
Therefore, as G is octagonal,
= w`π h :: (hh) :: π h´+ w`π k :: (kk) :: π k´.
Note that both paths π ′ = π h :: (hh) :: π h and π ′′ = π k :: (kk) :: π k go from node i to node ı. Thus, by Lemma 5, we have w(i, ı) ≤ w(π ′ ) and w(i, ı) ≤ w(π ′′ ). As a consequence, we obtain
As h = h and k = k and as π h , π h and π k , π k are proper paths, both π ′ and π ′′ are proper paths too; and hence, by Lemma 6, they are both simple paths. Moreover, by the maximality assumption for p, we have π ′ = π ′′ = p. Consider now just one of these paths: π ′ .
To conclude the proof, we will show that (h, h) is a strongly atomic arc in G, so that π ′ is a strongly atomic path in G. Suppose instead that (h, h) is not strongly atomic in G. Then, by Definition 9, it is not atomic, so that there exists ℓ ∈ N ± \ {h, h} such that w(h, h) = w(h, ℓ) + w(ℓ, h). Consider the path π ′′′ = π h :: (hℓh) :: π h . Then π ′′′ is a proper path in G such that w(i, ı) = w(π ′′′ ) and π ′′′ > p; contradicting the assumption that p was maximal. It follows that the arc (h, h) is strongly atomic in G. Proof By Lemma 15, there exists a simple and atomic path π = i · · · j in G where w(i, j) = w(π). If i = j, then π = 0, so that the path π is strongly atomic and condition 1 holds. Suppose now that i = j. If the path is strongly atomic in G, then condition 1 holds. Therefore to complete the proof we assume that π is not strongly atomic in G and show that condition 2 holds. By Definition 9, there exists at least one arc (h, k) in π that is atomic but not strongly atomic in G. As π is a simple path, h = k so that, again by Definition 9,
As the graph is octagonal, we have w(i, h) = w(h, ı) and w(k, j) = w(, k). Moreover, by Lemma 5,
Thus, by the inductive hypothesis, w E (π ′ ) = w E (k, j) and we obtain
where the last step holds by Lemma 13, as i, k are nodes in E. ⊓ ⊔ Lemma 22 Let E = (N ± , w E ) be the zero-equivalence subgraph of a strongly closed octagonal graph and Z = (N ± , w Z ) the zero-equivalence reduction for E. Let also i, j ∈ N ± be such that i ≡ E j. Then there exists a path
Proof Let w ′ and w Z be as specified in Definition 10; thus, (N ± , w ′ ) is a subgraph of the octagonal graph Z. We first show that, for any zero-equivalence class E for E, if E contains more than one node, then there is a cycle π E in Z that contains all the nodes in E. Suppose first that the zero-equivalence class E = {z 0 , . . . , z m }, where m > 0, is nonsingular. If E is positive and z 0 < · · · < z m , then, by Definition 10, there is a cycle π E = z 0 · · · z m z 0 in (N ± , w ′ ). Hence, π E is also a cycle in Z. If E is a negative zero-equivalence class, then E = {z 0 , . . . , z m } is positive and z 0 < · · · < z m so that, by the previous argument, there is a cycle π E = z 0 · · · z m z 0 in Z connecting the nodes of E. By Lemma 20, Z is octagonal, so that there is also a cycle π E = π E = z 0 z m · · · z 0 in Z that connects the nodes of E.
Suppose next that the zero-equivalence class E = {z 0 , z 0 , . . . , z m , z m } is singular and that z 0 < z 0 < · · · z m < z m . Then, by Definition 10, there is a path π + = z 0 · · · z m in (N ± , w ′ ) and, hence, in Z; Since E = E and Z is octagonal, there is a path π − = z m · · · z 0 in Z. Also, by Definition 10, (N ± , w ′ ) contains the arcs (z 0 , z 0 ) and (z m , z m ). Therefore, π E = π + :: (z m z m ) :: π − :: (z 0 z 0 ) is a cycle in Z that contains all the nodes in E.
As i ≡ E j, by Definition 7, for some zero-equivalence class E in E, i, j ∈ E. Note that, since i = j, if E = {z 0 , . . . , z m } is non-singular, then it must be m > 0. Thus i and j are nodes in the cycle π E as defined above; thus, there exists a path π = i · · · j in Z. As Z is a subgraph of E, w Z (π) = w E (π). By Lemma 21, w E (π) = w E (i, j) and thus, w Z (π) = w E (i, j). ⊓ ⊔ Lemma 23 Let E = (N ± , w E ) be the zero-equivalence subgraph of a strongly closed octagonal graph. Let also Z = (N ± , w Z ) be the zero-equivalence reduction for E. Then S-closure(Z) = E.
Proof Let S-closure(Z) = Z S = (N ± , w S Z ). By Lemma 3, E is strongly closed octagonal graph. By Lemma 20, Z is an octagonal subgraph of E. Hence, E Z and E Z S . Consider any
Suppose now that w E (i, j) < +∞ so that, by Definition 8, i ≡ E j. By Lemma 22, there exists a path π = i · · · j in Z such that w E (i, j) = w Z (π); as Z S Z, we also have w Z (π) ≥ w S Z (π); and, by Lemma 5,
Proof (of Theorem 1 on page 14) Let G = (N ± , w) be the strong closure of the input octagonal graph, computed at step 1 of the strong reduction procedure; let L = (N ± , w L ) be the non-singular leaders' subgraph of G; E = (N ± , w E ) the zero-equivalence subgraph of G; A = (N ± , w A ) the strongly atomic subgraph of L; Z = (N ± , w Z ) the zero-equivalence reduction of E; G R = (N ± , w R ) = A ⊓ Z; and G S R = (N ± , w S R ) = S-closure(G R ). Then we need to show that G R is a strongly reduced octagonal graph and G S R = G. By Definition 8 and Lemma 3, both L and E are octagonal subgraphs of G. By Lemma 19, A is an octagonal subgraph of L and, by Lemma 20, Z is an octagonal subgraph of E; hence A and Z are octagonal subgraphs of G. Therefore, G R = A ⊓ Z is an octagonal subgraph of G.
Next we show that G S R = G. By Lemma 3, L is strongly closed and zero-cycle free; by Lemma 19, S-closure(A) = L. By Lemma 23, S-closure(Z) = E. Thus, we have
As observed before, L and E are subgraphs of G and hence G G S R . It remains to show that G S R G. Let (i, j) be an arc in G and suppose that i ∈ E i and j ∈ E j , where E i and E j are zero-equivalence classes for G. Then, to prove that G S R G, we just need to show that
To do this, without loss of generality, we need to consider three cases:
1. E i and E j are singular zero-equivalence classes in G; 2. E i is singular and E j is a non-singular zero-equivalence class in G; 3. E i and E j are non-singular zero-equivalence classes in G.
Case 1. By Lemma 2, E i = E j so that w(i, j) = w E (i, j). Therefore, as w S R (i, j) ≤ w E (i, j), Equation (24) holds.
Case 2. Let ℓ j ∈ N ± be the leader of E j so that ℓ j is the leader of the non-singular zero-equivalence class E j . By Definition 8,
By Lemma 13,
so that, by Lemma 14 and Equation (25),
Moreover, by Lemma 5,
since G S R L and G S R E. Therefore Equation (24) holds. Case 3. By Definition 8,
Therefore, by Lemma 13,
Therefore Equation (24) holds and hence G S R = G. Finally, to show that G R is strongly reduced, as specified in Definition 6, we assume there exists a strongly reduced octagonal graph G 2 = (N ± , w 2 ) such that G R ⊳ G 2 and G = S-closure(G 2 ) and derive a contradiction. Let
As G R ⊳ G 2 , there exists i, j ∈ N ± such that w R (i, j) < w 2 (i, j); as G c 2 and G are closed, w c 2 (i, i) = w(i, i) = 0 so that we can assume that i = j. Moreover w R (i, j) < +∞ so that, as G R is a subgraph of G, w R (i, j) = w(i, j); as closure is both idempotent and reductive, G = closure(G) G c R G R ; hence we have
, so that i = , (i, ı) and (, j) are arcs in G and, by Definition 9, arc (i, j) is not strongly atomic in G. Hence, since (i, j) is an arc in G R , it must be i ≡ G j, so that i, j are in the same equivalence class E and (i, j) is an arc in Z; thus, as i = j, either i or j is not the leader of E; without loss of generality, we assume that i is not the leader. Since w = w S 2 = w S R , we have
where the last inequality follows from Lemma 5 and by closure being a reductive operator. Note that as G R ⊳ G 2 , π i must also be a path in G R . By Definition 10 and the assumption that i is not a leader of E, if, for some h ∈ N ± , (i, h) is an arc in G R , then h = j;
Suppose now that w(i, j) = w c 2 (i, j) so that w c 2 (i, j) < w 2 (i, j). By Lemma 7, there exists
As w 2 (π) < w 2 (i, j), there exists k ∈ N ± such that π = (ik) :: π ′ for some path π ′ = k · · · j in G 2 . Since (i, j) is an arc in G R , by Definitions 9 and 10, w(i, j) < w(i, k) + w(k, j). As G is closed, by Lemma 5, w(k, j) ≤ w(π ′ ) and hence w(i, j) < w(i, k) + w(π ′ ) = w(π); and therefore
A.4 Proofs of the Results Stated in Section 4.2
The standard widening operator '∇ s ' for topologically closed convex polyhedra defined in the PhD thesis of N. Halbwachs [19, Définition 5.3.3, p. 57 ] is slightly different from the specification originally proposed in [2] , in that the former does not depend on the particular constraint systems chosen for representing the arguments of the widening. Nonetheless, the following result, which is taken from [33] , states that the two definitions happen to be equivalent when applied to polyhedra S 1 and S 2 such that S 1 ⊆ S 2 and dim(S 1 ) = dim(S 2 ).
Proposition 1 Let S 1 , S 2 ⊆ R n be two topologically closed convex polyhedra such that ∅ = S 1 ⊆ S 2 and dim(S 1 ) = dim(S 2 ). Let also C 1 be a finite system of non-strict linear inequalities describing S 1 and suppose that C 1 contains no redundant constraint. Then the result of the standard widening S 1 ∇ s S 2 is described by the constraint system C s := { β ∈ C 1 | all the points in S 2 satisfy β }.
Proof See the proof in [33, Proposition 6] . ⊓ ⊔ Proof (of Theorem 2 on page 15) Let S 1 , S 2 ∈ ℘(R n ), where ∅ = S 1 ⊆ S 2 , be two octagonal shapes represented by the strongly reduced octagonal graph G 1 and the strongly closed octagonal graph G 2 , respectively. Let also G = G 1 ∇ G 2 = (N ± , w) and S the octagonal shape represented by G. Let C 1 , C 2 and C be the systems of octagonal constraints encoded by G 1 , G 2 and G, respectively. Note that, in such a construction, each pair of coherent arcs generates a single octagonal constraint. Since the octagonal graph G 1 is strongly reduced, the corresponding constraint system C 1 contains no redundant constraints.
We first assume dim(S 1 ) = dim(S 2 ) so that, by Definition 11, S 1 ∇ S 2 = S. We will show that S = S 1 ∇ s S 2 . Let C s be as defined in Proposition 1. Then it follows from Proposition 1 that to prove S = S 1 ∇ s S 2 , we just need to show that C = C s . To prove C ⊆ C s , suppose that β = (v i − v j ≤ d 1 ) ∈ C, so that w(i, j) = d 1 < +∞. Then, by Definition 2, w 1 (i, j) = d 1 and w 2 (i, j) = d 2 ≤ d 1 . Thus, there exists γ = (v i − v j ≤ d 2 ) ∈ C 2 . Since all the points of S 2 satisfy γ, they also satisfy β and hence, β ∈ C s . To prove the other inclusion C s ⊆ C, suppose that β = (v i − v j ≤ d 1 ) ∈ C s so that, since C s ⊆ C 1 and C 1 contains no redundancies, we have w 1 (i, j) = d 1 . By definition of C s , all the points of S 2 satisfy β. Since the octagonal graph G 2 is strongly closed, there exists γ = (v i − v j ≤ d 2 ) ∈ C 2 such that d 1 ≥ d 2 . Hence, w 1 (i, j) ≥ w 2 (i, j) and, by Definition 2, we obtain β ∈ C.
Suppose now that dim(S 1 ) = dim(S 2 ). By hypothesis, S 1 ⊆ S 2 so that dim(S 1 ) < dim(S 2 ). Then, by Definition 11, S 1 ∇ S 2 = S 2 . Since the standard widening '∇ s ' is an upper bound operator, we obtain S 1 ∇ S 2 ⊆ S 1 ∇ s S 2 .
Thus, in both cases the operator '∇' computes an upper bound of its arguments which is at least as precise as the upper bound computed by the standard widening '∇ s '. To complete the proof, we only have to show that '∇' is a proper widening operator, i.e., it enforces the convergence of any abstract iteration sequence. This property is easily shown to hold by the observation, made above, that the operator of Definition 11 can behave differently from the standard widening only when there is a strict increase in the affine dimension of the arguments. Since such an increase can only happen a finite number of times, the operator '∇' inherits the convergence guarantee of '∇ s '. ⊓ ⊔ A.5 Proof of Theorem 6 on page 21
The following two lemmas are simple adaptations of Lemma 3 and Lemma 19 to the case of tightly closed graphs.
Lemma 24 Let L and E be the non-singular leaders' subgraph and the zero-equivalence subgraph of the tightly closed graph G, respectively. Then, L and E are tightly closed graphs and L is zero-cycle free.
Proof Since G is tightly closed, it is also strongly closed. Hence, by Lemma 3, the graphs L and E are strongly closed octagonal graphs and E is zero-cycle free. Since they are subgraphs of G, which is tightly closed, L and E are integer graphs and satisfy property (8) of Definition 13, so that they are tightly closed too. ⊓ ⊔ Lemma 25 Let G be a tightly closed and zero-cycle free graph and A = (N ± , w A ) be its tightly atomic subgraph; let also U = (N ± , w U ) be the untightening of A. Then U is an integer octagonal subgraph of G and T-closure(U ) = G.
Proof Since G is tightly closed, it is also strongly closed so that, by Lemma 19, A is an octagonal subgraph of G and S-closure(A) = G; as G is tightly closed, we obtain T-closure(A) = G. By Definition 15, U is an octagonal subgraph of A; hence, U is an integer octagonal subgraph of G. Since G U , by monotonicity and idempotency, G T-closure(U ). Therefore, to prove T-closure(U ) = G, we just need to show that T-closure(U ) G.
Let A = (N ± , w A ), U = (N ± , w U ) and U T = (N ± , w T ) = T-closure(U ); we prove that U T A. Let i, j ∈ N ± be any pair of nodes. If w U (i, j) ≤ w A (i, j) then, since tight closure is a reductive operator, w T (i, j) ≤ w A (i, j). On the other hand, by Definition 15, if w U (i, j) > w A (i, j), then we have that j = ı, w A (i, ı) is even and there exists k ∈ N ± \ {i, ı} such that w A (i, k)+w A (k, ı) ≤ w A (i, ı)+1. Note that, by Definition 15 and reductivity of tight closure, we have w T (i, k) ≤ w U (i, k) = w A (i, k) and w T (k, ı) ≤ w U (k, ı) = w A (k, ı). Since U T is tightly closed, by property (2) of Definition 1, we obtain
Note that w A (i, ı) + 1 is an odd integer and, by property (8) of Definition 13, w T (i, ı) is even, so that we obtain w T (i, ı) ≤ w A (i, ı). Hence, U T A and, since the tight closure operator is monotonic and idempotent, we obtain U T = T-closure(U T ) T-closure(A) = G, completing the proof. ⊓ ⊔
The following proof of Theorem 6 is a simple adaptation of the proof of Theorem 1, exploiting the two lemmas above.
Proof (of Theorem 6 on page 21) Let G = (N ± , w) be the tight closure of the input integer octagonal graph, computed at step 1 of the tight reduction procedure; let L = (N ± , w L ) be the non-singular leaders' subgraph of G; E = (N ± , w E ) the zero-equivalence subgraph of G; A = (N ± , w A ) the strongly atomic subgraph of L; U = (N ± , w U ) the untightening of A; Z = (N ± , w Z ) the zero-equivalence reduction of E; G R = (N ± , w R ) = U ⊓ Z; and G T R = (N ± , w T R ) = T-closure(G R ). Then we need to show that G R is a tightly reduced octagonal graph and G T R = G. By Definition 8 and Lemma 24, both L and E are octagonal subgraphs of G. By Lemma 25, U is an octagonal subgraph of L and, by Lemma 20, Z is an octagonal subgraph of E; hence U and Z are octagonal subgraphs of G. Hence, G R = U ⊓ Z is an octagonal subgraph of G.
Next we show G T R = G. By Lemma 24, L and E are tightly closed and L is zero-cycle free; by Lemma As observed before, L and E are subgraphs of G and hence G G T R . It remains to show that G T R G. Let (i, j) be an arc in G and suppose that i ∈ E i and j ∈ E j , where E i and E j are zero-equivalence classes for G. Then, to prove that G T R G, we just need to show that w T R (i, j) ≤ w(i, j).
1. E i and E j are singular zero-equivalence classes in G;
2. E i is singular and E j is a non-singular zero-equivalence class in G; 3. E i and E j are non-singular zero-equivalence classes in G.
Case 1. By Lemma 2, E i = E j so that w(i, j) = w E (i, j). Therefore, as w T R (i, j) ≤ w E (i, j), Equation (26) holds.
Case 2. Let ℓ j ∈ N ± be the leader of E j so that ℓ j is the leader of the non-singular zero-equivalence class E j . By Definition 8, w(i, ı) = w E (i, ı), w(, ℓ j ) = w E (, ℓ j ), w(ℓ j , j) = w E (ℓ j , j), w(ℓ j , ℓ j ) = w L (ℓ j , ℓ j ).
By Lemma 13, w(, j) = w(, ℓ j ) + w(ℓ j , j) = w(, ℓ j ) + w(ℓ j , ℓ j ) + w(ℓ j , j) so that, by Lemma 14 and Equation (27) , 2w(i, j) = w(i, ı) + w(, j) = w(i, ı) + w(, ℓ j ) + w(ℓ j , ℓ j ) + w(ℓ j , j)
= w E (i, ı) + w E (, ℓ j ) + w L (ℓ j , ℓ j ) + w E (ℓ j , j). (26) holds and hence G T R = G. Finally, to show that G R is tightly reduced as specified in Definition 14, having already shown that G R is a subgraph of T-closure(G R ) = G, we assume there exists a proper octagonal subgraph G 2 = (N ± , w 2 ) of G R such that G = T-closure(G 2 ) and derive a contradiction.
Let G c 2 = (N ± , w c 2 ) = closure(G 2 ), G c R = (N ± , w c R ) = closure(G R ) and G T 2 = (N ± , w T 2 ) = T-closure(G 2 ) (so that w = w T R = w T 2 ). As G 2 is a proper octagonal subgraph of G R , there exists i, j ∈ N ± such that w R (i, j) < w 2 (i, j) = +∞; as G c 2 and G are closed, w c 2 (i, i) = w(i, i) = 0 so that we can assume that i = j. Moreover w R (i, j) < +∞ so that, as G R is a subgraph of G, w R (i, j) = w(i, j); as closure is both idempotent and reductive, G = closure(G) G c
