We consider the problem of estimating an arbitrary smooth functional of k ≥ 1 distribution functions (d.f.s.) in terms of random samples from them. The natural estimate replaces the d.f.s by their empirical d.f.s. Its bias is generally ∼ n −1 , where n is the minimum sample size, with a pth order iterative estimate of bias ∼ n −p for any p. For p ≤ 4, we give an explicit estimate in terms of the first 2p − 2 von Mises derivatives of the functional evaluated at the empirical d.f.s. These may be used to obtain unbiased estimates, where these exist and are of known form in terms of the sample sizes; our form for such unbiased estimates is much simpler than that obtained using polykays and tables of the symmetric functions. Examples include functions of a mean vector (such as the ratio of two means and the inverse of a mean), standard deviation, correlation, return times and exceedances. These pth order estimates require only ∼ n calculations. This is in sharp contrast with computationally intensive bias reduction methods such as the pth order bootstrap and jackknife, which require ∼ n p calculations.
Introduction and summary
Let T (F ) be any smooth functional of one or more unknown distributions F based on random samples from them. Bias reduction of estimates of T (F ), say T ( F ), has been a subject of considerable interest. Traditionally bias reduction has been based on well known resampling methods like bootstrapping and jackknifing in nonparametric settings, see Gray and Schucany (1972) and Efron (1982) . However, these methods may not be effective in complex situations when the sampling distribution of the statistic changes too abruptly with the parameter, or when this distribution is very skewed and has heavy tails. Also the robustness properties of F may not be preserved for T (F ) for all T (·).
Recently, various analytical methods have been developed for bias reduction in parametric settings. Withers (1987) developed methods for bias reduction based on Taylor series expansions. Sen (1988) established asymptotic normality of √ n{T ( F ) − T (F )} as n → ∞ under suitable regularity conditions. Fernholz (1999, 2004 ) defined a target estimator: for a given T and a parametric family of distributions it is defined by setting the expected value of the statistic equal to the observed value. Fernholz (1999, 2004) established under suitable regularity conditions that the target estimator has smaller bias and mean squared error than the original estimator. See also Fernholz (2001) .
Suppose we have k ≥ 1 independent samples of sizes n 1 , . . . , n k from distribution functions (d.f.s) F = (F 1 , . . . , F k ) on R s 1 , . . . , R s k . Let F = ( F 1 , . . . , F k ) denote their sample d.f.s and let n be the minimum sample size. The problem we consider in this paper is that of finding an estimate of low bias for an arbitrary smooth functional T (F ). The natural estimate T (F ) generally has bias ∼ n −1 , that is, O(n −1 ) as n → ∞. This paper has already been cited as an unpublished technical report in Withers and Nadarajah (2008) . The estimates proposed here have been compared to alternatives. We showed in particular that our estimates consistently outperform bootstrapping, jackknifing and those due to Sen (1988) and Fernholz (1999, 2004) . We also provided computer programs in MAPLE for implementation of the proposed estimates.
The emphasis of this paper is to describe how to find estimates of low bias for T (F ). Because of the material in Withers and Nadarajah (2008) , the emphasis here will not be on numerical illustrations or applications.
For the reader's convenience, in Section 2, we repeat the definition of functional derivatives and rules for obtaining them given in Withers (1988) . In Section 3, we have a formal asymptotic expansion of the form
where C 0 = T (F ). The coefficient of n −r in ET ( F ), C r (F, T ) = C r may be written in terms of the (functional or von Mises) derivatives of T ( F ) of order ≤ 2r, and is given there explicitly for r ≤ 4.
From (1.1) if a functional T (n) (F ) can be expanded as
where
Defining T i iteratively by T 0 = T and
for i ≥ 1 it follows that for p ≥ 1 The method can also be used to estimate with reduced bias any cumulant of T ( F ). This is illustrated in Section 6 which gives a third order estimate for the covariance of any estimate of the form T (F ), where now T may be a vector. For example, by Example 5.1, if k = 1 and T (F ) is any function of µ(F ) (such as µ 1 (F )/µ 2 (F )) if s 1 = 2), this estimate is a function of the mean and covariance of F only, whereas C 1 depends also on the third moment.
Section 7 shows how to estimate the covariance of an estimate of bias.
There are, of course, other pth order estimates of T (F ), but they are all computationally intensive, requiring O(n p ) calculations (except in special cases), whereas our method requires only O(n) calculations for fixed p. The main examples are, firstly, the (p − 1)th iterated bootstrap, θ p−1 of equation (1.35) of Hall (1992) in which (−1) i+1 should be inserted in the right hand side; and, secondly, the pth order jackknife θ p−1 of equation (4.17) of Schucany et al. (1971) , a ratio of p × p determinants. To see that this requires O(n p ) calculations note that t p of their equation (4.19) requires O(n p ) calculations.
The techniques given here can also be applied to quantify their biases. Note that if A and B are two pth order estimates of T (F ) then A − B = O p (n −p ).
Appendix A gives a very useful chain rule for obtaining the derivatives of a function of a functional. Appendix B gives some results used to obtain {T i } of (1.3). Appendix C shows how to estimate the number of simulated samples needed to estimate the bias to within a given relative error. Tiit (1988) by an entirely different method obtained an expansion of the form (1.1) for
where X ∼ F , and so also for µ r (F ). For these cases he constructs estimates of bias
v i and n − 1 > the number of partitions of h. His expression on page 12, Theorem 4, is incorrect. He gives
Here, A should be
For the case T (F ) = µ 3 his Table 2 illustrates through simulations for F = U (0, 1) and n = 5, 10 how the bias of T np ( F ) falls to zero as p increases.
Functional partial derivatives and notation
Let F s denote the space of d.f.s on R s . Let x, y, x 1 , . . . , x r be points in R s , F ∈ F s and T : F s → R. In Withers (1983) the r-th order functional derivative of T (F ) at (x 1 , . . . , x r )
was defined. It is characterized by the formal functional Taylor series expansion: for G in F s ,
where r denote r integral signs, and the constraints T x 1 ···xr is symmetric in its r arguments, and
These imply F (x j ) in (2.1) can be replaced by zero. In particular, it was shown that, for 0 ≤ ε ≤ 1,
at ε = 0, where δ x is the d.f putting mass 1 at x, that is δ x (y) = I(x ≤ y) = 1 if x ≤ y and 0 otherwise. For example, T (F ) = F (y) has first derivative
Also, T x 1 ···xr = 0 if T (F ) is a 'polynomial in F ' of degree less than r (for example, a moment or cumulant of F of order less than r), so that the Taylor series in (2.1) consists of only r − 1 terms. Note that T (F ) is a polynomial in F of degree m if for any G in F s , T (F + ε(G − F )) is a polynomial in ε of degree m.
where x i in R sa i and a i in {1, 2, . . . , k}, and is obtained by treating the lower order functional partial derivatives and T (F ) as functionals of F a alone for a = a 1 , . . . , a r . For example, T a···a x 1 ···xr is the ordinary functional derivative of S(F a ) = T (F ) at (x 1 · · · x r ), and T a···ab···b
is the ordinary functional derivative of S(F b ) = T a···a x 1 ···xr at (y 1 · · · y s ). Just as ∂ 2 f (x, y)/∂x∂y = ∂ 2 f (x, y)/∂y∂x under mild conditions, swapping columns of
(for example, a 1 x 1 and a 2 x 2 ) will not alter its value. So, T a···ab···b x 1 ···xry 1 ···ys is also the ordinary functional derivative of S(F a ) = T b···b
The partial derivatives may also be characterized by the formal functional Taylor series expansion:
with summation of the repeated subscripts a 1 · · · a r over their range 1 · · · p implicit, together with the constraints T a 1 ···ar x 1 ···xr is not altered by swapping columns, and
These imply F a j (x j ) in (2.2) can be replaced by zero. The partial derivatives may be calculated using
and 
Expansions for bias
Perhaps the easiest method to obtain expressions for the bias coefficients {C r } of (1.1) and the bias reduction coefficients {T i (F )} of (1.3) is from their parametric analogs, given in equation (A.1) and Appendix D (for i ≤ 3) of Withers (1987) . The method is to identify (θ, θ, t, ) with (F, F , T, ), where the integral is with respect to the appropriate distribution F i . This method was used in Withers (1988) to derive non-parametric confidence intervals of level 1 − α + O(n −j/2 ) from their parametric analogs. It is convenient to set
where x i denotes a string of i x's (not a product) and similarly, for a i . In the notation of Withers (1988) 
the above approach yields
3)
So, S np (F ) is a pth order estimate of T (F ).
Suppose now that it is known that there exists an UE and that it has the form S np (F ). Then this gives a method of obtaining it. For example, if k = 1 and T (F ) is a polynomial of degree p in F (for example, a product of moments or cumulants of total degree p), then the UE of T (F ) has the form (4.5) with 
If k = 1 and we choose N i (n) as in (4.6), then S i is generally a simpler expression than T i :
and so on.
Note 4.2 For p ≥ 1, set e n,p (T, F ) = T np (F ) of (1.3) and let {U i (F )} be smooth. Then a pth order estimate of
Let κ r (X) denote any rth order cumulant of X, any q×1 random vector. Then n 1−r κ r (T (F )) can be expanded in the form (4.9); a method of obtaining {U i } is illustrated in Section 6 for the case r = 2. 
and c is any finite constant, for example, u.
The estimates (4.5) and (4.9) can be adapted similarly, to give S np (F ) and 
, where q ≤ p is the maximum integer such that {n −i T i (F ), 0 ≤ i ≤ q} decreases in absolute value. This may be useful if T np (F ) diverges. Note that S + np (F ) and T + np (F ) may be defined analogously from (4.5) and (4.10).
Examples
Example 5.1 Suppose k = 1, X ∼ F on R s and T (F ) = g(µ), where µ = µ(F ) = EX has dimension s 1 = s and g is a function with finite derivatives at µ. By the chain rule (A.6) or (A.7) of Appendix A,
are the partial derivatives of g(µ) with respect to µ, and summation of the repeated indices j 1 , . . . , j r over their range 1, . . . , s is implicit. So,
the joint central moment. So,
.
[ 
where α is a given s-vector. The ith order partial derivative of g(µ) with respect to µ is
In particular, for a univariate sample (s = 1) with central moments {µ r } and g(µ) = µ p ,
and
In particular, for p a positive integer, by Note 4.1, an UE for µ p is
where S 0 (F ) = µ p , and
These results may be checked by by solving the system of equations given by Wishart (1952, page 5) . For p = 4 the system has seven equations. Alternatively, one may follow the method of Section 12.22 of Stuart and Ord (1987) using their tables of the symmetric functions. For example, after some labor one obtains for p = 4 the UE T n ( F ), where
where m i = EX i . Clearly, our method gives a much simpler form.
For p = −1, that is T (F ) = µ −1 , the above gives
Some simulations estimating the bias of S ni (F ) of (4.5), (4.6) and Note 4.3 with c = 1/u = µ/10 for 1 ≤ i ≤ 4, for µ −1 , are given in Table 5 .1. For n = 100 and p = 2, the estimates are poor: see Appendix C.
Example 5.1 estimated a smooth function of the mean of one multivariate distribution. We now estimate a smooth function of the means of k univariate distributions.
Example 5.4 Suppose we have k univariate samples (that is s
is a function of the means of k univariate samples. Then
where g · · · is the partial derivative with respect to µ and
the ith central moment of F a . So, for λ a of (3.2), 
Then, by (5.2),
In particular, for g(µ) = µ 1 /µ 2 (the ratio of means for two univariate samples), setting
, we obtain
This may also be derived from (5.2).
Central moments and functions of them may be viewed as functions of noncentral moments and so dealt with using Examples 5.1 and 5.4. However, it is much more convenient to deal with them directly in terms of the derivatives of the central moments. We now give these.
Example 5.6 One univariate sample ( that is
For example,
These basic building blocks are written out more explicitly up to r = 6 in Appendix D.
Substituting into the expressions of (3.3)-(3.5) for the coefficient C i of n −i in the expansion of Eµ r (F ) gives
Substituting into the expressions of (4.3)-(4.4) for the coefficient T i (F ) of n −i in the expansion for the UE of µ r (F ) gives
Similarly, from (4.7) and (4.8),
Now from James (1958, page 6) the UE for µ r has the form
(1 − i/n) (5.14)
for r = 2s or 2s + 1, which can be recovered from {T i , i ≤ s} as in Note 4.1. So, the above {T i , i ≤ 3} provide UEs for µ r for r ≤ 7. These were given for r ≤ 6 on James (1958, page 6) and agree with our results.
For example, for µ 3 , T (1 2 ) = −2µ 2 , so S 1 (F ) = 3µ 3 and T (1 3 ) = 12µ 3 , T (1 2 1 2 ) = 0, so S 2 (F ) = 4µ 3 and so the UE of µ 3 is
For r = 7, we obtain in this way {a i7 = a i7 (F )} of (5.14) as
Example 5.7 One univariate sample (that is k = s 1 = 1) with T (F ) = q j=2 µ p j j for {p j } arbitrary and {µ j } as in Example 5.6. Set S i (µ) = µ i and g(S) = S p j j . The ordinary partial derivatives of g(S) are
and so on, where δ ij = 1 if i = j and 0 otherwise. Set .5) and by (5.4), and
By (A.8),
Other terms are calculated similarly. For example, C 2 , T 2 (F ) and S 2 (F ) are given by (3.6), (4.3), and (4.7) in terms of T (1 2 ), T (1 3 ) and T (1 2 1 2 ). Also by (A.9) to (A.11)
Example 5.8 Consider Example 5.7 with
Example 5.9 Consider Example 5.8 with
So,
For p = 2 this gives T (F ) = µ 2 2 ,
18)
Note that C 1 , C 2 agree with µ(2 2 ) of Sukhatme (1944, page 368).
The UE of µ 2 2 has the form
So, {a i = a i22 (F )} are given by
We now present a second method for finding an UE of i µ p i i . This method avoids computing {T i (F )}, but derives the UE of the vector 20) that is, for all products of a given degree p, directly from their first few coefficients {C i }.
where A i is a d × d matrix of integers and A 0 = I d , the identity matrix. So,
is the UE of T(F ), where
But this is known to have the form
. So, the UE (5.21) is given in terms of {A i , i ≤ p/2}:
and so on. The method also applies to obtaining an UE for So,
So, UEs of µ 4 and µ 2 2 are µ 4n (F ) and µ 22n (F ), where
(1 − i/n). Table 5 .2 gives the relative bias of S np ( F ) as estimated from two runs of 60,000 simulations for p ≤ 2 and F normal and exponential. For n = 100 and p = 2, the estimates are poor: see Example C.3. For p = 3 the bias is zero.
That is, UEs of µ 5 and µ 3 µ 2 are µ 5n (F ), and µ 32n (F ), where
Example 5.12 Suppose k = s 1 = 1 and T (F ) = g(µ 2 ). Set g r = g (r) (µ 2 ), and β r = µ r µ −r/2 2
. Then
Similarly, by (A.9) to (A.11) and (A.15),
and by (A.16)
where = µ 2xxyy = 0, So,
2 /8, 
where 
So, t i = T i (F )/T (F ) and s i = S i (F )/T (F ) are given by Example 5.14 Consider Example 5.13 with T (F ) = µ 2 , so ET ( F ) = (1 − n −1 )T (F ). As a check q = 1 above gives
[ Table 5 For the normal, exponential and gamma (γ), β 4 = 3, 9 and 3 + 6 γ −1 , so λ 1 = 1/3, 2/3 and (5γ + 12)/(6γ + 12) and the s.d. improves on σ( F ), although both are first order estimates, that is, both have bias O(n −1 ).
To see how S n2 ( F ) improves on the s.d., note that bias {S n2 ( F )}/ bias { s.d. } = λ 2 n −1 + O(n −2 ), where λ 2 = s 2 /t * 1 . For the normal, exponential and gamma (γ), 
So, by (A.21),
So, by (A.22)
Similarly, at (1, 1, 1 2 ), U 221 = 0,
so by (A.23),
Also at a = b = 1,
So, by (A.24) Note that T (1 2 1 3 ), T (1 2 1 2 1 2 ) and S 3 (F ) may be calculated similarly using (A.7).
Note 5.1 In the one sample example above µ is the mean of X ∼ F . In many cases
A similar remark holds for several samples.
The next four examples apply this idea to return times and exceedances.
Example 5.17 Take k = 1, h(x) = I(x ≤ a) for some a in R s , and T (F ) = µ −1 . Since µ = F (a), T (F ) is the return period of the event {X ≤ a}, where X ∼ F . But the case T (F ) = µ −1 was dealt with in Example 5.3 in terms of µ r . In this instance µ r = µ r (Bi (1, p) ), where p = F (a), so µ 2 = pq, where q = 1 − p, µ 3 = pq(1 − 2p) and µ 4 = pq(1 − 3pq). So, by Examples 5.6, 5.7 and Note 4.3 an estimate of the return period
The same formula with p = 1 − F (a) and p = 1 − F (a) gives an estimate of bias O(n −4 ) for the return time of the event {X > a}. Similarly, for the event {x ∈ A} with p = F (A) and p = F (A). Similarly, we can apply Example 5.4 to obtain estimates of bias O(n −p ) for any smooth function g(p 1 , . . . , p k ) given independent n i p i ∼ Bi(n i , p i ), 1 ≤ i ≤ k. This problem can also be solved by the parametric method of Withers (1987) .
Example 5.18 Suppose k = 1, X ∼ F on R t and T (F ) = Er(X) | (X ∈ A), where A ⊂ R t is a measurable set, F (A) > 0 and r : R t → R is a given function. Then T (F ) = µ 1 /µ 2 = µ 1 (F )/µ 2 (F ), where µ i (F ) = h i (x)dF (x), h 1 (x) = r(x)I(x ∈ A) and h 2 (x) = I(x ∈ A). So, {T i , S i , 1 ≤ i ≤ 3} are given in Example 5.2 in terms of the moments of (5.1) in which x j i now needs to be replaced by h j i (x). Set p) ) is given for 2 ≤ j ≤ 4 in Example 5.17 and
Using I 1 = 0 simplification yields
Unlike Example 5.17, one does not need to know a lower bound for p, since µ 1 = 0 if p = 0; so, if p = 0 one interprets S n4 ( F ) as an arbitrary constant. This shows, surprisingly that the bias reduction problem for T (F ) = µ 1 /p can be treated as a parametric problem, the parameters being (µ 1 , p). The more general problem of T (F ) = g(µ 1 , p) does not reduce to a finite parameter problem as it involves { A r i dF, i ≥ 1}.
Example 5.19
The conditional distribution of exceedances is
for x ≥ 0. This is µ 1 /µ 2 with A = {y : y > u} = (u, ∞), B −{y : x+u > y > u} = (u, x+u) and r(y) = I(y ∈ B). So, Example 5.18 applies with
Example 5.20 The mean conditional exceedance is
So, r(y) = (y − u) + and Example 5.18 applies.
The central moments of F u of (5.22) are not covered by Example 5.18 and are probably best dealt with by writing them as functions of the noncentral moments and applying Example 5.1 with µ = { (x − u) i + dF (x), i ≥ 0}. A more direct approach is given by the following example.
Example 5.21 Suppose T (F ) = S(F u ) for F u of (5.22). Set C y (F ) = F u (y). Then
Higher derivatives can be calculated from (5.23).
Now let us apply the previous note with s = 1, t = r, h(y) = a ′ y, where a lies in R r . Set µ = EY. Then the joint central moment
, so the same relation is true of their derivatives. The same is also true of the cumulants. This device allows us to derive results for multivariate moments and cumulants from their univariate analogs.
For example, from Example 5.6, for a univariate random variable, µ 2 (x) = (x − µ) 2 − µ 2 and µ 2 (x 1 , x 2 ) = −2(x 1 − µ)(x 2 − µ). So, for a bivariate random variable,
We illustrate this device further with the problems of estimating multivariate moments and the correlation of a bivariate distribution and its square.
Example 5.22 Suppose k = 1, s = 2 and T (F ) = µ 12 . From Example 5.6 and the previous remark, an UE of µ 12 is µ 12 /(1 − n −1 ) at F = F .
Similarly, we have
Example 5.24 Suppose k = 1, s = 2, and T (F ) = µ 12 {µ 11 µ 22 } −1/2 , the correlation of a bivariate sample. So, (A.1) of Appendix A holds with S(F ) = (µ 12 , µ 11 , µ 22 ) and g(S) = S 1 (S 2 S 3 ) −1/2 . We shall apply (A.8). Set
, and similarly S 12 (1, 1) = µ 1112 − µ 11 µ 12 , S 13 (1, 1) = µ 1222 − µ 12 µ 22 , S 22 (1, 1) = µ 1111 − µ 2 11 , S 33 (1, 1) = µ 2222 − µ 2 22 , and S 23 (1, 1) = µ 1122 − µ 11 µ 22 . So, an estimate of bias
Example 5.25 Suppose k = 1, s = 2 and T (F ) = µ 2 12 {µ 11 µ 22 } −1 = ν 2 12 , the square of the correlation of a bivariate sample. Again (A.1) holds with S(F ) = (µ 12 , µ 11 , µ 22 
Estimating covariances of estimates
In this section, we give an estimate of bias O(n −3 ) for V n (F ), the covariance of T (F ), where now T(F ) is a q × 1 vector with components {T α (F ), 1 ≤ α ≤ q}. After Example 6.1, we estimate the covariance of more general estimates of T(F ).
From the formulas for {K ab i } on Withers (1982, pages 66 and 67),
Also, setting V αβ (F ) = K αβ 1 (F ) and differentiating, we have
If k = 1 this reduces to
at a = b = 1, so that
One may prefer to use n −1 − n −2 instead of (n − 1) −1 in (6.8). Remarkably, unlike the case k > 1, the estimate (6.8) does not depend on
We now show how to estimate
, and
of (6.2), and
, respectively, where
Alternatively, for k = 1, the sum of (6.8) and n −2 △ αβ at F = F estimates W αβ n (F ) with bias O(n −3 ). Now for p ≥ 2, T np of (1.3) has the form T (n) of (6.9) with T 1 given by (4.1), so that
and so
For k = 1, at a = b = 1, this gives
which, remarkably, does not depend on T (a 2 , a) or T (a 2 b, b) to this accuracy -whereas 
are given by (6.3), (6.7), (6.10), (6.11), (6.12) . Note that L αβ depends only on the first and second moments of F , even though K 
Note that (6.13) is in agreement with equation (10.17) of Kendall and Stuart (1977) . 
In particular, for s = 1 and g(µ) = µ p , with a = b = 1
For example, var{ µ −1 } or (if Note 4.3 needs to be applied), var{ µ −1 I (| µ| > l)}, where l > 0 is a known lower bound for |µ|, can be estimated by
or by
with bias O(n −3 ), where ( µ, µ 2 ) is (µ, µ 2 ) at F = F . Alternatively, replacing n −2 in T n2 by (n − 1) −2 and setting s 2 = µ 2 n/(n − 1), the UE of µ 2 , we obtain
as estimates with bias O(n −3 ).
Estimating the covariance of an estimate of bias
The emphasis of this paper has been to reduce bias, not estimate it. However, a number of papers have given methods for estimating the variance of an estimate of bias for the case k = 1. See, for example, Efron (1981) and Davison et al. (1986) . These papers provide bootstrap and jackknife methods of an order of magnitude less efficient computationally than the Taylor series method (also called the delta method or the infinitesimal jackknife when p = 2) used here.
Suppose then T(F ) is a q × 1 functional. Note that T (F ) has bias n −1 B(F )/2+O(n −2 ), where B(F ) = |2| = λ a T (a 2 ). Its estimate n −1 B (F )/2 has covariance n −2 V(F )/4 + O(n −3 ), where
and dF a (x), dF a (y), dF a (z) are implicit in the integrals. Finally, n −2 V (F )/4 estimates covar n −1 B (F )/2 with bias O(n −3 ).
The same is true if we replace B (F ) by B np (F ). If desired, one could apply Section 6 to reduce this bias to O(n −4 ). Note 7.1 In equation (2.6) of Davison et al. (1986) and the following line a factor 1/2 should be inserted. So, the usual bootstrap and the usual jackknife estimates of bias as well as our estimate n −1 B(F )/2, all have bias O(n −2 ). This is a much easier form to use than (A.6) as these polynomials are immediately derived from the univariate polynomials B r k (S) tabled on pages 307-308 of Comtet (1974) . For example, the table gives
and (A.7) for r ≤ 4 reduces to (A.3)-(A.5). Now suppose F consists of k d.f.s: the only change is to replace (x 1 · · · x r ) by a 1 · · · a r x 1 x r wherever it occurs. So, in the notation of (3.1), (A.3)-(A.5) imply
where 14) and so on. Similarly, from (A.7) at r = 5 we obtain
and from (A.7) at r = 6 we obtain
where , c) ,
and m is interpreted in the obvious manner by permuting a, b, c. For example,
Similarly, if we now allow T and g to be r-vectors with components {T α } and {g α }, then by (A.3), T αβ (a, a) of (6.2) is given by .17) and T αβ (ab, ab) of (6.6) satisfies
Similarly, (6.4), (6.5) yield
Similarly,
We now consider the case, where S(F ) is bivariate, that is q = 2. Since S ij (a I , a J ) = Similarly, for q = 2, the term B i 3 in (A.16) has the component
at (abc, abc). The sixth component is at (a, a, b, b, c, c), where
, and so on.
Appendix B
The nonparametric analogs of the terms for Integrate with respect to y = (y 1 y 2 ): (B.1) implies the contribution from the last two out of the three terms in V F a z is zero. Also, △ z (y 1 ∧ y 2 ) = I (z ≤ y 1 ) I (z ≤ y 2 ) − F a (y 1 ∧ y 2 ) , so d y △ z (y 1 ∧ y 2 ) = δ (y 1 − z) δ (y 2 − z) dy 1 dy 2 − δ (y 1 − y 2 ) dy 2 dF a (y 2 ) . 
Appendix C
Here, we show how to estimate N , the number of simulated samples needed to estimate the bias to within a given relative error ǫ. where φ p = 4V T (F )S p (F ) −2 . This implies that for ǫ = 0.1 and n large, say n = 100, it is not practical to carry out enough simulations to give meaningful estimates of bias unless p = 1. This is reflected by the poor estimates of bias in the tables for the case p = 2 obtained for n = 100 using N = 10, 000.
Consider the following one sample examples. Set β r = µ r µ −2/2 2 . For F = N (0, 1), µ 4 = 3, µ 6 = 15, µ 8 = 105 and for F = exp(1), µ 2 = 1, µ 3 = 2, µ 4 = 9, µ 5 = 44, µ 6 = 305, µ 8 = 14, 833.
Example C.1 Consider T (F ) = µ 2 . Then V T = µ 4 − µ 2 2 , S 1 = µ 2 , φ 1 = 4(β 4 − 1). So, for a normal sample φ 1 = 8 and µ 2 = µ 2 ( F ) needs N ≥ N ǫ1n = 8ǫ −2 n = 80, 000n simulations for ǫ = 0.01, 800n simulations for ǫ = 0.1.
For an exponential sample φ 1 = 32, so one needs four times as many simulations. Since S 2 (F ) = 0, φ 2 is not defined. 
