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Abstract
Congruences on a graph inverse semigroup were recently described in terms of the
underline graph. Based on such descriptions, we show that the lattice of congruences
on a graph inverse semigroup is upper semimodular but not lower semimodular.
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1 Introduction and main result
Graph inverse semigroups were first introduced by Ash and Hall in 1975 for graphs which
have at most one edge from one vertex to another (see [3]). They gave necessary and
sufficient conditions for such graph inverse semigroups to be congruence free. The general
definition of graph inverse semigroups can be found in [7, 8, 12] etc. These inverse semi-
groups are related to various types of algebras, for instance, C∗-algebras, Cohn path alge-
bras, Leavitt path algebras and so on (see [1,2,8–11,14]). Graph inverse semigroups have
also been studied in their own right in recent years (for instance, see [2, 4, 7, 8, 12,13,15]).
Congruences on graph inverse semigroups were particularly discussed in [12,15]. The sec-
ond author Wang built a one-to-one correspondence of the set of congruences on graph
inverse semigroups onto the set of so-called congruence triples of graphs (see [15]). Based
∗Partially supported by Chongqing Natural Science Foundation (cstc2019jcyj-msxmX0435) and the
Fundamental Research Funds for the Central Universities (XDJK2016B038).
†Corresponding author
1
on such a description, we prove in this paper that the lattice of congruences on a graph
inverse semigroup is upper semimodular but not lower semimodular.
A directed graph Γ = (V,E, r, s) consists of V,E and functions r, s : E → V . The
elements of V are called vertices and the elements of E are called edges. For each edge e,
s(e) is the source of e and r(e) is the range of e. For any set X, we denote the cardinality
of X as |X|, and for any vertex v, |s−1(v)| is called the index of v. In this paper, we always
denote a directed graph Γ = (V,E, r, s) simply as Γ.
The graph inverse semigroup Inv(Γ) of Γ is the semigroup with zero generated by
V and E, together with the set E∗, of variables {e∗ : e ∈ E}, satisfying the following
relations for all u, v ∈ V and e, f ∈ E:
(GI1) uv = δu,vu;
(GI2) s(e)e = er(e) = e;
(GI3) r(e)e∗ = e∗s(e) = e∗;
(CK1) f∗e = δf,er(e).
A path in Γ is a sequence α := e1 · · · en of edges such that r(ei) = s(ei+1) for i = 1, · · · , n−1.
In such a case, s(α) := s(e1) is the source of α, r(α) := r(en) is the range of α. The path
α is called a cycle if s(α) = r(α) and s(ei) 6= s(ej) whenever i 6= j. Denote the set
of all paths in Γ as Path(Γ), and for an arbitrary path α = e1e2...en, denote the set
{s(ei) : i = 1, 2, ..., n} as u(α). In particular, we also view a vertex v of V as a path,
s(v) = r(v) = v, and u(v) = ∅. For any V1 ⊆ V , C(V1) is the set of all cycles c with
u(c) ⊆ V1.
On graph Γ, a subset H of V is hereditary if s(e) ∈ H always implies r(e) ∈ H for all
e ∈ E. Let H be a hereditary subset of V . For any v ∈ V , we call |{e ∈ E : s(e) = v, r(e) /∈
H}| the index of v relative to H. Let W be a subset of the set of vertices with index 1
relative to H. Clearly, H and W are two disjoint subsets. We call f : C(W )→ Z+ ∪ {∞}
a cycle function on W , if f is invariant under cyclic permutations. A congruence triple of
Γ, written by (H,W, f), consists of a hereditary subset H, a subsetW of the set of vertices
with index 1 relative to H and a cycle function f on W (see [15]). Given a congruence
triple (H,W, f), for convenience, we extend the cycle function f to f¯ : C(V )→ Z+ ∪{∞}
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with respect to H and W as what follows: for any c ∈ C(V ),
f¯(c) =


1 if c ∈ C(H),
f(c) if c ∈ C(W ),
∞ otherwise.
(1.1)
Obviously, these extended cycle functions one-to-one correspond to original cycle func-
tions. In what follows, we will use extended cycle functions to replace cycle functions in
a congruence triple and still use (H,W, f) instead of (H,W, f¯). Particularly, if C(V ) = ∅,
then we denote a corresponding congruence triple by (H,W, ∅). We denote the set of all
replaced congruence triples of Γ as CT (Γ).
For any m1,m2 ∈ Z+ ∪ {∞}, we denote (m1,m2) their greatest common divisor and
[m1,m2] their least common multiple. We naturally assume that any element in Z+∪{∞}
divides∞, which means that, for allm ∈ Z+∪{∞}, we have (m,∞) = m and [m,∞] =∞.
Now we define a binary relation on CT (Γ): for any (H1,W1, f1), (H2,W2, f2) ∈ CT (Γ),
(H1,W1, f1) ≤ (H2,W2, f2) if H1 ⊆ H2, W1 \H2 ⊆W2 and f2(c) | f1(c) for any c ∈ C(V ).
The next corollary illustrates that this binary relation coincides with the partial order on
the set of all congruence triples defined in [15].
Corollary 1.1. Given (H1,W1, f1), (H2,W2, f2) ∈ CT (Γ) with H1 ⊆ H2 and W1 \H2 ⊆
W2, then f2(c) | f1(c) for any c ∈ C(V ) if and only if f2(c) | f1(c) for any c ∈
C(W1) ∩ C(W2).
Proof. The necessity part is clear. Note that C(W1) ∩ C(W2) = C(W1 ∩W2). For any
c ∈ C(V ), if c ∈ C(H2), then we certainly obtain that f2(c) | f1(c) since f2(c) = 1 by
(1.1); if c ∈ C(V ) \ (C(W1 ∩W2)) ∪ C(H2)), then we also obtain that f2(c) | f1(c) since
f1(c) =∞.
Let ρ be a congruence on Inv(Γ). We define H = 0ρ ∩ V and W = {s(e) ∈ V \H :
ee∗ρs(e) for r(e) /∈ H}. For c ∈ C(W ), let f(c) be the smallest positive integer m such
that cmρs(c). If no power of c is equivalent to s(c), then define f(c) = ∞. Thus, T (ρ) =
(H,W, f) is a congruence triple of Γ. Conversely, let (H,W, f) be a congruence triple of Γ
and let ℘(H,W, f) denote the congruence generated by all pairs (v, 0) for v ∈ H, (ee∗, w)
for w ∈ W with s(e) = w and r(e) /∈ H, and (cf(c), s(c)) for c ∈ C(W ) with f(c) ∈ Z+.
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Then ℘(H,W, f) is a congruence on Inv(Γ). Denote the set of all congruences on the
inverse semigroup Inv(Γ) as C(S). Wang proved in [15] that functions ℘ and T between
C(S) and CT (Γ) are inverses of each other. In fact, we also have
Proposition 1.2. The partial ordered sets (CT (Γ),≤) and (C(S),⊆) are order isomorphic.
Proof. For all ρ1, ρ2 ∈ C(S) with ρ1 ⊆ ρ2, if T (ρ1) = (H1,W1, f1), T (ρ2) = (H2,W2, f2),
then it is proved at the end of Section 1 in [15] that (H1,W1, f1) ≤ (H2,W2, f2). That is
to say, T is order preserving.
We now prove that ℘ is order preserving as well. Given (H1,W1, f1), (H2,W2, f2) ∈
CT (Γ) with (H1,W1, f1) ≤ (H2,W2, f2), we write congruences ρ1 = ℘(H1,W1, f1), ρ2 =
℘(H2,W2, f2) respectively generated by relations R1, R2, where
Ri ={(v, 0) : v ∈ Hi} ∪ {(ee
∗, w) : w ∈Wi, e ∈ s
−1(w), r(e) /∈ Hi}
∪ {(cfi(c), s(c)) : c ∈ C(Wi), fi(c) ∈ Z
+}, i = 1, 2.
To show ρ1 ⊆ ρ2, we only need to prove that R1 ⊆ ρ2. For every v ∈ H1 we observe from
H1 ⊆ H2 that (v, 0) ∈ R2. For any w ∈ W1 and e ∈ s
−1(w) with r(e) /∈ H1, if w /∈ H2,
then we obtain that w ∈ W1 \H2 ⊆ W2 which means that e must be the unique edge
with s(e) = w and r(e) /∈ H2. That is, (ee
∗, w) ∈ R2. If w ∈ H2, then it follows from the
definition of a hereditary subset that r(e) ∈ H2 which leads to (r(e), 0) ∈ R2. So we get
(ee∗, 0) ∈ ρ2. Note that (w, 0) ∈ R2, then we have (ee
∗, w) ∈ ρ2. Take c ∈ C(W1) with
f1(c) ∈ Z+. If s(c) /∈ H2, then s(c) ∈ W1 \H2 ⊆ W2. It is clear that a vertex from W1
lies either in W2 or H2, so all vertices in u(c) lie in W2. Thus, f2(c) | f1(c) implies that
f2(c) ∈ Z+. It follows from (cf2(c), s(c)) ∈ R2 that (cf1(c), s(c)) ∈ ρ2. If s(c) ∈ H2, then
(s(c), 0) ∈ R2 which means that (c
f1(c), 0) ∈ ρ2. Hence (c
f1(c), s(c)) ∈ ρ2. In conclusion,
we get R1 ⊆ ρ2.
Consequently, (CT (Γ),≤) is a lattice. On a lattice L, we denote the meet and the
join of a and b respectively as a ∧ b and a ∨ b. We say that a covers b, and write a ≻ b or
b ≺ a, if a  b and if there is no x in L such that a  x  b. L is said to be distributive
if, for all a, b, c in L, (a ∨ b) ∧ c = (a ∧ c) ∨ (b ∧ c). L is said to be modular if, for all a, b, c
in L, a ≤ c implies that (a ∨ b) ∧ c = a ∨ (b ∧ c). L is said to be upper semimodular if, for
all a, b in L, a ≻ a ∧ b, b ≻ a ∧ b imply a ∨ b ≻ a, a ∨ b ≻ b. Dually, L is said to be lower
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semimodular if, for all a, b in L, a∨ b ≻ a, a ∨ b ≻ b imply a ≻ a∧ b, b ≻ a∧ b. It is known
that a modular lattice is both upper and lower semimodular (see [6]).
We know that the lattice of normal subgroups of a group is modular. However, the
lattice of congruences on an inverse semigroup is not even semimodular. For graph inverse
semigroups, we have
Theorem 1.3. The lattice (CT (Γ),≤) is upper semimodular, but not necessarily lower
semimodular.
2 Proof of Theorem 1.3
First we give some lemmas on covers of congruence triples.
Lemma 2.1. For any (H0,W0, f0), (H,W, f) ∈ CT (Γ) with (H0,W0, f0) ≺ (H,W, f) and
H0 ( H, the following statements hold.
(1) W0 \H =W and f0(c) = f(c) for any c ∈ C(W0).
(2) There exists no vertex in H \ (H0 ∪W0) which has index 1 relative to H0.
Proof. (1) Note from (H0,W0, f0) ≺ (H,W, f) that W0 \H ⊆W . Define a cycle function
g with respect to H and W0 \H by g(c) = f0(c) for any c ∈ C(W0 \H). Then we see that
(H,W0 \H, g) ∈ CT (Γ) and also that (H0,W0, f0)  (H,W0 \H, g) ≤ (H,W, f). So we
have W0 \H =W .
Defining a cycle function f ′ with respect to H0 and W0 by f
′(c) = f(c) for any
c ∈ C(W0). Then we have (H0,W0, f0) ≤ (H0,W0, f
′)  (H,W, f) which leads to f0 = f ′.
Thus, we obtain that f0(c) = f(c) for any c ∈ C(W0).
(2) Suppose that there exists a vertex v ∈ H \ (H0 ∪W0) such that v has index 1
relative to H0. Then it is clear that (H0,W0 ∪ {v}, f0) ∈ CT (Γ) and that (H0,W0, f0) 
(H0,W0 ∪ {v}, f0)  (H,W, f) which contradicts the hypothesis.
For any (H0,W0, f0), (H,W, f) ∈ CT (Γ), if (H0,W0, f0) ≺ (H,W, f), then we remark
either from Lemma 2.1 that W0 \H = W which means that W ⊆ W0 when H0 ( H or
from the definition of the partial order on CT (Γ) that W0 ⊆W when H0 = H. Then the
following corollary is immediate.
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Corollary 2.2. For any (H0,W0, f0), (H,W, f) ∈ CT (Γ) with (H0,W0, f0) ≺ (H,W, f),
if W0 (W , then H0 = H.
Lemma 2.3. For any (H0,W0, f0), (H,W, f) ∈ CT (Γ) with W0 ( W , (H0,W0, f0) ≺
(H,W, f) if and only if H0 = H, f0 = f and |W \W0| = 1.
Proof. If (H0,W0, f0) ≺ (H,W, f), then we see from Corollary 2.2 that H0 = H since
W0 ( W . Thus, we obtain that (H,W, f0) ∈ CT (Γ) and that (H0,W0, f0)  (H,W, f0) ≤
(H,W, f) so that f0 = f . Moreover, for any W
′ such that W0 ( W ′ ⊆ W , we observe
that (H,W ′, f0) ∈ CT (Γ). So by (H0,W0, f0)  (H,W ′, f0) ≤ (H,W, f), we obtain that
|W \W0| = 1. The converse part is obvious.
Lemma 2.4. For any (H,W, f0), (H,W, f) ∈ CT (Γ), (H,W, f0) ≺ (H,W, f) if and only
if there exists exactly one cycle c0 ∈ C(W ) together with its cyclic permutations such that
f(c0) ≺ f0(c0) (under division of Z+), and f(c) = f0(c) for any other c ∈ C(V ).
Proof. It is routine to check the sufficiency part. To prove the necessity part, we suppose
that (H,W, f0) ≺ (H,W, f), surely we have f0 6= f . If c1, c2 ∈ C(W ) are not cyclic
permutations, f0(c1) 6= f(c1) and f0(c2) 6= f(c2), then defining a cycle function f
′ with
respect to H and W by f ′(c1) = f(c1) and f
′(c) = f0(c) for any other c ∈ C(V ) (certainly
including c2), we have (H,W, f0)  (H,W, f ′)  (H,W, f) since f0, f ′ are different at
c1 and f
′, f are different at c2. This contradicts (H,W, f0) ≺ (H,W, f). So there exists
exactly one cycle c0 ∈ C(W ) together its cyclic permutations such that f0(c0) 6= f(c0).
Certainly, f(c0) ∈ Z+ since otherwise f0(c0) = f(c0) = ∞ so that f0 = f . Furthermore,
we also have f0(c0) ∈ Z+ since otherwise f0(c0) =∞, and by defining a cycle function g1
with respect to H and W by g1(c0) = 2f(c0) and g1(c) = f(c) for any other c ∈ C(V ), we
obtain that (H,W, f0)  (H,W, g1)  (H,W, f), a contradiction. If there exists m ∈ Z+
such that f(c0) | m | f0(c0) and f0(c0) 6= m, then defining a cycle function with respect to
H and W by g2(c0) = m and g2(c) = f(c) for any other c ∈ C(V ), we have (H,W, f0) 
(H,W, g2) ≤ (H,W, f) which leads to g2 = f so that m = f(c0). Thus we obtain that
f(c0) ≺ f0(c0).
We also need
Lemma 2.5. For any (H0,W0, f0), (H,W, f) ∈ CT (Γ) with (H0,W0, f0) ≤ (H,W, f), if
H0 ( H, W0 \ H = W , f0(c) = f(c) for all c ∈ C(W0) and no vertex in H \ (H0 ∪
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W0) has index 1 relative to H0, then for any (H0,W
′, f ′) ∈ CT (Γ) with (H0,W0, f0) ≤
(H0,W
′, f ′)  (H,W, f), one has W0 =W ′ and f0 = f ′.
Proof. It follows from W0 \H =W that W0 =W ∪ (W0∩H). Moreover, we observe that
W0 ⊆ W
′ and that W ′ \H ⊆ W which means that any vertex in W ′ lies either in W or
in H \H0. Because there exists no vertex in H \ (H0 ∪W0) which has index 1 relative to
H0, we know that each vertex in W
′ also lies in W0. So we obtain that W
′ = W0. Then
noticing that f(c) | f ′(c) | f0(c) and f(c) = f0(c) for any c ∈ C(W0), we have f0 = f
′.
Now we determine the join and meet of any two elements in CT (Γ). Let T1 =
(H1,W1, f1) and T2 = (H2,W2, f2) be arbitrary congruence triples of Γ. Seeing Figure 2.1,
we denote some subsets of V . Obviously, both H1∩H2 and H1∪H2 are hereditary subsets.
Note that vertices in W1 ∪W2 have index at most 1 relative to H1 ∪H2. Denote the set
of vertices in (W1 ∪W2) \ (H1 ∪H2) which have index 0 relative to H1 ∪ H2 by V0, the
set (W1 ∩W2) \ V0 by X (which consists of vertices with index 1 relative to both H1 ∪H2
and H1 ∩H2) and the set
{v ∈ (W1 ∪W2) \ (H1 ∪H2) : (∃α ∈ Path(Γ)) v = s(α), u(α) ⊆W1 ∪W2, r(α) ∈ V0}
by J . Certainly, V0 ⊆ J since we consider a vertex as a trivial path.
W1 W2
H2 H1
W1 ∩H2 W2 ∩H1
H2 ∩H1
X
V0
J
Figure 2.1
Lemma 2.6. If H ′ is a hereditary subset of V such that H1 ∪H2 ⊆ H
′ and if any vertex
in (W1 ∪W2) \H
′ has index 1 relative to H ′, then J ⊆ H ′.
Proof. We observe that V0 ⊆ H
′ since each vertex in V0 has index 0 relative to H1 ∪H2
which means from H1 ∪ H2 ⊆ H
′ that each vertex in V0 has index 0 relative to H
′. So
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we need to prove that J \ V0 ⊆ H
′. For any v ∈ J \ V0, we see from the definition of
J that there exists a path α = e1e2...em satisfying u(α) ⊆ W1 ∪W2, s(α) = s(e1) = v
and r(α) = r(em) ∈ V0. Then it is clear that s(em) has index 0 relative to H
′ and hence
belongs to H ′. In this way, we inductively see that v ∈ H ′ as required.
Lemma 2.7. The meet Tl = (Hl,Wl, fl) of T1 and T2 can be determined as follows:
Hl = H1 ∩H2, Wl = (W1 ∩H2) ∪ (W2 ∩H1) ∪X and fl(c) = [f1(c), f2(c)] for c ∈ C(V ).
Proof. To show that Tl ∈ CT (Γ), we first need to prove that for an arbitrary v ∈
(W2 ∩ H1) ∪ (W1 ∩ H2), v has index 1 relative to H1 ∩ H2. If v ∈ (W2 ∩ H1), then we
observe from v ∈ H1 that r(e) ∈ H1 for each e ∈ s
−1(v). Moreover, v ∈ W2 means that
there exists a unique edge ev ∈ s
−1(v) satisfying r(ev) /∈ H2. So we get r(ev) /∈ H1 ∩H2,
and the ranges of the rest edges in s−1(v) are all in H1 ∩H2. That is to say, v has index
1 relative to H1 ∩H2. If v in W1 ∩H2, then we similarly see that v has index 1 relative
to H1 ∩ H2. Furthermore, note that W2 ∩ H1 and W1 ∩ H2 are subsets of hereditary
subsets which leads to C(Wl) = C(X)∪C(W2 ∩H1)∪C(W1 ∩H2) and that no cycles has
vertices lying in (W1 ∩W2) ∩ V0. Obviously, for each c ∈ C(H1 ∩H2), fl(c) = 1. For any
c ∈ C(V ) \ (C(Wl) ∪ C(H1 ∩H2)), we have either f1(c) =∞ or f2(c) =∞ which leads to
fl(c) =∞.
Next, we prove that Tl is a lower bound of T1 and T2. Easy to see that H1∩H2 ⊆ H1,
Wl \H1 = X ∪ (W1 ∩H2) ⊆ W1. For all c ∈ C(V ), we certainly have f1(c) | fl(c). So we
obtain that Tl ≤ T1. Similarly, Tl ≤ T2. Hence Tl is a lower bound of T1 and T2.
Finally, suppose that (H ′,W ′, f ′) is an arbitrary lower bound of T1 and T2. To see
that (H ′,W ′, f ′) ≤ Tl, we only need to show that W
′ \ (H1 ∩ H2) ⊆ Wl since the other
required conditions are obvious. In fact, we observe from H ′ ⊆ H1 ∩H2, W
′ \H1 ⊆ W1
and W ′ \H2 ⊆W2 that W
′ \ (H1 ∩H2) ⊆ (W1 ∩W2)∪ (W2 ∩H1)∪ (W1 ∩H2). Moreover,
for every vertex v in W ′∩ (W1 ∩W2), we know that v has index 1 or 2 relative to H1∩H2.
Suppose that there exists a vertex v0 ∈W
′∩(W1 ∩W2) which has index 2 relative H1∩H2.
Then v0 must have index at least 2 relative to H
′ which contradicts the fact that v0 ∈W
′.
So we get W ′ ∩ (W1 ∩W2) ⊆ X as required.
In summary, Tl is the meet of T1 and T2.
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Lemma 2.8. The join Tu = (Hu,Wu, fu) of T1 and T2 can be determined as follows:
Hu = H1 ∪H2 ∪ J , Wu = (W1 ∪W2)\Hu and fu(c) = (f1(c), f2(c)) for c ∈ C(V ).
Proof. First if e ∈ E and s(e) ∈ J , then from the definition of J , there exists α ∈ Path(Γ)
such that u(α) ⊆ W1 ∪W2, s(α) = s(e) and r(α) ∈ V0. We may suppose that α is not a
vertex since otherwise s(e) has index 0 relative toH1∪H2 which means that r(e) ∈ H1∪H2.
If e is a prefix of α, then we clearly have r(e) ∈ J . If e is not a prefix of α, then
noticing that the range of the first edge in α is not in H1 ∪ H2 and s(e) has index 1
relative to H1 ∪H2, we must have r(e) ∈ H1 ∪H2. So we prove that Hu is a hereditary
subset. Now for any v in (W1 ∪W2) \Hu, noticing the definition of J and that vertices in
(W1 ∪W2) \ (V0 ∪H1 ∪H2) have index 1 relative to H1 ∪H2, v has index 1 relative to Hu.
By the definition of J , we see that there does not exist cycle c such that u(c) ⊆ C(J). So
if c ∈ C(Hu) = C(H1 ∪H2), we have fu(c) = 1. Moreover, if c ∈ C(V ) \C(Wu ∪Hu), then
fu(c) =∞ since f1(c) = f2(c) =∞. Thus we obtain that Tu ∈ CT (Γ).
It is clear that Tu is an upper bound of T1 and T2. Now for an arbitrary upper
bound (H ′,W ′, f ′) of T1 and T2, we need to check that Hu ⊆ H
′ and Wu \H
′ ⊆W ′ since
we obviously have f ′(c) | fu(c) for any c ∈ C(V ). It follows from W1 \ H
′ ⊆ W ′ and
W2 \H
′ ⊆W ′ that (W1 ∪W2) \H
′ ⊆W ′. That is, any v ∈W1 ∪W2 is either in H
′ or in
W ′. It follows from Lemma 2.6 that Hu ⊆ H
′ so that Wu \H
′ = (W1 ∪W2) \H
′ ⊆W ′.
In conclusion, Tu is the join of T1 and T2.
Corollary 2.9. Given a fixed hereditary subset H of V , the subset L = {(H,W, f) :
(H,W, f) ∈ CT (Γ)} is a distributive sublattice of CT (Γ).
Proof. For any (H,W3, f3), (H,W4, f4) ∈ L, we see from Lemmas 2.7 and 2.8 that
(H,W3, f3) ∧ (H,W4, f4) = (H,W3 ∩W4, fl), where fl(c) = [f3(c), f4(c)] for c ∈ C(V ) and
(H,W3, f3)∨ (H,W4, f4) = (H,W3∪W4, fu), where fu(c) = (f3(c), f4(c)) for c ∈ C(V ). So
(L,≤) is a sublattice of (CT (Γ),≤). Moreover, given another congruence triple (H,W5, f5)
in L, we have [(f3(c), f4(c)), f5(c)] = ([f3(c), f5(c)], [f4(c), f5(c)]) for any c ∈ C(V ) (see for
instance [5]) and that (W3 ∪W4) ∩W5 = (W3 ∩W5) ∪ (W4 ∩W5). Therefore, (L,≤) is a
distributive lattice.
Example 1. For the graph given in Figure 2.2, we take hereditary subsets H1 = {v3, v4},
H2 = {v9} and subsets W1 = {v1, v2, v5, v7, v8}, W2 = {v1, v4, v6, v8, v10, v11} of vertices
9
which have index 1 respectively relative to H1 and H2. Then obviously, H1 ∩H2 = ∅ =
H2 ∩ W1, H1 ∩ W2 = {v4}, W1 ∩ W2 = {v1, v8} and H1 ∪ H2 = {v3, v4, v9}. By the
corresponding definitions, we see that V0 = {v6, v7, v8} and J = {v5, v6, v7, v8, v10, v11}.
Note that C(V ) = {e1e2, e2e1, e3e4, e4e3}. According to the definition of an (extended)
cycle function, we define f1(e1e2) = f1(e2e1) = 6, f1(e3e4) = f1(e4e3) = 1 and f2(e1e2) =
f2(e2e1) = f2(e3e4) = f2(e4e3) =∞. Then by Lemmas 2.7 and 2.8, we have Hl = ∅,Wl =
{v1, v4}, fl = f2 and Hu = {v3, v4, v5, v6, v7, v8, v9, v10, v11},Wu = {v1, v2}, fu = f1.
• •
•
•
•
•
•
•
•
•
•
•
v1
e1
v2
e2
v3
e 3
e 4
v4
v5
v6
v7 v9
v8
v10v12
v11
Figure 2.2
We continue to prove Theorem 1.3. Suppose that T1 ≻ Tl and that T2 ≻ Tl. If
H1 = H2, then we see from Corollary 2.9 that Tu ≻ T1, T2 since Hu = Hl = H1 = H2.
Thus, we only need to prove the cases where H1 6= H2.
Case 1. H1 ( H2,
By Lemma 2.7 we see that Hl = H1 and Wl = (W1 ∩H2) ∪X (Note that C(Wl) =
C(W1∩H2)∪C(X) since H2 is hereditary). Then noticing that (Hl,Wl, fl) ≺ (H2,W2, f2)
we obtain from Lemma 2.1(1) that Wl \ H2 = X = W2 (which means that X = W1 ∩
W2 = W2), fl(c) = f2(c) for any c ∈ C(Wl). Moreover, combining with (Hl,Wl, fl) ≺
(H1,W1, f1) we have W2 ⊆Wl ⊆W1.
Subcase 1.1 Wl (W1.
We see from the above paragraph and Lemma 2.3 that |W1 \Wl| = 1 and fl = f1
(that is, f2(c) | f1(c) for all c ∈ C(V )). Notice that f1(c) =∞ for c ∈ C(W1)\C(Wl) since
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f2(c) =∞ for those c. Hence we have f1(c) = fl(c) = f2(c) for any c ∈ C(W1).
Subcase 1.1.1 W1 \Wl * V0 which means that V0 = ∅.
It follows from Lemma 2.8 that Hu = H2,Wu =W1\H2 and fu = f2. By Lemma 2.3,
we immediately have T2 ≺ Tu. Let (H1,W1, f1)  (H ′,W ′, f ′) ≤ (Hu,Wu, fu). We know
from Lemmas 2.1(2) and 2.5 that H1 ( H ′ ⊆ H2. It follows from (W1 ∩H2) \H ′ ⊆
W1 \ H
′ ⊆ W ′ that every vertex in (W1 ∩ H2) \ H
′ has index 1 relative to H ′. Besides,
we observe that each vertex in W2 has index 1 relative to both H1 and H2 and hence
it also has index 1 relative to H ′. Defining a cycle function f ′′ with respect to H ′ and
W2 ∪ ((W1 ∩H2) \H
′) by f ′′(c) = f2(c) for any c ∈ C(W2 ∪ ((W1 ∩H2) \H
′)), we see that
(H ′,W2∪((W1∩H2)\H
′), f ′′) ∈ CT (Γ) and that Tl = (H1,W2∪(W1∩H2), fl)  (H ′,W2∪
((W1∩H2)\H
′), f ′′) ≤ T2 which leads to H
′ = H2. Thus it follows fromW1\H2 ⊆W
′ and
W ′ ⊆ W1 \H2 that W
′ =W1 \H2. Again noticing that fu(c) | f
′(c) | f1(c), f1(c) = fu(c)
for all c in C(W1 \H2), we obtain that f
′ = fu so that (H
′,W ′, f ′) = (Hu,Wu, fu). Hence,
we have T1 ≺ Tu.
Subcase 1.1.2 W1 \Wl ⊆ V0 which means that W1 \Wl = V0.
Recall that J = {v ∈ W1 \H2 : (∃α ∈ Path(Γ)) v = s(α), u(α) ⊆ W1, r(α) ∈ V0} in
this case. We easily observe that all vertices passing by any cycle in W1 must lie entirely
in W2 \ J or entirely in W1 ∩H2, which means that C(W1) = C(W2 \ J) ∪C(W1 ∩H2) =
C(W2) ∪ C(W1 ∩H2). Then it follows from Lemma 2.8 that Hu = H2 ∪ J , Wu = W2 \ J
and fu = f2.
Let (H1,W1, f1)  (H ′,W ′, f ′) ≤ (H2∪J,W2\J, fu). We obtain from Lemmas 2.1(2)
and 2.5 that H1 ( H ′. Note that H ′ ⊆ H2 ∪ J . If J ∩ H ′ 6= ∅, then we know from the
definition of J that V0 ⊆ H
′. Noticing the unique element in V0 has index 0 relative to
H2 and has index 1 relative to H1, in this case we have H
′ ∩ (H2 \H1) 6= ∅. If J ∩H
′ = ∅,
then we also have H ′ ∩ (H2 \H1) 6= ∅ since H1 ( H ′. So we get H1 ( H ′ ∩H2. Similar to
the discussion in Case 1.1.1, if we define a cycle function f ′′ with respect to H ′ ∩H2 and
W2∪((W1∩H2)\H
′) by f ′′(c) = f2(c) for any c ∈ C(W2∪((W1∩H2)\H
′)), then we obtain
that (H ′∩H2,W2∪((W1∩H2)\H
′), f ′′) ∈ CT (Γ) and that Tl  (H ′∩H2,W2∪((W1∩H2)\
H ′), f ′′) ≤ T2, which means that H
′ ∩H2 = H2. So we get H2 ⊆ H
′. Thus, we know from
(H1,W1, f1) ≤ (H
′,W ′, f ′) that every vertex in W1 is either in H
′, or in W ′. It follows
from Lemma 2.6 that J ⊆ H ′ so that H ′ = H2∪J . From W2 \J =W1 \H
′ ⊆W ′ ⊆W2 \J
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we know that W ′ =W2 \ J . Moreover, since f1(c) = f2(c) = fu(c) for all c in C(W1), and
fu(c) | f
′(c) | f1(c) for all c ∈ C(W2 \ J), we have f
′(c) = fu(c) for all c ∈ C(W2 \ J). So
f ′ = fu for all c ∈ C(V ), that is, (H
′,W ′, f ′) = (H2∪J,W2 \J, fu) which leads to T1 ≺ Tu.
Let (H2,W2, f2)  (H ′′,W ′′, f ′′) ≤ (H2 ∪ J,W2 \ J, fu). It follows from Lemma 2.5
that H2 ( H ′′. Then we see from H ′′ ∩ J 6= ∅ that V0 ⊆ H ′′, certainly, J ⊆ H ′′. So
we have H ′′ = H2 ∪ J,W
′′ = W2 \ J . Noticing that f2(c) = fu(c), we observe that
(H ′′,W ′′, f ′′) = (H2 ∪ J,W2 \ J, fu) which also leads to T2 ≺ Tu.
Subcase 1.2 Wl =W1.
Recall from the hypotheses in this case, Lemmas 2.7, 2.8 and 2.1(1) that Tl =
(H1,W1, fl), where fl(c) = f2(c) for any c ∈ C(Wl) = C(W1), and Tu = (H2,W2, fu)
since V0 = ∅, where fu(c) = f1(c) for any c ∈ C(W1). Notice that f1(c) = 1 for any
c ∈ C(W1 ∩H2) since f1(c) | f2(c) and fl(c) = f2(c) = 1. We obtain that f1(c) = fl(c) = 1
for all c ∈ C(W1∩H2). Thus we can see from Lemma 2.4 that there exists exactly one cycle
c0 ∈ C(W2) together with its cyclic permutations such that fu(c0) = f1(c0) ≺ fl(c0) =
f2(c0) and f1(c) = fl(c) for any other c ∈ C(V ). It follows again from Lemma 2.4 that
T2 ≺ Tu.
If (H1,W1, f1)  (H ′,W ′, f ′) ≤ (H2,W2, fu), then we see from Lemmas 2.1(2) and
2.5 that H1 ( H ′. Defining a cycle function f ′′ with respect toH ′ andW2∪((W1∩H2)\H ′)
by f ′′(c) = f2(c) for any c ∈ C(W2 ∪ ((W1 ∩ H2) \ H
′)), we see that (H ′,W2 ∪ ((W1 ∩
H2) \H
′), f ′′) ∈ CT (Γ) and that Tl = (H1,W1, fl)  (H ′,W2 ∪ ((W1∩H2) \H ′), f ′′) ≤ T2,
which leads to H ′ = H2. Thus it follows from W1 \ H2 ⊆ W
′ and W ′ ⊆ W1 \ H2 that
W ′ = W1 \ H2 = W2. Again noticing that fu(c) | f
′(c) | f1(c), f1(c) = fu(c) for all c
in C(W2), so we obtain that f
′ = fu and (H
′,W ′, f ′) = (Hu,Wu, fu). Hence, we have
T1 ≺ Tu.
Case 2. H2 ( H1.
Similar to case 1.
Case 3. H1 * H2,H2 * H1.
We see from Lemma 2.7 thatHl ( H1,Hl ( H2 and thatWl = (W2∩H1)∪(W1∩H2)∪
X. It follows from Lemma 2.1(1) that Wl \H1 =W1,Wl \H2 =W2, fl(c) = f1(c) = f2(c)
for any c ∈ C(Wl) (which means by (1.1) that f1(c) = 1 for c ∈ C(W1 ∩ H2) and that
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f2(c) = 1 for c ∈ C(W2 ∩ H1)). We observe that X = W1 ∩W2, Wl = W1 ∪ W2 and
V0 = ∅. Then we obtain from Lemma 2.8 that (Hu,Wu, fu) = (H1 ∪ H2,W1 ∩W2, fu),
where fu(c) = f1(c) = f2(c) for all c ∈ C(Wu).
Let (H1,W1, f1)  (H ′,W ′, f ′) ≤ (H1 ∪H2,W1 ∩W2, fu). Again we see from Lem-
mas 2.1(2) and 2.5 that H1 ( H ′ ⊆ H1 ∪H2 which leads to H1 ∩H2 ( H ′ ∩H2. Noticing
that W1 \H
′ ⊆W ′ and that every vertex in (W1∩H2)\H
′ has index 1 relative to H ′∩H2,
we observe that (H ′ ∩ H2,Wl \ (H
′ ∩ H2), f
′′) ∈ CT (Γ), where f ′′(c) = fl(c) for any
c ∈ C(Wl \ (H
′ ∩H2)). Moreover, Tl  (H ′ ∩H2,Wl \ (H ′ ∩H2), f ′′) ≤ T2. Hence, we get
H ′ ∩H2 = H2. Combining this with H1 ( H ′ ⊆ H1 ∪H2, we get H ′ = H1 ∪H2. Further-
more, W1 \ (H1 ∪H2) = (W1 ∩W2) ⊆W
′ ⊆ (W1 ∩W2) which means that W
′ =W1 ∩W2.
Now it is easy to see that (H ′,W ′, f ′) = Tu and hence T1 ≺ Tu. Similarly, T2 ≺ Tu.
As a consequence, we obtain that (CT (Γ),≤) is upper semimodular. By Propo-
sition 1.2, we know that (CS,⊆) is upper semimodular. However, they are not lower
semimodular as the following example illustrates.
Example 2. Let Γ be the graph where V = {v0, v1, v2}, E = {e1, e2}, s(e1) = s(e2) = v0,
r(e1) = v1 and r(e2) = v2. We see that H1 = {v1},H2 = {v2} are two hereditary subsets.
v0 has index 1 relative to both H1 and H2. Let W1 = W2 = {v0}. Then we clearly
have (H1,W1, ∅), (H2,W2, ∅) ∈ CT (Γ) and V0 = {v0}. It follows from Lemma 2.8 that
(H1,W1, f1) ∨ (H2,W2, f2) = (V, ∅, ∅).
We claim that (H1,W1, ∅) and (H2,W2, ∅) are both covered by (V, ∅, ∅). In fact,
suppose (H ′,W ′, ∅) ∈ CT (Γ) satisfying (H1,W1, ∅)  (H ′,W ′, ∅) ≤ (V, ∅, ∅). If H ′ = H1,
then we clearly have W ′ = W1 = {v0} which leads to (H
′,W ′, f ′) = (H1,W1, f1), a
contradiction. If H ′ = H1 ∪ H2, then W
′ = ∅ which contradicts the condition that
W1 \ (H1 ∪H2) = {v0} ⊆W
′. So we get H ′ = V and W ′ = ∅ which lead to (H1,W1, ∅) ≺
(V, ∅, ∅). Similarly (H2,W2, ∅) ≺ (V, ∅, ∅).
By Lemma 2.7, we know that (H1,W1, f1) ∧ (H2,W2, f2) = (∅, ∅, ∅). But there
exists (H1, ∅, ∅) ∈ CT (Γ) satisfying (∅, ∅, ∅)  (H1, ∅, ∅)  (H1,W1, ∅), which means that
(CT (Γ),≤) is not lower semimodular.
In fact, we can also see that the lattice of congruences on the graph inverse semigroup
of this graph has the Hasse diagram as in Figure 2.3, where T = ({v1, v2}, ∅, ∅).
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