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We study the problem of the asymptotic expansion of the ratio of two gamma functions
Γ (x + α)/Γ (x + β) as x → +∞, α,β  0. In particular, an alternate asymptotic formula
with respect to the ones known in literature is given.
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1. Introduction
The knowledge of the asymptotic behavior of the ratio
Γ (x+ α)
Γ (x+ β) , α,β  0, (1.1)
for large values of x, where Γ (x) denotes the gamma function deﬁned by
Γ (x) =
∞∫
0
e−ttx−1 dt, x > 0,
is important and useful in several contexts of mathematical analysis, such as the study of integrals of the Mellin–Barnes
type and the investigation of the asymptotic behavior of conﬂuent hypergeometric functions.
A ﬁrst approximation of the ratio (1.1) can be easily obtained by means of the Stirling’s series. Indeed, after some
algebraic calculations, we have
Γ (x+ α)
Γ (x+ β) = x
α−β
[
1+ (α − β)(α + β − 1)
2x
+ O (x−2)], α,β  0, (1.2)
as x → +∞. But in this way, as Tricomi and Erdélyi observe in [1], the determination of the coeﬃcients of x−2, x−3, . . . , in
the asymptotic expansion (1.2) is a very laborious process.
Tricomi and Erdélyi [1] established the following asymptotic expansion
Γ (x+ α)
Γ (x+ β) ∼
∞∑
n=0
Cn(α − β,β)xα−β−n, as x → +∞. (1.3)
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Cn(α − β,β) =
n∑
i=0
(
α − β − i
n − i
)
Ai(α − β)βn−i, (1.4)
where Ai , in (1.4), satisfy the recurrence relation
Ai(α − β) = 1
i
i−1∑
j=0
(
α − β − j
i − j + 1
)
A j(α − β),
with A0 = 1. By (1.4) the ﬁrst coeﬃcients are
C0 = 1, C1 = 1
2
(α − β)(α + β − 1),
C2 = 1
12
(
α − β
2
)[
3(α + β − 1)2 − α + β − 1], . . . .
The coeﬃcients Cn can be also calculated by the following recursion formula
Cn(α − β,β) = 1
n
n−1∑
i=0
[(
α − β − i
n − i + 1
)
− (−1)n+i(α − β)βn−i
]
Ci(α − β,β),
with C0 = 1.
By using Watson’s lemma, Tricomi and Erdélyi [1], gave also the following alternate asymptotic expansion
Γ (x+ α)
Γ (x+ β) ∼
∞∑
n=0
B(α−β+1)n (α)xα−β−n, as x → +∞, (1.5)
where B(α−β+1)n (α) denote the generalized Bernoulli polynomials introduced by Nörlund [2].
In this paper we consider an alternate method to obtain the asymptotic expansion formula for the ratio (1.1). This
technique, used also in [3], is based on two lemmas recently introduced by Mortici [4]. The ﬁrst of them provides a powerful
way to measure the rate of convergence of a sequence.
Lemma 1.1. Let {ωn}n1 be a sequence convergent to zero and such that
lim
n→∞n
k(ωn − ωn+1) = l ∈ [−∞,∞], (1.6)
with k > 1. Then
lim
n→∞n
k−1ωn = l
k − 1 .
The second lemma will be used to provide the expansion series for the ratio (1.1).
Lemma 1.2. Let {an}n1 and {bn}n1 be two sequences such that
lim
n→∞
an
bn
= 1.
If
ln
anbn+1
bnan+1
=
∞∑
j=2
y j
n j
,
then the following asymptotic series holds
an ∼ bn exp
( ∞∑
j=1
γ j
n j
)
, as n → +∞, (1.7)
where the coeﬃcients γ j are given by the inﬁnite triangular system
γ1 −
(
j − 1
1
)
γ2 + · · · + (−1) j
(
j − 1
j − 2
)
γ j−1 = (−1) j y j, j  2. (1.8)
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Let f (x) be the function
f (x) = 1
(x+ c)β−α , α,β  0, (2.1)
where c = c(α,β) is a constant depending on α and β .
The aim of this section is to determinate the value of the constant c to obtain the best approximation for the ratio (1.1)
by the function (2.1).
Theorem 2.1. Let α,β be two non-negative real parameters such that α = β and c a constant depending on α and β . Then, the best
approximation of the type
Γ (x+ α)
Γ (x+ β) ≈
1
(x+ c)β−α , as x → ∞, (2.2)
appears when c = α+β−12 .
Proof. Let ωn be the sequence deﬁned by the relation
Γ (n + α)
Γ (n + β) =
exp(ωn)
(n + c)β−α , n = 1,2, . . . , (2.3)
from which it follows
ωn = ln
(
(n + c)β−α Γ (n + α)
Γ (n + β)
)
(2.4)
and limn→+∞ ωn = 0. Due to the known relation Γ (z + 1) = zΓ (z) we have
ωn − ωn+1 = (β − α) ln
(
n + c
n + c + 1
)
+ ln
(
n + β
n + α
)
= (β − α) ln
(
1+ cn
1+ c+1n
)
+ ln
(
1+ βn
1+ αn
)
,
and, using this last relation, we can write the difference ωn − ωn+1 as a power series into n−1 as follows
ωn − ωn+1 = (α − β)
[(−1− 2c + α + β
2
)
1
n2
+
(−1− 3c − 3c2 + α2 + αβ + β2
3
)
1
n3
]
+ O
(
1
n4
)
. (2.5)
By means of (2.5), we can easily calculate the following limit
lim
n→+∞n
k(ωn − ωn+1) =
{
(α−β)(−1−2c+α+β)
2 if k = 2,
(α−β)(−1−3c−3c2+α2+αβ+β2)
3 if k = 3 and c = α+β−12 .
Therefore, if c = α+β−12 , by Lemma 1.1 it follows
lim
n→+∞n
2ωn = (α − β)(−1− 3c − 3c
2 + α2 + αβ + β2)
6
,
otherwise
lim
n→+∞nωn =
(α − β)(−1− 2c + α + β)
2
.
Since the maximum rate of convergence of ωn to zero is obtained when c = α+β−12 , it follows that, for this value of c,
we obtain the best approximation of the type (2.2). 
3. The asymptotic expansion formula
In this section we establish the main result relating to the construction of the asymptotic series for the ratio (1.1).
Theorem 3.1. Let α,β be two non-negative real parameters such that α = β and y j ( j = 2,3, . . .) constants given by the formula
y j = (−1)
j [
α j − β j + (β − α)(α + β + 1)
j − (α + β − 1) j
j
]
. (3.1)j 2
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Γ (x+ α)
Γ (x+ β) ∼
exp(
∑∞
j=2
γ j
x j
)
(x+ α+β−12 )β−α
, (3.2)
where the coeﬃcients γ j can be calculated recursively by the formula
γ j =
y j+1 +∑ j−1i=2 (−1)i+ j+1( ji−1)γi( j
j−1
) , j = 2,3, . . . . (3.3)
Proof. Let {an} and {bn} be the following two sequences
an = Γ (n + α)
Γ (n + β) , bn =
1
(n + α+β−12 )β−α
. (3.4)
We have limn→+∞ anbn = 1 and
ln
anbn+1
bnan+1
= ln
[
n + β
n + α
(
n + α+β−12
n + α+β+12
)β−α]
= ln
(
1+ β
n
)
− ln
(
1+ α
n
)
+ (β − α)
[
ln
(
1+ (α + β − 1)/2
n
)
− ln
(
1+ (α + β + 1)/2
n
)]
=
∞∑
j=2
(−1) j
j
[
α j − β j + (β − α)(α + β + 1)
j − (α + β − 1) j
2 j
]
1
n j
.
Therefore, by Lemma 1.2, it follows the result of theorem, where the coeﬃcients (3.3) are obtained inverting the for-
mula (1.8) 
4. Particular cases
In this last section we consider two particular cases. In the ﬁrst case we want to compare, with numerical results
obtained by means of the computer algebra system Mathematica©, our formula (3.2) with the Tricomi and Erdélyi one (1.3).
For this purpose we assign the values α = 1/2 and β = 0. With only three terms on the right-hand side of the expansion
formula (1.3), we obtain the following approximation formula
Γ (x+ 1/2)
Γ (x)
≈ f (x) = x1/2 − 1
8
x−1/2 + 3
32
x−3/2. (4.1)
From (3.2), considering only one or two terms on the right-hand side of the expansion formula, we obtain
Γ (x+ 1/2)
Γ (x)
≈
(
x− 1
4
)1/2
exp
(
1
64
x−2
)
, (4.2)
or
Γ (x+ 1/2)
Γ (x)
≈
(
x− 1
4
)1/2
exp
(
1
64
x−2 + 1
128
x−3
)
. (4.3)
Clearly, by using the expansion series of the exponential function, (4.2) and (4.3) can be replaced by the following
Γ (x+ 1/2)
Γ (x)
≈ g(x) =
(
x− 1
4
)1/2(
1+ 1
64
x−2
)
, (4.4)
or
Γ (x+ 1/2)
Γ (x)
≈ h(x) =
(
x− 1
4
)1/2(
1+ 1
64
x−2 + 1
128
x−3
)
, (4.5)
respectively. We report, in Table 1, some numerical values obtained with a rounding off at the thirteenth decimal place on
the point x = 20.
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Γ (x+1/2)
Γ (x) f (x) g(x) h(x)
4.444275161240 4.445233262145 4.444270806205 4.444275146144
From Table 1 we can establish that, in terms of approximation, the asymptotic expansion (3.2) represents a considerable
improvement with respect to the (1.3) one.
Remark 4.1. For every integer n, the left-hand sides of the formulas from (4.1) to (4.5) can be written as
Γ (n + 12 )
Γ (n)
= (n −
1
2 )(n − 32 ) · · · 32 · 12
√
π
(n − 1)! =
(2n − 1)!!
(2n − 2)!!
√
π
2
,
from which, by (4.5), it follows
√
π = (2n − 2)!!
(2n − 1)!! (4n − 1)
1/2
(
1+ 1
64
n−2 + 1
128
n−3 + O (n−4)).
Another particular case concerns the asymptotic evaluation of the binomial coeﬃcient(
s
n
)
= Γ (s + 1)
Γ (s − n + 1)n! =
(−1)n
nΓ (−s)
Γ (n − s)
Γ (n)
, as n → ∞, (4.6)
for every positive real (not integer) s. From (3.2), with x = n, α = −s and β = 0, by means of (4.6) we have(
s
n
)
= (−1)
n
nΓ (−s)
(
n − s + 1
2
)−s
exp
( ∞∑
j=2
γ j
n j
)
, as n → ∞. (4.7)
By (3.3) we can calculate the ﬁrst coeﬃcients γ j with
y3 = s(s
2 − 1)
12
, y4 = s
2(s2 − 1)
8
,
y5 = s(11s
4 − 10s2 − 1)
80
, y6 = s
2(13s4 − 10s2 − 3)
96
, . . . .
Finally, as n → ∞, we obtain(
s
n
)
= (−1)
n
nΓ (−s)
(
n − s + 1
2
)−s
exp
[
s(s2 − 1)
24n2
+ s(s + 1)
2(s − 1)
24n3
+ O
(
1
n4
)]
,
or, using the expansion series of the exponential function,(
s
n
)
= (−1)
n
Γ (−s)
(
n − s + 1
2
)−s[1
n
+ s(s
2 − 1)
24n3
+ s(s + 1)
2(s − 1)
24n4
+ O
(
1
n5
)]
.
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