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Abstract 
The analyhc alculation of a generahzatlon f the integral representation of the polyloganthmlc functions is presented 
As a consequence, s veral new series, most of them containing amma nd polygamma functions, are calculated (~) 1998 
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I. Introduction 
In general, quantum field theories in physics are ill-defined because of the divergent ultravtolet 
behaviour of these kinds of theories. The infinities which appear in the calculation of  the physical 
observables make necessary a regularization prescription. Zeta-function regularization is one of the 
most important regularizatlon schemes used in quantum field theory. It has been mainly utihzed to 
properly define divergent determinants, although in the last few years many applications have also 
been found in gravity, strings and P-Branes theories. When a quantum field theory is regularized 
within this scheme, effective quantities like the vacuum energy or the effective vertex and physical 
observables like the Green's functions become the sum of a certain series. In many cases these 
series mvolve, among their coefficients, gamma, polygamma nd Rlemann zeta functions of  the 
regulator parameter and the physical constants of  the theory. For example, in the calculation of the 
Casimir energy over a Riemann sphere with Dirichlet or Neumann boundary conditions, we find 
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series like [2], 
o~ o~ F(1 - s + c) akl_2~_~+b+c, 
k r(1 c) 
/=n+l k=0 
(1) 
r(1 - s )  
~=0 k!F(1---s--k)[~(2s+k- 1) -  1] (2) 
and some other similar series involving also polygamma functions, where s is the regulator parameter 
and the remaining coefficients are physical constants of the theory. The problem is that many of 
these series cannot be found in the table books (see, for example, [3] or [5]). The purpose of this 
paper ~s to show a method for calculating a family of series of these kind and some other series 
related to them and give a list of series that may be added to the table books. 
The starting point is the calculation of the value of the polylogarithmic functions Lin(x) [4] of 
degree n > 1 in the point x = 1. These functions are defined by means of the recursive formula [4], 
fo ~ Lin(t) Lin+,(x) = - -d t ,  ]x]~<l, ne l l ,  (3) 
t 
where Li~(x)=--log (1 -x ) .  With the change of variable t = 1 -y  in each one of the n integrals 
involved In the above definition, the functions Li.+~ (x) may be also defined by means of the formula 
.+l d - x) , L l .+ l (x )=( -1 )  -~In(z,w, 1 _-=0 (4) 
where In(z, w,x) are the multiple integrals defined by means of the recursive formula 
In+l(z,w,x)=-- f _ In(z,w,v),. 0~<x~<2, n=1,2 ,3  .... (5) 
and 
f l y .  Ii(z,w,x)=- - Y: - dy. (6) 
x Y 1 
In particular, Li.+l ( I ) = ( -  1 )n+J din(z, w, 0)/dz[.=0. In this paper we will deal only with In(z, w, O) 
and we simplify the notation by writing In(z, w) -  I.(z, w, 0). 
It is easy to show that the integrals In(z, w) are finite for Re(z)+ n >0 and Re(w)+ n > 0 Vn >/1 
and that the convergence dominated theorem can be applied here to show that the derivation of (4) 
is correct (anyway it will be shown at the end of Section 2). 
The evaluations, for x = 0, of the integrals I.(z, w,x), its derivatives (16) and (17) and its general- 
ization (22) and (23) are the starting points for calculating the series containing amma, polygamma 
and Riemann zeta functions (although some other functional and numerical series will be obtained 
also). Once the values of these multiple integrals are known, the procedure is very simple: take one 
of these multiple integrals, expand the integrand in power series of z (or w) or in power series of 
the integration variables after suitable change of variable, interchange series and integrals when it 
may be justified and match the resulting series with the value of the integral. 
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In Section 2, the analytm calculation of the integrals I,(z,w,x), its derivatives (16) and (17) and 
its generalization (22) and (23) is performed for x = 0. A list of new series that have been obtained 
by the method explained above is summarized in Section 3. 
2. Evaluation of the multiple integral I~(z, w) 
In order to calculate I,(z, w), it will be necessary to solve first a recurrence of difference quations. 
Lemma. The recurrence of difference quations 
1 
F,(z) - F,(z - 1 ) = - -~- l (Z ) ,  n E 
Z 
with Fo(z)= 1, has the following particular solution: 
n!l oz"d" [ 1 ]F (z+l )  F,,(z) - _ r ( z  + 1 )-v-: , z ~ C \z - .  
(7) 
(8) 
Proof. It proceeds by induction over n. It is trivial for n = 1 using the recurrence formula of the 
digamma function [ 1 ], 
~9(z + 1 ) ---- O(z) + z -I. (9) 
Now, let us suppose that (8) verifies (7) for a given n ~> 1. Then, taking the derivative of (7) with 
respect o z and using (9), we find it is true for n + 1. [] 
Remark. Note that the functions F,(z) are nothing but algebraic ombinations of polygamma func- 
tions of order ~< n and the constants Fk(0), which will be used later, are just the coefficients of the 
Taylor expansion of F(z + 1 )-1 in powers of z. 
Proposition. For - z  ~ ~ and Re(z)+ n > 0, the family of  multiple integrals I,(z, w) defined in (5) 
and (6) jbr x = 0 is calculated by means of  the recurrence 
l,(z,w) = ~ Ck (F,_k(z) - F._k(w)), 
/~=0 
( lO) 
where the functions F,(z) are given m 
cA : - Z C,F~_,(O) 
t=0 
with Co = - 1. 
(8) and the coefficients CA may be recurrently obtained from 
(11) 
Proof. We define Io (z ,w)=-1.  Then, by direct substitution we may check that, as well as the 
functions F,(z) defined in (8), the integrals - I , (z ,0)  verify the recurrence (7). Now, we proceed 
by induction over n to show that (10) is true for w=0.  For n= 1 we find that both -Ii(z,O) and 
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F~(z) are particular solutions of (7). But two different particular solutions of (7) may differ only by 
a constant which is fixed, for example, in z = 0, 
-I,(z.O) = F~(z) - F~ (0). (12) 
Now, we suppose that (10), for w=0,  is true for a given n ~> 1. Then, the integrals I.+l(z,O) verify 
the difference quation 
I.+l(z,O) - I.+l(z - 1,0) = _1 ~ CkF~_k(z). (13) 
Z I~-O 
(Note that from (11) we have that ~=0 ChF~_~(0) = 0.) According to Lemma, a particular solution 
of this equation is 
~ CkF._k+t(z). (14) 
k=0 
Therefore, 
l.+l(z,O) = ~ CkF~_h+l(z) + C.+l, (15) 
k=0 
where C.+1 is fixed, for example, in z = 0 and is given by (11). It can be introduced in the sum 
of Eq. (15) extending it up to n + 1 because F0(z)= 1. Finally, subtracting l.(z,O) and I.(w,O), we 
find that (10) holds. [] 
Corollary 1. For Re(z)+n > 0 and -z  f~ N, n, m • ~, the Jamily of multiple integrals l~(z,x ) defined 
recursively for 0 <<. x <~ 2 by 
f l dv .m. m .r I~+l("'x)=-- x ~1~ (z,y), n ~> 1, (16) 
where 
f' I~(z,x)-- Y: l°gm Y dy (17) 
y -1  
is given, for x = O, by 
n d m ]m(Z,O)----]m(z)= ~ C,~F,_,(z). (18) 
t=0 
Proof. The integrals I~(z) may be written 
~o I xf logm Xl 
I("(z)= ~ --- 1- dx, (19) 
and 
f l  dxl ~ ' dx2 f l  ~l°gmx"dx. forn>l .  (20) Ira(Z) . . . . . .  
Xl-- 1 , x2 -  1 x,,_, xn-- 1 
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Consider the function 
g(xt . . . .  xn) = 12[ (1 - x~ )-Ih(xn)(-log(x,)) m (21) 
/~ I 
with h(xn) = 1 if Re(z) ~>0 and h(x,) - -x n TM if Re(z)<0, where Re(z)E(yo, Yl) and yo>-n .  The 
funcUon g(x~ . . . . .  x,) is mtegrable and dominates the modulus of the integrand in (20) (or (19) for 
n = 1). Therefore, taking the mth derivatwe of both members of the equality (10) with respect o z 
and using the dominated convergence theorem, the proof concludes. [] 
Corollary 2. For Re(z)+ n >k-  1, m >~ k = 2, 3,4...  and -z  ¢ ~, consider the famdy oJ multiple 
integrals Inmk(z,x) defined recursively jor 0 <<,x <<, 2 by 
f J  dy m l/,m+l t(z,x) = T~__lln.h(z, y), n > 1, (22) 
where 
/ .I v: log m y l;"'k(z'x)=-., ~yS i F  dy. (23) 
Let us define Inmh(z )=Inm~ (Z,O ). Then, for n= 1,2,3 .... I,".'~ (z ) is gwen by the recurrence, 
1 m ~ __ r l  m t-,~ ~ m m-I I"'~(') = k - i t n-l,~-J~", +"l ' ,h- l (  z - 1) + mI',k_l(z - 1)], (24) 
where Inm~(z)=Im(Z) is given in Eq (18) and I0m~(z)=0 
Proof. It is just an integration by parts in (22) that needs the condiUon m ~> k. In order to assure 
that the above recurrence is well defined, the condition Re(z)+ n > k -  1 is also necessary. [] 
Corollary 3. For Iz[ < 1 and n E ~, 
= C(F . _ , ( z )  - F ._ , (0) )  
~=, ,=o ,F~_,(O) ~ ,=o 
where F2~(z) is the kth derwative ofF,(z). Moreover, this serws ts absolutely convergent 
(25) 
Proof. This series is nothing but the Taylor expansion of In(z, 0) on the point z = 0. Therefore, the 
coefficients of this series are just the numbers I,k(0) given in (18). The result follows using also 
Eq. (10). On the other hand, it can be proved by induction on n, that [F,~I(0)] ~< 3"(k+n)!/n!. Then, 
the series ~t~=oF, Ck)(O)zt/k! =F,(z)  is absolutely convergent for Iz] <1 and therefore, the series (25) 
is absolutely convergent. [] 
Remark. This formula is a generalization of the known power series with zeta function coefficients 
[1, p. 259, Eq. 6.3.14] 
Z( -1 )n+'~(n÷ 1)z n -7=~b(z+ 1), Izl<l, (26) 
n=l  
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which is obtained from (25) for n= 1 using Fl~k~(0)--O~l(1)=(-1)~k!~(k + 1) for kE [~ [1, 
p. 260, Eq. 6.4.2]. 
Corollary 4. For ]z I <m, - z  ~ ~ and n, m c ~ we have 
~ Frac(x) dx _ ( -  1 )n 1 
,, ( z+x)  "+2 (n+ 1)! ~91"1(1 +z)+ n(n+ 1)(z+m)" 
-~ (n + 11) ~=l (z + k) "+'' (27) 
Proof. We insert the integral representation f the zeta-function [1, p. 807, Eq. 23.2.9] 
1 1 j(m "~ Frac(x) dx 
~(k+ 1)= 7/+i- + ~m~ - (k + 1) x~+2 , m= 1,2,3 .. . .  (28) 
l=1 
in Fl~k~(0)= (-1)~k!~(k + 1) in the left-hand side of (25). Now, it is trivial to show that 
~-~ ]z]~ f~ (k + 1)Frac(x) x~+2 dx<e~ for Izl <m. 
k=l 
Therefore, using the dominated convergence theorem we may interchange the sum in k and the 
integral of (25). After straightforward algebra we obtain 
F rac (x )dx_ i (m)+~( l+z)_  k(z-+k) log 1+ , (29) 
(z + x) 2 ~=j 
where l (m) = ~(m+ 1 ) - In  m+7. For z in a ball of centre zero and radius r < m, the nth derivative with 
respect o z of the function in the integrand in the left-hand side of (29) can be easily bounded by 
an integrable function. Therefore, applying the dominated convergence theorem we obtain (27). [] 
Performing changes of variable in the integrals entering Eqs. (10), (18) and (24) and/or expanding 
the integrands in power series of z, w or the integration variables, several new (and known) functional 
and numerical series are obtained. These calculations make use of several versions of the dominated 
convergence theorem to justify interchanges of series and integrals or derivations inside the integrals, 
like we have illustrated in Corollaries 1 and 4. Some examples of series calculated using these 
techniques are written in the next section. We will use the following notation: ((z) is the Riemann 
zeta-function, 7 is the Euler's constant, ~9~n)(z) is the nth derivative of the digamma function, F~)(z) 
is the kth derivative of the functions F~(z), (a),, = a(a + 1 ) . . .  (a + n - 1 ) is the Pochhammer symbol 
and )'h are the generalized 7 constants, 
~,A= lim /~-~l°g  ~n l°g ~+lm} 
"~ i. n=l n k + 1 " 
(30) 
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3. List of new series 
1. Series containing binomial coefficients. Expanding the denominator (y -  l) -~ m Eq. (23) for 
x=0 in power series of y and using (18) and (24), we obtain, for - z~ N, m ~>kc ~, 
1.1 ~- , (n+k- l )  ( -1 )  m+~ 1 
n (z÷n÷l )m+l - -ml  k"~J' 
n=O 
where the functions ~ff(z) are defined by means of the recursive formula 
1 
~"(Z)=k~[Z~[ ' _ l ( z -  1)+m~_~(z  - 1)], k>~2 (31) 
and kulm(z ) = ~k~m)(z + 1 ). 
If we expand the term (z + n + 1 )-Cm+J) in the above series in power senes of z we obtain, for 
m>~kE~ and [z[<l, 
1.2 Z n÷k-  1 ( -1)t ( l+m)Iz l  
n l!(n + 1)m+t+f = (-- 1)m+~ 7j~,(Z). 
/=0 n=0 
This formula Is a generalization of the mth derivative of the known power series with zeta functions 
coefficients (26). It is obtained from Formula 1.2 for k = 1. 
If we write f~(z  ÷ x)-t"+ZlFrac(x)dx= ~k~=m fd(z + k + x)-t~+Z)xdx, after a straightforward 
algebra and using (27) we obtain, for Re(z) + m > 1, n, m E N, 
1.3 
~-~-~(n+j+l ) ( - -1 )  J 1 
k=m j=0 J J + 2 (k + z)"+J +2 
(-1)" 
(n+ 1)! ~bCnl(z + 1)+ n(n+l ) (m+z)"  +n+l  ~= I  (k+z)  "+t" 
2. Series containing gammafuncnons. If we set m= 1 in Eqs. (16) and (17) for x=0,  perform 
the change of variable y = 1 +t  in Eq. (17), expand (1 +t)-" and log(1 +t )  in power series of t and 
use Eq. (18), we obtain, for Re(z) +n>0,  nE ~1, 1 +z  ~ ~, 
~-~ ~ F(k - z) 
2.1 ~-~m--~-~m-~k!=(-1)"+lC(-z)~-~CkF~,'](z). 
k=0 m= I k=0 
If we set re=k=2 in Eqs. (22) and (23) for x=0,  perform the change of variable y= 1 + t in 
Eq. (23), expand (1 + t)-" and each log(1 + t) in power series of t and use Eqs. (18) and (24), we 
obtain, fo rRe(z )+n>0,  nEN,  l+z~ ~, 
2.2 ~ lm k!(~m-~2~: _ 1) ~ 
/=1 m=l  k=O 
n-1  
r7(2) (Z  - -  2Ft. l_~(z -- 1 =--(-1)"r(-z)~-~C~(F/2~_l(Z)+zr._k, 1)+ )). 
/~=0 
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3. Series containmg digamma functions. If we set re=n= 1 in Eqs. (16) and (17) for x=0,  
perform the change of  variable y= 1 + t in Eq. (17), expand log(1 + t) in power series of t and 
use Eqs. (10) for n= 1 and (18), we obtain, for 1 - z£  N, 
3.1 ,=, Z~=0 n -k 1 ( _1)  ~ ~b(k+Z+n(k+z)l)+7 = O(z)O{,)(z) - I]/(2)(Z). 
Expanding (y -  l )  -~ in Eq. (6) for x = 0 in power series of y and after a straightforward algebra 
and using [5, p. 655, Eq. 2], we obtain for 1 - z, 1 - w ~ ~, 
0<3 
3.2 ~(n+w)~(n+z+l ) - (n+z)~(n+w+ 1) 
,=0 (n + z)(n + w) 
1 2 
(w)  - 02(z )  - + 
the above formula and use [1, p. 258, Eq. 6.3.5] and [5, p. 655, Eq. 2], we l f se  set w- -z+l  in 
obtain, for 1 - z ~ ~, 
3.3 
n=0 
4. Series 
respect to z 
4.1 
~(n+z+ 1) = ~tl)(z) + ~k(z) 
(n+z) (n+z+ 1) z 
containing amma and digamma functions. Taking the derivative of Formula 2.1 with 
for n = 1 and using [5, p. 655, Eq. 2] we obtain, for Re(z )> - 1, z ~ ~, 
OG 
+ 1) + - z ) r (k  - 
kk~ 
=F(-z)(~b(-z)(~k~')(z + 1 ) - ~(2)) - 0~2)(z + 1)). 
5. Series containing polygamma functions. If we perform the change of  variable y -- 1 + t m Eq. 
(6) for x=w=0,  expand (1 + t) -~ in power series of t, take the m derivative with respect to z and 
use Eq. (18), we obtain, for Re(z )+ n>0,  m + 1, n E [~, z £ [~, 
~_~ l dmF(k_ z) dm i n ] 
- -  - r ( - z )  G(Fn-k (z )  - F ._k (0) )  5.1 (-k)"k! d( -z)  m dz m 
k=l  /~=0 
If we set n=m= 1 m Eq. (16) for x=0,  expand (y -  1) -I in power series o fy  in the integral (17), 
integrate by parts in this integral and use Eq. (10) for n -- 1 and Eq. (18), we obtain, for 1 - z ~ ~, 
5.2 ~-~(n+z)~kV) (n+z+l ) -~b(n+z+l ) -7  1 (2) Z 
,=0 (n +z)  2 = 5 0 ( ) - (t' + ~(z))~ll)(z) • 
6. Series containing Pochhammer symbols. Setting m = k = 2 in Eq. (23) for x - -0 ,  performing 
the change of variable y= 1 +t ,  expanding each log(1 +t )  m power series of  t and using [5, p. 611, 
Eq. 45] and Eqs. (18) and (24), we obtain, for Re(z )>- l ,  
6.1 ~ ~ nm(z(n ++ml-)n+m_12)! = z~C2)(z ) + 2~bll)(z). 
n=l  m=l  
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Setting m : 0 in Formula 5.1, subtracting this formula for variable z from itself for variable - z  and 
using [1, p. 256, Eq. 6.1.22], we obtain, for Izl <n, n c ~, 
:30 rt 
6 .2  ~ (Z)m~(~Z)m ~-- - ( - - l )nZ  Cl~(Fn_l~(--z)--Fn_lt(Z)). 
mnm! 
m--I ~.=0 
If we subtract I~(z-  1) from I~(z), integrate by parts y_--1 log y, perform the change of variable 
y :  1 +t,  expand log(1 +t )  in power series o f t  and use Eqs. (10) and (18), we obtain, for - z~ %, 
~ (n -  1)! 1 
6.3 n(z ÷ 1 )n ---- ~kcI)(z) - z -5" 
n: l  
7. Other series Inserting the representation [1, p. 807, Eq. 23.2.5] of the zeta-function i  the 
left-hand side of Eq. (25) for n= 1 and using the identity log(1 -  z ) :  ~=~zk/k, we obtain, for 
Iz l<l ,  
7,  k! 3,~n~z  =log(1 - z ) -  7 - 0(1 - z ) .  
n=l k--0 
Setting z=0 and m--2 in Eq. (16) for x--0, performing the change of variable y--  1 + t in (17), 
expanding each log(1 +t )  in power series of t and using Eq. (10) for n : 1 and Eq. (18), we obtain, 
for nE~,  
7.2 km~ + m)" - ~ C'F~2~(O)" 
A:I m=l k=0 
Many other series may be calculated by means of similar manipulations of Formulas (10), (18) and 
(24) for x -- 0. All of them, as well as the series listed above, will result in algebraic ombinations 
of gamma and polygamma functions. 
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