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Abstract
In theory, hierarchies of semidefinite programming (SDP) relaxations based on sum of
squares (SOS) polynomials have been shown to provide arbitrarily close approximations
for a general polynomial optimization problem (POP). However, due to the computational
challenge of solving SDPs, it becomes difficult to use SDP hierarchies for large-scale prob-
lems. To address this, hierarchies of second-order cone programming (SOCP) relaxations
resulting from a restriction of the SOS polynomial condition have been recently proposed
to approximate POPs. Here, we consider alternative ways to use the SOCP restrictions of
the SOS condition. In particular, we show that SOCP hierarchies can be effectively used
to strengthen hierarchies of linear programming (LP) relaxations for POPs. Specifically,
we show that this solution approach is substantially more effective in finding solutions of
certain POPs for which the more common hierarchies of SDP relaxations are known to
perform poorly. Furthermore, when the feasible set of the POP is compact, these SOCP
hierarchies converge to the POP’s optimal value.
Keywords Polynomial Optimization, Second-order Cone Relaxation, Semidefinite Relaxation,
Approximation Hierarchy.
1 Introduction
Many real-world problems can be modeled as a polynomial optimization problem (POP); that is,
an optimization problem in which both the objective and constraints are multivariate polynomi-
als on the decision variables. Thus devising new approaches to globally solve POPs is an active
area of research [see, e.g., 2, 5, for recent surveys in this area]. In his seminal work, Lasserre
[20] showed that semidefinite programming (SDP) [30] relaxations based on sum of square (SOS)
polynomials [see, e.g., 5] can provide global bounds for POPs. However, the SDP constraints are
computationally expensive and thus even using low-orders of the hierarchy to approximate large-
scale POPs becomes computationally intractable in practice [22]. To improve the computational
performance of the SDP based hierarchies to approximate the solution of POPs, prior work has
focused on exploiting the problem’s sparsity [18] and symmetry [8, 11], improving the relaxation
by generating and adding appropriate valid inequalities [15], using bounded SOS polynomials
[23] and more recently by devising more computationally efficient hierarchies such as linear
programming (LP) and second-order cone programming (SOCP) hierarchies [1, 9, 10, 14, 25].
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Here, we consider alternative ways to use SOCP restrictions of the SOS condition introduced
by Ahmadi and Majumdar [1]. In particular, we show that SOCP hierarchies can be effectively
used to strengthen hierarchies of LP relaxations for general POPs. Such hierarchies of LP
relaxations have received little attention in the POP literature (a few noteworthy exceptions are
[7, 9, 10, 21, 34]). However, in this paper we show that this solution approach is substantially
more effective in finding solutions of certain POPs for which the more common hierarchies of
SDP relaxations are known to perform poorly [see, e.g., 14]. Furthermore, when the feasible
set of the POP is compact, these SOCP hierarchies converge to the POP’s optimal value.
Note that for the well-known SDP based hierarchies introduced by Lasserre [20], the quadratic
module (QM) [2] associated with the feasible set of the POP is required to be Archimedean [5],
which implies the compactness of the POP’s feasible set.
The remainder of the article is organized as follows. We briefly review several convex ap-
proximations of POPs in Section 2. The proposed approximation strategies and hierarchies are
presented in Section 3. Numerical results based on the proposed hierarchies are presented in
Section 4. Section 5 provides some concluding remarks.
2 Preliminaries
The following notation is used throughout the article: let Rd[x] := Rd[x1, . . . , xn] be the set of
polynomials in n variables with real coefficients of degree at most d. We define
SOS2d :=
{
k∑
i=1
pi(x)
2 : pi(x) ∈ Rd[x], k ∈ Z+
}
,
as the cone of SOS polynomials in R2d[x] . For any S ⊆ Rn, let Pd(S) be the cone of polynomials
in Rd[x] of degree at most d that are non-negative over the set S [see, e.g., 5]. We consider the
following general POP,
min
x
f(x)
s.t. gi(x) ≥ 0, i = 1, . . . ,m,
x ∈ Rn,
(PP-P)
where the degree of the program is d = max{deg(f),deg(g1), . . . ,deg(gm)}. Given S = {x ∈
Rn : gi(x) ≥ 0, i = 1, . . . ,m}, problem (PP-P) can be equivalently rewritten as the following
conic program [see, e.g., 6],
max
x,λ
λ
s.t. f(x)− λ ∈ Pd(S),
x ∈ Rn, λ ∈ R.
(PP-D)
In general, solving (PP-P) is NP-hard [24]. Problem (PP-D) is a (linear) conic program whose
complexity is captured in the cone Pd(S), which is not tractable in general. Considering a
sequence of tractable cones Kr ⊆ Kr+1 ⊆ · · · ⊆ Pd(S), then the following convex program
max
x,λ
λ
s.t. f(x)− λ ∈ Kr,
x ∈ Rn, λ ∈ R
(1)
provides a lower bound for (PP-D), and hence a lower bound for (PP-P). Above, by tractable
we mean that inclusion on the set can be expressed as a linear matrix inequalities (LMI) [3].
As r increases in (1), a tighter bound is achieved. The choice of the tractable cone Kr is a key
factor in obtaining good approximation bounds for (PP-D), and in turn for (PP-P).
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For this purpose, in his seminal work, Lasserre [20] proposed a hierarchy of LMI relaxations
to approximate Pd(S), where
Kr =
{
p(x) ∈ R2r[x] : p(x) = s0(x) +
m∑
i=1
si(x)gi(x), s0(x) ∈ SOS2r, si(x) ∈ SOS2br−deg(gi)/2c
}
,
(2)
and r ≥ dd/2e is the level of the hierarchy. In this case, problem (1) is equivalent to
max
x,si(x)
λ
s.t. f(x)− λ = s0(x) +
m∑
i=1
si(x)gi(x),
s0(x) ∈ SOS2r, si(x) ∈ SOS2br−deg(gi)/2c, i = 1, . . . ,m,
λ ∈ R.
(QM-SOSr)
Problem (QM-SOSr) can be reformulated as a SDP [see, e.g., 5]. Under some conditions related
to the compactness of the set S (more precisely, when the quadratic module generated by the
set of polynomials {g1(x), . . . , gm(x)} is Archimedean), the hierarchy of problems (QM-SOSr)
converges to the global solution of (PP-P) as r → ∞ [20]. However, as r increases, the size
of the positive semidefinite matrices required to reformulate (QM-SOSr) as a SDP increases
exponentially. As a result, this approach is computationally expensive for large-scale problems
[see, e.g., 13] or even for small-scale problems that require the solution of high levels of the
hierarchy to obtain tight approximations of the POP of interest [see, e.g., 1, 15, 23].
Ahmadi and Majumdar [1] recently proposed a restriction of the SOS condition to address
this shortcoming of the SDP-based hierarchies. The restriction of the SOS condition is done by
introducing the use of diagonally dominant sum of square (DSOS) polynomials and scaled diago-
nally dominant sum of square (SDSOS) polynomials instead of SOS polynomials in (QM-SOSr).
Definition 1 (DSOS polynomials [1]). Let J be an index set, mi(x) ∈ Rd[x] be a monomial for
all i ∈ J , and αi, βij ∈ R+ for all i, j ∈ J . Then
p(x) =
∑
i
αimi(x)
2 +
∑
i,j
βij(mi(x)±mj(x))2, (3)
is a DSOS polynomial in R2d[x]. Equivalently, DSOS polynomials can be defined as those that
can be constructed from a diagonally dominant matrix (DD). Namely, let z(x) be a vector with
the monomials mi(x) for all i ∈ J , and Q ∈ R|J|×|J| be a (symmetric) diagonally dominant
matrix. Then p(x) = zT (x)Qz(x) is a DSOS.
Let DSOS2d be the set of all DSOS polynomials in R2d[x]. Then it is clear from (3) that
DSOS2d ⊆ SOS2d. Thus, using DSOS polynomials instead of SOS polynomials in (QM-SOSr)
provides a hierarchy of lower bounds for the SOS hierarchy. Moreover the resulting DSOS
hierarchy is computationally easier to solve. Namely, recall that a symmetric matrix A ∈ Rn×n
is DD if Aii ≥
∑
j 6=i |Aij |,∀i = 1, . . . , n. Thus the associated DSOS hierarchy
max
λ,di(x)
λ
s.t. f(x)− λ = d0(x) +
m∑
i=1
di(x)gi(x),
d0(x) ∈ DSOS2r, di(x) ∈ DSOS2br−deg(gi)/2c,
λ ∈ R,
(QM-DSOSr)
can be reformulated as a LP. As proposed by Ahmadi and Majumdar [1], the DSOS hierar-
chy (QM-DSOSr) can be strengthened by considering scaled diagonally dominant sum of square
(SDSOS) polynomials.
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Definition 2 (SDSOS polynomials [1]). Let J be an index set, mi(x) ∈ Rd[x] be a monomial
for all i ∈ J , and αi, βi, βj ∈ R+ for all i, j ∈ J . Then
p(x) =
∑
i
αimi(x)
2 +
∑
i,j
(βimi(x)± βjmj(x))2, (4)
is a SDSOS polynomial in R2d[x]. Equivalently, SDSOS polynomials can be defined as those
that can be constructed from a scaled diagonally dominant matrix (SDD). Namely, let z(x) be
a vector with the monomials mi(x) for all i ∈ J , and Q ∈ R|J|×|J| be a (symmetric) scaled
diagonally dominant matrix. Then p(x) = zT (x)Qz(x) is a SDSOS.
Let SDSOS2d be the set of all SDSOS polynomial in R2d[x]. Then it is clear from (4) that
DSOS2d ⊆ SDSOS2d ⊆ SOS2d. Thus, using SDSOS polynomials instead of SOS polynomials
in (QM-SOSr) provides a hierarchy of lower bounds for the SOS hierarchy that is tighter than
the (QM-DSOSr) hierarchy. Moreover the resulting SDSOS hierarchy is computationally easier
to solve than the associated SDP-based hierarchy. Namely, notice that a symmetric matrix
A ∈ Rn×n is SDD if
A =
∑
i,j∈{1,...,n}
Aij , for some Aij  0, with Aijkl = 0 for any k, l ∈ {1, . . . , n} \ {i, j}. (5)
Above, we use the common notation A  0 to indicate that the matrix is positive semidefinite.
Notice that because the Aij matrices in (5) have only nonzero elements at positions k, l ∈ {i, j},
then it follows that
Aij  0 ⇐⇒ Aijii +Aijjj ≥
∥∥∥∥∥∥
 2Aijij
Aijii −Aijjj
∥∥∥∥∥∥
2
⇐⇒
A
ij
ii +A
ij
jj
2Aijij
Aijii −Aijjj
 ∈  L3, (6)
where  Ln denotes the second-order cone or Lorentz cone of dimension n [see, e.g., 6]. Thus the
associated SDSOS hierarchy
max
λ,di(x)
λ
s.t. f(x)− λ = d0(x) +
m∑
i=1
di(x)gi(x),
d0(x) ∈ SDSOS2r, di(x) ∈ SDSOS2br−deg(gi)/2c,
λ ∈ R,
(QM-SDSOSr)
can be reformulated as a second-order cone program. Ahmadi and Majumdar [1] have shown
that the approximation hierarchies (QM-DSOSr) and (QM-SDSOSr) can be successfully used
to approximate POPs arising in control, combinatorics, and general non-linear non-convex
optimization [1]. Hierarchies (QM-DSOSr) and (QM-SDSOSr) are computationally easier to
solve than (QM-SOSr), however, their bounds might not be as good as the one obtained with
the (QM-SOSr) hierarchy of the same order [see, e.g., 19].
3 Alternative LP, SOCP and SDP Hierarchies for POP
Lasserre’s hierarchy [20] has been shown to provide very tight bounds for multiple classes of
POPs. However, this approach becomes computationally intractable for large-scale problems
or even for small-scale problems that require the solution of high levels of the hierarchy to
obtain good approximations for the solution of the problem of interest. Loosely speaking, this
intractability stems from the fact that the size of the SDP reformulation of the SOS conditions in
(QM-SOSr) grows exponentially with the dimension of the decision variables of the problem n,
as well as the level of the hierarchy r.
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A key building block behind the convergence properties of the hierarchy defined by (QM-SOSr)
is a representation theorem for polynomials in Pd(S) by Putinar [26] that makes use of SOS
polynomials [see, e.g., 5, 20]. Other convergent SDP hierarchies can be constructed similarly
using the representation theorem by Schmu¨dgen [28], when the set S is compact. Besides
these SOS representation theorems, there are however well-known representations theorems for
non-negative polynomials that use polynomials with non-negative coefficients (instead of SOS
polynomials) in the representation. Examples of these are the representation theorem of Hardy
et al. [16], when the set S is a polytope, and Po´lya’s Theorem [16], when the set S = Rn+.
Theorem 1 (Po´lya [16]). Let p(x) ∈ Rn[x] be a multivariate polynomial. Then p(x) > 0 for all
x ≥ 0⇒ (1 +∑ni=1 xi)r p(x) = ∑α∈Nn cαxα for some r ≥ 0, cα ≥ 0 for all α ∈ Nn.
In stating Theorem 1, we make use of the common notation xα := xα11 · · ·xαnn for any x ∈ Rn,
and α ∈ Nn. Note that in Theorem 1, the non-negativity of the polynomial is certified using
polynomials with non-negative coefficients. As a result, this type of representation theorems
can be used to construct hierarchies of LP problems that converge to the optimal solution
of (PP-P) (when the required conditions on the set S are satisfied). Such approach has been
used in [7, 21, 34]. It is worthy to mention that Po´lya’s approach is also used in [9, 10], to
address the solution of POPs.
Here, we take advantage of this type of computationally easier LP hierarchy approach to
address the solution of certain classes of POPs for which the more common SDP hierarchy is
known to perform poorly [see, e.g., 14]. In particular, we use a representation theorem for non-
negative polynomials in a semi-algebraic set recently introduced in [25] to construct a converging
hierarchy of LPs for POPs. Formally, consider the following optimization problem:
zr,LP := max
λ,cα,β
λ
s.t.
1 + n∑
i=1
xi +
m∑
j=1
gj(x)
r (f(x)− λ) = ∑
(α,β)∈I
cα,βx
αg(x)β
cα,β ∈ R+ for all (α, β) ∈ I,
λ ∈ R,
(Po-LPr)
where
I := {(α, β) ∈ Nn+m : ‖(α, β)‖1 ≤ rmax{deg(gi) : i = 1, . . . ,m}+ deg(f)}.
By matching the coefficients of each monomial in the left-hand side and the right-hand side of
equation (Po-LPr), the resulting problem is a LP with decision variables λ ∈ R, cα,β ∈ R+, for
all (α, β) ∈ I. Similar to the (QM-SOSr) hierarchy, but under milder conditions, the resulting
bound zr,LP of (Po-LPr), obtained at each level of the hierarchy converges as r increases.
Theorem 2 (Pen˜a et al. [25]). Let S = {x ∈ Rn+ : gi(x) ≥ 0, i = 1, . . . ,m} be a compact set,
then as r →∞, zr,LP converges to the global optimum of (PP-P).
Thus, Theorem 2 provides the convergence guarantee of the (Po-LPr) hierarchy to the op-
timal value of (PP-P) with a compact feasible set in R+n . This allows us to use LP techniques
to globally solve non-convex problems. However, this type of LP approximations for POPs are
known to provide very weak approximation bounds for the objective value of the POP of interest
[see, e.g., 7, 21]. To address this, we next propose the use of DSOS, SDSOS and SOS polyno-
mials with fixed degree (degree 2) instead of the non-negative constant cα,β in the definition of
the hierarchy (Po-LPr).
For a general POP (PP-P) with feasible set S ⊆ Rn+, consider the following hierarchies of
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optimization problems:
max
λ,pα,β
λ
s.t.
1 + n∑
i=1
xi +
m∑
j=1
gj(x)
r (f(x)− λ) = ∑
(α,β)∈I′
pα,β(x)x
αg(x)β ,
pα,β(x) ∈ SOS2, for all (α, β) ∈ I ′,
λ ∈ R,
(Po-SOSr)
max
λ,pα,β
λ
s.t.
1 + n∑
i=1
xi +
m∑
j=1
gj(x)
r (f(x)− λ) = ∑
(α,β)∈I′
pα,β(x)x
αg(x)β ,
pα,β(x) ∈ SDSOS2, for all (α, β) ∈ I ′,
λ ∈ R,
(Po-SDSOSr)
max
λ,pα,β
λ
s.t.
1 + n∑
i=1
xi +
m∑
j=1
gj(x)
r (f(x)− λ) = ∑
(α,β)∈I′
pα,β(x)x
αg(x)β ,
pα,β(x) ∈ DSOS2, for all (α, β) ∈ I ′,
λ ∈ R,
(Po-DSOSr)
where r ≥ 0 and
I ′ := {(α, β) ∈ Nn+m : ‖(α, β)‖1 ≤ rmax{deg(gi) : i = 1, . . . ,m}+ deg(f)− 2}.
Similar to Lasserre’s hierarchy (QM-SOSr), problem (Po-SOSr) can be reformulated as a SDP.
In turn, similar to the hierarchies (QM-DSOSr) and (QM-SDSOSr) (cf., Section 2), the opti-
mization problems (Po-DSOSr) and (Po-SDSOSr) can be reformulated as a LP and as a SOCP
respectively. Note that in the hierarchies discussed in Section 2, as the level of the hierar-
chy r increases, the complexity of checking that a fixed number, m + 1, of polynomials are
SOS, SDSOS, or DSOS increases. Instead in the hierarchy defined in (Po-SOSr), (Po-SDSOSr)
and (Po-DSOSr), the complexity of checking that the involved polynomials are SOS, SDSOS, or
DSOS does not change as the degree of these polynomials is fixed to 2. Instead, it is the number
of these polynomials that increases as the level of the hierarchy increases (a similar approach
has been used in [23]). This turns out to be key to obtain the results presented later in next
section on the performance of the hierarchies (Po-SOSr), (Po-SDSOSr) and (Po-DSOSr).
Clearly, the hierarchies (Po-SOSr), (Po-SDSOSr), and (Po-DSOSr) provide tighter bounds
on the associated POP than the LP based hierarchy (Po-LPr). As a result, under the same
conditions of Theorem 2, these hierarchies will converge as r →∞ to the global optimal solution
of (PP-P). Below, we state this formally.
Proposition 1. Consider problem (PP-P) with a compact feasible region and assume that S ⊆
Rn+ whose global optimal objective function is z∗, and let zr,DSOS, zr,SDSOS, zr,SOS be the
optimal value of hierarchies (Po-DSOSr), (Po-SDSOSr) and (Po-SOSr) respectively, then it
follows that for any r = 1, 2, . . . :
zr,LP ≤ zr,DSOS ≤ zr,SDSOS ≤ zr,SOS ≤ z∗.
Moreover,
lim
r→∞ zr,DSOS = limr→∞ zr,SDSOS = limr→∞ zr,SOS = z
∗.
6
Proof. The inequalities zr,DSOS ≤ zr,SDSOS ≤ zr,SOS follow from DSOS2d ⊆ SDSOS2d ⊆
SOS2d. It is easy to see zr,LP ≤ zr,DSOS since all the nonnegative constants belong to DSOS0.
By Theorem 2, limr→∞ zr,LP = z∗ when the feasible region of (PP-P) is compact. Thus
limr→∞ zr,DSOS = limr→∞ zr,SDSOS = limr→∞ zr,SOS = z∗ follows.
4 Numerical Results
To illustrate the performance of the hierarchies discussed in Section 3, we test the Lasserre-type
hierarchies and the proposed hierarchies in this article on some relevant POP instances. We
use APPS [12] together with Matlab to implement all the hierarchies. Numerical experiments
are conducted on an AMD Opteron 2.0 GHz(x16) Linux machine with 32 GB memory. We use
MOSEK [4] as the LP and SOCP solver. Also, we use SeDuMi [29] as the SDP solver, to exploit
its well-known precision for solving SDPs.
Due to the different approach used in the Lasserre-type hierarchies and the hierarchies pro-
posed in Section 3, with the same r, the degree of the polynomials involved in the problem might
not be equal. Thus, to make it easier to compare the results obtained from each hierarchy, in-
stead of reporting the hierarchy level r, we report the maximum degree dˆ of the polynomials
involved in the formulation as r increases in each of them.
In the tables of numerical results that follow, the symbol (*) indicates that the reported
value is the optimal objective value of the problem. We use “T” as the solution time in seconds
for each hierarchy and “Infeas.” to indicate that the optimization problem is infeasible. The
symbol () indicates that the solver runs out of memory. Lastly the symbol (◦) indicates that
generating the program that matches coefficient in the hierarchy in Matlab runs out of memory.
4.1 Illustrative Examples
We begin by testing a set of POPs from [15], which are highly non-convex and require a high
level of Lasserre’s hierarchy to converge to their global optimum.
Example 1. Consider the following quadratic POP with 5 variables:
min
x∈R5
2x1 − x2 + x3 − 2x4 − x5
s.t. (x1 − 2)2 − x22 − (x3 − 1)2 − (x5 − 1)2 ≥ 0,
x1x3 − x4x5 + x21 ≥ 1,
x3 − x22 − x24 ≥ 1,
x1x5 − x2x3 ≥ 2,
x1 + x2 + x3 + x4 + x5 ≤ 14,
xi ≥ 0, i = 1, . . . , 5.
As shown in Table 4.1, the (QM-SOSr) hierarchy converges to the global optimum when dˆ = 8
with a computational time of 49.82 seconds, while the hierarchy (Po-SOSr) converges to global
optimum when dˆ = 6 with only 8.21 seconds of computational time. Hierarchies (QM-SDSOSr)
and (QM-DSOSr) fail to converge to the global optimum up to dˆ = 8. However, the hierar-
chy (Po-SDSOSr) also converges to the global optimum when dˆ = 8 with 13.28 seconds of compu-
tational time. The hierarchy (Po-DSOSr) provides a weaker bound than hierarchy (Po-SDSOSr)
and does not converge to the problem’s global optimum when dˆ = 8.
Although the degree dˆ provides an approximate measure of the size (variables and con-
straints) involved in the formulations of the hierarchies’ problems, a better comparison of the
hierarchies can be done by illustrating the trade-off between the solution time and the qual-
ity of the bound obtained from each hierarchy. In Figure 4.1 (left), the different line plots
show the bound and solution time associated with increasing orders of each of the hierarchies.
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Clearly, within one second, the (Po-SDSOSr) hierarchy gives the best bound; within ten sec-
onds, the (Po-SOSr) hierarchy gives the optimal value while there is still a gap between the
problem’s optimal value (illustrated by the dashed horizontal line) and the bounds obtained by
other hierarchies. Clearly, the hierarchies proposed in Section 3 have better performance over
the Lasserre-type hierarchies for this problem.
(QM-SOSr) (QM-SDSOSr) (QM-DSOSr) (Po-SOSr) (Po-SDSOSr) (Po-DSOSr)
dˆ Bound T Bound T Bound T Bound T Bound T Bound T
2 -25.00 0.35 -25.00 0.12 -25.00 0.01 -6.63 0.74 -7.40 0.03 -25.00 0.02
4 -6.01 1.22 -6.35 0.15 -25.00 0.09 -2.35 1.53 -2.96 0.19 -6.14 0.05
6 -2.40 6.75 -4.46 1.85 -14.39 1.46 ∗-1.57 8.21 -1.72 0.71 -2.93 0.74
8 ∗-1.57 49.82 -2.81 15.00 -7.49 18.62 ∗-1.57 13.28 -1.86 15.49
∗: Optimal value is obtained.
Table 4.1: Bound and Time Comparison of Different Hierarchies for Example 1.
In Table 4.1, note that for the same level of hierarchies (Po-DSOSr) and (Po-SDSOSr), the
linear representation of DSOS2 introduces more decision variables than the SOCP representa-
tion of SDSOS2. This explains why the running time of the LP-based hierarchy can be larger
than the running time of the SOCP-based hierarchy.
Example 2. Consider the following quadratic POP with 10 variables:
min
x∈R10
− x1 − x2 + x3 − 2x4 − x5 + x6 + x7 − x8 + x9 − 2x10
s.t. (x3 − 2)2 − (x5 − 1)2 − 2x6 + x28 − (x9 − 2)2 ≥ −4,
− x22 + x3x10 − x24 + x6x7 ≥ 1,
x1x8 − x2x3 + x4x7 − x5x10 ≥ 2,
10∑
i=1
xi ≤ 5,
xi ≥ 0, i = 1, . . . , 10.
As shown in Table 4.2, Lasserre’s hierarchy (QM-SOSr) and hierarchy (QM-SDSOSr) con-
verge to the global optimum at the third level when dˆ = 6 with a computational time of 2369.50
seconds and 72.43 seconds respectively. In contrast, hierarchy (Po-SOSr) converges to the global
optimum when dˆ = 4 with 8.27 seconds of computational time. The hierarchy (Po-SDSOSr) also
converges to the global optimum when dˆ = 4 with 2.23 seconds of computational time. Similar
to Example 1, hierarchies (QM-DSOSr) and (Po-DSOSr) provide the weakest bound and the
problem’s global optimum is not reached by dˆ = 6, but the hierarchy (Po-DSOSr) provides
tighter bounds with less computational time than the hierarchy (QM-DSOSr) at each level.
As discussed previously, a better comparison among the different hierarchies can be obtained
by illustrating the trade-off between the solution time and the quality of the bound obtained
from each hierarchy. In Figure 4.1 (right), the different line plots show the bound and solu-
tion time associated with increasing orders of each of the hierarchies. Notice that within one
second, the (Po-DSOSr) gives the best bound. Also, within ten seconds, only the (Po-SOSr)
and (Po-SDSOSr) hierarchies obtain the problem’s optimal value (illustrated by the dashed hor-
izontal line), and the (Po-SDSOSr) hierarchy takes less computational time than the (Po-SOSr)
hierarchy.
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(QM-SOSr) (QM-SDSOSr) (QM-DSOSr) (Po-SOSr) (Po-SDSOSr) (Po-DSOSr)
dˆ Bound T Bound T Bound T Bound T Bound T Bound T
2 -10.00 0.09 -10.00 0.04 -10.00 0.02 -7.76 0.17 -7.76 0.04 -10.00 0.02
4 -7.76 25.89 -7.76 1.34 -10.00 0.47 ∗-5.18 8.27 ∗-5.18 2.23 -5.59 0.16
6 ∗-5.18 2369.50 ∗-5.18 72.43 -8.28 63.09 -5.19 35.29
∗: Optimal value is obtained.
Table 4.2: Bound and Time Comparison of Different Hierarchies for Example 2.
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Figure 4.1: Bound and Time Comparison of Different Hierarchies for Example 1 (left) and
Example 2 (right).
Example 3. Consider the following quadratic POP with 15 variables:
min
x∈R15
x1 − x2 + x3 − x4 − x5 + x6 + x7 − x8 + x9 − x10 + x11 − x12 + x13 − x14 + x15
s.t. (x1 − 2)2 − x22 + (x3 − 2)2 − (x4 − 1)2 − (x5 − 1)2 + (x6 − 2)2 − (x7 − 1)2 − x28
− (x9 − 2)2 − (x10 − 1)2 + x211 − x212 + (x13 − 2)2 + x214 − (x15 − 1)2 ≥ 0,
− x1x7 − x4x5 − x23 + x6x9 + x10x12 ≥ 1,
x2x3 − x8x11 − x214 + x5x15 ≥ 2,
15∑
i=1
xi ≤ 10,
xi ≥ 0, i = 1, . . . , 15.
The results for Example 3 are shown in Table 4.3. Lasserre’s hierarchy (QM-SOSr) and the
hierarchy (QM-SDSOSr) fail to provide the problem’s global optmial value when dˆ = 4. Matlab
runs out of memory when generating the LMI for Lasserre-type hierarchies when dˆ = 6. In
contrast, hierarchies (Po-SOSr) and (Po-SDSOSr) converge to the global optimum when dˆ = 4
with 640.60 and 59.85 seconds of computational time respectively. Similar to Example 1 and 2,
hierarchies (QM-DSOSr) and (Po-DSOSr) provide the weakest bound and the problem’s global
optimum is not reached when dˆ = 6. However, the (Po-DSOSr) hierarchy provides tighter
bounds with less computational time than (QM-DSOSr) when dˆ = 2 and dˆ = 4.
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(QM-SOSr) (QM-SDSOSr) (QM-DSOSr) (Po-SOSr) (Po-SDSOSr) (Po-DSOSr)
dˆ Bound T Bound T Bound T Bound T Bound T Bound T
2 -10.00 0.09 -10.00 0.02 -10.00 0.02 -8.07 0.27 -8.74 0.06 -10.00 0.02
4 -8.06 2754.30 -8.29 10.17 -10.00 2.27 ∗-7.43 640.60 ∗-7.43 59.85 -8.22 0.51
6 ◦ ◦ ◦ ◦ ◦ ◦ -7.64 2340.00
∗: Optimal value is obtained.
◦: Matlab runs out of memory while formulating LMI.
Table 4.3: Bound and Time Comparison of Different Hierarchies for Example 3.
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Figure 4.2: Bound and Time Comparison of Different Hierarchies for ex2 1 1 (left) and ex3 1 4
(right).
4.2 Numerical Results on Global Optimization Library
Next, we compare Lasserre-type hierarchies with the proposed hierarchies on some problems
from the GLOBAL Library available at http://www.gamsworld.org/global/globallib.htm.
These problems have been used as benchmark in [17, 31, 32].
In Figure 4.2, we show the performance of different hierarchies for problem ex2_1_1 and prob-
lem ex3_1_4. Similar to Figure 4.1, the different line plots show the bound and and solution
time associated with increasing orders of each of the hierarchies. Clearly, for problem ex2_1_1,
within one second, the (Po-SOSr) and (Po-SDSOSr) hierarchies give the optimal value while the
bounds obtained by other hierarchies is not tight. Overall, the (Po-SDSOSr) has the best perfor-
mance in terms of bound and computational time for problem ex2_1_1. For problem ex3_1_4,
within one second, only the (Po-SDSOSr) reaches the optimal value, again, the (Po-SDSOSr)
has the best performance in terms of bound and computational time for problem ex3_1_4.
Table 4.4 shows the bound and time comparison of all hierarchies applied to different test
problems. Column 1 shows the name of the problem and column 2 states the number of vari-
ables in the problem and its degree, while the degree of each hierarchy dˆ is listed in column 3.
The results for the Lasserre-type hierarchies are given in columns 4-9 while the remaining
columns show the results for the proposed hierarchies in Section 3. We can see that for prob-
lems ex_2_1_2, ex_2_1_3, ex2_1_4, and ex2_1_5, the Lassarre-type hierarchies (QM-SOSr),
(QM-SDSOSr), and (QM-DSOSr) are infeasible when dˆ = 2 and provide the optimal solution
when dˆ = 4. In contrast, the proposed hierarchies give the optimal value when dˆ = 2.
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The time to obtain the optimal value is greatly reduced by using (Po-SOSr) over (QM-SOSr)
for problem ex_2_1_3. For problems ex_2_1_7 and ex2_1_10 with relatively large numbers
of variables (20 variables), the Lasserre-type hierarchies are infeasible when dˆ = 2, which
means that the Lasserre-type hierarchies fail to give a bound, however, by using the hierar-
chies proposed here, the optimal value for problem ex2_1_10 and a global lower bound for
problem ex_2_1_7 are obtained when dˆ = 2. The hierarchy (QM-SOSr) runs out of memory
when dˆ = 4 for problems ex_2_1_7 and ex2_1_10. For ex_2_1_7, the hierarchy (QM-SDSOSr)
gives a bound when dˆ = 4; however, it is weaker than the ones obtained from the hierar-
chies (Po-SOSr), (Po-SDSOSr) and (Po-DSOSr) when dˆ = 2. Matlab runs out of memory when
formulating the LMI for the hierarchies (Po-SOSr), (Po-SDSOSr) and (Po-DSOSr) when dˆ = 4
for ex_2_1_7, due to a large number of constraints in ex_2_1_7. For other cases, our proposed
hierarchies mostly converge to global optimum with a smaller dˆ than that of Lasserre-type
hierarchies.
From Table 4.4, one can notice that in some instances of the problems, there is no im-
provement in the bound obtained by using the sequentially tighter (Po-SOSr), (Po-SDSOSr)
and (Po-DSOSr) hierarchies. For some problems (like ex2 1 2), this is due to the (Po-DSOSr)
hierarchy providing the problem’s optimal solution. For other problems (like ex2 1 1), this is
a result of the structure of the problem, which results in hierarchies (Po-SOSr), (Po-SDSOSr)
not helping to improve the bounds. For example, for problem ex2 1 1, the objective function
is given by f(x1, . . . , x5) = 42x1 + 44x2 + 45x3 + 47x4 + 47.5x5 − 50(x21 + x22 + x22 + x24 + x25).
Since there are no cross-variable terms, the bound obtained from the hierarchies (Po-SOSr),
(Po-SDSOSr) does not take advantage of providing a tighter formulation of the POP for cross-
variable monomials. On the other hand, it is clear that in problems like ex3 1 4, the tighter
(Po-SOSr), (Po-SDSOSr) hierarchies provide better bounds than the (Po-DSOSr) hierarchy.
4.3 Numerical Results on Problems with More Variables
Consider the following non-convex problem,
min
∑
|α|≤2
cαx
α
s.t.
n∑
i=1
x2i ≤ 1,
n∑
i=1
x2i ≥ 0.62,
xi ≥ 0, i = 1, . . . , n,
(7)
where cα are randomly generated in [−1, 1]. We construct this nonconvex problem inspired
by [33] to test the performance of the proposed hierarchies. The problem is to find the minimal
value of a polynomial on the Euclidean unit ball intersected with the positive orthant while
excluding the Euclidean ball with radius 0.6. We use instances with relatively large number of
variables n ∈ [20, 30, 50, 100, 150] and compare the Lasserre-type hierarchies with the hierarchies
proposed in Section 3. Note that it will be computationally expensive to run higher levels of
the hierarchies for large-scale problems. The purpose of this comparison mainly focuses on the
bound obtained for quadratic programs when dˆ = 2.
Similar to the figures in previous sections, in Figure 4.3, we plot the performance of all
hierarchies for problem (7) with n = 20. Clearly, only the (Po-SOSr) obtains the optimal value
with n = 20. Unlike the instances in Section 4.1 and Section 4.2, the increasing order of the
hierarchies doesn’t improve the bound significantly, thus the lines in Figure 4.3 are flat.
Table 4.5 lists the bound and time of all hierarchies for problem (7) with different n. The re-
sults for n ≥ 30 and dˆ = 4 are not listed since Matlab runs out of memory when formulating the
LMI for these cases. Column 2 is the upper bound we obtain from a global optimization solver,
BARON [27]; columns 4-15 list the results by running Lasserre-type hierarchies and the proposed
12
hierarchies. The optimal value (indicated by ∗) is obtained when the upper bound obtained by
BARON is equal to any of the lower bound from the six hierarchies. It is clear that our proposed
hierarchies (Po-SOSr), (Po-SDSOSr), and (Po-DSOSr) yield tighter bounds than correspond-
ing the Lasserre-type hierarchies. For cases with n = 20, 30, 50, 100, the hierarchy (Po-SOSr)
converges to the global optimum when dˆ = 2. For the case with n = 150, SOS-based hier-
archies (QM-SOSr) and (Po-SOSr) fail to give a bound due to the computationally difficult
SDP constraints. SOCP-based hierarchies can be used to obtain global bounds, in which case
our proposed hierarchy (Po-SDSOSr) improves the bounds obtained from (QM-SDSOSr) by
approximately 100%. LP-based hierarchies provide the worst bounds among the same type of
hierarchies, however, the bound obtained by the LP-based hierarchy (Po-DSOSr) is even tighter
than the bound obtained by SOCP-based hierarchy (QM-SDSOSr).
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Time (s.)
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QM-SDSOSr
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Po-SDSOSr
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Figure 4.3: Bound and Time Comparison of Different Hierarchies for Problem (7) with n = 20.
BARON (QM-SOSr) (QM-SDSOSr) (QM-DSOSr) (Po-SOSr) (Po-SDSOSr) (Po-DSOSr)
(n, d) UB dˆ LB T LB T LB T LB T LB T LB T
(20,2) ∗-1.39 2 -1.92 2.18 -3.40 0.22 -4.25 0.01 ∗-1.39 0.46 -1.91 0.04 -2.89 0.01
4   -3.29 11.99 -4.25 3.39 -1.56 16.67 -2.63 4.02
(30,2) ∗-1.96 2 -2.21 2.61 -4.82 0.16 - 6.40 0.01 ∗-1.96 2.08 -2.91 0.06 -4.93 0.01
(50,2) ∗-2.06 2 -2.90 43.99 -8.30 1.82 -11.38 0.38 ∗-2.06 50.26 -4.32 0.15 -6.38 0.01
(100,2) ∗-3.02 2 -3.89 1606.00 -16.56 1.12 -20.47 0.01 ∗-3.02 1824.30 -8.49 0.45 -11.92 0.04
(150,2) -3.58 2   -25.02 0.90 -29.12 0.04   -12.66 1.11 -16.42 0.09
LB,UB: lower bound, upper bound.
∗: Optimal value is obtained.
: Solver runs out of memory.
Table 4.5: Bound and Time Comparison of Different Hierarchies for Problem (7).
5 Concluding Remarks
In this paper, we propose alternative LP, SOCP and SDP approximation hierarchies to obtain
global bounds for general POPs, by using SOS, SDSOS and DSOS polynomials to strengthen
existing LP hierarchy for POPs. Comparing with the classic Lasserre’s hierarchy, the LP and
SOCP approximation hierarchies are shown to be computationally more efficient to find the
global optimum of POPs for which Lasserre’s hierarchy is known to perform poorly. In particu-
lar, this shows that the relaxation approach introduced by Ahmadi and Majumdar [1] produces
better results as a way to strengthen LP-based hierarchies for POPs. Furthermore, these hi-
erarchies are shown to converge as the level of the hierarchy increases to the global optimum
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of the corresponding POP. Unlike other hierarchies proposed in the literature, this property
is obtained whenever the feasible set of the POP is compact but the quadratic module of the
polynomials defining the problem’s feasible set is not necessarilyArchimedean.
The fact that the hierarchies considered here are based on using LP and SOCP allows for
the future use of column generation approaches in order to be able to address the solution of
larger-scale POPs.
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