Abstract-We investigate how quality of service may be guaranteed to a flow of packets in the presence of flow aggregation. For efficiency, multiple flows, known as the constituent flows, are merged together resulting in a single aggregate flow. After the network node where the aggregation occurs, packet schedulers are aware of the aggregate flow, but are unaware of its constituent flows. In spite of this, we show that quality of service may be guaranteed to the constituent flows, provided the aggregation is performed fairly. When the delay bound of a flow is de-coupled from the flow's reserved rate, flow aggregation preserves the delay bound. When the delay bound of a flow is coupled to the flow's reserved rate, flow aggregation preserves, and in some cases improves, the delay bound.
Introduction
Consider the problem of transferring packets from a realtime application across a computer network. This problem has been studied extensively, resulting in the development of guaranteed-rate schedulers. That is, scheduling protocols which guarantee a minimum bandwidth and a maximum packet delay to each application. Examples of these protocols may be found in [29] [30] .
In guaranteed-rate schedulers, resources, such as bandwidth and buffer space, are reserved for each application along the entire path to its destination. If not enough resources are available, the application's request for a network connection is denied. Due to the reservation of resources, the network can provide service guarantees to each application, provided the rate of the application does not exceed the agreed-upon rate. These service guarantees are necessary for real-time applications, such as interactive audio and video [14] .
Let us denote by a flow the sequence of packets generated by a single application. In this paper, we investigate the effects of aggregating multiple flows, known as the constituent flows, into a single aggregate flow. Once the aggregation is done, the remaining schedulers along the path have no knowledge of the constituent flows of the aggregate flow. They simply treat the aggregate flow as a single flow whose rate is the sum of the reserved rates of the constituent flows.
One of many possible implementations of flow aggregation is a virtual path in virtual circuit networks [26] . Mul- tiple virtual circuits may be combined into a single virtual path. Schedulers are aware of the virtual path, but are unaware of the virtual circuits constituting the virtual path. Thus, a virtual circuit may be viewed as a constituent flow, and a virtual path may be viewed as an aggregate flow.
The purpose of flow aggregation is to improve the efficiency of the schedulers and to simplify the management of flows. For example, buffer management is simplified, because only one queue per aggregate flow is required, rather than one queue per constituent flow. Scheduling efficiency is improved, because the number of flows is reduced. Finally, rerouting an existing aggregate flow in the event of a failed channel is much more efficient than rerouting each of the individual constituent flows.
In this paper, we examine if it is possible to provide quality of service guarantees to the constituent flows. In particular, we consider end-to-end delay guarantees. We show that, if the aggregation of flows is performed fairly, then an upper bound on end-to-end delay is guaranteed to the constituent flows, even though schedulers are unaware of these flows. If the per-hop delay is de-coupled from the reserved rate, we show that the end-to-end delay with flow aggregation is similar to the end-to-end delay without flow aggregation. In addition, if the per-hop delay is coupled with the reserved rate, we show that the end-to-end delay with flow aggregation may be lower than the end-to-end delay without flow aggregation.
The paper is organized as follows. In Section 2, we present the definition of packet deadlines and the type of packet schedulers we will be using. In Section 3, we present our definition of flow aggregation and flow aggregators. In Section 4, we present the properties necessary for a flow aggregator to preserve the quality of service to its input flows, and in Section 5, we present two possible implementations of aggregators. In Section 6, we show how flow aggregation may be applied to a core network. Finally, in Section 7, we present related work and concluding remarks.
Packet Deadlines
Before discussing flow aggregation, we discuss how deadlines are assigned to each packet arriving to a scheduler. We begin with some definitions and notations.
A computer network consists of a set of computers connected via point-to-point communication channels. A flow in a computer network is a sequence of packets generated by a single application. Each output channel of a computer is equipped with a scheduler, as shown in Figure 1 . From the input channels, the scheduler receives packets from flows whose next hop to the destination is the output channel of the scheduler. The scheduler maintains a first-in-first-out queue for each flow. Whenever its output channel becomes idle, the scheduler chooses a received packet and forwards the packet to the output channel. The rate at which the scheduler forwards the packets of a flow must be at least the reserved rate of the flow.
We say a packet is forwarded to the output channel when the first bit of the packet is being transmitted by the channel. A packet exits the scheduler when the last bit of the packet is transmitted by the output channel. The path of flow f is the sequence of schedulers traversed by f from its source to its destination.
We adopt the following notation for each flow f and each scheduler s along the path of f . [17] . This delay bound is coupled with the reserved rate of the flow. To decrease the per-hop delay, a greater rate must be reserved.
R.f
Another approach for assigning deadlines to packets is the real-time channel model [31] . Here, each flow f is assigned a pair of values, (δ.f, T.f ), and the packet size of the flow is fixed. Packets from flow f are assumed to arrive with an inter-packet separation time of at least T.f , and the scheduler guarantees their per-hop delay to be at most δ.f . Thus, the deadline of each packet of f is its arrival time plus δ.f . This deadline is flexible, since each flow chooses its δ.f value, as opposed to a rate-proportional deadline, where the deadline is coupled with the reserved rate. Due to this deadline flexibility, a non-trivial schedulability test must be performed to determine if the scheduler can satisfy the (δ, T ) values chosen by each flow. Necessary and sufficient conditions for the schedulability of this model may be found in [31] .
In this paper, we choose a more flexible packet deadline based on the packet's start-time (similar to the deadline chosen in [13] ), as follows. 
Throughout the paper, we assume all schedulers are starttime schedulers. Start-time deadlines are flexible enough to represent both rate-proportional deadlines and real-time channel deadlines. If we choose δ.s.f.i = L max .f /R.f +α.s, start-time and rate-proportional deadlines are equal. Realtime channel deadlines are obtained from start-time deadlines by making packets of constant size, setting T.f = L.f /R.f , and preventing packet p.f.i from being considered for scheduling until the system's clock equals S.s.f.i.
Since the start-time of a packet determines its exit time from a scheduler, we must examine how the start-time of a packet changes from one scheduler to the next. 
A theorem similar to Theorem 1 was proven in [13] , and it also follows from the results in [9] . From this bound on the increase of the start-time of a packet, we obtain a bound on end-to-end packet delay. 
The first part of the theorem follows from induction on the length k of the sequence of schedulers. The second part follows from the definition of a start-time scheduler.
Since rate-proportional delay can be represented using start-time delay, Theorem 2 slightly generalizes the endto-end theorems using rate-proportional delay reported in [16] and [17] .
Due to the flexibility in the assignment of start-time deadlines, a schedulability condition is necessary to determine if these deadlines may be satisfied. Schedulability tests for start-time deadlines, similar to the tests in [31] , are given in [8] .
Flow Aggregation
We next describe the aggregation of multiple flows into a single flow. In the next section, we show the end-to-end delay bounds achievable under flow aggregation.
A simple flow is a potentially infinite sequence of packets generated by an application. That is, the flows considered in earlier sections were simple flows.
A flow f is a constituent of flow g if the packets of f are a subset of the packets of g.
A scheduler that receives as inputs a set of flows f 1 , f 2 , . . . , f n , and produces as output a single aggregate flow g, by merging the packets of the input flows, is called an aggregator. Flows f 1 , f 2 , . . . , f n are said to be the immediate constituents of flow g. Note that any constituents of flows f 1 , f 2 , . . . , f n are also constituents of g. The reserved rate, R.g, of aggregate flow g is the sum of the reserved rates of the immediate constituent flows of g.
A scheduler whose set of input flows is the same as its set of output flows is called a non-aggregating scheduler.
For each input flow g of a scheduler, the scheduler is unaware of the constituent flows contained by g (or simply chooses to ignore them). It thus schedules the packets of g as if g were a simple flow with reserved rate R.g, i.e., the start and finishing times of each packet of g are defined as if g were a simple flow with rate R.g.
We assume all aggregators are start-time schedulers. Thus, every input packet p.f.i will exit an aggregator s no later than time S.s.f.i + δ.s.f.i.
A separator is a process that receives as input an aggregate flow, and produces as output the set of immediate constituents of the input flow. We assume a separator causes no packet delay. Separators are the only processes aware of the immediate constituents of a flow.
We say that flow g is the root of flow f at some point in the network if f is a constituent of g, and g is not a constituent of any other flow. Consider for example Figure 2 . In Figure 2 (a), the first computer receives two input flows, f and h. These flows are given as input to an aggregator, which produces aggregate flow g. Flow g is the input to the computer in Figure 2 (b), and is aggregated with flow e to produce flow d. Flow d and another input flow, c, are given as input to a scheduler, which forwards these two flows (without aggregating them) to the output channel.
Then, flows c and d traverse multiple computers until they arrive to the computer in Figure 2 (c). Here, flow d is separated into its constituent flows, e and g. The destination of flows c and e is this computer, so they are not forwarded further. However, flow g must be forwarded further to its destination, so it is given as input to a scheduler. The scheduler forwards flow g and another input flow b to the output channel, and so on.
Later on in the path of g, before the destinations of flows f and h are reached, flow g will be separated into its constituent flows f and h.
Several points are worthy of being stressed. First, the root of a flow may change as it traverses the network. For example, flow g is the root of flow f when g is between the computers in Figure 2 Finally, in some cases, flows will be aggregated and then directly forwarded to the output channel (Figure 2(a) ), while in other cases, flows will be aggregated and then given as input to another scheduler before being forwarded to the output channel (Figure 2(b) ). In the latter case, both the aggregator and the next scheduler are in the same computer. The aggregator may be viewed as having an output channel of infinite capacity, which makes the packet forwarded by the aggregator immediately available to the next scheduler.
Fair Aggregation
In this section, we investigate the end-to-end delay of a flow f as it traverses a network containing flow aggregators and separators. In order to guarantee a low end-to-end delay to each flow, the behavior of flow aggregators must be restricted. We explore this restriction below. Consider Figure 3 . Scheduler t is not aware that its input flow g is the aggregation of flows f and h. Hence, t only guarantees that the exit time of each packet p.g.j is at most S.t.g.j + δ.t.g.j, and makes no guarantees about the exit times of packets from f and h.
Since the exit time from scheduler t depends on the starttime of flow g, we would like to bound the start-time of g at t as if no aggregation had occurred. For example, assume instead that s is a non-aggregating scheduler, and thus, f , h, and d are individual input flows of scheduler t. Then, from Theorem 1 and s being a start-time scheduler, 
Therefore, bound (1) above can be used to compute the exit time of p.f.i at scheduler t even though scheduler t is not aware of flow f .
Definition 3
1 
where t is the next scheduler of f .
2
In Section 5, we show how fair aggregators can be constructed. Note that for a non-aggregating scheduler s, if s is a start-time scheduler, then λ.s.f.i ≤ ∆.s.f.i (from Theorem 1). Thus, start-time non-aggregating schedulers are fair.
Definition 4

Let s be a fair aggregator with input flow f . For all
i, i ≥ 1, Λ.s.f.i = max{λ.s.f.k | 1 ≤ k ≤ i}
Let s be a start-time scheduler with input flow
As mentioned in Section 3, all aggregators are assumed to be start-time schedulers. However, this does not imply that they are fair, as we show next.
Consider Figure 3 , and assume that both f and h are generating packets at a rate greater than their reserved rate. The aggregator forwards packets from f at exactly the rate R.f , but it forwards the packets from h at a rate greater than R.h. Notice that the aggregator satisfies the definition of a start-time scheduler, since the packets of f will exit the aggregator close to their start-times.
However, it is possible that the queue of g will grow without bound at scheduler t, since packets of g arrive at a rate greater than R.g = R.f + R.h. Thus, the packets of f will be delayed excessively at scheduler t, because in the queue of g there is an excessive number of packets of h in between any two packets of f .
To prevent the above, the aggregator should be fair. That is, it should forward packets from f and h in a manner that ensures relation (1) holds, and also ensures a similar relation between h and g. We show below that, by restricting all aggregators to be fair, an upper bound on the end-to-end delay of each flow, similar to the bound of Theorem 2, holds in the presence of flow aggregation. 
Proof
Since we assume all schedulers are start-time schedulers, the bound on E.t k .f.i follows from the definition of a starttime scheduler.
Let depth.g be the maximum number of nested aggregations a flow g goes through along its path, and let length.g be the number of schedulers in the path traversed by g. Notice that depth.g ≤ length.g, since the aggregation depth can only increase at an aggregator, and an aggregator is also a scheduler.
We can order all pairs (d, n), where d is the depth of a flow and n is the length of its path, under the total order as follows:
Therefore, the set of pairs (d, n) form a well-formed set under , since there are no infinite descending chains. The proof is based on induction over the pair (d, n). For the base case, we consider pair (1, 1), which is the only pair without a predecessor under . In this case, the flow goes through only one scheduler, t 1 , and the bound on S.rp(t 1 .f.i) reduces to
For the induction case, we assume that Theorem 3 holds for all flows of depth less than depth.f , and for all flows at depth depth.f (including f ) for the first k − 1 schedulers along the path of the flow.
Consider Figure 4 , which gives us three scenarios for the induction step. In scenario (a), the input to t k−1 is f , and the input to t k is also f . From the induction hypothesis, Since t k−1 is a fair scheduler, then
which yields the desired result. Consider now case (b). Here, the input to t k−1 is a flow whose depth is less than the depth of f , i.e., it contains f as a constituent flow. The output of t k−1 is then given to one or more separators which separate f , which is then given as input to t k .
Let t m be the last aggregator on the path of f whose input is f . Thus, g goes through t m+1 up to t k−1 . Let p.g.j = p.f.i. Note that the root flow of g is the same as that of f . Since the length of the path of g is less than k, then, by the induction hypothesis,
Also, from the induction hypothesis,
Since t m is a fair aggregator,
We assume all schedulers are start-time schedulers. Thus, t k−1 is also a start-time scheduler. If t k−1 is an aggregator, this is irrelevant, since immediately after t k−1 its output flow will be separated into its constituent flows. Hence, we will consider t k−1 as a non-aggregating start-time scheduler. From (2) we conclude,
Combining this with relation (4), and p.
, and
Thus, the whole path from t m up to t k−1 can be viewed as a single start-time scheduler P , whose δ.P.f.i value equals,
Note that Λ is an increasing function with each successive packet, and thus, ∆.P.f.i, i.e., the maximum of δ.P.f over all packets of f up to and including i, is as follows.
Since t k−1 is a start-time scheduler, from Definition 4,
From Theorem 1 and ∆.P.f.i above,
Combining the above with (3), and rp(
which is the desired result. Case now case (c). In case (c), from t m to t k , flow f is not its own root. From the induction hypothesis,
Note that (3) and (4) also hold in case (c). Hence, combining the above with (3) and (4),
By comparing Theorem 2 and Theorem 3, we see that the end-to-end delay bound obtained via flow aggregation is similar to the end-to-end delay bound obtained without flow aggregation. The per-hop delay of packet p.f.i at a scheduler t is ∆.t.f.i without flow aggregation. On the other hand, with flow aggregation, its per-hop delay is Λ.rp(t.f.i). Note that if t is a non-aggregating scheduler, then Λ.rp(t.f.i) = ∆.rp(t.f.i). Therefore, the per-hop delay of f at t is the same as the per-hop delay of its root flow at t. This implies that only flows with similar delay requirements must be aggregated together, since the delay is determined by the root flow. This restriction is not too rigid, since it is unlikely that the per-hop delay requirements of flows will be diverse.
As mentioned in Section 2, when using start-time delay, a schedulability test is necessary to determine if the delay requirement of each flow may be satisfied by the scheduler. The obvious question to ask is the following. Assume each flow has a per-hop delay requirement, and assume that all the flows are schedulable in a network without aggregation. Then, if we aggregate together flows with the same per-hop delay requirement, would the schedulability test still be satisfied? In [8] , we confirmed that the schedulability test is still satisfied, and thus, the schedulability region does not decrease using flow aggregation.
Consider now flow aggregation using rate-proportional deadlines. In [7] , we presented a theorem for the end-toend delay with rate-proportional deadlines (this theorem is a corollary of Theorem 3). Examples of schedulers implementing these deadlines are Virtual Clock [27] The discussion above focused on the per-hop delay at non-aggregating schedulers under flow aggregation. We still need to consider the delay encountered by a flow at an aggregating scheduler. Below, we consider how to implement fair aggregators with a small aggregation constant λ.
Implementing Fair Aggregators
In this section we present two fair aggregators, the basic fair aggregator and the greedy fair aggregator.
Basic Fair Aggregator
In Section 4, we mentioned two requirements for a fair aggregator. First, if flows f and h are aggregated into a flow g, then the aggregator should not forward packets from f faster than R.g when there are no packets available from h. Second, if packets from both flows are available, and the aggregator forwards packets at a rate greater than R.g, then the packets of both f and h should be forwarded in proportion to their rates.
Let s be an aggregator, g be the output flow of s, and the channel capacity of s be C.s. A simple technique to construct s to satisfy the above requirements is as follows. Consider a fictitious start-time scheduler v, whose output channel has capacity R.g, and whose set of input flows is the same as that of s. Aggregator s forwards each packet to its output channel at exactly the same time the fictitious scheduler v would forward the same packet. Thus, since the output channel of v has capacity R.g, s cannot forward the packets at a rate higher than R.g, even though its channel has capacity C.s, where C.s ≥ R.g.
We call an aggregator constructed from the above technique a basic fair aggregator. Note that the above actually defines a whole family of basic fair aggregators, one family member for each possible type of start-time scheduler v. E.g., we could define a Virtual Clock basic fair aggregator, a Weighted Fair Queuing basic fair aggregator, etc..
The first of the two requirements for a fair aggregator mentioned above is met, since the packets are forwarded at a rate at most R.g. In addition, since the basic fair aggregator does not forward packets at a rate greater than R.g, the second requirement is irrelevant. Finally, since the basic fair aggregator forwards each packet at the same time as a start-time scheduler, then the basic fair aggregator is also a start-time scheduler.
We next prove that a basic fair aggregator is indeed fair. We begin with a lemma.
Lemma 1 Let s be a basic fair aggregator, g be the output flow of s, and t be the scheduler after s. For all
k, k > 1, F.t.g.(k − 1) ≤ A.t.g.k + L max .g/C.s Proof Let p.g.i, .
. . , p.g.k, i < k, be a sequence of packets of flow g such that F.t.g.i = A.t.g.i + L.g.i/R.g, and for each
j, i < j ≤ k, F.t.g.j = F.t.g.(j − 1) + L.g.j/R.g
That is, A.t.g.j ≤ F.t.g.(j − 1). If no such i exists, then F.t.g.(k − 1) < A.t.g.k, and we are done.
Let p.g.m, i ≤ m ≤ k, be the largest packet in the sequence. We will show that 
A.t.g.(i
We are given that F.t.g.i = A.t.g.i + L.g.i/R.g, and hence,
Eliminating terms,
g.m, and k = i + 1, we obtain the desired result.
For the induction step, we are given that
Again, from the definition of a basic fair aggregator,
Finally, reducing we obtain, 
Thus, using (6) , which holds for all j, j ≥ 1,
Thus, we can construct a fair aggregator from any starttime scheduler using the technique above. Notice that if the start-time scheduler v being emulated is work-conserving, then an input flow f of the aggregator s will be allowed to forward packets at a rate greater than R.f , but not at a rate greater than R.g. Thus, if the scheduler v distributes unused bandwidth in a fair manner among its input flows, such as in [4] [10] [25] then aggregator s will also distribute unused bandwidth (up to rate R.g) among its input flows.
Greedy Fair Aggregators
As discussed in the previous section, the basic fair aggregator cannot forward packets at a rate faster than R.g, where g is its aggregate output flow. For completeness, we next discuss an aggregator which can forward packets at a rate faster than R.g. We call this aggregator greedy. However, the higher rate may be maintained only as long as all input flows have an arrival rate greater than their reserved rates. This could occur if all input flows use a mechanism to detect congestion from the network, such as packet pair [18] , and the output channel's rate is greater than the sum of the reserved rates of all the input flows.
Let g be the output flow of a greedy aggregator s. Let v be a fictitious start-time scheduler, whose input flows are the same as those of s, and whose output channel has a rate equal to R.g. We assume scheduler v assigns timestamps to packets, is work conserving, and forwards packets in order of increasing timestamp.
Aggregator s assigns to each packet the same timestamp it would receive at scheduler v. Also, s has access to a realtime clock, and it maintains a variable, D, whose initial value is zero. After packet p.f.i is forwarded by s, D is increased as follows.
Aggregator s forwards each packet as soon as possible, provided at least one of the following conditions holds before forwarding the packet: 
Proof
The proof is based on induction over the number of packets forwarded by s. From the induction hypothesis, at time T ,
• p.s.k is forwarded by s no later than the time it is forwarded by v (and hence, it exits s no later than it exits v).
Our proof obligations are as follows. 
where t is the scheduler after s, and p.g.j = p.f.i.
From the construction of a basic aggregator, a basic aggregator forwards each packet at exactly the same time as the emulated scheduler v. Furthermore, the greedy aggregator s, from Lemma 2, forwards packets in the same order and no later than v. Hence, the greedy aggregator forwards packets in the same order and no later than a basic fair aggregator which also emulates v. The upper bound on E.s.f.i follows from Theorem 4. Also, the start-time of a packet, from Definition 1, cannot increase if the arrival time of the packet decreases. Hence, the upper bound on S.t.g.j also follows from Theorem 4.
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From the above theorem, a greedy aggregator is a starttime scheduler, and it is also fair.
6 Flow Aggregation in a Core Network
In this section, we present a practical example of flow aggregation while preserving quality of service. Consider the inter-network in Figure 5 , which consists of a core network and a set of access networks. The purpose of the core network is to route messages between the access networks, and the access networks are attached to the core network via access routers. This model is similar to the one presented in [24] . Our goal is to reduce the number of flows visible by each of the routers in the core network. In particular, each core router should receive on each input link at most N flows, where N is the number of access routers attached to the core-network (i.e., the number of exit points from the core network).
To this end, assume flows are managed individually by the access network, and are managed as aggregate flows in the core network. The access router aggregates flows entering the core network according to each exit point of the core network. E.g., if flows f and h enter the core network through the same access router r and exit the core network through the same access router s, then f and h are aggregated into a single flow at router r before being forwarded to the core router. Each core router will receive from each input link at most N flows, one for each possible access router in the core network. For each output link, the core router will aggregate together into a single flow all flows which exit the core network via the same access router. Note that in this way, each core router is guaranteed to receive at most N flows from each input link.
Each access router will receive from the core network at most one flow. This flow is an aggregation of all the flows which exit the core network at this particular access router. The access router will then separate all the individual flows from this aggregate flow, and continue to route them in its access network.
Channel 2
Input Consider as an example a simple case in which a core router has two input channels, and two access routers are reachable along the path of one of its output channels. Figure 6 depicts the scheduling components needed for this output channel. From one input channel, the core router receives flows f 1 and f 2 , which are destined to access router 1 and access router 2, respectively. From the other input channel, the core router receives flows h 1 and h 2 , which are destined to access router 1 and access router 2, respectively. Since flows f 1 and h 1 are destined to the same access router, they are aggregated together, resulting in flow g 1 . Similarly, flows f 2 and h 2 are aggregated together, resulting in flow g 2 . Flows g 1 and g 2 are then given to the scheduler of the output channel, which is a non-aggregating scheduler.
Consider flow f 1 . If aggregator s is either a basic fair aggregator or a greedy fair aggregator, then from Theorems 4 and 5,
where p.g 1 .j = p.f 1 .i, and v is the start-time scheduler emulated by the aggregator. Since aggregator s is internal to the router, we assume that C.s is infinity, and hence, the last two terms above are zero.
Consider when scheduler v is similar to Virtual Clock scheduling [27] [28] or Time-Shift scheduling [10] . In this case,
Combining this with the above,
Let u be the next scheduler after t. In our core network model, u would be the aggregator at the entrance of the next core router. If scheduler t is a Virtual Clock scheduler or a Time-Shift scheduler, then
From Theorem 1 and the above two relations,
Therefore, the increase in the start-time of the root packet p.f.i at the core router is
We next examine if this increase is practical. We will make the simplifying assumptions that all flows have the same maximum packet size and all core routers have an output channel of capacity C.
The increase in start-time is inversely proportional to R.g 1 . Since R.g 1 ≥ R.f f , the above increase is maximum when R.g 1 ≈ R.f 1 , that is, the rate of f 2 is very small compared to that of f 1 . In this case, L.f 1 
Hence, from (7), the increase in the start-time reduces to
If the core router were simply a start-time scheduler with no aggregation such as Virtual Clock, the increase in the start-time of f 1 would be
With our worst-case assumption of R.g 1 ≈ R.f 1 , the additional increase caused by flow aggregation is L max /R.f 1 . This increase in start-time is comparable to that of some techniques which attempt to reduce the implementation complexity of scheduling algorithms, such as the technique presented in [3] , and furthermore, this worst-case scenario is highly unlikely in a core network which handles a large number of flows. Consider another scenario. Assume that at the entrance of the network, flow f 1 is aggregated with at least one more flow of the same rate. Then, R.g 1 ≥ 2 · R.f 1 . In this case, from (7), the increase in the start-time at the first core router is at most
In subsequent hops, even if the resulting flow g 1 is aggregated with other flows whose rate is arbitrarily small, from (8) (replacing f 1 for g 1 ), the per-hop increase in the starttime of f 1 is at most
Hence, the per-hop increase in the start-time of f 1 is the same as the per-hop increase in start-time without aggregation, except for an additional increase of L max /R.f 1 at the initial router. Therefore, aggregation does not significantly increase the start-time of f 1 . Again, this is an unlikely scenario, since we expect a large number of flows to be aggregated with f 1 along its path to its destination.
Finally, consider a more likely scenario. Assume R.g 1 ≥ 10 · R.f 1 . From (7), the increase in start-time through the first router is at most
This is only 20% higher than the increase in start-time without aggregation. In subsequent hops, even if the resulting flow g 1 is aggregated with flows of arbitrarily small rate, from (8) (replacing f 1 for g 1 ), the per-hop increase in the start-time of f 1 is at most
Hence, the per-hop increase in the start-time of f 1 actually decreases with flow aggregation to about one fifth of value without aggregation.
We next consider the implementation complexity for the configuration in Figure 5 .
Inserting or removing a packet into the priority queue of an aggregator takes O(log m) time, where m is the number of input links. Inserting or removing a packet from the priority queue of scheduler t takes O(log N ) time, where N is the number of exit points of the core network. However, a performance problem occurs because the aggregator is not work conserving, and therefore, on occasions it has packets in its queue, but none can be made available to the scheduler at the time. If one packet from every aggregator becomes available to the scheduler at the same time, queuing these packets at the scheduler would require O(N · log N ) time, which may be excessive.
The above problem, however, may be solved using a simple modification to the technique introduced in [23] , which can be used to reduce the complexity to O(log N ) time. The technique would consist of having an array indexed by time. The entry corresponding to time t contains a priority queue of packets which become available at time t, and performing insertion/deletion operations into this array in a way similar to those in [23] . Introducing this array increases the per-hop delay by the granularity of time of the array index. This, in general, would be quite small, such as the amount of time to transmit one packet.
Related Work and Concluding Remarks
In this paper, we have defined the aggregation of multiple flows into a single flow, and how the end-to-end delay bound is preserved in spite of flow aggregation. The advantages of aggregation are simplified scheduling and signaling due to the reduction in the number of input flows to a scheduler. The disadvantages are that flow aggregation is performed by a non-work conserving scheduler, and that an aggregate flow is separated into all its immediate constituents. We believe it is possible to separate a constituent flow f from an aggregate flow g without exposing all the constituent flows of g. However, to do so, it is likely that aggregation will be required to be less flexible. In particular, it is likely that an aggregator should not forward the packets of an input flow at a rate higher than its reserved rate. We plan to investigate this in our future work. In [24] , a rate-proportional protocol is presented for a network core without per-flow state. This is advantageous, since no flow state needs to be maintained. However, the packet delay is the same as with per-flow state techniques, and hence, it is higher than the delay with flow aggregation.
In [11] , a different approach is taken for the aggregation of flows. The delay-jitter of a flow f that is aggregated with other flows to form flow g is set to zero. Thus, the characteristics of f once it is separated from g are identical to its characteristics when it was aggregated into g (modulo an equal delay applied to all packets). The disadvantage of this approach is that f cannot take advantage of unused bandwidth and temporarily exceed its reserved rate R.f .
In our approach, a flow f can exceed its reserved rate R.f up to the reserved rate R.g of its parent flow, allowing for a better use of network bandwidth.
The traffic scheduling model used in [11] is more general than the model used in this paper. The model is based on service curves [ [22] , a model which has matured in the last few years. We chose not to adopt this model in out paper, since our results cannot be extended to service curves in general. That is, under the general service curve model, if a flow f exceeds its service specification while being aggregated with other flows, the delay guarantees of the other flows may be violated. Therefore, we considered it more appropriate to present the results under the simpler model of start-time deadlines. However, there could be specific cases under the service curve model in which f may exceed its service specification without violating the guarantees of other flows. We plan to investigate this in our future work.
