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ABSTRACT 
Fundamental questions posed by Boole in 1868 on the theory of sets have in 
recent years been translated to problems in graph theory. The major problems 
that this paper deals with are determining the minimum number of complete 
subgraphs of graph G which include all of the edges of G, and determining the 
minimum number of complete bipartite subgraphs which cover G. The two problems 
are of a very similar nature. Determining whether there is a projective plane of 
order 33 is a special case of the former problem. The latter problem has a natural 
translation into matrix theory which yields tight upper and lower bounds. An 
elementary proof is given for Graham’s theorem. Two non-obvious classes are given 
for which the above problems are easily handled; however, this author doubts 
that these classes can be extended significantly. Two new problems are shown in 
this paper to be NP-complete. Finally, several conjectures and unsolved problems 
are posed within the body of the paper. 
fkCtiOIl 1: INTRODUCTION 
Unless stated otherwise, a graph G will contain no loops or multiple 
edges. If vertex v is adjacent to vertex w, we will denote it as the sym 
metric relation v -+ w. (This notation will be used with a different meaning 
in the case of digraphs.) The edge joining vertices v and w will be denoted 
as the unordered pair (v, w). 
A complete graph is a graph in which every pair of vertices is adjacent. 
A complete subgraph of graph G will be called a clique. A clique is not 
necessarily a maximal complete subgraph. A clique will sometimes be 
written as an unordered set of vertices. A clique is called trivial if it 
consists of only one vertex. 
The set of vertices of G is denoted as V(G). If H is a subgraph of G 
then the set of vertices of H is V(H). 
If X is a set of vertices of G then the subgraph of G induced by X is 
the subgraph consisting of the vertices in X and all edges of G with both 
endpoints in X. It will be denoted as GIX. Similarly if H is a subgraph 
of G then HIX will denote the subgraph of G with vertices in V(H) n X 
and all edges in H with both endpoints in X. 
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DEFINITION: The content of graph G IS equal to the minimum number 
of edge disjoint cliques of G whose union includes all of the edges of G. 
The content of G will be denoted as C(G). 
DEFINITION: The R-content of graph G is equal to the minimum number 
of cliques of G (with edge repetitions allowed) whose union includes all 
of the edges of G. The R-content of G will be denoted as RC(G). 
DEFINITION: A set S of k edge disjoint cliques is called a content 
decomposition of G if k= C(G) and S includes all of the edges of G. 
DEFINITION: A set S of Ic cliques is called an R-content covering if 
k= RC(G) and if S includes all the edges of G. 
The motivation for the definitions of content and R-content stem from 
problems in set theory. 
Given a family of sets Si, SZ, . . ., S, it is possible to associate with it 
a graph G with vertices xi, x2, . . . . xn. such that the number of edges 
joining xi to xj is equal to 1st n S,]. 
Conversely, E . Szpilrajn-Marczewski in [14] proved the following 
theorem : 
THEOREM 1.1. Let G be a graph with possibly multiple edges and 
with vertices xl, . . . . xn. Then there exists a set S and a family of subsets 
Sl, . . . . S, of S such that 1st n Sjl is equal to the number of edges in G 
joining xi to xj. 
A problem posed by Erdijs, Goodman, and Posa in [4] and motivated 
by Boole in [l] is the following: what is the minimum number of elements 
in a set S that satisfies Theorem 1.11 Boole referred to the number as 
the content of the system of sets. It is no coincidence that the content 
of the system of sets is equal to the content of the graph. It stems from 
the fact that an element of S induces a clique in G. 
Similarly the following theorem is true: 
THEOREM 1.2. Let G be a graph with no multiple edges and with 
vertices xi, . . . , xA. Then there exists a set S and a family of subsets 
81, .**, S, of S such that I&, n S,l> 1 iff xi and xi are adjacent. 
The minimum number of elements in the set S is equal to the R-content 
of G. Upper bounds for the content and R-content were given by Erdiis, 
Goodman and Posa in [4], by M. Hall Jr. in [5], and by Lovasz in [12]. 
The problem was also considered by Ryser in [ 131. 
&XtiOll 2: SOME ELEMENTARYREMARKS ON THE CONTENTAND R-CONTENT 
REMARK 2.1: If G is a graph and W is a subset of the set of vertices 
of G, then C(G) >C(GI W) and also RC(G) > RC(Gl W). 
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PROOF. Let S={C1, cz, . ..) C,) be a content decomposition (or an 
R-content covering) of G. Let S* =SJ W= {Gil W, ..,, C’,l W>. It follows 
that S* is a decomposition (or a covering) of Cl W. 
REMARK 2.2: Suppose G is a graph with the property that every 
edge belongs to a unique maximal clique. Then C(G) = number of distinct 
maximal cliques. Furthermore, G has a unique content decomposition. 
PROOF. Let C, be the unique maximal clique that contains edge LY. 
Then it follows that if C is any clique containing edge 01, C C C,. 
Suppose that S= {Cl, , . ., C,j is a content decomposition of G. Suppose 
further that for some edge 01, C, $ S. Then choose index set I minimal 
such that C, C lJ (6~ Ci. For each i E I CC has an edge of C, and thus by 
the above Ca C C,. Thus C,= lJcrz Cr and replacing the Ci for i E I by 
C, we have a decomposition with fewer cliques. This contradicts the 
assumption that S is a content decomposition. Thus the remark is true. 
REMARK 2.3: Without loss of generality we may add the restriction 
that each clique in an R-content covering be maximal. 
PROOF. Follows directly from definition of R-content. 
REMARK 2.4: Suppose that in graph G edge 01 belongs to a unique 
maximal clique C,. Then C, occurs in every R-content covering of G 
(with the restriction mentioned in Remark 2.3). 
PROOF. Edge OL must occur in some clique. By Remark 2.3, C, is the 
only choice. 
REMARK 2.5: Suppose G has a subset A of edges with the property 
that every edge 01 E A belongs to a unique maximal clique C, and that 
S= (C,: 01 E A) is a covering of G. Then S is the unique R-Content covering 
of G. 
PROOF. Follows directly from Remark 2.4. 
REMARK 2.6: Let G be a graph. Let G, be the graph induced by 
removing vertex w. Suppose RC(G)= RC(G,). Suppose also that Gw has 
a unique R-content covering. Then it follows that G has a unique R-content 
covering. 
PROOF. Suppose that Sr = {Cl, . . . . Cr) and S’s= (01, . . . . Dr) are two 
distinct R-content coverings of G. Let Z= V(G) - (w]. Then Sil.5 and 
Szl.Z both contain only maximal cliques with respect to Z and cover G,. 
Thus by hypothesis SilZ=SslZ= the unique R-content covering of G,. 
Furthermore since all cliques in Xi (and Sz) are maximal it is easy to 
reconstruct Xi (and SZ) from S1J.Z (and Ss1.Z) by adjoining vertex w to 
all cliques possible. However, since the reconstruction is the same for 
Si and Ss we must have that X1=X2. 
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NOTE: The extension of Remark 2.6 to content and unique content 
decompositions is not true as can be seen in the following example. 
EXAMPLE 1: Let G be the graph described in fig. 1. Then G, has a 
unique content decomposition. C(G,) = C(G) = 4. However, 
S1={(% %, WI, (% v4, N, @Jl, v4), h 213)) 
Sz={(% wz), @3, w4uq), @l, 'u4, w), (w2, w3,w)) 
are two distinct content decompositions. 
Figure 1 
SeCtiOn 3: THE DEBRUIJN-ERD& THEOREM 
THEOREM: (DeBruijn-Erdos) Let G = K, = the complete graph with 
n vertices. Let S = (Cl, . . ., CT) be a decomposition of G with r <n. Then 
one of the following is true. 
1) r=l; Cl=G [Type l] 
2) r = n ; one of the cliques contains n - 1 vertices, The remaining n - 1 
cliques are edges. [Type 21 
3) r=n and all the cliques are of size k + 1 where @ + k + 1 = n. [Type 31 
PROOF. See [2] for alternate formulation and proof. 
REMARK 3.1: It is not difficult to show that a decomposition of type 
3 corresponds to a projective plane. The cliques represent lines and the 
vertices represent points (or vice-versa.) 
COROLLARY 3.2 : Let G = Kpefpfl - K,+i. Then C(G) =p2 +p iff there 
w exists a projective plane of order p. 
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PROOF”. Suppose first that C(G) <pz +p. Then let S = {Cl, . . ., C,} be 
a content decomposition of G. Then there exists clique C,+i with p+ 1 
vertices such that S = {Cl, . . ., Cr+i} is a decomposition of Kp2+p+~ into 
<@+p+ 1 cliques. By DeBruijn-Erdos the only possibility is that the 
decomposition is of type 3 and there is a projective plane of order JA 
In this case, 
C(G) =p2 +p. 
Conversely assume there is a projective plane of order p. Then there 
is a type 3 decomposition of K,z+,+l into cliques of size p + 1. It follows 
that there is a decomposition of G into p2+p cliques. Thus C(G) <pz+p. 
By the above C(G)=p2+p. 
COROLLARY 3.3 : Let G= K, - Kz. Then G has a unique content de- 
composition consisting of n - 2 edges and one clique with n - 1 vertices. 
PROOF. Analogous to the proof of Corollary 3.2. 
DEFINITION : Let Tzn = the n-dimensional octahedron = Kzn - (~1, ~2) - 
- (213, vq) - . . . - (~~-1, ~2%) = complement of a perfect matching. 
PROPOSITION 3.4 : C(Tz,)>n+l for n>2. 
PROOF. Denote the vertices of Tzla as VI, VZ, . . . . v~, WI, . . . . wn. Let 
Y = {VI, . ..) vn}. Let Z=(wl, . . . . wn>. For all i #j we have that wi + vj, 
w( + wj and vt --f wf. Let S={Cr, . . . . CT} be a content decomposition of 
TcJ~. Assume that r<n. 
Thus SI Y and SJZ both form decompositions of Kn into <n cliques. 
By DeBruijn-Erdos the decompositions are of three possible types. 
CASE 1. Either SI Y or S/Z is of type 1. Without loss of generality 
assume that it is ASI Y and that Ci = (WI, 112, . . . . v,). Then edgeb (~1, WZ), 
(u2, w3), ‘*a, (~-1, w,) and (v,, wi) occur in different cliques in S. Thus S 
has >n+ 1 cliques contrary to assumption. 
CASE 2. Either XI Y or ~‘$7 is of type 2. Without loss of generality 
assume SI Y is of type 2 and that Ci = (VI, ~2, . . . . ~~-1, wn) or else that 
cl=(vl, . ..) Q-I). In both cases Cl does not include any edge of GIZ. 
Thus the other n - 1 cliques contain all the edges of GIZ. But by DeBruijn- 
Erdijs and case 1 this is impossible. Thus neither SI Y nor ~5’12 is of type 2. 
CASE 3. Both ~5’ Y and SIZ are projective plane decompositions of K,. 
Thus the number of vertices in each C’i is 2r + 2 where ~2 + r + 1 = n. Then 
the number of edges in all the cliques of S is n 
2r+2 
( > 
2 , But we know 
that the number of edges of G is 
2n 
( > 
2 -rz. By equating the two formulae 
we get that r = 0 and n = 1. Thus for n > 2 the theorem holds. 
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NOTE: The inequality is sharp in the sense that C(Te) = 4. A content 
decomposition is 
s= {(w w2, w3), (Q, 213, wz), (Wl, 212, v3), (w, wz, w3)) 
CONJECTURE 1: 
limit C(T21a) -A= 1 
n-+.-3 n 
The inequality for RC(Tzn) is reversed for n > 3 ; i.e. RC(T2,) <n + 1. 
This will follow from the following lemma. 
LEMMA 3.5: RW”2n) < RC(Tw) + 1. 
PROOF. Using the same notation as in the proof of proposition 3.4 
we see that each maximal clique contains either vertex vi or vertex wd 
but not both. Hence each maximal clique contains exactly n vertices. 
Let S=(Cl, CZ, . . . . C,.} be an R-content covering of T2%-2. Since for each i, 
vi and wi are symmetric, it is then possible to relabel vertices so that 
Cl==(S, 212, *a., vndl). Let S* = {Dl, . . . . Dr+l} where for i= 2, . . . . r Da= 
==C{ u (W& D1= (VI, v2, . . . . wn); Dr+l= (WI, w2, . . . . wn-1, v,). It follows 
that S* is a covering of Tzn. Thus the lemma is true. 
COROLLARY 3.6: RC(T2%) <n+ 1 for n> 3. 
PROOF. RC(Ts) = 4; the corollary then follows from induction based 
on Lemma 3.5. 
UNSOLVED PROBLEM: What is the asymptotic behavior of RC(T2,) ? 
I make the following remark without proof. For explanation of the 
terms see [7]. 
REMARK 3.7: Let S= class of Boolean functions f : (0, l>” --+ (0, l} 
with the property that all of the prime implicants have length n. Let 
S’ be the subclass of S consisting of functions with the additional property 
that for every assignment of two variables the resulting function is not 
identically 0. Let f’ be the function of S’ with the fewest number of prime 
implicants. Then the number of implicants of f is exactly RC(Tzn). 
SKETCH OF PROOF: Label the vertices of Tzn as XI, 52, x3, . . . . xn, 
- - 
Xl, x2, a.., X,. Then each clique of Tzn is associated uniquely with a con- 
junction of the n boolean variables. 
Section 4: THE CONTENT AND R-CONTENT OF THE LINE GRAPH 
DEFINITION: Let G be a graph. The line graph of G which will be 
denoted as G* is defined as follows: the vertices of G* correspond in a 
1 :I manner with the edges of G; two vertices are adjacent in G* if the 
corresponding edges of G are both incident with a common vertex of G. 
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For examples, see fig. 5 and fig. 6. The following four remarks are straight 
4 forward and will be presented without proof. 
REMARK 4.1: If v E V(G) has valence 2 2 then v induces a clique 
in G*. 
REMARK 4.2: Let Ci, Cs, . .., C, be the cliques of G* induced by the 
vertices vi, v2, ..,, vn of G. These cliques (some of which may be trivial) 
form a decomposition of G*. 
Let Vs(G) =set of vertices of G of degree 2 or more. 
REMARK 4.3: C(G*)g IV2(G)l 
REMARK 4.4: Let G,=G with edge 01 removed. Then C(G,*)<C(G*). 
THEOREM 4.5 : If G# Ks and if G is connected then C(G*) = 1 I’s(G 
PROOF. By Remark 4.3, I need only prove that C(G*) > 1 I’s(G The 
theorem holds for the G described in fig. 2. C(G*) = Vs(G) = 3. 
Figure 2 
Assume that the theorem is false. Let G be a counter example of the 
theorem such that G” is minimal with respect to number of edges. 
REDUCTION 1: G does not have two adjacent vertices of valence # 2. 
PROOFOF REDUCTION 1: Assume false. Let OL be the edge of G joining 
the two vertices. Then 
(1) C(GX) = / T’2(G4I 
by induction hypothesis. 
(2) I VdG4 I= I v2(G) I
by hypothesis. 
(3) 
By Remark 4.3 and 
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I V,(G)/ > c(G*). 
(4 
by Remark 4.4. 
C(G*) > C(G:) 
Thus combining the above equations we get that C(G*) = 1 ?‘s(G)I con- 
trary to assumption. 
REDUCTION 2 : Suppose vertex v of G is adjacent only to vertices x 
and w in G. Then x is adjacent to w. 
PROOE‘ OF REDUCTION 2: Assume false. Let 011 be the vertex of G* 
corresponding to (v, x) and let 0~2 be the vertex of G* corresponding to 
(v, w). Then in G* the clique (o~~,oLz) is maximal and must occur in any 
decomposition. Create a new graph G from G by replacing vertex v with 
two vertices VI, va of degree 1, with VI adjacent to x, and v2 adjacent to w. 
Then 8* =G* with edge (&I, aa) removed. Then 
c(B*) = 1 Vz(B)j 
by induction hypothesis. 
by hypothesis. 
I J’z(a)l = I V,(G)1 - 1 
C(c*) = C(G*) - 1 
because (011, aa) accounts for a clique of G* but no clique for G*. 
Thus by the above equations C(G*) = / Va(G)I contrary to assumption. 
REDUCTION 3 : G must be the graph consisting of n distinct $-cycles 
joined at an articulation point, for some n> 2. (See fig. 3.) 
Figure 3 
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PROOF OF REDUCTION 3: By Reduction 1 every vertex of G that is 
not of degree 2 is adjacent to a vertex of degree 2. By Reduction 2 every 
vertex of degree 2 is contained in a 3-cycle. By Reduction 1, at most 
1 vertex of any 3-cycle is of degree > 3. By hypothesis G is not a KS. 
Thus the graph described above is the only graph possible. 
THE FINAL CASE: It will now be shown that the theorem is even 
true for the graph of reduction 3. Let us write the vertices of G* as 
v1, '.', v2n9 W19 W2, .*., wn where the v’s correspond to the edges of G which 
meet at the articulation point while the w’s correspond to the remaining 
edges. Thus the following are all the maximal cliques of G* : (vi, vs, . . . , vsn), 
(vl, v2, wl), (v3, v4, w2), (v5, v6, w3) . . . (~2~-1, v2,,, wn). Thus in any decompo- 
sition of G* there are two possibilities for edge (WJ, ~23) ; it either appears 
in a clique consisting of only two vertices (Type 1) or it appears in a 
clique of three vertices (Type 2). 
Suppose S is a decomposition of G* into g2n edge disjoint cliques. 
Let m =number of cliques of type 2. Then S(n -m) = number of cliques 
of type 1. Thus the rest of the graph is covered with g 2n - (2n - 2m) - 
- m=m cliques. The remaining graph is G’ which is equal to K2n with 
a matching of m edges removed. 
If m= 1 there cannot be a covering by Corollary 3.3. If m > 1 there 
exists an induced subgraph of G’ which is isomorphic to Tzm. Thus by 
Proposition 3.4 and Remark 2.1 there cannot be a decomposition of G’ 
with urn cliques. Thus C(G*) > 2n+ 1= [ I’s(G)1 and the theorem is true. 
DEFINITION : A 3-wing is a 3-cycle of a graph with the additional 
property that two of the three vertices have degree 2 while the third 
vertex has degree 3. 
REMARK 4.6 : If G possesses a 3-wing then G* does not have unique 
content decomposition. 
PROOF. If the vertices corresponding to the 3-wing in G are labeled 
o(i, 012, 0~3,014 it can easily be seen that there are two choices for 
G*l{oli, o(s, 0~3, ~4). The cliques are either (011,012), (011, ocs), (012,013, 0~4) or else 
(a (~2, 613), (0~2, ~14) (013, iy4). See fig. 4. 
REMARK 4.7 : If G is the graph described in fig. 5 then G* does not 
have a unique content decomposition. 
PROOF. By Theorem 4.5 C(G*) = 7. The decompositions are: 
and 
xl= {(WI, vl, v2), (w2, v3, v4), (w3, v5, v6), (vl, v3, v5), 
(VI, 214, v6), (212, v3, v6), (v2, v4, 05)) 
x2= {(Wl, Vl), (Wl, v2), (w2, v3), (w2, v4), (w3, 215) 
(w3, v6), (VI, v2, v3, 214, 215, v6)> 
Figure 4 
V G” VJ, 
Figure 5 
REMARK 4.8 : If G does not have a 3-wing and if G is not the graph 
described in Remark 4.7, then G+ has a unique content decomposition 
and it is the decomposition induced by Vs(G). 
PROOF. The proof is exhaustive in nature and too long to be worth 
including in this paper. 
DEFINITION : A wing is a subgraph of G which is a 3-cycle with the 
additional property that exactly two of the three vertices has degree 2. 
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THEOREM 4.9 : Suppose G# K3 and that G is connected. Let m= 
number of distinct wings of G. Then 
RC(G*) = 1 V2(G)I -m. 
PROOF. Reductions 1 and 2 of the proof of theorem 4.5 carry through 
as before. The R-content of the graph G in Reduction 3 is n+ 1 because 
there exists n+ 1 edges of G* which belong to distinct unique maximal 
cliques which include all edges of G*. 
COROLLARY 4.10 : Let ml =number of distinct wings of G; let ms = 
number of components of G that are isolated 3-cycles. (i.e. components 
equivalent to KS). Then 
C(G*) = 1 Vz(G)I - 2m2 
RC(G*)=IV2(G)I--2m2--ml. 
PROOF. This follows directly from Theorems 4.5 and 4.9 using in- 
duction on number of components. 
REMARK 4.11: G* always possesses a unique R-content covering. 
PROOF. Recall that all cliques in the covering must be maximal. 
Assume there is a minimum counter example. Reductions 1 and 2 of 
the proof of theorem 4.5 again carry through. The graph described in 
Reduction 3 also possesses a unique R-content covering by Remark 2.5. 
REMARK 4.12: The generalization of Theorem 4.5 to multigraphs is 
not true. 
PROOF. In fig. 6 1 V,(G)1 =4 while C(G)=3. The decomposition is 
fl= {(vl, v2, v3, v4), (% v2, %, %), (v3, 214, 215, v6)). 
Figure 6 
Section 5: THE BICONTENT AND R-BICONTENT 
A bipartite graph G is a graph in which the vertices may be partitioned 
into two disjoint sets X = {3ci,22, . . ., xrn} and Y = {yi, ys, ys, . .., yn} with 
the property that for all i, j we have that xi + xj and yf + yf. 
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A complete bipartite graph is a bipartite graph for which for all 
i=l , “.> m and for all j=l, . . . . n we have that ~6 + 9~. 
The bicontent of bipartite graph G is equal to the minimum number 
of edge disjoint complete bipartite subgraphs whose union includes all 
of the edges of G. The bicontent of G will be denoted as R(G). If k=B(G) 
we will say that set S is a bicontent decomposition of G if S contains k 
edge disjoint complete bipartite subgraphs whose union includes all of 
the edges of G. 
The R-bicontent of bipartite graph G is equal to the minimum number 
of complete bipartite subgraphs (with edge repetitions allowed) whose 
union includes all of the edges of G. The R-bicontent of G will be denoted 
as RB(G). If k = RB(G) we will say that set S is an R-bicontent covering 
if S contains k complete bipartite subgraphs whose union includes all 
the edges of G. 
From here on a complete bipartite subgraph will be abbreviated as a 
CBS. 
The following remarks are analogous to the remarks in section 2. Their 
proofs will be omitted. Unless stated otherwise, all graphs G that are 
referred to in this section will be bipartite graphs with vertex set X u Y 
with X and Y as above. 
REMARK 5.1: If G is a graph and W is a set of vertices of G, then 
B(G) > B(GI W). 
REWARK 5.2: Suppose that G is a graph with the property that every 
edge belongs to a unique maximal CBS. Then B(G) is equal to the number 
of distinct maximal CBS’s. Furthermore, G has a unique bicontent de- 
composition. 
REIURK 5.3: We may assume without loss of generality that each 
CBS in an R-bicontent covering is maximal. 
REMARK 5.4: Suppose that in graph G edge 61 belongs to a unique 
maximal CBS called C,. Then C, occurs in every R-bicontent covering. 
REWARK 5.5: Suppose that G has a subset A of edges with the property 
that every edge a E A belongs to a unique maximal CBS C, and that 
S = {Cm: 01 E A} is an R-bicontent covering of G. Then S is the unique 
R-bicontent covering of G. 
REMARK 5.6: Let G, be the graph induced from G by deleting vertex 
w. Suppose that RB(G) = RB(G,). Suppose further that G, has a unique 
R-bicontent covering. It then follows that G has a unique R-bicontent 
covering. 
Section 6: TRANSLATIONS 0F RB(O) AND ~(a) INTO PROPERTIES OF (0,l) 
MATRICES 
Let A= class of all m x n matrices with coefficients in (0, 1). For 
28 Indagationes 
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A=(cQ) and B=(bi*) with A, BE& we write A<B if for all i=l, . . ..m 
and for all j=l, . . . . n it is true that aij< bU. 
A+ B denotes the usual matrix addition while A V B denotes boolean 
addition. Thus if C = (cu) = A V B then cij = 1 if aij or btj = 1; cii = 0 if both 
aij and btj are equal to 0. 
We will let r(A) denote the rank of matrix A and t(A) will denote 
the term rank of matrix A. The term rank is equal to the maximum 
number of l’s no two of which are on a line. 
We associate with bipartite graph G a matrix MG= Mo(i, j) where 
MG(i, j) = 1 if xi -+ yj; MG(i, j) = 0 otherwise. Furthermore, we associate 
with every subgraph H of G a matrix MH = MH(i, j) where MH(i, j) = 1 
if x --f y in H. MH(i, j) = 0 otherwise. Clearly MH < MC for all subgraphs 
H. The following three remarks are easy to prove, and their proofs will 
be omitted. 
REMARK 6.1: Let H be a CBS of G. Then I = 1. 
REMARK 6.2: If A E A is such that A< MC then there is some sub- 
graph H of G such that A= MH. 
REMARK 6.3: If A E A is such that A < MG and r(A) = 1 then there 
is a CBS H of G such that MH= A. 
REMARK 6.4 : B(G) is equal to the minimum number of rank 1 matrices 
in A whose sum is MG. 
PROOF. By Remarks 6.1 and 6.3 it follows that CBS’s in G correspond 
in a 1 - 1 manner with the rank 1 matrices A in with the property that 
A< MQ. It is also true that subgraphs H and K of G are disjoint iff 
MK+ M,< MG. Then the remark follows from the definition of bicontent. 
THEOREM 6.5: B(G) >~(MG). 
PROOF. Let A, B, and C be matrices such that C= A+ B. It is a 
theorem of matrix theory that r(C) <r(A) +r(B). From this and Remark 
6.4 the theorem follows. 
THEOREM 6.6: I >B(G) >RB(G). 
PROOF. It follows from the definitions that RB(G) <B(G). Thus it is 
only necessary to show that t(Mo)> B(G). For a vertex w of G define 
span (w) to be the subgraph of G consisting of w and the vertices of G 
that are adjacent to w and all of the connecting edges. If H =span (w) 
it follows that all of the l’s in MM lie in a single line; that is, they all 
lie in either one row or in one column. 
It is a theorem of Kijnig that for any A E &, t(A) is equal to the 
minimum number of lines of A which include all of the 1’s. Translating 
to graph theory, Kijnig’s theorem says that t(MG) is equal to the minimum 
number of spans of G which include all of the edges of G. 
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Since a span is a kind of CBS as is any subgraph of a span, it follows 
from Remark 6.4 that t(ikf~)>B(G). 
The following examples show that the bounds in Theorems 6.5 and 6.6 
are in fact tight. Note that in fig. 7 it is true that B(G) =RB(G) = t(2M~) = 4, 
while r(Mo) = 3. Also B(H) = RB(H) = T(MH) = 1, while t(MH) = 2. 
Figure 7 
REMARK 6.7 : RB(G) is equal to the minimum number of rank 1 
matrices in d whose boolean sum is equal to Ho. 
PROOF. The proof is analogous at that of remark 6.4. 
Section 7: COVERING GRAPHS AND DIGIRAPHS AND A NEW PROOF OF ORA- 
HA&S THEOREM 
Let D be a digraph (directed graph) with no loops or multiple edges. 
If there is an edge directed from xi to xj we will write xi + q. The edge 
will be denoted as the ordered pair (~6, xj). 
A directed complete bipartite subgraph H of D is a subgraph H such 
that I’(H) = {XI, . . ., xr, yi, . .., ys} with the property that for all i and for 
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all j, xi + q; xt + yj ; yc + xj; yt + yj ; a directed complete bipartite 
subgraph will be denoted as a DCBS. 
Thus it is possible to define the bicontent of D to be the minimum 
number of edge disjoint DCBS’s whose union includes all of the edges 
of D. Similarly defme the R-bicontent of D to be the minimum number 
of DCBS’s whose union includes all of the edges of D. We will use the 
notation B(D) and RB(D) as before. 
REMARK 7.1: It is possible to associate in an obvious manner with 
any digraph D a bipartite graph G such that B(D) = B(GD) and RB(D) = 
RB(G,v). 
PROOF. Let MD = Mo(i, j) where Mo(i, j) = 1 if xi --+ xj and 0 otherwise. 
From MD it is possible to create a bipartite graph CD such that MG~ = MD. 
Furthermore, it is clear from the construction that the CBS’s of G 
correspond in a 1- 1 manner with the DCBS’s of D. 
If G is an ordinary graph, we will denote the adjacency matrix of G 
as BG. Thus .@o(i, j) = 1 iff vertex vt is adjacent to vertex vj. We can 
extend the definition of B, so that B(G) is the minimum number of edge 
disjoint CBS’s that cover the edges of G. 
Given n x n real matrix A, let N+(A) and N-(A) denote respectively 
the number of positive eigenvalues of A and the number of negative 
eigenvalues of A. If A is symmetric, then all eigenvalues are real and A 
has full geometric multiplicity. Hence, in this case N+(A) +N-(A) = 
rank (A). The following theorem is due to H. S. Witsenhausen but ap- 
pears in [B]. 
THEOREM 7.2: B(G) > max (N+(go), N-(a~)). 
LEMMA 7.3: Let A be a real symmetric matrix. Let V+ and P- denote 
respectively the vector space generated by the eigenvectors corresponding 
to positive eigenvalues and the space generated by the eigenvectors with 
negative eigenvalue. If v E V+ and v # 0 then @Au > 0. If v E V- and v # 0, 
then @‘Au < 0. 
PROOF OF LEM-MA: Let {Jr, . . . . A,> denote the distinct positive eigen- 
values. If v E V+ then there exist 1y1, CX~Z, . . .. CXY~ and vectors xi, . . . . xk such 
that Ax*=Sxj and such that v=J$=~ qx~. For i #j, (x~A)x~=&xTx~ while 
xiT(AX*) =%xFxj. Since J.6 # Aj it follows that xrAxi= 0. Hence, @Au = 
v=,~$~dw~‘,’ be:;r) > 0. A similar argument shows that for v E V- with 
LEMMA 7.4: Let C be a real n x n matrix. Let A=C+CT. Then 
r(C) > max (N+(A), N-(A)), w h ere r(C) denotes the rank of C. 
PROOB. Let V* = {x: Cx= 0; x E @a>. If x E V* then zTAx=xT(CX) + 
+ (zTCT)x=O. Hence x $ V+, z $ V- where V+, V- are defined as in 
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Lemma 7.3. Since V* n V+= V* n V-= (0) it follows that dim V* + 
+ max (dim ‘v+, dim V-) <n. Thus (n-r(C)) + max (N+(A), N-(A)) <n. 
Thus r(C) > max (N+(A), N-(A)). 
PROOF OF THEOREM 7.2 : If G is a graph, let P(G) be the set of digraphs 
which are orientations of G. Note that D E P(G) iff MD+ M$= go. If 
D E P(G) then any DCBS of D induces a unique CBS of G. Also, given 
any edge disjoint set of CBS’s of G, it is possible to orient the edges of 
G to get a digraph D E P(G) such that these CBS’s of G correspond to 
DCBS’s of D. It follows that 
B(G) = min B(D). 
DPPW 
By Theorem 6.5 as applied to digraphs 
B(D) > I. 
By Lemma 7.4, for all DE P(G), 
I > max (N+(X!o), N-(He)). 
Thus the theorem is true. 
COROLLARY 7.5 (Graham) *). B(KA) =n- 1. 
PROOF. It is easy to cover the complete graph with n- 1 edge disjoint 
CBS’s. It is also easy to show that N-(@,,J = n - 1. 
To form the line &graph D* of D we associate with each edge (xi, xj) 
of D a vertex Atj of D*. There is an edge directed from Ajk to A, in D* 
if k=r. 
A through vertex of D is a vertex with at least one edge directed in and 
at least one edge directed out. Let T(D) be the number of distinct through 
vertices in D. 
THEOREM 7.2 : B(D*) = RB(D*) = T(D). 
PROOF. According to a theorem of Harary and Norman in [8] D has 
the property that every edge belongs to a unique maximal DCBS, and 
that this DCBS is induced by a through vertex. Thus Theorem 7.2 follows 
from this and a translation of Remark 5.2 to directed graphs. 
SeCtiOn 8: NP-COMPLETENESS 
There has been much research in recent years on a class of problems 
called NP-complete. The reader is referred to [3] and [9] for the exact 
definitions and further information on NP-completeness. 
Briefly and inprecisely a problem P is said to be reducible to another 
problem Q if it is possible to translate problem P in a polynomial amount 
of time to problem Q. If P is reducible to Q we will denote it as P o( Q. 
Problems P and Q are said to be equivalent if P o( Q and Q OL P. 
A problem is said to be NP-complete if it is equivalent to a host of 
*) For alternate proof see [6]. 
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combinatorial (and non-combinatorial problems) including the traveling 
salesman problem, determining the chromatic number of a graph, and 
determining the maximum size independent set of vertices in a graph. 
The ideas involved in NP-completeness will be made more clear in the 
following theorem and its proof. 
THEOREM 8.1: The following five problems are all NP-complete. 
PO) Determine the fewest number of cliques which include all of the 
vertices of graph G. 
Pl) Determine the fewest number of CBS’s of G which will cover a 
specified subset H of edges of G (where G is bipartite.) 
P2) Determine RB( G) . 
P3) Determine RC(G) for graph G. 
P4) Determine the minimum number of cliques of G that cover a specified 
subset of edges of G. 
PROOF. PO is proven to be NP-complete in [7]. Solving PO is exactly 
the same as determining the chromatic number of the complement of G. 
For the rest of the proof it will be shown that PO 01 P101 P2 (x P3 a P4 01 PO. 
PO 01 Pl. Let G be a graph with vertices vi, . . ., vn. Let G’ be a graph 
with vertices xi, . . ., xn and yi, . . ., yn. In G’, xi -+ yi for all i = 1 to n. 
Also xi + yj in G’ if VU( + vj in G. The specified set H’ of edges in G’ are 
the edges (xi, yf) for all i= 1 to n. 
Any clique C in G which includes vg induces a CBS in G’ which includes 
(xi, yf). Conversely let C’ be a CBS in G’ which includes (xfl, yj,), (xjZ, yj,), . . . , 
. . . . (xjk, yfk). Then in G it is true that (vjl, vj2, . . . . vjk) is a clique. Thus 
the minimum number of cliques that cover the vertices in G is equal to 
the minimum number of CBS’s in G’ that cover the edges of H’. 
Pl B P2. Let G be a bipartite graph with vertices xi, . . . . x,, yi, . . . . yt 
and a specified subtet H of edges. Let G’ be another bipartite graph 
such that G is a subgraph of G’. In addition, for every edge (XI, yj) E G 
such that (a, yj) 4 H there are two extra vertices in G’ labeled xtj and ysj. 
In G’ X~J + yij, xtf --f yf, and q + ytj. Thus in G’, (xtj, ytj) is an element 
of a unique maximal CBS which includes edge (xi, ~3). By Remark 5.4 
we may assume that the CBS occurs in every R-bicontent covering, Since 
the construction was carried out for every edge (x6, yi) E H, it follows 
that we may assume that all edges not in H have been covered by CBS’s. 
Thus the number of CBS’s of G that cover the edges of H is equal to 
RB(G’)- IH / h c w ere HC denotes the set of edges of G that are not in H. 
P2 OL P3. Let G be a bipartite graph with vertices x1, . . . . x,, yi, . . . . yt. 
Let G’ be a graph such that G C G’. In addition for every i and j such 
that i#fj we have in G’ that x6 + xj and yt -+ yf. Finally two extra 
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vertices are in G’. Vertex x1 is adjacent to every xi. Vertex 22 is adjacent 
to every gf. In G’ edges (~1, x1) and (22, yl) belong to unique maximal 
cliques (xl, ~1, . . . . x,) and (~2, yl, . . . . yt). The remaining edges in G’ corre- 
spond to edges in G. Also every CBS in G induces a clique in G’. Thus 
RB(G)=RC(G’)-2. 
P3 ix P4. Choose H to be all edges of G. 
P4 01 PO. Let G be a graph with vertices ~1, . . . . vn. Let the specified 
subset of edges of G be H= {el, . . . . em>. Let G’ be another graph with 
vertices wl, . . . . wm where for i #j w( --f wj in G’ iff ei and ej belong to a 
common clique in G. (i.e. if the 3 or 4 end points of edges et and ej are 
all adjacent to each other.) A clique (wj,, . . . . wj,J in G’ corresponds to 
a clique in G which includes edges ej,, . . . , ej,. Thus the minimum number 
of cliques of G covering the edges of H is equal to the minimum number 
of cliques of G’ covering all the vertices. 
COMMENT. The reader with a knowledge of NP-completeness will 
realize that a proof that P4 E NP could be substituted for the last part 
of the above proof; however, the above proof is perhaps more interesting. 
It is commonly believed that if a problem is NP-complete, then t,here 
is no polynomially bounded algorithm to solve the problem. Thus to 
get an answer on a computer, heuristics must be used for larger problems. 
It seems intuitively obvious that determining the content or bicontent 
of a graph is NP-complete. However, the author knows of no proof of 
the assertion. It is known that both problems are in the class NP. 
It was prove in [l l] that problem P3 (and hence also P4) is NP-complete. 
That publication appeared after the original writing of this paper and 
was discovered independently. The proofs are similar in nature although 
far from identical. 
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