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Abstract
The approximation of discontinuous multivariate functions from a set of scattered data points is usually a two-stage
process: 3rst, a detection algorithm is applied to localize the discontinuity sets, then the functions are reconstructed using
a 3tting method. In this paper we propose a new method for the second stage, based on the computation of discrete
smoothing Dm-splines. We establish a result of local convergence of the approximations provided by the method. Finally,
we give some numerical and graphical examples. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The approximation of discontinuous multivariate functions has become an active 3eld of research,
due to its applications in computer graphics, medical imaging, geophysical sciences, etc. Particularly,
in geology, the reconstruction of a faulted surface from a set of scattered data points is a common
problem.
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Let f be a real multivariate function that presents jump discontinuities on a certain subset F of
the closure of a bounded, open set ⊂Rn. Our problem is to reconstruct f from a given set of
scattered data values of f. Since the set F of discontinuities (in geology, fault lines) is usually
unknown, the approximation of f is a two-stage process: 3rst, a detection algorithm is applied to
localize F , then the function f is actually reconstructed by using a 3tting method. For the 3rst
stage, some methods have been recently developed from diBerent points of view (cf., for example,
[8,10,11,13,15–17]). For the second stage, there exists a wide range of methods (see, for example,
[3–5,7,9] and [18]).
In this paper we present a new method for the second stage, based on the computation of discrete
smoothing Dm-splines (cf. [2,3]; see also [18] for a brief introduction), which can be easily linked,
in the bivariate case, with the fault detection algorithm described in [16] and improved in [15]. In a
few words, our method takes as input a set of scattered data points, the corresponding values of f,
and a set F (the output of the 3rst stage) which presumably contains the set F . First, the method
3nds a polyedrical open subset h of  such that F⊂ \ h. Then, a discrete smoothing Dm-spline
j is computed on h, avoiding the employment of points too close to F in order to reduce errors.
Finally, j is extended to a function ˜ de3ned in  \ F˜ , F˜ being a polyedrical set that approximates
F . This method is justi3ed by a result of local convergence: under convenient hypotheses, we show
that j tends to f over any open subset ! of  \ FF such that F! ∩ FF = ∅, as the HausdorB distance
between  and the set of scattered data points tends to 0.
This paper is organized as follows. In Section 2, we introduce some preliminary notations and
results. We also recall the de3nition of discrete smoothing Dm-splines. Sections 3 and 4 are de-
voted to the study of local convergence: in Section 3 we present most of the needed notations,
hypotheses and auxiliary lemmas, while in Section 4 we prove the main results. Our approxima-
tion method is described in Section 5. Finally, Section 6 contains some numerical and graphical
examples.
2. Preliminaries
All vector spaces considered in this paper are real. Likewise, n will always be a strictly positive
integer.
We denote by ( ·; · ) the Euclidean distance in Rn, and by B(x; r) (respectively, FB(x; r)) the open
(respectively, closed) ball of centre x ∈ Rn and radius r ¿ 0. For any ⊂Rn, we denote by F, @,
card  and (), respectively, the closure, the boundary, the cardinal and the Lebesgue measure
of .
For any l ∈ N and for any ⊂Rn, we denote by Pl() the space formed by the restrictions to  of
the functions in Pl, where Pl is the space of all polynomials of degree 6l, with respect to the set of
variables, de3ned over Rn. Likewise, we denote by P˜l() the space of functions de3ned over  whose
restrictions to every connected component c of  belong to Pl(c). It is clear that Pl()= P˜l() if 
is connected, but in general Pl()⊂ P˜l(). Let us remark that the space P˜l() is 3nite-dimensional
if  has a 3nite number of connected components. In this case, a subset {b1; : : : ; b} of  is called
P˜l()-unisolvent if, for any 1; : : : ;  ∈ R, there exists a unique element q ∈ P˜l() such that, for
j = 1; : : : ; , q(bj) = j.
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For any p ∈ N and for any nonempty open subset ! of Rn, we write Hp(!) for the usual Sobolev
space of integer order p, endowed with the norm
||v||p;! =
 ∑
||6p
∫
!
|@v(x)|2 dx
1=2 ;
where = (1; : : : ; n) ∈ Nn, ||= 1 + · · ·+ n, and @v is the th derivative of v in the distribution
sense. We shall also make use of the scalar semi-products
∀j = 0; : : : ; p; (u; v)j;! =
∑
||=j
∫
!
@u(x) @v(x) dx;
and their associated semi-norms
∀j = 0; : : : ; p; |v|j;! = (v; v)1=2j;!:
By open subset of Rn with Lipschitz-continuous boundary we shall understand any nonempty,
bounded, open set ! in Rn satisfying the following conditions: ! has a 3nite number of connected
components, any two diBerent connected components of ! have disjoint closures, and every con-
nected component of ! is an open set with Lipschitz-continuous boundary in the NeLcas [14] sense.
Let ! be an open subset of Rn with Lipschitz-continuous boundary.
From the Rellich–Kondrasov Embedding Theorem (cf. [1]), we derive that
∀p ∈ N∗; ∀k ∈ N; p¿ n
2
+ k; Hp(!)
c⊂Ck( F!); (2.1)
and that
∀p ∈ N∗; ∀p′ ∈ N; p¿p′; Hp(!) c⊂Hp′(!); (2.2)
where
c⊂ denotes the compact injection and Ck( F!) is the Banach space of continuous functions of
class Ck over F!.
Let m be an integer such that m¿n=2. For any 3nite subset A of F!, we denote by < · = A;m;! the
application from Hm(!) to R given by
<v= A;m;! =
(∑
a∈A
|v(a)|2 + |v|2m;!
)1=2
:
If A contains a P˜m−1( F!)-unisolvent subset, it is a direct consequence of NeLcas [14, Theorem 2.7.1]
that < · = A;m;! is a hilbertian norm in Hm(!) equivalent to the Sobolev norm || : ||m;!. In fact,
we have the following result on uniform equivalence of norms, which is a modi3ed version of
[12, Proposition 2.1] (see also [4, Proposition 6:2]).
Proposition 2.1. Let B0 = {b01; : : : ; b0} be a P˜m−1( F!)-unisolvent subset of F!. For any r ¿ 0; let
Br be the family of sets B= {b1; : : : ; b} such that; for all j = 1; : : : ; ; bj ∈ FB(b0j; r). Then; there
exists r0¿ 0 such that the family Br0 is formed by P˜m−1( F!)-unisolvent subsets and that; for any
B ∈ Br0 ; the application < · = B;m;! is a norm in Hm(!); uniformly equivalent on Br0 to the norm
|| · ||m;!.
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We conclude this section recalling the de3nition of discrete smoothing Dm-splines (cf. [2,3,18]),
adapted to the present framework. The reader is referred to Ciarlet [6] for the notions and results
concerning the theory on 3nite elements.
Let m be a positive integer such that m¿n=2. Let ! be a bounded, open subset of Rn with
Lipschitz-continuous boundary, that, in addition, is supposed to be polyedrical. Likewise, let T be
a tesselation of F! with n-simplices or n-rectangles, and let V be a 3nite element space, constructed
on T, such that V ⊂Hm(!).
Remark 2.1. In practice, the space V is constructed on T from a generic Hermite 3nite ele-
ment (K; PK ; (K) of class Ck , with k¿1, such that PK ⊂Hm(K) and m6k + 1. Hence, V is a
3nite-dimensional subspace of Hm(!) ∩ Ck( F!). See Remark 3.1.
Suppose we are given a set A={a1; : : : ; aN}⊂ F! which contains a P˜m−1( F!)-unisolvent subset, and
let * be any vector in RN . For any j¿ 0, let Jj be the functional de3ned in Hm(!) by
Jj(v) = 〈,v− *〉2 + j|v|2m;!;
where 〈 · 〉 stands for the Euclidean norm in RN and , : Hm(!) → RN is the linear operator given
by ,v= (v(ai))16i6N . Since Hm(!)
c⊂C0( F!) and A⊂ F!, , is well de3ned and continuous. We then
consider the problem: 3nd j such that{
j ∈ V;
∀v ∈ V; Jj(j)6Jj(v): (2.3)
Using the equivalent norm < · =A;m;!, it is shown, as a consequence of the Lax–Milgram Lemma,
that Problem (2.3) admits a unique solution j, which is also the unique solution of the variational
problem: 3nd j such that{
j ∈ V;
∀v ∈ V; 〈,j; ,v〉+ j(j; v)m;! = 〈*; ,v〉; (2.4)
where 〈 · ; · 〉 denotes the Euclidean scalar product in RN . The solution j of Problems (2.3) and
(2.4) is called V -discrete smoothing Dm-spline relative to A, * and j.
Remark 2.2. Let {w1; : : : ; wM} be a basis of the space V . Thus j=∑Mj=1 jwj for some 1; : : : ; M ∈
R. From (2.4), it follows that =(j)16j6M is the solution of the linear system (ATA+jR)=AT*,
where A=(wj(ai))
16i6N
16j6M
, and R=((wj; wi)m;!)16i; j6M . The coeOcient matrix ATA+jR is banded,
symmetric and positive de3nite. We remark that the dimension of the linear system is M = dimV
(independent of the number N of data points).
3. Local convergence: hypotheses and auxiliary results
Suppose we are given:
• A bounded, connected, open set  in Rn with Lipschitz-continuous boundary, which will be
assumed polyedrical, for simplicity.
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• A nonempty set F ⊂ F such that ( FF) = 0.
• Two integers m and m′ such that m′¿m¿n=2.
• Two subsets D and H of (0;+∞) which admit 0 as an accumulation point.
• For any d ∈ D, an ordered 3nite subset Ad of points in F such that
sup
x∈
(x; Ad) = d: (3.1)
Let us observe that the left-hand side of (3.1) is the HausdorB distance between Ad and F. In
consequence, (3.1) implies that D is bounded and that such distance tends to 0 when d does
(the classical condition in the convergence of spline functions).
• A family (T˜h)h∈H of tesselations of F by straight elements (n-simplices or n-rectangles) K of
diameter hK6h.
• A family (h)h∈H of subsets of  such that:
for any h ∈ H; h is an open set with Lipschitz-continuous boundary; (3.2)
for any h ∈ H; Fh is a union of elements of T˜h; (3.3)
∀h ∈ H; FF ∩ Fh = ∅; (3.4)
lim
h→0
sup
x∈\h
(x; FF) = 0: (3.5)
• A family (Vh)h∈H of 3nite element spaces such that, for all h ∈ H, Vh is constructed on the
tesselation Th = {K ∈ T˜h; K ⊂ Fh} of Fh and that
Vh is a 3nite-dimensional subspace of Hm(h): (3.6)
We also assume that{
∃C¿ 0; ∀h ∈ H; ∀v ∈ Hm′(h); ∀l= 0; : : : ; m;
|v−1hv|l;h6C hm
′−l|v|m′ ;h ;
(3.7)
where, for any h ∈ H, 1h is the exact operator of Vh-interpolation (cf. [6]).
Remark 3.1. Hypotheses (3.6) and (3.7) hold under the following assumptions:
• the family (T˜h)h∈H is regular (in the Ciarlet [6] sense),
• the family (Vh)h∈H is de3ned from an almost-aOne family (in the Ciarlet [6] sense) of 3nite
elements of a given type,
• the generic 3nite element (K; PK ; (K) of (Vh)h∈H is of class Ck for some integer k¿m−1 and, in
addition, satis3es that Pm′−1(K)⊂PK ⊂Hm(K) and that m′¿s+ n=2 (hence Hm′(K)
c⊂Cs(K)),
where s is the greatest order of derivation occurring in the de3nition of the set (K of degrees
of freedom.
In practice, for the approximation of surfaces (i.e. the case n=2), it usually suOces to let m=2
and k =1 and construct the family (Vh)h∈H, for example, from regular families of Argyris’ triangles
(46m′66), Bell’s triangles (46m′65), Hsieh–Clough–Tocher’s triangles (36m′64), or Bogner–
Fox–Schmit’s rectangles (m′ = 4).
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For any h ∈ H, it follows from (3.1) that, for any d ∈ D suOciently small, Ad ∩ Fh contains
a P˜m−1( Fh)-unisolvent subset. Hereafter, for simplicity, we assume that this fact is veri3ed for any
(h; d) ∈ H×D. Likewise, for any (h; d) ∈ H×D, let N =N (h; d) = card Ad ∩ Fh, and let us denote
by ,dh ∈L(Hm(h);RN ) the operator de3ned by
,dhv= (v(a))a∈Ad∩ Fh ;
whose continuity follows from (2.1).
We denote by 〈 · 〉 (respectively, by 〈 ·; · 〉) the Euclidean norm (respectively, the Euclidean
scalar product) in RN . We also suppose that the families (Ad)d∈D and (Th)h∈H satisfy the relation
∃C¿ 0; ∀(h; d) ∈ H× D; ∀K ∈Th: card(Ad ∩ K)6Cd−n(K): (3.8)
This hypothesis translates a certain property of “asymptotic regularity” about the distribution of
points of Ad in the elements K ∈Th.
Lemma 3.1. Suppose that the hypotheses (3:2); (3:3); (3:6)–(3:8) hold. Then; there exists C¿ 0
such that
∀(h; d) ∈ H× D; ∀v ∈ Hm′(h); 〈,dh(1hv− v)〉26C
h2m
′
dn
|v|2m′ ;h :
Proof. See [15, Lemma 5.3.2]. The proof is similar to that of [4, Lemma 6:1].
In Section 4 we shall also need two additional lemmas. Their proofs may be skipped in a 3rst
reading.
Lemma 3.2. Suppose that the hypotheses (3:2); (3:4) and (3:5) hold. Then:
(i) For any open set !⊂ with F! ∩ FF = ∅; there exists h∗ ∈ H such that
∀h ∈ H; h6h∗; !⊂h:
(ii) limh→0 ( \ h) = 0.
Proof. (i) Let ! be an open subset of  such that F! ∩ FF = ∅. Since F! and FF are closed sets, it is
clear that ( F!; FF)¿ 0. In addition, for any h ∈ H, we have
( F!; FF)6( F!; \ h) + sup
x∈\h
(x; FF):
By (3.5), there exists h∗ ∈ H such that
∀h ∈ H; h6h∗; sup
x∈\h
(x; FF)6 12( F!; FF):
Thus,
∀h ∈ H; h6h∗; ( F!; \ h)¿ 0;
which implies that
∀h ∈ H; h6h∗; F! ∩ ( \ h) = ∅:
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Hence,
∀h ∈ H; h6h∗; !⊂h:
(ii) For any h ∈ H, let Fh =  \ h. Let us 3rst point out that, from (i) and (3.4), we have
∀h0 ∈ H; ∃h∗ ∈ H :∀h ∈ H; h6h∗; Fh⊂Fh0 : (3.9)
Now, we shall prove that (ii) holds, arguing by contradiction. Suppose that limh→0 (Fh) = 0.
Then, there exists a real number *¿ 0 and a sequence (Fhl)l∈N, with liml→+∞ hl = 0, extracted
from the family (Fh)h∈H, such that
∀l ∈ N; (Fhl)¿*: (3.10)
By (3.9), it can be assumed without loss of generality that
Fh1 ⊃Fh2 ⊃ · · ·⊃Fhl ⊃Fhl+1 ⊃ · · · :
Since (Fh1)¡+∞, it follows that

(⋂
l∈N
Fhl
)
= lim
l→+∞
(Fhl): (3.11)
Let us show that⋂
l∈N
Fhl = FF: (3.12)
It follows from (3.4) that, for any l ∈ N; FF ⊂Fhl . Hence,
FF ⊂
⋂
l∈N
Fhl :
Reciprocally, if x ∈ ⋂l∈NFhl , it is obvious that
∀l ∈ N; (x; FF)6 sup
y∈Fhl
(y; FF):
From (3.5), we deduce that (x; FF) = 0 and hence x ∈ FF . Therefore,⋂
l∈N
Fhl ⊂ FF:
Since ( FF) = 0, we derive from (3.11) and (3.12) that liml→+∞ (Fhl) = 0, in contradiction with
(3.10). Thus, the result holds.
Lemma 3.3. Suppose that the hypothesis (3:1) is veri=ed. Let ! be an open subset of  with
Lipschitz-continuous boundary; and let (gd)d∈D be a family of Hm(!) such that∑
a∈Ad∩ F!
|gd(a)|2 = o(d−n); d→ 0: (3.13)
Then; for any r ¿ 0 and for any b ∈ !; there exists a family (bd)d∈D⊂ F! ∩ FB(b; r) such that
gd(bd) = o(1); d→ 0: (3.14)
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Proof. Let r ¿ 0 and b ∈ !. Since ! ∩ B(b; r) is an open set, there exists r˜ ¿ 0 such that
B(b; r˜)⊂! ∩ B(b; r). Let !0 = B(b; r˜).
For any d ∈ D, d¡ r˜, it follows from (3.1) that Ad ∩ F!0 is a nonempty 3nite set. Hence, there
exists at least one point bd ∈ Ad ∩ F!0 such that
|gd(bd)|= min
a∈Ad∩ F!0
|gd(a)|:
Likewise, for any d ∈ D; d¿r˜, let bd be any element of F!0.
Obviously, the family (bd)d∈D is included in F! ∩ FB(b; r). Let us see that (3.14) also holds. It
follows from (3.1) that
∀d ∈ D; d¡ r˜; FB(b; r˜ − d)⊂
⋃
a∈Ad∩ F!0
FB(a; d):
Taking the corresponding Lebesgue measures and simplifying, we get
∀d ∈ D; d¡ r˜; (r˜ − d)n6dn card(Ad ∩ F!0):
Let d0 ∈ (0; r˜). We derive that
∀d ∈ D; d6d0; (r˜ − d0)n6dn card(Ad ∩ F!0):
Therefore,
∀d ∈ D; d6d0; |gd(bd)|2 = min
a∈Ad∩ F!0
|gd(a)|26 1
card(Ad ∩ F!0)
∑
a∈Ad∩ F!0
|gd(a)|2
6
1
(r˜ − d0)n d
n
∑
a∈Ad∩ F!
|gd(a)|2:
This relation and (3.13) 3nally imply (3.14).
4. Local convergence: main results
Let f be a given function in Hm
′
(′), where ′ =  \ FF . For any d ∈ D, for any h ∈ H and for
any j¿ 0, we denote by djh the Vh-discrete smoothing Dm-spline relative to Ad ∩ Fh; ,dhf and j,
which is the unique solution of the following problem: 3nd djh such that{
djh ∈ Vh;
∀vh ∈ Vh; J djh(djh)6J djh(vh); (4.1)
where
J djh(vh) = 〈,dh(vh − f)〉2 + j|vh|2m;h :
Hereafter, we consider that the parameters h and j are expressed as functions of d. More precisely,
we suppose given two functions h : D→ H and j : D→ (0;+∞) such that
j= o(d−n); d→ 0; (4.2)
and
h2m
′
dnj = o(1); d→ 0: (4.3)
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From (4.2) and (4.3), it follows that d→ 0 implies that h→ 0. For simplicity, we denote j and h
instead of j(d) and h(d), respectively.
For any v ∈ Hm(′) (respectively, v ∈ Hm(h)) and for any E⊂′ (respectively, E⊂h), we
write v instead of v|E .
Theorem 4.1. Let ! be a nonempty open subset of  such that F! ∩ FF = ∅. Suppose that the
hypotheses (3:1)–(3:8); (4:2) and (4:3) hold. Then; we have
lim
d→0
||djh − f||m;! = 0: (4.4)
Proof. (1) We shall 3rst assume that ! is an open set with Lipschitz-continuous boundary.
By (3.4) and Lemma 3.2(i), there exists h∗ ∈ H such that
∀h ∈ H; h6h∗; !⊂h⊂′: (4.5)
Hence, for any d ∈ D suOciently small, djh −f is a function de3ned on !. Let us show that there
exist two positive real numbers C and d0 such that
∀d ∈ D; d6d0; ||djh||m;!6C: (4.6)
From (3.7) and Lemma 3.2(ii), it is clear that
|1hf|m;h = |f|m;′ + o(1); h→ 0: (4.7)
Likewise, from (4.1) with vh =1hf, we have
∀d ∈ D; 〈,dh(djh − f)〉26j
(
1
j〈,
d
h(1hf − f)〉2 + |1hf|2m;h
)
and
∀d ∈ D; |djh|2m;h6
1
j〈,
d
h(1hf − f)〉2 + |1hf|2m;h :
From Lemma 3.1, (4.3) and (4.7), we derive that
〈,dh(djh − f)〉2 = O(j); d→ 0; (4.8)
and
|djh|m;h6|f|m;′ + o(1); d→ 0: (4.9)
This last inequality, together with (4.5), implies that
|djh|m;!6|f|m;′ + o(1); d→ 0: (4.10)
Now, let B0 = {b01; : : : ; b0} be a P˜m−1( F!)-unisolvent subset of ! and let r0 be the constant
provided by Proposition 2.1. From (4.2) and (4.8), it follows that∑
a∈Ad∩ F!
|(djh − f)(a)|2 = o(d−n); d→ 0: (4.11)
Applying Lemma 3.3, we deduce that, for j=1; : : : ; , there exists a family (bdj )d∈D⊂ F!∩ FB(b0j; r0)
such that
(djh − f)(bdj ) = o(1); d→ 0:
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For all d ∈ D, let Bd = {bd1 ; : : : ; bd}. Using (4.10), we derive that there exists C∗¿ 0 such that,
for any d ∈ D suOciently small,
<djh − f=Bd;m;!6C∗:
Therefore, by Proposition 2.1, (4.6) holds.
(2) Since the family (djh) d∈D
d6d0
is bounded in Hm(!), there exists a sequence (djjjhj)j∈N, with
jj = j(dj) and hj = h(dj), for any j ∈ N, and
lim
j→+∞
dj = lim
j→+∞
dnjjj = limj→+∞
h2m
′
j
dnjjj
= 0
(and so limj→+∞ hj = 0), extracted from the family (djh) d∈D
d6d0
, and there also exists an element
f∗ ∈ Hm(!) such that
lim
j→+∞
djjjhj = f
∗ weakly in Hm(!): (4.12)
We shall prove that f∗ = f|!, arguing by contradiction. Suppose that f∗ = f|!. Hence, there exist
*¿ 0; b ∈ ! and r ¿ 0 such that B(b; r)⊂! and
∀x ∈ FB(b; r); |f∗(x)− f(x)|¿*:
It follows from (2.1) and (4.12) that the sequence (djjjhj)j∈N converges uniformly on F! to f
∗.
Therefore, there exists j0 ∈ N such that
∀j ∈ N; j¿j0; ∀x ∈ FB(b; r); |djjjhj(x)− f∗(x)|6
*
2
;
and then
∀j ∈ N; j¿j0; ∀x ∈ FB(b; r);
|djjjhj(x)− f(x)|¿|f∗(x)− f(x)| − |
dj
jjhj(x)− f∗(x)|¿
*
2
: (4.13)
Now, by (4.11) and Lemma 3.3, there exists a family (bd)d∈D⊂ FB(b; r) such that
(djh − f)(bd) = o(1); d→ 0:
In particular,
lim
j→+∞
(djjjhj − f)(bdj) = 0;
in contradiction with (4.13). Therefore, f∗ = f|!.
(3) Next, we shall show that
lim
j→+∞
||djjjhj − f||m;! = 0: (4.14)
Since (djjjhj) is weakly convergent to f in H
m(!) and this space is compactly embedded into
Hm−1(!) (cf. (2.2)), it follows that
lim
j→+∞
||djjjhj − f||m−1;! = 0:
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Hence, (4.14) holds if and only if
lim
j→+∞
|djjjhj − f|m;! = 0: (4.15)
To prove this last equality, we shall argue again by contradiction. Suppose that limj→+∞|djjjhj −
f|m;! = 0. Then, there exists a real number *¿ 0 and a sub-sequence (djljjl hjl )l∈N, extracted from
(djjjhj)j∈N, such that
∀l ∈ N; |djljjl hjl − f|m;! ¿*: (4.16)
Let  be a real positive number such that
22 + 2|f|m;′ ¡*2: (4.17)
By Lemma 3.2(ii), there exists h˜ ∈ H such that
|f|m;′\h˜6: (4.18)
Let !=h˜. We remark that, by (3.2) and (3.4), ! is an open subset of  with Lipschitz-continuous
boundary such that F! ∩ FF = ∅. Then, by Lemma 3.2(i), there exists h ∈ H such that
∀h ∈ H; h6h; !⊂h:
Since limj→+∞ hj = 0, there exists l ∈ N such that, for all l¿l; hjl6min{h∗; h}, where h∗ is
the constant given in (4.5). We can assume that l = 1. Thus, for any l ∈ N; hjl contains the sets
! and !. In particular,
(
djl
jjl hjl
)l∈N⊂Hm(!):
Reasoning as in points (1) and (2), we deduce that there exists a sub-sequence of (
djl
jjl hjl
)l∈N that is
weakly convergent to f in Hm(!). Since there is no danger of confusion, in order to simplify the
writing, we denote such a sub-sequence by (
djl
jjl hjl
)l∈N, as the sequence from which it is extracted.
Now, for all l ∈ N, we have
|djljjl hjl − f|
2
m;!6 |djljjl hjl − f|
2
m;hjl
6 |djljjl hjl |
2
m;hjl
+ |f|2m;hjl − 2(
djl
jjl hjl
; f)m;! − 2(djljjl hjl ; f)m;hjl \! :
Using (4.9), we obtain
|djljjl hjl − f|
2
m;!62|f|2m;′ − 2(djljjl hjl ; f)m;! + 2|f|m;′ |f|m;′\! + o(1); l→ +∞:
Taking limits in this inequality, we derive from (4.17) and (4.18) that
lim sup
l→+∞
|djljjl hjl − f|
2
m;!62|f|2m;′\! + 2|f|m;′ |f|m;′\! ¡*2;
in contradiction with (4.16). Therefore, (4.15) and then (4.14) holds.
(4) We are now in situation to prove that (4.4) holds (assuming, let us remember, that ! is an
open set with Lipschitz-continuous boundary). We argue once more by contradiction. Suppose that
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limd→0 ||djh − f||m;! = 0. This means that there exist a real number *¿ 0 and three sequences
(dj)j∈N, (hj)j∈N and (jj)j∈N, with jj = j(dj) and hj = h(dj), for any j ∈ N, such that
lim
j→+∞
dj = lim
j→+∞
dnjjj = limj→+∞
h2m
′
j
dnjjj
= 0
and
∀j ∈ N; ||djjjhj − f||m;! ¿*: (4.19)
But it follows from (4.6) that the sequence (djjjhj)j∈N is bounded in H
m(!). A similar argument to
that of points (2) and (3) shows that there exists a sub-sequence of (djjjhj)j∈N that converges to f
in Hm(!). Hence, we get a contradiction with (4.19). In consequence, (4.4) holds.
(5) To complete the proof, it remains to show that (4.4) is veri3ed if ! has not a Lipschitz-
continuous boundary. But, in such a case, by (3.2), (3.4) and Lemma 3.2(i), there exists an open
subset !∗ of  with Lipschitz-continuous boundary such that F!∗ ∩ FF = ∅ and !⊂!∗. Hence, for
any d ∈ D suOciently small, we have
||djh − f||m;!6||djh − f||m;!∗ :
In addition, the reasoning of points (1)–(4) proves that
lim
d→0
||djh − f||m;!∗ = 0:
Therefore, (4.4) holds.
Corollary 4.2. Suppose that the hypotheses (3:1)–(3:8); (4:2) and (4:3) hold. Then;
lim
d→0
˜djh = f in H
m
loc(
′);
where ˜djh is any extension of 
d
jh that belongs to H
m(′).
Proof. Let ! be any nonempty open set such that F!⊂′. Since !⊂ and F! ∩ FF = ∅, it follows
from Theorem 4.1 that
lim
d→0
||˜djh − f||m;! = 0:
5. Method of approximation
Let  and F be as in Section 3. Likewise, let f be a continuous function on F\ FF which presents
jump discontinuities on F . Suppose we are given a 3nite set A of points in F and the corresponding
set of values {f(a)}a∈A. Our problem is to construct an approximating function ˜ of f, assuming
that the set F is completely unknown.
As explained in Section 1, this problem can be solved in two stages. In the 3rst one, a method of
discontinuity detection is applied in order to localize the set F . In the bivariate case, we propose to
use the detection algorithm given in [15,16]), but other methods can be considered, as, for example,
the one detailed in [8]. In any case, we assume that the detection method provides a compact set F,
as small as possible, such that FF ⊂ F⊂ F.
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In the second stage, the function f is actually reconstructed, taking into account the set F and
the scattered data. For this, we present a new 3tting method. Basically, we 3rst compute a discrete
smoothing Dm-spline j on an open set h⊂ \F where f is known to be regular. Then, to get an
approximating function ˜ of f in F (except on a set with null measure), we extend j by minimizing
certain Sobolev semi-norm of order m. Theorem 4.1 justi3es, under convenient hypotheses, the local
convergence to f of j (and hence that of ˜), as the HausdorB distance between  and A tends
to 0.
In the remainder of this section, we explain our method, that we have divided into six steps:
Step 1. Choose a tesselation T˜h of F by straight elements of diameter 6h, where h is a positive
number suOciently small. Likewise, 3x an open subset h of  with Lipschitz-continuous
boundary such that F⊂ \ h and Fh is a union of elements in T˜h.
Step 2. Fix two integers m and k such that n=2¡m6k + 1, verify that A ∩ Fh contains a
P˜m−1( Fh)-unisolvent subset, and construct, on the tesselation Th = {K ∈ T˜h; K ⊂ Fh} of
Fh, a 3nite element space Vh such that
Vh⊂Hm(h) ∩ Ck( Fh):
Step 3. Set the smoothing parameter j¿ 0 and compute the Vh-discrete smoothing Dm-spline j
relative to the data points A∩ Fh, the corresponding values {f(a)}a∈A∩ Fh and the parameter
j. This step involves the solution of a linear system of dimension M = dim Vh
Step 4. Choose a set F˜ ⊂ \ h, formed by the union of faces of elements in T˜h, such that
h intersects any connected component of ˜
′
=  \ F˜F . This set should be a reasonable
approximation of the discontinuity set F . If n= 2, F˜ is a union of polygonal lines.
Step 5. Construct on T˜h a 3nite element space V˜ h such that V˜ h⊂Hm(˜′) and Vh = {v˜h| Fh ; v˜h ∈
V˜ h}: These two conditions are satis3ed if Vh and V˜ h are constructed from the same generic
3nite element and, in addition, the basis functions attached to the nodes belonging to F˜
are “doubled” in two (or more) new basis functions having their support only on one
side of F˜ .
Step 6. Solve the problem: 3nd ˜ such that{
˜ ∈ K˜= {v˜h ∈ V˜ h; v˜h| Fh = j};
∀v˜h ∈ K˜; |˜|m; ˜′6|v˜h|m; ˜′ :
(5.1)
This problem admits a unique solution ˜ which is an extension of j to ˜
′
with minimal
semi-norm | · |m; ˜′ . This is the searched approximating function of f.
Remark 5.1. It is clear that only the 3rst three steps of the method are based on the result of
approximation given by Theorem 4.1. These steps yield a smoothing Dm-spline j whose de3nition
involves the minimization of a Sobolev semi-norm of order m. To be coherent with this fact, we
have proposed to extend j by minimizing again a Sobolev semi-norm of order m. Of course, other
ways of computing ˜ can be considered.
Remark 5.2. Problem (5.1) is equivalent to the problem: 3nd ˜ such that{
˜ ∈ K˜;
∀v˜h ∈ K˜; ||˜||hm; ˜′6||v˜h||hm; ˜′ ;
(5.2)
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where
∀v˜h ∈ V˜ h; ||v˜h||hm; ˜′ =
(∫
h
|v˜h(x)|2 dx + |v˜h|2m; ˜′
)1=2
:
It is readily seen that || · ||h
m; ˜′
is a hilbertian norm in V˜ h and that K˜ is nonempty, convex and
closed. In consequence, Problems (5.1) and (5.2) have a unique solution, that is the orthogonal
projection of the null element of V˜ h onto the set K˜. We then deduce that ˜ is also characterized
by {
˜ ∈ K˜;
∀v˜h ∈ K˜0; (˜; v˜h)m; ˜′ = 0;
(5.3)
where K˜0 = {v˜h ∈ V˜ h; v˜h| Fh = 0}.
Now, let {w1; : : : ; wM ; wM+1; : : : ; wM˜} be a basis of V˜ h, numbered in such a way that {w1| Fh ; : : : ;
wM | Fh} is a basis of Vh (i.e. w1; : : : ; wM are the basis functions attached to the nodes that belong to
Fh). Thus,
˜ =
M∑
j=1
jwj +
M˜−M∑
j=1
*jwM+j;
with j; *j ∈ R. It is clear that j = ∑Mj=1 jwj| Fh . Hence, the coeOcients 1; : : : ; M have been
computed in the third step. Since {wM+1; : : : ; wM˜} is a basis of K˜0, it follows from (5.3) that the
remaining coeOcients *1; : : : ; *M˜−M are the solution of the linear system
M˜−M∑
j=1
*j(wM+j; wM+i)m; ˜′ =−
M∑
j=1
j(wj; wM+i)m; ˜′ ; i = 1; : : : ; M˜ −M:
In fact, to compute the above scalar semi-products, it suOces to integrate on \h, since wM+1; : : : ; wM˜
are null on Fh.
6. Numerical results
In this section we shall present the results yielded by our 3tting method in two diBerent examples.
For the 3rst one, we have considered the function f : F→ R, with  = (0; 1)× (0; 1), given by
f(x; y) =
{
(2− (x − 0:8)2)(2− (y − 0:8)2) if y¡g(x);
(1− (x − 0:5)2)(1− (y − 0:2)2) otherwise;
where g(x) = 0:5 + 0:2 sin(57x=3). The discontinuity set is
F = {(x; y) ∈ R2; 0¡x¡ 1; y = g(x)}:
For the second example, we have set  = (0; 1)× (0; 1) and
f(x; y) =
{
1 + 2[3:5
√
x2 + y2] if (x − 0:5)2 + (y − 0:5)2¡ 0:16;
0 otherwise;
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Fig. 1. Example 1. Graph of f.
Fig. 2. Example 1. Tesselation T˜h and sets F (solid line), F˜ (bold line), F (light gray), Fh (white).
where, for any 8 ∈ R, [8] stands for the integer such that [8]68¡ [8] + 1. This function has been
taken from [8]. In this case, we have
F = @B((0:5; 0:5); 0:4) ∪ (B((0:5; 0:5); 0:4) ∩ @B((0; 0); 4=7))
∪(B((0:5; 0:5); 0:4) ∩ @B((0; 0); 6=7)):
The graph of f is represented, for every example, in Figs. 1 and 4.
In both examples, the data set A consists of 10 000 points randomly distributed in F. To localize
F , we have used the detection algorithm given in [15,16], obtaining a compact set F that contains
FF . Then we have applied our 3tting method, as explained in Section 5. Let us detail several points:
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Fig. 3. Example 1. Graph of ˜.
Fig. 4. Example 2. Graph of f.
Step 1. The tesselation T˜h has been made with equal squares. It has 400 elements in the 3rst
example and 576 in the second. The set Fh is precisely the union of the elements in T˜h
that do not intersect F
Step 2. We have set m = 2 and k = 1. The 3nite element space Vh has been constructed from
the Bogner–Fox–Schmit’s rectangle of class C1 (see [6]). We have chosen this element
to easily adapt an existing code for the approximation of regular surfaces. Of course, to
cope with problems with a complicated geometry or to improve the results, the use of
triangular elements is unavoidable.
Step 3. We have taken j = 10−7. To compute the Vh-discrete smoothing Dm-spline j, we have
solved a linear system of dimension 1596 in example 1 and 1788 in Example 2.
Step 4. The set F˜ is a union of polylines chosen in an heuristic form in F. Some other choices
are possible.
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Fig. 5. Example 2. Tesselation T˜h and sets F (solid line), F˜ (bold line), F (light gray), Fh (white).
Fig. 6. Example 2. Graph of ˜.
Step 5. As in the case of Vh, we have constructed the space V˜ h from the Bogner–Fox–Schmit’s
rectangle of class C1.
Step 6. We have found ˜ as indicated in Remark 5.2. The linear system that we have solved in
this step has dimension 292 for Example 1 and 1188 for Example 2.
Figs. 2 and 5 show, for the 3rst and second examples, respectively, the discontinuity set F (solid
line), the compact set F (light gray) provided by the detection algorithm, the tesselation T˜h, the set
Fh (white) and the approximation F˜ of F (bold line). Figs. 3 and 6 display, for every example, the
graph of the approximating function ˜.
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