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Abstract 
Global solar radiation (GSR) data are desirable for many areas of research and applications in various engineering fields. However, GSR 
is not as readily available as air temperature data. Artificial neural networks (ANNs) are effective tools to model nonlinear systems and 
require fewer inputs. The objective of this study was to test an artificial neural network (ANN) for estimating the global solar radiation 
(GSR) as a function of air temperature and relative humidity data in a in the south-western region of Algeria. The measured data 
between 02 February to 31 May 2011 were used for training the neural networks while the remaining 651 hours data from June 2011 as 
testing data. The testing data were not used in training the neural networks. The climatic data collected in weather station of Energy 
Laboratory in Drylands (ENERGARID) located in the south-western region of Algeria. Obtained results show that neural networks are 
well capable of estimating GSR from temperature and relative humidity. This can be used for estimating GSR for locations where only 
temperature and humidity data are available. 
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1. Introduction. 
Total daily solar radiation is considered as the most important parameter in the performance prediction of renewable 
energy systems, particularly in sizing photovoltaic power systems, agriculture and building design applications[1]. 
Accurate estimation of global radiation (GSR) is needed for many areas of research and applications in various 
engineering fields. However, GSR data is not as readily available as air temperature and precipitation data, in particular for 
arid and semi-arid regions, where the number of solar observation sites is poor. Even at stations where GSR is observed 
there could be many days when GSR data are missing or lie outside the expected range due to equipment failure and other 
problems. These problems could be one of many: calibration problems, problems with dirt on the sensor, accumulated 
water, shading of the sensor by masts, etc. This has led researchers to develop a number of methods for estimating GSR. 
Some of these methods include estimating GSR from other available meteorological observations, substitution of data from 
nearby stations, linear interpolation, interpolation in neural networks, satellite-based methods and generation from 
stochastic weather models [2]. 
The present study uses a neural network technique for modeling hourly values of global solar radiation on horizontal 
surfaces. The neural networks utilize temperature and relative humidity for the prediction of solar radiation values for 
Bechar a city in the south-western region of Algeria. The results of the system indicate relatively good agreement between 
the predicted values and the observed ones. 
 
2. Topography and energy data of Algeria. 
Algeria s geographic location has several advantages for extensive use of most of the renewable energy sources (RES) 
(wind, geothermal, biomass, solar, etc.). Algeria is situated in the centre of North Africa between the 35° and 38° of 
latitude north and 8° and 12° longitude east, has an area of 2,381,741 km2 and a population of 32.5 millions of inhabitants. 
The Sahara occupies the 80% of the area. It lies, in the north, on the coast of the Mediterranean Sea. The length of the 
coastline is 2400 km. In the west Algeria borders with Morocco, Mauritania and occidental Sahara, in the southwest with 
Mali, in the east with Tunisia and Libya, and in the southeast with Niger. The climate is transitional between maritime 
(north) and semi-arid to arid (middle and south). The mean annual precipitation varies from 500 mm (in the north) to 150 
mm (in the south). The average annual temperature is about 12 °C[3]. 
3. Data description. 
The data used in this work are the wind temperature T, and relative humidity Hr. These data are available from February 
to June 2011 at the weather station of Energy Laboratory in Drylands (ENERGARID) located in Bechar the south-western 
region of Algeria, The climate is hot and dry in summer and very cold in winter, rainfall not exceeding 100 m / m per year, 
collection station is situated at a latitude of 31.63°N, longitude of 2.40°W and an altitude of 806m above sea level . The 
weather data has been collected each 10 min. Fig. 1 shows a typical example of a wind speed Ws, temperature T, and 
relative humidity Hr, at (ENERGARID) site, Fig. 2 illustrates the evolution of global radiation (GSR). 
 Abdelhafi d Hasni et al. /  Energy Procedia  18 ( 2012 )  531 – 537 533
 
 
Fig.1.(a)  Temperature at Bechar. 
 
 
Fig.1.(b)  Relative Humidity at Bechar. (from 02 February to 28 june 2011). 
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Fig.2 Global radiation at Bechar (from 02 February to 28 june 2011). 
4. Artificial neural network (ANN) 
 
Artificial neural networks have been successfully used in solving complicated problems in different areas of application 
including pattern recognition, identification, classification, speech, vision and control systems. 
Artificial neural networks, originally developed to mimic basic biological neural systems  the human brain particularly, 
are composed of a number of interconnected simple processing elements called neurons or nodes. Each node receives an 
input signal which is the total information  from other nodes or external stimuli, processes it locally through an activation 
or transfer function and produces a transformed output signal to other nodes or external outputs. Although each individual 
neuron implements its function rather slowly and imperfectly, collectively a network can perform a surprising number of 
tasks quite efficiently. 
The output of a specific neuron is a function of the weighted input, the bias of the neuron and the transfer function. 
Fig.3 shows presentation of a basic artificial neuron. In its simple form, each single neuron is connected to other neurons of 
a previous layer through adaptable synaptic weights. Knowledge is usually stored as a set of connection weights. The 
output of any neuron is given by: 
ൌ ൅ൌͳ   (1) 
 
Where 
         ൌ    (2) 
The transfer function f can be selected from a set of readily available functions. 
 
 
 
 
 
 
 
 
 
Fig. 3. Presentation of a basic artificial neuron. 
An ANN consists of an input layer, one hidden layer, and an output layer. Each neuron in layers is connected to all 
neurons in the previous layer. But, the input layer is not an actual neural computing layer. Because the neurons in this layer 
have no weights, biases and transfer functions. The output of the output layer is a result of combined effect of all the 
neurons in the network. Each input is multiplied by a connection weight. In the simplest case, the products and biases are 
simply summed, then transformed through a transfer function to generate a result, and finally an output obtained. Networks 
with biases can represent relationships between inputs and outputs more easily than networks without biases. 
 
The process of training the network is the adjustment of the weights so that the network can produce the desired 
response to the given inputs. A set of inputs and the desired outputs corresponding to these inputs is called a training set. In 
order to train the network all weights and biases are randomized and an input  output pair is selected from the training set. 
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The selected inputs are applied to the network and the output is calculated. Then, the difference between the network 
output and the desired output, the error , is found. The weights and biases are adjusted by using a method called the 
learning algorithm to minimize this error. This process is applied to all pairs in the training set. This training cycle which is 
called an epoch, is repeated until the error reduces to an acceptable value. One of the most effective learning algorithms in 
ANN is the backpropagation algorithm. For this reason, backpropagation and its variants are the most popular learning 
algorithms. In general, gradient descent and gradient descent with momentum are relatively slow algorithms because they 
require slow learning rates for stable learning. Moreover, the success of these algorithms depends on the learning rate of 
the dependent parameters and the momentum constant. Algorithms such as scaled conjugate gradient (SCG), BFGS quasi-
Newton and Levenberg  Marquardt (LM) are faster algorithms than the other algorithms and use standard numerical 
optimization-techniques[4].  
5. ANN-based implementation of solar radiation models.  
ANNs have been used in a broad range of applications including patterns classification, identification, prediction, 
optimization and control systems. ANNs learn by using some examples, namely patterns. In other words, to train and test a 
neural network, input data and corresponding target values are necessary. In this study, for training the network, data from 
the data set were divided into two parts: The first part (2824 patterns, from 2 February to 31 may 2011) was used for 
network training and the second part (651 patterns, from 01 to 28  june 2011) was used for testing the trained network. The 
training set was divided at random: 81% was reserved for training the ANN and the other 19% was used to validate the 
training. 
Since the objective of this study was the estimation of GSR, the ANN has only one output variable. The measured 
hourly GSR values were used as target output. Thus, the inputs of the network were month, day, hour the temperature and 
relative humidity value. The number of hidden nodes in the ANN was determined empirically, considering the need to 
derive reasonable results.  
 
6. Results of the statistical evaluation. 
Although the monitored period considered (five months,) seems to be quite short it has appeared that the ANN model 
with a single hidden layer based on the standard back propagation algorithm, using eventually only the simple Sigmoid as 
activation function, resulted as a very efficient model to forecast the components of the Global solar radiation at Energy 
Laboratory in Drylands (ENERGARID) monitoring stations . 
GSR estimates from the ANN compared with the actual data using simple error analysis and linear analysis with the 
following parameters: coefficient of determination (R2), root mean square error (RMSE) and mean absolute error (MAE). 
The R2 measures the degree to which two variables were linearly related. RMSE and MRE provided different types of 
information about the predictive capabilities of the model. The RMSE tends to emphasize big departures of estimates from 
the measurements, whereas the MAE is a proportional measure of the error, as it is weighed over the mean of 
measurements. The MAE, RMSE, and R2 are defined as [5,2]:  
ൌ ͳ ൌͳ   (3) 
ൌ ͳ ሺ ሻʹൌͳ    (4) 
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where N is the number of observations, GSR(j) is the estimated global solar radiation using the ANN  method, GSRE(j) 
is the observed GSR,  and   are the average value for GSR(j)and GSRE(j). 
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The weather parameters considered for ANN models with five inputs were month, day, hour the temperature and 
relative humidity value. The output was the measured hourly GSR. The ANN model was trained using the global solar 
radiation values from 02 February to 31 may 2011, and the trained model was then tested with the global solar radiation 
values of june2011. Similar to many researchers, we decided the optimal node number in the hidden layer of the network 
using a trial and error method by considering RMSE, RAE and R2 values from the test data set. 
 
Training of the network was performed by using Levenberg Marquardt (LM) feed-forward backpropagation algorithms. 
A computer program was performed under Matlab software. Hyperbolic tangent sigmoid function (HTSF) and purelin 
function (PF) were used as the transfer function in the hidden layer and output layer, respectively.  
 
Considering the three error statistics values, the network using three nodes in the hidden layer provided the best results. 
The LM algorithm with 3 neurons in the hidden layer for network has produced the best results, and it is used for 
generating the graphical outputs. The RMSE, MAE and R2 values of this network were 0.0840, 2.9999 and 0.9998 for the 
training. As for the testing, these values were 0.1720, 2.9971 and 0.9999, respectively. The results of the test are shown in 
Fig. 4. It was found that the predicted global solar radiation values, which are the output of the networks, are very close to 
the measured values for the period between 02 February and 31 may 2011. 
 
 
 
 
 
 
 
 
 
 
 
Fig.4. Predicted and measured of global solar radiation for the test (June 2011). 
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7. Conclusion. 
This paper presents the outcome of an attempt made to predict the GSR based on measured values of temperature and 
relative humidity only. This is important because temperature and relative humidity are commonly available parameters, 
while GSR is costly and requires continuous attention of skilled manpower. Data for Bechar city in Algeria between 02 
February and 31 May 2011 were used for training a feedforward ANN using backpropagation algorithm. Data for 651 
hours in June 2011 were used to test the performance of the ANN system. The month, day, hour, the temperature and 
relative humidity value were used to predict the GSR. Three statistical criteria were adopted: the root mean squared error, 
the mean absolute error and coefficient of determination. Good agreements were evident between the prediction and 
measurements on a hourly time basis. The results show that the ANN technique can be reliably used in temperature 
estimations. 
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