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Establishing a predictive ab initio method for solid systems is one of the fundamental goals in condensed
matter physics and computational materials science. We demonstrate that artificial neural networks can simulate
first-principles calculations of extended periodic materials. The stochastic optimization of a highly expressive
ansatz accurately provides the ground-state energy of a one-dimensional system up to the thermodynamic limit,
reaching its chemical accuracy. The correlation energy is simulated precisely also for real solids in both two
and three dimensions. We further show that multiple excited states corresponding to the quasiparticle band
structure can be obtained with an additional small computation exploiting a technique developed from quantum
simulations.
INTRODUCTION
Artificial neural networks (ANNs) are a class of expressive
mathematical models originally designed to imitate the high
computing power of human brain. Driven by the outstanding
success over existing data processing methods in the field of
machine intelligence [1–3], ANNs have been used in a wide
range of applications, from physical science [4–8], medical
diagnosis to astronomical observations. Remarkable among
numerous factors underlying their performance is their ability
to perform efficient feature extraction from high-dimensional
data.
As universal approximators, ANNs have a rich expres-
sive power, which can also be exemplified by encoding com-
plicated quantum correlations [9]. Reference [10] showed
that ANNs, employed as a quantum many-body wavefunction
ansatz, can solve strongly correlated lattice systems at state-
of-the-art level. Such quantum state ansatze, often referred to
as neural quantum states (NQS), capture quantum entangle-
ment that even scales extensively [11]. The use of such a pow-
erful non-linear parametrization has been keenly investigated
in the quantum physics community: both equilibrium [12, 13]
and out-of-equilibrium [14–17] properties, extension of the
network structure [18–21], and quantum tomography [22–25].
Meanwhile, we point out that the application of ANNs to
fermionic systems is much less explored, despite their prac-
tical significance, such as the modeling of real materials and
the experimental realizability in quantum simulators [26, 27].
Even for small molecular systems, there are few implementa-
tions that simulate the electronic structures using ANNs either
in real-space [28, 29] or using molecular-orbits [30, 31]. A
crucial open question remains: are ANNs powerful enough to
represent the electronic structures of real solid materials in the
thermodynamic limit? This is related to one of the fundamen-
tal problems in condensed matter physics and computational
materials science, namely, to establish a predictive ab initio
method for solids or surfaces.
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FIG. 1. Schematic illustration of the relationship between the formal
computational complexity and accuracy in various first-principles
calculation methods for solid systems. Our goal is to demonstrate
that the variational calculation using neural-network-based ansatz
can readily describe both weakly and strongly correlated electronic
structures with moderate number of variational parameters, i.e., com-
putational cost. The HF and post-HF calculation methods are indi-
cated by blue squares and the DFT-based methods by green squares.
The number of orbitals at each k-point is denoted as N and the total
number of k-points as Nk. Note that this is a qualitative (approxi-
mate) illustration which will vary from case to case.
We stress that no current first-principles method can take
into account both weak and strong electron correlations com-
pactly and sufficiently. For instance, it is well known that
the accuracy of the de facto standard method, density func-
tional theory (DFT), is semi-quantitative and it is very dif-
ficult to improve significantly. Many-body-wave-function-
based methodologies are, in contrast, systematically improv-
able [32, 33]. Such techniques, mainly based on coupled clus-
ter (CC) theory (or many-body perturbation theory) [34], have
been successful for the electronic states of molecules. This
has encouraged the application of quantum chemical methods
to solid state physics [35, 36]. However, methods such as CC
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2specialize in describing weak electronic correlations, and only
work well for electronic states where the mean-field approxi-
mation is valid.
Methods for dealing with strongly correlated electrons,
called multi-reference theory, also exists in quantum chem-
istry [37]; but these assume that the number of strongly cor-
related electrons is small. Such a condition usually holds in
the case of molecules because the number of strongly corre-
lated electrons is often localized and limited. In contrast, there
can be a large number of moderately or strongly correlated
electrons in solid-state systems, owing to their high symmetry
and dense structure. Based on its success in spin systems, it
is natural to expect that the NQS have the potential to com-
pactly describe a variety of electron correlations appearing in
first-principles calculations of solids with a moderate compu-
tational cost [38–41]. [See Fig. 1 for a schematic diagram of
the hierarchy of quantum chemical methods.]
In the present work, we demonstrate that neural-network-
based many-body wave functions can readily simulate both
the ground-state and excited-state properties of extended peri-
odic materials. We transform the second-quantized fermionic
Hamiltonian into a spin representation such that the problem-
atic sign structure of fermions, which usually imposes se-
vere limits on the numerical accuracy, is naturally encoded.
From the variational Monte Carlo (VMC)-based stochastic
optimization, we show that the thermodynamic limit of a one-
dimensional system can be simulated within chemical accu-
racy. For real solids in both two and three dimensions, the
static electronic correlation in the minimal active space is
compactly represented by the NQS. Furthermore, we apply
a quantum subspace expansion to compute multiple excited
states that form quasiparticle bands.
SECOND QUANTIZATION REPRESENTATION OF SOLID
SYSTEMS
To alleviate the notorious difficulty of simulating the many-
body problem of solid systems, we employ a linear com-
bination of the single-particle basis. Namely, we construct
crystalline orbitals (COs) using the solution of the crys-
talline Hartree–Fock (HF) equation [42, 43]. The second-
quantization form of the many-body fermionic Hamiltonian
is
H =
∑
pq
∑
k
tkpqc
†
pkcqk
+
1
2
∑
pqrs
′∑
kpkqkrks
vkpkqkrkspqrs c
†
pkp
cqkqc
†
rkr
csks , (1)
where cpk (c
†
pk) denotes the annihilation (creation) operator of
an electron on the p-th CO with crystal momentum k. Here,
the anticommutation relation {cpkp , c†qkq} = δpqδkpkq is im-
posed, and one-body (two-body) integrals are given as tkpq
(vkpkqkrkspqrs ). For simplicity, hereafter we denote the suffix
as µ := (pk). While the general framework of the crystalline
HF equation is common with that for molecular systems, it
must be noted that the contribution from the reciprocal lattice
vector G = 0 requires extra numerical care owing to the di-
vergence of the exchange integrals. In the present work, we
employ the crystalline Gaussian-based atomic functions as the
single-particle basis. The Gaussian density fitting technique is
applied to efficiently compute the two-body integrals [44].
The summation in the first term of Eq. (1) is taken over the
uniform grid, which is typically obtained by shifting the k’s
obeying the Monkhorst–Pack rule [45]. Note that the number
Nk of sampled k-points can be arbitrary. The primed sum-
mation in the second term satisfies the conservation of crystal
momentum, which follows from translational invariance:
kp + kr − kq − ks ∈ G, (2)
where G is the set of reciprocal lattice vectors. With the num-
ber of COs at each k-point denoted as N , the total number of
terms in Eq. (1) is given as O(N4N3k ).
To solve the fermionic many-body Hamiltonian (1), we
must explicitly impose the antisymmetric sign structure in the
quantum state. It has been pointed out [12] that it is numeri-
cally stable to avoid dealing with such a severe condition us-
ing the NQS. Here, we map the Hamiltonian into the spin-
1/2 representation such that the sign structure is encoded in
the operators rather than the quantum states. We employ the
Jordan–Wigner (JW) transformation [46],
c†µ = (−1)µ−1
∏
ν<µ
σzνσ
+
µ , (3)
cµ = (−1)µ−1
∏
ν<µ
σzνσ
−
µ , (4)
where σ±µ is the raising (lowering) operator of the µ-th spin.
Such a mapping yields a non-local spin Hamiltonian
H =
∑
Q
cQPQ, (5)
where PQ ∈
⊗
µ{I,X, Y, Z} is a product of Pauli matrices
for a corresponding Pauli string Q. Note that other trans-
formations developed in quantum information, such as the
Bravyi–Kitaev transformation [47], are also applicable; al-
though we exclusively use the transformation Eqs. (3) and (4).
GROUND STATES IN THE THERMODYNAMIC LIMIT
In general, it is classically intractable to solve for the
ground state of the many-body Hamiltonian defined in Eq. (1)
or (5). Here we alternatively rely on a variational method that
exemplifies the expressive power of neural networks. Con-
cretely, we employ a quantum-state ansatz based on the re-
stricted Boltzmann machine (RBM) [48] to represent a quan-
3tum many-body wave function as follows [10],
|ΨRBMθ 〉 =
1
Z
∑
ΨRBMθ (σ) |σ〉 ,
ΨRBM(σ) =
∑
h
exp(Wµνσµhν +
∑
µ
aµσµ +
∑
ν
bνhν),
(6)
where ΨRBMθ (σ) is the unnormalized amplitude for a spin
configuration σ ∈ {−1,+1}Nv where Nv = NNk is the to-
tal number of spin orbitals and Z =
√∑
σ |ΨRBMθ (σ)|2 is
the normalization factor. We denote the set of complex vari-
ational parameters as θ = {Wµν , aµ, bν}, where the interac-
tion Wµν denotes the virtual coupling between the spin σµ
and the auxilliary degrees of freedom, or the hidden spin hν .
One-body terms aµ and bν are also introduced to enhance the
expressive power of the RBM state. In the present work, we
find that the it suffices to take the total number of the hidden
spin as Nh = Nv , and therefore the number of the variational
parameters is N2v + 2Nv in total. The all-to-all connectivity
between σ and h allows the RBM state to capture complicated
quantum correlations such as topological orders [13, 49] and
spin-liquid behaviours [50–52].
Using the RBM state (6) as the many-body variational
ansatz, the ground state problem is solved by approximating
the full-state imaginary-time evolution as
|ΨGS〉 ∝ lim
τ→∞ e
−τH |Ψ0〉 ∼ |ΨRBMθ0+∑k ∆θk〉 . (7)
It is a safe choice to take the initial state |Ψ0〉 (= |ΨRBMθ0 〉)
as the HF state such that the overlap with the ground state is
non-zero. Small noise is added to avoid the gradient vanishing
problem, which arises when the parameters of the RBM state
are tuned to express any computational basis exactly. Detailed
information is provided in Appendix A.
Any physical observable O can be estimated for a quantum
state |Ψ〉 using the Monte Carlo sampling:
〈O〉 = 〈Ψ|O|Ψ〉〈Ψ|Ψ〉 =
∑
σ |Ψ(σ)|2Oloc(σ)∑
σ |Ψ(σ)|2
=
∑
σ
p(σ)Oloc(σ),
(8)
where Oloc(σ) =
∑
σ′
Ψ(σ′)
Ψ(σ) 〈σ|O|σ′〉 is introduced to en-
able the simulation of the expectation value from clas-
sical sampling over the probability distribution p(σ) =
|Ψ(σ)|2/∑σ |Ψ(σ)|2. Note that Oloc(σ) for a given Pauli
string can be calculated efficiently using the expression of
the RBM state as given in Eq. (6). Using the Metropolis–
Hastings algorithm with the particle number conservation, we
typically sample O(105) to O(107) spin configurations to es-
timate p(σ). Each configuration is drawn every 10 Monte
Carlo steps so that the autocorrelation, and hence the sampling
error, is sufficiently small when the optimization converges.
As a first demonstration, we provide the potential energy
curve for a one-dimensional system whose correlation varies
(a)
(b)
FIG. 2. Solving the ground state of the linear hydrogen chain us-
ing the minimal basis set (STO-3G). (a) The potential energy curve
calculated by the RBM agrees with the FCI within chemical accu-
racy (1.6 mHa) for any atom separation dH . This indicates that the
RBM states are capable of describing both the weakly and strongly
interacting regimes. A unit cell consists of four hydrogen atoms
placed at even intervals, and two k-points are sampled from a uni-
form grid. (b) Finite-size scaling of the ground state energy at near-
equilibrium dH = 2, showing excellent agreement with conventional
methods even in the thermodynamic limit Nk → ∞. The upper
panel denotes the deviation from the FCI for Nk ≤ 8 and CCSD for
10 ≤ Nk ≤ 18. Here, the unit cell consists of a single hydrogen
atom, and hence the maximum number of spin-orbitals considered
here is 36.
drastically as the geometry is changed. Concretely, we con-
sider a linear hydrogen chain with homogeneous atom sep-
aration dH in a minimal basis set (STO-3G) [53, 54]. Fig-
ure 2(a) presents the result of the calculation using the RBM
state as well as the second-order Møller-Plesset perturbation
theory (MP2) [55], the coupled-cluster singles and doubles
(CCSD) [41, 56], and CCSD with perturbative triple exci-
tations (CCSD(T)) [57], which is considered as the gold-
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FIG. 3. Examples of potential energy curves for 2D and 3D real solids. The ground state energy is computed for various lattice constants in
the vicinity of equilibrium values. (a) Graphene on a honeycomb lattice solved using the cc-pVDZ basis. The smallest active space is taken
at each 2 × 2 Γ-centered k-point, and hence 16 spin orbitals in total. (b) LiH with the rocksalt structure solved using the STO-3G basis. The
smallest active space is taken at each 2× 2× 2 Γ-centered k-point, and hence 32 spin orbitals in total. The result obtained for the RBM state
shows remarkable agreement either with the FCI or CCSD(T), achieving an error within chemical accuracy (1.6 mHa).
standard in modern quantum chemistry. While the weakly
correlated regime at near-equilibrium is simulated quite well
by all the conventional methods, we see that they start to col-
lapse as the correlation grows at the intermediate dH regime,
not to mention the Mott-insulating large dH regime. In sharp
contrast, the RBM state precisely describes the electronic cor-
relation and achieves chemical accuracy at any atom separa-
tion dH . Here, two k-points are sampled from each unit cell
which contains four hydrogen atoms so that the interactions
between nearby sites are reflected explicitly on the model.
To further illustrate the RBM state’s power and reliability,
we calculate the energy in the thermodynamic limit by ex-
trapolating Nk → ∞ in a system with a single atom per unit
cell. The numerical result at near-equilibrium (dH = 2.0aB)
is shown in Fig. 2(b). We confirm the excellent agreement
with conventional methods by comparing the result with the
FCI for Nk ≤ 8 and CCSD for 10 ≤ Nk ≤ 18. Clearly,
the thermodynamic limit is simulated precisely as well as the
finite-size system.
Next, we provide the demonstration in both 2D and 3D real
solids: graphene and lithium hydride (LiH) crystal in the rock-
salt structure. Here, we restrict the active space per each k-
point to its highest occupied CO and lowest unoccupied CO.
The results for graphene (Fig. 3(a)) and the crystalline LiH
(Fig. 3(b)) are both in remarkable agreement with the FCI or
CCSD(T). Clearly, the RBM ansatz gives a quantitatively ac-
curate description which may allow crystal structure determi-
nations of weakly to moderately correlated real solid systems.
QUASIPARTICLE BAND STRUCTURE FROM THE
ONE-PARTICLE EXCITATION
Interest beyond the ground-state electronic structures in
solids is diverse: the response against electromagnetic fields,
impurity effects, phononic dispersions, and so on. Here, we
focus on the band structure, which is a peculiar yet funda-
mental property that characterizes solid systems. We stress
that variational calculations for the lowest band gap, which
can be experimentally measured from photoemissions, are al-
ready few. Variational methods for simulating the entire band
spectra have not been successful. Furthermore, to the best
of our knowledge, there is no simulation of excited states in
the identical sector of quantum numbers by the NQS except
the first excited state [20]. This motivates us to deepen our
understanding on the representability of the NQS beyond the
well-studied regimes.
In general, the calculation of band structures is based on
the assumption that the system is weakly to moderately cor-
related. In other words, the mean-field approximation is qual-
itatively valid, so that one-particle excitations dominate the
low-lying spectrum. By employing such a picture in a quan-
tum many-body context, we can also simulate the band struc-
ture via quasiparticle excitations. We take a similar approach
here and compute the band structure from the single-particle
linear-response behavior of the ground state.
Let us construct an appropriately truncated Hilbert space
which captures the low-lying states. It is justified from the
above argument that we consider a subspace spanned by a
set of non-orthonormal bases {Rα |ΨGS〉}, where Rα denotes
the α-th single-particle excitation operator. Here, the valence
(conduction) bands are obtained from the ionization (electron
attachment) operators {cpkp} ({c†pkp}), which allows us to
5(c)
(b)
(a)
FIG. 4. (a) Schematic diagram of the trans-polyacetylene (C2H2)n. The cyan and gray spheres indicate the carbon and hydrogen atoms,
respectively. (b) The first conduction band obtained from the quasiparticle excitation. Here, the labels CCSD and CCSD(T) indicate results
obtained from the equation-of-motion formalism (EOM-CC). The inset shows the deviation from the EA-EOM-CCSD(T)(a)* method. It is
clearly shown that the RBM (green triangle) is comparable or better than the EA-EOM-CCSD. (c) Three quasiparticle bands below and above
the Fermi energy. For (b) and (c), a single k-point is taken under the minimal basis set (STO-3G). For both calculations, the size of unit cell is
taken as 2.451 A˚.
compute the quasiparticle band with an additional computa-
tional cost ofO(N3v ). It can be shown that the diagonalization
of the effective Hamiltonian given the non-orthonormal basis
is done by the following generalized eigenvalue equation [58],
H˜C = SCE, (9)
where E = diag(E1, ..., ENv ) denote the eigenvalues and C
is an array of eigenvectors. The matrix elements of the non-
hermitian matrix H˜ and the metric S are estimated via the
Monte Carlo sampling as expectation values:
H˜αβ = 〈ΨRBMθ∗ |R†αHRβ |ΨRBMθ∗ 〉 , (10)
Sαβ = 〈ΨRBMθ∗ |R†αRβ |ΨRBMθ∗ 〉 , (11)
where the ground state is now replaced by the RBM ansatz
|ΨRBMθ∗ 〉, with the optimized variational parameter θ∗.
To enhance the numerical reliability, we further employ
the extended Koopmans’ theorem [59–61]. The energies are
shifted so that the first valence and conduction bands coincide
with the energy difference ∆EIP and ∆EEA as{
∆EIP = ENvGS − ENv−1GS ,
∆EEA = ENv+1GS − ENvGS ,
(12)
where EnGS is the energy of the RBM optimized in the
particle-number sector n.
We provide a demonstration for the quasiparticle band
structure of the polyacetylene (Fig. 4(a)) using the STO-
3G basis sets. The result is compared with a variant of
the equation-of-motion coupled cluster theories (EOM-CC):
ionization-potential (electron-attached) EOM-CC (IP-EOM-
CC, EA-EOM-CC) which considers up to 2-hole and 1-
particle (2-particle and 1-hole) excitations [41]. The agree-
ment with EOM-CCSD(T)(a)* is very good for the first va-
lence and conduction bands, while it becomes slightly worse
for higher excitations. As is shown in Fig. 4(b), the first con-
duction band is simulated almost within chemical accuracy,
which is partly due to the cancellation of optimization error
induced by Eq. (12). Meanwhile, Fig. 4(c) indicates that er-
rors in the higher excitations can be an order of magnitude
larger in the worst case, which cannot be explained merely
from the variational simulation error. Rather, it can be un-
derstood as a systematic error originating in the insufficiency
of the truncated Hilbert space; there is a trade-off between
the computational cost and the accuracy. Systematic improve-
ment can be expected from using higher-order excitation op-
erators, e.g., two-electron excitation operators {c†pkpcqkq} for
the lowest energy state in particle-number sector Nv ± 1.
DISCUSSION AND OUTLOOK
We have shown that a shallow neural network with a moder-
ate number of variational parameters provides a compact rep-
resentation of ground states in solid systems. In the weakly
to moderately correlated regions of the linear hydrogen chain,
we have demonstrated that even the thermodynamic limit can
be simulated using the RBM state. The representability of
the RBM is also exhibited in the strongly correlated regions,
6where the standard approaches broke down. We have further-
more shown that the electronic structures of real solids in both
2D and 3D can be described accurately. Finally, we have suc-
cessfully obtained the quasiparticle band structure from cal-
culating multiple electronic excitations in the linear response
regime.
Numerous future directions can be envisioned. We remark
the following three points. First is the extension towards
the complete basis limit. While we have here focused on
relatively simple basis sets, the quantitative prediction and
comparison with experiments would necessarily require larger
basis sets. Working in the continuum space is a possibil-
ity, but the calculation would be much more involved than
in molecular systems. Second is the systematic improve-
ment of the calculations for excited states. It is intriguing
to ask whether higher-order subspace expansions can be ef-
ficiently implemented. Such an extension is again nontriv-
ial in the first-quantization picture. Third is the behaviour
of physical observables. One may want to know the opti-
cal/magnetoelectric/thermal responses, so that experimental
results can be directly compared. If the system is either quasi-
static or static, those properties can be evaluated as derivatives
of the energy with respect to an external perturbation (e.g.,
electric field) [62].
The main bottleneck that prevents the simulation by the
NQS in larger systems is the sampling efficiency. As men-
tioned in Ref. [30] for the case of neural networks, and
as known before in the VMC community, accurate calcula-
tions for relatively weak electronic correlations in the HF ba-
sis requires increasingly larger number of Monte Carlo sam-
plings, because the amplitudes for multi-electron excitations
are small. One may consider applying efficient sampling tech-
niques, such as parallel tempering, heat-bath configuration in-
teraction [63], or even employ non-HF bases.
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Appendix A: Stochastic imaginary-time evolution
Given an initial state |Ψ0〉 whose overlap with the true
ground state is nonzero (and desirably not exponentially
small), the ground state |ΨGS〉 can be simulated as
|ΨGS〉 ∝ lim
N→∞
lim
η→0
(
N∏
k=1
e−ηH
)
|Ψ0〉 , (13)
where H is the Hamiltonian of the system and η is a ”learn-
ing rate” that determines the step of imaginary-time evolution.
Exact simulation of Eq. (13) for generic quantum many-body
systems becomes exponentially inefficient as the system size
grows. Hence, we approximate the quantum state by a varia-
tional ansatz |Ψθ〉 and consider the update rule of the param-
eters θ such that Eq. (13) is realized approximately.
There are numerous variational principles that dictate the
parameter updates. Here, we choose the stochastic reconfig-
uration method [67, 68], which use the Fubini-Study metric
F to measure the difference between the exact and variational
imaginary-time evolution. Given a set of variational parame-
ter θ, the update δθ is determined as
δθ = arg min
∆
(
F
(
e−ηHˆ |Ψθ〉 , |Ψθ+∆〉
))
= −ηg−1f (14)
where F(|ψ〉 , |φ〉) = arccos(√〈ψ|φ〉 〈φ|ψ〉 / 〈ψ|ψ〉 〈φ|φ〉)
and elements of the generic force fi and the geometric ten-
sor gij are given as
fi = ∂i
〈Ψθ|H|Ψθ〉
〈Ψθ|Ψθ〉 , (15)
gij =
〈∂iΨθ|∂jΨθ〉
〈Ψθ|Ψθ〉 −
〈∂iΨθ|Ψθ〉
〈Ψθ|Ψθ〉
〈Ψθ|∂jΨθ〉
〈Ψθ|Ψθ〉 , (16)
where ∂i is the derivative with respect to the i-th element of
the parameter θi. Note that both f and g can be estimated
efficiently using the Monte Carlo sampling.
Two technical remarks are in order. Firstly, to stabilize the
optimization, small number  is uniformly added to diagonal
elements of g as gii → gii + . While large  is benefi-
cial in early iterations, it is necessary to decrease it or oth-
erwise one may result in undesirable local minima. There-
fore,  is initially set as O(10−2) and gradually decreased to
O(10−3) after several hundred steps. Secondly, we find that
it is crucial to adopt an appropriate scheduling of η to speed
up the optimization and, more importantly, avoid local min-
ima. In the present work, we exclusively employ the RM-
SProp method [69], which adaptively modifies η according to
the magnitude of the gradient.
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