Answering to a recent question raised by Leśnik, Maligranda, and Tomaszewski, we prove that there is an Orlicz function Φ with the upper Matuszewska-Orlicz index equal to 1 such that the Orlicz space L Φ does not satisfy Dunford-Pettis criterion of weak compactness.
The following famous description of relatively weakly compact subsets in L 1 (µ) as equiintegrable sets is due to N. Dunford and B. J. Pettis (see [5] or [1, Theorem 5.2.9] ). Theorem 1. Let K ⊂ L 1 . The following conditions are equivalent:
(i) K is relatively weakly compact in L 1 ;
The notion of equi-integrability can be easily generalized to rearrangement invariant (r.i.) spaces X on [0, 1] (for the definition and properties of these spaces, we refer the reader to the monographs [12, 16] ). We shall say that a set K ⊂ X has equi-absolutely continuous norms in X if lim An r.i. space X is said to satisfy Dunford-Pettis criterion of weak compactness (shortly X ∈ (W DP )) if every relatively weakly compact subset of X has equi-absolutely continuous norms in X. Observe that the converse assertion holds in every r.i. space. In [3] , it has been obtained a characterization of r.i. spaces satisfying Dunford-Pettis criterion of weak compactness. Moreover, a special criterion has been proved there for Orlicz spaces. To state it, we need some definitions (for more detailed information on Orlicz spaces, see the monographs [11, 15, 17] ).
Let F be an Orlicz function, i.e., an increasing convex function on [0, ∞) such that F (0) = 0. Denote by L F the Orlicz space on [0, 1] endowed with the Luxemburg norm In particular, if F (u) = u p , 1 ≤ p < ∞, we obtain the space L p . An Orlicz space L F is separable if and only if the function F satisfies the ∆ 2 -condition at infinity, i.e., there are C > 0 and u 0 > 0 such that F (2u) ≤ CF (u) for all u ≥ u 0 .
Denote by ∇ 3 the class of all Orlicz functions F such that
for some C > 1, whereF is the complementary function to F defined bỹ
The following theorem is a combination of [3, Proposition 5.8] and [2, Theorem 3.4] (see also Proposition 4.9 in [7] ).
Theorem 2. Let F be an Orlicz function on [0, ∞). The following conditions are equivalent:
(c) each normalized sequence of pairwise disjoint functions from L F contains a subsequence equivalent to the unit vector basis in l 1 . Remark 1. This result extends also to the Orlicz-Lorentz spaces L F,w , where F is an Orlicz function and w is an increasing nonnegative function on [0, 1], w ∈ L 1 [4] .
To clarify the condition (c) of Theorem 2, we proceed with some more definitions. An r.i. space X is called disjointly homogeneous (shortly DH) if two arbitrary normalized disjoint sequences in X contain equivalent subsequences. In particular, given 1 ≤ p ≤ ∞, an r.i. space X is p-disjointly homogeneous (shortly p-DH) if each normalized disjoint sequence in X has a subsequence equivalent to the unit vector basis of l p (c 0 when p = ∞). These notions were first introduced in [9] and proved to be very useful in studying the general problem of identifying r.i. spaces X such that the ideals of strictly singular and compact operators bounded in X coincide [6] (see also survey [8] and references therein).
Let M be an Orlicz function. We define the following subsets of the space C[0, 1 2 ] of continuous functions on [0, 1 2 ]:
where the closure is taken in C[0, 1 2 ]. All these sets are nonempty and compact in C[0, 1 2 ] [15, Lemma 4.a.6]. It is well known that they largely determine properties of sequences of pairwise disjoint functions in Orlicz spaces on [0, 1] (see [15, § 4. a.], [14] ).
The following characterization of DH Orlicz spaces has been proved in [6] (see Theorem 4.1). We write E ∞ M ∼ = {F } if all functions from the set E ∞ M are equivalent at zero to the function F .
Clearly, the condition M ∈ ∇ 3 means that M(t) is in a sense close to the function H(t) := t (resp. the Orlicz space L M is located "close" to L 1 ). In a different way, the closeness of M to H can be expressed by using the well-known Matuszewska-Orlicz indices [10, Proposition 5.3] ). It can be easily proved that from the condition ϕ ∈ ∇ 3 it follows that β ∞ ϕ = 1 (see [13, Proposition 10] 
Proof. First of all, we observe that the theorem will be proved once we construct an Orlicz function Φ with the properties that β ∞ Φ = 1 and the set E ∞ Φ contains a function, not equivalent at zero to the function H. Indeed, then by Theorem 3 the Orlicz space L Φ fails to be a 1-DH space, and so from Theorem 2 it follows that Φ / ∈ ∇ 3 . Let us introduce some auxiliary functions. We set φ(t) = 1 if 0 < t ≤ 4, and for n = 3, 4 . . .
Then, the function Φ that we need is defined by
Let us check that Φ is an Orlicz function on [0, ∞). One can easily see that it suffices to show that the function F (y)/y increases for y > 0, or equivalently Thus, inequality (1) is established, and so Φ is an Orlicz function. The next our goal is to prove that the upper Matuszewska-Orlicz index β ∞ Φ is equal to 1. To this end, we are going to show that for every p > 1 there is a constant C p > 0 such that for all x, y ≥ 1
Note that it suffices to check inequality (2) only for "large" values of x and y. In fact, let us assume that (2) is already proved in the case when x, y ≥ K > 1. Then, for all x, y ≥ 1
and, if additionally 1 ≤ x ≤ K, we have
In the remaining case when x ≥ K and 1 ≤ y ≤ K, taking into account that F (y) increases, F (0) = 1 and using the hypothesis, we get
As a result, inequality (2) holds for all x, y ≥ 1 (possibly with a larger constant C p ). Next, we shall prove (2) for "large" values of x and y. Let 0 < ε ≤ (p − 1)/2 be fixed. It is easy to see that there exists n 0 ∈ N such that for all n, m ∈ N, m − 1 > n ≥ n 0 the following inequality holds:
Then, assuming that x, y ≥ 2 2 n 0 , we can find n, m ∈ N, m − 1 > n ≥ n 0 , satisfying the inequalities 2 n−1 < log 2 y ≤ 2 n , 2 m−1 < log 2 y + log 2 x ≤ 2 m . In particular, for the chosen n and m we have (3).
We set A := t ∈ [log 2 y, log 2 y + log 2 x] : φ(t) = 2 and B := t ∈ [log 2 y, log 2 y + log 2 x] : φ(t) = 1 . There are four possible different arrangements of the numbers log 2 y and log 2 y + log 2 x inside the intervals [2 n−1 , 2 n ] and [2 m−1 , 2 m ], respectively. Let us consider them successively.
If 2 n−1 < log 2 y ≤ 2 n − 2 √ n and 2 m − 2 √ m ≤ log 2 y + log 2 x ≤ 2 m , then by the definition of φ we get
In the case when 2 n − 2 √ n < log 2 y < 2 n and 2 m−1 < log 2 x + log 2 y < 2 m − 2 √ m , we have Since µ(B) ≤ log 2 x, then combining (4) with the definition of φ, we get
and hence, by the choice of ε, F (xy)
for all x, y ≥ 2 2 n 0 . Thus, taking into account the above observation, we obtain (2) for all x, y ≥ 1. Further, let us check that for some c > 0 we have
The right-hand side inequality in (5) is an immediate consequence of the definition of Φ and the fact that F (y)/y is an increasing function for y > 0. On the other hand,
Moreover, from inequality (2) for x = 2 and y ≥ 1 it follows that
Since F (x) = x if 0 < x < 16 and C p ≥ 1, then this inequality holds for all x > 0. Combining the last estimates, we arrive at the left-hand side inequality in (5) .
It is easy to see that from inequalities (5), (2) , and the definition of the upper Matuszewska-Orlicz index it follows that β ∞ Φ = 1. It remains to show that the set E ∞ Φ contains a function that is not equivalent at zero to the function H(t) = t.
Let m ∈ N be fixed. Then we have 2 n − 2 √ n < 2 n − 2 m whenever n > m 2 . Hence, φ(t) = 2 for all 2 n − 2 m ≤ t ≤ 2 n . Consequently,
From inequality (5) and equation (6) we get the following estimate for the points t n := 2 2 n , n ≥ m 2 :
Consider now the functions Φ n (x) := Φ(xt n ) Φ(t n ) , n = 1, 2, . . . , Clearly, Φ n ∈ E ∞ Φ,Am , n ≥ m 2 , where A m := 2 2 m 2 . Since E ∞ Φ,Am is a compact set in C[0, 1 2 ], there exists an increasing subsequence of positive integers {n k } ∞ k=1 such that Φ n k (x) uniformly converges on [0, 1 2 ] to some function N(x). One can easily to see that N belongs to the set E ∞ Φ,A for each A > 0, which implies that N ∈ E ∞ φ . In addition, in view of inequality (7), we have for all m = 1, 2, . . .
It is immediately follows from this estimate that N(t) is not equivalent at zero to the function H. Summarizing everything, we complete the proof.
