Abstract. We present several formulae for the Selberg type integrals associated with the Lie algebra sl 3 .
Introduction
The Selberg integral is the integral (1.1)
where ∆ k [x, y] = {t ∈ R k | x t k . . . t 1 y} . Integral (1.1) is a generalization of the Euler beta integral. In 1944 Selberg showed [S] that the integral equals k−1 j=0 Γ(α + j γ) Γ(β + j γ) Γ(γ + jγ) Γ α + β + (2k − 2 − j )γ Γ (γ) .
The Selberg integral is one of the most remarkable hypergeometric functions with many applications, see for instance [A1] , [A2] , [As] , [D] , [DF1] , [DF2] , [FSV] , [M] . Taking a suitable limit of the Selberg integral one gets the exponential Selberg integral:
(1.2)
There is also a discrete version of the exponential Selberg integral: 3) can be obtained from the formula for the q-Selberg integral, see [AK] , by the so-called rational degeneration.
The series (1.3) converges for |z| < 1 and any α, γ such that all gamma-functions are well defined. As z → 1 , formula (1.3) reproduces formula (1.2).
For generic α, γ one can replace the sum over the lattice cone ∆ k Z,γ by the sum over the total lattice
since all additional terms appearing in the sum vanish. All three types of Selberg integrals are related to representation theory of the Lie algebra sl 2 . Namely, given a tensor product V = V 1 ⊗ . . . ⊗ V n of sl 2 -modules one has various linear systems of differential and difference equations for a V -valued function u(z 1 , . . . , z n ) . The equations are called the Knizhnik-Zamolodchikov (KZ ) and dynamical equations, see [EFK] , [EV] , [FMTV] , [MaV] , [TV3] , [V] . All three types of Selberg integrals appear as coordinate functions of hypergeometric solutions of those equations.
In particular, integral (1.1) appears as a coordinate function of the hypergeometric solution of the KZ differential equations with values in the space
where L ℓ is the irreducible sl 2 -module with highest weight ℓ ∈ C , and e, h are the standard generators of the Borel subalgebra of sl 2 .
Integral (1.2) appears as the coordinate function of the hypergeometric solution of the dynamical differential equation from [FMTV] with values in the weight subspace
Integral (1.3) appears as the coordinate function of the hypergeometric solution of the dynamical differential equation from [TV3] with values in
In all three cases the unknown function u(z 1 , . . . , z n ) takes values in a one-dimensional space. It was conjectured in [MV] that if the space of values of a KZ or a dynamical equation is one-dimensional, then coordinates of the hypergeometric solution can be expressed in terms of elementary functions and gamma-functions.
Motivated by this ideology, we give in this paper four versions of new Selberg type integrals analogous to integrals (1.1) -(1.3), see formulae (2.5), (3.2) -(3.4). In fact, the new integrals are coordinate functions of hypergeometric solutions of KZ and dynamical equations associated with the Lie algebra sl 3 , but we do not discuss this connection in the present paper.
Discrete exponential Selberg integrals associated with sl 3
For any function f (t 1 , . . . , t k ) set
and the weight function
The weight function is symmetric in u 1 , . . . , u k 1 and in v 1 , . . . , v k 2 , and has at most simple poles located at the hyperplanes v b − u a = γ . Its numerator
vanishes at every triple intersection of the form
(1.4). Let α, γ be generic. Then the function F (u; v; z 1 , z 2 ) has a limit as (u , v) → (ū ,v) along any straight line which does not belong to the singularity hyperplanes of the function F , and the limit does not depend on the direction. By abuse of notation we denote this limit F (ū;v; z 1 , z 2 ) .
Actually, in a neighbourhood of any point
γ the function F can be written in the form F = G+P/Q , where G, P, Q are functions, regular at (ū,v) , and the leading part of the Taylor series expansion of the function P at (ū,v) has greater homogeneous degree than that of the function Q . Hence, the limit F (ū;v; z 1 , z 2 ) equals G(ū;v) .
y] be a domain in R k 1 +k 2 with coordinates t 1 , . . . , t k 1 , s 1 , . . . , s k 2 defined by the following inequalities:
where the function F is defined by formulae (2.1) -(2.3).
The series (2.5) converges for |z 1 | < 1 , |z 2 | < 1 and generic α, γ . For k 2 = 0 formula (2.5) coincides with formula (1.3).
with coefficients
Introduce the weight function g(t 1 , . . . , t k 1 ; s 1 , . . . , s k 2 ) = Sym
The weight function is symmetric in t 1 , . . . , t k 1 and in s 1 , . . . , s k 2 , and has at most simple poles located at the hyperplanes t a = s b . Formula (3.1) is a specialization of formula (2.2) at γ = 0 .
Theorem 3.1. (Exponential Selberg integral in the sl 3 case)
Theorem 3.2. (Selberg integral in the sl 3 case)
Theorem 3.3. (Another Selberg integral in the sl 3 case)
.
Integrals (3.2) -(3.4) converge if
Re α > 0 , Re β 1 > 0 , Re β 2 > 0 , Re γ < 0 and | Re γ | is sufficiently small. For k 2 = 0 formulae (3.2) and (3.3), (3.4) coincide respectively with formulae (1.2) and (1.1).
There is another description of the integration chains C k 1 ,k 2 γ in Theorems 3.1 -3.3. We explain it for the exponential Selberg integral (3.2). For the Selberg integrals (3.3) and (3.4) the description is similar.
Consider a collection of simple curves C 1 , . . . , C k 1 +k 2 going around the real positive semiline R 0 like the curve in the picture:
and such that C i is between R 0 and C j for any i < j . Let G(t 1 , . . . , t k 1 ; s 1 , . . . , s k 2 ) be the integrand in the left hand side of formula (3.2) and let
(no absolute value of s b − t a ). Fix a branch of the function G(t 1 , . . . , t k 1 ; s 1 , . . . , s k 2 ) on C 1 × . . . × C k 1 +k 2 in the following way: at the point, where all the variables t 1 , . . . , t k 1 , s 1 , . . . , s k 2 are real negative, one has arg t a = arg(s b − t a ) = π for any a, b , and arg(t a − t b ) = arg(s a − s b ) = 0 for a < b . Equivalently, if Im t a > 0 , Im s b > 0 for any a, b , and 0 < Re t k 1 < . . . < Re t 1 < Re s k 2 < . . . < Re s 1 , then arg t a , arg(s b − t a ) for any a, b , and arg(t a − t b ) , arg(s a − s b ) for a < b are between −π/2 and π/2 .
Theorem 3.4.
where
The proof is straightforward.
4. On proofs of Theorems 2.3, 3.1 -3.3
All four types of new Selberg integrals (2.5), (3.2) -(3.4) are related to representation theory of the Lie algebra sl 3 . They appear as coordinate functions of hypergeometric solutions of the KZ and dynamical equations with values associated with sl 3 .
Let α 1 , α 2 be simple roots of sl 3 , and let ω 1 , ω 2 be the fundamental weights. Denote by L λ the irreducible sl 3 -module of highest weight λ . Series (2.5) appears as the coordinate function of the hypergeometric solution of the dynamical differential equations from [TV3] with values in the weight subspace L λ [λ − k 1 α 1 − k 2 α 2 ] for λ ∈ C ω 1 , and integral (3.2) appears as the coordinate function of the hypergeometric solution of the dynamical differential equations from [FMTV] with values the same weight subspace. Integrals (3.3), (3.4) appear as coordinate functions of the hypergeometric solution of the KZ differential equations with values in the space Sing (L λ 1 ⊗ L λ 2 )[λ 1 + λ 2 − k 1 α 1 − k 2 α 2 ] of singular weight vectors for λ 1 ∈ C ω 1 .
To prove Theorem 2.3 one shows that expressions in both sides of formula (2.5) obey the same system of differential equations with respect to the variables z 1 , z 2 , which are the dynamical differential equations in this case. On the other hand, the values of both expressions at z 1 = z 2 = 0 coincide, which completes the proof.
Theorem 3.1 is derived from Theorem 2.3 by taking the limit z 1 → 1 , z 2 → 1 . This is quite similar to getting formula (1.2) from formula (1.3) in the limit z → 1 .
To obtain Theorem 3.2 one shows that expressions in both sides of formula (2.5) obey the same system of difference equations with respect to the shifts of the variables β 1 → β 1 + 1 and β 2 → β 2 + 1 , see [MaV] ; these difference equations are the dynamical difference equations from [TV2] . Therefore, these expressions are proportional up to a periodic function of β 1 , β 2 . The periodic function can be found by comparing asymptotics as Re β 1 → +∞ , Re β 2 → +∞ . In this limit formula (3.3) reduces to formula (3.2), which shows that the periodic function is the constant equal to 1 .
The proof of Theorem 3.3 is based on formula (3.3). It is outlined in the next section, cf. (5.5).
Further generalizations of Selberg type integrals
Denote by S(α, β ) the Selberg integral (1.1). Consider the following integrals:
In particular, I 0 = S(α, β + 1) and I k = S(α + 1, β ) .
Proposition 5.1. For any l = 0, . . . , k one has
The proof is straightforward using Aomoto's formula [A1] :
(1 − t a ) .
Proposition 5.1 is equivalent to the formula for the Selberg integral and linear relations for the integrals I 0 , . . . , I k :
α + (k − l − 1)γ I l = (β + lγ) I l+1 , l = 0, . . . , k − 1 .
These relations correspond to the fact that I 0 , . . . , I k are coordinates of a singular vector in the tensor product L ℓ 1 ⊗ L ℓ 2 of sl 2 -modules with highest weights ℓ 1 = −α/γ , ℓ 2 = −β/γ . Fix nonnegative integers k 1 , k 2 such that k 1 k 2 . Denote by R(α, β 1 , β 2 , γ) the integral (3.3). Consider the master function Ω(t 1 , . . . , t k 1 ; s 1 , . . . , s k 2 ; α, β 1 , β 2 ) = = k 1 a=1 t α−1 a
(1 − t a )
Say that a triple of nonnegative integers (l 1 , l 2 , m) is admissible if l 1 k 1 − k 2 + l 2 , l 2 k 2 and m min(l 1 , l 2 ) . For any admissible triple l 1 , l 2 , m introduce the functions
