Summary. --The concept of energy velocity for linear dispersive waves is usually given for a normal mode solution of the system as the ratio between the mean energy flux and the mean energy density. In the absence of dissipation this velocity is known to coincide with the corresponding group velocity. When dispersion is accompanied by dissipation, this interpretation is not correct since the group velocity loses its original meaning and can assume nonphysical values. In this note the relation between energy velocity and group velocity is derived for dissipative, uniaxial waves, governed by a linear hyperbolic system. An example is provided where the energy velocity is compared with the phase and group velocities. PACS 03.40 -Classical mechanics of continuous media: general mathematical aspects.
velocity computed at the frequency (or wavelength) of the wave; this general property of linear systems can be proven in different wayes (see e.g. (3.8) ).
When there is dissipation this coincidence is manifestly broken since the group velocity (defined by taking the real part in the usual formula) loses its original meaning and can assume, in certain ranges of frequency or wavelength, nonphysical values (e.g., exceeding the wave-front velocity), as pointed out by Sommerfeld and Brillouin(9) for electromagnetic waves. In other words, at variance with conservative systems, for dissipative systems the concept of group velocity may become meaningless and appears not easily related to energy propagation, so that specific treatments are necessarily required.
Recently Mainardi(1~ has provided an interesting relation between the energy velocity and the phase velocity for dispersive and dissipative waves that are governed by a linear hyperbolic system. In this note, in view of the importance of the concept of group velocity for conservative waves (in both linear and nonlinear system, see e.g. (1~)), we will show how, in the presence of dissipation, the energy velocity of hyperbolic waves can be related to the group velocity as well. Furthermore an example of physical interest is provided where the energy velocity is compared with the phase and group velocity.
As in (10) we restrict ourselves to uniaxial waves and we agree to write the governing hyperbolic system in the form where u = u(x, t) is a real n-vector function which represents the field variable and D and M are constant real n • n matrices, with D symmetric. Furthermore we assume that the variable u in eq. (1) is chosen in such a way that the functional
is the energy density for the physical system, where 9 denotes the inner product in R ~.
(~) C.
The system is supposed to be nonconservative in the sense that 4,' satisfies the following balance law:
where ,~7-= , ~7-[u] is the (energy) flux density and d '= d'[u] is the rate of loss (if positive), or of supply (if negative). We agree to refer to ~1" as to the loss density. For a detailed discussion of the energy balance law in nonconservative systems we refer to recent papers of the authors (12.19, where also the notion of centrovelocity of energy is introduced. For the system (1) we obtain particularly simple expressions for the flux and for the loss (1~ in the present notation they read (,r[u] 
The velocity Ve is sometimes called the mean velocity of energy transport; here, we will simply refer to it as the energy velocity. The importance of the rate ~ can be recognized after integrating (3) over x. It follows that
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where ~0 is the energy density corresponding to the initial data u(x, 0). As a consequence of eqs. (2) and (4)- (7) we get
:r = 2 (u. M~u)
<u.u>
From eqs. (2), (5) we note that, if the matrix M ~ is proportional to the identity matrix, then, for any solution u(x, t) of (1) and for all x, t, the loss density is proportional to the energy density. This peculiar fact, referred to as uniform damping, can also be expressed by (12) a = --= where now the dissipation rate ~ is a characteristic constant of the system, indipendent of the solution and of the space domain (12). In this paper we consider particular space-periodic solutions, referred to as normal modes, from which usually the analysis of linear dispersive waves starts. These solutions are of the form
with k real and ~ complex in general, and V a complex n-vector. Henceforth we will denote a given normal mode simply by u(k), so dropping the dependence on x, t; furthermore we will use the notation ue(k) to denote the complex solution whose real part provides u(k). These normal modes represent (pseudo) monochromatic waves, since they are sinusoidal in space with period (wavelength) ~ = 2=/k, but not necessarily sinusoidal in time, since ~o may be complex. Only if oJ is real, these solutions represent effectively monochromatic waves with a time period T = 2=/~ and with a constant amplitude. In general these waves are decaying or growing exponentially in time if the quantity (damping factor)
is positive or negative, and they propagate with speed (phase velocity)
For u(k), and hence uC(k), to be a solution of (1), ~ and V depend on k in such a way that they satisfy the following eigenvalue problem:
namely they should be an eigenvalue and a corresponding eigenvector of the matrix (2(k) = kD -iM. In particular ~o must satisfy the dispersion relation that follows from (16), i.e.
In general at a given k there may be several branches oJ(k) of (17), providing distinct modes. For a given branch ~o = o~(k), the dispersive properties are illustrated by the functions (14) and (15). Furthermore we introduce the group velocity as
In the conservative case o~ is real and Vg has the kinematic meaning of speed of the group (wave packet). In the nonconservative case, Im [o(k)] does not vanish in general so that Vg is expected to lose its usual meaning (see e.g. (9)), while Vp does keep it.
The energy velocity and the attenuation factor associated with the waves (13) can easily be obtained from eqs. (10), (11), respectively, inserting the solution (13) and averaging over the wavelength. For this purpose we recall the following properties concerning two normal modes with a given k and o~(k) but with different amplitude:
where the inner product is in R n or C ** as appropriate.
The importance of relations (19)- (20) is that they enable us to compute Ve and without carrying out the averages present in eqs. (10)- (11); we obtain
From (21)- (22) we recover the property that for normal-mode solutions the energy velocity and the dissipation rate are constant (time independent), depending uniquely on the wavenumber. Furthermore, the energy velocity turns out to be bounded from above and below by the extreme eigenvalues of the matrix D, i.e. by the extreme characteristic velocities of the hyperbolic system. Recently Mainardi (io) has proven the following identities: These equations can readily be obtained taking the On-inner product of (16) with V, and considering the imaginary and real parts, respectively. From (22) and (24), we may incidentally note that ~ = 2•. Previously, Broer and Peletier (14) have used the eigenvalue equation (16) to prove that, in the absence of dissipation (M s = 0), the r.h.s, of (21) equals the group velocity. Now we would like to extend the analysis in (lo.14) to show how the energy velocity can be related to the group velocity, taking into account the symmetric part M S of the matrix M, that is responsible for dissipation. This relation, which is known to be an identity when M is purely antisymmetric (it), can be obtained from the eigenvalue equation (16) after some manipulations. For this purpose we differentiate (16) with respect to k and take the C n inner product with V so obtaining
and hence
where * and t denote complex and Hermitian conjugate, respectively. Noting that (27) ~o* = oJ + 2iy, 
Using (21) and noting that oJ' = V~ -i1", it is a simple matter to get from (29) 2 We recognize from (30) the fact that the identification of energy velocity with group velocity is valid not only in the absence of dissipation (y = 0 r M s = 0), but also for uniform damping (M s = 1"1). In the particular case of uniform damping without dispersion (M = M ~ = 14) we recover from (23), (30) the trivial equality of the three velocities V~, V~, Vg. We conclude our analysis with recalling the instructive example of the linear Klein-Gordon equation with dissipation (KGD equation) that rules wave propagation in an elastic string, anchored elastically to its equilibrium position by a transverse restoring force and damped by air friction. It is a second-order hyperbolic equation that reads (32) eft + 2aCt + b2r = c ' Cxx, where r = r t) denotes the transverse displacement and a, b, c are nonnegative constants related with air damping, restoring force and string tension, respectively (1~). The corresponding dispersion relation reads Formulae (36) and (37) can also be found after some elementary calculations from eq. (21) or (23) or (30) as well, thus providing a check of our present theory. For convenience we quote the relevant passage required to get the energy velocity.
Choosing u = col(r cCx, be), the KGD equation (32) can be written as a firstorder hyperbolic system of type (1)- (2) After deriving the dispersion relation (33) from the eigenvalue problem (16) using (1), (13), (38) (and neglecting the spurious eigenvalue oJ = 0 that arises because a three-vector u is introduced to describe a second-order equation), we obtain the eigenvector for the progressive mode, to be inserted in eqs. In particular, after simple algebra, we obtain the relevant expressions (40)
We note that Ve as given by (36) and (37) is an increasing function of k which does not exceed the wave front velocity c (either Vp or Vg), and that it reduces to the phase velocity only if b = 0, and to the group velocity only if a = 0. In the particular case a = b, it remains distinct from c in spite of the absence of dispersion (dissipation is however acting not uniformly on the energy since M S is not proportional to I).
For the sake of clearness, in fig. 1 we show pictures that compare the energy velocity Ve with the kinematic velocities Vp, Vg in the following relevant cases: 1) O=a<b, 2) 0<a<b, 3) 0<b<a, 4) O=b<a.
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