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Resumen
Este artı´culo aborda el problema de seguimiento de trayectoria de un aerodeslizador subactuado. Esta clase de sistemas es
difı´cil de controlar debido a que su movimiento esta´ sujeto a una restriccio´n no holono´mica de segundo orden. La resolucio´n de
este complejo problema requiere la descomposicio´n de la dina´mica del sistema en dos subsistemas (posicio´n y orientacio´n) para
los que se disen˜a una ley de control basada en dos controladores no lineales en cascada. El lazo externo de control calcula los
valores de la fuerzas en el sistema inercial Fx y Fy que deberı´an aplicarse al aerodeslizador para seguir la trayectoria deseada.
A partir de estas fuerzas se determina la referencia para la orientacio´n, ψc, entrada del lazo interno. Por su parte, el lazo interno
intenta controlar la orientacio´n para de esta forma seguir las referencia ψc del lazo externo. Ambos controladores se han disen˜ado
teniendo en cuenta la saturacio´n de los actuadores. En particular, el principal resultado de este artı´culo muestra que en los casos
donde la trayectoria esta´ adecuadamente deﬁnida, es posible ajustar los para´metros del controlador para evitar la saturacio´n de
los actuadores. Este trabajo demuestra de forma teo´rica la estabilidad asinto´tica global del error de seguimiento bajo la accio´n del
controlador propuesto. Adema´s, mediante simulaciones, se analiza el comportamiento del sistema y el signiﬁcado pra´ctico de los
resultados teo´ricos. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El problema de seguimiento de trayectoria de robots mo´vi-
les subactuados no holono´micos es un campo de gran intere´s
en la disciplina del control automa´tico debido a las diﬁculta-
des que presentan este tipo de sistemas. Para una revisio´n de
los principales problemas y te´cnicas que se plantean en dichos
vehı´culos ve´ase Kolmanovsky and McClamroch (1995).
Segu´n el criterio de Encarnac¸a˜o and Pascoal (2001) es po-
sible distinguir los siguientes problemas de seguimiento:
I. Seguimiento de trayectoria (tracking): En este problema
el vehı´culo debe seguir una trayectoria espacial que se encuen-
tra parametrizada en el tiempo (x(t),y(t)).
II. Seguimiento de camino (Path following): En este proble-
ma el vehı´culo debe converger hacia un camino preestablecido
(x(s),y(s)), donde s puede ser cualquier parametrizacio´n de la
trayectoria (normalmente la longitud de arco) y donde una vez
haya llegado hacia el camino debera´ seguirlo con una velocidad
de crucero especiﬁcada v(s).
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Cabe resaltar que, sin embargo, algunos autores no hacen
esta distincio´n al considerar el seguimiento de camino como un
seguimiento de velocidad, ve´ase por ejemplo Ashraﬁuon et al.
(2008).
Este artı´culo aborda el primero de los problemas, habida
cuenta de que una vez disen˜ado un control de seguimiento de
trayectoria dicha estrategia de control puede ser modiﬁcada pa-
ra convertirla en un control de seguimiento de camino. De he-
cho, el control de seguimiento de camino ofrece un grado de
libertad extra en la eleccio´n de la dina´mica del para´metro s que
en el caso del seguimiento de trayectoria esta´ ﬁjado, reducien-
do en una unidad la dimensionalidad del problema. Aguiar and
Hespanha (2007) proponen un ejemplo de disen˜o que muestra
co´mo es posible llevar a cabo dicha conversio´n.
La diﬁcultad involucrada en el control de dichos vehı´cu-
los depende en gran parte de la conﬁguracio´n de los mismos.
Ası´ por ejemplo en los vehı´culos que no poseen deslizamien-
to (restricciones no holono´micas de primer orden) existe toda
una gama de soluciones de control cinema´ticas (Balluchi et al.,
2000), ası´ como dina´micas (Oya et al., 2003).
Sin embargo, cuando existe deslizamiento (condiciones no
holono´micas de segundo orden), las leyes de control deben con-
siderar necesariamente las condiciones dina´micas del sistema
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(Behal et al., 2002) o (Murray and Sastry, 1993) . De hecho
e´ste es uno de los mayores problemas con los que se encuentra
el control de vehı´culos subactuados, ya que dichas restricciones
reducen el conjunto de trayectorias factibles en el espacio de-
conﬁguraciones (Aguiar et al., 2003), (Oriolo and Nakamura,
1991).
En general, las leyes de control de seguimiento de trayec-
toria se encuentran fuertemente inﬂuidas por las condiciones
de controlabilidad del vehı´culo en la trayectoria y con la con-
dicio´n de Brockett (1976) que aﬁrma que no pueden disen˜arse
leyes de control por realimentacio´n, continuas e independientes
del tiempo para la estabilizacio´n del vehı´culo. Para un ana´lisis
de dichas implicaciones ve´ase el trabajo de Murray and Sastry
(1993).
De este modo, las leyes de control por realimentacio´n del
estado imponen condiciones sobre el tipo de trayectorias que
pueden seguirse. Ası´ por ejemplo, en Lefeber et al. (2003) se
exigen condiciones de persistencia de la excitacio´n en la veloci-
dad angular r, lo que garantiza la controlabilidad local en torno
a la trayectoria. Lo mismo ocurre en Dong and Guo (2005).
El problema de estas leyes de control es que son incapaces de
seguir trayectorias rectilı´neas (r = 0). Condiciones similares
se aplican al problema de estabilizacio´n de la velocidad como
puede verse en Fantoni et al. (2000).
El mismo problema se presenta en el trabajo de Toussaint
et al. (2000), donde se disen˜a, utilizando la te´cnica de backs-
tepping, un control que estabiliza un vehı´culo de superﬁcie en
trayectorias que produzcan una dina´mica estable para la orien-
tacio´n (lo que en particular se cumple en trayectorias de curva-
tura constante).
Otra forma de evitar las restricciones impuestas por la con-
dicio´n de Brockett es usar soluciones de control variantes en
el tiempo. Por ejemplo Ariaei and Jonckheere (2006) disen˜an
un control de seguimiento de trayectorias circulares mediante
controladores LDV (Linear Dynamically Varying) para un ae-
rodeslizador subactuado.
En otras ocasiones se alcanza seguimiento de trayectoria en
un sentido pra´ctico (el error de seguimiento no es nulo pero
puede hacerse tan pequen˜o como se quiera aumentando la sen˜al
de control). En esta lı´nea se encuentran los trabajos de Aguiar
et al. (2003) y Aguiar and Hespanha (2007). La ventaja de es-
ta te´cnica es que puede aplicarse a trayectorias muy generales,
dado que basta u´nicamente con que las trayectorias espaciales
sean suﬁcientemente suaves. La principal desventaja es el com-
promiso entre la eﬁcacia en el seguimiento de trayectoria y el
esfuerzo de control.
Conviene destacar que el aerodeslizador es diferencialmen-
te plano para un conjunto amplio de trayectorias, esto es, que
conocido un subconjunto de las salidas (variables planas) y sus
derivadas hasta cierto orden, es posible invertir el sistema ob-
teniendo tanto el conjunto de los estados como las entradas de
control necesarias para seguir la trayectoria. Ve´ase Fliess et al.
(1995) para una descripcio´n exhaustiva de este concepto ası´ co-
mo Aguilar-Iba´ez et al. (2012) para un ejemplo de aplicacio´n.
En particular, algunas leyes de control hacen uso de esta propie-
dad en su disen˜o, como es el caso de Sira-Ramirez and Ibanez
(2000) y Sira-Ramirez H. (2000) . Estas estrategias producen
no obstante leyes de control variantes en el tiempo.
En Dumbar et al. (2003) se explota otra te´cnica que consiste
en desacoplar el sistema de control en dos sistemas no lineales
en cascada. Dicha idea se apoya sobre la base del trabajo previo
de Olfati-Saber (2002), donde se aﬁrma sin demostracio´n que
es posible disen˜ar la ley de control de modo tal que se satisfagan
ciertas restricciones de saturacio´n.
En este artı´culo se desarrolla una estrategia de control que,
como en Dumbar et al. (2003), utiliza un desacoplamiento entre
la posicio´n y la orientacio´n del vehı´culo. Adema´s, se demuestra
la estabilidad asinto´tica global para cualquier trayectoria bien
deﬁnida, como se expondra´ en la seccio´n 2.2.
2. Problema de control
En esta seccio´n se describe el problema de seguimiento de
trayectoria por parte de un aerodeslizador subactuado.
2.1. Modelo del aerodeslizador
El vehı´culo a controlar es el aerodeslizador mostrado en la
Figura 1. En dicha ﬁgura se considera que {U} y {B} son los
sistemas de referencia inercial y ﬁjo al vehı´culo respectivamen-
te. Los vectores de posicio´n y velocidad del centro de gravedad
del vehı´culo expresados en {U} son [x, y]T y [vx, vy]T respecti-
vamente. La orientacio´n del sistema {B} respecto al sistema {U}
se establece en te´rminos del a´ngulo de guin˜ada (yaw) ψ, cuya
derivada es la velocidad angular r. Las velocidades en ambos
sistemas se relacionan de la siguiente forma vx = V cos(ψ), vy =
V sin(ψ) donde V = ||[vx, vy]T || es la velocidad total del vehı´cu-
lo. Con estas deﬁniciones la dina´mica del modelo puede ex-
presarse mediante el modelo simpliﬁcado de un aerodeslizador
descrito en Aguiar et al. (2003):
x˙ = vx (1a)
y˙ = vy (1b)
v˙x = F cos(ψ) − duvx (1c)
v˙y = F sin(ψ) − duvy (1d)
ψ˙ = r (1e)
r˙ = τ − drr (1f)
donde m es la masa del vehı´culo, J el momento angular respec-
to al eje vertical y l la distancia entre los propulsores y el eje de
simetrı´a. Fe y Fb son las fuerzas del motor de babor y estribor
respectivamente (ver Figura 1)y se usan como sen˜ales de con-
trol que actu´an sobre el vehı´culo. En este trabajo se considera
de forma explicita la saturacio´n en las sen˜ales de control reales
Fe y Fb ∈ [umı´n, uma´x]. A partir de dichas fuerzas se obtienen
la fuerza y el momento normalizados F = (Fb + Fe)/m y τ =
l(Fb − Fe)/J que tienen unidades de aceleracio´n m/s2 y rad/s2
respectivamente. En este modelo du = Du/m, y dr = Dr/J son
los coeﬁcientes de rozamiento de rotacio´n y traslacio´n normali-
zados deﬁnidos por los para´metros sin normalizar Du y Dr que
se muestran en la Tabla 1. De este modo el estado del sistema
queda deﬁnido por x = [x, y, vx, vy, ψ, r]T .
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Figura 1: Modelo esquema´tico de un aerodeslizador subactuado.
Tabla 1: Para´metros del modelo
Para´metro Valor
m 0.995Kg
J 0.014Kgm−2
l 0.075m
umax 0.545N
umin 0.347N
Du 0.357Kgs−1
Dr 0.0243Kgm−2s−1
2.2. Trayectorias bien deﬁnidas
El aerodeslizador es un sistema subacutado ya que so´lo dis-
pone de dos acciones de control (Fe y Fb) para controlar tres
grados de libertad independientes: x, y y ψ. No obstante, la
dina´mica del aerodeslidador es plana con respecto a las coor-
denadas de posicio´n tal como se demuestra en Sira-Ramirez
(2002), (ve´ase Fliess et al. (1995) para mayor informacio´n acer-
ca de los sistemas diferencialente planos). Esto implica que una
vez ﬁjadas las referencias para la trayectoria espacial xr(t) e
yy(t), todos los estados, ası´ como las acciones de control que
deben aplicarse al vehı´culo para seguir la trayectoria, quedan
automa´ticamente ﬁjadas. Para ello conside´rese las ecuaciones
(1c) y (1d) y defı´nase Fr como la fuerza necesaria para seguir
la referencia, entonces la orientacio´n ψr esta´ deﬁnida como si-
gue:
Fr cos(ψr) = v˙xr + duvxr = x¨r + du x˙r := F1 (2a)
Fr sin(ψr) = v˙yr + duvyr = y¨r + duy˙r := F2 (2b)
Esta condicio´n puede expresarse como una restriccio´n no ho-
lono´mica de segundo orden (x¨r+du x˙r) sin(ψr)−(y¨r+duy˙r) cos(ψr)
que no es integrable tal como se demuestra en el capı´tulo 2 de
Chaos (2010). La no integrabilidad de esta condicio´n tiene un
impacto importante en el disen˜o de la ley de control:
Si la restriccio´n (2) fuese completamente integrable en-
tonces serı´a posible expresar la orientacio´n (ψ) en fun-
cio´n de la posicio´n x, y y por tanto eliminarla de la dina´mi-
ca (1). Esto signiﬁca que no serı´a posible alcanzar cual-
quier conﬁguracio´n del vehı´culo (x, y, ψ) y bastarı´a con
controlar la posicio´n para que la orientacio´n quedase ﬁ-
jada.
Si la restriccio´n (2) fuese parcialmente integrable, enton-
ces la orientacio´n estarı´a ligada a las posiciones y las ve-
locidades (x, y, x˙, y˙). En este caso serı´a posible alcanzar
cualquier conﬁguracio´n (x, y, ψ) pero no cualquier estado
(x, y, ψ, vx, vy, r). Este es el tipo de restricciones que apa-
recen en robots mo´viles que ruedan sin deslizamiento.
En este caso, la restriccio´n es no holono´mica de segundo
orden lo cual permite alcanzar cualquier estado posible
(x, y, ψ, vx, vy, r). Dicha ligadura exige que el control de
la orientacio´n dependa de la dina´mica completa de la po-
sicio´n (1a)-(1d) como se analiza en la seccio´n 3.2.
Existen dos familias de soluciones de las restricciones (2).
En las primera el vehı´culo sigue la referencia hacia delante (n
par), en la segunda el vehı´culo sigue la referencia movie´ndose
hacia atra´s (n impar). Una vez seleccionada una de las solucio-
nes (normalmente la solucio´n hacia delante) quedan ﬁjadas la
orientacio´n ψr, ası´ como sus derivadas rr y r˙r. De este modo,
podemos calcular el par de fuerzas τr = r˙r + drrr necesario para
seguir la trayectoria:
ψr = atan2(y¨r + duy˙r, x¨r + du x˙r) + nπ (3a)
Fr = (−1)n
√
(x¨r + du x˙r)2 + (y¨r + duy˙r)2 (3b)
rr = (F1F˙2 − F˙1F2)/Fr2 (3c)
r˙r = (F1F¨2 − F¨1F2)/Fr2 − 2rr(F1F˙1 − F˙2F2)/Fr2. (3d)
Donde atan2(x, y) es la funcio´n arcotangente de dos argumen-
tos. Cabe destacar que la orientacio´n esta´ bien deﬁnida siempre
y cuando Fr  0. Adema´s, para el ca´lculo de τr es necesario
disponer de las derivadas segundas de F1 y F2 y por lo tanto
de las derivadas de cuarto orden de la trayectoria espacial de
acuerdo con (2).
Conside´rese una trayectoria espacial cuatro veces derivable
xr = [xr(t), yr(t)]T , decimos entonces que la trayectoria es:
1. Factible: si existen Fr y τr tales que Fb,e ∈ [−umı´n, uma´x].
2. Bien deﬁnida: si Fb,e ∈ [−umı´n+, uma´x−] y Fmı´n < |Fr | ≤
(|Fb| + |Fe|)/m siendo  y Fmı´n dos constantes positivas.
Esto signiﬁca que una trayectoria es factible cuando hay una
accio´n de control que permite seguirla y es bien deﬁnida cuando
dicha accio´n de control no satura los motores y adema´s puede
calcularse a partir de la salida deseada (ya que Fr esta´ acotada
inferiormemte lo evita una posible divisio´n por cero en (3)).
2.3. Formulacio´n del problema
El objetivo de este trabajo es desarrollar una ley de control
para Fe y Fb que resuelva el problema de seguimiento de trayec-
toria con sen˜ales de control acotadas. Esto es, dado el modelo
(1a)-(1f) y una trayectoria espacial bien deﬁnida xr, defı´nase
el error de seguimiento de posicio´n ep = [ex, ey, evx, evy]T =
[x − xr, y − yr, vx − vxr, vy − vyr]T .
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De este modo se disen˜ara´ una ley de control por realimenta-
cio´n de estados −umı´n ≤ Fe(x, xr) ≤ uma´x y −umı´n ≤ Fb(x, xr) ≤
uma´x que estabilice global y asinto´ticamente el error de segui-
miento ep, o lo que es lo mismo, que desde cualquier condicio´n
inicial garantice que ep → 0 cuando t → ∞.
Conviene destacar que este planteamiento considera condi-
ciones de saturacio´n en las entradas de control Fe y Fb pero
no sobre sus derivadas. Se asume por tanto que la dina´mica de
los actuadores es suﬁcientemente ra´pida en comparacio´n con la
dina´mica del vehı´culo. Esta premisa es asumida ta´citamente en
todas las referencias expuestas en la introduccio´n. Si se desease
tener en cuenta restricciones en la velocidad de respuesta de los
actuadores habrı´a que exigir condiciones en sus derivadas y por
lo tanto en las derivadas de orden superior de la trayectoria a
seguir.
3. Disen˜o de la ley de control
De las ecuaciones (1e) y (1f) se deduce que la orientacio´n
es directamente controlable por medio del momento τ, de este
modo es posible llevar la variable ψ a cualquier valor deseado
ψc. El a´ngulo ψc es el valor que tendrı´a la orientacio´n en caso
de que la misma se encontrara perfectamente controlada (no
debe confundirse con ψr, que es la orientacio´n necesaria para
seguir de forma exacta la trayectoria). Conside´rese entonces la
dina´mica espacial:
x˙ = vx
y˙ = vy
v˙x = F cos(ψc) − duvx
v˙y = F sin(ψc) − duvy.
La actuacio´n sobre las velocidades vx y vy se llevara´ a cabo
por medio de las entradas F y ψc. Esto sugiere deﬁnir Fx =
F cos(ψc) y Fy = F sin(ψc) como dos fuerzas de control virtua-
les e independientes en el sistema de referencia inercial U, para
ası´ controlar las velocidades y con ellas la posicio´n del vehı´cu-
lo.
Un esquema de dicho disen˜o de control se muestra en la
Figura 2. El lazo externo calcula los valores de Fx y Fy. Esos
valores se transformarı´an en valores de F y la referencia para la
orientacio´n ψc (ası´ como las derivadas necesarias). Finalmente
el lazo interno intenta controlar la orientacio´n para seguir ası´ las
referencias del lazo externo.
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Figura 2: Esquema de control en cascada para el seguimiento de trayectoria.
3.1. Control de posicio´n
Calculando la dina´mica del error de posicio´n ep y utilizando
las deﬁniciones de Fxr y Fyr, se obtiene:
e˙x = vx − vxr = evx (4)
e˙y = vy − vyr = evy (5)
e˙vx = F cos(ψ) − duevx − du x˙r − x¨r
= F cos(ψ) − duevx − Fxr (6)
e˙vy = F sin(ψ) − duevy − duy˙r − y¨r
= F sin(ψ) − duevy − Fyr. (7)
Se deﬁnen entonces las variables ψc y F:
ψc = arctan 2(Fy, Fx) (8)
F =
√
Fx2 + Fy2 (9)
y a partir de ellas se deﬁnen las variables zx y zy:
zx = F (cos(ψ) − cos(ψc))
zy = F (sin(ψ) − sin(ψc)) .
La dina´mica (4)-(7) puede entonces reescribirse en te´rminos de
ψc, zx y zy como sigue:
e˙x = evx
e˙y = evy
e˙vx = −duevx + Fx − Fxr + zx
e˙vy = −duevh + Fy − Fxr + zy.
Para estabilizar dicho sistema se propone una ley de control
proporcional saturada deﬁnida de la siguiente manera:
Fx = Fxr − sat1(k1ex + k2evx, F0) (10)
Fy = Fyr − sat1(k1ey + k2evy, F0) (11)
donde las constantes k1 y k2 son dos constantes de control po-
sitivas, y la saturacio´n sat1(x, F0) puede ser cualquier funcio´n
suave y mono´tona creciente parametrizada de forma continua
en F0 tal que: sat1(0, F0) = 0, |sat1(x, F0)| ≤ F0, | dsat1(x,F0)dx | ≤
c1F0, | d2 sat1(x,F0)dx2 | ≤ c2F0, para unas constantes c1 y c2. Un ejem-
plo sencillo de saturacio´n que cumple dichas condiciones es
sat1(x, F0) = F0 tanh(x). En la Seccio´n 4 se expondra´ co´mo
es posible elegir F0 para garantizar que las sen˜ales de con-
trol generadas sean siempre factibles. La ley de realimentacio´n
(10)-(11) convierte la dina´mica (4)-(7) en un sistema no lineal
estable (como se comprobara´ en la seccio´n 4) sometido a los
te´rminos de perturbacion zx y zy:
e˙x = evx (12)
e˙y = evy (13)
e˙vx = −sat1 (k1ex + k2evx, F0) − duevx + zx (14)
e˙vy = −sat1
(
k1ey + k2evy, F0
)
− duevy + zy (15)
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Es importante destacar que el vector de perturbacio´n z = [zx, zy]T
puede acotarse como sigue:
‖z(F, ψ, ψd)‖2 = F2(cos(ψ) − cos(ψc))2 + F2(sin(ψ) − sin(ψc))2
= 2F2 (1 − cos(ψ − ψc)) ≤ |F|2||ψ − ψc| (16)
de tal modo que dichos te´rminos de perturbacio´n se anulan
cuando ψ = ψc, es decir, cuando el vehı´culo posee la orien-
tacio´n deseada.
3.2. Control de orientacio´n
El objetivo del lazo interno es eliminar la perturbacio´n z
en el lazo externo. Para ello se disen˜a una ley de control que
haga que ψ converja hacia ψc. En primer lugar se deﬁnen las
variables de error eψ y er:
eψ = ψ − ψc
er = ψ˙ − ψ˙c
e˙ψ = er
e˙r = τ − drer − drψ˙c − ψ¨c.
De este modo, deﬁniendo τc = drψ˙c + ψ¨c se obtiene la siguiente
dina´mica para el error de orientacio´n:
e˙ψ = er (17)
e˙r = τ − τc − drer. (18)
Es importante remarcar la diferencia entre ψc y ψr. La primera
es una referencia para la orientacio´n que depende de la dina´mi-
ca espacial, ya que se calcula usando Fx y Fy. Esto se debe a la
presencia de la restriccio´n no holono´mica de segundo orden (2).
La segunda, sin embargo, es la referencia de orientacio´n que se
seguirı´a para mantener el aerodeslizador posicionado sobre la
trayectoria deseada. De este modo, a medida que el aerodes-
lizador se posiciona (ep → 0) y de acuerdo con (10)-(11), se
tiene que Fx → Fxr y Fy → Fyr. Por tanto, segu´n (8), ψc → ψr.
Finalmente con el ﬁn de estabilizar la dina´mica (17)-(18) se
propone la siguiente ley de control para τ :
τ = τc − sat2(k3eψ + k4er, τ0) (19)
en la cual k3 es una constante de control positiva y la satura-
cio´n sat2(x, τ0) puede ser cualquier funcio´n suave y mono´to-
na creciente parametrizada de forma continua en τ0 tal que:
sat2(0, τ0) = 0, |sat2(x, τ0)| ≤ τ0 y dsat2(x,τ0)dx ≤ c4 para una cons-
tante positiva c4. Una eleccio´n posible es sat2(0, τ0) = τ0 tanh( xτ0 ).
Se concluye que el sistema (1a)-(1f) sometido a las acciones de
control (10), (11) y (19) se transforma en:
e˙x = evx (20a)
e˙y = evy (20b)
e˙vx = −sat1 (k1ex + k2evx, F0) − duevx + zx (20c)
e˙vy = −sat1
(
k1ey + k2evy, F0
)
− duevy + zy (20d)
e˙ψ = er (20e)
e˙r = −sat2(k3eψ + k4er, τ0) − drer (20f)
||z|| = ||[zx, zy]T || ≤ |F||eψ|. (20g)
4. Estudio de la estabilidad
En esta seccio´n se demuestra la estabilidad del sistema (20a)-
(20g). La demostracio´n se llevara´ a cabo en dos etapas. En pri-
mer lugar, en 4.1, se prueba que las velocidades del aerodes-
lizador son global y ﬁnalmente acotadas. A continuacio´n, uti-
lizando ese resultado, se demuestra co´mo pueden elegirse las
constantes F0 y τ0 para que las sen˜ales de control sean siempre
factibles despue´s de un cierto tiempo T1. En segundo lugar, en
4.2, se demuestra la estabilidad del sistema completo. En pri-
mer lugar se comienza recordando un resultado conocido de la
estabilidad de los sistemas no lineales no auto´nomos:
Teorema 1. Dado el sistema no lineal x˙ = f (x, t) con x ⊂ 
n.
Sea V : [0,∞)xD → 
 una funcio´n continua y diferenciable
tal que:
α1(||x||) ≤ V(x, t) ≤ α2(||x||)
∂V
∂t
+
∂V
∂x
f (x, t) ≤ −W3(x) ∀||x|| > μ > 0
Donde α1 y α2 son funciones continuas y mono´tonas crecientes
tales que α1(0) = α2(0) = 0, alpha1(x) → 0 cuando x → ∞
y W3 es una funcio´n continua y deﬁnida positiva (positivas en
todos los puntos salvo en x = 0). Entonces existe un tiempo T
tal que:
||x(t)|| < α−11 (α2(μ)), ∀t > T
Demostracio´n. Se trata de un caso particular del Teorema 4.18
de Khalil (2002).
4.1. Factibilidad de la ley de control
Proposicio´n 1. Sea el sistema dina´mico (1) con estado x ∈ 
6
y entradas acotadas |F| < Fma´x y |τ| < τma´x, deﬁniendo vθ =
Fma´x
dv
+ θ y rθ =
τma´x
dr
+ θ y el conjunto
Ωθ =
{
x ∈ 
6 : |vx| ,
∣∣∣vy∣∣∣ ≤ vθ, |r| ≤ rθ} ,
donde θ es ﬁjo y arbitrariamente pequen˜o. Entonces vx, vy, y la
velocidad r son global y ﬁnalmente acotadas con cotas vθ y rθ,
adema´s el conjunto Ωθ es positivamente invariante.
Demostracio´n. Las fuerzas aplicadas al vehı´culo son acotadas
al serlo uma´x y umı´n. Consideremos las siguientes funciones de-
ﬁnidas positivas w1 = v2x/2, w2 = v
2
y/2, y w3 = r
2/2. Las deri-
vadas temporales de dichas funciones son:
w˙1 = −vx(duvx − F cos(ψ))
w˙2 = −vy(duvy − F sin(ψ))
w˙3 = −r(drr − τ)
La derivada de w1 puede reescribirse como
w˙1 = −duv2x
(
1 − F cos(ψ)
duvx
)
. (21)
Esto signiﬁca que w˙1 es estrictamente negativa cuando |vx| ≥
vθ = Fma´x/du + θ o, de forma equivalente cuando w1 ≥ wθ =
 Dictino Chaos et al. / Revista Iberoamericana de Automática e Informática industrial 10 (2013) 402–412 407
v2θ/2. De este modo cualquier solucio´n que comience en ω1,θ ={vx : w1 ≤ wθ} permanece allı´, ya que w˙1 es negativa en la
frontera w1 = wθ. Por lo tanto ω1,θ es positivamente invariante.
Adema´s cualquier solucio´n que comience fuera del conjunto
ω1,θ decrecera´ mono´tonamente hasta entrar dentro de e´l (ya que
w˙1 es negativo en ω1,θ). De este modo aplicando el Teorema 1
con α1 = α2 = w1 se llega a la conclusio´n buscada. Un ana´lisis
similar puede llevarse cabo con w2 y w3 concluyendo que las
velocidades son global y ﬁnalmente acotadas y convergen al
conjunto Ωθ.
Lema 1. Sea el sistema dina´mico (1) con estado x ∈ 
6 y en-
tradas acotadas |F| < Fma´x y |τ| < τma´x, y sea xr una trayectoria
bien deﬁnida. Entonces siempre es posible escoger los valores
de F0 y τ0 de tal forma que transcurrido un tiempo ﬁnito T1 las
sen˜ales de control generadas por las leyes de control (9), (10),
(11) y (19) sean factibles, esto es, tales que−umı´n ≤ Fe,b ≤ uma´x.
Demostracio´n. En primer lugar hay que observar que´ ocurre
cuando F0 = 0, τ0 = 0. De acuerdo con las ecuaciones (10)-
(11), cuando F0 = 0 por las propiedades de la saturacio´n co-
mentadas previamente sat1(x, 0) = 0, luego Fx = Fxr y Fy =
Fyr, y por tanto F = Fr. Adema´s, puesto que la trayectoria es
factible, F = Fr  0 de modo que es posible despejar la orien-
tacio´n de (8) tal que ψc = ψr. Teniendo en cuenta que cuando
τ0 = 0, se cumple que sat2(x, 0) = 0 se concluye que τ = τr.
De este modo, ambas sen˜ales de control son siempre facti-
bles en el lı´mite en el que F0 → 0 y τ0 → 0.
Para ver que´ pasa cuando F0 y τ0 son positivos hay que
acotar las diferencias τ − τ0 y F − F0 en funcio´n de F0 y τ0.
Dichos ca´lculos se encuentran en el Ape´ndice A.
Calculando las sen˜ales de control aplicadas al vehı´culo, se
tiene que Fb = 12
(
mF + Jτl
)
y Fe = 12
(
mF − Jτl
)
, substituyendo
las cotas (A.1) y (A.6) se sigue que
Fb,e ≤ uma´x − ε +
(
2m +
Jc10
l(Fmı´n − 2F0)4
)
F0 + τ0
Fb,e ≥ −umı´n + ε −
(
2m +
Jc10
l(Fmı´n − 2F0)4
)
F0 − τ0
Luego existe un δ tal que si F0 < δ, entonces
(
2m + Jc10
l(Fmı´n−2F0)4
)
F0
se hace menor que /2. Por tanto, tomando F0 < mı´n(δ, Fmı´n, Fma´x)
y τ0 < /2, las sen˜ales de control son factibles ya que:
−umı´n ≤ Fb,e ≤ uma´x
4.2. Estabilidad del sistema
Para concluir el ana´lisis es necesario introducir un lema
te´cnico
Lema 2. Sea un sistema dina´mico descrito por
x˙1 = x2 (22)
x2 = −cx2 − sat (b1x1 + b2x2) + p (23)
donde, c, b1 y b2 son constantes positivas, p es una perturba-
cio´n acotada |p| < αM siendo α ≤ 1 la constante positiva de-
ﬁnida por α = mı´n
(
2
√
b2c√
b2c+
√
b1
, 1
)
, sat(·) una funcio´n mono´tona
creciente tal que sat(0) = 0, y lı´m
x→±∞ sat(x) = ±M.
Entonces el sistema (22)-(23) es ISS (Imput to State Stable)
respecto de la perturbacio´n p, esto es, existe una funcio´n γ(·)
de claseK (continua, mono´tona creciente, y tal que γ(0) = 0) y
una funcio´n β(·, ·) de clase KL (de clase K respecto al primer
argumento y que tiende a cero cuando el segundo argumento
tiende a inﬁnito) tal que si |p(t)| < αM entonces:
|x(t)| ≤ β(||x(t0)||, t − t0) + γ
(
sup
t0≤τ≤t
{|p(τ)|}
)
(24)
Demostracio´n. La prueba se encuentra en el Ape´ndice B.
En te´rminos generales un sistema es ISS si para una entra-
da acotada la salida despue´s de desaparecer el transitorio β es
ﬁnalmente acotada por una funcio´n creciente γ de la entrada.
Provistos de este resultado podemos demostrar la estabilidad
del sistema.
Teorema 2. Sea el sistema dina´mico (1) con estado x ∈ 
6
sujeto a la ley de control (9), (10), (11) y (19) en presencia
de una saturacio´n en las entradas −umı´n ≤ Fb,e ≤ uma´x, y sea
xr una trayectoria bien deﬁnida. Entonces siempre es posible
escoger los valores de k1, k2, k3, k4, F0 y τ0 de tal forma que
el error de seguimiento xe sea global y asinto´ticamente estable.
O dicho de otro modo, que desde cualquier condicio´n inicial
garantice que xe(t)→ 0 cuando t → ∞.
Demostracio´n. Fı´jese un valor arbitrario a las constantes po-
sitivas k1, k3, k3 y k4 ası´ como la trayectoria bien deﬁnida xr.
Entonces, de acuerdo con el Lema 1, para cada condicio´n ini-
cial existe un tiempo T1 tal que las sen˜ales de control (9), (10),
(11) y (19) son factibles y por tanto se aplican al aerodeslizador.
De este modo para t ≥ T1 se satisface la dina´mica (20).
La estabilidad es ahora consecuencia de una aplicacio´n di-
recta de la estabilidad de sistemas ISS en cascada. Considere-
mos las ecuaciones (20e) y (20f). Estas ecuaciones tienen la
forma exigida por el Lema 2 con p = 0, M = τ0, b1 = k3,
b2 = k4 y c = dr. De este modo existe una funcio´n β1 de clase
KL tal que β1(||[eψ, er]T (T1)||, t − T1). Por tanto eψ → 0 cuan-
do t → ∞ y de este modo para cualquier ε1 existe un tiempo
T2 > T1 tal que |eψ| ≤ ε1/Fma´x.
Por otra parte, puesto que las velocidades son global y ﬁnal-
mente acotadas de acuerdo con la Proposicio´n 1, el estado del
sistema (20) permanece acotado (no hay escape en tiempo ﬁni-
to). De este modo, cuando t ≥ T2, dado que zx ≤ ||z||, sabemos
que zx ≤ |F||eψ| ≤ ε1.
Escogiendo entonces ε1 ≤ α(k1, k2)F0, donde α es la fun-
cio´n deﬁnida en el Lema 1, las condiciones de dicho lema son
de aplicacio´n al subsistema (20a)-(20b) por lo cual ||[ex, evx]T || ≤
β(||[ex, evx]T ||(T2), t−T2)+γ2(ε1). Ahora bien, puesto que β→ 0
cuando t → ∞ y ε1 puede escogerse arbitrariamente pequen˜o
se concluye que ||[ex, evx]T || → 0 cuando t → ∞.
Un ana´lisis similar puede hacerse con ey y evy demostrando
por tanto que el error de seguimiento es global y asinto´ticamen-
te estable.
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5. Resultados
En este apartado por medio de simulaciones se demues-
tra el funcionamiento de la ley de control desarrollada. Para
ello se emplean los valores nominales del modelo mostrados
en la Tabla 1. En todas las simulaciones se toman los siguien-
tes valores para la ley de control k1 = 0,5m−1, k2 = 1s/m,
k3 = 1rad−1, k4 = 1srad−1, y las saturaciones propuestas en la
teorı´a: sat1(x, F0) = F0 tanh(x), sat2(0, τ0) = τ0 tanh( xtau0 ) con
F0 = 0,1m/s2, y τ0 = 0,8rad/s2. Estos valores han sido escogi-
dos para evitar la saturacio´n de las sen˜ales de control Fe y Fb y
satisfacer las condiciones de la Seccio´n 4.
En primer lugar, se comprueba la convergencia hacia una
trayectoria circular desde diferentes condiciones iniciales. En
segundo lugar, se comprueba la convergencia hacia trayectorias
ma´s complejas.
5.1. Trayectoria circular
Para comprobar los resultados del apartado anterior se plan-
tea una trayectoria circular de radio R centrada en el origen y
recorrida con una velocidad V en sentido horario como sigue:
xr(t) = R sin
(
V
R t
)
, yr(t) = R cos
(
V
R t
)
. Esta trayectoria se escoge
como prueba ya que produce unas sen˜ales de control constan-
tes en estado estacionario, permitiendo un ana´lisis ma´s claro
del transitorio. Para conseguir que la trayectoria sea factible se
toman los valores V = 0,5m/s y R = 2m.
En primer lugar se analiza del aerodeslizador desde condi-
ciones iniciales nulas. Tal como muestra la Figura 3, la trayec-
toria parte del origen con velocidad inicial nula y orientada en
la direccio´n del eje x (ψ = 0) y converge hacia la trayectoria
circular de referencia. La Figura 4 muestra la evolucio´n tem-
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−1.5
−1
−0.5
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)
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Figura 3: Convergencia a una trayectoria circular R = 2m, V = 0,5m/s. Refe-
rencia en rojo y trayectoria en azul.
poral de la posicio´n mientras que la Figura 5 muestra la evo-
lucio´n de las velocidades. Tanto la posicio´n como la velocidad
convergen hacia la trayectoria conﬁrmando ası´ el resultado del
Teorema 2. En un tiempo de aproximadamente 30 segundos el
error de seguimiento de la trayectoria se hace inapreciable. La
evolucio´n de la orientacio´n del vehı´culo se muestra en la Figura
6. La trayectoria circular de referencia se recorre manteniendo
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Figura 4: Evolucio´n temporal de las variables de posicio´n. Referencia en rojo y
trayectoria en azul.
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Figura 5: Evolucio´n temporal de las velocidades. Referencia en rojo y trayec-
toria en azul.
una velocidad angular constante rr = 0,23rad/s. Inicialmente,
durante el transitorio, la referencia de orientacio´n de control ψc
y la referencia en la velocidad angular ψ˙c tienen una dina´mica
compleja. Sin embargo transcurridos los 30 primeros segundos
del mismo, una vez que que la posicio´n converge hacia la refe-
rencia, entonces ψ˙c → ψ˙r.
Finalmente las acciones de control Fe y Fb se muestran
en la Figura 7 evidenciando que Fe y Fb no se saturan y las
fuerzas calculadas por la ley de control son siempre aplicables.
Para mostrar que la convergencia a la trayectoria es global,
se simula el sistema partiendo de varias condiciones iniciales
adversas xa = [−10,−10, 0, 0, 0, 0]T , xb = [0, 0, 0, 5, 5, 0]T y
xc = [0, 0, 0, 0, 0, 10]T .
La forma ma´s simple de comprobar la convergencia consis-
te en representar la distancia a la trayectoria de referencia como
funcio´n del tiempo, tal como se hace en la Figura 8. A partir de
esta ﬁgura pueden sacarse interesantes conclusiones. Por una
parte, cuando la trayectoria comienza desde una posicio´n aleja-
da, pero con un error de velocidad bajo (xa), el error converge
ra´pidamente.
Si se parte de una posicio´n pro´xima pero la velocidad angu-
lar es grande (xc) la posicio´n inicial se aleja ligeramente pero se
recupera aproximadamente en el mismo tiempo que en el caso
anterior.
Sin embargo, cuando se parte del origen con una velocidad
 Dictino Chaos et al. / Revista Iberoamericana de Automática e Informática industrial 10 (2013) 402–412 409
0 10 20 30 40 50 60 70 80 90 100
0
5
10
15
20
25
30
ψ 
(ra
d)
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
r (r
ad/
s)
t (s)
Figura 6: Evolucio´n temporal la orientacio´n y la velocidad angular. Referencia
en rojo y trayectoria en azul.
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Figura 7: Evolucio´n de las fuerzas Fe y Fb, lı´mites de saturacio´n en rojo.
elevada (xb) el sistema tarda ma´s tiempo en recuperarse. Esto
se debe a que la gran velocidad inicial esta´ fuera del conjunto
Ωθ, y por tanto dicha velocidad debe disminuir antes de que el
controlador sea capaz de estabilizar al vehı´culo.
Las sen˜ales de control necesarias para seguir las trayectorias
anteriores se muestran en la Figura 9. Como puede apreciarse,
ninguna de ellas produce saturacio´n en los actuadores. Esto de-
muestra que F0 y τ0 han sido convenientemente elegidas y por
tanto las fuerzas F y τ son siempre factibles.
5.2. Trayectoria gene´rica
Para demostrar la generalidad del control desarrollado se
aplica a una trayectoria factible no circular. Para ello se eli-
ge como ejemplo la siguiente trayectoria de Lissajous xr(t) =
15 sin
(
3
20 t
)
, yr(t) = 10 cos
(
1
10 t
)
. Utilizando los mismos para´me-
tros de control que en el caso anterior y partiendo de condicio-
nes iniciales nulas, se obtiene la trayectoria ilustrada en la Figu-
ra 10. Tras un transitorio, la trayectoria converge a la referen-
cia. Adema´s, tal como se muestra en la Figura 11, las sen˜ales de
control permanecen dentro de los lı´mites de la saturacio´n. Es-
to demuestra que la ley de control obtenida es general y puede
aplicarse a cualquier trayectoria bien deﬁnida.
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Figura 8: Evolucio´n de la distancia a la trayectoria desde tres condiciones ini-
ciales distintas. La condicio´n inicial xa se muestra en azul, xb en verde y xc en
rojo.
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Figura 9: Seguimiento de una trayectoria gene´rica. Trayectoria en azul y refe-
rencia en rojo.
6. Conclusiones
En este artı´culo se ha analizado el problema de seguimiento
de trayectoria por parte de un aerodeslizador subactuado. Pri-
mero se han deﬁnido el tipo de trayectorias que pueden seguirse
teniendo en cuenta a la restriccio´n no holono´mica en el movi-
miento del aerodeslizador. A continuacio´n se ha seleccionado
un subconjunto de ellas tales que exista un cierto margen de
maniobra en la accio´n de control a aplicar (trayectorias bien
deﬁnidas).
Se ha disen˜ado una ley de control por realimentacio´n que
permite hacer el seguimiento de cualquier trayectoria bien deﬁ-
nida, haciendo especial hincapie´ en el hecho de que las sen˜ales
de control no deben saturar los actuadores.
Se han obtenido demostraciones teo´ricas de la estabilidad
asinto´tica global del error de seguimiento de trayectoria bajo la
accio´n del esquema de control propuesto.
Finalmente se ha evidenciado mediante simulaciones que si
la trayectoria esta´ bien deﬁnida es posible ajustar las constantes
de la ley de control para garantizar que se cumplen los lı´mi-
tes impuestos por la saturacio´n de los actuadores, consiguiendo
ası´ un seguimiento de trayectoria o´ptimo.
De esta manera la ley de control desarrollada permite se-
guir cualquier tipo de trayectoria bien deﬁnida desde cualquier
condicio´n inicial. Los resultados teo´ricos y de simulacio´n evi-
dencian el buen comportamiento de la ley de control propuesta.
Como lı´nea de trabajo futuro se encuentra el ana´lisis del
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Figura 10: Evolucio´n de las acciones de control. La condicio´n inicial xa se
muestra en azul, xb en verde y xc en rojo.
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Figura 11: Evolucio´n de las acciones de control. La condicio´n inicial xa se
muestra en azul, xb en verde y xc en rojo.
comportamiento de la ley de control propuesta bajo la presencia
de ruido en la medida y dina´mica no modelada en los actuado-
res.
English Summary
Nonlinear control of an underactuated nonholonomic ho-
vercraft with limited control inputs.
Abstract
This paper deals with the interesting problem of trajectory
tracking of an underactuated hovercraf. This system is diﬃcult
to control because it exhibits second order nonholonomic res-
trictions on its movement. In order to solve the control problem
the dynamics of the system is discomposed in two subsystems
(one for position and another for orientation) and a nonlinear
control law based on two nonlinear cascaded controllers is de-
signed. On one hand the outer, loop computes the forces that are
necessary to track the spatial trajectory Fx and Fy in the inertial
frame. Based on this forces, the reference for the orientation ψc
is computed and it is feedback to the inner loop. On the other
hand, the inner loop tries to converge the orientation to the refe-
rence ψc given by the outer loop. Both controllers are designed
taking into account saturation of the actuators. In fact the main
result of this paper shows that if the reference trajectory is given
properly it is possible to avoid saturation of the actuators. With
adequate selection, global asymptotic stability of the tracking
error under the proposed control law is theoretically demons-
trated. In addition simulations are made in order to analyze the
performance of the control law and the practical meaning of the
theoretical results.
Keywords:
Nonlinear control, trajectory tracking, underactuated vehicle,
saturation, autonomous vehicles.
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Ape´ndice A. Cotas del Lema 1
En primer lugar se expande el ca´lculo de la sen˜al de control.
Para ello es necesario calcular Fx y Fy usando (10) y (11) y con
ellos F =
√
Fx2 + Fy2. Aplicando el teorema del valor medio a
F, sabemos que existen unos para´metros ξ1 y ξ2 tales que
F = Fr +
∂F
∂Fx
∣∣∣∣∣
Fx=ξ1
(Fx − Fxr) + ∂F
∂Fy
∣∣∣∣∣∣
Fy=ξ2
(
Fy − Fyr
)
Determinando entonces las derivadas parciales que aparecen en
la ecuacio´n anterior se obtiene
∂F
∂Fx
=
Fx√
F2x + F2y
= cos(ψc),
∂F
∂Fy
=
Fy√
F2x + F2y
= sin(ψc)
y puesto que |Fx − Fr| < F0 y |Fy − Fr| < F0 se concluye que
|Fr(t)| − 2F0 ≤ |F(t)| ≤ |Fr(t)| + 2F0. (A.1)
A continuacio´n es necesario calcular ψc y sus derivadas utili-
zando (8):
ψ˙c = (FxF˙y − F˙xFy)/F2 (A.2)
ψ¨c = (FxF¨y − F¨xFy)/F2 − 2ψ˙c(FxF˙x − F˙yFy)/F2. (A.3)
Puesto que estas expresiones dependen de las derivadas de Fx y
Fy, el ca´lculo queda como sigue:
F˙x =F˙xr − sat′1(·, F0)((k1 − k2du)evx + k2(F cos(ψ) − Fxr))
F˙y =F˙yr − sat′1(·, F0)((k1 − k2du)evy + k2(F sin(ψ) − Fyr))
F˙ = cos(ψc)F˙x + sin(ψc)F˙y
F¨x =F¨xr − sat′′1 (·, F0)((k1 − k2du)evx + k2(F cos(ψ) − Fxr))2
− (k1 − k2du)sat′1(·, F0)(−duevx + F cos(ψ) − Fxr)
− k2sat′1(·, F0)(F˙ cos(ψ) − rF sin(ψ) − F˙xr)
F¨y =F¨yr − sat′′1 (·, F0)((k1 − k2du)evy + k2(F cos(ψ) − Fyr))2
− (k1 − k2du)sat′1(·, F0)(−duevy + F sin(ψ) − Fyr)
− k2sat′1(·, F0)(F˙ cos(ψ) − rF cos(ψ) − F˙xr).
Donde se han omitido los argumentos de las funciones de satu-
racio´n ya que no son necesarios para la discusio´n que nos ocu-
pa. Lo u´nico relevante es que por las propiedades de la funcio´n
de saturacio´n sat1 todos los te´rminos que involucran la satu-
racio´n y sus derivadas esta´n acotados por una constante mul-
tiplicada por F0. Por otro lado, de acuerdo con la Proposicio´n
1, transcurrido un tiempo ﬁnito T1 las velocidades esta´n tam-
bie´n acotadas, de tal modo que al estar ﬁjadas las constantes
de control k1 y k2 existen unas constantes positivas c5-c8 tales
que
∣∣∣F˙x − F˙xr∣∣∣ ≤ c5F0, ∣∣∣F˙y − F˙yr∣∣∣ ≤ c6F0, ∣∣∣F¨x − F¨xr∣∣∣ ≤ c7F0,∣∣∣F¨y − F¨yr∣∣∣ ≤ c8F0.
Defı´nanse ahora las funciones g1 = F2ψ˙c y g2 = F4ψ¨c.
De acuerdo con A.2 y A.3, estas expresiones son continuas.
Adema´s sus derivadas parciales respecto a F˙x, F˙y, F¨x y F¨y son
acotadas, por lo tanto aplicando el teorema del valor medio, del
mismo modo que en el ca´lculo de F, sabemos que existe unas
constantes c8 y c9 tales que:∣∣∣g1 − F2r ψ˙r∣∣∣ ≤ c8F0 (A.4)∣∣∣g2 − F4r ψ˙r∣∣∣ ≤ c9F0 (A.5)
Finalmente introduciendo estas expresiones en el ca´lculo de τ
(19) se obtiene:
τ − τr =dr(ψ˙c − ψ˙r) + (ψ¨c − ψ¨r) − sat2(k3eψ + k4er, τ0)|τ − τr |
≤dr |g1 − F2ψ˙r |/F2 + |g2 − F4ψ¨r |/F4 + τ0
≤(drF2|g1 − Fr2ψ˙r | + drF2|F2 − Fr2||ψ˙r |)/F4+
+ (|g2 − F4ψ¨r | + |F4 − Fr4||ψ¨r |)/F4 + τ0.
Para concluir, teniendo en cuenta las siguientes condiciones:
|F2 − Fr2| = |F + Fr ||F − Fr | ≤ 2|F + Fr |F0, |F4 − Fr4| ≤
|F2 + 2F2r ||F + Fr |F0, que |Fr | > Fmı´n ası´ como la cota (A.1), se
deduce que existe una constante c10 tal que:
|τ − τr | < c10F0/ (Fmı´n − 2F0)4 + τ0 (A.6)
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Ape´ndice B. Demostracio´n del Lema 2
Es necesario considerar tres casos, dependiendo de que b1
sea mayor, menor o igual a cb2:
Ape´ndice B.1. Primer caso, b1 > cb2:
Defı´nase la siguiente funcio´n de Lyapunov
V1 =
b1x1+b2x2∫
0
sat(s)ds + (b1 − cb2)
x22
2
El segundo te´rmino es claramente no negativo puesto que b1 >
cb2. Por otra parte la integral de una funcio´n de saturacio´n es de-
ﬁnida positiva ya que si s es positivo sat(s) tambie´n lo es (pues-
to que sat(·) es una funcio´n mono´tona creciente y sat(0) = 0),
del mismo modo si s es negativo, sat(s) es tambie´n negati-
vo, por lo que ﬁnalmente la integral es siempre no negativa.
Adema´s V1 so´lo se anula en el origen, ya que cuando V1 = 0
se tiene que x2 = 0 y que b1x1 + b2x2 = 0, luego x1 = x2 = 0.
De donde concluimos que V1 es deﬁnida positiva. Sabiendo que
lı´m
x→±∞ |sat(x)| = M ⇒
±∞∫
0
sat(s)ds =∞, y que el te´rmino x22 no es
acotado, se deduce que adema´s V1 es radialmente no acotada.
Tomando entonces la derivada de V1 a lo largo de la trayec-
toria se tiene:
V˙1 = − b2sat (b1x1 + b2x2) (sat (b1x1 + b2x2) − p)
− (b1 − cb2) x2 (cx2 − p)
A la vista de la expresio´n anterior es claro que si p es nulo en-
tonces la derivada de V1 es deﬁnida negativa y por tanto el siste-
ma serı´a global y asinto´ticamente estable. Deﬁniendo entonces
q = sat(b1x1 + b2x2), se obtiene:
V˙1 = −b2q (q − p) − (b1 − cb2) x2 (cx2 − p)
que es una expresio´n cuadra´tica en x2 y q. Puesto que los te´rmi-
nos de segundo orden son negativos, es claro que la deriva-
da de V1 sera´ negativa si q y x2 son suﬁcientemente grandes.
Sea pm el ma´ximo valor de |p| en el intervalo [t0, t], enton-
ces la regio´n en la que V1 puede crecer esta´ limitada por una
elipse en coordenadas x2 y q correspondiente a la ecuacio´n
b2q(q − p) + (b1 − cb2)x2(cx2 − pm) = 0 en la cual el ma´xi-
mo valor de q es 12 (1 +
√
b1
cb2
)pm y el ma´ximo valor de x2 es
1
2c (1 +
√
b1
b1−cb2 )pm = c11pm. Ahora bien, puesto que segu´n las
condiciones del Lema pm < αM se tiene que:
|q| ≤ α−1 |p| ≤ α−1αM = M
Y dado que q < M la regio´n
Ω =
{
(x1, x2) : sat(|b1x1 + b2x2|) ≤ α−1(pm), |x2| ≤ c11pm
}
esta´ bien deﬁnida, es acotada y en su exterior V1 disminuye.
Como V1 es radialmente no acotada entonces existe una cur-
va de nivel de V1 = Vmax que encierra la regio´nΩ. Esta curva de
nivel de V1 es una regio´n de atraccio´n ya que en el exterior V1
decrece y una vez en el interior las trayectorias no pueden salir
ya que la derivada de V1 es negativa en la frontera. Adema´s por
la continuidad de la funcio´n de saturacio´n la regio´n Ω puede
hacerse tan pequen˜a como se quiera si pm → 0, de tal modo
que Vmax → 0 cuando pm → 0, y por tanto se satisface (24).
Ape´ndice B.2. Segundo caso, b1 < cb2:
En este caso se deﬁne la siguiente funcio´n de Lyapunov
cuadra´tica y deﬁnida positiva:
V2 = 1/2 (cb2 − b1) x22 + b1/2(cx1 − x2)2
cuya derivada es
V˙2 = −c (cb2 − b1) x22 − c (b1x1 + b2x2) (sat (b1x1 + b2x2) − p)
Si p fuese cero entonces la derivada de V2 serı´a deﬁnida nega-
tiva y por tanto el sistema serı´a global asinto´ticamente estable.
Deﬁniendo ahora q2 = b1x1 + b2x2
V˙2 ≤ −c (cb2 − b1) x22 − cz2sat (z2) + cz2p
Es claro que si |q2| > sat−1(pm) entonces V2 decrece sea cual sea
el valor de x2 (ya que la funcio´n inversa de saturacio´n esta´ bien
deﬁnida al ser pm < M). Por otra parte si q2 es menor o igual
que sat−1(pm) entonces
V˙2 ≤ −c
(
(cb2 − b1) x22 − sat−1 (pm) pm
)
que es claramente negativo siempre y cuando se cumpla que
|x2|2 > sat−1(pm)pm(ck2−k1) , luego la regio´n
Ω2 =
{
(x1, x2) : |b1x1 + b2x2| ≤ sat−1(pm), |x2|2 ≤ sat
−1(pm)pm
(cb2 − b1)
}
Esta´ bien deﬁnida, es acotada y fuera de ella V2 es decreciente,
de este modo se llega a una conclusio´n ana´loga a la del caso 1.
Ape´ndice B.3. Tercer caso, b1 = cb2:
Para analizar que´ ocurre en este caso se deﬁne la variable
q3 = cx1 + x2, y la funcio´n V3 = q23/2 entonces:
V˙3 = −q3 (sat(b2q3) − p) ≤ − |q3| (|sat(b2q3)| − |p|)
Puesto que pm < M entonces esta funcio´n sera´ decreciente
siempre y cuando |q3| > sat−1(pm)/b2 de tal forma que q3 es
global y ﬁnalmente acotado por sat−1(pm)/b2.
Si ahora se analiza el comportamiento de x1 se tiene que:
x˙1 = −cx1 + q3
Que es un sistema lineal estable con perturbacio´n q3 ya que to-
mando V4 =
x21
2 entonces V˙3 = −x1 (cx1 − z3) ≤ − |x1| (|x1| − |z3|).
Luego x1 es global y ﬁnalmente acotado por q3/c y por ende por
sat−1(pm)
b2c
, que es una funcio´n creciente de pm de modo que el re-
sultado (24) tambie´n se cumple en este caso.
