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We consider the Su-Schrieffer-Heeger (SSH) chain, which has 0, 1, or 2 topological edge states
depending on the ratio of the hopping parameters and the parity of the chain length. We couple a
qubit to one edge of the SSH chain and a semi-infinite undimerized chain to the other, and evaluate
the dynamics of the qubit. By evaluating the decoherence rate of the qubit we can probe the edge
states of the SSH chain. The rate shows strong even-odd oscillations with the number of sites
reflecting the presence or absence of edge states. Hence, the qubit acts as an efficient detector of
the topological edge states of the SSH model. This can be generalized to other topological systems.
I. INTRODUCTION
Qubits are the building blocks of any quantum infor-
mation processing device. Two of the most challenging
problems for quantum computing and other applications
are decoherence due to the interaction with environment
and perturbations due to manufacturing imperfections
[1–3]. These effects limit the effective performance of
quantum devices, such as the speed of an eventual quan-
tum computer. Thus, evaluating the decoherence rate for
the qubit or for an ensemble of coupled qubits is of great
importance.
In previous work [4], the decay rate of a qubit coupled
to another system with or without disorder was studied.
The main objective was to investigate under which cir-
cumstances the interaction of a qubit with its surround-
ings can be designed to improve the qubit’s performance
in a quantum device by increasing the decoherence time.
It was shown that the decoherence rate of the qubit is
related to transport properties of the coupled system.
Furthermore, it was proven that disorder lowers the deco-
herence rate on average. This suggests potential applica-
tions to increase the performance of qubits in a quantum
device by adding impurities to the system.
In this work, a similar composite system is studied
from a different perspective. Rather than viewing the
qubit as the system of interest and tailoring the system
with which it interacts to improve the qubit’s decoher-
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ence, the qubit is viewed as a measuring device capable
of determining properties of its environment. In partic-
ular, we explore the dynamics of a qubit attached to a
Su-Schrieffer-Heeger (SSH) chain which is then attached
to a third system modeling the environment; the third
system is a standard tight-binding hopping Hamiltonian
(without dimerization).
The SSH model, described in detail below, is one of the
simplest systems exhibiting interesting topology such as
solitons and, of interest here, edge states [5–10]. In spite
of the model’s inherent simplicity, it manages to cap-
ture many interesting and important physical effects in
topological systems. The model has also been extended
to study topological insulators of higher dimensions [11].
Normally, almost-zero-energy edge states have exponen-
tially localized wavefunctions at the edges. These states
are a particular type of topological edge states. Topologi-
cal edge states have captured the interest of researchers in
in several fields of physics due to their diverse surprising
proprieties. To name but a few examples, they can en-
hance the sound intensity at phononic crystal interfaces
[12], allow a robust one-way propagation [13] or protect
light transport in nanophotonics systems [14]. For fur-
ther applications and references, see [15, 16].
We evaluate the decoherence rate of the qubit and how
it depends on the properties of the SSH system in order
to probe the edge states of the SSH chain. As we will
see, it is strongly affected by such states at the qubit end
of the coupled system.
In the next section, we review the isolated SSH model,
mainly to establish notation but also to highlight the con-
ditions for the existence of edge states and their proper-
ties. In Section III, we explore the double dot coupled
to an SSH chain which is itself coupled to semi-infinite
chain. An expression for the decoherence rate is derived
using a semi-analytic approximation which is in excel-
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2lent agreement with numerical simulations of the same
system. We will see a strong effect of edge states on the
decoherence rate. We conclude with a discussion of our
results and avenues for future work in Section IV.
II. SU-SCHRIEFFER-HEEGER MODEL
The SSH model [17] is a one-dimensional tight-binding
model with alternating coupling strengths due to the
Peierls instability [18, 19], leading to a parity effect in
the chain length. The Hamiltonian for a chain of N sites
is
HSSH =

0 t1
t1 0 t2
t2 0 t1
t1 0
. . .
. . .
. . . t
t 0

, (1)
where t = t1 or t2 for N even or odd, respectively. We
will assume t1, t2 > 0 for simplicity.
A. Overview of the SSH model solutions
FIG. 1: (color online) The 4 possible configurations of the
finite SSH model: (a) and (b) correspond to even site numbers
(N = 20), (a) with no edge states (t1 > t2), (b) with 2 edge
states (t1 < t2). (c) and (d) correspond to odd site numbers
(N = 21), (c) with 1 edge state on the right (t1 > t2) and (d)
with 1 edge state on the left (t1 < t2). The dispersion curves
for the infinite chain N =∞ are shown as lines together with
the discrete energy levels of the finite chain as dots. We used
t1 = 1.2 and t2 = 1/t1 on the left panels and the reverse for
the right panels.
There are several noteworthy features of the SSH
model that have attracted a substantial amount of in-
terest in the literature. For instance, the infinite chain
has a gap given by 2|t1− t2| [17] and illustrated in Fig. 1.
The existence of this gap constitutes the cornerstone for
the topological features of the SSH model. For periodic
dimers coupled by t1, the topological winding number
(1D Berry phase or Zak phase [20]) is 1 if t1 > t2 but
zero for t1 < t2. The reverse is true when considering
dimers coupled by t2. Hence, the infinite SSH model
with t1 6= t2 exhibits two topologically distinct insulat-
ing phases depending on how the dimers are constructed
[21]. In the presence of kink defects the model exhibits
soliton solutions at zero energy with charge fractionaliza-
tion [22]. These zero-energy solutions are exponentially
localized at the defects.
Similar exponentially localized solutions exist also in
the finite SSH chain, but this time at the edge. The
structure of these solutions is summarized in Fig. 1 and
will be discussed in more detail in the next section. In
short, for energies near the band center there exists 0, 1
or 2 edge states depending on the parity of the number
of sites and the values of the coupling strengths. Outside
the band center, one recovers typical Bloch solutions as
expected for periodic systems (see Fig. 1).
B. Analytical solution of the SSH model
Many features of the SSH hamiltonian can be deter-
mined analytically; we do so in some detail here for the
case N even (writing N = 2M) mainly as a review and
also to establish notation to be used in what follows.
Many of the results are well known (see, for instance,
[21, 23, 24]). At the end of this section, the case N odd
will be discussed in much less detail.
The Schroedinger equation for a solution of energy E
(HSSH − E) |ψ〉 = 0 (2)
couples any site with its immediate neighbours. Trans-
lational invariance (by an even number of sites) suggests
the following ansatz for an eigenstate of HSSH:
|ψ〉 =
M−1∑
n=0
(A |2n+ 1〉+B |2n+ 2〉) ein2k. (3)
The middle components (all but the first and last) of (2)
reduce to a pair of equations:( −E t1 + t2e−i2k
t1 + t2e
i2k −E
)(
A
B
)
= 0. (4)
A nontrivial solution requires that the determinant of the
matrix vanish, giving the following dispersion relation:
E2 = t21 + t
2
2 + 2 t1t2 cos 2k. (5)
If (t1 − t2)2 < E2 < (t1 + t2)2, the wave number k is
real (corresponding to bulk states; this range gives the
3energy bands in the continuum limit), whereas outside
this range it is complex (any such solution being an edge
state, as we will see). For the moment, we will assume k
is real.
Since k → k + pi has no effect on the ansatz, k can
be taken to be in the range (−pi/2, pi/2]. For any energy
other than E2 = (t1 ± t2)2 (a case which can safely be
ignored), there are two solutions to (5), which we will
write ±k, where 0 < k < pi/2.
It is useful to write t1 + t2e
±i2k = |E|e±i2ϕ; like k,
0 < ϕ < pi/2. Then the solution to (4) can be written(
A
B
)
=
(
e−iϕ
±eiϕ
)
, (6)
where here and in what follows the upper (lower) sign is
for the solution of positive (negative) energy. The most
general solution to the middle components of (2) is given
by a sum of (3) with (6) and the same expression with
(k, ϕ)→ (−k,−ϕ):
|ψ±〉 =
M−1∑
n=0
{(
C+e
−iϕei2nk + C−eiϕe−i2nk
) |2n+ 1〉
± (C+eiϕei2nk + C−e−iϕe−i2nk) |2n+ 2〉} (7)
where C± are constants.
The first and last components of (2) give(
eiϕe−i2k e−iϕei2k
e−iϕeiNk eiϕe−iNk
)(
C+
C−
)
= 0. (8)
As above, a nontrivial solution requires that the determi-
nant vanish, giving the following equation for k, written
in terms of the hopping-parameter ratio r ≡ t1/t2 and
sj ≡ sin(jk):
r sN+2 + sN = 0. (9)
We will return to the solution of this equation, and the
energy spectrum which follows from (5), shortly.
Solving (8) for C± and substituting in (7) gives
∣∣ψbulk± 〉 = M−1∑
n=0
{
sin
[
(2n+ 2)k − 2ϕ] |2n+ 1〉
± sin [(2n+ 2)k] |2n+ 2〉}, (10)
where we have noted explicitly that these states, being
oscillatory, are bulk states. The coefficient of |2n+ 1〉
can be simplified slightly as follows. First, note that (9)
implies sin
[
(N + 2)k−2ϕ] = 0 which, given the range of
ϕ, then implies 2ϕ = (N + 2)k mod pi. Now, modding
by pi either has no effect on the coefficient or changes it
by a sign, depending on whether the subtraction is an
even or odd multiple of pi, so the coefficient is, up to a
sign, sin[(N − 2n)k]. This sign turns out to be that of
sin(Nk) giving, finally,
∣∣ψbulk± 〉 = M−1∑
n=0
{
sgn(sN ) sN−2n |2n+ 1〉
± s2n+2 |2n+ 2〉
}
. (11)
Let us return now to the solution of (9) for k. Suppose
for the moment that k is real, and recall that it is in
the range [0, pi/2]. It can be shown that the endpoints
(which correspond to E2 = (t1 ± t2)2) can be excluded.
Eq. (9) cannot be solved analytically for k, but it can be
solved graphically. The number of solutions in the range
(0, pi/2) depends, naturally, on the number of sites. More
surprisingly, it also depends on the parameter r. This
parameter has a critical value given by [23]
rC ≡ N
N + 2
. (12)
If r > rC, there are N/2 solutions of (9) for k in
(0, pi/2). Each pair k,−k corresponds to two energy
eigenstates of the form (11) with equal and opposite en-
ergies. Thus, there are a total of N solutions, forming a
complete set of solutions of (2). Since all these solutions
have oscillatory behavior as a function of the site index,
they are bulk states, as was mentioned earlier.
If, however, r < rC, there is one fewer solution of (9)
in (0, pi/2), giving a total of N − 2 solutions. But HSSH
clearly has N eigenvalues and eigenvectors, so two have
yet to be found. The missing solutions have complex
wave numbers. If we substitute k = pi/2 + iκ into (9), we
find
sinh(Nκ)
sinh((N + 2)κ)
= r. (13)
This equation cannot be solved analytically, but it is easy
to see that there are two real, equal and opposite solu-
tions for κ if r < rC and none if r > rC, which is exactly
what is needed to make up for the two missing solutions
of (2) for k real. Defining κ to be the positive solution,
the two corresponding solutions of (2), identified with
edge states since they have an exponential nature, turn
out to be:∣∣∣ψedge± 〉 = M−1∑
n=0
(−)n
{
shN−2n |2n+ 1〉
± sh2n+2 |2n+ 2〉
}
, (14)
where we have written shj = sinh(jκ).
The wave numbers are determined by (9) and, if r <
rC, (13). The energies are then determined by (5). The
energy spectrum forN = 20 is displayed as a function of r
in Fig. 2. (The energy spectrum has appeared in various
forms in the literature; see for instance [21, 23, 25–29].)
The most striking feature is the existence of states in
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FIG. 2: Energy spectrum of the SSH hamiltonian as a func-
tion of the hopping-parameter ratio r = t1/t2 for N = 20.
The solid lines are bulk states for all r; the dashed lines are
states which are bulk (edge) states for r > rC (r < rC). The
grey areas are the energy bands in the thermodynamic limit
(N →∞). Notice (see inset) that the edge states are exactly
at the band edges for r = rC.
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FIG. 3: (color online) Decay parameter κ and penetration
length l = 1/κ for edge states as determined by (13), displayed
as a function of the hopping-parameter ratio r = t1/t2 for
several values of N . Also shown (dashed lines) is the analytic
approximation given in (15); only the N -independent first
term is included. There is no solution (and therefore there
are no edge states) if r > rC = N/(N + 2) (horizontal broken
lines).
the band gap (defined in the thermodynamic limit) for
r < rC. These are the edge states given by (14).
Describing the states given by (14) as edge states mer-
its some discussion. On the one hand, the wave number
is complex, so for a sufficiently large system the states
are confined to the edges with a penetration length into
the bulk given by l ≡ 1/κ. On the other hand, as r → rC
from below, κ goes to zero and the penetration length
goes to infinity (see Fig. 3). Thus for any finite-size sys-
tem and r sufficiently close to rC, the penetration length
is longer than the system size and the state is for all in-
tents and purposes no longer confined to the edges, ren-
dering it relatively indistinguishable from the rest of the
states.
An approximate analytic solution to (13) can be given
if N is large and/or r is small. One finds
κ =
1
2
log
1
r
− 1
2
rN (1− r2) +O(r2N ). (15)
The first term becomes dominant rapidly as either N gets
large or r gets small; in Fig. 3 only that term is included
in the analytic curves.
We can derive an approximate analytic expression for
the edge-state energies by substituting k = pi/2 + iκ into
(5), with κ given by (15). The dominant term in (15)
gives E = 0 (and indeed these states are often erro-
neously described as zero-energy states); the energies are
dominated by the second term, giving
E = ±t2 rN/2(1− r2) +O(rN ), (16)
showing the well-known exponentially decreasing behav-
ior of the energies as a function of N [21, 23].
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FIG. 4: (color online) Example of a bulk state (given by (11)),
for N = 20 and three values of the hopping-parameter ratio
r, the middle of which is rC. The state chosen is the low-
est positive-energy solid line in Fig. 2. Key observation: all
states are large throughout the system, as expected given the
oscillatory nature of the solution (11).
The distinction between bulk and edge states, and just
how “edgy” the edge states are, are illustrated Figs. 4 and
5, showing respectively a bulk state for all r and a state
whose nature (edge vs. bulk) changes at r = rC.
We conclude this section with a brief discussion of the
case N odd (writing N = 2M + 1). Much of the above
analysis applies with only slight modification. It turns
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(r,E/t2)(1.4,0.49)(0.91,0.091)(0.4,0.00009)
FIG. 5: (color online) Example of a state that transitions to
an edge state (given by (14) below rC) as r is decreased, for
N = 20 and three values of the hopping-parameter ratio r,
the middle of which is rC. The state chosen is the positive-
energy dashed line in Fig. 2. Key observation: the first two
states are described by (11) and are large throughout the
system, whereas the third is described by (14) and decreases
exponentially in the bulk.
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FIG. 6: Energy spectrum of the SSH hamiltonian as a func-
tion of the hopping-parameter ratio r = t1/t2 for N = 21.
The solid lines are bulk states for all r; the dashed line is the
zero-mode which is a right (left) edge state for r > 1 (r < 1).
The grey areas are the energy bands in the thermodynamic
limit (N →∞).
out that for all values of r there are N−1 bulk states with
equal and opposite energies and one zero-energy state.
The latter is localized on the left (right) edge for r < 1
(r > 1). This state is easily constructed by noting that
(2) with E = 0 decouples into two sets of equations: one
for the coefficients of odd sites and one for those of even
sites. The latter are zero, and it is easy to show that the
(unnormalized) zero-energy state is
|ψ0〉 =
M∑
n=0
(−r)n |2n+ 1〉 . (17)
Clearly if r > 1 the state grows exponentially from left to
right with the opposite conclusion if r < 1, with length
scale 1/| log r|. The energy spectrum as a function of r
and the edge state for two representative values of r are
displayed in Figs. 6 and 7.
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r=0.5
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FIG. 7: (color online) Zero-energy edge state (right for r > 1,
left for r < 1) for N = 21. The dotted lines are the exponen-
tial envelope functions ± exp(n log r) (up to normalization).
Having established the main properties of the SSH
chain, we now consider the coupling of a qubit to the
SSH chain.
III. QUBIT COUPLED TO SSH CHAIN AND
SEMI-INFINITE LEAD
A. Isolated qubit
FIG. 8: Isolated Qubit
The isolated qubit, or double dot (see Fig. 8), is de-
scribed by the Hamiltonian
HDD =
(
2 τ
τ 1
)
. (18)
The (energy-dependent) Green’s function, defined by
GDD = (E − HDD)−1, is easily calculated; for instance,
its (1,2) component is
GDD12 (E) =
τ
δ
(
1
E − λ+ + i0+ −
1
E − λ− + i0+
)
, (19)
6where
δ =
√
(1 − 2)2 + 4τ2 =
√
δ0
2 + 4τ2,
λ± =
1
2
(1 + 2 ± δ) = 0 ± δ
2
(20)
are the energy splitting and the energies of the full Hamil-
tonian, respectively, and we have defined the uncoupled
(τ = 0) energy splitting δ0 = 1 − 2 and the average
energy 0 = (1 + 2)/2.
The infinitesimal positive quantity 0+ in (19) gives the
pole prescription necessary to compute the retarded time-
dependent Green’s function. This is obtained by Fourier
transformation, giving zero for t < 0 while for t > 0
GDD(t) consists of two terms oscillating at frequencies
λ±; for instance,
GDD12 (t) =
∫ ∞
−∞
dE e−iEtGDD12 (E)
= −2piiτ
δ
(
e−iλ+t − e−iλ−t)
= −4piτ
δ
e−i0t sin(δt/2). (21)
For an isolated qubit the time dependent solutions are
simply periodic. However, if the qubit is coupled to an ex-
ternal infinite system (for example, a semi-infinte lead),
the oscillations will decay. The decoherence of a qubit
can then be evaluated by evaluating the off-diagonal el-
ement of the Green’s function [4]. The coupling between
the qubit and external system can take on different forms.
Here we restrict ourselves to the simplest case, where the
qubit is a double dot connected to an external system via
a small tunneling coupling.
B. Double dot coupled to SSH chain and
semi-infinite lead
As was mentioned in the introduction, our main inter-
est is to investigate how the dynamics of a double dot
is affected by the presence of edge states in an adjoin-
ing system. We therefore consider a system composed
of three parts: the double dot coupled to one end of an
SSH chain which is connected at the other end to a semi-
infinite lead. The Hamiltonian is
H =
 H∞ W 0W † HSSH VN
0 V †N H
DD
 (22)
where HDD and HSSH are defined in (18) and (1), VN is a
N×2 matrix whose only nonzero element is (VN )N1 = tC,
W is an ∞ × N matrix whose only nonzero element is
W∞1 = tL, and H∞ is
H∞ =

0 1
1 0 1
1 0
. . .
. . .
. . .
 , (23)
The dynamics of the entire system can be determined
by evaluating its Green’s function. But since we are in-
terested only in that of the double dot, we can incorpo-
rate the effect of the SSH chain and lead in a self-energy
using standard techniques (see for instance [30] for a gen-
eral discussion; we will adapt the analysis of [4], following
the notation introduced there, to the current system).
It is useful to do this in two steps. First, the effect
of the lead on the SSH chain can be incorporated by
replacing the lead by a modification of HSSH:
(
H∞ W
W † HSSH
)
→

Σ∞ t1 0 · · · 0
t1 0 t2
. . .
...
0 t2
. . .
. . . 0
...
. . .
. . . 0 t
0 · · · 0 t 0

≡ HSSH,∞. (24)
Thus, HSSH,∞ is identical to HSSH except for the upper-
left element, which is a self-energy proportional to the
surface Green’s function of the lead [4]:
Σ∞ = tL2GS∞(E) =
tL
2
2
(
E − i
√
4− E2
)
. (25)
The second step repeats the above, incorporating the
effect of HSSH,∞ on the double dot by an appropriate
modification of HDD:(
HSSH,∞ VN
V †N H
DD
)
→
(
2 + ΣSSH,∞ τ
τ 1
)
≡ HDDSSH,∞. (26)
As above, the only modification of HDD needed is a term
added to the upper-left element. This added term is pro-
portional to the surface Green’s function of HSSH,∞:
ΣSSH,∞ = tC2GSSSH,∞(E) (27)
The surface Green’s function GSSSH,∞is the (N,N) com-
ponent of the Green’s function of HSSH,∞ defined by
GSSH,∞(E −HSSH,∞) = 1. (28)
To determine GSSSH,∞, we write the first row of GSSH,∞
in a form identical to (3) and follow the steps used to
derive (10). (The current calculation is somewhat eas-
ier because we only need the last component.) Here as
7above, the cases N even and odd must be handled differ-
ently. We find
GSSSH,∞ =
Et2sN − Σ∞(t1sN−2 + t2sN )
t22(t1sN+2 + t2sN )− Et2Σ∞sN
(29)
if N is even and
GSSSH,∞ =
t2(t2sN−1 + t1sN+1)− EΣ∞sN−1
t1t2EsN+1 − t1Σ∞(t2sN+1 + t1sN−1) (30)
if N is odd.
The surface Green’s functions is shown in Fig. 9 for
the case where N is odd, where there is an edge state
on the right of the SSH chain. This corresponds to case
(d) shown in Fig. 1. The striking feature is the large
negative imaginary part of the Green’s function at zero
energy, corresponding to the large local density of states
of the right edge state. This large negative imaginary
part of the surface Green’s function is the main source of
decoherence for the double dot coupled to the rightmost
site of the SSH chain.
FIG. 9: (color online) Line plots of the surface Green’s func-
tion GSSSH,∞ (30) of the right most site as a function of energy,
while the dots are obtained by evaluating numerically the full
matrix (24). Here N = 11 and t1 > t2 were used, which
corresponds to case (c) in Fig. 9.
The energy-dependent Green’s function for the dou-
ble dot including the effect of the SSH chain and lead is
obtained in a straightforward manner by the substitution
2 → 2 + ΣSSH,∞ ≡ ′2 (31)
in (19) (and similar equations for the other components).
It is useful to define
δ′ = δ|2→′2 =
√
(1 − ′2)2 + 4τ2 (32)
λ′± = λ±|2→′2 = 0 +
1
2
(ΣSSH,∞ ± δ′). (33)
Since HSSH,∞ is not Hermitian (reflecting the fact
that the double dot is not a closed system), the time-
dependent Green’s function will have decaying behavior
(in contrast with the oscillatory behavior exhibited in
(21)) from which the decoherence rate can be extracted
by determining the slowest decay. This determines the
long-term behavior of the double dot.
However, the time-dependent Green’s function cannot
be evaluated exactly since the very complicated depen-
dence of ΣSSH,∞ on E precludes an exact evaluation of
the Fourier transform of GSSSH,∞.
An analytic approximation can be obtained by noting
that the frequencies in the isolated double dot Green’s
function GDD are λ±. Eq. (33) suggests using λ′± instead.
This is not quite correct, since λ′± are energy-dependent.
However, for small coupling between the double dot and
the rest of the system, one can show [4] that to a good
approximation the (now complex) frequencies should be
evaluated at the corresponding poles of the isolated dou-
ble dot Green’s function, λ′+(λ+) and λ
′
−(λ−). According
to this analytic approximation, the decay rates are given
by the imaginary part of the frequencies, and we conclude
that the decoherence time τφ is given by
(τφ)
−1 ≈ min
(
−1
2
={ΣSSH,∞(λ±)± δ′(λ±)}
)
. (34)
Alternatively, one can determine the decoherence time
by numerically evaluating the Fourier transform of the
Green’s function and extracting the decay constant of the
long-time behavior. All matrix elements will decay with
the same rate. Here we use the off-diagonal element to
compute it. For the Fourier transform it is important to
use a very small discretization of the energy and we used
∆E ∼ 10−5 (for a bandwidth of 4). The time depen-
dence is then evaluated using a fast Fourier transform,
which is fitted to multiple exponential decay functions,
from which the slowest decay is extracted at long times.
Both methods will be used in what follows; the excellent
agreement between the analytic approximation and nu-
merical evaluation of the decoherence time is a convinc-
ing post hoc justification of the analytic approximation
(see Figs. 10 and 11). There are some small deviations
between the numerics and analytical solution (34). Most
of the small differences can be attributed to extracting
numerically the decay rates from a finite time interval of
a strongly oscillating function.
While we have shown that the coupling of the qubit
to the SSH chain affects its dynamics, the reverse is also
true. The topological nature of the edge states in the
SSH chain is also perturbed. However, the coupling of
the qubit induces a perturbation of the SSH states to the
order of t2c , which can be largely neglected for tc  1,
which is the situation we are considering here.
We have seen above that there is an edge state of en-
ergy zero at the right edge of the SSH chain whenever
r > 1 for an odd number of sites, while if r > rC (a
weaker condition) there are no states near E = 0 (a gap)
for an even number of sites. Both conditions are satis-
fied if r > 1, in which case when the qubit is coupled to
the right edge of the SSH chain (with coupling tC), the
qubit will decohere much faster when there is an edge
8FIG. 10: (color online) Top: the schematics of the model,
where the SSH chain is coupled to an infinite lead on one side
and to a qubit on the other side. Bottom: The decoherence
rate for site number N even (red) vs. odd (blue). The analyt-
ical expression uses (29,30) and (34), while the numerical re-
sult evaluates the chain numerically and performs the Fourier
transform numerically and fits the time decay. The param-
eters used here are: tC = .035, τ = .03, tL = .65, t1 = 1.1
and t2 = 1/t1. The double dot energies are 1 = 0.4022 and
2 = 0.0022, chosen to give one zero eigenvalue for the isolated
double dot.
state (N odd), while the decoherence rate will be expo-
nentially suppressed for the gapped N even case. This
is what we see in Fig. 10. Already for N = 80, with
the choice of parameters given in Fig. 10, we see approx-
imately a five-decade difference in the decoherence rate
between the odd (one edge state) and the even (no edge
states) cases. Hence, the qubit can act as a very sensitive
detector of the edge state. For maximum sensitivity, it is
important to tune the qubit in such a way that one of its
eigenvalues is zero by adding a constant potential to the
qubit (or, equivalently, to the chain). This is what was
done here.
Rather different behavior occurs when r < rC. In this
case, there is only one edge state on the left site of the
SSH chain when N is odd, but two edge states, one on
each side, of the SSH chain for N even. If we look at the
decoherence rate of the qubit attached to the rightmost
site (see Fig. 11), we observe an exponentially decaying
rate for N odd, but not for N even. The even case is
quite intuitive, since the existence of edge states on both
sides of the SSH chain will naturally lead to an increased
decoherence of the qubit. The odd case is different since
there is no edge state to the right. However, despite
having an edge state next to the lead, the decoherence
rate is exponentially suppressed with N . This is because
the local density of states at zero energy is close to zero at
FIG. 11: (color online) The decoherence rate for even/odd
number of sites. The analytical expression uses (29,30) and
(34), while the numerical result evaluates the chain numeri-
cally and performs the Fourier transform numerically and fits
the time decay. The parameters used here are the same as in
Fig. 10 except for t2 = 1.1 and t1 = 1/t2.
the right edge and therefore does not lead to an increase
in decoherence.
IV. DISCUSSION AND CONCLUSION
Interestingly, the exponential decrease in the rate of
decoherence is similar for the case where we have an
edge state on the opposite side of the qubit (N odd in
Fig. 11) and when there are no edge states at all (N
even in Fig. 10). In both cases, the decoherence rate
is exponentially suppressed. This is quite similar to the
case of localization with a random potential along the
chain, which also leads to an exponential suppression of
the decoherence rate with chain length [4]. From this
perspective, the case of a localized edge state close to
the qubit is quite different, since despite it being a lo-
calized state, the decoherence rate is enhanced by the
existence of a localized edge state, even though trans-
mission [31, 32] through the SSH chain will eventually be
suppressed (see Fig. 12).
It is instructive to look at the case of transmission
through the SSH chain as a reference. To this end, we
have determined the transmission numerically using the
standard non-equilibrium Green’s function method [30].
As mentioned above, the transmission at the band center
will eventually decay with N because of the localized na-
ture of the edge solution. This is clearly seen for the N
odd case shown in Fig. 12. However, in notable contrast
to the decoherence rate discussed earlier, there is no dif-
ference in the transmission with respect to the location
of the edge solution (left or right). The N even case is
more interesting, in that there is a significant difference
between the case where r > rC (no edge states) and that
9FIG. 12: (color online) The transmission through a SSH chain
coupled to 2 semi-infinite leads on both sides. Left: Trans-
mission at E = 0 as a function of N . Right: Transmission as
a function of energy. The parameters used here are: tc = .035
(the coupling between the SSH chain and the leads). t2 = 1.1
and t1 = 1/t2 for the open squares on the left and broken line
on the right. t1 = 1.1 and t2 = 1/t1 for the filled squares on
the left and solid blue line on the right. For N odd, the cases
t2 = 1.1, t1 = 1/t2 and t1 = 1.1, t2 = 1/t1 have the same
transmissions (shown in red open and closed circles).
where r < rC (2 edge states), as seen in Fig. 12. In
the former case (no edge states), the transmission sim-
ply decays exponentially with N due to the gap at zero
energy. This is similar to the decoherence rate shown in
Fig. 10. In the latter case (two edge states), the trans-
mission first increases with N , because the edge state
energies converge to zero, before the transmission decays
again (for N & 70 in Fig. 12) due to the localized nature
of the edge states. It is worthwhile noting that the trans-
mission in this case (2 edge states) is still five orders of
magnitude larger than in the odd case, which only has
one edge state. This is a consequence of the symmetry
of each of the 2 edge states in the even case, which live
at both edges (see figs. 1 and 5). Indeed, the edge state
solutions are either antisymmetric (E > 0) or symmetric
(E < 0) in site position, while the edge state in the odd
case is restricted to either the left or right side of the SSH
chain. The takeaway message here is that with a simple
transmission probe it is not possible to distinguish the
left from the right edge state, in stark contrast to our
decoherence probe.
In variants of the SSH model, it is also possible for the
localized zero-energy mode to exist at a local topological
defect (or soliton) when breaking the translational sym-
metry of the dimers. For example, instead of alternating
t1 and t2 throughout the chain there could be two con-
secutive t1’s before the alternation continues. This would
lead to a similar exponentially localized mode at the de-
fect. If the qubit could be scanned over such a chain, one
could identify the position and properties of the topolog-
ical defect. This assumes a small local coupling between
the qubit an the SSH chain, as would be the case in a typ-
ical scanning probe experiment. Hence, using a qubit as
a probe for topological edge states would be very interest-
ing and could be extended to other toplogical excitations
such as Majorana fermions with implications in quantum
computing [33].
Summarizing, we have shown that a qubit can be used
as sensitive local detector of topological edge states by
looking at its dynamics, without affecting the topological
nature of the states. This has important implications on
the experimental detection of topological states as well
as, more generally, for the implementation of topological
quantum computation.
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