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Proving a first nontrivial instance of a conjecture of Noonan and Zeilberger we
 .show that the number S n of permutations of length n containing exactly rr
subsequences of type 132 is a P-recursive function of n. We show that this remains
true even if we impose some restrictions on the permutations. We also show the
 .  .stronger statement that the ordinary generating function G x of S n is alge-r r’braic, in fact, it is rational in the variables x and 1 y 4 x . We use this information
 .to show that the degree of the polynomial recursion satisfied by S n is r. Q 1997r
Academic Press
1. INTRODUCTION AND BACKGROUND
 .Let q s q , q , . . . , q g S be a permutation, and let k F n. We say1 2 k k
 .that the permutation p s p , p , . . . , p g S contains a subsequence1 2 n n
 .or pattern of type q if and only if there is a set of indices 1 F i - i -q q1 2
 .  .  .??? - i F n such that p i - p i - ??? - p i . Otherwise we say thatq 1 2 kk
p is q-avoiding.
For example, a permutation is 132-avoiding if it does not contain three
 .not necessarily consecutive elements among which the leftmost is the
smallest and the middle one is the largest.
Much effort has been made to find good upper bounds on the number
 .of permutations of length n or, in the sequel, n-permutations which
w x w x w xavoid a given q. See 8 or 2 for an overview of these results. In 3 we find
some explanation using complexity theory on why this problem raised by
w x.Wilf and Stanley in 1990, 9 is so difficult.
Recently, attention has been paid to the problem of counting the
number of permutations of length n containing a gi¨ en number r as
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. w xopposed to 0 of subsequences of a certain type q. In 5 Noonan has
proved that the number of permutations in S containing exactly onen
2n . .subsequence of type 123 is 3rn , a surprisingly simple formula. Then y 3
w xpresent author 1 has found a strikingly simple formula for the number of
2n y 3 .those containing exactly one subsequence of type 132, namely .n y 3
The big question, however, is to describe this function for any gi¨ en r,
w xnot just for r s 0 or 1. In 10 Noonan and Zeilberger conjectured that for
any given subsequence q and for any given r, the number of n-permuta-
tions containing exactly r subsequences of type q is a P-recursive function
of n. In the following three paragraphs we give a very brief summary of
P-recursive and algebraic generating functions. The reader familiar with
them can skip these paragraphs.
Recall that a function f : N ª C is called P-recursive if there exist
w xpolynomials P , P , . . . , P g Q n , with P / 0 so that0 1 k k
P f n q k q P f n q k y 1 q ??? qP n f n s 0 1 .  .  .  .  .k ky1 0
for all natural numbers n. Here P-recursive stands for ``polynomially
recursive.'' The continuous analogue of this notion is D-finiteness, which
 . ww xx stands for ``differentiably finite.'' Let u x g C x be a power series. We
will be working over C, the field of complex numbers, but a more general
.  .  .  .treatment is possible . If there exist polynomials p n , p n , . . . , p n so0 1 k
that p / 0 andk
p x ud. q p x udy1. q ??? qp x u9 q p x u s 0, 2 .  .  .  .  .k dy1 1 0
  j. j j.then we say that u is D-finite. Here u s d urdx .
Some basic properties of these functions are listed here; for their proof
w xsee 7 :
 .1. The function f n is P-recursive if and only if its ordinary
 .  .  . ngenerating function u x s F x s  f n x is D-finite.nG 0
 .  .2. If f n and g n are P-recursive functions, then f q g and the
 . n  .  .convolution h n s  f i g n y i are P-recursive as well. Thus theis0
sum or product of two D-finite power series are D-finite, too.
 .  .3. If f n is a P-recursive function and g n is a function which
 .disagrees with f on a finite number of n's only, then g n is P-recursive as
well.
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Another, smaller class of formal power series is that of algebraic series.
 . ww xxWe say that the series ¨ x g C x is algebraic if there exist polynomials
 .  .  .p n , p n , . . . , p n so that p / 0 and0 1 dy1 dy1
¨ d q p x ¨ dy1 q ??? qp x ¨ q p x s 0. 3 .  .  .  .dy1 1 0
The sum and product of two algebraic power series is algebraic, and again,
if u and ¨ differ in finitely many coefficients, and u is algebraic, then so is
¨ . Any algebraic power series is necessarily d-finite.
Yet another, even smaller class of power series is that of rational
 .functions, that is, elements of C x , the fraction field of the polynomial
w xring C x . In other words, the elements of this class are fractions in which
both the numerator and denominator are polynomials of x. Clearly,
rational functions are algebraic.
To illustrate how far the solution of this conjecture of Noonan and
Zeilberger can be we note that if q is longer than three, then we do not
have a proof for any r ) 0. If r s 0, then we have a proof only for the
 w x w x.monotonic patterns of any length see 11 or 4 and of course, for those
patterns for which it is known that they are avoided by as many n-permu-
tations as the monotonic patterns of the same length are.
In this paper we prove the Noonan]Zeilberger conjecture for the
subsequence 132 in a stronger form. This is the first result we know of
when the case of each r is solved for some given q. Besides the easy case
.  .of patterns of length 2 . We will first prove that the function S n isr
 .P-recursive in n, thus its ordinary generating function G x is d-finite,r
then notice that all steps of the proof preserve the algebraic property, thus
 .  .S n is algebraic. Finally, we show that G x is ``almost'' rational, that is,r r’ .it is an element of C x, 1 y 4 x , that is, it is a 2-variable rational
’function, with the variables x and 1 y 4 x . Using this result, we will also
show that the highest-degree-polynomials occuring in the polynomial re-
 .cursion for S n have degree r.r
The reason we proceed this way for is that algebraic generating func-
tions do not have such a clear discrete equivalents as P-recursive functions
for d-finite power series.
The proof will be based on a carefully built induction on r. In fact, we
prove something more general in Theorem 1: we prove that the statement
remains true even if we restrict ourselves to n permutations which contain
exactly r subsequences of type 132 and end in a subsequence of a given
type, or whose largest elements form a subsequence of a given type.
We will proceed as follows. First we prove our statements for r s 0.
Then we suppose that we know our statements, that is the statement
 .without restrictions, the ``weak'' statement and the ones with restrictions
 .the ``strong'' statement for all natural numbers smaller than r. In Part
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One of the proof of the induction step, we prove the statement without
restrictions from the induction hypothesis on r. In Part Two we prove the
statements with restrictions, from the induction hypothesis on r and the
 .result of Part One, completing the proof see below :
 .STRONG STATEMENT FOR r y1 «WEAK STATEMENT FOR r
« STRONG STATEMENT FOR r .
In this last step we also use induction on k, the length of the restricting
subsequence. This inductive proof can be found in Section 3.
2. THE DECOMPOSITION OF THE PROBLEM
In the sequel elements of an n-permutation p on the left of the entry n
will be called front elements, whereas those on the right of n will be called
back elements. Front elements of p which are smaller than the largest back
element of p will be called red elements, whereas back elements of p
larger than the smallest front element of p will be called blue elements.
What is the advantage of this terminology? First, any red element is
smaller than any front element which is not red, while any blue element is
larger than any back element which is not blue. In other words, red
elements are the smallest front elements, while blue elements are the
largest back elements. Moreover, any red and any blue element is part of
at least one 132-subsequence. Indeed, take any red element x, the entry n,
and any back element larger than x. Dual argument applies for blue
elements. Finally, if a 132-subsequence spans over the entry n; that is, it
starts with a front element and ends with a back element, then it must
start with a red one and end with a blue one.
Now we show several ways to partition the set of all n-permutations
containing exactly r subsequences of type 132. Our point is that we can
 .partition them into a bounded independent of n number of classes.
As we said above, any colored element is part of at least one subse-
quence of type 132. Therefore if p has exactly r subsequences of type 132,
 .  .and R resp. B denotes the number of red resp. blue elements, then
 . 2max R, B F r. This implies that we have at most r choices for the values
of R and B.
Once the values of R and B are given and we know in which position
the entry n is, then we only have a bounded number of choices for the set
of red and blue elements. Indeed, if x is the smallest red element, then x
is larger than all but B back elements. Thus, if n is in the ith position,
then x G n y i y B. On the other hand, x is the smallest front element,
thus x F n y i q 1. A similar argument applies for the largest blue ele-
ment.
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Finally, there is only a bounded number of positions where a red
element can be. Indeed, if x is red and y ) x is a back element, then xzy
is a 132-pattern for all front elements on the right of x which are not red
 .and thus, are larger than any back elements . We recall that xny is such a
 .pattern as well. Thus, if t is the number of such x, z pairs, then we have
t q R F r. In particular, the distance between any red element and the
entry n cannot be larger than r.
The following definition makes use of the observations we have just
made.
DEFINITION 1. We say that the n-permutations p and p are in the1 2
same class if they agree in all of the following:
v the position of the entry n
v the set of red elements
v the set of blue elements
v the pattern formed by the blue elements
v the position of the red elements
v the pattern starting with the leftmost red element and ending with
the entry n.
In other words, permutations of the same class agree in everything that
can be part of a 132-pattern spanning through the entry n.
Our argument shows that there are only a bounded number of classes of
n-permutations.
DEFINITION 2. Let p be an n-permutation. The subsequence of p
consisting of
v all red and blue entries and
v all front entries which are preceeded by at least one red entry and
v the entry n
is called the fundamental subsequence of p.
This means that permutations of the same class have fundamental
subsequences of identical type, and these subsequences are in the same
positions in every permutation of a given class.
DEFINITION 3. The classes C and C9 are called similar if their permu-
tations have fundamental subsequences of the same type.
Thus in this case the subsequences don't need to be in identical
positions.
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EXAMPLE 1. The classes containing the permutations 3 4 1 5 2 and
4 2 5 3 1 are similar.
3. THE INDUCTIVE PROOF
3.1. The Initial Step
First we prove two lemmas which will later be used as the initial step of
our inductive proof. To make our argument easier to follow we introduce
some new notions.
DEFINITION 4. Let q be a pattern. Then to insert the entry y into the
 .jth position of q is to put y between the j y 1 th and the jth element of
q and to increase the value of any entry ¨ for which originally ¨ G x held
by 1. The deletion of an element is obtained similarly; erase the element
and decrease all elements larger than that by 1.
 .LEMMA 1. Let q be any subsequence of length k. Then the number C nq
of 132-a¨oiding n-permutations which end with a subsequence of type q is a
P-recursi¨ e function of n.
2n .  .  .Proof. Induction on k. If k s 0, then C n s C s r n q 1 , theq n n
nth Catalan-number and we are done. Suppose we know the statement for
all subsequences of length k y 1 and prove it for the subsequence q,
which has length k.
 .If q is not 132-avoiding, then clearly C n s 0. So we can suppose thatq
q is 132-avoiding. Now we consider two separate cases:
1. If the last element y of q is not the largest one, then let x be the
rightmost element of q which is larger than y. Then the entry 1 of our
n-permutation p cannot be on the left of x, thus in particular, the entry 1
of p is one of the last k entries, which form a subsequence of type q. Then
it must be the smallest of these last k entries, thus we know exactly where
the entry 1 of p is located. Let us erase the smallest entry of q to get the
 .subsequence q9. Apply the induction hypothesis to q9 to get that C n y 1q9
 .is P-recursive. Then insert 1 to its original place to see that C n isq
P-recursive.
2. If y is the largest element of q, then it is easy to apply what we
have just shown in the previous case. Let q0 be the subsequence obtained
from q by deleting y. Moreover, let q , q , . . . , q be the subsequences1 2 ky1
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whose first k y 1 elements determine a subsequence of type q0 and whose
 .last element is 1, 2, . . . , k y 1 . Then it is obvious that
ky1
C n s C n y C n . 4 .  .  .  .q q0 qi
is1
The first term of the right-hand side is P-recursive by induction and the
second one is P-recursive by the previous case, and the lemma is proven,
as the sum and difference of finitely many P-recursive functions are
P-recursive
The method of case 2 will be called the complementing method for
obvious reasons.
 .LEMMA 2. Let q be any subsequence of length k. Then the number K nq
of 132-a¨oiding n-permutations in which the largest k elements form a
subsequence of type q is a P-recursi¨ e function of n.
Proof. As in the previous lemma, we proceed by induction on k. Again,
 .if k s 0, then K n s C and we are done. Suppose we know theq n
statement for all subsequences of length k y 1 and prove it for the
subsequence q. We can suppose that q is 132-avoiding. We consider two
separate cases again:
1. If the first element of q is not the smallest one, then the leftmost
of the k largest elements of our n-permutation p must be at the very first
position. Otherwise some smaller element precedes it and we get a
.132-pattern . This way we know exactly what is the first element of p and
can proceed as in case 1 of the proof of the previous lemma.
2. If the first element of q is the smallest one, then we are done by
the complementing method of case 2 of the previous lemma.
3.2. The Induction Step
Now we announce and then prove the main result of this paper.
THEOREM 1. Let q be any subsequence of length k. Then the number
 .C n of n-permutations which contain exactly r subsequences of type 132q, r
and end with a subsequence of type q is a P-recursi¨ e function of n. Similarly,
 .the number K n of n-permutations which contain exactly r subsequences ofq, r
type 132 and in which the largest k elements form a subsequence of type q is a
 .P-recursi¨ e function of n. Thus in particular, S n is P-recursi¨ e in n.r
Proof. Induction on r. If r s 0, then the two statements are equivalent
to Lemmas 1 and 2. Now suppose we know both statements for r y 1.
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 .Part One: STRONG STATEMENT FOR r y 1 « WEAK STATE-
 .MENT FOR r. First we prove from this that S n is P-recursive in n.r
Choose any class C of n-permutations. Suppose the fundamental subse-
quence type of C contains exactly s subsequences of type 132, where
s F r.
v Suppose for now that the fundamental subsequence of permutations
in this class is nonempty, then s G 1 holds as well.
How can a permutation in C contain 132-patterns which are not con-
tained in the fundamental subsequence? Clearly, they must be either
entirely before the entry n or entirely after it. If i such subsequences are
before and j are after, then i q j q s s r must hold. Denote q the1
pattern of all front entries in the fundamental subsequence and q the2
pattern of all back entries there. Then with the previous notation we have
f n , n , q , q , i , j, s s C n ? K n .  .  .1 2 1 2 q , i 1 q , j 21 2
 . such permutations, where n resp. n denotes the number of front resp.1 2
.back entries which are not in the fundamental subsequence. Indeed,
elements of the fundamental subsequence are either the rightmost front
elements, or the largest back elements. We know by induction that
 .  .C n is P-recursive in n and K n is P-recursive in n . Therefore,q , i 1 1 q , j 2 21 2
their convolution
f n , q , q , i , j, s s f n , n , q , q , i , j, s .  .1 2 1 2 1 2
n qn sn1 2
s C n ? K n 5 .  .  . q , i 1 q , j 21 2
n qn sn1 2
is P-recursive in n. Clearly this convolution expresses the number of
n-permutations with exactly r subsequences of type 132 in all classes
similar to C. It is clear now that we have only a bounded number of
 .choices for i, j, and s so that i q j q s s r ; thus we can sum 5 for all
these choices and still get that
f n , q , q s f n , q , q , i , j, s 6 .  .  .1 2 1 2
i , j , s
is P-recursive in n. Recall that s ) 0, thus we can always use the
.  .induction hypothesis . Summing 6 for all q and q we get that1 2
f n s f n , q , q 7 .  .  . 1 2
q , q1 2
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v Now suppose that the fundamental subsequence of the permuta-
tions in C is empty. Then any 132-subsequence must be either entirely on
the left of the entry n or entirely on the right of n. Moreover, the position
of n completely determines the set of the front and back elements. If n is
in the ith position, and we have j 132-subsequences in the front and r y j
in the back, then this gives us
g i , j s S i y 1 ? S n y i 8 .  .  .  .j ryj
permutations of the desired kind. If 1 F j F r y 1, then the induction
 .hypothesis applies for S and S ; therefore, after summing 8 for all i,j ryj
g n s S i y 1 ? S n y i 9 .  .  .  . j ryj
i
is P-recursive in n. If j s 0 or j s r, then we cannot apply the induction
hypothesis. By similar argument as above we get nevertheless that in this
case we have
2 ? S i y 1 ? C 10 .  . r nyi
i
  .n-permutations with exactly r 132-subsequences. Note that S n y i s0
 . .C , the n y i th Catalan number .ny i
 .  .  .Summing 7 , 9 , and 10 we get
S n s f n q g n q 2 ? S i y 1 ? C . 11 .  .  .  .  .r r nyi
i
 .  .Let F, G, C, and S denote the ordinary generating functions of f n , g n ,
 .C , and S n . Then the previous equation yieldsn r
S x s F x q G x q 2 x ? C x S x ; .  .  .  .  .
that is,
F x q G x .  .
S x s . 12 .  .
1 y 2 x ? C x .
 . Therefore S x is D-finite as the numerator is D-finite and 1r 1 y
’ ..  .2 xC x s 1r 1 y 4 x is D-finite. Thus S n is P-recursive and we arer
done with the first part of the proof.
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Part Two: WEAK STATEMENT FOR r « STRONG STATEMENT
FOR r. Now, using the induction hypothesis on r and the result of Part
One, we prove the rest of the inductive step:
1. Let q be any subsequence of length k. We must prove that the
 .number C n of n-permutations which end with a subsequence of type qq, r
and contain exactly r subsequences of type 132 is a P-recursive function of
 .n. Clearly, if q contains more than r 132-subsequences, then C n s 0q, r
and we are done. Otherwise we will do induction on k, the case of k s 1
being equivalent to the result of Part One. We consider three different
cases:
v If q has more than r inversions, then it is obvious that no such
permutation can have its entry 1 on the left of the last k elements.
Therefore, this entry 1 must be a part of the q-subsequence formed by the
last k elements, in fact, it is the minimal one among them. Now deleting
this entry 1 we may or may not lose some 132-patterns as there may or
may not be inversions on its right, but we can read off this information
 .from q. See the next example . Again, let q9 be the pattern obtained from
q by deleting its entry 1. If we don't lose any 132-patterns by this deletion,
 .then we are left with an n y 1 -permutation ending with the pattern q9
and having r subsequences of type 132. If we lost t such patterns, then we
 .are left with an n y 1 -permutation ending with q9 and having r y t such
subsequences. Both cases give rise to a P-recursive function of n by our
induction hypothesis as q9 is shorter than q.
EXAMPLE 2. If q s 3 4 1 6 5 2, then q9 s 2 3 5 4 1 thus we lose three
subsequences of type 132 when deleting 1. Therefore, we can apply our
inductive hypothesis for r y 3, then reinsert the entry 1 to its place. If
q s 3 1 2 4, then we do not lose any 132-patterns when deleting the entry 1
and getting q9 s 213. Thus we still need to count permutations with r
132-patterns, but they must end with q9, not with q. The pattern q9 is
shorter than q, thus the induction hypothesis on k can be applied.
v If q has at most r inversions, but q is not the monotonic pattern
12 ??? k, then it can also happen that the entry 1 is not among the last k
entries of our permutation. However, we claim that it cannot be too far
away from them. Indeed, let y be an element from the last k elements of
 .the permutation thus one of those elements which form the ending q
which is smaller than some other such element x on its left. Then clearly,
if n is large enough, then y must be smaller than r q k q 1; otherwise we
would have too many 132-patterns of the form wxy. So y is bounded. If the
entry 1 of the permutation were more than 2 r q k q 1 to the left of y,
then there would necessarily be more than r elements between 1 and y
which are larger than y, a contradiction. Thus the distance between 1 and
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y is bounded. Therefore we can consider all possibilities for the position of
the entry 1 of the permutation and for the subsequence on its right. In
each case we can delete the entry 1 and reduce the enumeration to one
 .with a smaller value of r as q has at least one inversion , then we use the
inductive hypothesis on r. Thus this case contributes a bounded number of
P-recursive functions, too.
v Finally, if q is the monotonic pattern 1 2 ??? k, then use the comple-
menting method of Lemma 1.
 .Thus we have proven that C n is always P-recursive in n.q, r
2. Finally, let again q be any subsequence of length k; we must then
 .prove that the number K n of n-permutations in which the k largestq, r
elements form a subsequence of type q and which contain exactly r
subsequences of type 132 is P-recursive in n. As in the proof of the
previous statement, we can suppose that q contains at most r subse-
quences of type 132. Then we proceed by induction on k, considering three
different cases in a similar manner.
v If q has more than r inversions, then it is clear that the leftmost of
the k largest elements must be the leftmost element of the whole permu-
tation. Otherwise there would be too many 132-patterns containing the
.leftmost element of the permutation . In this case we can simply delete the
first element of q to get the shorter pattern q0, apply the induction
hypothesis on k, then reinsert the first element of q to the first position.
v If q has at most r inversions, but q is not the monotonic pattern
1 2 ??? k, then it can also happen that the leftmost of the k largest
 .elements say, x is not the leftmost element of the permutation. However,
we claim that x cannot be too far away from the front. In fact, if there
were more than r elements preceding x, then each of these elements
would form a 132-pattern, together with any inversion on the k largest
elements, which would be a contradiction. Thus x is at the r th position at
most. This means that the subsequence Q consisting of the k largest
elements and all the elements preceeding x has at most 2 r elements.
Therefore, we can consider all the possibilities for its type as there are only
a bounded number of them. In each of these possible cases we can delete
the leftmost element of the permutation, which is also the leftmost
element of Q and apply the induction hypothesis on r.
v Finally, if q is the monotonic pattern 1 2 ??? k, then we can use the
complementing method again.
As we get a bounded number of P-recursive functions in all cases, their
sum is P-recursive as well, and the statement is proven.
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This completes the proof of Part Two.
We have shown that if the statement of Theorem 1 holds for all natural
numbers smaller than r, then it holds for r as well. The initial step has
been shown in lemmas 1 and 2, thus the theorem is proved by induction.
4. BEYOND P-RECURSIVENESS
Now note that speaking in terms of ordinary generating functions, all
operations we made throughout the induction step were either adding or
multiplying a finite number of power series together. In particular, the
 . ordinary generating function C x of our initial c -sequence that is, whenn’.  .  .r s 0 and k s 0 is C x s 1 y 1 y 4 x r2 x, thus an algebraic power
 .  .series. Therefore, the o.g.f. of S n , the power series G x is algebraic,r r
too.
Now note a bit more precisely that throughout or proof we have either
 .added formal power series together, or, as in 8 , multiplied two functions
 .  .of type S i y 1 together, or, as in 12 , multiplied a power series byj ’  ..1r 1 y 2 x ? C x s 1r 1 y 4 x . Therefore, the following proposition is
immediate.
’ .  .PROPOSITION 1. Let r G 1. Then G x g C x, 1 y 4 x . Moreo¨er,r
 .when written in smallest terms, the denominator of G x is a power ofr’ .1 y 4 x .
’It is convenient to work in this setting as the square of 1 y 4 x is an
w xelement of C x , which makes computations much easier.
’ .We are going to determine the exponent f r of 1 y 4 x appears in the
 .  .denominator. Equations 8 and 12 show that
f r s max f i q f r y i q 1. 13 .  .  .  .1F i- r
 .  w x.We claim now that f r s 2 r y 1. It is easy to compute see 1 that
 .f 1 s 1. Now suppose by induction that we know our claim for all positive
 .integers smaller than r. Then 13 and the induction hypothesis yield that
 .  .  .f r s 2 i y 1 q 2 r y 2 i y 1 q 1 s 2 r y 1, which was to be proved.
n2n 2 n’  .  .Recall now that 1r 1 y 4 x s  x and that the sequencenG 0 n n
satisfies a linear recursion. Differentiate both sides of this equation several
times. On the left-hand side, each differentiation will add two to the
’exponent of 1 y 4 x in the denominator. On the right-hand side, it will
add one to the degree of the highest-degree polynomials appearing in the
recursive formula for the coefficients. Thus differentiating r y 1 times we
 .get that the denominator of G x gives rise to a polynomial recursion ofr
 .degree r. The numerator of G x cannot increase this degree.r
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We collect our observations in our last lemma:
 .LEMMA 3. Let r G 1 and write G x in lowest terms. Then the denomina-r
 .tor of G x is equal tor
2 ry1 ry1’ ’1 y 4 x s 1 y 4 x ? 1 y 4 x . . .
 .Therefore, the sequence S r satisfies a polynomial recursion with maximaln
degree r.
This result is useful for computational purposes: knowing the first few
 .values of S n , one should be able to obtain these polynomial recursionsr
of degree r.
Note added in proof. The author has recently proved this conjecture for r s 0 and
q s 1342 by providing an exact formula for the number of 1342-avoiding permutations.
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