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Abstract 
 
This thesis presents the direct observations of magnetic flux vortices in superconducting weakly 
coupled arrays. Real space images of vortices were obtained for various values of f, the fractional flux 
per unit cell in the array, and , the strength of the coupling between the islands of the superconducting 
array. Images and results were obtained for a single vortex in a triangular array, demonstrating the 
effect of changing , which increased the penetration depth of the magnetic field of the vortex in the 
sample. The ground state of a triangular array is measured and discussed as a function of f with 
emphasis for  = 1 4 , 1 3  where there are several degenerate ground states corresponding to different 
vortex patterns. Annealing the arrays at a particular f is also discussed. In particular, for a square array at 
 = 1 2 , the domain walls are the dominant defects, and they move through the sample as the 
temperature increases resulting in a single domain. 
The instrument used to perform the experiments, a Scanning SQUID Microscope (SSM), is 
discussed. The vortices in the superconducting arrays have weak magnetic fields that change over small 
length scales, requiring certain techniques for measurement. 
Also presented are the numerical calculations relating the magnetic field output from the SSM 
to the underlying phases of the array. 
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1. Introduction 
Two dimensional systems and superconducting films have been an active area of research for 
several decades. Any superconducting device made of a thin film interacts with the magnetic fields that 
are induced by the device operation or externally applied through vortices of quantized flux that 
penetrate the film. More recently, thin films of High Temperature (HTc) superconductors are highly 
influenced by vortex motion and have received much research attention as more devices are made of 
HTc superconducting materials. Artificial samples with weak links and defects specifically designed to 
control vortices were also fabricated, and their macroscopic properties measured. This work focused on 
looking at the microscopic properties of the vortices themselves in a weakly coupled 2D system. The 
vortices in a 2D array are characterized by weak magnetic fields over small distances and at low 
temperatures, and the dynamics of the vortices greatly affect the behavior of the array. 
The Scanning SQUID Microscope (SSM) was designed and built to measure the location and 
magnitude of vortices in a two dimensional superconducting array as shown in Figure 1. The SSM is a 
second generation instrument completely redesigned and assembled for the weakly coupled 
experiments for this thesis. The SSM can image a single vortex with a spatial resolution of less than 
10
 in the temperature range of 2-6K, which very few other instruments can achieve. The capabilities 
of the SSM allowed arrays to be investigated in ways that were not possible before and the investigation 
of vortices in weakly coupled systems was essentially a “green field” with much potential, but few 
driving questions since no one had experience with what to ask. As the obvious experiments of 
penetration depth and ground states were performed, new areas to explore became apparent, such as 
ground state annealing, disorder and vortex dynamics.  
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Figure 1: Schematic diagram of experiments with the SSM. The magnetic field interacts with the superconducting sample and 
the Superconducting Quantum Interference Device (SQUID) measures the resulting field.  
The document is organized as follows. Section 2 discusses the history of superconducting arrays 
and the two dimensional systems that they model. Section 3 discusses the basic properties of 
superconductors, ending with the concept of flux quantization of the vortex itself. The magnetic vortex 
is the key to understanding the underlying physics of superconducting weakly coupled arrays. Section 4 
covers the concept of a superconducting array, further discussing the role of vortices in the 
characteristics of the array. Josephson junctions or weak links are introduced in the array model that 
modify the flux quantization with an additional term, the phase difference of the Josephson junction. 
The vortex in an array has contributions from two different terms, the phase of the junctions and the 
magnetic flux (both internally and externally generated). It is the relationship of these two terms, which 
we call , that provides different regimes that we will investigate.  describes whether the system is 
weakly or strongly coupled. Additionally, an external magnetic field can “frustrate” the system requiring 
circulating current to satisfy constraints and ultimately increasing the energy of the system. The 
equations that describe the array model are introduced as well. This section ends with discussion of the 
interpretation of the solutions to the equations developed in the section. 
Section 5 gives an overview of different magnetic field imaging techniques used to investigate 
magnetic interactions with superconductors. The SSM is the one technique that allows imaging of 
vortices over a large range of  especially when  is small and the magnetic field variations at the 
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sample are weak. Section 6 describes the SSM, the experimental technique we used to look at vortices, 
and the samples.  
Section 7 discusses single vortex experiments. A single vortex is imaged as a function of , 
showing the vortex spreading out spatially as  → 0. In a different experiment, disorder in the array 
causes a single vortex to “spread” out over two cells, as one of the junctions is weaker than the other 
junctions. The results of the single vortex experiments use the formalism of section 5 to derive the state 
of the array. 
Section 8 involves ground states of the system. The location or pattern of the vortices 
determines the state and energy of the system. A repeat of an experiment with square arrays and 
different frustrations is shown and additional results are presented showing the effect of domains walls 
as  → 0. The ground states of a triangular array for different frustrations are investigated. Different 
vortex patterns have different ground state energies for various frustrations and are identified. 
Section 9 briefly discusses one of the main issues with the SSM experiments, vortex hopping 
between cells. The relevant energies of the system are presented and discussed. Sections 10 and 11 
present future experiments for the SSM and conclusions. 
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2. Superconducting Arrays – Background and Motivation 
Superconducting arrays have been studied in many different applications. Some of the early 
work on arrays dealt with the superconducting phase transition, which was shown to be a Kosterlitz-
Thouless-Berezinsky (KTB) transition, where the excitation of vortex-anti-vortex pairs dominated the 
transition to the superconducting phase.[1] The experiments evolved to show the resistive transition as 
a function of a “frustrating” applied magnetic field, where features in the resistive transition showed 
that there were optimal vortex “fillings” of the base cell in the array, indicating a particularly well 
formed, stable ground state of the system.[2] Theories for well-formed ground states for different 
system parameters such as irrational “frustration”[3] and unique geometries[4] have been investigated. 
The superconducting array system has a Hamiltonian that maps onto the XY model for Ising 
spins that allows for theoretical work to apply directly to a real experimental system.  
Much work still focuses on the ground state of the frustrated system for various different 
configurations or parameters of the system, which in principal, can be fabricated and tested. Various 
theories for the phase transition for the frustrated case of the array have been proposed. Current 
theoretical research focuses on the phase transition of frustrated systems where theoretical models 
predict a different transition temperature depending on the model.[5-7] Recent experiments have 
probed the regime where the charging energy is comparable to the Josephson energy for each junction. 
[8] 
High temperature (HTc) superconducting films exhibit strong Type II behavior which can be 
approximated by 2D superconducting arrays. The current interest in the HTc films focuses on the 
location, in particular the pinning of vortices in the film to enhance lossless power handling capabilities 
in real world applications. Anti-dots which are weakened locations in the films, attract vortices to the 
reduced energy locations. Ratchets allow the vortices to move in one direction, but stay pinned in the 
other are also being studied.[9-11] The location of the vortices is quite interesting and easy to deduce in 
theory, but experimentally imaging the vortices is more challenging.[12, 13] 
Arrays have recently been used to enhance the effects of single junctions. For small critical 
current superconducting junctions when the voltage across the junction is very small or the islands of 
the junction are themselves studied, arrays of junctions enhance the small effects so that they can be 
measured. A superfluid junction made of liquid 4He flowing through a small (~50) aperture exhibits 
Josephson junction properties, but the mass current from a single junction is too small to reliably 
measure and arrays of the junctions are formed to enhance the measurements.[14] 
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To date previous imaging of vortices has focused on HTc films or wire networks. None has been 
done on weakly coupled systems, which is the focus of this thesis. 
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3. Superconductors – General Discussion 
Condensed matter phenomena 
Superconductivity is a phenomenon that has been studied extensively since its discovery about 
100 years ago, due to its many unique properties. Many materials become superconducting when they 
are cooled below a certain temperature, which is far below room temperature and often close to 
absolute zero. Below this “critical temperature” (Tc), bulk superconductors exhibit unique macroscopic 
properties such as: 
• Electrical resistivity decreasing many orders of magnitude less than normal conductors. 
Experimentally, the resistance goes to exactly zero at zero frequency. 
• Exclusion of the magnetic fields from within the interior of the superconductor. The 
superconductor excludes the magnetic field whether the magnetic field is applied before or 
after the material is cooled below the critical temperature. At the interface of the 
superconductor, there is a thin region where the magnetic field rapidly changes so that it is zero 
in the interior of the material. This is called the Meissner effect. If the field is large enough, it is 
energetically favorable to destroy the superconducting state completely or in some cases just 
locally, which will be discussed in far greater detail later. 
• Quantization of the magnetic flux in a superconducting loop. Although the magnetic field in the 
interior of the material is zero, the flux through a superconducting loop is quantized in units of 
	ħ
 ≈ 2.07	x	10 which is referred to as the Flux Quantum (Φ ). Changes in the flux in 
the loop can only occur if the superconductivity is disrupted. 
• A dramatic change in the specific heat of the superconductor as a function of temperature 
below Tc with a prominent spike in the specific heat just below the critical temperature. The 
specific heat jump implies that there is a band “gap” in the energy spectrum where there are no 
states for the free electrons in the solid. The so called superconducting gap is referred to as Δ. 
Microscopically, superconductors have more interesting properties. An energy gap that 
develops in the electronic band structure when the material drops below the critical temperature 
depends on temperature and affects the density of states just above and below the energy gap. A 
significant number of electrons in the material form pairs despite their electrical repulsion. These pairs 
exist in the same quantum mechanical state. In this superconducting state, the electrons can be 
modeled or described with two parameters, which together form an order parameter. Though not 
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discussed within this thesis, recently discovered superconductors have an even more complex order 
parameter. 
When two superconductors are brought in close proximity, they become linked due to the 
tunneling of the superconducting electron pairs from one superconductor to another across the non-
superconducting barrier. This phenomenon is called the “Josephson effect”. 
The two important superconducting properties for this set of experiments were the single-
valued requirement of order parameter which describes the electrons in the superconducting state and 
the Josephson effect relating the difference in the phase of the order parameter across a weak link or 
junction to the current passing between two distinct superconductors over the link or junction. 
There are many good books which provide a good overview of the science of 
superconductivity.[15] [16] 
Theory of Superconductivity 
London Equations 
The microscopic origin of superconductivity was not understood for several decades after the 
effect was discovered experimentally. Scientists developed models and equations to explain the 
macroscopic behavior of the superconducting materials, not knowing the underlying principles. The 
equations that they produced worked well in providing a framework and an understanding of how 
superconductors work and are still used today to explain and model superconducting materials even 
though an excellent microscopic theory has been developed for conventional superconductors. The 
experiments covered here do not depend on the microscopic behavior and understanding of 
superconductors at the macroscopic level models the system well.  
Zero Resistance 
Modeling the zero resistance nature of a superconductor was the first step in moving toward a 
comprehensive model of the materials. Modifying the electromagnetic equations of a conductor in 
order to take into account a superconductor’s zero resistance gives the 1st London equation 
 #∗ %&&'= 	∗ ()&'(*  (3.1) 
Simply stated, a superconductor behaves like an inductor at non-zero frequencies with electrical carriers 
of charge q* and mass m*. An electric field induces a voltage in a superconductor, the force accelerates 
the carriers, and the current moves without resistance. Electrons cannot accelerate forever, hence the 
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voltage cannot be maintained forever, leaving a current moving through the metal with no voltage, zero 
resistance.  
Exclusion of the Magnetic Field 
Using London’s 1
st
 equation in Ampere’s Law with a constant electric field gives 
 + 1, − ./
(0
(1 	= 	0 (3.2) 
inside a superconductor. The 2
nd
 London equation (3.3) derives from the assumption that the time 
differential applies in the static case as well, which is observed experimentally. 
 + 1, − ./0	 = 	0 (3.3) 
This equation implies that the constant of integration is unknown and set to zero.  λ refers to 
the penetration depth. It gives a good idea of how far the magnetic field can actually penetrate into the 
interior of the superconductor, as the magnetic field must vanish in the interior but cannot change 
discreetly across a boundary. Solutions to (3.3) are exponentially decaying magnetic fields with a 
characteristic exponent of λ. The penetration depth is one of the fundamental length parameters in 
superconducting systems and describes how the material behaves in the presence of a magnetic field. λ 
depends on the material and is generally between 1 and 100 . 
MQM 
The classical London’s equations explain many of the macroscopic properties of 
superconductors. The same procedure of using phenomenal equations and procedures to explain 
behavior works well at the quantum level as well. Just as the London equations were derived with 
assumptions to fit experimental observations, the Macroscopic Quantum Model (MQM) is a 
phenomenological derived theory. Remarkably, the MQM theory applies over a large temperature range 
for superconductors. The London theory and the MQM can all be derived in limiting cases from a 
microscopic quantum theory of classical superconductivity, which is beyond the scope of this discussion. 
The MQM and parts of the London equations will provide enough of a theoretical framework for this 
discussion. One property taken from the microscopic theory of superconductivity that does not derive 
from phenomenological theories is the properties of the change carrier. The charge, #∗, and mass, ∗, 
are from a pair of electrons and have a charge of 22 and mass 2, where 2 and  are the change and 
mass of a single electron; the two electrons bind together to form a Cooper pair and act as a 
particle.[17]  
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The MQM model begins with applying quantum mechanics to the basic charge carriers in a 
superconductor. Quantum mechanics states that the probability current of a charged particle is: 
 34 = 	52 67∗ +ħ8 . −
#
9/7: (3.4) 
for a particle with a wave function: 7 =	 |7|2<=. Assuming that the superconducting electrons behave 
as a single wave function	7, where  7 represents the density of superconducting electrons, the 
probability current for a superconducting current is  
 3> = 	52 67∗ +ħ8 . −
#∗
∗ 9/7: (3.5) 
The corresponding wave function for the single state for all the superconducting electrons is: 
 	7> =	 |7|2<= (3.6) 
7>	is generally referred to as the order parameter of the superconducting system.  
Flux Quantization 
In a bulk superconductor, the probability current is linearly related to the phase by inserting the 
wave function into (3.5) , 
 3> = ?> = ħ.@ −
#∗
∗9 =	
ħ
.@ −
2#
29 (3.7) 
Deep inside a superconductor there is no magnetic field or current density and the phase is constant. 
The situation becomes even more interesting when a superconducting ring is introduced, as shown in 
Figure 2. Integrating along a path deep inside the superconductor where there is no current density 
produces: 
 ħA.@ ∙ (C = 2#A9 ∙ (C (3.8) 
The order-parameter must be single valued; therefore, the phase integral must be an integer multiple of 
2D. The flux through the loop is	∮9 ∙ (C and is quantized into discreet units, F. Φ ≡ F is defined as 
the fundamental flux quantum. Since it is defined in fundamental units, including Plank’s constant, h, it 
comes from the quantum mechanical nature of superconductivity. Once below its transition 
temperature, the superconducting ring generates currents that add or subtract generated flux from the 
ring bringing the total flux to an integer multiple of flux quantum. Equation (3.8) is valid only if the path 
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of integration has zero current density.
 
Ginzburg-Landau 
The Ginzburg-Landau(GL) theory of superconductivity comes from thermodynamic arguments 
and is valid for a superconductor near HI. The MQM theory is a simplification of the GL theory, and 
similar to the MQM, the results of the GL theory apply outside of the approximation that the 
temperature is close to	HI. Two different length scales come from the GL theory, the penetration 
depth	,, already discussed in the 2nd London equation and the coherence length, J. J can be interpreted 
as the size of a Cooper pair or the length over which the superconducting wave function is allowed to 
vary within a superconductor. There are several ways to define the coherence length in a well-formed 
superconducting state KH ≪ HI)	that equate to approximately the same value: 
• From the Heisenberg approximation. The electrons involved in superconductivity are around 
the Fermi energy and have energy about: MN = ?N. The spread in energy at the Fermi 
surface is the ∂MN = ?N ∂P which is also approximately QRHI. So, 〈∂*〉〈∂P〉~ℏ giving 
Figure 2: Superconducting ring. The dotted line represents the path of integration. The 'x' on the left represents a 
weakened link in the bulk superconductor. The size of the link in the superconductor affects the flux quantized in the 
loop. For a small break and strong coupling between the superconductors or no break at all in the superconducting ring, 
the integration path along the dotted line has no current density and equation (3.8) applies. The addition of the weak 
link will have a large effect on the dynamics of the system and is introduced here in the simplest context.  
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 〈J〉~ ℏ?NQVHI  (3.9) 
• From the electron’s energy above and below the gap, Δ, in the superconductor. The spread in 
momentum is approximately the same as the spread in energy or: WP = PNK XYZ). Back to the 
uncertainty principle, 〈J〉 = [\]1^1 ℏ_ZX , where the constant is taken to be about 1/D or 
 〈J〉~ ℏ?NDQVHI (3.10) 
• From the BCS microscopic theory, the gap is 
abcd
 .e, and 
 〈J〉 = 0.18 ℏ?NQVHI (3.11) 
The ratio of J to , distinguishes two different classifications of superconductors, Type I and Type 
II. Type I superconductors have , ⪝ J and are described by the previous discussions of this chapter very 
well. Type II superconductors have J ⪝ ,, and it is energetically favorable for the material to allow 
magnetic flux into the material while it is still superconducting rather than have the material become 
normal or completely exclude the magnetic flux. The flux in the superconductor is not uniform 
throughout the material, but comes in units or bundles of Φ , called vortices. The material appears to 
have holes in it where the vortices thread through the superconductor and are analogous to multiply 
connected loops as in Figure 3. Thin films of type II superconductors are particularly interesting because 
the geometry provides an ideal scenario for studying vortices in a superconductor. The film is generally 
uniform and thin, easy to fabricate with various geometries and the magnetic field can be applied 
transverse to the film. Since the coherence length of the superconducting electrons is less than the 
penetration depth of the magnetic flux in the Type II superconductor, the order parameter changes 
from superconducting outside of the vortex to a normal core inside the vortex where the magnetic flux 
is allowed. 
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Figure 3: Type II thin film superconductor with two vortices. The cores of the thin film where the vortices move through are 
normal with a size comparable to the coherence length. Multiple vortices can thread through the same normal core, but the 
amount of flux will always be an integer multiple of hi. A superconducting array is very similar with a superconducting thin 
film. The array has normal areas which are able to strongly pin a vortex in that cell.  
Abrikosov predicted a triangular lattice of vortices for Type II materials to be the ground state 
for the vortices in a thin film. Weak pinning sites in the material will destroy the long range order of the 
Abrikosov lattice. In general, all materials that have been made into thin films exhibit Type II behavior; it 
is energetically preferable to allow vortices with normal cores in the material rather than destroy 
superconductivity completely. HTc superconductors are strongly Type II with small J and large ,. 
Understanding vortex interactions and how to control them has been a major theme in research. 
The samples in this thesis are thin films with artificial periodic pinning sites exhibiting many 
similarities with Type II superconducting thin films. The magnetic vortices interact with the sample and 
with each other to exhibit interesting physics. In addition, the flux in a vortex allows the vortex to be 
measured with a sensitive device. The addition of weak links in the superconducting rings mentioned 
earlier in the section (Figure 2) and fully developed in the next section, complete the basic description of 
the sample as an artificially created Type II superconducting film.  
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4. Superconducting Arrays 
Superconducting arrays are generally characterized by superconducting islands connected by 
weakly coupled links or Josephson junctions as shown in Figure 4. Various geometries and parameters 
can easily be fabricated to study different properties of the array. In this section, Josephson junctions 
are introduced, and then the general mathematical description of a weakly coupled array is described. 
The section ends with notes on numerical simulations of the equations.  
(a) Square array
 
(b) Triangular array 
 
(c) Penrose array 
 
 
Figure 4: Schematic diagrams of different examples of superconducting arrays. The square and triangular arrays were studied 
for this thesis. (a) shows a Penrose tiling with Josephson junction at the middle of each superconducting line. (c) is from [18]. 
Josephson Equations 
The Josephson effect describes the interaction between two weakly coupled 
superconductors.[19] The wave functions of the superconducting electrons interact weakly, and 
currents can exist between the two superconductors. The relationships between currents, voltages and 
phases are determined for Superconducting-Insulator-Superconducting junctions (SIS) and then 
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discussed for different topologies, Superconductor–Normal metal–Superconductor (SNS) junctions and 
“weak links” between superconductors. 
SIS Junctions 
Consider two superconductors with different order-parameters separated by an insulator. If the 
insulator is thin enough, Cooper pairs can tunnel through the barrier, allowing the two order-
parameters to interact in a region where they both decay exponentially. The insulating region of the 
junction has a higher potential energy than the superconducting electrons possess in their ground state. 
The plane wave solutions to Schrödinger’s equation in the superconductor transform into decaying 
exponentials in the insulator, where the wave function is “tunneling” under the higher potential energy 
barrier, very similar to single electron tunneling. Linking the wave function from both sides of the 
insulator produces interesting results. 
Josephson predicted that the current phase relation (CPR) would be different from that of a bulk 
superconductor (See equation (3.7)), following from the (simplified) argument above. Linking the 
propagating versions of the two wave functions (3.6) of both superconductors via an exponentially 
decaying version tunneling under the barrier, the probability current (3.5) becomes a periodic function 
of the phase difference between the two superconductors. Then the current through the junction would 
be related to the phase difference of the two superconductors by 
 j = 	 jI sinKn) (4.1) 
where Ic is the maximum current of superconducting electrons through the junction and n is the guage 
invariant phase difference between the two superconductors. (4.1) is a relation that holds for many 
junctions, but it is not universal for all and depends on the parameters of the junction itself. 
The time derivative of the order-parameters in the equations used to link the two 
superconductors relates the time evolution of the phase with the energy difference between the two 
superconductors: 
 o =	 ℏ22
(n
(1  (4.2) 
Equations (4.1) and (4.2) are the first and second Josephson relations, respectively. The critical current jI 
for a SIS junction is given theoretically by: 
 jI = D225p Δ KH) tanht
Δ KH)2QRHu (4.3) 
where v KH) represents the gap in the density of states that opens below HI.[20, 21] Close to HI  the 
critical current of the SIS jucntions vary as 
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 jI~K	1 − HHI) (4.4) 
Insulators for SIS junctions are usually on the order of several nanometers thick.  
SNS junctions 
Although first derived for SIS junctions, the Josephson equations apply to other cases as well. In 
SNS junctions the proximity effect allows Cooper pairs to “leak” into a normal metal in contact with the 
superconductor. For a thin layer of metal, the superconductors are tightly coupled due to the ability of 
the superconductor to influence the conducting electrons in the metal. For a much thicker metal layer, 
the superconducting wave function was suppressed, allowing the two superconductors to interact 
weakly as in a SIS junction. Typical SNS junctions are many times thicker than SIS junctions, because the 
superconducting order parameter “leaks” much farther in the normal metal than in the insulator. The 
normal metal is on the order of 100s of nanometers thick. 
The critical current density near HI  varies as[22]:  
 jI~+1 − HHI/
 2w xyKc)  (4.5) 
Solymar provides a good discussion of SNS and SIS Josephson junctions.[23] 
Wire Networks 
When a superconductor is constricted o that the surface currents penetrate throughout the 
cross sectional area, there is no integration path where the current density is zero, and this weak link 
behaves according to the Josephson relations. For the Josephson relation to hold for a thin wire, the 
cross sectional dimensions of the wire should be smaller than the coherence length, J, of the 
superconducting material, which diverges as H → HI. This indicates all wires close enough to their 
transition temperature fall in this regime. The Ginzburg-Landau equations are linearized close to HI  and 
solved. For connecting networks of wires, two additional constraints are imposed. The solution must be 
single valued in space (i.e. around a loop in a network) and the derivatives of the solution at a node of 
intersecting wires should sum to 0, which corresponds to current conservation at a node.[24] The 
gradient of the order parameter is related to the superconducting current. It is important to understand 
that the mapping of a superconducting wire network to a weakly couple system occurs over a very small 
temperature range compared to a Josephson junction array. For most of the temperatures below the 
transition temperature of the wires, the network acts as a multi-connected superconductor with non-
interacting vortices. If the network is cooled down in a magnetic field, the system briefly acts as a weakly 
coupled system just below	HI, but the gradients in the phase or phase differences around any loop 
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quickly disappears as the sample is cooled. Any vortex in the system is completely composed of flux, 
which is important in two respects: 
1. Techniques that are not as sensitive to magnetic flux will generally only be able to image in 
this regime. However, the SSM is extremely sensitive to magnetic flux and can image 
vortices not only in a wire network but also in weakly coupled systems where there is less 
flux in a vortex.  
2. Unless the network is very close near	HI, it can be considered to be in the high  regime. 
RSJ Model 
Actual fabricated Josephson junctions are modeled in Figure 5. The total current through the 
junction, i, is the sum of the supercurrent through the Josephson junction and normal currents through 
the shunting resistor and capacitor: 
 8 = 8z + 8| + 8}} 	= 	~ (o(1 +
o
5 + 8I sinn (4.6) 
The same voltage appears across all the elements. 
 
 
  
 
Figure 5: Resistively Shunted Josephson junction (RSJ) 
Using the second Josephson relation, equation (4.6) can be written in terms of the phase difference 
across the junction, n: 
 8 = ~ ℏ22
(n
(1 +
ℏ
225
(n
(1 + jI sinn (4.7) 
The relationship between C, R and jI determines the IV characteristics of the Josephson junction. As the 
current through the junction slowly increases from zero, the time derivatives are inconsequential and 
the dominate component in the model is the Josephson junction itself. Once jI is reached, a voltage 
develops across the junction and current begins to flow through the resistor and capacitor and the 
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phase starts to change according to the second Josephson relation (4.2). The IV characteristic of the 
junction approaches a linear resistor as the current becomes much larger than the critical current of the 
junction. 
The IV characteristics change depending on the values of R and C when the current is lowered 
below jI. If the resistance and capacitance are high, then the junction continues to have a non-zero 
voltage across it even when the bias current drops below	jI. As the energy in the junction oscillates 
between the capacitor and the Josephson junction itself, the resistance does not dissipate or dampen 
enough energy to drop the junction into the zero voltage state. If the resistance is low enough, then the 
dissipation is great enough so that the junction falls into the zero-voltage state just as the bias current is 
reduced below jI; the junction is non-hysteretic. Arrays used for samples in this work are all SNS, and 
the normal metal between the superconducting islands provides low resistance and capacitance, 
meaning that the second derivative term can generally be ignored in simulations. The energy of a single 
Josephson junction is the time integral of the voltage and current: 
 M = jo(1 = KjI sinn)	K ℏ22
(n
(1 )(1 = M K1 − cosn) (4.8) 
Where M  is the Josephson coupling energy, d . 
Numerical Formalism 
In general the coupled superconducting arrays shown in Figure 6 are completely described once 
all the phase differences between the islands are known. The phase differences are constrained by the 
single valued property of the superconducting wave function on each island and standard current 
conservation. This section details how to formalize the constraints and solve for the phases in an array 
given the parameters of the system. Once the phases are known, it is straight forward to find the 
currents and then the magnetic field of the system, which are needed to compare with the output of the 
SSM. 
Consider the weakly coupled superconducting system in Figure 6 with n cells and m branches. 
Each island has a unique order-parameter, 
 Ψ< = Ψ<2<= (4.9) 
which is coupled by a Josephson Junction to other superconducting islands. Mesh currents or loop 
currents are denoted by 8 and flow in a counter-clockwise direction by definition. The junction phases, 
n< and branch currents, 8VpIF, are positive if they are summed in the positive *' direction, negative 
otherwise. The mesh currents and the branch currents are related and not independent. 
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Figure 6: Schematic Diagram of a Weakly Coupled System 
Phase Constraint 
Integrating the phase around any loop or cell gives: 
 A.@ ∙ (C =  .@ ∙ (C

+ K@R − @) = 2D (4.10) 
θ must still be single valued and is a general phase angle with no absolute meaning. After substituting 
the expression for the vector potential in a bulk superconductor and adding or subtracting a constant, 
equation (4.10) becomes: 
  nI +
2D
Φ ΦN	<p	I	 = 2DI (4.11) 
very similar to equation (3.8), with the only difference that the places in the loop where the current is 
non-zero are at the junctions and the integral of the phase is replaced by the difference of the phase 
across the junctions.  
The flux in the loop is composed of two parts, the external applied flux and the flux induced by 
the mesh currents from other cells in the system induce. The induced flux in a cell i,Φ< can be written: 
 Φ<pwIw	N	<p	I	< =  <K8)∈	I  (4.12) 
Where Lij  is the mutual inductance between cell i and cell j, if i j≠ , or the self-inductance of cell i, if i = 
j. The total induced flux is determined by summing all the contributions from all the loops in the 
inductance matrix. 
The inductance matrix,  is an nxn square array where n is the number of cells in the array and 
has elements	<. The inductance matrix is symmetric and the diagonal elements are positive and 
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generally the largest magnitude elements of the array since they are the self-inductance values for each 
cell. The off diagonal elements are the mutual inductance elements and negative. The mutual 
inductance terms become smaller as the distance between the cells increases. As an approximation, the 
mutual inductance between two cells can be set to 0 if it is below a certain threshold. Since the inverse 
of the inductance matrix is used in the calculations for n (see section: Reducing to Phi), then smaller 
elements of   are set to 0. See Appendix A: for information about the inductance matrix. 
Defining	 =  	, the normalized applied flux quantum per cell, we have: 
 Φ	N	<p	I	< = <w	N +Φ<pwIw	N =  + 	j&&&&' (4.13) 
The cell area in the calculations and experimental samples are normally uniform, although it is 
straightforward to account for different sized cells in the numerical calculations by using an area vector 
along with f.  
A formal way to sum the junctions around the smallest loops is required. The matrix  is 
introduced to simplify the summation of phases in equation (4.11). The product   converts a vector of 
phases to a vector of correctly summed phases for each loop. The mesh matrix  is of size n x m 
(converts m phases into n sums of phases for each loop or cell) and consists of only three different 
elements: -1,0,1. Each row in  corresponds to a cell in the system. The number of non-zero (-1 or 1) 
elements in the row equal the number of Josephson Junctions that surround the cell; the sign is 
determined by the geometry of the system. Each column in  has one or two non-zero values. At most 
a junction can only be part of two cells. Junctions at the periphery of the system are a part of only one 
cell. Equation (4.11) reduces to: 
 ¡n&' + 2DΦ K' + j&&&&') = 2DI&&&&&&&&' (4.14) 
Where: 
• n&'	 is a vector representing all phase differences between the islands. 
•  is the inductance matrix. 
• I&&&&&&&&' is a vector representing the vorticity of each loop (number of 2D phase shifts around the 
loop). The vorticity of each cell indicates how many times the phase winds around 2D as the 
phase is integrated around the cell; the junction phases must all be bounded -D to D for this 
vorticity vector to have clear meaning. If the junction phases are not strictly bounded, the 
vorticity can be misleading. A vortex or multiple vortices can still exist in a cell even if the value 
in I&&&&&&&&' is 0 (or any other value for that matter); the actual vorticity of the cell is composed of 
the phase windings in the phases of the junctions around the cell in addition to what the 
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vorticity vector has. In numerical simulations, if a vortex moves from one cell to another, the 
junction it passes over generally goes through ±D as the vortex moves across it. In this case the 
vorticity vector may not represent the correct vorticity of the cells in the array. This is because 
the phases are not bounded -D to D. 
• j&&&&' is a vector representing the loop current in each loop. 
• ' is either a single valued vector or a vector that has different values corresponding to different 
cell areas. 
A useful property of  is that it relates the branch currents and the loop currents: 
 jV&&&' = cj&&&&' (4.15) 
Relation (4.15) is used in the following section. 
Current Conservation 
For a branch or single link between the superconducting islands in Figure 5, the current is: 
 8 = ~ (o(1 +
o
5 + 8I 	sin£ (4.16) 
which is a repeat of equation (4.6) where: 
• 8 is the current in the branch. 
• o is the voltage across the junction. 
• ~ is the capacitance across the junction. For these array simulations, the o/5 term dominates 
the ~ w¤w  term and the C term is usually dropped for SNS junctions.  
• 5 is the resistance of the junction and can be used to model thermal noise in the array. 
• 8z is the critical current of the junction. 
• n is the junction phase difference.  
The branch current is also equal to the correct sum of loop or mesh currents. In particular, it turns out 
that for a branch i 
 8F	a − 8F	 = 8VpIF	< 	= ~ (o(1 +
o
5 + 8I 	sin£ (4.17) 
By using equations (4.15) and (4.17) and expanding to matrix and vector form to include all phases and 
loop currents, the current conservation equations become: 
 Mcj&&&&' = jI sin£&' + + ℏ22
1
5/
(£&'
(1 +
ℏ
22 ~
(n&'
(1 (4.18) 
where 
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• ¡¦ is the transpose of the mesh matrix. 
•  n&'  is the n vector representing all the junction phases in the array. 
• j&&&&' is the vector of the mesh currents. 
• 5 and jI are similar to f in that they are usually a single valued vector quantity, but in 
fact can be a vector with unique values for the resistance and critical current for each 
junction. 
Reducing to Phi 
The two constraints for an array are: 
 M£&' = − 2DΦ  Lj
&&&&' + 2D( − ) (4.19) 
 Mcj&&&&' = jI sin £&' + +15/
ℏ
22
(£&'
(1 +
ℏ
22 ~
(n&'
(1 (4.20) 
Solving for j&&&&' in the phase constraint equation and replacing in the current constraint equations gives: 
 
ℏ
22 ~
(n&'
(1 + +
1
5/
ℏ
22
(£&'
(1 = −jI sin £&' + +
Φ 
2D/ M
c¨2D¨&' − '© − ¡£&'© (4.21) 
which gives a system of equations for the vector n&'. Given the solution of n&', all important aspects of the 
array are known. 
Dividing equation (4.21) by Ic and using ª = |d  1, (4.21) becomes a better equation for 
numerical simulation and discussion. 
 2D jI5~ (
n&'
(ª +
(£&'
(ª = − sin £&' + +
Φ 
2D/
1
jI M
c¨2D¨&' − '© − ¡£&'© (4.22) 
Quantities are now measured as follows[6, 25]: 
• Time is measured in 
|d
 . 
• Voltage is measured in units of 5jI. 
• Current is measured in units of jI. 
• f is in units of Φ  per cell.  
• Inductance is measured in pF. 
• jI is measured in 
«. 
• R is set to 1 for all discussions. It scales the voltage and time steps, but does not affect the 
overall state dynamics of the system. 
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The capacitance term is dropped from this discussion because R is small, effectively shorting out the 
capacitor. There is active research in underdamped Josephson junction arrays in which the capacitive 
term is included.[26] 
Beta 
¬ ­ dMc in (4.22) is defined as 1   and determines which term is dominate in satisfying 
the vorticity of the system, the flux determined by the inductance and mesh currents K ≫ 1) or the 
phase drops across the junctions in the loops K ≪ 1) .  as defined is a matrix and can be simplified for 
matrices to be the largest self-inductance of the most prominent loop in the system,  ≡ d¯°± . This 
works extremely well for arrays with the same sized cells and reduces to the same value for the simple 
SQUID array, which has a single loop and two junctions[27]. The numerical factor “2” in definition of  
comes from the “2D” in the phase constraint, not the number of junctions as in the SQUID from [27]. 
Introducing D for the definition of  would make the definition similar to ¯ used for RF SQUIDs and in 
current-phase relationships, which seem to be less relevant to the usage here. Using the units of pF and 

« allow  to be tuned to approximately 1 which is where the experimental data was obtained and to 
easily relate the calculations to the experimental data. 
In the limit  → ∞, the system is tightly coupled as Ic can be assumed to be very large, and the 
phase-constraint equation is dominated by the flux term. A solution for n&' in this case is simple; all 
phases and currents, relative to the critical current, are approximately zero, and , the vorticity of each 
cell, can take on any value. The actual currents in the system may be quite large to produce the required 
flux in each cell, and in fact the currents may be larger than in all other values of , but relative to jI, 
they are small. The system behaves like a multi-connected bulk superconductor, with the current 
density linear in the phase at the junctions;	8 = 8I sinn	~	8I 	n for small n.  
In the limit,  → 0, the system is weakly coupled. The flux term in the phase constraint is small 
and (4.22) must be satisfied by the phase drops in the junctions. The vorticity cannot take on an 
arbitrary value for a stable solution. A stable solution with an arbitrary vorticity as an initial condition 
may result in a different vorticity for the array as  is reduced. In many of the calculations in this limit, 
the inductance matrix is approximated by using either the self-inductance term only or dropping the 
inductance matrix all together. Table 1 gives a comparison of the different characteristics of . 
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Table 1: Comparison of general characteristics systems with different	³. 
 ≫ 1  ≪ 1 
High Critical Current Low Critical Current 
Low Temperature (away from HI) High Temperature (close to HI) 
Short range interaction Long range interaction 
Short penetration depth Long penetration depth 
Isolated vortex pattern Interacting vortex pattern 
Arbitrary vortex pattern Vortex pattern restricted 
All n close to 0 regardless of 
configuration 
n depend on configuration (vorticity, f, 
etc.) 
Phase constraint dominated by flux. High 
currents 
Phase constraint dominated by n. Low 
currents 
High magnetic field variation above 
sample 
Low magnetic field variation above 
sample 
Wire network Independent superconducting islands 
(in the extreme limit as  → 0) 
Simulating Superconducting Arrays 
The equation (4.22) must be solved numerically for a full description of the system. Techniques 
for solving (4.22) are readily available. One word of caution, if , defined above, is small, the system of 
differential equations becomes stiff, requiring certain numerical techniques for a realistic solution. [28] 
Luckily numerical calculation packages can often automatically take into account stiff differential 
equation systems and the user can concentrate on understanding the solutions. Dynamic simulations 
are used to model the voltage of the array, which is just the time evolution of the phases in the array, as 
a function of different applied fields, f, and bias currents. 
Static solutions of equations (4.22) require that the time derivatives be set to zero. The vorticity, 
n, of each cell, the critical current and inductance of the system (determined by the geometry) can all be 
specified; the capacitance and resistance of the junctions are not relevant for the static case. A solution 
may not exist for every combination of L, jI, and n, and some of the solutions are not stable (i.e. saddle 
points in the energy potential) generally the result of a vortex on top of a junction, while moving from 
one cell to another.  The L and M matrices are given by the geometrical values of the array. Normally, 
24 
 
these two matrices are calculated once for a particular array. M can be calculated with a straightforward 
algorithm given the lines of the array. L is calculated based on filamentary currents.[29] 
Solutions for the equations follow the following steps: 
• Specify the geometry of the array. 
• Calculate the inductance and mesh arrays. Done with dedicated program written in “C”. 
• Set the vorticity of the desired solution: This involves setting the &' vector to an integer value, 
typically 1 or 0. Multiple vortices can be inserted in a cell by specifying an arbitrary integer. 
• Set initial conditions for n&'. 
• Set . 
o For simulations, the jI of the junctions can be changed as a function of time. To find a 
specific vortex configuration for a particular , a large jI is specified with n&' = 0 for the 
initial conditions. jI is lowered to the desired value using (4.22). The initial vortex pattern 
may not be stable. If any of the junction phases has gone through −D, D, then a vortex has 
usually moved from one cell to another over that junction. 
• Solve for n&'. Various 4th generation numerical packages make simulating these equations 
straightforward and eliminate many details of the numerical computations. Mathematica versions 
3.0, 7.02 and 8.01 were used to calculate and analyze the equations. 
Stable points 
If n	´&&&'is required to be zero, then solutions to (4.22) will correspond to places where the phases 
do not change, either minima where the vortex pattern and currents are constant and stable or barriers 
between stable vortex patterns. The initial conditions for (4.22) determine what type of solution is 
normally found. An energy barrier for a vortex to move from one cell to another can be found by 
specifying the junction causing the barrier to be D or – D. The vorticity of the cells on either side of the 
junction are either (1,0) or (0,1) depending on the initial condition of the junction phase. In the 
limit	 → ∞, the barrier for a vortex moving from one cell to another is simply to set the phase of the 
junction the vortex is cross to ±D, while the rest of the phases in the junctions remain at 0. For smaller 
values of , the phases take on different values for vortex location. 
Being able to calculate the phases in junctions for various configurations in a weakly coupled 
system allows currents to be calculated for different geometries, junction parameters, magnetic fields 
and array states. The magnetic fields can be calculated and compared with the output from the SSM to 
get the underlying phases in the array. 
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5. Review of Imaging Techniques 
There are several magnetic imaging techniques that can provide information about vortices in 
superconductors, each with its own advantages, disadvantages and trade-offs.[30] The parameters of 
interest for magnetic imaging of superconductors are field sensitivity and spatial resolution which are 
shown in Figure 7. Other aspects of interest are: image acquisition time, operating temperature of the 
scanner, sample intrusion and magnetic field distortion. 
Lorentz Microscopy involves imaging the change in an electron beam density as the beam 
passes through the magnetic field of a vortex. Electrons are sent through a thin superconducting film 
and the entire profile of the electron beam is collected and analyzed on a plane. Imaging times are on 
the order of 10ms. The technique can measure the location of the vortex in thin films and provides an 
excellent measure of their dynamic behavior, but the core or internal properties of the vortex cannot be 
measured.[31] The technique does not require low temperatures, making it ideal for studying strong 
Type II High Tc superconductors.[32] 
Magneto-optical (MO) imaging of magnetic fields on 2D systems images polarized light reflected 
from a thin film of magnetically optically sensitive in close contact with the surface of a superconducting 
film. The degree which the polarized light rotates depends on the strength of the magnetic field the light 
is passing through. An optical microscope filters the differently polarized light reflected from the sample. 
The biggest strength of MO is the imaging speed of the technique; researches have been able to achieve 
30ns temporal resolution. [11] 
Bitter decoration is one of the original techniques to observer vortex locations and was the first 
to measure vortices in an Abrikosov pattern.[33] The technique involves evaporating magnetic particles 
near a superconducting film. As the particles hit the film and stick, they will be attracted to the areas 
with high magnetic field densities, the core of the vortex. The technique works well in determining the 
location of the vortex, but each sample must be removed, examined for particle location and cleaned 
before the deposition can be repeated. Although distinct vortices can be resolved very close to each 
other, very little can be said about the structure of the vortex itself. To work well, the technique requires 
relatively high magnetic fields which occur in a densely packed vortex structure resulting from a high 
magnetic field on a Type II superconducting film. Bitter decoration is still used in some experiments.[34] 
Magnetic Force Microscopy (MFM) and Scanning Hall Probe Microscopy (SHPM) involve placing 
a sensor on the end of a physical scanning apparatus, typically a piezoelectric scanning tube. MFM 
scanning probes the magnetic field of vortices with a magnetic tip attached to a cantilever which is 
attached to a scanning device. The resonance frequency of the cantilever changes with the local 
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magnetic field at the tip, and the change of the frequency is measured accurately. MFM is not restricted 
to a specific temperature range. The magnetic tip can affect the magnetic field locally, but this effect can 
also be used to “drag” vortices to a different location. SHPM is similar to MFM but uses a hall probe as 
the magnetic field sensor. The resolution of the hall probe is almost independent of its size (in contrast 
to the SSM where there is a tradeoff between spatial resolution and field sensitivity) and making the 
sensor smaller improves with lithographic technology.[13, 35, 36] 
Scanning Tunneling Microscopy (STM) involves measuring the electron tunneling from the 
atomic tip of a moveable probe to the atoms on the surface of a sample, and can usually achieve atomic 
spatial resolution. The tunneling current is a highly sensitive measure of the density of states of the 
sample, and therefore STM is not a magnetic field technique. However, the stark contrast of the density 
of states in a superconducting sample between the superconducting region and the normal core of a 
vortex can probe the spatial dimensions of a vortex, providing another technique to investigate vortices 
in 2D systems. [37] 
The SSM is the most sensitive instrument for magnetic field measurements as shown in Figure 7, 
although at the price of spatial resolution.[30, 38-41] The key point is that the SSM measures flux, and 
the tradeoff between field sensitivity and spatial resolution follows the diagonal line in the figure. 
Although photo lithographic techniques can make the scan loop smaller in a SSM system, the sensitivity 
is reduced, because the limiting factor is flux noise in a SQUID. For the size of the arrays that I 
investigated, the characteristic length of the array was approximately 10
, and the SSM was the 
logical choice for the experiment. 
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Figure 7: Different technologies for imaging magnetic fields. The diagonal lines are constant magnetic flux which is the 
quantity the SQUID measures. Although the SSM can theoretically measure weaker magnetic fields at lower resolutions than 
other technologies (follow the i¶hi or i·hi flux line), limitations in lithographic techniques ultimately restrict 
resolution to about 1 ¸¹. Other characteristics for the different techniques which are not shown on this graph are also 
important, such as image acquisition time, which can vary greatly.  
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6. Experimental Setup 
Introduction 
A Scanning SQUID Microscope (SSM) has the following properties: 
• The ability to move a magnetic sensor near a sample (~5	
 away) while recording the output 
of the sensor. 
• The sensor must be sensitive to magnetic fields less than 10 mGauss with a spatial resolution of 
about 5
. 
• The sample will be planar or flat. 
• The sample should be at the superconducting temperatures of interest: <~5K. 
• The sensor should be able to detect the magnetic field transverse to the sample. 
• Since the magnetic fields are extremely weak, the sample and sensor must be well shielded from 
the environment. 
Low Temperature Insert 
A traditional low temperature insert design where the experiment is connected to the end of a 
long metal shaft and dipped into a bath of liquefied Helium (LHe) was used. The sample and sensor are 
contained in the vacuum canister which is surrounded by LHe. Pictures of the insert and LHe dewar 
along with auxiliary electronic components are shown in Figure 8, Figure 9 and Figure 10. Traditional 
components of the insert are: 
• Vacuum tubes connected to the sample chamber for controlling the vacuum inside the sample 
chamber and the ability to fill it with Helium gas for temperature control. Inside the vacuum can 
are: 
o Sample heater. 
o Sample thermometer. 
o SQUID sensor. 
o Sample. 
o Helmholtz coil. 
o Height control to adjust contact of the sensor point. 
• Wires connected to breakout boxes at the top to make electrical connections.  
• The dewar is a classic liquid He container with a mu metal shield to reduce external magnetic 
fields around the experiment.  
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• A superconducting lead shield, sitting in the LHe bath, encases the vacuum canister containing 
the experiment to further reduce any magnetic fields.  
The sensor is attached to a shaft which pivots on a bearing ball and is moved by stepper motors 
residing at room temperature on top of the dewar. The stepper motors move the top of the shaft in a 
2D plane, which moves the sensor in an (approximate) 2D plane at the bottom of the dewar. 
 
SQUID Sensor 
Sample 
Coupling Coil 
Helmholtz Coil 
Pivot 
Lead shield 
Helium Dewar 
Mu metal 
shield 
Stepper Motor 
Hinge 
Bellows 
 
Figure 8: Schematic Diagram of the SSM 
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Figure 9: Picture of SSM insert. Stepper motors and electronics are at the top. The sample, SQUID, thermometer, heater, etc. 
are at the bottom and exposed for the picture and configuration. The vacuum can to enclose the components and hold a 
vacuum is partially visible at the very bottom of the picture. 
Pivot 
Stepper Motors 
Shaft 
Sample Space 
Vacuum Can 
Corner of the 
shielding Lead 
Can 
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Figure 10: Bottom of the SSM insert showing the sample, coupling coil, SQUID, Helmholtz coil and positioning apparatus. The 
hinge is located directly under the pivot (not shown in this picture), requiring the uniquely shaped copper bracket which is 
part of the shaft (and shown as “Shaft” in the picture). 
Computer / Interface / Software 
A computer running custom software records sensor output and controls the stepper motors. 
The computer used was an Intel Pentium Pro 200 based PC system. The stepper motors can precisely 
and accurately position the sensor within less than 1
, which is far smaller than the resolution of the 
sensor itself. The experiment is run by moving the sensor and recording the data at the same time. 
Sensor speed can vary due to the spacing of the data points or “step size” and speed of the stepper 
motors. For a 128 point by 128 point image and a step size of 2
, the sensor would move at about 
85
/]. Thus the image would take approximately 10 minutes to complete. An ADC board in the PC 
averaged the output from the sensor controller while the sensor was being moved.  
SQUID sensor 
The sensor was a custom fabricated SQUID built on traditional Nb/Al-AlOx/Nb trilayer 
technology. Previous peers contributed excellent recipes and advice for photolithographic procedures in 
our facilities.[42] The SQUID was fabricated in 4 lithographic / processing steps given below: 
1. Photoresist is exposed/developed on Si, forming: 
Shaft 
SQUID 
Hinge 
Coupling 
Coil 
Heater 
Sample 
Helmholtz 
Coil 
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a. the “washer” of the SQUID. 
b. the part on the “washer” where the junctions will be fabricated. 
c. the leads. 
d. the connecting wire for the modulation coil that is formed along the slit of the washer. 
The Nb/Al-AlOx/Nb trilayers are deposited in a dedicated sputtering system, and lifted off. 
2. Photoresist is exposed/developed to form: 
a. 2
	*	2
 Josephson Junctions. Junction size has a large effect on the noise of the 
SQUID. In general, small high critical current junctions minimize the SQUID noise. 
2
	*	2
 junctions was the best compromise when making a reliable device with a 
small junction size in a single fabrication step. Two fabrication steps producing two 
orthogonal photoresist lines to define a junction, would probably result in smaller 
junctions with an increase in fabrication time/effort, but that was not pursued. 
b. Connecting windows/islands for the modulation coil. 
c. Connecting windows/islands for the leads. 
The top layer of Nb is etched away, and SiO2 is sputtered to back fill as an insulator. SiO could be 
evaporated as an insulator, but evaporation is line of sight and could leave holes that cause 
shorts in the devices. Sputtering is preferred in this case. 
3. Photoresist is exposed/developed to form resistors and Au/Pd is evaporated. 
4. Photoresist is exposed/developed to form: 
a. the connection from the top of the junctions to the rest of SQUID. 
b. the modulation coil for controlling and measuring the SQUID output. 
5. Nb was then sputtered to complete the device. Additionally SiO2 was sputtered over the entire 
device for physical protection. 
The modulation loop consisted of 4 turns. The geometry of the SQUID, basically the size of the 
washer and the number of loops for feedback, depended heavily on the geometry of the coupling coil 
which is described in the coupling coil section: Coupling Coil Flux Transmission Line.  Figure 11 shows the 
bare SQUID. 
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Figure 11 The SQUID sensor has two Josephson junctions and resistors at the top of the figure. The modulation coil has four 
turns, and there is a damping resistor at the input of the modulation coil. The hole in the middle of the washer is 50	¸¹. The 
secondary coupling coil loop is not shown on this figure but it can be seen in the section Extensive Discussion of the Coupling 
Coil Design. 
The SQUID was connected to a step up transformer to improve impedance matching to a 
Quantum Design amplifier and feedback controller. The step up transformer was enclosed in a lead 
shield to reduce any affects from the magnetization of the transformer core as shown in Figure 12. The 
flux resolution of the SQUID was less than	10º	Φ /√0¼. 
 
Figure 12: Lead shield for the step up transformer 
Josephson 
junctions 
Resistors 
Damping 
Resistor 
Modulation 
Coil 
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Coupling Coil Flux Transmission Line 
The actual sensor for the experiment was a single superconducting loop that moved over the 
sample as shown in Figure 13. The loop was part of the superconducting coupling coil that transferred a 
partial flux signal from the sample tip to the SQUID for measurement. The coupling coil had three basic 
parts: the pickup loop which was where the flux was measured, the transmission line, and the secondary 
loop that coupled the flux to the SQUID via a “flip chip” design. The pickup or primary loop of the 
coupling coil had to be close to the corner of the substrate so that it could be brought close enough to 
the surface of the sample. The coupling coil was first fabricated on a standard optical microscope glass 
slide. Then the tip was roughly shaped out by grinding away much of the glass substrate with a drill and 
abrasive bit. To shape the fine point of the tip, the glass substrate was glued to a metal chuck which 
could easily slide in another metal ring or cylinder. The substrate was glued to the face of the chuck at a 
shallow angle. The metal cylinder kept the chuck at a fixed angle as the chuck and cylinder were moved 
over a glass plate with 400 grit wet/dry Silicon Carbide sandpaper. Water was used as both a lubricant 
and a medium to keep the glass slide particles from sticking to the substrate. One side was done and the 
other to form the tip. 
The “flip chip” design allowed the coupling coil and SQUID to be fabricated on separate 
substrates and assembled together once both the SQUID and coil have been completed. The coil was 
fabricated on a glass slide in the following procedure: 
1. Photoresist is exposed/developed on glass, forming: 
a. the pickup loop. 
b. bottom layer of the transmission line. 
c. Three loops of the secondary coil. 
100 nm of Nb is sputtered and lifted off. It is critical at this point to remove all the “dog ears” of 
Nb that have formed on the vertical walls of the photoresist. They can cause shorts with the top 
part of the coil rendering the coil useless.  
There are two main ways of removing “dog ears” from sputtered films, Q-Tip™ Assisted Lift-off 
(QTOL) and Ultrasonic Based Soapy Water and Isopropyl Enhanced Cleaning (UBSWIEC). The 
more abrasive method (QTOL) is to lightly brush the surface of the substrate with a cotton swab 
while both the substrate and swab are covered with Isopropyl Alcohol.[43] UBSWIEC involves 
spraying Isopropyl Alcohol from a squeeze bottle onto the substrate as the substrate is 
immersed in a beaker of deionized water and Dawn
TM
 dish soap which is in an ultrasonic 
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cleaner. The stream of alcohol forms many small bubbles that are agitated by the ultrasonic 
waves and clean the surface of the substrate. The bubbles create large pressure differences 
around particles, popping them off the substrate, especially the “dog ears”. 
2. Photoresist is exposed/developed to form two interconnects between them to complete the 
coil. The interconnects are at each end of the coil, near the primary coil and at the end of the 
loops for the secondary coil. 200 of SiO2 is sputtered as the insulator of the transmission line. 
The Q-TOL technic is used to aggressively clean the SiO2 insulator, removing any particles that 
could cause a short and cleaning any area with a hole in the insulator so that it could be filled on 
the next deposition of SiO2. 
3. The previous step is repeated to ensure that the insulator is thoroughly deposited to prevent 
any shorts. 
4. Photoresist is exposed/developed forming the top of the transmission line and completing the 
coil through the two connection windows that were formed in the 2
nd
 and 3
rd
 steps. 100 of 
Nb is sputtered. 
5. SiO2 is sputtered over the entire device to protect the coil. 
The coupling coil and SQUID are then mated in the “flip chip” configuration with the following 
procedure: 
• Glue the finished coil to a glass slide with thinned rubber cement. 
• Hold the glass slide and coil as a mask in the mask aligner. The “see through” property of the 
glass slide and glass slide substrate become apparent here. 
• Place the SQUID on the chuck of the aligner as a normal substrate. 
• Position the SQUID under the secondary coil of the coupling coil. 
• Add a small amount of thinned rubber cement to the SQUID and bring it into contact with the 
coupling coil. Needless to say, do not exert too much pressure on the SQUID when pressing it 
onto the secondary coil. 
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SQUID 
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Figure 13: Hinge geometry. The hinge is a piece of Mylar film 
from an overhead transparency (circa 1993). 
  
Figure 14: Coupling Coil Pickup Loop. The pickup or primary 
loop of the coupling coil is i¿À in diameter. The 
transmission line extends to the right. The glass slide has 
been hand shaped to a point. 
 
There are several reasons for using a coupling coil as an “intermediate” signal propagator to a SQUID 
rather than using the SQUID alone. 
• Modifying any substrate so that there is a loop close to the corner is a bit hazardous for the 
loop. The substrate is normally ground or cut to bring the corner of the substrate to the loop. 
The problem of fabricating the loop near the corner of the substrate was never solved because 
all fabrication of loops or any 1um size feature involves spinning photoresist which would clump 
up at the edge of any substrate. Therefore, grinding a substrate to a corner was required. 
• Given that grinding was required, the idea of modifying a SQUID once it had been fabricated 
seemed very risky. Making SQUIDs in a low throughput, non-dedicated environment is difficult 
for a lone operator. Once a SQUID is made, its substrate needed to be modified (cut, ground, 
hacked) to bring the SQUID loop close to the corner so that it would be close to the sample as 
shown in Figure 13. With a coupling coil, it is possible to make one SQUID, reuse it, and make 
multiple coupling coils which are easier to fabricate. 
• The coupling coil is made on a glass substrate which allows it to be stronger and more resilient 
to ham-handed graduate students when moving the too large insert in and out of the dewar, 
and when moving the coil over the sample, less of the coupling coil is “scraped” off. Si substrates 
would be prone to scraping or sanding prematurely, decreasing the lifetime of the SQUID. It is 
believed that scraping is proportional to the pressure of the corner on the sample. 
• The coupling coil reduces the flux seen by the SQUID by about 1/10. This is not desirable, but 
that is still well within the sensitivity of the SQUID when in investigating a single vortex. 
Conversely, any flux applied to the SQUID, which is always done during normal operation, is 
reduced by approximately 10% at the sample. It is not clear what the effect of any of the applied 
10
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flux, used for modulation and feedback at the SQUID, was to the sample since flux induced at 
the SQUID would be transmitted along the coupling coil as well. 
If the problems of corner fabrication, high SQUID fabrication throughput and low corner 
scraping during scanning can be mitigated, then using the body of the SQUID as the sensor would be a 
good solution. 
SQUID and Coupling Coil Design 
Several requirements and tradeoffs drove the design of the SQUID and coupling coil. 
The sample was placed in the center of the insert to ensure that the perpendicular magnetic 
field would be uniform over the sample. This design requirement drove the rest of the sensor design. 
The shaft used to move the SQUID was offset from the center for a couple of reasons. The 
stepper motors and bellows were wide and had to be moved off center to provide an opening which 
could accommodate a LHe transfer tube. Since  
• the sample was on the centerline of the insert, 
• a coupling coil was used, 
• the sensor was moved during the scanning, 
• and a hinge was used to keep the sensor close to the sample, 
then the hinge had to be off center. Placing the pivot of the shaft directly over the hinge minimized the 
vertical movement of the SQUID/coupling coil during scanning; if the pivot/hinge design had looked like 
an “L”, with the pivot at the top and the hinge at the end of the “arm” of “L”, then the arm/hinge would 
have moved vertically during scanning. It is unclear how important this consideration was. 
The coupling coil had three main components, the primary pickup coil or loop, the transmission 
line and the secondary transfer coil. The total length of the coupling coil was 22. The primary pickup 
coil was a single loop, 10
 in diameter.  The samples being measured had spacing on the order of 
20
 and 10
 would get the proper flux and spatial resolution. The transmission line made up the 
bulk of the 2.2 cm and consisted of a parallel plate design in three different lengths with the geometry 
shown in Figure 54. The secondary coil coupled the flux in the coupling coil to the SQUID. 
The SQUID design and the coupling coil geometry are related to the flux sensitivity of the overall 
sensor. Tradeoffs in the stripline inductance of the secondary coil, the number of turns in the secondary, 
and the size of the SQUID hole, gave 3 turns in the secondary coil with a washer hole size of 50 
 and a 
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washer width of 75
. More turns in the secondary coil increased the stripline inductance of the 
secondary coil while increasing the inductance of the coil. Reducing the size of the hole of the SQUID 
washer decreased the noise, but reduced the mutual inductance with coupling coil and thus the signal 
resolution of the sensor. 
The coupling coil design went as follows: 
• Ic, C, and R refer to a single junction. 
• A SQUID has four independent parameters that characterize the device: L, Ic, C, and R. 
• The requirements that  ≅ 1 and z ≤ ~1 reduce the independant variables to two. Tuning  
maximizes the transfer of flux signal to voltage. z  measures the hysteretic nature (z > 1), or 
lack of Kz ≤ 1) in the SQUID. [27] A SQUID must be in the non-hysteretic mode to be used in a 
flux locked mode. The resistance of the shunting junctions is lowered to eliminate the 
hysteresis, and the resistors become the dominate source of noise in the sensor. 
• If the junction size is as small as technology allows, C has been determined and there is only one 
parameter left.  The flux noise energy goes as Ä ⁄ . 
• If the junction size can be adjusted, the critical current density should be maximized. Then the 
only way to reduce the critical current is to reduce the junction size. The flux noise energy now 
goes as  . 
In this case, the junction size was the limiting factor, and the critical current was not at its 
maximum density. To maximize the signal of the SQUID, the quantity		 N¯ÆÇ/È, which is the flux induced 
in the SQUID divided by the noise of the SQUID, ÉwwÄ/, is maximized. The inductance of the 
secondary changes the inductance of the SQUID, and the number of turns in the secondary changes the 
inductance of the SQUID as well, causing all of the terms to be related. Figure 15 shows the value of 

¯ÆÇ/È and 

¯ÊËÇ/È for some reasonable approximations for thicknesses and lengths. Parameters were 
choosen to minimize noise for a loaded SQUID. 3 turns and a washer hole size of 50
 were chosen. It 
is quite possible that any number of turns, from 2 to 7, and a washer size up to 300
 would have 
worked well. See Extensive Discussion of the Coupling Coil Design for more details around the SQUID and 
coupling coil design. 
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Figure 15 Signal to noise as a function of inductance for a loaded and unloaded (unloaded assumes the coupling coil does not 
influence the inductance of the SQUID) SQUID and sensor. Lighter colors are higher values.  The number of turns and the size 
of the washer hole determine the inductances. 
The modulation flux from the modulation coil of the SQUID is proportional to 	 pV	N	p. Four turns 
seemed to be the best compromise between reducing the current required to operate the SQUID and 
ease of fabrication. Additional turns did lower the current required to modulate the SQUID, but also 
increased the chance for more fabrication errors. 
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Table 2: Design parameters for the SQUID sensor 
SQUID hole 50 µm 
SQUID washer width 75 µm 
Resistance of SQUID junctions 6 □ with 1.5 Ω/□ (□ is a square of 
material used in resistance 
calculations) 
SQUID junction area 2.5 µm x 2.5 µm 
SQUID junction critical current 2 
« 
SQUID inductance bare 182 pH 
SQUID inductance loaded with coupling coil 54 pH 
Coupling Coil Primary Coil 19 pH 
Coupling Coil Insolation plus penetration depths 2 x 0.086 µm + .4 µm SiO2 = .57 µm 
Coupling Coil Transmission Line ( total length 22 mm)  
1
st
 section (length 2.5 mm) 299 pH (width 6 µm) 
2
nd
 section (length 2.5 mm) 90 pH (width 20 µm) 
3
rd
 section (length 17 mm) 122 pH (width 100 µm) 
Coupling Coil Transmission Line Total 511 pH 
Coupling Coil Secondary Coil  Stripline Inductance 213 pH 
Coupling Coil Secondary Coil Inductance 965 pH 
Coupling Coil Secondary Coil turns 3 
Comments on SSM Design: 
• Previous designs for this experiment used a “Dewar” above the experiment to cool it down to 
superconducting temperatures with movement coming up from the bottom. This proved too 
difficult to improve as the temperature was difficult to control efficiently and precisely. 
Designing experimental apparatus that differs from accepted LHe practice is risky and prone to 
errors; it should rarely be attempted. 
• The insert designed was far too bulky and massive for the parts that were immersed in LHe. The 
bulky design required more LHe to cool down to the required temperatures and long cycle 
times. Inexperience with designing low temperature experiments lead to the overdesign. I 
would estimate that the next insert iteration could use only 20%-30%, but certainly less than 
half, of the material used in the current insert. 
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• The SQUID position was probably put in the worst possible location relative to the Helmholtz 
coil. The gradients of the magnetic field at the SQUID were at the maximum and that lead to 
stray signals being picked up. The fields were generally easy to remove with post processing, but 
eliminating them at the onset would be recommended. 
• The transmission line could have been wider closer to the sample to reduce its inductance. See 
Extensive Discussion of the Coupling Coil Design 
• The contact point of the sensor on the sample adds many unknowns to the experiment including 
wear on the sample, wear on the sensor, friction, etc. To minimize the interaction at the point, 
the mass of the sample, the sensor or both should be minimized. In this experiment the sensor’s 
mass was far less than the sample mass. 
Sample Preparation  
The samples used in the experiment were prepared with standard photolithographic 
techniques. The materials used were: Si wafers for substrates, sputtered Nb for the superconductors, 
evaporated Cu for the normal metal barrier, and sputtered SiO2 as insulators. Three main types of 
samples were fabricated for imaging, with different Ic vs. temperature relationships: Nb wires, extremely 
strongly coupled and two different types of weakly coupled SNS junctions. The profiles of the junctions 
for the three different types are shown in Figure 16, Figure 17, and Figure 18 : 
 
 
 
Si Substrate 
100nm Nb Wire 
Figure 16: Profile of the wire arrays. The array is very 
strongly coupled below Tc. For a narrow range of 
temperature near Tc the array can be considered weakly 
Si Substrate 
100 
Nb island 
100	 
Nb island 
~2 
 
Barrier 
200nm Cu Barrier 
Figure 17: Weakly coupled SNS array. The superconducting 
islands couple through the Cu normal metal. 
42 
 
 
 
 
 
Figure 19: Triangular Array of Strongly Coupled SNS junctions. 
The normal metal for the junction is Copper, patterned in as 
rectangle between a top and bottom layer of Nb. The islands 
are made of niobium with the center represented by a circle 
which is the connection between the top and bottom 
superconductors. The side of each triangle is Ìi¸¹. 
Niobium Wire Samples 
Arrays made of Nb wires were patterned with standard photolithographic techniques and lifted 
off. Samples made of Nb wires are extremely well coupled below Tc. The wires can be modeled as a 
Josephson junction with an extremely high critic current, the array is in the high  regime, and at low 
temperatures, the order parameter is well defined throughout the array. Integral paths around all loops 
can be done where there is no current density so (3.8) is valid. The formation of vortices is well defined 
and vortices consist entirely of magnetic flux, making imaging of vortices easier.  
SNS Samples 
Two types of samples were fabricated, weakly and strongly couple samples, characterized 
primarily by the length of the normal metal in the SNS junction. The	jI	of the junctions depends on the 
area and length of the junctions which is modeled as R in equation (4.5). The weakly coupled SNS 
junctions shown in Figure 17 have critical currents dominated by the distance between the 
superconducting islands which is about	2
. 
Weakly coupled samples were made by evaporating 200 nm of Copper on Si wafer followed by 
sputtering 100 nm of Nb. The array was patterned on the sample and then the Nb was removed by 
Si Substrate 
SiO2 
200nm Cu 
Barrier 
100nm Nb Island 
 
 
 
  
 
200nm 
Nb 
Island 
 
 
 
 
 
Figure 18: Strongly coupled SNS array. The terms “Strongly” 
and “Weakly” refer to the strength of the SNS junction. All 
SNS junctions in this thesis are considered weakly coupled 
compared to SIS and wire networks. 
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Reactive Ion Etching the exposed Nb, effectively defining the island and junction at the same time. 
Shrinking the length of the junction to increase the Ic via the etch method cannot be reliably done below 
2
, and another geometry was used to increase Ic as in Figure 18. The procedure for producing the 
samples is as follows: 
• Photoresist is exposed/developed on Si, forming the lower part of the junction. Nb is sputtered 
on the sample and lifted off. The process defines one of the dimensions for the area of the 
junctions. 
• Photoresist is exposed/developed on the sample, forming rectangles around the area where the 
junctions will be formed. Evaporate Cu and lift off. The amount of Cu evaporated defines the 
length of the junction. 
• Photoresist is exposed/developed on the sample to only expose part of the Cu to define the 
other dimension of the area of the junction. SiO2 is sputtered and lifted off. 
• Photoresist is exposed/developed on the sample, forming the top level of the junctions and the 
final half of the islands. 
Microscope Output 
It takes approximately one day to perform a data run with the SSM. The sample was secured to 
the heater stage by using silver grease to enhance thermal conductivity. The vacuum can was secured 
around the sample and SQUID and sealed with an indium O-ring to preserve the vacuum within the 
superfluid He bath. The vacuum can is evacuated and placed in the glass dewar with a liquid N2 jacket 
for a few hours to precool the insert. LHe is transferred to bring the temperature of insert to 4.2K. 
Exchange gas is added to the canister to cool the sample and SQUID. The SQUID is cooled by the 
exchange gas; the sample is cooled by the exchange gas as well, but by heating the copper sample stage, 
the sample’s temperature can be regulated and monitored with the attached thermometer. For a 
particular image, the sample is generally heated above its Tc, an external magnetic field is applied and 
the sample is cooled. The fun begins with scanning the sample. 
Raw data from the SQUID and processed images are shown in Figure 20. The processed image 
shows a background plane removed from the data. The consistent plane background signal is from stray 
magnetic fields at the SQUID itself and not the input coil at the sample. 
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(a) 
 
(b) 
 
(c)  
 
 
(d) 
 
Figure 20: SSM output. (a) is the raw output from the control program. (b) shows (a) with a fitted plane (the background 
signal) removed. (c) and (d) show the same data as the respective image in (a) and (b), but from a different perspective.The 
data range is 512x512 ¸¹Ì and the background slope is many flux quantum in size. 
The SQUID and its electronic connections were physically moved around during the scanning. 
Occasionally, a large jump or constant offset would appear in the output. These were caused by vortex 
movement in the SQUID either changing the amount of flux in the loop or by suppressing (or raising) the 
critical current of the SQUID junctions, either of which show up as a signal in the output. For minimal 
“jumping,” the image could be restored to usefulness by simply subtracting the offset from part of the 
image. “Streaks” in images were caused by flux from the sample coupling into the transmission coil as 
the transmission line is scanned over the vortices. The sample itself could produce a signal in the SQUID. 
As the primary coil moved over a superconducting wire, the wire screened any residual magnetic flux 
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and changed the effective inductance of the SQUID, both of which caused an output signal. All three 
effects can be seen in Figure 21. 
 
Figure 21: Jumps, streaking and sample ghosts are all visible in the image. The sample is a Si wafer with clusters of 4 cell 'T's 
spaced about 100¸¹ apart. The individual cells are 20x20 ¸¹Ì and made of Niobium wires as in Figure 16. There is one 
vortex, shown by the white dot, in the center cell of one of the 'T's. 
An entire data run would last approximately 4 to 5 hours allowing for about 15 minutes for each 
image. Each image would generally include warming the sample, quenching it in a field and finally 
imaging the sample. Data runs were considerably shorter when the SQUID did not work.  
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7. Single Vortex Experiments 
A single vortex’s magnetic field is measured as a function of . Two cases are discussed, one 
where the penetration depth is evaluated and one where there is a ‘weak link’ around the vortex.  
For a single vortex in any superconducting 2D system, there is a transition from a “normal” core, to a 
region where the magnetic field is decreasing and currents exist in the system, and finally to where the 
system exhibits bulk properties of no current or magnetic field. For a 2D superconducting array, a single 
vortex is in one of the cells and the magnetic field drops off farther away from the sample. Although the 
vortex is “centered” in one cell, the components that make up the 2D phase component change from 
the manetic flux around the vortex to the phases in the junctions themselves as  goes from high values 
(High Ic) to low values (low Ic).  The magnetic field changes as the vortex “spreads out” and the 
penetration depth is a function of Ic as (7.1), where p is the lattice spacing for the array.[44] 
 ,Í = Φ 2	D
 jIP (7.1) 
The penetration depth for the array comes from equating the magnetic field due to a single vortex with 
a solution as in [44] or by equating the superfluid density of a 2D film with that of an array.[1] 
The sample is fabricated with S-N-S junctions as shown in Figure 18 and Figure 19. The array has 
dimensions of 20
 for the length of a side of a cell. The area of the junction is 2
	*	2
 and a 
thickenss of 200 of a normal metal, copper. 
The experimental procedure for this section follows: 
• A triangular array is cooled in a residual magnetic field.  
• The sample was scanned until a single vortex was located.  
• The vortex was scanned at various temperatures which correspond to various critical currents, 
, for the junctions in the sample.  
• Branch currents corresponding to various uniform critical currents in the array were calculated. 
• From the solutions to the branch currents, the magnetic field above the sample was calculated. 
• By fitting the calculated magnetic field to the measured magnetic field, the critical currents 
verses temperature can be deduced.  
An array as shown in Figure 19 was cooled in a residual field and a single vortex was found the 
single vortex was imaged at temperatures from 2.0K to 5.5K. An example of the output from the SSM for 
the single vortex at 2.0K is shown in Figures 22 (a) along with line cuts of the vortex for different 
temperatures in Figures 22 (b).  
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(a) 
 
(b) 
 
 
 
Figures 22: (a) and (b): Experimental Image of the magnetic flux for a single vortex in a weakly coupled triangular array. (a) 
shows a typical output of the SSM. (b) shows lines cuts of the vortex (see dotted line) for various temperatures.   
As the temperature increases, the vortex’s magnetic field is reduced because the critical current of the 
junctions are reduced. By simulating a single vortex in a triangular array of Josephson Junctions, the 
critical current (assumed to be the same for each junction) can be fitted. To link the magnetic flux data 
with the underlying phases of the array, the equations for a weakly coupled array (4.22) with the time 
derivatives zero produce the following branch currents and junction phases (Figure 23). The magnetic 
field density plots and flux density plots and images in Figure 24 were calculated from the branch 
currents previously determined in Figure 23. 
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Figure 23: Calculated Currents and Phases for a single vortex in a triangluar array with Ic of 10uA. Three of the phases have 
gone past 
Î
Ì. The currents in the branches specified by the red line are plotted in Figure 27. 
 
Figure 24: Calculated Magnetic Field and Flux from the sample in Figure 23.  The field was taken 3 ¸¹ over the current plane 
and the flux was averaged over a loop of 5 ¸¹ radius. Distance is measured in ¸¹. 
The procedure to figure out the critical current of the sample is as follows:  
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1. Setup the phase current equations with a single vortex in the array. The array has 72 cells and 
120 junctions 
2. Simulate the magnetic flux as a function of position with the following variables: 
a. Offset, gain which effectively accounts for the output of the SQUID. It moves the 
curve up and down (offset) and sets the amplification (gain) of the simulated flux. 
b. Height above the sample. Simulates the height of the SQUID pickup. 
c. Critical current of the sample. This provides the “detail” of the magnetic flux 
profile. This is not the amplitude of the curve, because that is included in the “gain” 
above. 
3. “Fit” the simulated curves to the experimental data, by adjusting: 
a. A single value of “offset”, “gain”, and “height” that is the same throughout the series of 
measurements. These parameters should not change during the various temperature 
runs, and did not change for a particular data run. 
b. A single value of the critical current for each temperature. 
The results give the values of: 
• Gain: 1.4 (Arbitrary). 
• Offset: 2.0 (Arbitrary). 
• Height: 2.9 which corresponds to 2.9
 above the sample. This agrees with my eyeballing of 
the pickup loop distance from the point of the glass slide. 
• Critical current for each temperature scan in Figure 25. Fitted curves with the data are shown in 
Figure 26. 
 
Figure 25: Calculated critical current for Josephson Junctions in a weakly couple triangular array. 
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Figure 26: Fitted Curves for calculated critical currents 382	¸9, 95	¸9 and 25 ¸9 corresponding to temperatures 1.99K, 4.28K 
and 5.45K. The height above the sample or grid for the calculation is 2.9	¸¹. 
The critical current at the low end of the temperature scale is difficult to measure via this 
method. The large critical currents (high ) indicate that most of the phase constraint is satisfied by the 
induced magnetic fields (and currents). There is very little difference in the magnetic profile of a vortex 
in an array with a  of 100 and 1000 (corresponding to an Ic changing by an order of magnitude). The 
currents through the junctions are virtually the same and the phase drop across the junction is very 
small. In other words, the magnetic field profile of a vortex with a  of 106  and of 103 are virtually the 
same.  
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Figure 27: Linear and Log plots of branch currents for branches moving straight out from the vortex. The top line is for 
T=5.5K, the bottom line is for T=2.0K, and the other lines between take on the discreet temperature values that were 
discussed above. The branches come from the line cut from the center of the cell that has the vortex as shown by the red line 
in Figure 23.  
Disorder in the Array 
Fabricated samples generally have variations or disorder in them. Examples include differences 
in the area of the cells or variations in the critical current, Ic. Consider the plot of the flux in Figure 28 in 
which a triangular array is cooled down in a field of approximately  = 0.02. Notice the one vortex in 
the upper right that is “leaking” out into another cell. 
 
 
 
 
Figure 28: Density Plot of a triangular array cooled down in a small f ~0.02 magnetic field. The arrow in the upper right of the 
density plot shows the viewpoint for the 3D plot on the right. Notice the vortex the arrow is pointing to; its peak is not as 
high as the others and a significant part of the flux of the vortex is moving into another cell. 
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There is one junction that is weaker than the others and has a lower Ic. A series of 3D plots shows the 
single vortex spreading or leaking into another cell as the temperature goes up ( goes down) in Figure 
29. 
Figure 29: Series of 3D plots as the temperature increases. The centered vortex leaks more and more flux across its junction. 
At a particular temperature it completely fills both cells. In the bottom right picture, the vortex has moved significantly from 
its original position. 
The array is modeled with the single junction that has an Ic less than the others in the array and 
the entire system of equations is solved for smaller and smaller Ics for both the critical currents of all the 
junctions in the array and the weak link. Reducing the critical current for all junctions winds the weak 
junction completely to D, and the single vortex spreads over two cells. Notice the vortices in the 
experimental data in the plots. Several of the vortices uniformly spread out across the array as shown in 
the previous section. However, the vortex in the center effectively becomes a vortex in two cells. The 
vortex in two cells has four junctions to add up to 2D, and the current in the middle branch is effectively 
zero; its junction is held at D.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
 
 
 
 
Figure 30: Calculations of the single vortex with a weak junction, but at high ³ where the effect of the weak link is not 
obvious. The phases and currents are plotted in (a) and (b). The flux is plotted in (c) and (d) The weak junction is circled and 
will go to Î as ³ → i. 
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Figure 31 Calculations of the single vortex with a weak junction at lower ³ where the effect of the weak link is more 
pronounced. Compare with Figure 29. 
The system falls into this stable state as a function of the critical current of the array and the critical 
current of the weak branch. The following plot in Figure 32 shows the current in the branch as a function 
of the critical current in the array and the reduced critical current of the branch. The flat part of the plot 
indicates that the current in the branch is zero. 
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Figure 32: Current of weak branch as a function of the Critical current of the branch itself and the critical current of the array. 
The flat part of the array indicates where the weak branch current is exactly zero and the its phase is Î. All currents are in ¸9. 
The winding of a phase to D itself is not terribly interesting. Any high  loop with a vortex in it 
has the opposite sides of the loop differing by D, as in Figure 2. Even more interesting is when the 
junction goes to D vs. , as the above image suggests. D phase shifts occur in other related phase 
coherent experiments such as the D phase shift in HTc crystals between two orthogonal axes.[37, 45] An 
array made of D junctions, which have an intrinsic D shift in the junction itself, has spontaneous currents 
for different values of . [30]  
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8. Ground States 
Ground states are an important part of understanding and studying physical systems. 
Superconducting arrays are no exception. In general, the ground state for an array is the particular 
location of the vortices for a given configuration. The geometry and the frustration (applied magnetic 
field) have a large effect on the ground state, and there has been active research for many decades.[46] 
There are several obvious ground states for the simple arrays. For a uniform area of square and triangle 
arrays with	 = 1 2 , the ground state is a “checkerboard” pattern as shown in Figure 33. Of course, for 
no applied field in those geometries, no vortices are expected, except in the case where the KTB theory 
of vortex-anti-vortex pairs of vortices are created. The situation becomes far more complicated for 
different frustrations and geometries. With an infinite system, the number of permutations of vortex 
locations becomes rather large. Assuming a regular pattern repeats as in the simple  = 1 2  case sited 
above, the situation becomes more tractable and there are several proposals for ground states, yet 
there are still many simple values of frustration where the ground state is unknown.[47]  
 
 
Figure 33: Ground state configurations for square and triangular arrays at a frustration of	Ï =  Ì . 
Defects or excitations to the ground states come in two basic types:  single vortex defects or 
dislocations and domain walls. Single vortex dislocations are simply a vortex that for whatever reason, 
happens to be in a different place than where it should be in the predicted ground state. A single vortex 
defect is local and not due to long range interactions in the sample. Domain walls form between regions 
or different chirality of the ground state. In the case of the square  = 1 2  state, there can be two 
different ground states differing by being offset by one cell. Both a single defect and a domain wall are 
shown in Figure 34. 
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Figure 34: Defects in a square array at Ï =  Ì . There is a single defect in the lower left area of the array inside the green 
circle. The domain wall, shown in red, that separates the two different domains runs horizontally and has a “kink” in it.  
Experiments of the bulk properties of arrays as a function of the frustration applied to periodic 
systems show that at small rational frustrations (where = P #  , p and q are small integers), the system 
shows dramatic behavior. This happens when the vortex pattern becomes aligned or commensurate to 
the underlying array structure in a well-defined, strong, stable ground state.[2, 48] For superconducting 
symmetric square and triangular arrays, the dip in the resistance as a function of frustration for low 
rational f can be seen in resistance vs. frustration as shown in Figure 35. Other irregular or irrational 
geometries show similar behavior occurring where the applied flux is Φ  per cell in the array.[18] 
Experiments studying the superfluid response of an array show peaks at the low rational f, again 
indicating a well-defined stable ground state as in Figure 36. The strength of the peak or dip indicates 
the relative energy of the ground state. Periodic symmetric arrays have their strongest peak at f = 0 and 
1, generally followed by 1 4  and 1 3 . Frustrations such as 1 5 , 2 3 , 2 5 , 3 5 , 3 7  have weaker ground 
states and are more complicated. 
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(a) 
 
 
 
(b) 
Figure 35: Plot of Resistance vs. f for different Temperature (or bias current) showing the dips in resistance when a stable 
well-formed ground state is able to form. The left plot is a theoretical sketch of the behavior over i Ð Ï Ð . The right plot is 
experimental data spanning approximately	−Ñ Ð Ï Ð Ñ. The dips are most prominent in for integer values of f, and smaller 
dips can be seen at the half integer f. From [49] and [48] 
 
Figure 36: Superfluid response of a triangular weakly coupled array. From [50] 
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Many theories for the ground states for various frustrations have been proposed. Theoretical 
investigations usually restrict the value of the frustration to be 0 Â  Â 1 2  since the system of 
equations (see section Superconducting Arrays) give identical results for  →  ¢ 1 and  → -. The 
first to be proposed were the ground states on a square array in the range of 0 Â  Â 1 2  where f is 
small and rational as shown in Figure 37. They go through several different patterns from a super array 
of vortices on a “Bravais” lattice for the low values of   K1 7 , 1 5 !, a unique ground state around 
  1 4 ,  and then to a “striped” pattern from 1 3 Â  Â 1 2 , K2 5 , 3 7  in this example!. 
 
Figure 37: Ground state configurations for various frustrations from [49]. Ï   Ì 	was shown previously in Figure 33.  
The striped ground state was proposed for   P #  where the building block for the ground 
state would be of size q x q, as in Figure 37 for   1 7 , 1 5 , for any rational f where 1 3 Â  Â 1 2 . 
[46] However, for	~0.45 Â  Â 1 2 , the vacancy superlattice has a lower energy and is a better 
candidate for the ground states close to 1 2 . The vacancy superlattice has periodic vacancies on the 
standard checkerboard lattice, much like subtracting the   1 7  state from the   1 2  state.[51]  
Further research into the ground states for various geometries, different, and more specialized 
configurations have been studied.  Striped patterns with the stripes partially filled for 1 3 Â  Â 1 2 , 
where   P #  but q (and in some cases p) are larger integers, were found to be ground states.[47] 
Systems where the area of each cell is different, resulting in different frustrating flux being applied to 
each cell has also been studied.[52] Further investigation of the ground state for the square lattice 
continues for more special cases, such as irrational f [3]. 
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Hallen et al imaged a wire network that had been cooled in a transverse magnetic field and then 
imaged the location of the vortices using a SHPM to locally determine the state of the system as a 
function of the frustration.[53] Disorder in the sample and the experiment prohibited the vortices from 
forming the theoretical ground state, but by correlating the various relative vortex locations, 
information about a preferred vortex pattern can be discerned. The two particle distribution functions 
for both the vortices and the absence of the vortices were plotted for both experimental and theoretical 
results in Figure 38. The two particle distribution function is the average number of vortices at a fixed 
distance from another vortex. For example, a vortex in an infinite array with a perfect ground state for 
 = 1 2  will have exactly 4 neighbors at a distance	Ò⁄^  √2, where a is the unit cell length, etc.  
 
 
Figure 38: Hallen et al.  Positional representation of vortex location in a wire network. The theoretical vortex configurations 
on the side indicate the candidate ground states for the system and are indicated by the gray background added by the 
author. The left column is the nearest neighbor graph. The middle column represents the two particle correlation function 
for the vortices. The arrow represents the stripe present in the 3/7 graph. 
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The  = 3 7  has two different distinct low energy states, the vacancy model and the stripe 
model. As discussed previously the ground state for  Ð ~0.45 is a stripe pattern (Figure 37). The peak 
in the two particle distribution graphs at Ò⁄^  of 2.24 indicates a vacant stripe. This is evident in the 
experimental data, and the theoretical “stripe” state for  = 3 7  implies that the stripe state is 
preferred over the vacancy state at that filling of . 
We repeated the experiment with our SSM and presented the data similarly. The sample was a 
square array, fabricated as described in section Sample Preparation with junctions shown in Figure 17 
and 20μm	x	20μm cells. The sample was warmed above the Tc of Niobium, a transverse field applied, 
and cooled at about 1K/sec. The sample was then scanned. The results are in Table 3 and show the 
evolution of the system as the frustration was increased. 
Several values of  are of interest. At	 = 1 4 , possible states that can be built with a q x q 
fundamental building block are shown in Figure 39. Using Figure 39 (a) as the building state, Figure 39 
(b) can be formed by moving the right two columns of Figure 39 (a) up one cell. Figure 39 (c) can be 
formed by moving the bottom two rows of Figure 39 (a) over one cell. Other states that have the 
vortices directly next to each other are not considered. Interestingly Figure 39 (c) has the lowest energy 
according to [49], even though it is the state with vortices closest to each other, and vortices repel each 
other just as in thin films. From Table 3 at  = 1 4 ,	the two point correlation function for the data 
matches most closely with Figure 39 ©, the proposed ground state, because the of the matching peaks 
at Ò⁄^  of 1.4 and 3.3.  
One can see the striped state in the  = 1 3   data. The stripes continue through the  = 3 7  
frustrations, but eventually the “checkerboard” configuration of Figure 33 becomes dominate as the 
ground states have switched from a “striped” phase to a “vacancy” phase. There were still defects in the 
ground state even at the well formed ground state of  = 1 2  which can be annealed out and are 
discussed in section Annealing. 
(a)  (b)  (c)   
Figure 39: Possible f=1/4 ground state building blocks. (b) and (c) are variations on (a). 
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Table 3: Progressive scan of a square array for different values of frustration. The data is in the second column and the 
digitized state is shown in the third column. The two particle correlation function is in the final column. Theory states have 
no data scan associated with them and only the digitized state and the correlation function are shown for those states. 
Comments Data Digitization Correlation function 
Theoretical ground 
state for  = 1 4 . 
 
 
 
Possible ground state  
for  = 1 4 . 
 
 
 
Possible ground state 
for  = 1 4 . 
 
 
 
 = 0.26 
The closest match to 
this state is the 
proposed ground state 
at  = 1 4 . 
   
 = 0.31 
   
 = 0.31 
   
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.25
IDÒ:10251
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.25
IDÒ:10252
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.25
IDÒ:10253
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.26
IDÒ:19
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.31
IDÒ:17
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.31
IDÒ:18
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Table 3: Cont. 
  
Theory for  = 1 3 . 
There are rows of 
vortices every third 
cell. 
 
 
 
 = 0.35 
 
 
 
 = 0.37 
 
 
 
 = 0.39 
 
 
 
Theory for  = 2 5 .  
 
 
 = 0.42 
 
 
 
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.33
IDÒ:1033
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.35
IDÒ:16
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.37
IDÒ:15
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.39
IDÒ:12
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.4
IDÒ:1040
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.42
IDÒ:14
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Table 3: Cont. 
 
 = 0.42. The arrow 
is at  Ò⁄^  of 2.24, 
indicating a striped 
pattern. 
 
  
 
Theory for	 = 3 7  
Striped.  The arrow is 
at  Ò⁄^  of 2.24, 
indicating a striped 
pattern. 
 
  
 
Theory  for	 = 3 7  
Vacancy. The arrow 
is at  Ò⁄^  of 2.24, 
indicating a lack of a 
striped pattern. 
 
 
 
 = 0.43 
 
  
 
 = 0.45 
 
 
 
 = 0.46 
 
 
 
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.42
IDÒ:21
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.43
IDÒ:10431
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.43
IDÒ:10432
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.43
IDÒ:22
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.45
IDÒ:23
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.46
IDÒ:24
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Table 3: Cont. 
 
Triangular Array 
The ground states for a triangular array as a function of f are potentially more interesting than 
other simple geometries because there are several degenerate ground states for certain f. Thénon  
explains the peaks in their superfluid response on triangular arrays (Figure 36) as an indication of well- 
formed ground states at  = − Õ with Õ ≥ 2 and an integer. [50] Thénon proposed two classes of 
states, Hex and Striped, as proposed ground states for the values of f for the peaks since both classes fit 
the  = − Õ pattern for commensurate ground states. They note that the ground state energy 
level for the Hex phase is less than the Striped phase for  Ð 1 3 , equal at  = 1 3 , and the Striped 
phase is of lower energy at  > 1 3 . As with the square arrays, the vacancy lattice superimposed on the 
 = 0.47 
 
 
 
 = 0.47 
 
 
 
 = 0.49 
 
 
 
Theory  for	 = 1 2  
Checkerboard 
 
 
 
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.47
IDÒ:25
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.47
IDÒ:26
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.49
IDÒ:27
0. 0.5 1. 1.5 2. 2.5 3. 3.5
0
1
2
3
4
5
6
f =0.5
IDÒ:1050
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stable  = 1 2  becomes the most energetically favorable as the frustration approaches  = 1 2 , 
approximately 0.47 for a triangle case. 
Korshunov et al. analyzed the proposed ground states in more detail. For  = 1 4 , the Hex 
phase is considered the ground state, but shifting the state along a “zero energy” domain wall, creates a 
similar state with the same energy. A “zero energy” domain wall can be created along junctions that 
have zero phase. Sliding the vortex pattern in parallel with the domain wall creates another state with 
the same energy. 
Continuously creating domain walls results in the Necklace state shown in Figure 40. The 
differences between the Hex state and the other states having domains walls can be differentiated with 
the calculation of the spin wave free energy for the different states. Each wall is essentially independent 
and the spin wave free energy increases linearly with the addition of each domain wall. The Hex state 
has the lowest spin wave free energy, and the Necklace state has the most domain walls with the 
highest spin wave free energy. 
Hex 
 
Necklace
 
Striped
 
Figure 40: Hex ground state for Ï =  ¶ . The Necklace state is formed by adding domain walls to the Hex state. The Striped 
state is known to have higher energy for Ï Ð  × . 
The discussion becomes richer at a frustration of  = 1 3 . The Hex ground state is show in 
Figure 41. Adding domain walls as in the  = 1 4 , the corresponding Necklace state is constructed. The 
Striped phase has the same energy as the Hex phase. Adding zero energy domain walls to the Striped 
phase produces the Butterfly phase. These configuration states have the same energy in the  ≪ 1 
limit. The spin wave free energy differentiates the different states at low temperatures by comparing 
the energy of the first excitation of the system. Using the free energy to rank the basic ground states 
from most stable to least stable with respect to thermal fluctuations, results in order: Hex, Necklace, 
Striped, Butterfly. The Butterfly state’s spin wave free energy difference being about 3 times higher than 
the others. The states are all shown in Figure 41. 
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Hex 
 
Necklace
 
Striped
 
Butterfly
 
Figure 41: Configurations for the ground state for f=1/3 in the triangular lattice. The lines connecting the vortices are from 
Korshunov and are a guide to the eye to see the different structure of the states.[54] 
Experiments were conducted to investigate the ground states as a function of f in triangle arrays 
in a similar way to the square arrays. The sample used is the same as that of the penetration depth 
measurements of a single vortex in the triangular array in section Single Vortex Experiments. The sample 
was warmed above the Tc of Nb and cooled in a field at about 1K/sec. The sample was then scanned 
with the SSM. The results of the scans for different f are shown in Table 4. The temperature that the 
sample was scanned at was much lower than the Tc of Nb and the phases for the junctions are well-
formed. 
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Table 4: Triangular array data for vortex configuration for different f. 
 
  
Discription Data Digitization Correlation function 
 = 0.22 
 
 
 
  0.22 
   
  0.23 
   
  0.23 
 
  
  0.24 
 
  
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.22
IDÒ:226
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.22
IDÒ:227
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.23
IDÒ:313
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.23
IDÒ:315
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.24
IDÒ:312
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Table 4: cont. 
 
  
 = 0.25 
   
  0.25 
 
 
 
Theory for   1 4  
Hex 
 
 
 
Theory for   1 4  
Striped 
 
 
 
Theory for   1 4  
Necklace 
 
 
 
  0.26 
   
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.25
IDÒ:225
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.25
IDÒ:310
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.25
IDÒ:30251
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.25
IDÒ:30252
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.25
IDÒ:30253
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.26
IDÒ:203
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Table 4: cont. 
 
  
 = 0.33 
   
 = 0.33 
   
Theory for  = 1 3  
Hex 
 
 
 
Theory for   1 3  
Striped 
 
 
 
Theory for   1 3  
Necklace 
 
 
 
Thoery for   1 3  
Butterfly 
 
 
 
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.33
IDÒ:108
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.33
IDÒ:3117
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.33
IDÒ:30331
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.33
IDÒ:30332
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.33
IDÒ:30333
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.33
IDÒ:30334
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Table 4: cont. 
 
 = 0.36 
   
Thoery for  = 3 8  
Hex 
 
 
 
Thoery for  = 3 8  
Striped 
 
 
 
 = 0.42 
   
  0.5 
Note the domain 
wall. 
   
Thoery for   1 2  
Ising 
 
 
 
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.36
IDÒ:109
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.38
IDÒ:303751
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.38
IDÒ:303752
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.42
IDÒ:110
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.5
IDÒ:235
0. 0.5 1. 1.5 2. 2.5
0
1
2
3
4
5
6 f =0.5
IDÒ:3050
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The data can be interpreted as follows. The two particle correlation function for the data taken 
at f = 1 4  looks more similar to the Necklace ground state than the Hex or Striped pattern. Subtracting 
the two particle correlation functions of the data and the proposed states results in the plot shown in 
Figure 42, indicating the similarity to the Necklace state. 
   
Figure 42: Difference in two particle correlation function for the different proposed ground states and the data taken at 
Ï =  ¶ . A difference of zero indicates that the data is similar to the proposed ground state. The data clearly looks more like 
the Necklace state than Hex or Striped. 
The  = 1 3  situation is more complicated. There is no clear proposed state in which the data is 
similar to what is expected since the four proposed ground states are all degenerate and only 
differentiated by the spin wave fluctuations. Considering only the nearest neighbors for determining the 
similarity of the state, correlations below 1.5, the Butterfly state seems more likely to be the state that 
the data matches, which is interesting because it is the state with the highest spin wave free energy.  
  
0. 0.5 1. 1.5 2. 2.5
-4
-2
0
2
4
Hex
0. 0.5 1. 1.5 2. 2.5
-4
-2
0
2
4
Stripe
0. 0.5 1. 1.5 2. 2.5
-4
-2
0
2
4
Necklace
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Figure 43: The difference in the two particle correlation functions for Ï =  × . There is no clear state that the data aligns 
with. If any proposed ground state should be proposed more likely, it is the Butterfly state. 
Annealing 
By raising the temperature of the sample, the system should fall into a lower, more stable state 
as the barriers from the excited states are reduced and the thermal is increased. To examine the system 
at  = 1 4 , the temperature was raised and the system imaged again. The initial image was quenched 
as in the previous section. Then the temperature was slowly (~1K/ 5 sec) raised, and the array scanned 
again. The data is shown in Table 5. There are two different points to note about the array as the system 
is annealed. The first is the general pattern of the array changes little when the temperature is 
increased. Some of the vortices do change location as the difference images show, but the overall 
pattern of the system does not become more Hex but stays similar to the Necklace state. The one vortex 
that does move back and forth several times appears to be in an initial state that becomes unstable as 
the temperature is increased. This is achieved by simulating the phases for that particular vortex pattern 
and reducing Ic . It is interesting to note that the vortex pattern seems to be stable as jI → 0, according 
to the simulations. The second interesting point in the data is that some of the vortices seem to spread 
out over two cells as in the section Disorder in the Array. Disorder in the array can cause a difference in 
the relative critical currents of the junctions, and the system finds it more energetically favorable to put 
one of the junctions with a lower Ic to wind to D. Circles in the table show examples of the vortex 
spreading out. The final data image was acquired after an oscillating magnetic field was applied to the 
sample. The vortex pattern changes, but it is not substantially different from the previous states. 
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Table 5: Annealing of the Ï =  ¶  state. The computed frustration is 0.22. The center column is the data taken at increasing 
temperature. The left column shows the difference between the two images immediately above and below it in the center 
column. A dark vortex shows a new vortex appearing in the next image. The distinctive, bright light areas show the absence 
of a vortex in the next data scan. The (many) lighter vortex images in the difference plots simply show that the vortices that 
do not move still lose some of their magnetic flux as the critical currents of the junctions decrease with temperature as 
shown in section Single Vortex Experiments for the single vortex. For example, the black oval shows three vortices moving 
between the first two data scans. One of the original three moves four times back and forth over the course of the annealing 
as shown in the red circle. The green circle shows a vortex spreading into two cells as in section Disorder in the Array. The 
final row is had an oscillating magnetic component added to the Ï =  ¶  applied magnetic field. The overall composure of 
the vortex positions did not change much. 
Description Data Data Difference Correlation Function 
 = 0.22 
T=1.37K 
 
 
 
 
 
 
 
 
 
 
  0.22 
T=4.52K 
 
 
 
  0.22 
T=4.92K 
 
 
 
  0.22 
T=5.31K 
Repeated 
below. 
 
 
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:226
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:227
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:228
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:229
75 
 
Table 5: cont. 
 = 0.22 
T=5.31K 
 
 
 
  
 
 
 
 
 
 
 
 
  0.22 
T=5.63K 
 
 
  0.22 
T=5.82K 
 
 
  0.22 
T=6.00K 
 
 
  0.22 
T=5.99K 
 
 
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:229
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:230
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:231
0. 0.5 1. 1.5 2. 2.5
f =0.22
IDÒ:232
0. 0.5 1. 1.5 2. 2.5
f =0.23
IDÒ:234
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The situation for the square array at f = 1 2  is different, as it has a single stable ground state 
that is not degenerate, and the domain walls have a non-zero energy. Another interesting property of 
the  f = 1 2  ground state is that at low , single vortices cannot form a defect within a single domain; 
the first excited state within the domain is two vortex defects forming their own different domain. The 
only way for a single vortex to move to another stable state is for it to change domains when the vortex 
is on a domain wall. Domain walls move through the sample as single vortices move from one domain to 
another along the domain wall “kink” as in Figure 34. The data for a square array in which  images are 
taken first with increasing temperature and then decreasing temperature is shown in Table 6. Initially, 
there were several domains in the array. As the temperature of the array was increased, the domains 
grew and the domain walls moved through the sample. The differences between images in Table 6 show 
the vortices change during different temperature scans. Once the array had reached one single domain 
at a high temperature (and the resolution of the SSM cannot distinguish the difference between vortices 
easily), the array was cooled and imaged at stable temperatures. The images show a stable ground state 
with single vortices forming a “super lattice” of single vortices. The actual frustration of the array was a 
bit above  = 1 2  with additional vortices which acts virtually the same as an array slightly below 
 = 1 2  with vortices abscent from the checkerboard lattice. The additional 5 vortices shown in the final 
image of Table 6 correspond to  ≅ 0.511. The extra vortices should produce a vacancy super lattice at 
9.6 cell spacings. The 5 vortices are spaced at an average of 8 cells apart.   
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Table 6: Annealing of the Ï =  Ì  state in a square array. 
Description Data Data Difference 
 = 0.51 
T=4.65K 
Changes between data 
images are the domain 
changing. 
 
 
 
 
 
 
 
 
 
 
  0.51 
T=5.00K 
 
  0.51 
T=5.26K 
 
  0.51 
T=5.58K 
 
  0.51 
T=5.87K 
(Repeated below) 
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Table 6: cont. 
 = 0.51 
T=5.87K 
 
 
 
 
 
 
 
 
 
  0.51 
T=6.19K 
 
  0.51 
T=6.49K 
The sample was heated to 
6.89K but the scan was 
unstable. 
 
  0.51 
T=6.46K 
Sample is now scanned at 
lower temperatures. 
 
  0.51 
T=6.19K 
(Repeated below) 
 
 
  
79 
 
Table 6: cont. 
 = 0.51 
T=6.19K 
The checkerboard state is 
stable. Single vortices are 
the defects as the array 
cools. 
 
 
 
 
 
 
 
 
 
 
  0.51 
T=5.88K 
 
  0.51 
T=5.61K 
 
  0.51 
T=5.30K 
 
  0.51 
T=5.00K 
 
  0.51 
T=4.65K 
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9. Vortex Hopping. 
Figure 44 shows the energy scales for various weakly coupled arrays as a function of 
temperature. Superconducting wire networks act as a weakly coupled system near the Tc of the wire as 
discussed in the Wire Networks section. The energy scale for vortices to move between cells quickly 
becomes very large just below Tc of the wire. At a normal SSM scanning temperature, such as 4.2K for 
Liquid Helium, the vortices should not move between cells; the energy barrier for a vortex to move is far 
higher than the thermal energy in the system. Yet, in some image scans of superconducting wire 
networks, there is clear evidence that the vortices move as shown in Figure 45. The effect of vortex 
moving or hopping between cells is even more pronounced in some samples with weakly coupled 
junctions as in Figure 46. This effect was extremely interesting in the  = 1 2  annealing experiments. 
Vortex hopping was only observed along the domain walls where the energy barrier was reduced, but 
not in the well-formed checkerboard ground state as shown in Figure 47. 
 
 
Figure 44: Energy scales vs. Temperatures for triangular, square and wire networks. The thermal energy in the systems is the 
bottom line. The energy plot for the network is represented on the far right; it is estimated, but it shows the small range over 
which the network is weakly coupled and looks similar to the Josephson junction arrays. The natural energy, EJ, for a 
triangular and square array is estimated and plotted along with the barrier height of a single vortex in the corresponding 
array. The difference between the two arrays is due to the type of junction between the two samples.  The barrier for a 
single vortex to move from one cell to another starts at 2Ej for high ³ and then drops below Ej as the temperature is 
increased. The thermal energy is far too small to cause vortex hopping, which is still observed. 
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It is believed that the SSM somehow interacts with and affects the underlying affects the 
sample. Though the effect varied from data run to data run, warming the SSM to room temperature and 
cooling it again generally changes the behavior of the system from stable to hopping or vice versa. Later 
runs with the SSM on superconducting thin films (no strong, periodic pinning sites like the arrays studied 
here) found that the tip could move vortices out of the way. [55] The hopping problem was never fully 
understood, but the following general characteristics are believed to be accurate. 
1. Hopping was caused by the scanning. If the system was not scanning, then the array would 
act as it should. i.e. During cooling the array through Tc, the tip or interaction of the sensor 
with the array was negligible. 
2. The energy levels of the array are relatively unaffected by the tip or sensor. The interaction 
is purely within the vortex via magnetic field interactions. 
3. The system behaves consistently with its energy profile. The vortices in the annealed 
 = 1 2  case change only along the domain walls. Vortices that are well within a domain are 
strongly pinned and remain unchanged. 
Figure 45: Small clusters of wire networks; each 
cluster has 10 cells. There are four clusters in the 
figure with two of three vortices in each cluster. The 
lower left cluster shows a vortex moving from one cell 
to another and then back during the scan. 
Figure 46: Weakly coupled array at f1/3. Vortex hopping is 
rampent. 
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Figure 47: Ï =  Ì  annealing image. Vortex hopping only occurs at the domain walls, not in the well formed checkerboard 
state. 
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10. Future Directions. 
A working SSM has many different applications. Pinning vortices in High Temperature 
superconducting films is currently an active area of research as the commercial development of these 
films becomes more important and practical. The aim of much research is to reduce the vortex motion 
in the film by adding pinning sites. Local information about vortex location is critical to gaining insight 
into the physics of the interacting vortices.  
There are still many experiments to do with superconducting arrays. The barrier for a single 
vortex in a weakly coupled array is 0.199 EJ at  = 0 as	 → 0. [1] For the  = 1 2  case, the barrier for a 
single vortex defect was calculated to be 1.2 EJ, using the assumption that the vortex defect move from 
an empty cell, through a cell that is already occupied, temporarily  changing the vorticity of that cell to 2, 
and then on to the next vacant cell. [56] Detailed simulations give a different answer for the barrier, 
0.255 EJ with a different vortex motion. [57] The lower barrier involves an intermediate state and the 
motion of the defect vortex is show in Figure 48 due to a current applied to the array. The barrier is 
important in calculating the critical current of the array. Once vortices start to move in response to a 
current, a voltage appears across the array, and the system begins to dissipate energy. The energy (in 
units of EJ)  of the intermediate state Figure 48 (b) and the energy of the barrier between Figure 48 (a) 
and (b) are shown in Figure 49 as function of critical current. The barrier is very large for large  → ∞ (EJ 
scales linearly with Ic) and goes to 0 as  → 0. 
(a) 
 
(b) 
 
(c) 
 
Figure 48: Defect motion in an array for	Ï =  Ì . The motion involves two vortices, and the energy required is much less 
than predicted earlier. The horizontal motion of the vortices is due to an applied current in the vertical direction. 
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Figure 49: Energy (in units of EJ) of the intermediate state and the barrier as a function of the critical current on the array. 
The barrier energy is always larger than the intermediate energy. No bias current is applied in the figure. A current would 
shift the energy potential to move the vortex horizontally. Simulations should the barrier to be about 0.35 EJ, which is 
different from the value of 0.255 EJ from [57]. The boundary conditions used in the calculations here are open and based on 
the array shown in Figure 48. Increasing the simulated array size or using special boundary conditions such as periodic 
boundary conditions should produce an energy barrier closer to 0.255 EJ. 
The mechanism of vortex movement can be investigated by examining the local vortices. More 
information for the system dynamics can be found by looking at the SQUID output as the bias current in 
the array is increased. Even with no bias current, the intermediate state was identified, as shown in 
Figure 50, when the sample was scanned twice in succession with no change in magnetic field or 
temperature.  
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Figure 50: Movement of a "defect" vortex into the intermediate state. The image on the right is the difference between the 
images of the defect vortex and the intermediate state. 
With an infinite array, enumerating all states with different vortex locations can be 
overwhelming. Looking at vortex positions in smaller arrays or clusters comprised of just a few cells can 
make the analysis of possible states more tractable. The macroscopic properties of clusters have been 
studied before[58], focusing on the IV characteristics of the cluster. The SSM can image the cluster to 
find the exact location of the vortices in the cluster as in Figure 51. The probability of the state is directly 
related to the energy of state which can be easily calculated. Degenerate states with the same 
theoretical energy can be identified, leading to estimates of the disorder in the system. 
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11. Conclusion 
Weakly coupled arrays have been studied for a variety of reasons at the macroscopic level, but 
rarely at the microscopic level of individual vortices. A specialized microscope, the SSM, was built to 
image individual vortices requiring it to operate at low temperature and measure very weak magnetic 
fields at small length scales. A system of equations was developed to compare the underlying phases in 
the junctions of the array with the magnetic field generated by the currents in the junctions. 
In a series of experiments, the properties of a single vortex as function of temperature was 
measured. Disorder in the array was investigated as a single vortex spread from one cell to two, 
effectively pinning one junction to D. The ground states for a triangular array at  = 1 4  were shown to 
be similar to the Necklace ground state, one of the degenerate ground states for the array at that 
frustration. Ground state investigation for a triangular array at  = 1 3  did not show one of the four 
degenerate states as more dominate. The ground state vortex patterns for square arrays exhibited 
expected behavior. The first images of the  = 1 4  frustration in a square array showed the prevalence 
of the theoretical ground state. 
Annealing the ground states of a triangular array at  = 1 4  and a square array at  = 1 2  
produced two different outcomes. The triangular array vortex pattern was static, but many of the 
vortices moved into a “double cell” configuration like the single vortex in the first series of experiments. 
Domain walls in the square array moved over the sample several times, creating larger and larger 
domains as the temperature was increased until a single domain with a few single vortex defects was 
formed.  
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Appendix A: Example of the Mesh and Inductance Matrices 
An example of the inductance and mesh matrix for the array shown in Figure 52 follows.  The 
array has two cells and seven junctions, located in the middle of the branches. Positive directions are 
shown in the figure as well, indicating how mesh currents, branch currents, and junction phases are 
summed.
 
Figure 52: Simple 2x1 array model showing the cell numbering and junction numbering. On the right is the sign orientation 
for summing the junctions and the loop currents. 
The inductance array L is:  
¬ 47.7 −7.37−7.37 47.7 ­ 
Where the inductance is in pH and is calculated assuming filimentary elements where each junction is 
20	
 long. The mesh matrix M is: 
K1 1 -1 -1 0 0 00 -1 0 0 1 1 -1! 
For the mesh matrix, junctions that are between two cells have two entries in the column, which for this 
example is junction 2 and column 2. The full set of equations that correspond to Figure 52 for the 
example array is: 
Ú
ÛÛ
ÛÛ
ÛÛ
Ü ¬
{1					 {1					 -1				 -1					 0 0 0	0					 -1					 				0					 		0				 				 { 1					 {1					 -1				­ - 2DΦ ¬47.68 -7.38-7.38 47.68­
Ú
ÛÛ
ÛÜ
jIÝ8 0 0 0 0 0 00 jIÝ8 0 0 0 0 00 0 jIÄÝ8 0 0 0 00 0 0 jIºÝ8 0 0 00 0 0 0 jIÝ8 0 00 0 0 0 0 jIÞÝ8 00 0 0 0 0 0 jIßÝ8à
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ÛÛ
ÛÜ
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Appendix B: Analysis of the Inductance Matrix 
For a 9 x 10 square array, the histogram of the complete inductance matrix is: 
 
Figure 53: Histogram of the inductance matrix and the inverse inductance matrix for a square 9 x 10 array. 
Figure 53 shows the self-inductance of the 90 cells at about 45 pH, the nearest neighbor mutual 
inductance at about 9 pH, which is about four times as many nearest neighbor elements on the far left 
axis, and the majority of mutual inductance values with magnitude < 1 % of the absolute value of the 
self-inductance. Most of the values of the inverse inductance matrix are a fraction of the “important” 
values. Dropping terms of the inverse inductance matrix speeds up the calculations of the phases and 
does not adversely affect the dynamics of the system. 
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Appendix C: Extensive Discussion of the Coupling Coil Design 
The detailed procedure for designing the complete sensor involved identifying all the critical 
parameters to be modeled and defining them.[59, 60] 
 
 
 
Figure 54 shows the coupling coil and SQUID washer. The parameters are described below. Ultimately 
an equation for the flux noise is given to maximize the signal from the pickup loop. 
• Inductance calculations for the coupling coil design were all based on: 
 j(ã[1^[2 = K1ℎ8[Q2]]	\	8]ãC^1\Ò)	
 KC2å1ℎ	\	1Ò^]8]]8\	C82)Kæ8(1ℎ	\	[\(ã[1\Ò])  (C.1) 
• The length of the coupling coil was set at 22 mm due to insert constraints. The shaft had to be 
off center to allow room for the LHe transfer tube. See Figure 9 and Figure 10. 
• The division of the coupling coil transmission line was divided into three sections of different 
widths:  
Lcc3,Wcc3 
Lcc2,Wcc2 
Lj 
Lsl 
D 
 w  s 
Lcc1,Wcc1 
Lst is the inductance of coil 
with SQUID washer as ground 
plane 
W 
Lp 
SQUID “Washer” 
Figure 54: Schematic Diagram of the Coupling Coil and the SQUID. The drawing is not to scale, but shows the various pieces 
of the sensor that are used to calculate the value for the number of coupling coil turns. The coupling coil is white, and the 
SQUID is gray. The input or modulation coils, the leads to the SQUID, and the resistors on the SQUID are not shown. 
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Table 7: Coupling coil parameters 
Component Length (L in  
Figure 54) 
Width (W in 
Figure 54) 
inductance 
1
st
 part of Transmission line 2.5  6	
 299 pH 
2
nd
 part of transmission line 2.5  20	
 90 pH 
3
rd
 part of transmission line 17  100	
 122 pH 
 Total: 22   Total: 511 pH 
The length and width of each section was arbitrarily chosen with the design requirement that 
the width of the transmission line closer to the tip was small to minimize the distortion of the 
local magnetic field. The thickness of the transmission line was uniform and 400  of 
sputtered SiO2. Two penetration depths of Nb (2 x 86 ) were added to give the final thickness 
in the inductance calculations to f. 
• The width of the SQUID washer, W, and the size of the washer hole, D, are to be calculated. The 
inductance of the SQUID washer, Lhole is: 
 F = 1.25	
	ç					\Ò	 ≫ ç (C.2) 
The above approximation was still used for W ~ D in these design calculations. 
• The inductance of the slit in the SQUID washer, Lsl was estimated to be 0.2 pH / 
 or 
  = 0.2	 (C.3) 
• The inductance of the junctions was estimated to be: Lj = 5pH. 
• The total inductance of the SQUID is: 
  = F +  +	 (C.4) 
• The spacing of the turns on the secondary coil, s, was 25% of the line width of the secondary 
coil. The line width of the secondary coil, w, was varied, depending on the number of turns, nc, 
to fit the width of the SQUID washer. 
• The mutual inductance between the secondary coil of the coupling coil and the SQUID, Mc: 
 èI = IKF +
 +IKæ + ]) /
2 ) 
(C.5) 
• The height of the secondary coil above the SQUID, h, was swaged to be 2	
. The inductance 
calculations added 2 penetration depths to that parameter. 
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• The stripline inductance of the secondary coil, with the SQUID as a ground plane, Lst was 
approximated by: 
  = 
ℎ KC2å1ℎ	\	C82)æ = 
ℎ
K4	KI 	ç	] + I	æ + KI + I)	]))æ  (C.6) 
• The inductance of the secondary coil, Ls: 
  = IKF + t IKæ + ])3 u+	 (C.7) 
• The inductance of the SQUID when it is loaded (when the coupling coil secondary is placed on 
top of the SQUID is) L’ 
 é = K1 − èI	¨C +	 + ©) (C.8) 
• The flux transfer function for the in the SQUID is Φ>êëì 
 Φ>êëì = èI +  +  (C.9) 
The quantity of interest to maximize for the SSM is: 
íîïðñ
¯ò  which is plotted in SQUID and Coupling Coil 
Design. 
Improvements in the SQUID calculations include modeling the inductances more accurately, in 
particular, the transmission line, the stripline inductance of the coils and the SQUID washer inductance. 
In reality, the modeling is close enough for the SSM. It is probable that including parts of the model such 
as the junction and slit inductances, Lj and Lsl were not necessary. Dragging a SQUID sensor across a 
sample using stepper motors (driven by digitally turning on and off multiple inductors for each step 
approximately a meter away from the SQUID) involves far more consideration into the physical friction 
and the electrical noise and magnetic interference of the motors, rather than the optimization of the 
SQUID sensor, although without some sort of model, it is possible to be completely off base as far as 
SQUID design goes. 
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