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Resumo
Neste trabalho faremos o estudo da estabilidade linear de um equilíbrio relativo no
problema carregado de n-corpos. Para isso, introduziremos a definição de estabilidade
espectral de um equilíbrio e encontraremos condições necessárias para termos tal estabi-
lidade. Começaremos o trabalho mostrando resultados relevantes na teoria de equações
diferenciais, dando destaque a alguns teoremas importantes, como por exemplo, Teorema
de Existência e Unicidade, teoremas para estabilidade linear, Teorema de Floquet e Teo-
remas de Estabilidade e Instabilidade de Lyapunov. Será feito um estudo bastante conciso
dos sistemas Hamiltonianos, no qual enunciaremos resultados e definições que serão de
grande utilidade no decorrer da dissertação. Entre tais definições merece destaque a
de configurações centrais (C.C.), uma vez que exibiremos resultados relacionando-as aos
equilíbrios relativos. Introduziremos o conceito de estabilidade espectral e veremos propo-
sições e teoremas para o problema carregado de n-corpos. Será exibido um exemplo que
traz uma particularidade ao problema carregado e que o diferencia bastante do problema
clássico de n-corpos. Por fim, faremos uma aplicação dos resultados obtidos ao problema
carregado de 3-corpos.
Palavras-chave: Estabilidade espectral, problema carregado, equilíbrio relativo.
Abstract
In this work we will study the linear stability of a relative equilibrium in the charged n-
body problem. To do this, we will introduce the definition of spectral stability of relative
equilibria and we will find conditions necessary to have such stability. We will start
the work by showing relevant results in the theory of differentials equations, highlighting
some important theorems, such as Existence and Uniqueness Theorem, theorems for linear
stability, Floquet’s Theorem and Lyapunov Stability and Instability Theorems. We will do
a concise study of Hamiltonian systems, in which we will provide results and definitions
that will be of great utility during the dissertation. Among such definitions deserves
attention the center configurations (C.C.), since we will show results relating them to
the relative equilibria. We will introduce the concept of spectral stability and we will
see propositions and theorems for the of n-body problem. An example will be displayed
brings a particularity to the charged problem and that makes it very different from the
classic n-body problem. Finally, we will apply the results obtained in the charged 3-body
problem.
Keywords: Spectral estability, charged problem, relative equilibrium.
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Introdução
O problema carregado de n-corpos diz respeito ao movimento de n partículas pontuais
com massas positivas mj ∈ R+ e uma carga eletrostática de qualquer sinal qj ∈ R,
movendo-se sob a influência da força gravitacional Newtoniana e da força eletrostática de
Coulomb. Se todas as cargas forem nulas esse problema recai no problema clássico de
n-corpos. Dessa forma, a estrutura Hamiltoniana nesses dois problemas é basicamente
a mesma, o que os difere é o número de parâmetros. A presença de mais parâmetros
torna o problema carregado mais complicado que o problema clássico. Alguns tópicos
básicos como configurações centrais (C.C.) e equilíbrios e relativos ajudarão a entender o
problema carregado.
Sabe-se que, no problema clássico de n-corpos, se giramos uma C.C. em torno do
seu centro de massa, obtemos uma solução especial a qual recebe o nome de equilíbrio
relativo. A história dessa classe de soluções começa em 1767 com o trabalho de Euler
no problema de 3-corpos. Euler descobriu três soluções de equilíbrio relativo colineares.
Anos depois, Lagrange encontrou uma nova classe de equilíbrios relativos onde em cada
instante t as partículas estavam nos vértices de um triângulo equilátero. Quanto ao nome,
equilíbrio relativo, esse se dá pelo fato de que quando o problema é escrito em coordenadas
rotatórias, essas soluções especiais tornam-se pontos fixos.
Neste trabalho, abordaremos a estabilidade linear de um equilíbrio relativo no pro-
blema carregado de n-corpos segundo o conceito de Estabilidade Espectral definida em
Moeckel [6] e baseado no trabalho de Perez-Chavela [4].
O estudo desses equilíbrios será feito num sistema de coordenadas rotatórias seguindo
a ideia de Moeckel [6] para encontrar uma boa fatoração do polinômio característico da
matriz relativa ao campo vetorial linearizado. Uma vez conhecidos os autovalores dessa
matriz, estabeleceremos condições para a obtenção da Estabilidade Espectral do equilíbrio
relativo, levando em conta que essa nova definição de estabilidade implica na estabilidade
linear já conhecida.
A dissertação foi dividida em três capítulos, no primeiro deles são abordados tópicos
bastante relevantes na teoria de Equações Diferenciais Ordinárias. Dentro desse capítulo,
enunciamos e demonstramos teoremas muito importantes para o desenvolvimento da te-
oria posterior. Entre eles destacamos o Teorema de Existência e Unicidade de soluções
e os teoremas que dão condições para estabilidade linear de um equilíbrio. Ainda nesse
capítulo, são exibidos resultados sobre estabilidade e instabilidade de equilíbrios segundo
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Lyapunov e Chetaev.
No Capítulo 2 é feito um estudo conciso sobre sistemas Hamiltonianos, o qual é baseado
em notas de aula do professor Cláudio Vidal [9], além de abordarmos alguns conceitos
e definições importantes dadas em Meyer [5], como é o caso da definição de C.C. no
problema de n-corpos.
Finalmente, no Capítulo 3, abordamos a estabilidade espectral no problema carregado
de n-corpos. Introduzimos a definição de estabilidade espectral e o estudo da mesma é
dividindo-a em duas componentes: Estabilidade Espectral Normal e Estabilidade Espec-
tral Planar. Em ambos os casos, damos condições para a obtenção dessas estabilidades.
Vemos ainda nesse capítulo particularidades do problema carregado que o diferencia do
problema clássico de n-corpos. Concluímos exibindo uma aplicação a um caso particular
do problema carregado de n-corpos, a saber, o problema carregado de 3-corpos.
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Capítulo 1
Teoria sobre Equações Diferenciais
Ordinárias
Neste capítulo veremos alguns resultados básicos e bastante importantes na Teoria de
Equações Diferenciais Ordinárias (EDO), a saber: O Teorema de existência e unicidade
de soluções, de Picard; O Teorema de Existência de Soluções, de Peano. Além disso,
faremos um estudo sobre sistemas lineares, mostraremos as propriedades desses sistemas
e faremos a análise da estabilidade de seus equilíbrios.
1.1 Existência e Unicidade de Soluções
Sejam W um subconjunto de R×Rn (representaremos um ponto de R×Rn por (t, x),
onde t ∈ R e x ∈ Rn), f : W −→ Rn uma função contínua e I um intervalo aberto da
reta.
Definição 1. Uma função diferenciável ϕ : I −→ Rn chama-se solução da equação
dx
dt
= f(t, x) (1.1)
no intervalo I, se
(i) O gráfico de ϕ em I está contido em W.
(ii)
d
dt
[ϕ(t)] = f(t, ϕ(t)), ∀t ∈ I
A equação (1.1) é chamada equação diferencial ordinária de primeira ordem e é deno-
tada abreviadamente por
x˙ = f(t, x), (1.2)
onde (.) significa a derivada com respeito ao tempo t.
Definição 2. Uma solução de equilíbrio de (1.2) é uma solução da forma ϕ(t) = x0
(constante) tal que f(t, x0) = 0 para todo t onde a função f esteja definida. Chamamos
a posição x0 de ponto de equilíbrio de (1.2).
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A equação diferencial vetorial (1.2) é equivalente ao sistema de equações diferenciais
escalares 
x˙1 = f1(t, x1, ..., xn)
x˙2 = f2(t, x1, ..., xn)
...
...
x˙n = fn(t, x1, ..., xn)
(1.3)
onde fi : W −→ R, i = 1, ..., n, são as funções componentes de f .
Essa equivalência acontece pois ϕ = (ϕ1, ..., ϕn), com ϕi : I −→ R, é solução de (1.2)
se, e somente se, cada ϕi é diferenciável em I, (t, ϕ1(t), ..., ϕn(t)) ∈ W, ∀t ∈ I e
d
dt
[ϕ1(t)] = f1(t, ϕ1, ..., ϕn)
d
dt
[ϕ2(t)] = f2(t, ϕ1, ..., ϕn)
...
...
d
dt
[ϕn(t)] = fn(t, ϕ1, ..., ϕn),
para todo t ∈ I.
O primeiro problema com o qual nos deparamos é o da existência de soluções de uma
EDO. Quando queremos achar uma solução de (1.3) que satisfaça uma condição inicial,
x(t0) = x0, estamos resolvendo um problema chamado Problema de Cauchy, ou problema
de valor inicial, o qual escreveremos {
x˙ = f(t, x)
x(t0) = x0.
(1.4)
Definição 3. Dizemos que a função f é Lipschitziana em W , relativamente a segunda
variável, ou simplesmente Lipschitziana, se existe uma constante k tal que
||f(t, x)− f(t, y)|| ≤ k||x− y||
para todos (t, x), (t, y) ∈ W . Dizemos que k é uma constante de Lipschitz para f e quando
queremos explicitar a constante, dizemos que f é k-Lipschitziana.
Dizemos que f é localmente Lipschitziana se cada ponto de W possui uma vizinhança
restrita a qual f é Lipschitziana.
Observação 1. Se f : W −→ Rn é de classe C1 no aberto W ⊂ Rn+1, então f é
localmente Lipschitziana. Esse resultado decorre da Desigualdade do valor médio.
Teorema 1 (Teorema de Picard ou Teorema de existência e unicidade de soluções). Seja
f : W −→ Rn contínua e localmente Lipschitziana no aberto W ⊂ Rn+1. Então para cada
ponto (t0, x0) ∈ W , existem um número α > 0 e uma única solução de (1.4) definida no
intervalo Iα = [t0 − α, t0 + α].
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Como f é localmente Lipschitziana no aberto W, digamos que f |W é k-Lipschitziana,
então para cada ponto (t0, x0) ∈ W, existem números positivos a e b tais que C = [t0 −
a, t0 + a] × B[x0, b], onde B[x0, b] é o conjunto dos x ∈ Rn tais que ||x − x0|| ≤ b, está
contido em W e, restrita a C, f é k−Lipschitziana. Assim, o Teorema 1 é consequência
do seguinte resultado:
Teorema 2. Seja f : C = [t0 − a, t0 + a] × B[x0, b] −→ Rn uma aplicação contínua e
k-Lipschitziana. Sejam M o máximo de |f | em C e α = min{a, b
M
}. Então o problema
de valor inicial (1.4), em C, tem uma única solução ϕ := ϕ(t) definida no intervalo
Iα = [t0 − α, t0 + α],∀ t ∈ Iα.
Para a demonstração do Teorema 2, precisaremos dos três lemas que seguem
Lema 1. Uma função ϕ : I −→ Rn é solução de (1.4) se, e somente se, é solução da
equação integral
x(t) = x0 +
∫ t
t0
f(s, x(s))ds (1.5)
Demonstração. Suponha que ϕ = ϕ(t) é solução de (1.4), assim
ϕ˙(t) = f(t, ϕ(t)) e ϕ(t0) = x0
Logo ∫ t
t0
ϕ˙(s)ds =
∫ t
t0
f(s, ϕ(s))ds
donde segue, pelo Teorema fundamental do cálculo, que
ϕ(t) = x0 +
∫ t
t0
f(s, ϕ(s))ds.
Reciprocamente, suponha que ϕ(t) satisfaz a equação integral (1.5), ou seja,
ϕ(t) = x0 +
∫ t
t0
f(s, ϕ(s))ds.
Como f é contínua, pelo Teorema Fundamental do Cálculo temos que
∫ t
t0
f(s, ϕ(s))ds é
diferenciável. Daí, ϕ(t) é diferenciável, e consequentemente,
ϕ˙(t) = f(t, ϕ(t)) e ϕ(t0) = x0.
Portanto, ϕ satisfaz (1.4).
Usaremos na demonstração do Teorema 2 um método bastante utilizado que é o ite-
rativo de Picard ou método de aproximações sucessivas de soluções. Construiremos uma
solução de (1.5) a partir do método citado, da seguinte forma: Começamos considerando
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a função constante ϕ0(t) = x0 como uma aproximação para uma solução. Em seguida
definimos outra função
ϕ1(t) = x0 +
∫ t
t0
f(s, ϕ0(s))ds
como outra aproximação. Mais uma vez, definimos
ϕ2(t) = x0 +
∫ t
t0
f(s, ϕ1(s))ds
como mais uma aproximação. Continuamos com esse processo com o objetivo de encontrar
uma função que quando substituída do lado direito da equação o resultado seja a própria
função. Mais detalhes desse método são mostrados no Lema 2.
Observe que a partir desse método de aproximações da solução, construímos uma
sequência de funções ϕn, definidas por
ϕn(t) = x0 +
∫ t
t0
f(s, ϕn−1(s))ds
Espera-se que essa sequência convirja para uma solução de (1.4). De fato, isso acontece
com algumas hipóteses sob a função f. Vejamos no exemplo a seguir como funciona o
método de aproximações sucessivas
Exemplo 1. Considere o seguinte problema de valor inicial{
x˙ = −x
x(0) = 2.
Primeiro definimos ϕ0(t) = 2, em seguida definimos
ϕ1(t) = 2 +
∫ t
0
−2ds = 2(1− t).
Repetindo o processo temos
ϕ2(t) = 2 +
∫ t
0
−2(1− s)ds = 2− 2t+ 2t
2
2
.
Seguindo com esse processo, obtemos a sequência
ϕn(t) =
n∑
k=0
(−t)k
k!
.
Fazendo n tender para infinito temos
2
∞∑
k=0
(−t)k
k!
= 2e−t
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De fato, ϕ(t) = 2e−t é uma solução do problema.
Lema 2. Sob as hipóteses do Teorema (2), a sequência {ϕn}, construída a partir das
aproximações sucessivas, tem as seguintes propriedades:
(1) ϕn está definida em Iα, ∀ n ∈ N;
(2) (t, ϕn(t)) ∈ C, ∀ t ∈ Iα.
Demonstração. Mostraremos esse resultado por indução sobre n. Para n = 0 temos
ϕ(t) = x0, logo ϕ0 está definida em Iα e todo ponto (t, ϕ0(t))) ∈ Iα, é da forma (t, x0),
que está em C.
Suponha que para n− 1 temos que ϕn−1 está definida em Iα e (t, ϕn−1(t)) ∈ C, para
todo t ∈ Iα. Pela definição de ϕn temos
ϕn(t) = x0 +
∫ t
t0
f(s, ϕn−1(s))ds.
Daí, ϕn está definida em Iα. Resta mostrar que (t, ϕn(t)) ∈ C, ∀ t ∈ Iα, ou seja, que
ϕn(t) ∈ B[x0, b],∀ t ∈ Iα. Salientando que |f(t, x)| ≤M,∀ (t, x) ∈ C, tem-se
|ϕn(t)− x0| ≤
∫ t
t0
|f(s, ϕn−1(s))|ds
≤ ∫ t
t0
Mds
≤ M |t− t0|ds ≤Mα.
Logo, |ϕn(t)− x0| ≤ b, como queríamos mostrar.
Lema 3 (Desigualdade de Gronwall). Sejam u(t) ≥ 0 e v(t) ≥ 0 funções contínuas num
intervalo I contendo t0 e suponha que
u(t) ≤ c+
∣∣∣∣∫ t
t0
u(s)v(s)ds
∣∣∣∣ ,∀t ∈ I
onde c é uma constante não negativa. Então,
u(t) ≤ ce|
∫ t
t0
v(s)ds|
,∀t ∈ I.
Em particular, u(t) = 0, se c = 0.
Demonstração. Suponha que c > 0 e defina a função U(t) = c+| ∫ t
t0
u(s)v(s)ds|. Por hipó-
tese, naturalmente u(t) ≤ U(t),∀ t ∈ I. Para t > t0, fixo, temos U(t) = c+
∫ t
t0
u(s)v(s)ds
donde
U˙(t) = u(t)v(t) ⇒ U˙(t)
U(t)
≤ v(t)
⇒ ∫ t
t0
U˙(s)
U(s)
ds ≤ ∫ t
t0
v(s)ds
⇒ ln
(
U(t)
U(t0)
)
≤ ∫ t
t0
v(s)ds
⇒ U(t)
U(t0)
≤ e
∫ t
t0
v(s)ds
⇒ U(t) ≤ ce
∫ t
t0
v(s)ds
,
,
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∀ t ∈ I, com t > t0.
Para t < t0, U(t) = c−
∫ t
t0
u(s)v(s)ds. Analogamente ao caso anterior, temos
U(t) ≥ ce−
∫ t
t0
v(s)ds
,
para todo t < t0. Logo,
U(t) ≤ ce|
∫ t
t0
v(s)ds|
, ∀ t ∈ I, t 6= 0.
Observe que U(t0) = c, daí
U(t) ≤ ce|
∫ t
t0
v(s)ds|
, ∀ t ∈ I.
Isso prova o lema para o caso em que c > 0. Se c = 0, então dado ε > 0 teremos
u(t) ≤ εe|
∫ t
t0
v(s)ds|
, ∀ t ∈ I.
Logo, u(t) = 0, isso finaliza a demonstração.
Agora estamos aptos a demonstrar o Teorema 2.
Demonstração. Vamos mostrar que a sequência {ϕn} converge uniformemente para uma
função contínua ϕ(t), definida em Iα, que é solução de (1.5), consequentemente pelo Lema
1, será solução de (1.4).
Hipoteticamente, digamos que se tenha mostrado que ϕn(t) converge uniformemente
para ϕ(t). Assim, pela hipótese de f ser k-Lipschitziana, temos que f é uniformemente
contínua, daá sequência f(t, ϕn(t)) converge uniformemente para f(t, ϕ(t)). Pela definição
de ϕn e pelas propriedades de convergência uniforme, fazendo n tender para infinito, temos
ϕ(t) = x0 +
∫ t
t0
f(s, ϕ(s)),
ou seja, ϕ(t) é solução de (1.5). Observe que ϕ será contínua por ser limite uniforme de
uma sequência de funções contínuas.
Logo, resta mostrar que ϕn(t)→ ϕ(t) uniformemente. Faremos isso usando o Critério
de Cauchy, isto é, mostraremos que {ϕn(t)},∀t ∈ Iα, é uma sequência de Cauchy e,
portanto, converge uniformemente.
Para mostrar que {ϕn(t)} é de Cauchy, usaremos a afirmação a seguir
Afirmação: |ϕn+1(t)− ϕn(t)| ≤ Lknn! |t− t0|n,∀n ∈ N, t ∈ Iα, onde
L = sup{|ϕ1(t)− ϕ0(t)|; t ∈ Iα}
e k é a constante de Lipschitz de f.
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Com efeito, usando indução sobre n, temos que para n = 0 o resultado segue da
definição de L. Suponha que seja válido para n− 1, ou seja
|ϕn(t)− ϕn−1(t)| ≤ Lk
n−1
(n− 1)! |t− t0|
n−1,∀t ∈ Iα.
Assim,
|ϕn+1(t)− ϕn| ≤
∫ t
t0
|f(s, ϕn(s))− f(s, ϕn−1(s)|ds
≤ k ∫ t
t0
|ϕn(t)− ϕn−1(t)|ds
≤ Lkn
(n−1)!
∫ t
t0
|s− t0|n−1ds
≤ Lkn
(n−1)!
|t−t0|n
n
= Lk
n
n!
|t− t0|n.
Provando assim a afirmação.
Finalmente, vamos mostrar que {ϕn} é de Cauchy. Sejamm,n ∈ N tais que n > m ≥ n0,
para algun n0 ∈ N. Para t ∈ Iα temos
|ϕn − ϕm| ≤ |ϕn − ϕn−1|+ ...+ |ϕm+1 − ϕm|
≤ Lkn−1
(n−1)! |t− t0|n−1 + ...+ Lk
m
m!
|t− t0|m
≤ L∑n−1r=n0 krr! |t− t0|r
≤ L∑∞r=n0 krr! |t− t0|r
≤ L∑∞r=n0 (kα)rr!
Como a série
∞∑
r=0
(kα)r
r!
converge (para ekα), temos que o resto
∞∑
r=n0
(kα)r
r!
pode ser
feito arbitrariamente pequeno escolhendo n0 suficientemente grande, ou seja, para n0
suficientemente grande, |ϕn − ϕm| fica tão pequeno quanto se queira. Logo, {ϕn(t)} é
uma sequência de Cauchy.
Para provar a unicidade da solução, suponha que ϕ(t) e ψ(t) são soluções da equação
integral (1.5) definidas no interval Iα e façamos g(t) = ||ϕ(t)− ψ(t)||. Assim,
g(t) = ||(x0 +
∫ t
t0
f(s, ϕ(s))ds)− (x0 +
∫ t
t0
f(s, ψ(s))ds)||
≤ ∫ t
t0
||f(s, ϕ(s))− f(s, ψ(s))||ds
≤ ∫ t
t0
k||ϕ(s)− ψ(s)||ds
≤ ∫ t
t0
kg(s)ds
≤ | ∫ t
t0
kg(s)ds|.
Pela desigualdade de Gronwall temos que g(t) = 0, ou seja, ϕ(t) = ψ(t). Portanto, ϕ(t) é
única.
Como o Teorema 2 condiz com o Teorema 1, temos assim demonstrado o Teorema de
Picard.
Corolário 1. Se f : W −→ Rn é de classe C1 no aberto W ⊂ Rn+1, então o problema de
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valor inicial (1.4) tem solução única.
Demonstração. Se f ∈ C1 então f é contínua e localmente Lipschitziana, pelo Teorema
de Picard, (1.4) tem solução única.
Se supormos no Teorema 2 apenas a continuidade de f, ainda podemos garantir a
existência de solução para o Problema de Cauchy. Porém não garantimos mais a unicidade.
Vejamos o seguinte exemplo
Exemplo 2. Considere o problema de valor inicial{
x˙ = 3x
2
3
x(t0) = 0.
Observe que ϕ(t) ≡ 0 e ψ(t) = (t − t0)3 são soluções do problema acima, ou seja, a
solução não é única. Isso acontece pois, embora f(x) = 3x
2
3 seja contínua, f não é Lipschit-
ziana em uma vizinhança da origem. No entanto, para a condição inicial x(t0) = x0 6= 0,
a unicidade da solução está garantida, uma vez que f será de classe C1 numa vizinhança
de x0 6= 0.
Teorema 3 (Teorema de Peano ou Teorema de Existência). Seja f : C = [t0−a, t0 +a]×
B[x0, b] −→ Rn uma aplicação contínua tal que |f | < M sobre C e seja α = min{a, bM }.
Então o problema de valor inicial (1.4), em C, tem ao menos uma solução ϕ = ϕ(t)
definida no intervalo Iα = [t0 − α, t0 + α].
A demonstração do teorema acima é feita usando aproximações de polinômios, segundo
o Teorema de Aproximação de Weirstrass.
1.2 Sistemas Lineares
Nesta seção consideraremos apenas equações em que a função f(t, x) de (1.2) tem a
forma A(t)x+b(t), onde A = A(t) é uma matriz n×n cujas entradas aij(t), assim como as
componentes da função vetorial b(t), são funções contínuas na variável t. Essas equações
são denominadas sistema linear de equações diferenciais ordinárias.
Definição 4. Uma EDO da forma
x˙ = A(t)x+ b(t), x ∈ Rn (1.6)
é chamada de sistema linear de equações diferenciais ordinárias. Quando b(t) ≡ 0 dizemos
que o sistema é homogêneo. Caso contrário, o sistema é dito não-homogêneo.
Vimos anteriormente o Teorema da existência e unicidade de soluções para equações
diferenciais. Veremos a seguir uma versão específica desse teorema para um sistema de
equações lineares.
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Teorema 4. Sejam A : J −→ L(Rn), onde L(Rn) é o espaço dos operadores lineares sobre
Rn, e b : J −→ Rn funções contínuas no intervalo J. Então para cada (t0, x0) ∈ J × Rn,
existe uma única solução de (1.6) com x(t0) = x0, a qual está definida em todo o intervalo
J.
Como já fizemos a demonstração desse teorema para o caso geral, omitiremos a de-
monstração nesse caso.
Teorema 5. O conjunto de todas as soluções do sistema não-homogêneo é obtido adicionando-
se a uma solução particular do mesmo todas as soluções do sistema homogêneo associado.
Demonstração. Sejam ϕ0(t) uma solução particular do sistema não homogêneo, ϕh(t) uma
função diferenciável de t e façamos ϕ(t) = ϕ0(t)+ϕh(t). Se ϕh(t) é uma solução do sistema
homogêneo, temos
ϕ˙ = ϕ˙0 + ϕ˙h
= Aϕ0 + b+ Aϕh
= A(ϕ0 + ϕh) + b
= Aϕ+ b
.
Logo, ϕ(t) é solução do sistema não homogêneo.
Por outo lado, se ϕ(t) é uma solução do sistema não homogêneo, então ϕ˙ = ϕ˙0 + ϕ˙h
nos dá
Aϕ+ b = Aϕ0 + b+ ϕ˙h,
donde ϕ˙h = Aϕh, ou seja, ϕh é solução do sistema homogêneo.
Devido a esse teorema, estudaremos as propriedades dos sistemas homogêneos e no
final da seção veremos um método para encontrar uma solução particular do sistema
não-homogêneo uma vez conhecidas todas as soluções do homogêneo.
Assim, dado o sistema linear
x˙ = A(t)x, x ∈ Rn, (1.7)
temos
Teorema 6. As seguintes afirmações são válidas:
(a) Se ϕ(t) é uma solução do sistema (1.7) e ϕ(t0) = 0, então ϕ(t) ≡ 0.
(b) Uma combinação linear c1ϕ1+...+ckϕk de soluções do sistema homogêneo é também
uma solução do sistema.
(c) As soluções ϕ1, ..., ϕk de (1.7) são linearmente independentes se, e somente se os
vetores ϕ1(t0), ..., ϕk(t0) são linearmente independentes.
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Demonstração. (a) Observe que a função nula ϕ0(t) = 0 também é solução do sistema
homogêneo e com mesma condição inicial. Pelo Teorema da existência e unicidade
segue que ϕ(t) ≡ 0.
(b) Para verificar esse item, basta derivar c1ϕ1 + ...+ ckϕk. Com efeito,
d
dt
[c1ϕ1+...+ckϕk] = c1
dϕ1
dt
+...+ck
dϕk
dt
= c1Aϕ1+...+cnAϕk = A(c1ϕ1+...+ckϕk).
(c) Suponha que ϕ1, ..., ϕk são linearmente independentes para todo t, em particular,
também serão pata t = t0. Reciprocamente, suponha que ϕ1(t0), ..., ϕk(t0) são line-
armente independentes, vamos mostrar que ϕ1(t), ..., ϕk(t) também são, para todo
t. Digamos que c1ϕ1(t) + ... + ckϕk(t) = 0, para todo t. Em particular, para t = t0
temos c1ϕ1(t0) + ... + ckϕk(t0) = 0. Logo, ci = 0, i = 1, ..., k, pois ϕ1(t0), ..., ϕk(t0)
são linearmente independentes, donde segue o resultado.
Corolário 2. O conjunto S das soluções do sistema (1.7) forma um espaço vetorial real
de dimensão n.
Demonstração. O fato da função nula ser solução do sistema homogêneo e o item (b) do
teorema acima, mostram que S é um espaço vetorial. Resta mostrar que a sua dimensão
é igual a n. Para isso, considere β = {v1, ..., vn} uma base de Rn e, fixando t0 em I,
suponhamos que ϕ1, ..., ϕn são soluções com condições iniciais dadas por
ϕi(t0) = vi, i = 1, ...n.
Pelo item (c) do teorema anterior, como os vetores v1, ..., vn são linearmente independentes,
o mesmo acontece com essas soluções. Por outro lado, se ϕ ∈ S, existem ci ∈ R tais que
ϕ(t0) = c1ϕ1(t0) + ... + cnϕn(t0), além disso, a solução c1ϕ1 + ... + cnϕn de (1.7) tem a
mesma condição inicial de ϕ. Logo, pelo Teorema da Existência e Unicidade, segue que
ϕ = c1ϕ1 + ... + cnϕn. Assim, o conjunto de soluções ϕ1, ..., ϕn forma uma base de S,
portanto esse espaço tem dimensão n.
Definição 5. Qualquer base de S será chamada de um sistema fundamental de soluções
da equação (1.7) e qualquer matriz cujas colunas são os vetores de uma base de S é
chamada uma matriz fundamental da equação.
Se φ1, ..., φn são n soluções de (1.7), com A = A(t) uma matriz n× n, denotamos por
Φ(t) a matriz cujas colunas são os vetores φ1(t), ..., φn(t) de Rn. Note que a matriz Φ(t)
satisfaz a equação diferencial matricial
Φ˙(t) = A(t)Φ(t). (1.8)
Vejamos algumas propriedades importantes da matriz fundamental.
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Proposição 1. São verdadeiros os itens abaixo:
(1) Se Φ(t) é uma solução da equação (1.8) e C ∈ Mn×n(R) constante, então Φ(t)C
também é uma solução de (1.8).
(2) Se Φ(t) e Ψ(t) são soluções de (1.8), sendo Φ(t) matriz fundamental de (1.7).
Então existe uma única matriz constante C ∈ Mn×n(R) tal que para todo t ∈ I
Ψ(t) = Φ(t)C. C é não singular se, e somente se Ψ(t) é matriz fundamental.
(3) Suponha que A(t+ T ) = A(t) para todo t ∈ R. Se Φ(t) matriz fundamental de (1.7)
então existe uma matriz constante C ∈Mn×n(R) inversível tal que Φ(t+T ) = Φ(t)C.
Note que se Φ(t) é matriz fundamental então C = Φ−1(0)Φ(T ).
(4) Se A = A(t) é constante. Então a matriz fundamental está definida para todo t ∈ R.
Além disso, se Φ(0) = Id então Φ(t+ s) = Φ(t)Φ(s) e Φ−1(t) = Φ(−t).
Demonstração.
(1) Derivando Φ(t)C obtemos
d
dt
[Φ(t)C] =
dΦ(t)
dt
C = A(t)Φ(t)C.
(2) Φ é inversível, pois é matriz fundamental. Daí, derivando a expressão Φ−1(t)Φ(t) = I,
obtemos Φ˙−1(t) = −Φ−1(t)A(t). Assim
d
dt
[Φ−1(t)Ψ(t)] = −Φ−1(t)A(t)Ψ(t) + Φ−1(t)A(t)Ψ(t) = 0,
donde segue que Φ−1(t)Ψ(t) = C e dessa forma Ψ(t) = Φ(t)C.
(3) A demonstração desse item segue do fato de que Ψ(t) = Φ(t + T ) também é matriz
fundamental de (1.8), logo podemos aplicar o resultado do item 2.
(4) Pelo Teorema 4, como A não depende de t, todas as soluções de (1.7) estão definidas
para todo t ∈ R, logo a matriz fundamental está definida para todo t ∈ R. Para provar a
segunda parte, fixemos s ∈ R e definamos Ψ1(t) = Φ(t+s) e Ψ2(t) = Φ(t)Φ(s). Então Ψ1(t)
e Ψ2(t) são soluções de (1.8) satisfazendo Ψ1(0) = Φ(s) = Ψ2(0). Portanto, pela unicidade
das soluções segue-se que Ψ1(t) = Ψ2(t). A última parte segue de Φ(t + s) = Φ(t)Φ(s)
tomando s = −t.
Definição 6. Seja Φ(t) solução da equação diferencial matricial (1.8), chamamos o con-
junto formado pelas colunas Φ(t) de sistema de soluções e denotamos o determinante de
Φ(t) por W (t) = detΦ(t), o qual é chamado Wronskiano do sistema de soluções.
Observação 2. Pela parte (c) do Teorema 6, Φ(t) é uma matriz fundamental da equação
se, e somente se, W (t0) 6= 0 para algum t0 ∈ I.
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Teorema 7 (Fórmula de Liouville). O Wronskiano W (t) de um sistema de soluções
ϕ1, ..., ϕn de (1.7) é dado por
W (t) = W (t0)e
∫ t
t0
trA(s)ds
Demonstração. Se as soluções são linearmente dependentes, a fórmula é válida pois ambos
os membros se anulam. Suponha que ϕ1, ..., ϕn são soluções linearmente independentes.
Como, para cada t, os vetores ϕ1(t), ..., ϕn(t) formam uma base para Rn, existem funções
cij(t) tais que Aϕj = c1jϕ1 + ...+ cnjϕn e de
W (t) = det[ϕ1, ..., ϕn], ϕ˙j = Aϕj,
obtemos (por ser o determinante de uma função multilinear alternada das colunas da
matriz)
W˙ (t) = det[ϕ˙(t), ϕ2(t), ..., ϕn(t)] + det[ϕ(t), ϕ˙2(t), ..., ϕn(t)] + det[ϕ(t), ϕ2(t), ..., ϕ˙n(t)]
= det[Aϕ(t), ϕ2(t), ..., ϕn(t)] + det[ϕ(t), ϕ2(t), ..., Aϕn(t)]
= (c11 + ...+ cnn) det[ϕ1, ..., ϕn]
= trA(t)W (t),
pois, (cij) é a matriz que representa A(t) na base ϕ1(t), ..., ϕn(t) e o traço é invariante
pela representação matricial de um operador. Integrando-se a equação W˙ = trA(t)W (t),
obtem-se a expressão para W (t) dada no enunciado do teorema.
Se Φ(t) é uma matriz fundamental da equação (1.7), as soluções desta são dadas por
Φ(t)v, onde v é um vetor constante. De fato, se v = (v1, ..., vn), então,
Φ(t)v = v1ϕ1 + ...+ vnϕn,
onde ϕ1, ..., ϕn são as soluções que formam as colunas de Φ(t), donde temos
d
dt
[Φ(t)v] = v1ϕ˙1 + ...+ vnϕ˙n
= A(v1ϕ1 + ...+ vnϕn)
= A(Φ(t)v),
isso mostra que Φ(t)v é uma solução. Além disso, qualquer solução é dessa forma, na
verdade, a solução que em t0 vale x0 é dada por
φ(t, t0, x0) = Φ(t)Φ
−1(t0)x0,
onde Φ−1(t) representa a inversa [Φ(t)]−1.
Em seguida, mostraremos como se encontra uma solução da equação não homogênea,
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sendo conhecidas todas as soluções da homogênea.
Teorema 8 (Método de Variação de Parâmetros). Seja Φ(t) uma matriz fundamental
do sistema x˙ = A(t)x. Então, ϕ(t) = Φ(t)u(t) é uma solução de x˙ = A(t)x + b(t) se, e
somente se, u˙(t) = Φ−1(t)b(t), e ϕ(t) é dada por
ϕ(t) = φ(t, t0, x0) + Φ(t)
∫ t
t0
Φ−1(s)b(s)ds
sendo φ(t, t0, x0), a solução do sistema homogêneo (1.7) que em t0 vale x0.
Demonstração. De ϕ(t) = Φ(t)u(t), obtemos,
ϕ˙ = Φ˙u+ Φu˙ = A(Φu) + Φu˙ = Ax+ Φu˙,
donde, ϕ˙ = Ax+ b se, e somente se, Φu = b, ou seja, u˙ = Φ−1b.
Agora, pelo Teorema fundamental do cálculo, temos
u(t) = u(t0) +
∫ t
t0
Φ−1(s)b(s)ds,
donde
ϕ(t) = Φ(t)[u(t0) +
∫ t
t0
Φ−1(s)b(s)ds],
sendo Φ(t)u(t0) = Φ(t)Φ−1(t0)ϕ(t0) = φ(t, t0, x0).
1.2.1 Sistemas Lineares com Coeficientes Constantes
Consideraremos os sistemas lineares da forma
x˙ = Ax (1.9)
em que A é uma matriz n× n com entradas constantes.
Observação 3. A matriz A pode ser vista como um operador linear no espaço Rn,
x 7→ Ax, o qual pode ser estendido a um operador linear AC, no espaço complexo Cn,
definido por AC(x+ iy) = Ax+ iAy.
Usaremos os seguintes resultados para prosseguir com a teoria.
Proposição 2. Se P ∈ Mn×n(R) conjuga as matrizes A,B ∈ Mn×n(R), então P tran-
forma as soluções de y˙ = By nas soluções de x˙ = Ax. Mais precisamente, se A = PBP−1,
então são equivalentes as afirmações:
(a) y(t) é solução de y˙ = By;
(b) x(t) = Py(t) é solução de x˙ = Ax.
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Demonstração. Seja x(t) = Py(t) com y(t) solução de y˙ = By, logo
x˙(t) = P y˙(t) = PBy(t) = APy(t) = Ax(t).
Reciprocamente, se x(t) = Py(t) é solução de x˙ = Ax, temos
A(Py(t)) = P y˙(t)
⇒ y˙(t) = P−1APy(t) = P−1PBy(t) = By(t).
Dessa proposição segue-se que encontrar solução de x˙ = Ax é equivalente a encontrar
soluções de y˙ = By, a menos de uma mudança de coordenadas.
Teorema 9 (Forma Canônica de Jordan). Se A ∈Mn×n(R), então A pode ser conjugada
a uma matriz real
J = diag(J1, J2, ..., Jr) ∈Mn×n(R)
em que cada Ji é um bloco de Jordan real ou complexo. A matriz J é única, a menos da
ordem dos blocos na diagonal.
A demonstração do Teorema acima pode ser encontrada em [4].
Uma cadeia de Jordan para AC com autovalor λ é uma sequência de vetores de
Cn, z1, ..., zk, tal que ACz1 = λz1 + z2, ACz2 = λz2 + z3, ..., ACzk = λzk. Dizemos que
zk é um autovetor de λ e que z1, ..., zk−1 são vetores associados de λ. Cada autovalor de
A determina um certo número de cadeias de Jordan a ele associadas e o Teorema da De-
composição de Jordan diz que o conjunto formado por todas as cadeias de Jordan formam
uma base de Cn. Cada cadeia de Jordan de λ gera um subespaço invariante por AC e,
relativamente à base formada pelos vetores da cadeia, a matriz de AC é formada com o
autovalor λ na diagonal, o número 1 na subdiagonal (se a cadeia tem mais de um vetor)
e zero no restante das entradas. Tal matriz é chamada uma matriz elementar de Jordan.
As cadeias de Jordan que têm só um vetor geram um subespaço invariante por AC e
formam uma base deste subespaço relativamente à qual a matriz de AC é diagonal.
Se Cn = E1 ⊕ E2 é uma decomposição invariante por AC, isto é, AC(E1) ⊂ E1,
AC(E2) ⊂ E2, e se z = z1 + z2, com zj ∈ Ej, a equação z˙ = ACz é equivalente ao par
de equações z˙1 = A1z1, z˙2 = A2z2, onde Aj é a restrição de AC a Ej. Assim, as soluções
z(t) da primeira equação correspondem a pares de soluções z1(t), z2(t) das duas últimas.
Por essa observação podemos reduzir o problema de se encontrar as soluções da equação
x˙ = Ax ao da decomposição de Jordan de AC e a solução do problema nos seguintes casos:
(1) Caso de um subespaço invariante por AC gerado pelos autovetores correspondentes
aos autovalores que tem cadeia de Jordan com um único elemento.
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(2) Caso de um subespaço invariante por AC gerado por uma cadeia de Jordan de um
autovalor que tem uma cadeia com mais de um elemento.
No primeiro caso, o sistema de equações em termos das coordenadas γ1, ..., γk relati-
vamente à base de autovetores z1, ..., zk, se escreve na forma
γ˙1 = λ1γ1, ..., γ˙k = λkγk,
e a solução geral com condição inicial z = γ1z1 + ...+ γkzk é dada por
z(t) = eλ1tγ1z1 + ...+ e
λktγkzk.
No segundo caso, o sistema tem a forma
γ˙1 = λγ1, γ˙2 = λγ2 + γ1, ..., γ˙k = λγk + γk−1,
e a solução com condição inicial z = γ1z1 + ...+ γkzk é dada por
z(t) = eλt
[
γ1z1 + (γ1t+ γ2)z2 +
(
γ1
t2
2!
+ γ2t+ γ3
)
z3 + ...+
(
γ1
tk−1
(k − 1)! + ...+ γk
)
zk
]
.
No caso diagonalizável, se o autovalor λj é real podemos tomar o autovetor zj real e a
solução de γ˙j = λjγj também será real. Se λj = αj + iβj é complexo então zj = xj + iyj
será um vetor complexo e as partes real e imaginária da solução γjeλjtzj formarão um par
de soluções reais linearmente independentes contidas no subespaço gerado pelos vetores
xj, yj. Se γj = ξ + iη, elas são dadas por
eαt[(ξj cos βt− ηj sin βt)xj + (ξj sin βt+ ηj cos βt)yj
e
eαt[(ξj sin βt− ηj cos βt)xj − (ξj cos βt+ ηj sin βt)yj.
No segundo caso, se o autovalor λ é real, a cadeia de Jordan z1, ..., zk pode ser formada
por vetores reais. Se λ = α+iβ é complexo com cadeia de Jordan z1, ..., zk então os vetores
conjugados z¯1, ..., z¯k formam uma cadeia de Jordan do autovalor conjugado λ¯ e a cada
solução
z(t) = eλt
[
γ1z1 + (γ1t+ γ2)z2 +
(
γ1
t2
2!
+ γ2t+ γ3
)
z3 + ...+
(
γ1
tk−1
(k − 1)! + ...+ γk
)
zk
]
.
corresponde outra solução
z¯(t) = eλ¯t
[
γ¯1z¯1 + (γ¯1t+ γ¯2)z¯2 +
(
γ¯1
t2
2!
+ γ¯2t+ γ¯3
)
z¯3 + ...+
(
γ¯1
tk−1
(k − 1)! + ...+ γ¯k
)
z¯k
]
.
A parte real, x(t) = 1
2
(z + z¯) e a parte imaginária, y(t) = 1
2i
(z − z¯) são soluções reais
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de x˙ = Ax contidas no subespaço gerado pelos vetores x1, y1, ..., xk, yk, onde zj = xj + iyj.
Com essas considerações temos demonstrado o seguinte teorema
Teorema 10 (Caracterização das soluções). As soluções da equação (1.9) onde A é uma
matriz real n × n com entradas constantes, são combinações lineares de funções do tipo
tmeαt cos βt e tmeαt sin βt. Mais especificamente, uma solução geral do sistema linear (1.9)
é da forma
k∑
j=1
mj−1∑
l=0
(Aljtleαjt cos(βjt) +Bljtleαjt sin(βjt)) (1.10)
onde λj = αj+iβj são os autovalores de A, mj é a dimensão do bloco de Jordan associado
ao autovalor λj e Alj,Blj são vetores fixos do Rn para j = 1, ..., k e l = 1, ...,mj.
Para os próximos resultados utilizaremos o seguinte teorema:
Teorema 11. Seja E um espaço vetorial real e T : E → E um operador linear. Sejam
a e b dois números tais que a < Reλ < b, para todo autovalor λ de T. Então, existe um
produto interno 〈, 〉 em E tal que, para todo x ∈ E,
a||x||2 ≤ 〈Tx, x〉 ≤ b||x||2,
onde ||.|| é a norma associada a este produto.
Definição 7. Dizemos que a origem de Rn, x∗ = 0, é um poço ou atrator para a equação
x˙ = Ax se todos os autovalores de A têm parte real negativa.
Teorema 12. Seja φ(t, x) a solução da equação (1.9) com condição inicial φ(0, x) = x.
Então, as seguintes condições são equivalentes:
(a) O equilíbrio x∗ = 0 é um poço.
(b) Para todo x ∈ Rn, lim
t→∞
φ(t, x) = 0.
(a) Para toda norma ||.|| em Rn, existem constantes positivas k e a tais que
||φ(t, x)|| ≤ ke−at||x||,
para todo x ∈ Rn e para todo t ≥ 0.
Demonstração. [(a) ⇒ (c)] Considere um número a > 0 tal que Reλ < −a, para
todo autovalor λ de A. Pelo Teorema anterior, existe um produto interno 〈, 〉 em Rn
tal que
〈Ax, x〉 ≤ −a||x||2, ∀ x ∈ Rn.
Assim, para ϕ(t) = φ(t, x) temos
d
dt
||ϕ(t)|| = 〈ϕ˙(t), ϕ(t)〉||ϕ(t)|| =
〈Aϕ(t), ϕ(t)〉
||ϕ(t)|| ≤ −a
||ϕ(t)||2
||ϕ(t)|| = −a||ϕ(t)||,
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donde segue-se que
1
||ϕ(t)||
d
dt
||ϕ(t)|| ≤ −a⇒ ln
( ||ϕ(t)||
||ϕ(0)||
)
≤ −at⇒ ||ϕ(t)|| ≤ ||x||e−at.
Disso decorre (c), por equivalência das normas em Rn.
[(c)⇒ (b)] Por (c) temos,
||φ(t, x)|| ≤ ke−at||x||, ∀ x ∈ Rn,
fazendo t→∞, temos que ||φ(t, x)|| → 0, donde segue-se que
lim
t→∞
φ(t, x) = 0, x ∈ Rn.
[(b)⇒ (a)] Vimos anteriormente que cada autovalor de A contribui para uma solução
geral de x˙ = Ax com parcelas da forma
• γeλtz, onde z é o único autovetor associado ao autovalor λ e γ é coeficiente.
• z(t) = eλt[γ1z1 + (γ1t+ γ2)z2 + ...+ (γ1 tk−1(k−1)! + ...+ γk)zk, onde z1 é autovalor de λ
e z2, ..., zn são vetores associados.
Em qualquer caso, podemos tomar coeficientes γi nulos, exceto em um que tomare-
mos igual a 1, de modo que garantimos a existência de uma solução com a forma
eλtz, onde z é autovetor associado a λ. Se λ é real temos
lim
t→∞
eλtz = 0⇒ λ < 0.
Se λ = a+ ib é complexo, temos z = (x+ iy) donde segue-se que
eλtz = eat[(x cos bt− y sin bt) + i(x sin bt+ y cos bt)].
Logo,
lim
t→∞
eλtz = 0⇒ lim
t→∞
eat(x cos bt− y sin bt) = 0⇒ a < 0.
Definição 8. Dizemos que o equilíbrio x∗ = 0 é uma fonte para a equação (1.9) se todos
os autovalores de A têm parte real positiva.
Teorema 13. Seja φ(t, x) a solução da equação (1.9) com condição inicial φ(0, x) = x.
Então, as seguintes condições são equivalentes:
(a) O equilíbrio x∗ = 0 é uma fonte.
(b) Para todo x ∈ Rn − {0}, lim
t→∞
φ(t, x) =∞.
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(a) Para toda norma ||.|| em Rn, existem constantes positivas k e b tais que
||φ(t, x)|| ≥ kebt||x||,
para todo x ∈ Rn e para todo t ≥ 0.
Demonstração. Análoga ao teorema anterior.
Observação 4. Esses dois últimos teoremas justificam o termo contração para a apli-
cação φt(x) = φ(t, x) no caso em que x∗ = 0 é um poço e o termo expansão quando o
equilíbrio é uma fonte.
Definição 9. Dizemos que o equilíbrio x∗ = 0 de (1.9) é hiperbólico se todos os autovalores
de A têm parte real diferente de zero.
Observação 5. Poços e fontes são casos especiais de equilíbrios hiperbólicos.
Teorema 14. Seja x∗ = 0 um equilíbrio hiperbólico para a equação (1.9). Então existe
uma única decomposição de Rn em soma direta, Rn = Es⊕Eu, invariante pela aplicação
φt(x) = φ(t, x), isto é, φt(Es) ⊂ Es e φt(Eu) ⊂ Eu, para todo t e tal que restrita a Es, φt
é uma contração e restrita a Eu, φt é uma expansão.
Demonstração. Existe uma base {v1, .., vn} de Rn, na qual os vetores v1, ..., vk provêm
como parte real ou parte imaginária de vetores que pertencem a cadeias de Jordan de
autovalores com parte real negativa, e vk+1, ..., vn, em processo semelhante, são relativos a
autovalores com parte real positiva. Sejam Es e Eu os subespaços gerados por v1, .., vk e
vk+1, ..., vn, respectivamente. Então, Rn = Es ⊕ Eu é uma decomposição de Rn em soma
direta, invariante por A e se z = x+ y ∈ Es⊕Eu, a equação z˙ = Az é equivalente ao par
de equações x˙ = Asx e y˙ = Auy. É claro que φt(z) = φt(x) + φt(y) e, como As = A|Es só
tem autovalores com parte real negativa e Au = A|Eu só tem autovalores com parte real
positiva, segue-se que φt(x), com x ∈ Es, é uma contração e φt(y), com y ∈ Eu, é uma
expansão.
Para provar a unicidade, suponha que existe outra decomposiçõ Rn = F s ⊕ F u com
as mesmas propriedades que a anterior. Mostraremos que F s = Es e F u = Eu. Se
z ∈ F s, temos z = x + y com x ∈ Es e y ∈ Eu. Como φt(z) = φt(x) + φt(y) e
lim
t→∞
φt(x) = 0 = lim
t→∞
φt(z), pois x, z ∈ Es, segue-se que lim
t→∞
φt(y) = 0. Mas isso só é
possível se y = 0, uma vez que y ∈ Eu e φt(y) é uma expansão. Logo, F s ⊂ Es. Analo-
gamente, temos Es ⊂ F s, ou seja, F s = Es. Com argumentos semelhantes prova-se que
F u = Eu, donde segue a unicidade.
Definição 10. Se x∗ = 0 é um equilíbrio hiperbólico para (1.9) dizemos que a aplicação
φt(x) = φ(t, x) é um fluxo hiperbólico. O subespaço Es do Teorema 14 é chamado o
subespaço estável e Eu é o subespaço instável do fluxo hiperbólico φt(x).
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Teorema 15. Seja x∗ = 0 um equilíbrio hiperbólico da equação (1.9). Suponha que
os autovalores λ1, λ2, ..., λn de A satisfazem às condições Reλj < −a, para j = 1, ..., k e
Reλj > b, para j = k+1, ..., n, onde a e b são números positivos. Então existe uma decom-
posição de Rn em soma direta, Rn = Es ⊕ Eu, invariante pela aplicação φt(x) = φ(t, x),
com a seguinte propriedade: para toda norma |.| em Rn, existem constantes positivas α, β
tais que
|φ(t, x)| ≤ αe−at|x|, t ≥ 0 e x ∈ Es
|φ(t, y)| ≤ βebt|y|, t ≤ 0 e y ∈ Eu.
Além disso, essa decomposição é única.
Demonstração. Consideremos a decomposição em soma direta do teorema anterior Rn =
Es ⊕ Eu. Assim, φt|Es é uma contração. A primeira desigualdade segue do teorema 12.
Para mostrar a segunda desigualdade considere o operador B = −A|Eu , assim a aplicação
Ψt(y) definida pelas soluções Ψ(t, x) de y˙ = By relaciona-se com φt(y) pela igualdade
Ψt(y) = φ−t(y). Como os autovalores de B são −λj, com j = k + 1, ..., n, pela primeira
desigualdade temos
||Ψ(t, y)|| ≤ βe−bt||y||, ∀t ≥ 0 ⇒ ||φ(−t, y)|| ≤ βe−bt||y||, ∀t ≥ 0,
donde temos que
||φ(t, y)|| ≥ βebt||y||, ∀t ≤ 0
1.2.2 A Exponencial de um Operador Linear
Seja E um espaço vetorial real ou complexo de dimensão finita e denotemos por L(E)
o espaço dos operadores lineares sobre E. Fixada uma norma |.| em E, consideremos o
número ||T || associado a T ∈ L(E) definido por
||T || = sup{|Tx|;x ∈ E e |x| = 1} (1.11)
Teorema 16. Dados S, T ∈ L(E), x ∈ E e um escalar λ, valem as seguintes propriedades:
(a) ||.|| define uma norma em L(E), isto é,
• ||T || ≥ 0 e ||T || = 0 se, e só se, T = 0.
• ||λT || = |λ| ||T ||.
• ||S + T || ≤ ||S||+ ||T ||.
(b) |Tx| ≤ ||T || |x|.
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(c) ||ST || ≤ ||S|| ||T ||.
Demonstração. (a) As demonstrações dos dois primeiros itens de (a) são óbvias. No
terceiro item, para todo x ∈ E, com |x| = 1, temos
|(S + T )x| ≤ |Sx+ Tx| ≤ |Sx|+ |Tx| ≤ ||S||+ ||T ||,
logo, ||S + T || ≤ ||S||+ ||T ||.
(b) Suponha que x 6= 0, assim
1
|x| |Tx| = |T (x/|x|) ≤ ||T || ⇒ |Tx| ≤ ||T || |x|.
Como essa desigualdade se mantém para x = 0, segue-se o resultado.
(c) Seja x ∈ E, com |x| = 1, então
|(ST )x| = |S(Tx)| ≤ ||S|| |Tx| ≤ ||S|| ||T || |x| = ||S|| ||T ||,
donde, ||ST || ≤ ||S|| ||T ||.
Dado um operador linear em L(E), por exemplo, uma matriz A, n × n, real ou com-
plexa, consideremos a sequência em L(E)
Sn =
n∑
k=1
Ak
k!
= I + A+
A
2!
+
A
3!
+ ...+
An
n!
Afirmamos que a sequência Sn é convergente. Com efeito, sejam m e n número inteiros
positivos tais que m < n. Assim,
||Sn − Sm|| = ||
∑n
k=1
Ak
k!
−∑mk=1 Akk! ||
= ||∑nk=m+1 Akk! ||
≤ ∑nk=m+1 1k! ||A||k
=
∑n
k=m+1
ak
k!
,
com a = ||A||. Observe que
n∑
k=m+1
ak
k!
é o resto da série convergente
∞∑
k=0
ak
k!
, e fica tão
pequeno quanto se queira, com m próximo de n. Logo, (Sn) é uma sequência de Cauchy
em L(E). Além disso, L(E) é um espaço completo, pois é um espaço normado de dimensão
finita. Portanto, (Sn) é convergente.
Representaremos o limite dessa sequência por eA e o chamaremos exponencial de A.
Assim,
eA =
∞∑
k=0
Ak
k!
,
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onde ∞∑
k=0
Ak
k!
= lim
n→∞
n∑
k=0
Ak
k!
.
Temos algumas propriedades para o operador exponencial, como veremos em seguida.
Para a demonstração de uma delas precisaremos do lema a seguir:
Lema 4. Sejam Aj e Bk operadores lineares sobre E e suponha que as séries
∞∑
j=0
Aj = A
e
∞∑
k=0
Bk = B são absolutamente convergentes. Seja Cl =
∑
j+k=l
AjBk. Então, a série
∞∑
l=0
Cl = C converge absolutamente e C = AB.
Teorema 17. Sejam A,B e P operadores lineares em L(E), com P inversível. Então
temos:
(a) eP−1AP = P−1eAP.
(b) Se AB = BA, então eA+B = eAeB.
(c) eA é sempre inversível e (eA)−1 = eA−1 .
(d) Para as formas canônicas reais de uma matriz real 2× 2,
D =
(
λ1 0
0 λ2
)
, A =
(
λ 0
1 λ
)
, B =
(
a b
−b a
)
temos, eD =
(
eλ1 0
0 eλ2
)
,
eA = eλ
(
1 0
1 1
)
, eB = ea
(
cos b sin b
− sin b cos b
)
.
Demonstração. (a) Observe que (P−1AP )2 = P−1A2P, (P−1AP )3 = P−1A3P, assim,
podemos provar por indução que (P−1AP )k = P−1AkP. Logo,
eP
−1AP =
∞∑
k=0
(P−1AP )k
k!
=
∞∑
k=0
P−1AkP
k!
= P−1
( ∞∑
k=0
Ak
k!
)
P = P−1eAP.
(b) Como A e B comutam, vale a fórmula binomial, assim temos
(A+B)l =
l∑
k=0
l!
k!(l − k)!A
l−kBk = l!
l∑
k=0
Al−k
(l − k)!
Bk
k!
= l!
∑
j+k=l
Aj
j!
Bk
k!
,
32
donde segue que
n∑
l=0
(A+B)l
l!
=
n∑
l=0
∑
j+k=l
Aj
j!
Bk
k!
.
Pelo lema anterior, como
∞∑
j=0
Aj
j!
= eA e
∞∑
k=0
Bk
k!
= eB são séries absolutamente
convergentes, segue que
∞∑
l=0
(∑
j+k=l
Aj
j!
Bk
k!
)
converge absolutamente, e portanto,
lim
n→∞
n∑
l=0
(A+B)l
l!
= lim
n→∞
n∑
l=0
∑
j+k=l
Aj
j!
Bk
k!
⇒ eA+B = eAeB.
(c) Basta observar que I = e0 = eAe−A e usar o item (b).
(d) Observe que
Dk =
(
λk1 0
0 λk2
)
,
logo,
eD =
(
eλ1 0
0 eλ2
)
.
Se
A =
(
λ 0
1 λ
)
,
podemos reescrever A na forma A = λI + S, onde I é a matriz identidade 2× 2 e
S =
(
0 0
1 0
)
.
Note que A2 = λ2I + 2λS, A3 = λ3I + 3λ2S, ..., An = λnI + nλn−1S. Logo,
eA =
∞∑
k=0
λk
k!
I +
∞∑
k=1
kλk−1
k!
S = eλI +
∞∑
k=1
λk−1
(k − 1)!
⇒ eA = eλI + eλS = eλ(I + S),
o que gera a expressão para eA no enunciado do teorema. Sendo
B =
(
a b
−b a
)
,
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podemos reescrever B na forma B = aI + bJ. Como aI e bJ comutam temos que
eB = eaIebJ = eaebJ .
Observe que J2k = (−1)kI e J2k+1 = (−1)kJ. Logo,
ebJ = I + bJ − b
2I
2!
− b
3J
3!
+ ... = (1− b
2
2!
+
b4
4!
+ ...)I + (b− b
3
3!
+
b5
5!
+ ...)J,
logo,
ebJ =
(
cos b sin b
− sin b cos b
)
.
E, assim concluímos que eB tem a forma mencionada.
Teorema 18 (3). A solução φ(t, x) da equação x˙ = Ax, com condição inicial φ(0, x) = x
é dada por φ(t, x) = etAx.
Demonstração. Vamos mostrar que x(t) = etA é diferenciável e x˙(t) = AetA. Note que
x(t+h)−x(t)
h
= e
(t+h)A−etA
h
= e
hA−I
h
etA
=
(I+hA+
(hA)2
2!
+...)−I
h
etA
= (A+ hA2 + ...)etA,
donde temos que
lim
h→0
x(t+ h)− x(t)
h
= AetA = x˙(t).
Logo, Ψ(t) = etAx é solução de x˙ = Ax e Ψ(0) = x, por unicidade das soluções segue que
φ(t, x) = etAx.
1.2.3 Sistemas Lineares com Coeficientes Periódicos
Estudamos anteriormente as equações diferenciais lineares com coeficientes constantes
e vimos que todas as suas soluções podem ser efetivamente encontradas e são expressas
em termos de polinômios, senos, cossenos e exponenciais. Para a equação linear com
coeficientes variáveis, x˙ = A(t)x, o problema de encontrar soluções é, em geral, muito
difícil.
Para o caso especial em que a matriz A(t) tem coeficientes periódicos de mesmo período
é possível reduzir a equação
x˙ = A(t)x, A(t+ T ) = A(t) (1.12)
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a outra com coeficientes constantes, y˙ = By, por meio de uma mudança linear de coor-
denadas, x = Q(t)y que depende do tempo t, através do relevante teorema:
Teorema 19 (Teorema de Floquet). Seja A(t) uma matriz n×n tal que A(t+T ) = A(t),
para todo t (os coeficientes da matriz são T-periódicos). Seja Φ(t) uma matriz fundamental
da equação x˙ = A(t)x. Então, existem matrizes n× n,B e Q(t), com B constante e Q(t)
T-periódica, tais que
Φ(t) = Q(t)etB. (1.13)
Para a demonstração do teorema acima, precisaremos do lema a seguir:
Lema 5. Toda matriz inversível tem um logarítmo, isto é, se D é uma matriz complexa
inversível, então existe uma matriz B, de mesma ordem que D, tal que eB = D.
Demonstração. Basta mostrar que toda matriz D na forma de Jordan tem um logarítmo,
pois se D é a forma de Jordan de A e tem um logarítmo, digamos que seja a matriz B,
então temos que D = P−1AP, onde P é uma matriz inversível, e eB = D, logo
eB = P−1AP ⇒ A = PeBP−1 = ePBP−1 ,
ou seja, A possui logarítmo.
Suponhamos que D é uma matriz elementar de Jordan. Assim, D é diagonal em
blocos, isto é,
D = diag[D1, ..., Dk],
onde cada Dj é uma matriz quadrada inversível, uma vez que D é inversível. Daí, se exis-
tem matrizes B1, ..., Bk tais que eBj = Dj, para j = 1, ..k, escrevendo B = diag[B1, ..., Bk]
teremos
eB = diag[eB1 , ..., eBk ] = diag[D1, ..., Dk] = D.
Logo, basta mostrar que cada bloco de D possui um logarítmo. Digamos que Dj tenha
a forma Dj = diag[λ1, ..., λm], assim, a matriz Bj = diag[µ1, ..., µm] onde µj é uma das
determinações do logarítmo de λj, satisfaz o desejado. Agora, se Dj tem a forma
Dj =

λ 0 · · · 0 0
1 λ · · · 0 0
0 1 · · · 0 0
...
...
...
...
0 0 · · · 1 λ

m×m
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podemos reescrever Dj = λI +N, onde
N =

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
...
...
0 0 · · · 1 0

m×m
onde N é uma matriz nilpotente tal que Nm = 0. Dessa forma, escrevendo Dj = λ(I+M),
com M = N/λ, considere a matriz Bj = µI + S, onde µ é uma das determinações do
logarítmo de λ e
S =
m−1∑
l=1
(−1)l+1M
l
l
.
Observe que S = log(I +M). De fato, basta substituir M na variável z da série
log(1 + z) =
∞∑
l=1
(−1)l+1 z
l
l
,
donde obtemos
log(I +M) =
∞∑
l=1
(−1)l+1M
l
l
=
m−1∑
l=1
(−1)l+1M
l
l
= S,
isso acontece devido ao fato deM l = 0 para todo l ≥ m. Portanto, como µI e S comutam,
temos
eBj = eµIeS = eµelog(I+M) = λ(I +M) = Dj.
Demonstração. (Teorema de Floquet) Pela Proposição 1 (seção 1.2) existe uma matriz
C, n × n, constante e inversível tal que Φ(t + T ) = Φ(t)C, onde Φ(t) é uma matriz
fundamental de (1.12). Pelo lema anterior, existe uma matriz B, n× n, tal que eTB = C.
Assim, considerando a matriz Q(t) = Φ(t)e−tB teremos
Q(t)etB = Φ(t)e−tBetB = Φ(t)
e
Q(t+ T ) = Φ(t+ T )e−(t+ T )B
= Φ(t)Ce−tBe−TB
= Φ(t)eTBe−tBe−TB
= Φ(t)e−tBeTBe−TB
= Φ(t)e−tB
= Q(t).
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Donde segue o resultado.
Teorema 20. Dada uma matriz real A(t), n × n, T-periódica, existe uma matriz T-
periódica Q(t), inversível tal que a mudança de coordenadas x = Q(t)y transforma a
equação x˙ = Ax na equação y˙ = By, com B constante.
Demonstração. Sejam Φ(t) uma matriz fundamental de x˙ = A(t)x e Φ(t) = Q(t)etB sua
decomposição dada pelo teorema de Floquet. Consideremos a mudança de coordenadas
linear dada por x = Q(t)y. Então, para uma solução ϕ(t) = Φ(t)v de x˙ = A(t)x temos
que
φ(t) = Q−1(t)ϕ(t) = Q−1(t)Φ(t)v = etBv
é solução de y˙ = By, com B constante.
Note que podemos determinar a matriz B derivando a relação Q(t) = Φ(t)e−tB. De
fato,
Q˙(t) = Φ˙(t)e−tB − Φ(t)Be−tB
= A(t)Φ(t)e−tB − Φ(t)e−tBB
= A(t)Q(t)etBe−tB −Q(t)etBe−tBB
= A(t)Q(t)−Q(t)B,
donde segue que B = Q−1(t)[A(t)Q(t)− Q˙(t)].
Definição 11. Os autovalores ρ1, ..., ρn da matriz eTB (ou C) são chamados os multipli-
cadores característicos de A(t) (dada em (1.12)) e os expoentes λ1, ..., λn em ρj = eλjT ,
que são determinados módulo 2pii
T
, são chamados expoentes característicos de A(t).
Observação 6. Os expoentes característicos λj, são autovalores da matriz B.
Um problema que aparece nas equações com coeficientes periódicos é que não existem,
em geral, métodos acessíveis para calcular a matriz Q(t), os multiplicadores ou expoentes
característicos.
Teorema 21. Se ρ é um multiplicador característico do sistema (1.12), então existe uma
solução não trivial ϕ satisfazendo
ϕ(t+ T ) = ρϕ(t).
Reciprocamente, se para uma solução não trivial de (1.12) tem-se
ϕ(T ) = ρϕ(0).
Então ρ é um multiplicador característico; além disso, ϕ(0) é o correspondente autovetor.
Demonstração. Suponha que ρ é um multiplicador característico e seja v 6= 0 o autovetor
correspondente. Seja ϕ(t) a solução de (1.12) tal que ϕ(0) = v, ou seja, ϕ(t) = Φ(t)v,
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onde Φ(t) é uma matriz fundamental de (1.12), tal que Φ(0) = I. Logo,
ϕ(t+ T ) = Φ(t+ T )v
= Φ(t)Cv
= Φ(t)ρv
= ρϕ(t).
Agora, suponha que existe uma solução não trivial ϕ de (1.12) tal que ϕ(T ) = ρϕ(0).
Vamos mostrar que Cϕ(0) = ρϕ(0). Note que ϕ(0) 6= 0, pois é uma solução não trivial.
Por ser solução, podemos escrever ϕ como
ϕ(t) = Φ(t)ϕ(0),
daí Φ(0) = I. Verifica-se facilmente pelo Teorema de Floquet que C = eTB = Φ−1(0)Φ(T ),
ou seja, C = Φ(T ). Portanto,
ρϕ(0) = ϕ(T ) = Φ(T )ϕ(0) = Cϕ(0),
donde segue o resultado.
Teorema 22. Sejam ρj os multiplicadores característicos do sistema (1.12) e sejam λj
os expoentes, com ρj = eλjT , j = 1, ..., n. Então temos o seguinte:
(1) Um número complexo λ é um expoente característico de (1.12) se, e somente se,
existe uma solução não trivial de (1.12) da forma
eλtp(t),
onde p(t + T ) = p(t). Em particular, existe uma solução periódica de (1.12), de
período T (ou 2T) se, e somente se, existe um multiplicador igual a 1 (ou -1).
(2) ρ1ρ2...ρn = e
∫ T
t0
trA(s)ds.
(3)
∑n
j=1 λj =
1
T
∫ T
t0
trA(s)ds, (mod2pi
T
).
Demonstração.
(1) Suponha que existe uma solução ϕ(t) = eλtp(t) de (1.12) tal que p(t+ T ) = p(t). Daí,
existe v 6= 0 tal que ϕ(t) = Φ(t)v, com Φ(t) uma matriz fundamental de (1.12). Pelo
Teorema de Floquet, temos que Φ(t) = Q(t)etB, com Q(t) T-periódica e B constante,
donde segue que,
eλtp(t) = Q(t)etBv. (1.14)
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Trocando t por t+ T em (1.14) obtemos,
eλteλTp(t) = Q(t)etBeTBv
⇒ eλteλT e−λtQ(t)etBv = Q(t)etBeTBv
⇒ [Q(t)etB(eTB − eλT I)]v = 0
⇒ det[Q(t)etB(eTB − eλT I)] = 0
⇒ det[(eTB − eλT I)] = 0.
Logo, eλT é autovalor de eTB, ou seja, λ é expoente característico de (1.12).
Reciprocamente, se λ é expoente característico de (1.12), então existe um vetor v 6= 0
tal que Bv = λv. Daí,
etBv =
∞∑
k=0
(tB)k
k!
v = Iv + tBv +
t2B2v
2!
+ ... = Iv + tλv +
t2λ2v
2!
+ ...
⇒ etBv = (1 + λt+ λ
2t2
2!
+ ...)v = eλtv, ∀t.
Assim,
Q(t)etBv = Q(t)eλtv = eλtQ(t)v, ∀t.
A função ϕ(t) = Q(t)etBv é a solução desejada, com p(t) = Q(t)v.
(2) Consideremos a matriz fundamental Φ(t) de (1.12) tal que Φ(0) = I. Pela fórmula de
Liouville temos
det Φ(t) = det Φ(0)e
∫ t
t0
A(s)ds
.
Pelo Teorema de Floquet, det Φ(t) = det(Q(t)etB), logo det Φ(T ) = det(eTB), uma vez
que Q(0) = I = Q(T ). Por outro lado,
det Φ(T ) = e
∫ T
t0
trA(s)ds
.
Portanto,
det eTB = e
∫ T
t0
trA(s)ds
,
donde segue-se que
ρ1ρ2...ρn = det e
TB = e
∫ T
t0
trA(s)ds
,
pois ρ1, ..., ρn são os autovalores de eTB.
(3) Pelo item (2) temos que
log(ρ1...ρn) = log(e
∫ T
t0
trA(s)ds
)⇒ log ρ1 + ...+ log ρn =
∫ T
t0
trA(s)ds
donde
λ1T + ...+ λnT =
∫ T
t0
trA(s)ds⇒ λ1 + ...+ λn = 1
T
∫ T
t0
trA(s)ds.
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Pode parecer que as equações lineares periódicas compartilham a mesma simplicidade
que as equações lineares com coeficientes constantes. No entanto, existem diferenças muito
importantes, por exemplo, os expoentes característicos estão definidos somente depois que
as soluções de (1.12) são conhecidas e não existe nenhuma relação óbvia entre os expoentes
característicos e a matriz A(t). O seguinte exemplo ilustra que os autovalores de A(t) não
podem ser usados para determinar o comportamento assintótico das soluções.
Exemplo 3. Seja
A(t) =
(
−1 + 3
2
cos2(t) 1− 3
2
cos(t) sin(t)
−1− 3
2
cos(t) sin(t) −1 + 3
2
sin2(t)
)
.
Os autovalores de A(t) são λ(t) = 1
4
[−1 + i√7] e λ2 = λ¯1. Em particular, as partes reais
dos autovalores são negativas. Por outro lado, pode-se verificar que a função
(−et/2 cos t, et/2 sin t) = et/2p(t)
é uma solução de x˙ = A(T )x e essa solução é ilimitada quando t→∞. Um dos expoentes
característicos é λ1 = 1/2 e o outro deve ser λ2 = −1 desde que, pelo teorema anterior, a
soma dos multiplicadores característicos deve satisfazer λ1 + λ2 = 12pi
∫ 2pi
0
−1
2
dt = −1
2
.
1.3 Estabilidade e Comportamento Assintótico
Consideremos a equação diferencial
x˙ = f(t, x) (1.15)
onde f : W → Rn é uma aplicação de classe C1 no aberto W ⊂ R × Rn. Seja a > 0
e suponhamos que W contém a vizinhança Va = [t0,∞) × B(x0, a), onde B(x0, a) é o
conjunto dos x ∈ Rn tais que ||x− x0|| < a. Observemos que ϕ(t) = x0 é uma solução da
equação (1.15) se, e somente se, f(t, x0) = 0 para todo t.
Sabemos que cada solução emW depende continuamente das condições iniciais (t0, x0).
Além disso, pequenas mudanças ou pertubações em x0, produzem pequenas mudanças em
ϕ(t) num intervalo ao redor de t0 e se duas soluções começam próximas, então elas ficarão
próximas num intervalo de tempo suficientemente grande, porém finito. Com isso, uma
questão que surge naturalmente é a seguinte: Cada solução que está próxima de x0 em
t0 permanece próxima da solução ϕ = ϕ(t) para todo tempo, ou existem soluções que
eventualmente desviam-se de ϕ não importando quão próximas elas estivessem de x0?
Questões como essas pertencem ao ramo da matemática chamado de Teoria da Esta-
bilidade. É sobre esse tema que falaremos a seguir. Veremos o conceito de estabilidade
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de uma solução de uma equação diferencial e, mais adiante, que esse se reduz ao conceito
de estabilidade de um equilíbrio (uma solução de equilíbrio).
Definição 12. Uma solução ϕ˜(t) da equação (1.15) com ϕ˜(t0) = x0 é estável (no sentido
Lyapunov) se para todo ε > 0, existe δ = δ(ε, t0) > 0 tal que para qualquer x ∈ B(x0, δ),
a solução ϕ(t) que se inicia em x quando t = t0 está definida para todo t ≥ t0 e satisfaz
a desigualdaade
||ϕ(t)− ˜ϕ(t)|| < ε,
para todo t ≥ t0. Se, além disso, existe um número positivo δ1 < δ tal que ||ϕ(t)− ˜ϕ(t)|| < δ1
implica em lim
t→∞
||ϕ(t)− ˜ϕ(t)|| = 0, dizemos que a solução ϕ˜ é assintoticamente estável.
Figura 1.1: Estabilidade da solução x˜(t).
Figura 1.2: Estabilidade assintótica da solução x˜(t).
Observação 7. A solução ϕ˜(t) é instável se ela não é estável, isto é, se existe um número
ε > 0 tal que para todo número positivo δ < ε, algum ponto x ∈ B(x0, δ) é posição inicial
de uma solução z(t) que não está definida para todo t ≥ t0, ou ||z(t) − ϕ˜(t)|| ≥ ε para
algum t > t0.
O conceito de estabilidade de solução de uma equação diferencial se reduz ao conceito
de estabilidade de um equilíbrio. Para verificar isso, basta que se faça a mudança de
coordenadas x = z + ϕ˜(t), donde obtemos
f(t, x) = x˙ = z˙ + ˙˜ϕ(t) ⇒ z˙ = f(t, z + ˙˜ϕ(t))− f(t, ˙˜ϕ(t)).
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Logo, x(t) é solução de (1.15) se, e somente se, z(t) = x(t)− ϕ˜(t) é solução de z˙ = g(t, z),
onde g(t, z) = f(t, z + ˙˜ϕ(t)− f(t, ˙˜ϕ(t). Observe que a solução ϕ˜ de (1.15), corresponde à
solução z˜(t) = 0 do sistema z˙ = g(t, z). Além disso, z˜(t) = 0 é uma solução de equilíbrio
desse sistema. Assim, o estudo da estabilidade de uma solução qualquer, se reduz ao
estudo da estabilidade de um equilíbrio.
Vejamos exemplos da estabilidade e comportamento assintótico de algumas soluções:
(1) Se A é uma matriz real 2 × 2 com autovalores imaginários puros (note que ela é
diagonal em C), então a origem x˜ = 0 é um equilíbrio estável do sistema x˙ = Ax.
De fato, todas as órbitas são elipses com centro na origem.
(2) Se Reλ < 0, para todo autovalor λ da matriz real A, n× n, então pelo Teorema 12
a origem x˜ = 0 é um equilíbrio assintoticamente estável da equação x˙ = Ax.
(3) Considere a EDO x˙ = −a2x, com a sendo uma constante não nula. Vamos analizar
a estabilidade, no sentido Lyapunov, da solução nula. A solução dessa EDO com
condição inicial (t0, x0) é dada por ϕ(t) = x0e−a
2(t−t0). Assim, dado ε > 0, temos
||ϕ(t)|| = ||x0||e−a2(t−t0) < ||x0||,∀t ≥ t0.
Tomando δ = ε, segue-se a estabilidade da solução nula. Além disso, note que
limt→∞ ||ϕ(t)|| = 0,∀x0. Logo, a solução nula é assintoticamente estável.
Já para a EDO x˙ = a2x, temos que ϕ(t) = x0ea
2(t−t0) é solução com condição inicial
(t0, x0). Como limt→∞ ||ϕ(t)|| =∞, segue que a solução nula é instável.
1.3.1 Estabilidade no Caso Linear
Consideremos o sistema linear homogêneo com coeficientes constantes dado por
x˙ = Ax.
Segue do Teorema 10 que caracteriza as soluções do sistema acima que:
Teorema 23. Sejam λ1, ..., λn os autovalores da matriz A e suponha que Jλ é o bloco de
Jordan(em C) associado a λ. Tem-se, para a solução nula, x0 = 0, do sistem x˙ = Ax, as
seguintes afirmações:
(I) Se A é uma matriz não singular:
(a) Assintoticamente estável se, e somente se, Reλk < 0,∀k = 1, ..., n;
(b) Estável, mas não assintoticamente estável, se, e somente se, A tem ao menos um par
de autovalores imaginários puros e sempre que cada bloco de Jordan (Jλ, em C) associado
a cada autovalor imaginário puro λ é diagonal e o resto dos autovalores possuem parte
real negativa;
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(c) Instável nos demais casos.
(II) Se A é uma matriz singular:
(a) Estável no caso em que A tem ao menos um par de autovalores imaginários puros,
sempre que cada bloco de Jordan (Jλ, em C)associado a cada autovalor imaginário puro
λ seja diagonal, o bloco de Jordan associado ao autovalor nulo é diagonal e o resto dos
autovalores possuem parte real negativa;
(b) Instável nos demais casos.
Vimos no teorema acima que o tipo de estabilidade da solução de equilíbrio num sis-
tema linear com coeficientes constantes (não degenerado) fica completamente determinado
pelos autovalores da matriz. Em virtude desse fato, poderíamos ser levados a conjecturar
que os autovalores da matriz A(t) podem nos fornecer as mesmas informações sobre o
sistema x˙ = A(t)x. Por exemplo, vimos que se todos os autovalores da matriz A tem
parte real negativa, então a solução nula de x˙ = Ax é estável. Verifica-se por meio do
exemplo a seguir que tal fato não acontece para o sistema x˙ = A(t)x,.
Exemplo 4. Seja
A(t) =
(
−1− 9 cos2(6t) + 12 sin(6t) cos(6t) 12 cos2(6t) + 9 sin(6t) cos(6t)
−12 sin2(6t) + 9 sin(6t) cos(6t) −1 + 9 sin2(6t) + 12 sin(6t) cos(6t)
)
.
Os autovalores de A(t) são λ1 = −1 e λ2 = −10. No entanto, tem-se que a matriz
fundamental de A(t) é dada por
Φ(t) =
(
e2t[cos(6t) + 2 sin(6t)] e−13t[sin(6t)− 2 cos(6t)]
e2t[cos(6t)− 2 sin(6t)] e−13t[2 sin(6t) + cos(6t)]
)
,
da qual segue-se que a solução nula não é estável.
Sabemos que para o caso especial em que A(t) tem coeficientes periódicos, de mesmo
período, é possível reduzir a equação x˙ = A(t)x numa outra com coeficientes constantes,
y˙ = By, por meio de uma mudança linear de coordenadas, x = Q(t)y que depende do
tempo t.
Teorema 24. A solução nula do sistema x˙ = A(t)x, com A(t) T−periódica, será:
(a) Assintoticamente estável se, e somente se, todos os expoentes característicos tem
parte real negativa (isto é, o módulo do multiplicador é menor que 1);
(b) Estável se, e somente se, todos os expoentes características tem parte real ≤ 0, en-
quanto os expoentes com parte real nula possuem bloco de Jordan (sobre C) diagonal;
(c) Instável se, e somente se, existe algum expoente característico com parte real positiva
(isto é, o módulo do multiplicador é maior que 1).
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1.3.2 O Método Direto de Lyapunov
Vimos anteriormente alguns critérios de estabilidade de soluções de equilíbrio. Mas
eles estavam ligados ao conhecimento das soluções do sistema de equações. O matemático
Aleksandr Mikhailovich Lyapunov desenvolveu teoremas simples para decidir a estabili-
dade ou instabilidade de um equilíbrio de uma EDO, onde a decisão é feita investigando-se
a equação diferencial e não encontrando-se as soluções delas.
Consideremos o sistema autônomo1 dado por
x˙ = f(x), (1.16)
onde f : W → Rn é de classe C1 no aberto W ⊂ Rn e 0 ∈ W é tal que f(0) = 0, ou seja,
x = 0 é uma solução de equilíbrio. Denotaremos por ϕ(t, x) a solução de (1.16) tal que
ϕ(0, x) = x.
Seja V : U → R uma função definida no aberto U ⊂ Rn. Consideraremos a função
contínua V ao longo de uma solução de (1.16) como V (ϕ(t, x)). Definiremos V˙ por
V˙ = DV (x).f(x),
ou seja,
V˙ (ϕ(t, x))|t=0 = d
dt
V (ϕ(t, x))|t=0.
Logo, V˙ é a derivada de V ao longo das soluções de (1.16).
Definição 13. Seja x0 = 0 um equilíbrio de (1.16). Uma função de Lyapunov para x0 é
uma função V : U → R diferenciável e definida em um aberto U 3 0 de Rn, satisfazendo
às seguintes condições:
(a) V (0) = 0 e V (x) > 0, ∀x 6= 0;
(b) V˙ ≤ 0 em U.
A função de Lyapunov V diz-se estrita quando
(c) V˙ < 0 em U \ {0}.
Teorema 25. Seja x0 = 0 um equilíbrio de (1.16). Se existe uma função de Lyapunov
para esse equilíbrio, então x0 = 0 é estável. Se a função for estrita, x0 = 0 é assintotica-
mente estável.
Demonstração. Suponha que existe uma função de Lyapunov V : U ∈ Rn → R, para
x0 = 0. Escolha a > 0 tal que B[0, a] ⊂ U. Para cada ε > 0, tal que 0 < ε ≤ a, seja
0 < mε = min{V (x)/x ∈ Sε}, onde Sε é a esfera de raio ε. Pela continuidade de V e por
V (0) = 0 temos que existe 0 < δ ≤ ε tal que V (x) < mε, sempre que ||x|| < δ.
1Um sistema x˙ = f(t, x) é dito autônomo quando x˙ = f(t, x) = f(x).
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Se x ∈ B(0, δ), então a solução ϕ(t, x) de (1.16), está em B(0, ε),∀ t ≥ 0. De fato, caso
ϕ(t, x) saia de B(0, ε), ou seja, se para algum t1 > 0 temos ||ϕ(t1, x)|| = ε, pela definição
de mε temos
mε ≤ V (ϕ(t1, x)).
Mas o fato de V˙ (x) ≤ 0,∀ x ∈ U e de V˙ ser a derivada de V ao longo das solu-
ções ϕ(t, x), implica que V (ϕ(t, x)) < V (ϕ(0, x)) = V (x),∀ t ≥ 0. Com isso teríamos
mε ≤ V (ϕ(t1, x)) < V (x) e V (x) < mε, o que é uma contradição. Assim, para x ∈ B(0, δ)
e t ≥ 0 temos
||ϕ(t, x)|| < ε.
Logo, ϕ(t, x) é estável.
Agora suponhamos que V é estrita. Pela parte anterior, já garantimos que x0 = 0 é
estável, ou seja, dado ε > 0, existe δ > 0 tal que ||ϕ(t, x)|| < ε, sempre que ||x|| < δ.
Assim, resta mostrar que
lim
t→∞
ϕ(t, x) = 0. (1.17)
Para isso, é suficiente mostrar que lim
t→∞
V (ϕ(t, x)) = 0, uma vez que a estabilidade de
x0 = 0, a continuidade de V e o fato de V (0) = 0 implicam em (1.17).
Como a função de Lyapunov V é estritamente decrescente sobre as soluções de (1.15) e
V (ϕ(t, x)) é limitada inferiormente por 0, concluímos que existe lim
t→∞
V (ϕ(t, x)) = L ≥ 0.
Suponha que L > 0. Pela continuidade de V e por V (0) = 0, podemos escolher 0 < η < ε
tal que V (x) < L sempre que x ∈ B(0, η). Seja Sη a esfera de centro na origem e raio η,
observe que a curva ϕ(t, x) está contida no anel definido pelos círculos Sη, Sε,∀t ≥ 0. Caso
contrário, se existisse t1 > 0 tal que ϕ(t1, x) está fora do anel, pela construção, ϕ(t1, x)
estará no interior de B(0, η). Daí, V (ϕ(t1, x)) < L. Como V é decrescente ao longo de
ϕ(t, x) temos
V (ϕ(t,x)) < V (ϕ(t1, x)) < L,∀t < t1.
Logo, lim
t→∞
V (ϕ(t, x)) < L, o que é uma contradição.
Como V˙ é contínua e V˙ (ϕ(t, x)) < 0, V˙ (ϕ(t, x)) assume um máximo negativo −k no
anel, ou seja, V˙ (ϕ(t, x)) ≤ −k, para todo t ≥ 0. Assim,∫ t
0
V˙ (ϕ(s, x))ds = V (ϕ(t, x))− V (x)
⇒ V (ϕ(t, x)) ≤ V (x)− kt, ∀t > 0.
No entanto, o lado direito da desigualdade tende a −∞ quando t→∞, assim
lim
t→∞
V (ϕ(t, x)) = −∞,
mas isso contradiz o fato de L > 0. Portanto, L = 0, o que prova o teorema.
Teorema 26. Seja V uma função definida em uma vizinhança de 0 com valores reais
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tal que V˙ (x) é definida positiva, para todo x 6= 0 (isto é, V˙ (0) = 0 e V˙ ≥ 0,∀x 6= 0) e
V (0) = 0. Se em cada vizinhança de 0 existe x tal que V (x) > 0, então 0 é instável.
Demonstração. Seja V : U → R, onde U ⊂ Rn é uma vizinhança contendo a origem, com
V˙ (x) > 0, para todo x 6= 0 em U e tome B[0, r] ⊂ U. Pela continuidade de V , existe
M > 0 tal que
|V (x)| ≤M, ∀ x ∈ B[0, r].
Para qualquer solução, ϕ(t, x) de (1.16), V˙ (x) definida positiva e contínua nos dá
V˙ (ϕ(t, x)) > 0⇒
∫ t
t0
V˙ (ϕ(s, x))ds > 0
⇒ V (ϕ(t, x))− V (x) > 0⇒ V (ϕ(t, x)) > V (x), ∀ t ≥ 0.
Agora, seja ε > 0 tal que ε < r. Por hipótese, existe x˜ 6= 0 em B(0, ε) tal que
V (x˜) > 0. Seja ϕ(t, x˜) solução de (1.16) tal que ϕ(0, x˜) = x˜. Desde que V é contínua sobre
U e V (0) = 0, existe δ > 0 que satisfaz |V (x)| < V (x˜) sempre que |x| < δ.
Suponha que a solução ϕ(t, x˜) está definida para algum intervalo [0, t1), assumiremos
que t1 é o primeiro instante no qual ||ϕ(t, x˜)|| = r. Se não existir tal t1, então ϕ(t, x˜) estará
definida sobre [0,+∞), uma vez que ϕ(t, x˜) estará contida no compacto B[0, r]. Vamos
mostrar que isso não é possível. Suponha que não existe t1 tal que ||ϕ(t1, x˜)|| = r, ou seja,
ϕ(t, x˜) está em B[0, r]. Como V (ϕ(t, x˜)) é não decrescente no intervalo [0, t1), temos que
V (ϕ(t, x˜)) ≥ V (ϕ(0, x˜)) = V (x˜), ∀ t ∈ [0, t1),
assim ϕ(t, x˜) /∈ B(0, δ), para todo t ∈ [0, t1). Defina µ = min{V˙ /δ ≤ ||x|| ≤ r}, como V˙
é contínua na região compacta C = {V˙ /δ ≤ ||x|| ≤ r}, esse mínimo existe e é assumido
em algum ponto de C. Por V˙ ser definida positiva, temos µ > 0. Logo,
V˙ (ϕ(t, x˜)) ≥ µ > 0⇒
∫ t
0
V˙ (ϕ(s, x˜))ds ≥
∫ t
0
µds > 0
⇒ V (ϕ(t, x˜)) ≥ V (x˜) + µt⇒ lim
t→∞
V (ϕ(t, x˜)) =∞.
Mas isso contraria o fato de |V (x)| ≤ M, para todo x ∈ B[0, r]. Logo, existe t1 tal que
||ϕ(t, x˜)|| = r. Portanto, tomando ε > 0 suficientemente pequeno, não existe δ > 0 tal
que ϕ(t, x˜) ∈ B(0, ε), ∀ t ≥ 0, uma vez que sempre existirá t = t1 finito que satisfaz
||ϕ(t1, x˜)|| = r. Dessa forma, 0 não pode ser estável.
Corolário 3. Seja V uma função de classe C1definida positiva em uma vizinhança de 0
com valores reais tal que V˙ (x) é definida positiva, para todo x 6= 0, então 0 é instável.
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1.3.3 O Método de Chetaev
Nesta seção, veremos duas versões do Teorema de Chetaev para instabilidade da so-
lução nula na equação autônoma (1.16).
Teorema 27 (Teorema de Chetaev, versão 1). Suponha que U1 ⊂ B[0, a] ⊂ W é uma
região (isto é, aberto e conexo) e que exista uma função escalar V a qual tem as seguintes
propriedades:
(i) V (x) e V˙ (x) são definidas positivas em U1;
(ii) V (x) = 0 para todo x ∈ U¯1 ∩ U¯2, onde U2 denota o complementar de U1 em B[0, a];
(iii) 0 ∈ U¯1 ∩ U¯2, isto é, 0 ∈ ∂U1.
Então, o equilíbrio x = 0 da equação (1.15) é instável.
Demonstração. Suponha que a solução nula é estavel. Assim, dado ε > 0, com 0 < ε < a,
existe δ > 0, com 0 < δ < a, tal que
||x|| < δ ⇒ ||ϕ(t, x)|| < ε, ∀ t ≥ 0.
Escolha x˜ ∈ U1, logo, pela hipótese (i), V (x˜) > 0. Note que, com essa escolha, ϕ(t, x˜) ∈
U1,∀ t > 0. De fato, seja t∗ = inf{t > 0/ϕ(t, x˜) /∈ U1}. Observe que t∗ 6= 0, caso
contrário teríamos uma sequência {tn} com tn > 0 e tn → 0 tal que ϕ(t, x˜) /∈ U1, ou seja,
ϕ(t, x˜) ∈ U2. Com isso, ϕ(tn, x˜) → ϕ(0, x˜) = x˜ ∈ U¯2. Por outro lado, x˜ ∈ U1 ⊂ U¯1, daí
x˜ ∈ U¯1 ∩ U¯2, ou seja, V (x˜) = 0, contrariando o fato de V (x˜) > 0. Além disso, t∗ não pode
ser finito, caso contrário, teríamos uma sequência {tn}, com tn > 0, convegindo para t∗
tal que ϕ(tn, x˜) ∈ U2. Logo, ϕ(tn, x˜) → ϕ(t∗, x˜) ∈ U¯2. Por outro lado, se t < t∗ então
ϕ(t, x˜) ∈ U1. Fazendo t→ t∗ temos ϕ(t, x˜)→ ϕ(t∗, x˜), donde ϕ(t∗, x˜) ∈ U¯1, logo
ϕ(t∗, x˜) ∈ U¯1 ∩ U¯2 ⇒ V (ϕ(t∗, x˜)) = 0.
Mas para 0 ≤ s < t∗, ϕ(s, x˜) ∈ U1 e V˙ (ϕ(s, x˜)) > 0, ou seja,∫ t∗
0
V˙ (ϕ(s, x˜)) > 0⇒ V (ϕ(s, x˜)) > V (x˜) > 0,
contrariando V (ϕ(s, x˜)) = 0. Logo, t∗ tende a ∞, o que significa dizer que ϕ(t, x˜) ∈
U1, ∀ t ≥ 0. Assim, como V˙ (x) > 0 em U1, temos V (ϕ(t, x˜)) > V (x˜) > 0.
Agora, considere o conjunto
U˜1 = {x ∈ U1/V (x) ≥ V (x˜)}.
Observe que U1 é fechado, pois é imagem inversa de um fechado por uma função contínua,
e é limitado, pois está contido em B[0, a]. Logo, U˜1 é compacto. Como V˙ (x) é contínua,
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existe µ = minx∈U˜1 V˙ (x), além disso µ > 0, pois V (x) > 0 em U1 ⊃ U˜1. Pela escolha de
x˜, ϕ(t, x˜) ∈ U˜1, ∀ t ≥ 0, pois ϕ(t, x˜) ∈ U1,∀ t ≥ 0 e V (ϕ(t, x˜) > V (x˜). Daí
V˙ (ϕ(t, x˜)) ≥ µ⇒ V (ϕ(t, x˜) ≥ V (x˜) + µt
⇒ V (ϕ(t, x˜))→∞.
Mas isso não é possível pois V é contínua e U˜1 é compacto. Portanto, a solução nula não
pode ser estável.
Para o próximo teorema precisaremos da seguinte definição
Definição 14. O conjunto de valores x = (x1, ..., xn) sob a condição ||x|| ≤ η (isto é,
numa pequena vizinhança da origem) satisfazendo a desigualdade V > 0, será chamada a
região V > 0, e a superfície V = 0 será chamada de fronteira dessa região.
Vamos assumir que todas as soluções estão definidas para todo tempo t.
Teorema 28 (Teorema de Chetaev, versão 2). Suponha que exista uma função V de
classe C1 limitada na região V > 0, para valores de x numa vizinhança de 0, V (0) = 0
e V˙ (x) é definida positiva na região V > 0, então o equilíbrio x = 0 é instável para o
sistema (1.16).
Demonstração. Seja a > 0 tal que B(0, a) ⊂ W . Como V (0) = 0, 0 ∈ (V = 0). Considere
o conjunto aberto
U1 = B(0, a) ∩ (V > 0).
E seja U2 o complementar de U1 em B(0, a). Por hipótese V˙ (x) é definida positiva em
V > 0, em particular em U1. Se x ∈ U1, então x ∈ (V > 0), ou seja, V (x) > 0, logo V (x)
é definida positiva em U1. A hipótese (i) do teorema anterior é satisfeita.
Se x ∈ U¯1 ∩ U¯2 então x ∈ U¯1 e U¯2. Assim, existem sequências {xn} ⊂ U1 e {yn} ⊂ U2,
ambas convergindo para x, daí V (xn) > 0 e V (yn) ≤ 0, donde segue que V (x) =
lim
n→∞
V (xn) ≥ 0 e V (x) = lim
n→∞
V (yn) ≤ 0, logo V (x) = 0. Note que 0 ∈ ∂U1, pois 0 está
na fronteira de (V > 0). Logo, as hipóteses (ii) e (iii) também são satisfeitas. Portanto,
pela versão 1 do Teorema de Chetaev, a solução nula é instável.
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Capítulo 2
Sistemas Hamiltonianos
Nosso objetivo será estudar um sistema de equações diferenciais ordinárias que admi-
tem uma forma particular, mas não menos importante devido a sua aplicação na formu-
lação de muitos fenômenos naturais, o qual é chamado Sistema Hamiltoniano.
2.1 Equações Hamiltonianas
Definição 15. Um sistema Hamiltoniano é um sistema de 2n equacões diferenciais ordi-
nárias da forma
q˙ = Hp, p˙ = −Hq, (2.1)
onde a função H = H(t, q, p) é chamada Hamiltoniano ou função Hamiltoniana.
A função H é de classe C∞ e definida para valores (t, q, p) ∈ W de um aberto
W ⊂ R× Rn × Rn, a valores reais. Os vetores q = (q1, ..., qn) e p = (p1, ..., pn) são tra-
dicionalmente chamados de vetores posição e momento, respectivamente, e t é chamado
tempo. As variáveis q e p são ditas conjugadas: p é conjugada a q. O inteiro n é o número
de graus de liberdade do sistema. O conjunto onde as variáveis posição estão definidas é
chamado espaço das configurações e o espaço que descreve as posições versus momentos é
chamado espaço de fase. O ponto em (2.1) representa a derivada com respeito ao tempo
Para uma discursão mais geral, introduziremos o 2n-vetor z, a matriz anti-simétrica
J, 2n× 2n, e o gradiente, dados respectivamente por
z =
(
q
p
)
, J =
(
0 I
−I 0
)
, ∇zH = ∇H =

∂H
∂z1...
∂H
∂z2n
 . (2.2)
Onde 0 é a matriz nula n× n e I é a matriz identidade n× n.
Com essa notação podemos reescrever o sistema (2.1) como
z˙ = J∇zH(t, z) = J∇H(t, z) (2.3)
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A matriz J tem as seguintes particularidades:
J−1 = JT = −J, J2 = −I, detJ = 1.
No caso especial onde a função H não depende do tempo, ou seja, H : W −→ R,
onde W é um aberto de Rn × Rn, o sistema Hamiltoniano (2.3) é autônomo. Neste caso
dizemos que o sistema Hamiltoniano é conservativo.
Um sistema Hamiltoniano não autônomo associado a função H = H(t, q, p) pode ser
levado a um sistema Hamiltoniano autônomo. De fato, basta definirmos as variáveis
Q = (q, qn+1) e sua conjugada P = (p, pn+1), com qn+1 = t e pn+1 = E, donde
q˙ = Kp
q˙n+1 = Kpn+1 = −1
p˙ = −Kq
p˙n+1 = −Kqn+1 = −∂H∂t
,
com função Hamiltoniana
K(Q,P ) = H(qn+1, q, p)− pn+1.
Consideraremos a partir de agora o sistema Hamiltoniano (2.3) sendo autônomo.
Definição 16. Uma integral primeira para (2.3) é uma função não constante F : W −→
R, onde W é um aberto de Rn ×Rn, de classe C∞ que é constante ao longo das soluções
de (2.3), ou seja,
d
dt
F (ϕ(t, z)) = 0, ∀t ≥ 0,
onde ϕ(t, z) é a solução de (2.3) tal que ϕ(0, z) = z.
Lema 6. Em um sistema Hamiltoniano autônomo a função H é uma integral primeira.
Demonstração. Considere a função Hamiltoniana H = H(q, p) e seja ϕ(t) = (q(t), p(t))
solução de (2.3). Defininos H ao longo de ϕ por
H = H(ϕ(t)) = H(q(t), p(t))
Logo,
H˙ =
[
∂H
∂q
]T
q˙(t) +
[
∂H
∂p
]T
p˙(t) =
[
∂H
∂q
]T
∂H
∂p
−
[
∂H
∂p
]T
∂H
∂q
= 0
Assim, H é uma quantidade conservada, por isso dizemos que o sistema Hamiltoniano
é Conservativo. E dizemos que H representa a energia do sistema. Neste caso, o conjunto
definido por
Σh = {(q, p) ∈ W/H(q, p) = h},
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para um valor arbitrário de h, denota a superfície (ou variedade) de energia. O fato de H
ser uma integral primeira implica que as soluções do sistema estão contidas em alguma
superfície de energia, isto é, se ϕ(t, z0) denota a solução de (2.3) tal que ϕ(0, z0) = z0
então H(ϕ(t, z0)) = H(z0), logo ϕ(t, z0) está contida em ΣH(z0). O espaço de fase dado
pela superfície de energia muitas vezes pode ser um espaço Euclidiano, ou um subconjunto
dele, mas também pode ter estrutura não Euclidiana tal como um círculo, uma esfera,
um toro, ou alguma outra variedade diferenciável. Por isso Σh é chamado superfície de
energia.
2.2 Colchete de Poisson
Muitas das propriedades dos sistemas Hamiltonianos são formuladas em termos do
operador Colchete de Poisson, então esse operador desempenha um papel importante na
teoria desenvolvida aqui.
Definição 17. Sejam F,G e H funções C∞ definidas no aberto W ⊂ R × Rn × Rn em
R, definimos o colchete de Poisson de F e G por
{F,G} = ∇F TJ∇G = ∂F
∂q
T ∂G
∂p
− ∂F
∂p
T ∂G
∂q
=
n∑
i=1
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
.
Claramente {F,G} também é uma função C∞ de W em R.
Proposição 3. Sejam F,G,H : R× Rn × Rn → R, então
(1) {F,G} = −{G,F};
(2) {λF,G} = λ{F,G};
(3) {F +G,H} = {F,H}+ {G,H};
(4) ∂
∂t
{F,G} = {∂F
∂t
, G}+ {F, ∂G
∂t
};
(5) Satisfaz a identidade de Jacobi, ou seja,
{F, {G,H}}+ {G, {H,F}}+ {H, {F,G}} = 0.
Observe que podemos escrever o colchete de Poisson como
{F,G} = 〈Fq, Gp〉 − 〈Fp, Gq〉
Daí, as propriedades (2), (3) e (4) seguem das propriedades de um produto interno. A
propriedade (1) é óbvia. E, através de alguns cálculos, pode-se verificar a identidade de
Jacobi.
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Teorema 29. Sejam F, G e H funções de classe C∞ definidas do aberto W ⊂ Rn × Rn
(independentes de t), então
(1) F é uma integral primeira para (2.3) se, e somente se {F,H} = 0;
(2) H é uma integral primeira para (2.3);
(3) Se F e G são integrais primeiras, então {F,G} também é;
(4) {F,H} é a taxa de variação de F, com respeito ao tempo, ao longo das soluões de
(2).
Demonstração. (1) Seja F = F (q, p), definimos F ao longo das soluções de (2.3), ϕ(t) =
(q(t), p(t)), por
F (t) = F (q(t), p(t)).
Daí,
d
dt
F (t) =
∂F
∂q
T
q˙(t) +
∂F
∂p
T
p˙(t) =
∂F
∂q
T ∂H
∂p
− ∂F
∂p
T ∂H
∂q
= {F,H}.
Logo, F é integral primeira se, e só se {F,H} = 0.
(2) Vimos anteriormente.
(3) Segue da identidade de Jacobi.
(4) Basta observar a demonstração de (1).
Ainda no caso autônomo, podemos ver no sistema (2.3) que uma solução z(t) = z∗ é
de equilíbrio se, e somente se, ela é um ponto crítico de H, isto é, ∇H(z∗) = 0. Portanto,
quando falarmos de uma solução de equilíbrio de um sistema Hamiltoniano autônomo
usaremos os termos solução de equilíbrio do sistema ou ponto crítico de H.
No caso não autônomo, a solução z(t) = z∗ é de equilíbrio se ∇H(t, z∗) = 0, para todo
t.
Teorema 30 (Dirichlet). Se z∗ é um ponto de mínimo (ou máximo) local isolado de
H = H(q, p), então o equilíbrio z∗ é estável (no sentido Lyapunov).
Demonstração. Sem perda de generalidade podemos supor que z∗ = 0 e H(0) = 0. Sendo
z∗ = 0 mínimo local isolado de H, segue-se que existe um número δ > 0 tal que
H(z) > H(z0) = 0
sempre que ||z|| < δ. Com isso temos que H é definida positiva em B(0, δ). Como H˙ ≡ 0,
em particular, H(z) = 0, para todo z em B(0, δ). Logo, H |B(0,δ) é uma função de
Lyapunov para z∗ = 0. Portanto, z∗ = 0 é estável.
Caso z∗ = 0 seja máximo local isolado de H, consideraremos a função V (z) = −H(z),
para z ∈ B(0, δ), donde segue o resultado.
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2.3 Sistemas Hamiltonianos Lineares
Definição 18. Um sistema Hamiltoniano linear é um sistema de 2n equações diferenciais
ordinárias da forma
z˙ = J∇zH(t, z) = JS(t)z = A(t)z, (2.4)
onde
H = H(t, z) =
1
2
zTS(t)z, S = ST ∈M2n×2n(R), A(t) = JS(t).
Assim, o Hamiltoniano H é uma forma quadrática em z ∈ R2n com coeficientes que
são contínuos em t ∈ I. Quando S, logo H, é independente de t, sabemos que H é uma
integral primeira para (2.4).
Para A = A(t) = JS(t), descrita acima, temos ATJ+JA = 0. Assim, pela definição a
seguir, a matriz dos coeficientes de um sistema Hamiltoniano linear deve ser uma matriz
Hamiltoniana.
Definição 19. Uma matriz A ∈M2n×2n(R) é dita Hamiltoniana se ATJ + JA = 0
O teorema a seguir nos dá uma caracterização das matrizes Hamiltonianas.
Teorema 31. As seguintes afirmações são equivalentes:
(i) A é Hamiltoniana.
(ii) A = JATJ.
(iii) A = JR, onde R é simétrica.
(iv) JA é simétrica.
Demonstração. Perceba que a implicação de (i) em (ii) segue da igualdade J−1 = JT .
Para provar que a relação (ii) implica (iii), basta tomar R = ATJ. Com efeito,
RT = JTA = −J(JATJ) = ATJ = R,
logo, A = JR com R simétrica.
Assumir (iii), é dizer que A = JR com R simétrica, então JA = J2R = −R, logo JA
é simétrica. Com isso, temos que (iii) implica (iv).
Por último, suponha JA simétrica. Assim,
JA = (JA)T = ATJT = −ATJ ⇒ ATJ + JA = 0.
Portanto, (iv) implica (i).
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Um resultado muito importante no estudo de sistemas Hamiltonianos lineares é o
seguinte:
Proposição 4. O polinômio característico de uma matriz Hamiltoniana é uma função
par.
Demonstração. Seja p(λ) o polinômio característico da matriz Hamiltoniana A, isto é,
p(λ) = det(JS − λI), (2.5)
onde A = JS com S matriz simétrica e I é a matriz identidade 2n × 2n. Para provar a
paridade observemos que
p(λ) = det(JS − λI)
= det(JS − λI)T
= det(STJT − λI)
= det(−SJ − λI)
= det(J2SJ + λJ2)
= det J(JS + λI)J
= det J det(JS + λI) det J
= det(JS + λI)
= p(−λ)
Assim, se λ1 = µ + iη for uma raiz desse polinômio, necessariamente, λ2 = −µ− iη
também será raiz. Se λ = 0 for um autovalor ele terá multiplicidade par. Além disso, se
a matriz Hamiltoniana tem coeficientes reais e λ for um autovalor então também serão:
−λ, λ¯,−λ¯.
Teorema 32. Sejam A e B matrizes Hamiltonianas de mesma ordem. Então AT ,
αA (α ∈ F ), A±B e [A,B] = AB −BA também são Hamiltonianas.
Demonstração. Como (AT )TJ+JAT = AJ+JAT = (JATJ)J+JAT = −JAT+JAT = 0,
segue que AT é Hamiltoniana.
Na relação αA, temos (αA)TJ+J(αA) = α(ATJ+JA) = 0. Daí, αA é Hamiltoniana.
Observe que (A + B)TJ + J(A + B) = ATJ + BTJ + JA + JB = 0, logo A + B é
Hamiltoniana. De forma análoga verifica-se que A−B também será.
Finalmente consideremos o caso do colchete [A,B]. Como A e B são Hamiltonianas,
temos que A = JR e B = JS com R e S simétricas. Então
[A,B] = JRJS − JSJR = J(RJS − SJR).
Escrevendo P = (RJS − SJR) temos que P é simétrica. Com efeito,
P T = STJTRT −RTJTST = −SJR +RJS = P.
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Com isso, concluímos que [A,B] é Hamiltoniana.
O teorema anterior nos garante que sp(n,R) = {A ∈ Mn×n(R)/A é Hamiltoniana} é
uma álgebra de Lie.
Vejamos agora algumas condições para que uma matriz seja Hamiltoniana. No caso
2× 2, com
A =
(
α β
γ δ
)
,
temos
ATJ + JA =
(
0 α + δ
−α− δ 0
)
.
Logo, uma matriz A, 2× 2, é Hamiltoniana se, e somente se o seu traço é nulo.
Para o caso de A ser uma matriz 2n× 2n, escrevendo-a na forma de blocos,
A =
(
a b
c d
)
,
com a, b, c, d matrizes n × n, temos ATJ + JA =
(
c− cT aT + d
−a− dT bT − b
)
. Em conclusão
temos a seguinte proposição :
Proposição 5. A matriz A =
(
a b
c d
)
∈M2n×2n(R) é Hamiltoniana se, e somente se,
aT + d = 0 e b e c são simétricas.
2.4 Sistemas Mecânicos
Uma classe importante de sistemas Hamiltonianos corresponde aos chamados sistemas
mecânicos, os quais são sistemas conservativos dados por
q¨ = ∇V (q) (2.6)
onde V : (Rn \ S) −→ R é uma função diferenciável e S denota o conjunto das singulari-
dades de V.
Neste caso, V é chamada função potencial e a função Hamiltoniana é dada por
H = H(q, p) =
1
2
||p||2 − V (q). (2.7)
A variável p é chamada de momento. O conjunto (Rn \ S) é chamado de espaço de
configuração ou espaço das posições e M = (Rn \ S)× Rn é chamado de espaço de fase.
A função Hamiltoniana (2.7) é uma integral primeira para o sistema, logo ela define um
conjunto invariante (invariante no sentido de que se uma solução começa nele, permanece
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nele)
Σh = {(q, p) ∈ (Rn \ S)× Rn/H(q, p) = h} (2.8)
para cada constante real h. Se cada h ∈ R é um valor regular para a função diferenciável H
temos que o conjunto definido acima é uma variedade diferenciável de dimensão 2n− 1, a
qual chamaremos de superficíe de energia constante. Assim, podemos diminuir a dimensão
em uma unidade considerando as equações definidas pelo Hamiltoniano H dado em (2.7)
como um campo vetorial sobre Σh.
Como a energia cinética é não negativa, segue-se que −V (q) ≤ h sobre Σh. A projeção
de Σh sobre o espaço de configurações, ou seja, o conjunto dos pontos q satisfazendo a
desigualdade anterior, é chamada região de Hill. Logo, se (q(t), p(t)) é uma curva solução
do sistema Hamiltoniano associado a H sobre Σh, então q(t) deve estar na correspondente
região de Hill, para todo tempo.
A fronteira dessa região (−V = h) é chamada o conjunto de velocidade zero, pois
aqui as coordenadas do momento são todas nulas. Observemos que sobre cada ponto q
no interior da região de Hill, temos uma esfera na coordenada momento definida por
0 ≤ 1
2
||p||2 = h+ V (q).
O sistema Hamiltoniano associado ao Hamiltoniano do problema mecânico é dado por
q˙ = p, p˙ = ∇V (q). (2.9)
Segue-se imediatamente o teorema:
Teorema 33. As soluções de equilíbrio do sistema mecânico (2.9) são dadas por (q(t), p(t)) =
(q0, p0) onde q0 é um ponto crítico de V e p0 = 0.
Demonstração. O campo Hamiltoniano associado a H é definido por
XH(q, p) :=
(
∂H
∂p
,−∂H
∂q
)
= (Hp,−Hq).
Para o sistema mecânico temos
XH(q, p) = (p,∇V (q)).
Seja (q0, p0) solução de equilíbrio, logo (0, 0) = XH(q0, p0) = (p0,∇V (q0)) se, e somente
se p0 = 0 e q0 for ponto crítico de V.
Sabemos que para uma função diferenciável F : U ⊂ Rm −→ R o diferencial de F (x)
ou é nulo ou é sobrejetivo. Desta forma, como ∇H(q, p) = (p,∇V (q)), segue-se que
DH(q, p) ≡ 0 se, e só se, p = 0 e ∇V (q) = 0. Portanto, temos o seguinte teorema:
Teorema 34. Seja h∗ = −V (q0) onde q0 é um ponto crítico de V. Se h 6= h∗ então Σh é
uma subvariedade diferenciável de M.
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Para o próximo teorema precisaremos da seguinte definição
Definição 20. Consideremos uma variedade 2n-dimensional M junto com um difeomor-
fismo R de M satisfazendo,
(i) R2 = Id.
(ii) dim(Fix(R)) = n, onde Fix(R) = {x ∈M/Rx = x}.
Então, R é chamada uma involução reversa. Um campo diferenciável X sobre M é
chamado R-reversível se dR ◦X = −X ◦R.
Observação 8. O sistema z˙ = f(z) é dito R-reversível se o campo f(z) é R-reversível.
Proposição 6. Suponhamos que o sistema z˙ = f(z) é R-reversível. Se z(t) é solução
desse sistema então y(t) = R(z(−t)) também será solução.
Demonstração. Derivando y(t) = R(z(−t)) temos
y(t) = −dR(z(−t)).z˙(−t)
= −dR(z(−t)).f(z(−t))
= −(dR ◦ f)(z(−t))
= (f ◦R)(z(−t))
= f(R(z(−t))
= f(y(t)).
Teorema 35. Todo sistema mecânico (2.9) é reversível ou admite a involução reversa
(q, p, t) −→ (q,−p,−t).
Demonstração. Considere a aplicação R : Rn × Rn −→ Rn × Rn, definida por R(q, p) =
(q,−p). Observe que R é um isomorfismo e, além disso, satisfaz:
• R2 = Id.
• Fix(R) = {(q, p) ∈ Rn × Rn/p = 0}. Logo, dim(Fix(R)) = n.
Portanto, R é uma involução reversa.
Note que dR = R pois R é uma transformação linear. Daí, considerando o campo do
sistema mecânico, temos
(XH ◦R)(q, p) = XH(R(q, p)) = XH(q,−p) = (−p,∇V (q)).
Por outro lado,
(R ◦XH)(q, p) = R(XH(q, p))
= R(p,∇V (q))
= (p,∇V (q))
= −(−p,∇V (q)).
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Logo, XH ◦ R = −R ◦ XH , ou seja XH é R-reversível. Portanto, o sistema mecânico é
R-reversível.
Uma consequência imediata desse teorema é a seguinte: Suponha que temos uma curva
solução q(t) tal que em algum instante atinge o conjunto de velocidade zero, então esta
solução deve recuar e voltar pelo mesmo caminho na direção oposta, devido a reversibi-
lidade do fluxo do sistema mecânico. Em particular, se uma curva solução q(t) tem dois
pontos distintos de interseção com o conjunto de velocidade zero, então esta curva é ne-
cessariamente periódica. Com efeito, denotemos esta solução por z(t) e sejam z(0), z(T )
os pontos sobre o conjunto de velocidade zero. Então a curva z˜(t) definida por
z˜(t) =
{
z(t), 0 ≤ t ≤ T
(R ◦ z)(2T − t) = z(−(t− 2T )), T ≤ t ≤ 2T ,
é uma solução 2T periódica. Essas soluções são chamadas soluções periódicas simétricas.
2.5 Exemplos de Sistemas Hamiltonianos
Na continuação mostraremos alguns problemas que podem ser colocados na forma
Hamiltoniana.
(1) O oscilador harmônico simples.
Consideremos uma massa m amarrada a uma mola. Pela Lei de Hooke a força, F,
que a mola exerce sobre a massa é proporcional a quantidade x que a mola é esticada
e é dirigida no sentido oposto ao esticamento, isto é, F = −ωx. A constante ω > 0
é a contante de elasticidade da mola. Pela Segunda Lei de Newton temos
x¨ = −ω2x.
A função Hamiltoniana associada a esse sistema é dada por
H =
ω
2
(x2 + y2),
onde y = 1
ω
x˙.
(2) O oscilador linear ou não linear forçado.
Este problema consiste em estudar um sistema massa-mola, sem amortecimento e
no qual uma força externa g(t) é aplicada. Assim, a equação do movimento é
x¨+ f(x) = g(t),
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onde x ∈ R e f, g são funções reais diferenciáveis. O sistema é dito não linear se a
função f(x) não é linear. Neste caso, a função Hamiltoniana associada é dada por
H =
1
2
y2 + F (x)− xg(t),
onde y = x˙ e F (x) =
∫ x
0
f(s)ds.
Existem muitos exemplos desse sistema, a saber:
(i) O oscilador harmônico: x¨+ ω2x = 0.
(ii) O problema do pêndulo: θ¨ + sin(θ) = 0.
Se existisse amortecimento, na equação de segunda ordem deveria aparecer um termo
da forma γx˙. Um exemplo de tal sistema é o seguinte:
(iii) A equação de Duffing: x¨+ x˙+ αx3 = cos(ωt).
(3) Um par de osciladores harmônicos.
x¨+ ω2x = 0, y¨ + µ2y = 0,
onde ω, µ são contantes positivas. A função Hamiltoniana associada a esse sistema
é dada por
H =
ω
2
(x2 + u2) +
µ
2
(y2 + v2),
onde u = 1
ω
x˙ e v = 1
µ
y˙.
(4) Sistemas Newtonianos Gerais.
Esses sistemas são dados por
Mx¨+∇F (x) = g(t),
onde x ∈ Rn,M é uma matriz n× n simétrica e inversível, F é uma função diferen-
ciável definida sobre algum aberto de Rn e g(t) é uma função vetorial na variável t,
com t em algum intervalo aberto da reta. A função Hamiltoniana associada a esse
sistema é dada por
H =
1
2
pTM−1p+ F (x)− xTg(t),
onde p = Mx˙.
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(5) O problema de Kepler ou problema de força central.
Consiste em estudar o movimento de uma partícula sendo atraída por um centro
atrator. Este modelo serve para estudar o movimento de um planeta (ou de um
satélite) em torno do sol (em torno de um planeta), sendo este o centro atrator. A
equação diferencial é dada por
q¨ = −µ q||q||3 ,
onde µ é uma constante positiva e q ∈ R3 \ {(0, 0, 0)}
A função Hamiltoniana associada é dada por
H =
1
2
||p||2 − µ||q|| .
(6) O problema dos n-corpos.
2.6 O Problema de n-corpos
Considere n massas pontuais movendo-se em um sistema referencial Newtoniano, R3,
sendo que a única força que age sobre elas é a atração gravitacional mútua. A i-ésima
partícula tem posição dada por qi e massa mi > 0. A segunda lei de Newton diz que a
massa multiplicada pela aceleração da i−ésima, miq¨i, é igual a soma das forças que agem
nessa partícula. A lei da Gravitação de Newton diz que a intensidade da força na partícula
i, vinda da partícula j, é proporcional ao produto das massas e inversamente proporcional
ao quadrado da distância entre elas, Gmimj||qi−qj ||2 , onde G é a constante de proporcionalidade.
A direção dessa força é dada pelo vetor unitário qj−qi||qi−qj || . Juntando todas essas informações,
obtemos que as equações do movimento são dadas por
miq¨i =
n∑
i 6=j
Gmimj(qj − qi)
||qi − qj||3 =
∂U
∂qi
, (2.10)
onde
U =
n∑
i<j
Gmimj(qj − qi)
||qi − qj|| .
A constante G = 6, 6732× 10−11 m3
s2kg
, é a contante gravitacional e U é a função potencial.
Seja q = (q1, ..., qn) ∈ R3n e M = diag(m1,m1,m1, ...,mn,mn,mn), assim as equações
(2.10) podem ser escritas por
Mq¨ − ∂U
∂q
= 0. (2.11)
Defina p = (p1, ..., pn) ∈ R3n por p = Mq˙, assim pi = miqi é o momento da i-partícula.
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Logo, as equações do movimento tornam-se
qi = pi/mi =
∂H
∂pi
, pi =
n∑
i 6=j
Gmimj(qj − qi)
||qi − qj||3 = −
∂H
∂qi
, (2.12)
onde o Hamiltoniano é
H = T − U,
e T é a energia cinética, dada por
T =
n∑
i=1
||p||2
2mi
.
Aqui, o conjugado da posição q é o momento p.
O problema de n-corpos é um sistema com 6n equações de primeira ordem. Assim,
uma solução completa exigiria 6n−1 integrais independentes do tempo mais uma integral
dependente do tempo. Isso deixa claro que, para n > 2, é bastante otimista esperar en-
contrar tantas integrais. No entanto, mostraremos que, para todo n, existem dez integrais
para o sistema.
Seja
L = p1 + ...+ pn
o momento linear total. Por (2.12) segue que L˙ = 0, pois cada termo aparece na soma
duas vezes com sinais opostos. Isso nos dá C¨ = 0, onde
C = m1q1 + ...+mnqn
é o centro de massa do sistema, pois C˙ = L. Portanto, o momento linear total é constante
e o centro de massa do sistema se move com movimento uniforme retilíneo. Integrando
C¨ = 0, temos que C = L0t + C0, onde C0 e L0 são as constantes de integração. L0 e C0
são funções das condições iniciais e, portanto, são integrais do movimento. Logo, temos
seis constantes do movimento ou integrais, sendo elas, as três componentes de C0 e as três
componentes de L0.
Seja
A = q1 × p1 + ...+ qn × pn
o momento angular total do sistema. Então
dA
dt
=
∑n
i=1(q˙i × pi + qi × p˙i)
=
∑n
i=1 qi ×miqi +
∑n
i=1
∑n
i=1
Gmimjqi×(qj−qi)
||qi−qj ||3
= 0.
A primeira soma é zero porque qi × qi = 0. Para verificar que a segunda soma também
é zero, basta usar qi × (qj − qi) = qi × qj, e observar que cada termo aparece duas vezes
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com sinais opostos. Portanto, as três componentes do momento angular são integrais do
movimento. Como a energia, H, também é uma integral, temos as dez integrais clássicas
do problema de n-corpos.
Para n > 2, o problema de n-corpos resistiu a muitas tentativas de ser solucionado. Na
verdade, sabe-se que o problema não pode ser integrado da forma clássica. Ao longo dos
anos, muitos tipos de soluções têm sido encontradas usando várias técnicas matemáticas.
Buscaremos agora encontrar algumas soluções. Um tipo simples de solução que podemos
procurar são as soluções de equilíbrio. Por (2.10) e (2.11), uma solução de equilíbrio teria
que satisfazer
∂U
∂qi
= 0, i = 1, ..., n. (2.13)
No entanto, U é uma função homogênea de grau -1, assim, pelo Teorema de Euler1 para
funções homogêneas, ∑
qi
∂U
∂qi
= −U. (2.14)
Por ser uma soma de termos positivos, U é positivo. Se (2.13) for verdadeiro, então o
lado esquerdo de (2.14) tem que ser zero, o que é uma contradição. Portanto, não existem
soluções de equilíbrio no problema de n-corpos.
Para um segundo tipo de solução de (2.10), experimentaremos qi(t) = φ(t)ai, onde
os ai′s são vetores constantes e φ(t) é uma função escalar. Substituindo em (2.10) e
organizando os termos temos
||φ||3φ−1φ¨miai =
n∑
i 6=j
Gmimj(aj − ai)
||ai − aj||3. (2.15)
Como o lado direito é constante, o lado esquerdo também será. Sendo assim, (2.15) tem
uma solução se existe uma função escalar φ(t), uma constante λ e vetores constantes ai
tais que
φ¨ =
λφ
||φ||3, (2.16)
λmiai =
n∑
i 6=j
Gmimj(aj − ai)
||ai − aj||3, i = 1, ..., n. (2.17)
A equação (2.16) é uma equação diferencial ordinária simples (o caso uni-dimensional
do Problema de Kepler), a qual tem muitas soluções. Já a equação (2.17) é um sistema não
1Seja f : W → R uma função de classe C1 e definida no aberto W ⊂ Rn. Se f é homogênea de grau
k ∈ R, então, para cada ponto x ∈W , se verifica a seguinte desigualdade:
∇f(x)x = kf(x),
ou ainda,
∂f
∂x1
x1 + ...+
∂f
∂xn
xn = kf(x1, ..., xn).
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trivial de equações algébricas não lineares. Uma solução completa é conhecida somente
para n = 2, 3, mas existem muitas soluções especiais conhecidas para n > 3.
Agora considere o problema de n-corpos planar, onde todo vetor está em R2. Identi-
fique o R2 com o plano complexo C considerando qi, pi, etc., como números complexos.
Procuramos uma solução de (2.10) fazendo qi(t) = φ(t)ai, onde os ai′s são números com-
plexos e φ(t) é uma função, que depende de t, com valores complexos. Geometricamente,
a multiplicação por um número complexo é uma rotação seguida por uma dilatação ou
contração, isto é, uma homotetia. Portanto, procuramos uma solução tal que a confi-
guração das partículas é sempre homoteticamente equivalente a uma configuração fixa.
Substituindo esse palpite em (2.10) e organizando os termos, encontramos a mesma equa-
ção (2.15), e os mesmos argumentos de antes nos fornecem as equações (2.16) e (2.17).
A equação (2.16) é agora o problema de Kepler bi-dimensional. Isto é, se você tem uma
solução de (2.17) onde os ai′s são planares, então existe ums solução do problema de
n−corpos da forma qi(t) = φ(t)ai, onde φ(t) é qualquer solução do problema de Kepler,
e.g., circular, elíptico, etc.
Uma configuração das n partículas dada pelos vetores constantes a1, ..., an satisfazendo
(2.17), para algum λ, é chamada de Configuração Central (ou C.C.). No caso especial
onde os ai′s são coplanares, uma configuração central é também chamada de equilíbrio re-
lativo, pois ela se torna uma solução de equilíbrio num sistema de coordenadas rotatórias.
Configurações centrais são importantes no estudo do colapso total do sistema, pois pode
ser mostrado que o limite das configurações de um sistema que tendem a um colapso total
é uma configuração central.
Note que qualquer escala uniforme de uma C.C. é também uma C.C.. A fim de medir
o "tamanho"do sistema, definimos o momento de inércia do sistema como
I =
1
2
n∑
i=1
mi||qi||2. (2.18)
Então (2.17) pode ser reescrito como
∂U
∂q
(a)− λ∂I
∂q
(a) = 0, (2.19)
onde q = (q1, ..., qn) e a = (a1, ..., an). A constante λ pode ser considerada como um
multiplicador de Lagrange. Portanto, uma configuração central é um ponto crítico do
potencial U restrito a um momento de inércia constante, I = I0,. Fixando I0 fixamos a
escala.
Seja a uma configuração central. Observe que
∂U
∂q
(a).a− λ∂I
∂q
(a).a = 0.
Pois U é homogênea de grau -1, e I é homogênea de grau 2, assim, o Teorema de Euler
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para funções homogêneas nos dá −U + 2λI = 0, ou seja,
λ =
U(a)
2I(a)
> 0.
Somando (2.17) em i temos que
∑
miai = 0, assim o centro de massa de uma C.C. está
na origem. Se A é uma matriz ortogonal, 3× 3, ou geralmente 2× 2 no caso planar, então
claramente Aa = (Aa1, ..., Aan) também é uma C.C. com o mesmo λ. Se τ 6= 0, então
(τa1, ..., τan) é uma C.C. com λ substituído por
λ
τ 3
. Qualquer configuração similar a uma
C.C. é uma C.C..
2.7 Transformações Simpléticas
As transformações simpléticas têm um papel bastante importante na teoria de sistemas
Hamiltonianos, pois são um tipo de mudança de coordenadas que preservam a estrutura
Hamiltoniana.
2.7.1 Matrizes Simpléticas
Iniciaremos o estudo das transformações simpléticas no caso mais simples, ou seja,
quando a transformação de coordenadas é linear.
Definição 21. Uma matriz T ∈ M2n×2n(R) é chamada simplética com multiplicador µ,
ou µ-simplética se
T TJT = µJ (2.20)
onde µ ∈ R \ {0} é uma constante. Se µ = 1, T é dita simplética.
Pela definição toda matriz simplética, T, satisfaz detT 2 = 1. Com efeito, se T é
simplética, por (2.20), temos
T TJT = J ⇒ detT TJT = det J
⇒ detT T . det J. detT = 1
⇒ detT T . detT = 1
⇒ detT 2 = 1.
Mais adiante veremos que o determinante de uma matriz simplética é igual a 1.
Teorema 36. Se T é simplética com multiplicador µ, então T é não singular e T−1 = −µJT TJ.
Se T e R são µ e η simpléticas, respectivamente, então T T , T−1 e TR são simpléticas com
multiplicadores µ, µ−1 e µη, respectivamente.
Demonstração. T é não singular pois detT 2 = 1, donde temos que detT = ±1. A fórmula
de T−1 é imediata da equação (2.20). As outras afirmações seguem de forma imediata.
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Esse teorema mostra que o conjunto de todas as matrizes simpléticas em M2n×2n(R),
que é denotado por Sp(n,R), é um grupo, e mais ainda, é um subgrupo de Gl(2n,R).
Vejamos agora condições para que uma matriz seja simplética. No caso 2× 2, para a
matriz T =
(
a b
c d
)
, temos que
T TJT =
(
0 ad− bc
−ad+ bc 0
)
.
Logo, T é µ−simplética se, e somente se detT = µ. Se µ = 1, T define uma trans-
formação que preserva orientação e área. Para o caso em que T =
(
a b
c d
)
, com
a, b, c, d ∈Mn×n(R), temos
T TJT =
(
−cTa+ aT c −cT b+ aTd
−dTa+ bT c −dT b+ bTd
)
.
Como conclusão temos a seguinte proposição
Proposição 7. A matriz T =
(
a b
c d
)
, com a, b, c, d ∈ Mn×n(R), é simplética com
multiplicador µ se, e somente se, aTd− cT b = µI e aT c, bTd são simétricas.
Verifica-se também que T−1 = µ−1
(
dT −bT
−cT aT
)
.
Consideremos o sistema Hamiltoniano linear dado por
z˙ = J∇zH(t, z) = JS(t)z = A(t)z, (2.21)
isto é, com A(t) uma matriz Hamiltoniana. Assim, considerando a mudança de coorde-
nadas induzida pela matriz µ-simplética T, da forma γ = Tz, temos que
γ˙ = T z˙ = TA(t)z = TA(t)T−1γ.
Observe que a matriz B(t) = TA(t)T−1 também é Hamiltoniana. Com efeito, por (2.20),
temos que JT = µ(T T )−1J e T TJ = µJT−1, daí,
BTJ + JB = (T−1)TATT TJ + JTAT−1
= (T−1)TATµJT−1 + µ(T−1)TJAT−1
= µ(T−1)T (ATJ + JA)T−1
= 0.
Temos assim provado que uma transformação de coordenadas induzida por uma matriz
µ-simplética leva sistemas Hamiltonianos lineares em sistemas Hamiltonianos lineares.
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Além disso, sabemos que a função Hamiltoniana associada ao sistema (2.21) é dada por
H(t, z) =
1
2
zTS(t)z,
onde A(t) = JS(t) ⇔ S(t) = −JA(t). Dessa forma, a função Hamiltoniana associada ao
sistema definido por γ, γ˙ = B(t)γ, é dada por
H(t, γ) =
1
2
γTR(t)γ,
onde B(t) = JR(t)⇔ R(t) = −JB(t), donde segue que R(t) = −µ−1JTA(t)JT TJ.
O primeiro resultado importante que caracteriza a matriz fundamental de um sistema
Hamiltoniano linear é o seguinte
Teorema 37. A matriz solução fundamental z(t, t0) do sistema Hamiltoniano linear
(2.21) é simplética, para todos (t, t0) ∈ I. Reciprocamente, se z(t, t0) é uma função dife-
renciável de matrizes simpléticas, então z é a matriz solução fundamental de um sistema
Hamiltoniano linear.
Demonstração. Seja z(t, t0) matriz solução fundamental do sistema (2.4), tal que z(t0, t0) =
I. Fazendo U(t) = z(t, t0)TJz(t, t0), temos que U(t0) = J. Derivando U(t) obtemos
U˙(t) = z˙TJz + zTJz˙
= (A(t)z)TJz + zTJA(t)z
= zTA(t)TJz + zTJA(t)z
= zT (A(t)TJ + JA(t))z
= 0.
Logo, U(t) é constante. Como U(t0) = J, segue que U(t) = J,∀t, t0 ∈ I, ou seja z(t, t0) é
simplética ∀t, t0 ∈ I.
Reciprocamente, suponha que z(t, t0) é tal que zTJz = J,∀t ∈ I. Então, z˙TJz + zTJz = 0.
Donde temos
(z−1)T z˙TJz + Jz˙ = 0 ⇒ (z˙z−1)TJZ + Jz˙ = 0
⇒ (z˙z−1)TJ + Jz˙z−1 = 0
Com isso, temos que A = z˙z−1 é Hamiltoniana. Além disso, z˙ = z˙z−1z, ou seja, z˙ = Az.
Corolário 4. A matriz constante A é Hamiltoniana se, e somente se, etA é simplética
para todo t ∈ R.
Demonstração. A demonstração segue do teorema anterior mais o fato de etA ser matriz
solução fundamental de z˙ = Az.
Outro resultado bastante importante sobre matrizes simpléticas está relacionado a
particularidades sobre o espectro dessas matrizes. Vejamos
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Proposição 8. Seja T uma matriz simplética. Se λ é um autovalor (não nulo) de T ,
então λ−1 é também autovalor de T, com mesma multiplicidade.
Demonstração. Como T é simplética temos que T T = −JT−1J. Seja p(λ) polinômio
característico de T, assim
p(λ) = det(T − λI)
= det(T − λI)T
= det(T T − λI)
= det(−JT−1J + λJ2)
= det(J) det(−T−1 + λI) det(J)
= det(T−1 + λT−1T )
= detλT−1 det(T − 1
λ
I)
= (λ) = ±λ2n det(T − 1
λ
I)
= ±λ2np( 1
λ
).
Logo, p(λ) = 0 se, e somente se p( 1
λ
) = 0, donde segue o resultado.
Da proposição anterior segue-se que se conhecemos um autovalor não nulo de uma
matriz real simplética, então conhecemos outros três. A saber: 1
λ
,−λ,− 1
λ
. Em particular,
se 1 e -1 são autovalores, então eles possuem multiplicidade par. Além disso, como λ
ser autovalor implica em 1
λ
ser autovalor com mesma multiplicidade, temos o seguinte
resultado
Proposição 9. O determinante de uma matriz simplética é igual a 1.
Demonstração. Os autovalores de uma matriz simplética T são não nulos, uma vez que
detT 2 = 1. Assim, se λ1, ..., λk são autovalores então 1λ1 , ...,
1
λk
são os demais autovalores.
Logo,
detT = λ1 · ... · λk · 1
λ1
· ... · 1
λk
= 1.
2.7.2 Transformações Simpléticas
Definição 22. Dizemos que uma transformação de coordenadas E : (I × U) → R2n (ou
C2n) onde U ⊂ R2n (ou subconjunto de C2n) é simplética ou uma transformação canônica
se para t ∈ I fixo, é um difeomorfismo e satisfaz
[DzE(t, z)]
TJ [DZE(t, z)] = J, (2.22)
onde γ = E(t, z), ou ainda
γ = E(t, z), z = Z(t, E(t, z)) = Z(t, γ).
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Também usaremos a notação
(Q,P ) = E(t, z) = E(t, q, p).
Segue-se imediatamente da definição acima que
[DzE(t, z)]J [DZE(t, z)]
T = J.
Uma das importâncias das transformações simpléticas está no fato dela preservar a
estrutura Hamiltoniana das equações. Ou seja, se definimos a função Hamiltoniana trans-
formada
H˜(t, γ) = H˜(t, (Q,P )) := H(t, Z(t, γ)),
e W = E(I × U) então verifica-se que
γ˙ = ∂E
∂t
(t, z) + ∂E
∂z
(t, z)z˙
= ∂E
∂t
(t, z) + ∂E
∂z
(t, z)J
[
∂H
∂z
(t, z)
]T
= ∂E
∂t
(t, z) + ∂E
∂z
(t, z)J
[
∂H˜
∂γ
(t, γ)∂E
∂z
(t, z)
]T
= ∂E
∂t
(t, z) + ∂E
∂z
(t, z)J
[
∂E
∂z
(t, z)
]T [∂H˜
∂γ
(t, γ)
]T
= ∂E
∂t
(t, z) + J
[
∂H˜
∂γ
(t, γ)
]T
= J∇γH˜(t, γ) + ∂E∂t |z=Z(t,γ).
A notação no segundo termo da expressão acima significa primeiro derivar com respeito
a t e em seguida substutuir z = Z(t, γ). Observe que se E não depende de t, então ∂E
∂t
= 0.
Portanto, temos o seguinte teorema
Teorema 38. Uma transformação de coordenadas simpléticas E(t, z) = γ, que não de-
pende de t, transforma o sistema Hamiltoniano z˙ = J∇zH(t, z) em um novo sistema
Hamiltoniano dado por
γ˙ = J∇γH˜(t, γ),
cuja nova função Hamiltoniana H˜ é definida por H˜(t, γ) := H(t, Z(t, γ)).
Analizaremos agora o caso onde a transformação simplética (2.22) depende de t. Neste
caso, para termos um teorema análogo ao anterior devemos supor a seguinte propriedade
topológica:
P: Para cada t fixo, o conjunto Wt = {γ ∈ R2n/(t, γ) ∈ I ×W} é uma bola em R2n.
Mostraremos que nessas condições existe um função diferenciável R : W → R tal que
∂E
∂t
|z=Z(t,γ) = J∇γR(t, γ).
Para mostrar tal resultado, precisaremos do lema a seguir:
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Lema 7. Seja F = (F 1, ..., Fm) uma função vetorial definida na bola aberta O de Rm.
Então uma condição necessária e suficiente para F ser o gradiente de uma função g :
O → R é que a matriz Jacobiana (∂F i
∂xj
) seja simétrica.
Teorema 39. Suponha que a transformação de coordenadas E(t, z) = (t, γ) é simplética
(ao menos de classe C2) e além disso o contra-domínio W = E(I × U) satisfaz a pro-
priedade P, então ela transforma o sistema Hamiltoniano z˙ = J∇zH(t, z) em um novo
sistema Hamiltoniano, cuja função Hamiltoniana está definida por
H(t, γ) = H˜(t, γ) +R(t, γ).
Demonstração. Queremos mostrar que existe uma função R : W → R tal que
∂E
∂t
(t, z)|z=Z(t,γ) = J∇γR,
ou ainda,
−J ∂E
∂t
(t, z)|z=Z(t,γ) = ∇γR.
Para isso, é suficiente mostrar que a matriz jacobiana da função F : W → R2n dada por
F (t, γ) = −J ∂E
∂t
(t, z)|z=Z(t,γ)
é simétrica. Note que,(
∂F
∂γ
(t, γ)
)
= −J ∂
2E
∂t∂z
(t, z)|z=Z(t,γ).∂Z
∂γ
(t, γ).
Vamos mostrar que
(
∂F
∂γ
(t, γ)
)T
=
(
∂F
∂γ
(t, γ)
)
. Derivando com respeito a t a identidade
em (2.22) temos (
∂2E
∂t∂z
(t, z)
)T
J ∂E
∂z
(t, z) +
(
∂E
∂t
(t, z)
)T
J
(
∂2E
∂t∂z
(t, z)
)
= 0
⇒ (∂E
∂z
(t, z)
)−T ( ∂2E
∂t∂z
(t, z)
)T
J + J
(
∂2E
∂t∂z
(t, z)
) (
∂E
∂z
(t, z)
)−1
= 0
⇒ −
(
J ∂
2E
∂t∂z
(t, z)
(
∂E
∂z
(t, z)
)−1)T
+ J ∂
2E
∂t∂z
(t, z)
(
∂E
∂z
(t, z)
)−1
= 0.
Substituindo z = Z(t, γ) temos
−
[
J
∂2E
∂t∂z
(t, z)|z=Z(t,γ)
(
∂E
∂z
(t, Z(t, γ)
)−1]T
+J
∂2E
∂t∂z
(t, z)|z=Z(t,γ)
[
∂E
∂z
(t, Z(t, γ))
]−1
= 0
(2.23)
Note que E(t, Z(t, γ) = I(t, γ)), donde temos
∂E
∂z
(t, Z(t, γ))
∂Z
∂γ
(t, γ) = I ⇒ ∂Z
∂γ
(t, γ) =
[
∂E
∂z
(t, Z(t, γ))
]−1
.
69
Logo, podemos reescrever (2.23) como
−
[
J
∂2E
∂t∂z
(t, z)|z=Z(t,γ)∂Z
∂γ
(t, γ)
]T
+ J
∂2E
∂t∂z
(t, z)|z=Z(t,γ)∂Z
∂γ
(t, γ) = 0
⇒
(
∂F
∂γ
(t, γ)
)T
− ∂F
∂γ
(t, γ) = 0.
Logo, ∂F
∂γ
(t, γ) é simétrica. Portanto, existe R : W → R tal que F (t, γ) = ∇γR.
Observação 9. No caso em que W não satisfaz a propriedade P , o teorema acima só é
válido localmente, ou seja, em cada ponto u ∈ W existe uma função R como no teorema
definida sobre uma vizinhança de u tal que o teorema é válido, mas R não necessariamente
pode ser definida globalmente como uma função a valores reais sobre todo W.
Existe uma generalização dos resultados anteriores para o caso de transformações µ-
simpléticas, com µ ∈ R \ {0}. Definidas como difeomorfismos e usando a mesma notação
das transformações simpléticas, elas devem satisfazer a propriedade
[DzE(t, z)]
TJ [DZE(t, z)] = µJ.
Facilmente se verifica que
[DzE(t, z)]J [DZE(t, z)]
T = µJ.
Assim, igual as transformações simpléticas, as transformações µ-simpléticas preservam
a estrutura Hamiltoniana das equações, logo os teoremas anteriores são válidos com a
substituição da função Hamiltoniana H˜ por
H˜(t, γ) = µH(t, Z(t, γ)).
Se considerarmos o sistema Hamiltoniano linear periódico
z˙ = A(t)z, (2.24)
teremos uma outra versão do teorema de Floquet visto anteriormente na Seção 3 do
capítulo 1.
Teorema 40 (Teorema de Floquet-Lyapunov). Seja Z(t) uma matriz fundamental da
equação (2.24). Então existem matrizes, n×n, B e Q(t), com B Hamiltoniana constante
e Q(t) T -periódica simplética, tais que
Z(t) = Q(t)etB.
Como consequência do teorema acima temos
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Corolário 5. A transformação linear e simplética z = Q(t)ω transforma o sistema Ha-
miltoniano periódico (2.24) em um sistema Hamiltoniano autônomo ω˙ = Bω.
A seguir veremos alguns exemplos de transformações simpléticas.
Exemplo 5.
Seja T : R2n → R2n um isomorfismo, então será uma aplicação µ-simplética se, e
somente se,
T TJT = µJ.
Exemplo 6.
Consideremos R2n de coordenadas z = (q, p) = (q1, ..., qn, p1, ..., pn) e seja a transfor-
mação de coordenadas independente de t :
E : (q, p)→ (Q,P )
definida por
Q = αq, P = αp,
com α uma constante não nula. Logo,(
∂E
∂z
)
= αI,
onde I é a matriz identidade 2n× 2n. Portanto,(
∂E
∂z
)T
J
(
∂E
∂z
)
= α2J,
ou seja, E é uma transformação α2-simplética.
Essa transformação de coordenadas nos permite supor, sem perda de generalidade,
que sempre podemos tomar a constante gravitacional G, no problema de n-corpos, sendo
igual a 1. Com efeito, aplicando essa mudança de coordenadas nesse problema, cujo
Hamiltoniano é dado por
H =
n∑
i=1
||pi||2
2mi
−
∑
i<j
Gmimj
||qi − qj|| ,
temos que o novo Hamiltoniano é
H˜(γ) = α2H(E−1(γ)),
onde γ = (Q,P ). Logo, substituindo E−1(Q,P ) = ( 1
α
Q, 1
α
P ) no Hamiltoniano acima
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temos
H˜ = α2H( 1
α
Q, 1
α
P )
= α2
(∑n
i=1
|| 1
α
Pi||2
2mi
−∑i<j Gmimj|| 1
α
Qi− 1αQj ||
)
= α2
(
1
α2
∑n
i=1
||Pi||2
2mi
−∑i<j Gαmimj||Qi−Qj ||)
=
∑n
i=1
||Pi||2
2mi
−∑i<j Gα3mimj||Qi−Qj || .
Assim, essa mudança de coordenadas permite supor que sempre podemos tomar G = 1,
para isso, basta tomar α 6= 0 tal que Gα3 = 1.
Exemplo 7.
Considere novamente R2n de coordenadas z = (q, p) = (q1, ..., qn, p1, ..., pn) e seja a
transformação de coordenadas independente de t :
E : (q, p)→ (Q,P )
definida por
Q = αq, P = βp,
com α, β são constante não nulas. Logo,(
∂E
∂z
)
=
(
αI 0
0 βI
)
.
Daí, (
∂E
∂z
)T
J
(
∂E
∂z
)
= αβJ.
Portanto, E é αβ-simplética.
Exemplo 8.
Ação-ângulo: Consideremos a mudança de coordenadas
(r1, ...rn, θ1, ..., θn) 7→ (x1, ..., xn, y1, ...yn)
definida por
xj =
√
2rj cos θj,
yj =
√
2rj sin θj
cuja inversa é dada por
rj =
1
2
(x2j + y
2
j ),
θj = arctan(yj/xj).
Essa mudança de coordenadas é uma transformação simplética. De fato, sua matriz
Jacobiana T =
(
∂E
∂z
)
, com z = (r, θ) e E(r, θ) = (x, y), consiste nos quatro blocos
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diagonais dados por
A =
∂x
∂r
= diag
(
1√
2r1
cos θ1, ...,
1√
2rn
cos θn
)
,
B =
∂x
∂θ
= diag
(−√2r1 sin θ1, ...,−√2rn sin θn) ,
C =
∂y
∂r
= diag
(
1√
2r1
sin θ1, ...,
1√
2rn
sin θn
)
,
D =
∂y
∂θ
= diag
(√
2r1 cos θ1, ...,
√
2rn cos θn
)
.
Neste caso,
T =
(
A B
C D
)
.
Observe que ATC,BTD são matrizes simétricas e ATD − CTB = I, donde segue que
E é simplética.
As variáveis rj, θj, com j = 1, ..., n, são chamadas variáveis ação-ângulo.
Como esse trabalho trata de equilíbrios relativos, mostraremos a seguir o problema de
n-corpos em coordenadas rotatórias, que é mais um exemplo de transformação simplética.
Veremos mais adiante que essa transformação é aplicada de forma análoga no problema
carregado. Aplicaremos essa transformação somente no caso planar.
Exemplo 9.
Considere as coordenadas qi, pi ∈ R2n, i = 1, ..., n e K =
(
0 1
−1 0
)
. Facilmente
verifica-se que
eωKt =
(
cosωt sinωt
− sinωt cosωt
)
.
Introduzimos as variáveis que giram uniformemente com frequência ω da seguinte forma
ui = e
ωKtqi, vi = e
ωKtpi. (2.25)
Observe que KTJ + JK = −KJ + JK = 0, ou seja, K é Hamiltoniana, logo eωKt é
simplética, para todo t. Assim, esta transformação de coordenadas é simplética. Agora
precisamos encontrar a função R que satisfaz
∂E
∂t
|z=Z(t,γ = J∇γR(t, γ), (2.26)
onde z = (q, p), γ = (u, v) e E(t, z) = γ, é a mudança de coordenadas definida em (2.25),
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ou seja
E = E(t(q, p)) = (u, v) = diag(eωKt, ..., eωKt)(q1, ..., qn, p1, ..., pn)
T .
Portanto,
∂E
∂t
= (ωKeωKt, ..., ωKeωKt)(q1, ..., qn, p1, ..., pn)
T .
Assim, para o cálculo da função R a equação (2.26) se transforma em
ωKui =
∂R
∂vi
, ωKvi =
∂R
∂ui
.
Uma solução desse sistema é dada por
R = −
n∑
i=1
ωuTi Kvi.
Observe que qi = e−ωKtui e pi = e−ωKtvi. Logo,
H˜(t, (u, v)) = H(t, (q, p))
=
∑n
i=i
||e−ωKtvi||2
2mi
−∑i<j mimj||e−ωKtui−e−ωKtuj ||
=
∑n
i=i
||e−ωKt||2||vi||2
2mi
−∑i<j mimj||e−ωKt||||ui−uj || .
Definindo ||e−ωKt|| de modo que essa norma seja igual a 1 temos
H˜(t, (u, v)) =
n∑
i=i
||vi||2
2mi
−
∑
i<j
mimj
||ui − uj|| .
Portanto, pelo teorema (39) o Hamiltoniano nas novas variáveis é dado por
H =
n∑
i=i
||vi||2
2mi
−
n∑
i=1
ωuTi Kvi −
∑
i<j
mimj
||ui − uj|| .
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Capítulo 3
Estabilidade Espectral do Equilíbrio
Relativo no Problema Carregado de
n-Corpos
3.1 As Equações do Movimento
O problema carregado de n-corpos diz respeito à análise da dinâmica de n partículas
pontuais com massas positivas mj ∈ R+ e com cargas eletrostáticas de qualquer sinal
qj ∈ R, movendo-se no sistema referencial R3 e sujeitas a Lei da Gravitação de Newton e
a Lei de Coulomb, isto é, movendo-se sob a influência das forças Gravitacional e Eletros-
tática. Se denotarmos por r1, ..., rn ∈ R3 as posições das partículas de massas m1, ...,mn
e cargas q1, ..., qn, então as equações do movimento são dadas por
mj r¨j =
∑
i 6=j
mimj − qiqj
r3ij
(ri − rj) = ∂U
∂rj
, (3.1)
onde rij = ||ri − rj|| são as distâncias mútuas e a função potencial U é dada por
U(r) =
∑
i 6=j
λij
rij
,
com λij = mimj − qiqj e r = (r1, ..., rn) ∈ R3n.
Naturalmente, se as cargas são todas nulas, o problema se reduz ao Newtoniano Clás-
sico, onde apenas a força gravitacional age. Como sabemos, a equação neste caso é dada
por
mj r¨j =
∑
i 6=j
Gmimj
r3ij
(ri − rj).
O lado direito da equação acima corresponde a força gravitacional de atração Fg =
Gmimj
r2ij
, que age na partícula de massa mj, na direção do vetor unitário
(ri − rj)
rij
. Adici-
onar cargas não nulas ao problema, significa submeter o movimento à força eletrostática
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Fe cujo módulo é
K|qi||qj|
r2ij
, onde K é chamada constante de Coulomb. O sentido de Fe
depende dos sinais das cargas. Cargas qi, qj com sinais iguais geram força de repulsão, que
tem o sentido do vetor
(rj − ri)
rji
= −(ri − rj)
rij
. Cargas com sinais contrários geram força
de atração, tem o sentido dado por
(ri − rj)
rij
. Observe que se qi, qj > 0 (ou qi, qj < 0) a
força é de repulsão e |qi||qj| = qiqj (ou |qi||qj| = (−qi)(−qj) = qiqj). Portanto, a força
eletrostática que age na partícula de carga qj é dada por
−
∑
i 6=j
Kqiqj
r3ij
(ri − rj).
Pela segunda lei de Newton, segue que as equações que regem o movimento de n−corpos
carregados são dadas por
mj r¨ =
∑
i 6=j
Gmimj
r3ij
(ri − rj)−
∑
i 6=j
Kqiqj
r3ij
(ri − rj) =
∑
i 6=j
Gmimj −Kqiqj
r3ij
(ri − rj).
Como vimos no Exemplo 6 da seção 2.7.2, a menos de uma mudança de coordenadas,
podemos supor que G = K = 1. Donde obtemos (3.1).
Assumimos que o centro de massa está fixado na origem, isto é,
n∑
i=1
miri = 0. Seja
r = (r1, ..., rn) ∈ R3n, o conjunto das singularidades de U é dado por ∆ = ∪i<j∆ij, onde
∆ij = {r ∈ R3n/ri = rj}. Portanto, o espaço das configurações é dado por
Ω = R3n \∆.
Considere p = M r˙ sendo o momento linear do sistema de partículas, onde M é a matriz
diagonal M = diag(m1,m1,m1, ...,mn,mn,mn). Dessa forma, a equação (3.1) pode ser
reescrita na forma
M r¨ = ∇U(r).
Além disso, podemos escrever (3.1) como o sistema Hamiltoniano
r˙ = M−1p =
∂H
∂p
p˙ = M r¨ = ∇U(r) = −∂H
∂r
, (3.2)
onde a função Hamiltoniana associada é H : Ω× R3n −→ R dada por
H(r,p) =
1
2
ptM−1p− U(r) = T (p− U(r), (3.3)
onde T (p) = 1
2
ptM−1p é a energia cinética e a energia total H é uma integral primeira
para o sistema (3.2), ou seja, ao longo de qualquer órbita , H := T − U = h, onde h é
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uma constante.
De forma análoga ao problema de n-corpos, aqui teremos a seguinte definição
Definição 23. Um ponto r0 ∈ Ω é uma configuração central (C.C.), se existe algum
escalar α ∈ R tal que M−1∇U(r0)− αr0 = 0.
3.2 O Equilíbrio Relativo
Um equilíbrio relativo é uma configuração que se torna um ponto de equilíbrio quando
escrito em um sistema de coordenadas rotatórias. Assim, como no problema Newtoniano
clássico, no problema carregado equilíbrios relativos formam uma classe especial de órbitas
periódicas, que giram como um corpo rígido em torno do seu centro de massa.
Para o caso Newtoniano, sabe-se que C.C. planares determinam equílibrios relativos e,
além disso, estes são sempre planares. Dessa forma, nosso objetivo nessa seção é responder
a três perguntas. Sendo elas:
(1) No problema carregado de n-corpos, qualquer C.C. determina um equilíbrio relativo?
(2) Existem equilíbrios relativos não planares?
(3) Um equilíbrio relativo é sempre originado de uma C.C. planar?
Para responder a estas perguntas, primeiro buscaremos uma caracterização para um
equilíbrio relativo. Uma vez que um equilíbrio relativo é uma órbita periódica que se
transforma em um ponto de equilíbrio em algum sistema de cordenadas rotatórias, apli-
caremos ao sistema original, sem perda de generalidade, a rotaçãoR, de velocidade angular
constante ω, onde R é a matriaz 3n× 3n, diagonal em blocos, com blocos dados por
R˜(ωt) =
 cos(ωt) − sin(ωt) 0sin(ωt) cos(ωt) 0
0 0 1
 . (3.4)
A ação de R sobre os vetores posição das partículas é de girá-los, com uma velocidade
constante ω, em torno do eixo oz fixando a terceira componente. Assim, definiremos como
sendo o plano de rotação o z = 0.
Definiremos a mudança de coordenadas{
x = Rr
y = Rp.
(3.5)
Agora vamos escrever as equações de (3.2) nas novas coordenadas. Observe que
x˙ = R˙r +Rr˙,
77
calculando R˙, temos que essa matriz é diagonal em blocos, com blocos dados por
˙˜R(ωt) =
 −ω sin(ωt) −ω cos(ωt) 0ω cos(ωt) −ω sin(ωt) 0
0 0 0
 .
Note que R˙ = KR, onde K é a matriz diagonal em blocos, cujos blocos são dados por
K˜ =
 0 −ω 0ω 0 0
0 0 0
 .
Logo, de (3.2), das observações acima e de M ser uma matriz diagonal, segue que
x˙ = KRr +RM−1p = Kx+M−1y.
De forma análoga temos
y˙ = R˙p +Rp˙ = KRp +R∇U(r).
A invariância de U por rotações implica que R∇U(r) = ∇U(Rr). Assim,
y˙ = Ky +∇U(Rr) = Ky +∇U(x).
Destas ponderações , obtemos o seguinte sistema{
x˙ = Kx+M−1y
y˙ = ∇U(x) +Ky . (3.6)
Como sabemos, um ponto de equilíbrio para (3.6) é uma solução constante que anula
o campo de vetores, ou seja, são pontos (x, y) que satizfazem{
Kx+M−1y = 0
∇U(x) +Ky = 0 ⇒
{
y = −MKx
∇U(x)−KMKx = 0 .
Como a matriz M é diagonal, KM = MK. Além disso, K2 = −ω2E, onde E é a
matriz 3n× 3n, diagonal em blocos, com blocos
I0 =
 1 0 00 1 0
0 0 0
 .
78
Concluímos assim, que os pontos de equilíbrio de (3.6) são dados por
{(x, y)/M−1∇U(x) + ω2Ex = 0, y = −MKx}.
Observação 10. Dado um ponto de equilíbrio (x, y), a segunda entrada, y, depende de
x. Dessa forma, de agora em diante quando nos referirmos a equilíbrios faremos menção
apenas a configuração x ∈ Ω. Isso justifica a definição abaixo.
Definição 24. Uma configuração x ∈ Ω é chamada um equilíbrio relativo se satisfaz a
equação
M−1∇U(x) + ω2Ex = 0. (3.7)
O primeiro resultado que temos a respeito de equilíbrios relativos é o seguinte
Proposição 10. Seja x ∈ Ω um equilíbrio relativo no problema carregado de n-corpos.
Se todo λij é positivo, então x é planar.
Demonstração. Seja x ∈ Ω um equilíbrio relativo. A partir de (3.7) temos que
∇U(x) = −ω2MEx. (3.8)
Observe que∇U(x) é um vetor com 3n coordenadas, ou seja,∇U(x) = (∇1U(x), ...,∇nU(x)),
onde cada ∇jU(x) ∈ R3 denota a j-ésima derivada parcial de U. Pela definição de E, para
que se tenha a igualdade (3.8) temos que as terceiras coordenadas de∇jU(x) devem nulas,
para j = 1, ..., n, isto é,
∇jU(x) ∈ R2 × {0}, j = 1, ..., n. (3.9)
Fazendo x = (x1, ..., xn), com xj = (xj1, xj2, xj3) e xij = ||xi − xj||, temos que
∇jU(x) =
∑
i 6=j
λij
x3ij
(xi − xj) =
∑
i 6=j
λij
x3ij
(xi1 − xj1, xi2 − xj2, xi3 − xj3),
por (3.9) segue-se que ∑
i 6=j
λij
x3ij
(xi3 − xj3) = 0.
Suponha que xj seja a partícula com máxima distância do plano de rotação. Dessa forma,
os termos (xi3 − xj3) na equação acima, não podem ter sinais diferentes, para todo i 6= j,
uma vez que |xj3| ≥ |xi3|, para todo i 6= j. Como por hipótese λij > 0, para i 6= j, temos
que ∑
i 6=j
λij
x3ij
(xi3 − xj3) = 0⇒ λijx3ij
(xi3 − xj3) = 0⇒ (xi3 − xj3) = 0, ∀i 6= j.
Donde segue que x13 = x23 = ... = xn3, ou seja, x é uma configuração planar.
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O resultado a seguir nos fornece uma condição nessecária para obtermos um equilíbrio
relativo. Faremos uso do mesmo na seção 3.4.
Proposição 11. Se x ∈ Ω é um equilíbrio relativo então U(x) > 0.
Demonstração. Multiplicando a equação (3.7) pelo fator xtM, obtemos a equação escalar
xt∇U(x) + ω2xtMEx = 0.
Como U é uma função homogênea de grau -1, pelo Teorema de Euler para funções homo-
gêneas, temos
xt∇U(x) = −U(x),
donde segue que−U(x)+ω2xtMEx = 0. Pelas definições deM e E temos que xtMEx > 0,
assim
0 < ω2 =
U(x)
xtMEx
=⇒ U(x) > 0.
Agora, já temos ferramentas suficientes para responder as questões deixadas no início
dessa seção. O resultado a seguir vem como resposta para a primeira questão.
Proposição 12. Seja x ∈ Ω uma configuração central. Se U(x) > 0 e Ex = x então x é
um equilíbrio relativo.
Demonstração. Sendo uma C.C., então existe α ∈ R tal que x satisfaz
M−1∇U(x)− αx = 0,
Substituindo x = Ex na equação anterior obtemos
M−1∇U(x)− αEx = 0.
Tomando um momento angular ω de modo que α = −ω2 teremos
M−1∇U(x) + ω2Ex = 0.
O que implica que x é um equilíbrio relativo.
Observe que a hipótese de Ex = x equivale a dizer que x é planar. Assim, igualmente
ao problema Newtoniano clássico de n−corpos, no problema carregado uma C.C. gera um
equilíbrio relativo apenas no caso em que ela é planar. Portanto, uma resposta conveniente
à primeira questão proposta é a seguinte: Não, uma C.C. determina um equilíbrio se ela
é planar e o potencial é positivo.
Como mencionado anteriormente, um equilíbrio relativo é um ponto fixo se olhado
em coordenadas rotatórias. Porém, se observado no sistema original ele determina uma
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órbita periódica dependente de um parâmetro, ϕ(τ) = R(ωτ)x, onde x é a posição inicial
das partículas.
Proposição 13. As órbitas periódicas correspondentes a equilíbrios relativos ϕ(τ) =
R(ωτ)x estão em níveis de energia total negativos.
Demonstração. Seja (x, y) um equilíbrio relativo. A energia cinética, ao longo desse equi-
líbrio, assume a forma
T =
1
2
n∑
i=1
||yi||2
mi
=
1
2
n∑
i=1
ytiyi
mi
.
De y = −MKx temos
ytiyi = (−mixtiK˜t)(−miK˜xi) = ω2m2ixtiI0xi.
Logo,
T =
ω2
2
n∑
i=1
mix
t
iI0xi =
ω2
2
(m1x
t
1I0x1 + ...+mnx
t
nI0xn)
=⇒ T = ω
2
2
xtMEx =
1
2
U(x).
Com isso, a função Hamiltoniana, que é a energia total, será
H = T − U = 1
2
U − U = −1
2
U < 0.
Finalizaremos essa seção com um exemplo que mostra uma diferença bastante interes-
sante entre os problemas de n-corpos com cargas e sem cargas. Uma vez que o problema
Newtoniano clássico é um caso particular do problema carregado, onde as cargas são nulas,
e nele λij > 0, para todo i 6= j, pela Proposição 10, todo equilíbrio relativo no problema
de n-corpos é planar. Já no problema carregado é possível obter um equilíbrio relativo
espacial. Vejamos o exemplo a seguir:
Exemplo 10. Consideremos seis partículas no espaço, quatro delas estão localizadas nos
vértices de um quadrado em um plano e as outras duas estão localizadas simetricamente
no eixo ortogonal ao plano, passando pelo centro do quadrado como na figura abaixo.
Figura 3.1: Equilíbrio relativo não planar no problema carregado.
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A configuração x = (x1, ..., x6) é dada por
x1 = −x2 = (1, 0, 0), x3 = −x4 = (0, 1, 0), x5 = −x6 = (0, 0, c),
onde c ∈ R+. Considere as massas e cargas
m1 = m2 = 1, m3 = m4 = m, m5 = m6 = µ;
q1 = q2 = q, q3 = q4 = m+ 1− q, q5 = q6 = µ;
onde m,µ ∈ R+ e q ∈ R. Assim, os parâmetros λij = mimj − qiqj, são dados por
λ12 = 1− q2,
λ13 = λ14 = λ23 = λ24 = (1− q)(m− q),
λ15 = λ16 = λ25 = λ26 = µ(1− q),
λ35 = λ36 = λ45 = λ46 = −µ(1− q),
λ34 = (1− q)(q − 2m− 1)
λ56 = 0.
Através de alguns cálculos chegamos a uma forma simples para ∇U(x) dada por
∇1U(x) = −∇2U(x) = −
(
λ12
4
+
λ13√
2
+
2λ15
(c2 + 1)
3
2
)
x1,
∇3U(x) = −∇4U(x) = −
(
λ34
4
+
λ13√
2
+
2λ35
(c2 + 1)
3
2
)
x3,
∇5U(x) = −∇6U(x) = 0. (3.10)
Isso mostra que ∇jU(x) ∈ R2 × {0}, para j = 1, 2, ..., 6. Usando (3.7) e (3.10) obtemos:
∇1U(x) + ω2m1x1 = 0
∇2U(x) + ω2m2x2 = 0
∇3U(x) + ω2m3x3 = 0
∇4U(x) + ω2m4x4 = 0
, (3.11)
Da primeira equação de (3.11) segue que[
−
(
λ12
4
+
λ13√
2
+
2λ15
(c2 + 1)
3
2
)
+ ω2m1
]
x1 = 0
=⇒ λ12
4
+
λ13√
2
+
2λ15
(c2 + 1)
3
2
− ω2 = 0
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=⇒ ω2 = λ12
4
+
λ13√
2
+
2λ15
(c2 + 1)
3
2
(3.12)
Pela terceira equação de (3.11) temos[
−
(
λ34
4
+
λ13√
2
+
2λ35
(c2 + 1)
3
2
)
+ ω2m
]
x3 = 0
=⇒ λ34
4
+
λ13√
2
+
2λ35
(c2 + 1)
3
2
− ω2m = 0 (3.13)
Substituindo ω2, obtido em (3.12), em (3.13) obtemos apenas uma equação escalar dada
por
(m− 1)(q + 1) + 2(m+ 1)
4
+
(m+ 1)(m− q)√
2
+
2µ(m+ 1)
(c2 + 1)
3
2
= 0 (3.14)
Como o termo
2µ(m+ 1)
(c2 + 1)
3
2
é positivo devemos ter que
(m− 1)(q + 1) + 2(m+ 1)
4
+
(m+ 1)(m− q)√
2
< 0.
Donde segue que
(m− 1)q >
√
8m2 + (3−√8)m+ 1
(
√
8− 1) .
Resolvendo a inequação acima concluímos que as condições necessárias para garantir a
existência do equilíbrio relativo, nesse caso, são dadas por
0 < m < 1, q < p(m) ou m > 1, q > p(m) (3.15)
onde p(m) =
√
8m2 + (3−√8)m+ 1
(m− 1)(√8− 1) .
Assim, para m e q fixados podemos escolher valores para µ e c tais que (3.14) é
satisfeita e obtemos o equilíbrio relativo. Por exemplo, se fixarmos m = 1
2
e q = −100,
temos
(m− 1)(q + 1) + 2(m+ 1)
4
= −22, 4.
Escolhendo c2 = 3, do terceiro termo de (3.14), teremos µ =
8(22, 4)
3
e para esses valores
a configuração x é um equilíbrio relativo.
A ideia para obtenção do equilíbrio relativo no exemplo anterior é usar a simetria das
partículas e escolher massas e cargas de modo que o parâmetro λ56 seja nulo. Esse fato
faz com que a interação entre as partículas seja anulada.
Observação 11. O exemplo anterior responde positivamente a segunda pergunta deixada
no ínicio da seção. No problema carregado de n-corpos é possível existir equilíbrio relativo
não planar.
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A observação acima evidencia uma diferença entre o problema carregado e o problema
clássico de n-corpos, onde esse resultado não é válido, uma vez que todo equilíbrio relativo
é planar.
Ainda pelo exemplo anterior, podemos responder a terceira pergunta, que era a se-
guinte: Um equilíbrio relativo é sempre originado de uma C. C. planar? Neste caso, a
resposta é "não", afinal o equilíbrio relativo do exemplo foi gerado de uma configuração
não planar.
3.3 Estabilidade do Equilíbrio Relativo
Nesta seção estudaremos a estabilidade linear do equilíbrio relativo no problema de
n-corpos carregado. Para isso, linearizaremos o campo (3.6) em torno de um ponto
de equilíbrio e, através de algumas ideias sobre fatoração de polinômios presentes em
[6], buscaremos resultados envolvendo as raízes do polinômio característico da matriz do
campo linearizado.
Escrevendo o campo (3.6) na forma
(x˙, y˙) = X(x, y) = (Kx+M−1y,∇U(x) +Ky),
a série de Taylor desse campo em torno de um ponto de equilíbrio (x0, y0) é dada por
X(x, y) = X(x0, y0)+DX(x0, y0)(x−x0, y−y0)+ 1
2!
(x−x0, y−y0)tD2X(x0, y0)(x−x0, y−y0)+....
Fazendo γ = (x, y) ∈ R6n, e γ0 = (x0, y0) tal que X(γ0) = 0, temos que o campo vetorial
linearizado de (3.6) determina o sistema Hamiltoniano
γ˙ = DX(γ0)(γ − γ0).
Calculando a matriz L = DX(γ0) obtemos
L =
(
K M−1
D∇U(x0) K
)
.
Logo, o campo vetorial linearizado de (3.6), em torno do ponto de equilíbrio γ0 = (x0, y0),
determina o sistema Hamiltonino linear
γ˙ = L(γ − γ0). (3.16)
Através de uma translação, dada pela mudança de coordenadas z = γ − γ0, segue que o
estudo da estabilidade linear de equilíbrios γ0 no sistema (3.16) é equivalente ao estudo
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da estabilidade linear do equilíbrio z = 0 no sistema Hamiltoniano
z˙ = Lz, (3.17)
com z ∈ R6n. De acordo com o que vimos no Capítulo 2, para sistemas Hamiltonianos
lineares, temos que
z˙ = J∇zH˜(z) = JSz = Lz,
onde H˜ é a função Hamiltoniana dada por H˜ = H˜(z) = 1
2
zTSz, e S ∈ M6n×6n(R) é tal
que ST = S e L = JS.
Seja p(λ) o polinômio característico de L. Vimos anteriormente que o polinômio carac-
terístico de uma matriz Hamiltoniana é uma função par e como consequência disso temos
que se λ é raiz de p(λ), então −λ, λ¯,−λ¯ também são raízes, onde λ¯ denota o complexo
conjugado de λ. Sendo assim, se L tem um autovalor com parte real diferente de zero,
necessariamente L tem um autovalor com parte real positiva. O que implica que o ponto
de equilíbrio correspondente a L será instável, como vimos no Capítulo 1, Teorema 23.
Com isso, concluímos que uma condição necessária para se obter estabilidade linear é que
os autovalores da matriz L sejam nulos ou imginários puros, uma vez que, também pelo
Teorema 23, para termos estabilidade linear devemos ter todos os autovalores com parte
real não positiva.
Estudaremos a estabilidade linear dos equilíbrios relativos segundo a seguinte definição
Definição 25. Um equilíbrio relativo é espectralmente estável se toda raiz do correspon-
dente polinômio característico, p(λ), satisfaz λ2 ≤ 0.
Observação 12. Um equilíbrio relativo espectralmente estável é linearmente estável.
Seja λ um autovalor de L com autovetor associado u = (u1, u2) ∈ R6n = R3n × R3n.
Assim, a equação Lu = λu pode ser reescrita na forma{
(K − λI)u1 +M−1u2 = 0
D∇U(x0)u1 + (K − λI)u2 = 0
,
onde I é a matriz identidade 3n×3n. Da primeira equação obtemos u2 = −M(K−λI)u1.
Observe que u1 6= 0, caso contrário teríamos u1 = u2 = 0, mas isso contradiz o fato de u
ser autovetor. Substituindo u2 na segunda equação, obtemos
D∇U(x0)u1 − (K − λI)[M(K − λI)]u1 = 0⇒ [M−1D∇U(x0)− (K − λI)2]u1 = 0.
Como u1 6= 0 segue que o det[M−1D∇U(x0) − (K − λI)2] é zero, ou seja, λ anula o
determinante da matriz A = A(λ), dada por A = M−1D∇U(x0)− (K − λI)2, ou seja
A = M−1D∇U(x0) + 2λK + ω2E − λ2I (3.18)
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Dessa forma, o polinômio detA(λ) possui as mesmas raízes que p(λ). Assim, um equilí-
brio relativo no problema carregado de n-corpos é espectralmente estável se as raízes de
detA(λ) satisfazem λ2 ≤ 0, ou seja, se são nulas ou imaginárias puras.
A partir de agora, para obter resultados acerca das raízes de p(λ), nosso objetivo será
encontrar uma boa fatoração para o polinômio p1(λ) = detA(λ). Primeiro, observe que
em (3.18), os blocos Bjk da matriz B = M−1D∇U(x0), são dados pelas matrizes 3× 3
Bjk =
m−1j λjk
r3jk
(I − 3Njk), j 6= k
Bjj = −
∑
k 6=j
Bjk,
onde I é a matriz identidade 3× 3 e a matriz, 3× 3, Njk é dada por
Njk =

(xk1−xj1)2
r2jk
(xk1−xj1)(xk2−xj2)
r2jk
(xk1−xj1)(xk3−xj3)
r2jk
(xk1−xj1)(xk2−xj2)
r2jk
(xk2−xj2)2
r2jk
(xk2−xj2)(xk3−xj3)
r2jk
(xk1−xj1)(xk3−xj3)
r2jk
(xk2−xj2)(xk3−xj3)
r2jk
(xk3−xj3)2
r2jk
 .
A partir de agora, faremos nossas análises apenas para equilíbrios relativos planares.
Por esse motivo, consideraremos somente as configurações x ∈ Ω tais que xk ∈ R2 × {0},
para k = 1, ..., n. Neste caso, os blocos Bjk ficam na forma
Bjk =
(
Ljk 0
0 cjk
)
.,
onde Ljk é a matriz 2× 2 e cjk é o escalar dados, respectivamente por
Ljk =
m−1j λjk
r3jk
(I − 3N˜jk), j 6= k,
Ljj = −
∑
k 6=j
Ljk
(3.19)

cjk =
m−1j λjk
r3jk
, j 6= k,
cjj = −
∑
k 6=j
cjk
(3.20)
em que N˜jk é a matriz 2×2 obtida a partir de Njk eliminando-se sua última linha e última
coluna.
Escrevendo x0 = (x11, x12, x13, ..., xn1, xn2, xn3) e reorganizando as coordenadas de x0
na forma (x11, x12, x21, x22, ..., xn1, xn2, x13, x23, ..., xn3), lembrando que x13 = x23 = ... =
xn3 = 0, obtemos a matriz A˜ = diag{A1, A2}, onde A1 e A2 são matrizes 2n× 2n e n×n,
respectivamente, dadas por
A1 = L+ 2λJω + (ω
2 − λ2)I,
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A2 = C − λ2I.
As matrizes L, 2n× 2n, e C, n× n, são definida em blocos, com blocos dados em (3.19)
e (3.20), respectivamente. Já a matriz Jω é dada por
Jω =
(
0 −ωI
ωI 0
)
= −ωJ,
onde J é a matriz simplética canônica vista no Capítulo 2.
Obtivemos A˜ a partir de A trocando suas linhas e colunas um número par de vezes,
logo os determinantes de A e A˜ são iguais, ou seja,
p1(λ) = detA(λ) = det A˜(λ) = detA1(λ) detA2(λ).
Pelas definições de A1, L, C, e Jω seguem os seguintes resultados:
Lema 8. As matrizes L, e C são simétricas com respeito ao produto interno 〈u, v〉 = uTMv.
Demonstração. A matriz B = M−1D∇U(x0) tem blocos dados por
Bjk =
(
Ljk 0
0 cjk
)
,
logo, podemos escrever L na forma L = M−1D∇U(x0), onde M é a matriz 2n × 2n
M = diag(m1,m1, ...mn,mn) e ∇U(x0) ∈ R2n. Além disso, a matriz D∇U(x0) tem blocos
2× 2 definidos por
Djk =
λjk
r3jk
(I − 3N˜jk),
donde segue que [D∇U(x0)]T = D∇U(x0), poisDjk = Dkj. Como LT = [D∇U(x0)]TM−1,
dados u, v ∈ R2n, temos que
〈Lu, v〉 = uTLTMv
= uT [D∇U(x0)]Tv
= uTD∇U(x0)v
= uTMLv
= 〈u, Lv〉.
Por outro lado, C = (cjk), com cjk =
m−1j λjk
r3jk
, j 6= k. Podemos reescrever cjk na forma
cjk = m
−1
j djk, onde djk =
λjk
r3jk
, j 6= k. Observe que djk = mjcjk. Além disso, djk = dkj.
Logo, mjcjk = mkckj, ou seja, (MC)T = MC. Donde segue que C é M-simétrica.
Lema 9. A matriz Jω é antissimétrica com respeito ao produto interno 〈u, v〉 = uTMv.
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Demonstração. Note que JTω = −Jω, assim
〈Jωu, v〉 = uTJTωMv
= −uTJωMv
= −uTMJωv
= −〈u, Jωv〉.
Lema 10. O determinante Q(λ) = detA1(λ) é uma função par de λ.
Demonstração. Seja β = {v1, v2, ..., v2n} uma base M -ortonormal de R2n. Escritas nessa
base, as matrizes L e Jω são simétrica e antissimétrica, respectivamente. Com efeito,
considerando a simetria de L e a antissimetria de Jω com respeito ao produto interno
determinado por M e escrevendo
Lvj = a1jv1 + a2jv2 + ...+ a2njv2n, Jωvj = b1jv1 + b2jv2 + ...+ b2njv2n,
temos que
〈vi, Lvj〉 = aij, 〈vi, Jωvj〉 = bij.
Por outro lado,
〈vi, Lvj〉 = 〈Lvi, vj〉 = aji, 〈vi, Jωvj〉 = −〈Jωvi, vj〉 = −bji.
Donde segue que [L]Tβ = [L]β e [Jω]Tβ = −[Jω]β.
Da definição de A1 temos
[A1(λ)]β = [L]β + 2λ[Jω]β + (ω
2 − λ2)I,
donde
[A1(λ)]
T
β = [L]
T
β + 2λ[Jω]
T
β + (ω
2 − λ2)I
= [L]β − 2λ[Jω]β + (ω2 − λ2)I
= [A1(−λ)]β.
Como det[A1(λ)]Tβ = det[A1(λ)]β, segue o resultado.
Agora, iremos estudar a estabilidade espectral de equilíbrios relativos dividindo-a em
duas componentes. Sendo elas:
• Estabilidade espectral planar: Se cada raiz de detA1(λ) = 0 satisfaz λ2 ≤ 0.
• Estabilidade espectral normal: Se cada raiz de detA2(λ) = 0 satisfaz λ2 ≤ 0.
Observação 13. Se alguma dessas definições falhar, ou seja, se algum autovalor λ de
A1 ou de A2 satisfaz λ2 > 0, então o equilíbrio relativo correspondente será instável. Se
tivermos estabilidades planar e normal, então teremos estabilidade espectral.
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3.3.1 Estabilidade Espectral Normal
Veremos a seguir condições para que tenhamos estabilidade espectral normal de um
equilíbrio relativo.
Definição 26. A estabilidade espectral normal é dita não degenerada se a matriz C possui
apenas um autovalor nulo e os demais autovalores são negativos.
Proposição 14. No problema carregado de n-corpos, se λjk > 0, para j 6= k, então os
equilíbrios relativos apresentam estabilidade espectral noramal e não degenerada.
Demonstração. Mostrar a condição λ2 ≤ 0 em detA2(λ) = 0 é equivalente a mostrar
que todos os autovalores de µ de C são reais e tais que µ ≤ 0. Com efeito, note que
detA2(λ) = det(C − λ2I). Por outro lado, o polinômio característico de C é dado por
q(µ) = det(C − µI). Logo, detA2(λ) = 0 se, e somente se, µ = λ2 é raiz de q(µ), donde
segue o resultado.
Neste caso, para demonstrar a Proposição 14, mostraremos que os autovalores de C
são reais e não positivos, sendo que apenas um deles é nulo. Como a matriz C é simétrica
com relação ao produto interno 〈u, v〉 = uTMv, temos que seus autovalores são reais.
Agora, observe que v = (1, 1, ..., 1) ∈ Ker(C) ⊂ Rn, logo µ = 0 é autovalor de C. Com
efeito, pela definição de cjj temos que
Cv = (c11+...+c1n, ..., cn1+...+cnn)
T = (−(c12+...+c1n)+...+c1n, ..., cn1+...−(cn1+...+cn(n−1)))T
⇒ Cv = (0, ..., 0)T = 0v.
Seja v = (v1, ...vn) ∈ Rn \ [(1, 1, ..., 1)] autovetor de C associado ao autovalor µ. Assim,
Cv = µv ⇒

c11v1 + ...+ c1nvn = µv1
...
cn1v1 + ...+ cnnvn = µvn
⇒

−(c12 + ...+ c1n)v1 + ...+ c1nvn = µv1
...
cn1v1 + ...− (cn1 + ...+ cn(n−1))vn = µvn
⇒

c12(v2 − v1) + ...+ c1n(vn − v1) = µv1
...
cn1(v1 − vn) + ...+ cn(n−1)(vn−1 − vn) = µvn
⇒
∑
j 6=k
cjk(vk − vj) = µvj.
Logo, se escolhermos vj como a componente de maior valor absoluto de v tal que vj > 0
temos que vk − vj ≤ 0, para j 6= k, com vk − vj < 0 para algum k, uma vez que
v = (v1, ...vn) ∈ Rn \ [(1, 1, ..., 1)]. Como os coeficientes cjk são positivos, já que λjk > 0
por hipótese, segue que
cjk(vk − vj) < 0,
para algum k 6= j, donde temos que µ < 0. De forma análoga, para o caso em que vj < 0,
teremos
vk − vj < 0⇒ cjk(vk − vj) < 0⇒ µvj < 0⇒ µ < 0,
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para algum k 6= j. Portanto, os n − 1 autovalores de C são negativos, como queríamos
mostrar.
3.3.2 Estabilidade Espectral Planar
Como mencionado anteriomente, usaremos algumas ideias sobre fatoração de polinô-
mios presentes em [6], para obtermos resultados sobre as raízes de p1(λ). Neste caso,
utilizaremos tais ideias para fatorar o polinômio Q(λ) = detA1(λ). Observe que A1 é uma
transformação linear A1 : R2n → R2n. Assim, teremos como objetivo decompor o R2n em
subespaços A1-invariantes. Por A1(λ) = L+ 2λJω + (ω2− λ2)I, temos que um subespaço
S é A1−invariante se é invariante por L e Jω simultanemente. Desse modo, para fazer a
decomposição do R2n em subespaços A1-invariantes utilizaremos o resultado a seguir.
Proposição 15. Seja S ⊂ R2n um subespaço tal que JωS ⊆ LS ⊆ S e seja S⊥ =
{v ∈ R2n/vTMu = 0, ∀u ∈ S}, o complementar ortogonal de S com respeito a M. Então
JωS
⊥ ⊆ LS⊥ ⊆ S⊥ e a decomposição R2n = S⊕S⊥ induz a fatoração Q(λ) = detA1(λ) =
Q1(λ)Q2(λ), onde Q1 = Q1(λ) e Q2 = Q2(λ) são os determinantes dos operadores A1|S e
A1|S⊥ , respectivamente.
Demonstração. Primeiro mostraremos que se JωS ⊆ LS ⊆ S então JωS⊥ = LS⊥ = S⊥.
Seja u ∈ S⊥, assim vTMu = 0, v ∈ S. Em particular, como Lv ∈ S e Jωv ∈ S, temos
(Lv)TMu = 0 ⇒ vTLTMu = 0,
(Jωv)
TMu = 0 ⇒ vTJTωMu = 0.
Pela simetria de L temos que (ML)T = ML, ou seja, LT = MLM−1. E pela antissimetria
de Jω temos que JTω = −MJωM−1. Logo,
vTLTMu = 0 ⇒ vTMLu = 0 ⇒ Lu ∈ S⊥
vTJTωMu = 0 ⇒ −vTMJωu = 0 ⇒ Jωu ∈ S⊥.
Portanto, LS⊥ ⊆ JωS⊥ ⊆ S⊥.
Como a transformação linear A1 envolve somente L, Jω e a identidade, ela se divide
em soma direta de suas restrições para os dois subespaços invariantes S e S⊥. Isso leva
a fatoração de Q(λ) em dois polinômios em λ, onde cada um deles é o determinante
das restrições de A1 a S e S⊥, já que a matriz A1, quando escrita numa base β =
β′ ∪ β′′ (onde β′ é base de S e β′′ é base de S⊥) é uma matriz diagonal em blocos, cujos
blocos são definidos pelas matrizes A1|S e A1|S⊥ . Sendo Q1 = Q1(λ) e Q2 = Q2(λ) os
determinantes de A1|S e A1|S⊥ , respectivamente, temos que ambos são funções pares de
λ. A demonstração para esse fato é análoga a que fizemos anteriormente para mostrar
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que Q é uma função par, pois as propriedades de L e Jω continuam valendo para suas
restrições aos subespaços S e S⊥.
Uma vez que as propriedades de L e Jω continuam valendo para suas restrições ao
subespaço S⊥, podemos usar a Proposição 15 e decompor S⊥ da forma S⊥ = S1 ⊕ S⊥1 ,
onde S1 e S⊥1 são subespaços A1-invariantes. Essa decomposição acarreta a fatoração de
Q2(λ) na forma Q2(λ) = Q21(λ)Q22(λ), onde Q21(λ) e Q22(λ) são os determinantes de
A1|S1 e A1|S⊥1 , respectivamente. Donde teremos que
Q(λ) = Q1(λ)Q21(λ)Q22(λ),
com Q1, Q21, Q22 funções pares de λ. Podemos seguir com esse processo, usando a Proposi-
ção 15, até conseguirmos uma fatoração completa de A1(λ) em subespaços A1-invariantes.
Sendo S ⊂ R2n um subespaço A1-invariante, a paridade das funções de λ que aparecem
como fatores na decomposição de Q(λ) mostra que S tem dimensão par. Assim, o caso
mais simples possível seria o de dimensão 2.
Proposição 16. Seja S ⊂ R2n um subespaço de dimensão 2, com S invariante por L e
Jω, simultaneamente. Se a e b são autovalores de L então Q(λ) tem um fator de ordem
4 dado por
q(λ) = λ4 + αλ2 + β, (3.21)
onde α = 2ω2 − a− b e β = (a+ ω2)(b+ ω2). As raízes de q(λ) satizfazem a condição de
estabilidade espectral somente nos seguintes casos:
I. α = β = 0
II. α > 0, β = 0
III. α > 0, β > 0, α2 − 4β ≥ 0.
Demonstração. Seja S um subespaço invariante por L e Jω, com dimS = 2. Como L|S
é simétrico com respeito ao produto interno determinado por M, S possui uma base de
autovetores de L. Seja v ∈ S um autovetor de L com autovalor associado a ∈ R. A
invariância de S por Jω implica que Jωv ∈ S. Observe que Jωv é M -ortogonal a v. De
fato, a antissimetria de Jω, com respeito ao produto interno 〈u, v〉 = uTMv, implica que
〈Jωv, v〉 = −〈v, Jωv〉. Por outro lado, a propriedade de simetria do produto interno nos
fornece que 〈Jωv, v〉 = 〈v, Jωv〉, donde segue que 〈Jωv, v〉 = 0.
Logo, podemos tomar γ = {v, Jωv} como base para S. Assim, pela invariância de S
por L temos que L(Jωv) ∈ S e podemos escrever
L(Jωv) = a˜v + bJωv,
com a˜, b ∈ R. Note que, pela simetria de L e por a ser um autovalor de L temos
〈L(Jωv), v〉 = 〈Jωv, Lv〉 = 〈Jωv, av〉 = a〈Jωv, v〉,
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donde 〈L(Jωv), v〉 = 0.
Por outro lado,
〈L(Jωv), v〉 = 〈a˜v + bJωv, v〉 = a˜〈v, v〉,
assim, a˜〈v, v〉 = 0, com isso a˜ = 0. Logo, L(Jωv) = bJωv, ou seja, Jωv é autovetor de L
associado ao autovalor b. A restrição de A1 a base γ é dada por
[A1]γ = [L]γ + 2λ[Jω]γ + (ω
2 − λ2)[I]γ
⇒ [A1]γ =
(
a 0
0 b
)
+ 2λ
(
0 −ω2
1 0
)
+ (ω2 − λ2)
(
1 0
0 1
)
,
ou ainda
[A1]γ =
(
a+ (ω2 − λ2) −2λω2
2λ b+ (ω2 − λ2)
)
.
Calculando det[A1]γ e organizando os resultados obtemos
det[A1]γ = λ
4 + (2ω2 − a− b)λ2 + (a+ ω2)(b+ ω2).
Portanto, tomando α = (2ω2 − a− b) e β = (a+ ω2)(b+ ω2) e considerando que det[A1]γ
é um fator de Q, temos que q(λ) = λ4 + αλ2 + β é um fator de Q.
Para verificar a segunda afirmação da proposição, observe que
q(λ) = 0⇔ λ2 = −α±
√
∆
2
,
com ∆ = α2 − 4β. Analizaremos o que acontece com λ2 de acordo com as possibilidades
que α e β podem assumir. Observe a tabela:
α e β Resultado para λ2
α = β = 0 λ2 = 0
α > 0 e β = 0 λ21 = 0 e λ22 = −α < 0⇒ λ2 ≤ 0.
α < 0 e β = 0 λ21 = 0 e λ22 = −α > 0⇒ λ2 ≥ 0
α = 0 e β > 0 λ2 = ±√βi
α = 0 e β < 0 λ21 =
√−β > 0
α < 0 e β < 0 λ21 =
−α+
√
α2−4β
2
> 0, se ∆ > 0; λ2 = −α±
√
ρi
2
, (ρ > 0), se ∆ < 0
α > 0 e β > 0 λ2 = −α
2
< 0, se ∆ = 0; λ2 < 0, se ∆ > 0;λ2 = −α±
√
ρi
2
, se ∆ < 0
α < 0 e β > 0 λ2 = −α
2
> 0, se ∆ = 0;λ21 =
−α+√∆
2
> 0, se ∆ > 0;λ2 = −α±
√
ρi
2
, se ∆ < 0
α > 0 e β < 0 λ21 =
−α+√∆
2
> 0, se ∆ > 0;λ2 = −α±
√
ρi
2
, se ∆ < 0
Note que apenas os casos das linhas 1, 2 e 7 satisfazem a condição de estabilidade
espectral, ou seja, os casos
α = β = 0⇒ λ2 = 0;
α > 0, β = 0⇒ λ2 ≤ 0;
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α > 0, β > 0, α2 − 4β ≥ 0⇒ λ2 < 0
satisfazem λ2 ≤ 0, donde segue a segunda afirmação da proposição.
Se supormos a existência de subespaços A1-invariantes de dimensão 2, podemos usar a
Proposição 16 algumas vezes e decompor o polinômio Q(λ). Sendo assim, suponhamos a
existência desses subespaços. Assim, para decompor Q(λ) precisamos conhecer autoveto-
res u e Jωu de L, com seus respectivos autovalores. Observe que, pela definição dos blocos
de L em (3.19), os vetores u = (1, 0, 1, 0, ..., 1, 0) ∈ R2n e Jωu = (0, ω, 0, ω, ..., 0, ω) ∈ R2n
pertencem ao ker(L). Logo, u e Jωu são autovetores de L, associados aos autovalores
a = b = 0. Substituindo esses autovalores em (3.21), obtemos que
q1(λ) = (λ
2 + ω2)2,
é um fator do polinômio Q(λ).
Determinaremos agora mais dois autovalores de L, com autovetores associados. Con-
siderando x ∈ Ω um equilíbrio relativo, temos que
L = M−1D∇U(x)⇒ Lx = M−1D∇U(x)x.
Usando o fato de ∇U(x) ser uma função homogênea de grau -2 e o Teorema de Euler
obtemos D∇U(x)x = −2∇U(x). Logo,
Lx = M−1D∇U(x)x
= −2M−1∇U(x)
= −2(−ω2x)
= 2ω2x,
ou seja, 2ω2 é autovalor de L associados ao autovetor x ∈ Ω.
Seja R(ωt) a matriz de rotação, com velocidade angular constante ω, cujos blocos são
definidos em (3.4). Pela invariância de U por rotações, temos que
∇U(R(ωt)x) = R(ωt)∇U(x). (3.22)
Derivando ambos os lados da equação (3.22) com respeito a t temos
D∇U(R(t)x)R′(t)x = R′(t)∇U(x). (3.23)
Observe que R(0) = I e R′(0) = Jω. Assim, em t = 0, (3.23) se resume a
D∇U(x)Jωx = Jω∇U(x).
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Donde temos que
M−1D∇U(x)Jωx = M−1Jω∇U(x) = JωM−1∇U(x).
Consequentemente,
L(Jωx) = Jω(−ω2x) = −ω2Jωx.
Logo, −ω2 é autovalor de L associado ao autovetor Jωx. Substituindo os autovalores
a = 2ω2 e b = −ω2 em (3.21) obtemos que
q2(λ) = λ
2(λ2 + ω2)
é outro fator do polinômio Q(λ).
Com isso temos provado o seguinte resultado
Proposição 17. Para cada equilíbrio relativo planar, o polinômio Q(λ) = detA1(λ) pode
ser fatorado da seguinte forma
detA1(λ) = λ
2(λ2 + ω2)3q3(λ),
onde q3(λ) é um polinômio de grau 4(n− 2).
Observação 14. Se as raízes de q3(λ) satizfazem λ2 < 0, temos que o equilíbrio é espec-
tralmente estável e não degenerado.
3.4 O Problema Carregado de Três-Corpos
Nesta seção aplicaremos a Proposições 16 e 17 para enunciar resultados sobre a esta-
bilidade do equilíbrio relativo no problema carregado de 3-corpos. Faremos isso dividindo
nossas análises em duas partes: equilíbrio relativo colinear e equilíbrio relativo não coli-
near. Além disso, destacaremos uma particularidade que diferencia o problema carregado
do problema clássico de 3-corpos.
Como o objetivo desta seção é apenas mostrar os resultados estudados aplicados ao
problema de 3-corpos, omitiremos alguns detalhes a respeito de C.C. colineares e não
colineares, porém, caso seja preciso mais esclarecimentos, basta consultar o artigo [3].
Para mais informações sobre o que será apresentado aqui, bem como o problema em
questão, segue como sugestão a leitura de [4].
Para começar nossa análise, introduziremos a variável massa-carga δi = qi/mi, i = 1, 2, 3, ...
e definiremos
δjk =
λjk
mjmk
= 1− δjδk, j 6= k.
De acordo com [3], para obtermos uma C.C. não colinear, todos δjk devem ter o
mesmo sinal. Além disso, pela Proposição 11, para equilíbrios relativos o potencial deve
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ser positivo. Logo, obter um equilíbrio relativo não colinear corresponde a escolha dos
parâmetros
δ12 > 0, δ13 > 0, δ23 > 0. (3.24)
Em outras palavras, equilíbrios relativos planares existem somente para o problema car-
regado atrativo, quando as forças gravitacionais superam as forças eletrostáticas, e eles
são dados por
rjk =
3
√
δjk
δ12
, j 6= k. (3.25)
Para verificar a obtenção de (3.25) consulte [8].
Veremos na proposição a seguir a particularidade que mencionamos anteriormente.
Usaremos (3.24) e (3.25) para mostrar que podemos ter equilíbrio relativo triangular no
problema carregado, com um triângulo de qualquer forma. Isso é bastante diferente do
problema clássico de 3-corpos, uma vez que esse admite apenas equilíbrios relativos com
triângulos equiláteros.
Proposição 18. No problema carregado de 3-corpos, dado um triângulo de qualquer forma
Γ, existem massas e cargas tais que Γ representa um equilíbrio relativo.
Demonstração. Sem perda de generalidade, seja Γ o triângulo tal que r12 = 1, r13 > 1 e
r23 > 1. Provaremos a existência de parâmetros δ1, δ2, δ3 que satisfazem (3.24) e (3.25).
Considere a constante k0 definida por
k0 = min{1− r−313 , 1− r−323 },
assim, 0 < k0 < 1. Agora, sejam B : (0, k0)→ R e C : (0, k0)→ R funções definidas por
B(k) = r313(1− k)− 1, C(k) = (r323(1− k)− 1)k−1.
Dessa forma temos
k < k0 ⇒ k < 1− r−313 ⇒ B > 0,
k < k0 ⇒ k < 1− r−323 ⇒ C > 0.
Considerando a relação δij = 1− δiδj, segue que a função γ : (0, k0)→ R3, definida por
δ1(k) =
√
B/C, δ2 = k
√
C/B δ3 = −
√
B/C,
satisfazem as condições presentes em (3.24) e (3.25).
De acordo com a Proposição 17, a estabilidade espectral de um equilíbrio relativo no
problema carregado de 3−corpos depende do polinômio de quarto grau q3. Para determinar
q3, vamos obter os autovalores da matriz L definida em (3.19). Quando n = 3, a matriz
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L tem seis autovalores, os quais são dados por
{λ1, λ2, λ3, λ4, λ5, λ6} = {0, 0, 2ω2,−ω2, a, b},
onde a e b são números reais a serem determinados. Sabe-se que
trL =
6∑
i=1
λi = ω
2 + a+ b⇒ a+ b = trL− ω2.
Além disso,
tr2L =
6∑
i=1
λ2k + 2
∑
j<k
λjλk = trL
2 + 2
∑
j<k
λjλk,
donde temos
tr2L = trL2 − 4ω2 + 2ω2(a+ b) + 2ab⇒ 2ab = (trL− ω2)2 + 5ω4 − trL2.
Substituindo esses valores de a+ b e ab em (3.21), obtemos
q3(λ) = λ
4 + (3ω2 − trL)λ2 +
(
3ω2 +
1
2
tr2L− 1
2
trL2
)
.
Para equilíbrios relativos colineares, temos o seguinte resultado:
Teorema 41. No problema carregado de 3-corpos, um equilíbrio relativo colinear possui
estailidade espectral planar e não degenerada se
ω−2trC ∈ (−2,−17/9] ∪ [−1,−1/2).
Para ω−2trC = −2 ou ω−2trC = −1/2, o equilibrio relativo é degenerado.
Através de uma mudança de coordenadas pode-se converter a matriz L numa matriz
diagonal em blocos na forma
diag{−2C,C},
onde C é a matriz com entradas definidas em (3.20). Por esse motivo, o teorema acima
menciona trC ao invés de trL. Para mais detalhes, bem como a demonstração e o resultado
que garante a estabilidade espectral normal consulte [4].
Como mencionado anteriormente, equilíbrios relativos não colineares existem somente
no problema carregado atrativo, ou seja, existem somente se λ12, λ13, λ23 são positivos.
Assim, pela Proposição 14, a estabilidade espectral nornal não degenerada já é garan-
tida nesse caso. Portanto, exibiremos apenas um teorema que mostra condições para a
obtenção da estabilidade espectral planar. Para isso, precisaremos da definição a seguir:
Definição 27. Seja θi o ângulo interior correspondente ao vértice que contém a i-ésima
partícula no triângulo formado pelas três partículas i, j, k. Veja a Figura 3.2 abaixo:
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Figura 3.2: Equilíbrio relativo não colinear.
Para equilíbrios relativos não colineares temos o seguinte resultado:
Teorema 42. No problema carregado de 3-corpos um equilíbrio relativo não colinear
possui estabilidade espectral planar e não degenerada se, e somente se, as massas e cargas
satisfazem as condições
36(m1m2 sin
2 θ3 +m1m3 sin
2 θ2 +m2m3 sin
2 θ1) < (m1 +m2 +m3)
2.
É importante enfatizarmos que no problema carregado de 3-corpos podemos falar de
equilíbrio relativo não colinear de uma forma geral. Afinal, de acordo com a Proposição
18, podemos obter esses equilíbrios em qualquer formato triangular, segundo algumas
condições sobre as massas e cargas envolvidas. Assim, as condições sobre as cargas estará
relacionada a existência do equilíbrio. Enquanto as condicões sobre as massas relacionam-
se com a estabilidade do equilíbrio.
As demonstrações dos Teoremas 41 e 42 podem ser encontradas em [4].
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