ABSTRACT The main task of cross-modal analysis is to learn discriminative representation shared across different modalities. In order to pursue aligned representation, conventional approaches tend to construct and optimize a linear projection or train a complex architecture of deep layers, yet it is difficult to compromise between accuracy and efficiency on modeling multimodal data. This paper proposes a novel graph-embedding learning framework implemented by neural networks. The learned embedding directly approximates the cross-modal aligned representation to perform cross-modal retrieval and image classification combining text information. Proposed framework extracts learned representation from a graph model and, simultaneously, trains a classifier under semi-supervised settings. For optimization, unlike previous methods based on the graph Laplacian regularization, a sampling strategy is adopted to generate training pairs to fully explore the inter-modal and intra-modal similarity relationship. Experimental results on various datasets show that the proposed framework outperforms other state-of-the-art methods on crossmodal retrieval. The framework also demonstrates convincing improvements on the new issue of image classification combining text information on Wiki dataset.
I. INTRODUCTION
With the dramatic development of multimedia and network technologies, we have witnessed an explosive increase of co-occurred data derived from different modalities. These entangled data usually appear in numerous representation forms such as text, image, video and audio, and delivers correlated semantic information in the context. Accordingly, the core of information retrieval system is to understand the inner relationship among data from various modalities. Thus, it is of great realistic significance to effectively and efficiently analyze such data across different modalities, especially for the image and text.
Consequently, there is a surge of interest in applications such as cross-modal retrieval [1] , [2] , image captioning [3] - [5] and visual question answering [6] - [8] that associate image with text. However, the rapid growth of multimodal data makes it difficult for traditional retrieval systems, which only suit unimodal data, to acquire precise personal customization on cross-modal retrieval. In these machine learning tasks, queries and retrieved items are not required to share a common modality. For example, users can submit a text query to retrieve the relevant images and videos that best illustrate the query. Describing the image with text, in turn, plays an essential role for image annotation, captioning, and visual question answering. Textual information can also be brought into deep semantic image classification to boost the performance by jointly modeling visual and textual data [9] .
The central issue for these applications is how to associate the image with the corresponding text. Unfortunately, there is no natural correspondence between representations of different modalities. This paper mainly focuses on how to learn aligned representation across different modalities, where the semantic similarity between visual and textual data can be measured.
A common solution in the literature is to optimize projection matrices for different modalities respectively, thus forming a shared linear subspace. Classic unsupervised methods [11] , [12] , [38] are simple yet effective for crossmodal analysis. Considering that traditional unsupervised approaches ignore the semantic information, supervised methods [18] , [20] , [39] , [48] are proposed to exploit label information and obtain significant improvements. Another strand of cross-modal analysis is built on graph model [13] - [15] , [47] , [53] . Each instance from different modalities denotes a node in the k-partite graph. It is mainly based on the manifold assumption that neighboring nodes tend to share the same semantics. Thus, the connected weight for each edge indicates a similarity measurement between unimodal and cross-modal. As a whole, linear subspace is further extended to satisfy graph regularization on cross modalities. Graph-based semi-supervised methods utilize the unlabeled data and further improve the performance. No matter how to design and solve these projection matrices, it is unrealistic for linear subspace to represent the multimodal data, particularly for bridging the modal gap for cross-modal analysis.
Inspired by recent breakthroughs in deep neural networks, many researchers have employed deep neural networks for cross-modal analysis. Specifically, convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have shown their promising results on extracting semantic features for image and sentence respectively [16] . A common solution is to first extract high-level feature for each modality and then concatenate them with multiple shared layers. Adversarial learning [50] - [52] has also been introduced into cross-modal analysis. A modality classifier can predict the modality of the transformed feature and ensure that the transformed features are statistically indistinguishable to obtain the common subspace. Nevertheless, due to the complex architecture of deep neural networks, it is quite difficult to train a pairwise matching for the image and text [17] and computational complexity is also a horrible problem.
In light of these issues, we propose a novel Graph Embedding Learning (GEL) framework that extracts the learned representation from a graph model, and simultaneously trains a classifier under semi-supervised settings. During implementation, the overall architecture is modeled as shallow networks and the learned representation of each instance is expressed as a standard building block stored in the embedding layer.
As shown in Fig. 1 , it aims to learn a latent representation for multimodal data that preserves original graph structures during the learning process Moreover, aligned representation should encode the relevance of data across different modalities efficiently as well. That is, the inter-modal and intramodal similarity relationship should be exploited thoroughly such that the learned representation can extract more accurate semantic concepts combing different modalities. To preserve the original structure during learning, a multimodal graph built upon pairwise constraints and K-nearest neighbors is formulated. Then sampling strategy on the graph is utilized to generate training pairs from random walk sequences, fully exploiting the inter-modal and intra-modal similarity relationship among both labeled and unlabeled data. Altogether, the graph embedding is learned based on the proposed graph structure and label information.
The main contributions of our work are as follows. 1) Embedding layer is introduced as the cross-modal aligned representation, instead of linear projection matrices or deep neural networks. Each instance is projected into a manifold representation via unique index in the embedding layer. The embedding layer contains less learnable parameters than deep neural networks yet has more powerful ability than linear projection matrices when representing the multimodal data, particularly for bridging the modal gap for cross-modal analysis. 2) Sampling strategy on the graph is adopted to generate training pairs from random walk sequences, facilitating the exploration on inner relationship among intermodality and intra-modality from both labeled and unlabeled data. This sampling strategy preserves the structure well during the learning process and is less computational-costly than graph Laplacian regularization.
3) The proposed framework not only learns embedding for each instance on the graph but also simultaneously trains a supervised classifier for class prediction. Therefore, the learned embedding can perform crossmodal retrieval and image classification combining text information. A previous version of our graph embedding network was published in ICONIP 2017 [45] . The main extensions of this journal are summarized as follows.
1) We give more in-depth analysis of the proposed graph embedding network, especially, the comparison and relationship with the graph Laplacian regularization. Moreover, the detailed sampling strategy on the graph is displayed in this journal. 2) Besides cross-modal retrieval, we extend the graph embedding learning framework to the image classification using text information, which shows convincing results on the task of distinguishing images with highlevel semantic information. 3) While optimizing the multi-task loss function, the previous method iterated gradient computation and backpropagation directly as the λ-weighted combination of different tasks. We now propose an alternately iterative algorithm and significantly improve the absolute accuracy on both tasks. 4) We conduct more sufficient experiments on Pascal VOC 2007 and NUS-WIDE datasets, which further validate the effectiveness of the proposed method. In addition, we analyze the parameters sensitivity and the computational complexity of our method. The rest of this paper is organized as follows. Section II briefly reviews related work on cross-modal analysis and embedding learning. Section III presents the proposed graph embedding learning framework for cross-modal aligned representation learning, and empirical results shown in Section IV verifies the effectiveness of proposed framework on various cross-modal datasets. An overall conclusion and directions for future work are drawn in Section V.
II. RELATED WORK
Canonical correlation analysis (CCA) [38] is probably the most popular and wide-spread method in cross-modal analysis. Through CCA, we can find linear combinations between two sets of heterogeneous data which have a maximum correlation. Besides CCA, Partial Least Squares (PLS) can also be used for cross-modal analysis. In work [11] , Sharma and Jacobs use PLS to match probe and gallery images by linearly projecting them into an intermediate space where images with the same identity are highly correlated. Li et al. [12] introduced a cross-modal factor analysis (CFA) approach to linearly project low-level features into a reduced feature space, where matching between query and search candidates on different types of media sources can be evaluated. CFA method adopts a criterion of minimizing the Frobenius norm between pairwise data in the projected domain.
Considering that traditional unsupervised approaches ignore the semantic information that might be taken advantage of to improve the retrieval accuracy, supervised methods are proposed to exploit label information and obtain significant improvements compared to baselines including CCA, PLS and CFA. Rasiwasia et al. [10] and Pereira et al. [18] designed semantic matching (SM) for different modalities. SM corresponds to using multiclass Logistic regression to classify both text and images. They further proposed Semantic Correlation Matching (SCM), which aimed to pursue semantic spaces using the feature learned by CCA as lowlevel representation. SCM is a two-stage learning process, in which CCA and SM work on different principles and are modeled separately. Gong et al. [19] presented a novel threeview CCA (CCA-3V) model that explicitly incorporates the high-level semantic information. By considering underlying semantic information as the third view, CCA-3V improves the accuracy of retrieval significantly. In [20] , a generalized multi-view analysis approach was presented to learn a discriminative latent space for cross-modal analysis. GMLDA and GMMFA that integrated label information into LDA via generalized multi-view analysis were further proposed. Kang et al. [39] proposed a supervised joint feature learning method with the local group information as a priori.
Graph-based models have been proved to be effective learning methods applied in many fields, especially in semisupervised learning. In this formulation, input data cloud is reorganized as graph representation where each data denotes a node and the edge weights indicate the affinities between both labeled and unlabeled multimodal data. Then, the learning process is mainly based on the assumption that nearby nodes tend to share the same semantics while dissimilar instances have longer connecting paths to each other. Thus, we can acquire a similarity measurement on vertices and construct a graph regularization for overall optimization. Inspired by the idea of graph-based semi-supervised learning, Zhai et al. [13] incorporated graph regularization into a unified framework for cross-modal analysis named Joint Representation Learning (JRL). Specifically, JRL constructed a separate graph for each modal type and jointly modeled both correlation and semantic information in a unified framework. Wang et al. [14] , [29] further constructed a generalized multimodal graph and performed coupled feature selection to better model the similarity relationship among data from different modalities. Zhang et al. [43] proposed a discriminative structured subspace learning with multi-order statistical features, and they also combined a unified linear regression model with a weighted regression to adaptively exploit the discriminative information from unlabeled data in [40] .
Embedding learning is a technique widely implemented in natural language processing and social network applications. Here, the concept of embedding learning or embedding layer is referred to a general parameterization technique often used in neural networks. Embedding is a representation of instances in a new space such that the properties of, and the relationship between, the instances are preserved. It is closely related to other graph regularization methods and encodes graph structure directly into the embedding. According to [21] , the central idea behind graph embedding is that distributed representation of each node is formulated as a probabilistic relationship between the contexts around it. Mikolov et al. [22] designed skip-gram and CBOW model to learn the underlying embedding efficiently and capture meaningful semantic information among the input data cloud. Planetoid [23] adopted embedding learning into semi-supervised learning process to leverage the labeled data and graph structure.
Nevertheless, deep learning theories provide alternatives to extract useful semantic features for analysis and model the process of multimodal information retrieval in nonlinear ways. Generally, neural network based methods could be viewed as a non-linear mapping from multiple modalities into a common manifold. He and Peng [9] attempted to exploit the correlation between image and text to enhance fine-grained image classification accuracy by constructing a convolutional neural network with two input stream. Image stream learns deep representations of images and language stream encodes the salient region and attributes for each image. To measure the similarity from different modalities, Wang et al. [26] extended Siamese networks [27] VOLUME 6, 2018 to a two-branch deep neural network whose inputs and weights are not required to share. Inspired by metric learning [28] , the network is trained by a margin-based objective function consisting of bi-directional ranking terms and structure-preserving terms. Huang et al. [30] introduced transfer learning to cross-modal analysis and proposed Crossmodal Hybrid Transfer Network (CHTN). CHTN capitalizes large-scale readily-available datasets to promote cross-modal analysis. Moreover, a layer-sharing subnetwork is constructed to preserve the inherent correlation in the target domain. Aytar et al. [31] proposed a three-modality deep convolutional network whose input is respectively image, text, and sound. Through the training with a supervised loss and a ranking pair loss simultaneously, the network generates a shared representation that is aligned across different modalities.
III. GRAPH EMBEDDING LEARNING A. PROBLEM FORMULATION
Suppose we have a document corpus D
containing data from M different modalities which represent the same underlying content. x p i ∈ R 1×d p is the feature vector from the p-th modality embedded in the d p dimensional space. X p ∈ R N ×d p denotes the p-th modality data with N instances. The number of all the instances from the p-th modality is simply denoted by N = L + U , where L and U stand for the number of labeled instances and unlabeled instances respectively. Each corpus has a unique category, and the one-hot indicator vector y ∈ R 1×C is used to denote the labeled category information of the training corpus, where C is the number of categories.
Our purpose is to learn the mapping from
That is, we attempt to learn an embedding ϕ(x p i ) ∈ R 1×d for each instance x p i . d is the desired dimension for learned embedding. denotes the embedding layer where the similarity measurement among different modalities can be computed. In this paper, we formulate embedding layer to contain all the aligned representation for instances across multiple modalities. Following semi-supervised settings, all the instances occurred in the dataset is ordered as
The learned representation of each instance is retrieved through its unique index in the embedding layer and then shared among the overall architecture as the input of the backbone network structure.
B. THE OVERALL ARCHITECTURE
This paper mainly focuses on leveraging the labeled information and graph structure resided in the data cloud. Particularly, to learn cross-modal aligned representation, a supervised learner is combined with a graph context learning process as shown in Fig. 2 . Contrary to subspace pursuit method, we parameterize the projection of all the instances and directly optimize them with a unified loss function.
Under the manifold space to be solved, graph embedding with similar semantic information or strong cross-modal interconnection is assumed to be clustered close to each other. Meanwhile, the supervised classifier should efficiently discriminate between instances according to different class distribution. Considering semi-supervised settings, the overall loss function of the proposed framework is designed to contain two parts. To put it formally, it can be expressed as (2) .
To be specific, in the supervised learning part, after obtaining the latent representation of the input instance, we formulate a logistic regression to indicate its class distribution. Cross-entropy is adopted as the loss function for class distribution prediction, which can be written as (3).
Here, ϕ(x p i ) denotes the latent representation of an arbitrary instance x p i in multimodal data via unique index in the embedding layer. The class prediction is formulated as a logistic regression over the embedding for each input instance. Compared with deep neural networks based methods, we only utilize a fully-connected layer with softmax function over the latent representation instead of multi-layer networks. The output is the categorical probability distribution p (c = k |z ) to predict the class distribution for input instance.
On the other hand, during graph context learning, structure information gives us the potential to infer the inner relationship among labeled and unlabeled data. Regardless of their modalities, graph embedding for instances with similar semantics is close clustered. During implementation, pairs of instances
are generated randomly by certain sampling strategies on the graph, and then the two selected embedding are merged to acquire a similarity measurement on manifold space. γ denotes whether two distinct instances are connected with respect to the graph representation. Section III.D will give more details about sampling strategies on the graph. Loss function for graph context learning is adopted to train on different input pairs, described as Eq. (6) (see Section III.C for details).
is the logistic function given and p rand is the sampling process that generates training pairs for graph context learning. The merge process ·, · implemented by elementwise operation has several implementation forms, such as Euclidean distance, dot product, KL-divergence and etc. In this paper, the cosine distance Eq. (7) is chosen to compute similarity among distinct instances.
The overall architecture for graph embedding learning could be constructed as forms of neural networks with a multi-task loss, sharing embedding layer as input. In optimization, we utilize stochastic gradient descent to fine-tune all the learnable parameters involved in the proposed framework, including all the embedding inputs. In the supervised learning part, only labeled samples are utilized to train a classifier that judges by the input embedding. For the graph context learning part, all the instances involved in the dataset are considered during the training stage. Meanwhile, the neighborhood topology is extracted in an unsupervised manner to obey the manner of semi-supervised learning.
When optimizing the overall loss function Eq. (2), we alternately iterate back-propagation and update weights in the neural nets due to supervised loss and graph context loss. Whereas, traditional ways iterate gradient computation and backpropagation directly as the λ-weighted combination of different tasks. The basic idea behind alternate iteration is the different batch size and convergence speed for different tasks. Alternate iteration process serves as the trade-off parameter λ between supervised loss and graph context loss. Details of the training process of the framework are listed in algorithm 1.
C. GRAPH CONTEXT LEARNING
To derive the loss function for Graph Context Learning, the Laplacian Eigenmaps (LE) [13] - [15] should be described in advance. For graph regularization terms used in LE and other manifold learning approaches, the objective function is often defined as Eq. (8) Meanwhile, due to Jenson Inequality and convexity of logistic loss function, we can rewrite the graph context loss as (9) .
If we uniformly sample connected vertices on binary graph and utilize Euclidean distance as merging process, the expectation term on (9) is further translated into (10) . (10) Under this graph setting, the loss function given by random sampling on pairwise instances has a lower bound on the objective for LE based approaches.
Unsupervised learning process on the graph is trained on a logistic loss that correctly classifies connected pairs with high confidence and minimizes the probability of disconnected instances. Graph context learning can be viewed as a binary classification task with respect to the graph representation, where pairwise input x 
• Take gradient step as ∂J G /∂ . end for end for end structure can be clustered in embedding layer. Fig. 3 gives an intuitive illustration of how to preserve the original structure via graph context learning. Graph context learning tries to push semantically similar instances from the same modality (similar color) and strongly cross-modal interconnected instances (square and circle of the same color) closer to each other.
D. SAMPLING ON THE MULTIMODAL GRAPH
Since the embedding is learned based on the graph structure, we propose a multimodal graph via one-to-one pairwise constraints and K-nearest neighbors to preserve the inter-modal and intra-modal similarity relationship.
Inter-modal connection: The one-to-one pairwise constraints, describing that instances from different modalities represent the same underlying content, are applied as the inter-modal connection among different modalities. The semantic affinity metric of two data from p-th modality and q-th modality is defined as (11) .
For cross-modal retrieval, only training set instances are connected. In contrast, when performing image classification combining text information, we also connect test set ones with the assumption of co-occurred data from different modalities, which is reasonable and effective to boost the classification accuracy by jointly modeling visual and textual data.
Intra-modal connection:
The intra-modality connection is established by capitalizing the feature vectors of both labeled and unlabeled instances to establish. Distributional affinity metric of two data from the same modality is defined as (12) .
denotes the set of k-nearest neighbors for given instance x p j . In Section III.C, the loss function for graph context learning requires triplet input containing two distinct instances and a target signal. Judging only by the labeled cross-modal link from the training set, we could not efficiently induce the correlation among instances merely from the test set.
In order to fully explore the inter and intra relationship among various modalities, we sample training pairs from iterating random walk sequence on the multimodal graph. Given the previous instance S k−1 = i, the next instance S k = j is sampled with the probability of Eq. (13) .
Then we generate sequence
and connect vertices according to some window size. The generated pairs could be expressed as:
Started by some arbitrary vertex, random walk sequence produces visiting path to other possible instances from intra and inter modality. It could be viewed as a diffusion process that propagates graph context information among similar vertices, which is ideal for cross-modal tasks. Firstly, it can facilitate joint training of supervised learning and graph context learning by sampling training pairs from the multimodal graph as the input of the neural networks. Secondly, this sampling strategy is less computational-costly and more feasible to be implemented on huge graphs than graph Laplacian regularization, which attempts to solve the Eigenmaps on the whole graph. Thirdly, sampling based training scheme can be easily formulated for more than two modalities. Because there is not much difference between sampling on a 2-layer graph and a 3-layer graph.
IV. EXPERIMENT
In this section, the performance of the proposed framework is studied carefully. Our method has shown promising results on real-world datasets. Nevertheless, methods based on neural networks are often claimed to be slow in practice. Thus we thoroughly analyzed the time spent during the training stages to see whether it requires heavy computational loads.
A. DATASETS AND EVALUATION METRICS
To demonstrate the effectiveness of our proposed GEL method, we conduct experiments on three public datasets for cross-modal analysis tasks. The settings of these datasets are as follows.
1) Wikipedia dataset 1 [10] is generated from Wikipedia's ''featured article''. It is composed of 10 categories, including 2866 image-text pairs. To make this a fair comparison, we strictly follow the partition scheme on dataset described in [10] . 2173 document pairs are randomly selected for training and the remaining 693 pairs are used for test. The representation of the text is 10-dimension vector derived from a latent Dirichlet allocation model [44] . The image features are 4096-dimension vector extracted from the last fully connected layer of the VGG-19 model [32] pre-trained on ImageNet classification tasks [37] . 2) The Pascal VOC 2007 2 [33] is another commonly used dataset, which is provided initially for object class recognition. It contains 5011 training and 4952 testing image-text pairs, annotated with 20 semantic classes.
Since there are multi-label images, we select the images with a unique category from the original dataset as the way in [20] , resulting in 2808 training pairs and 2841 testing pairs. 512-dimensional Gist features and 399-dimensional word frequency features are adopted respectively for images and tags. To test the robust performance on large-scale datasets, we choose NUS-WIDE dataset 3 [34] with 269,648 images and the associated tags from 81 semantic classes. NUS-WIDE is a web image dataset crawled from Flickr by NUS's lab for media search. Similar to Pascal VOC 2007, images with a unique category from the original dataset are selected. Following [1] and [2] , we also choose 10 and 21 largest categories as the experimental dataset. Eventually, three subsets are produced. They are NUS-WIDE-top10, NUS-WIDE-top21, and NUS-WIDE-top81 respectively. The image features are 500-dimensional SIFT-based bag of visual words, and the text is represented by 1000-dimensional bag of words. Table 1 describes the evaluated datasets in detail.
For cross-modal retrieval, we adopt mean average precision (MAP) [10] as the evaluation metric, which is widely used in the cross-modal retrieval literature. AP is defined as (14) .
R j is the number of the relevant results among the top-j results, rel j is given by {Good = 1; Bad = 0}. In our evaluation, good denotes the retrieved instance belongs to the class of the query. Otherwise, the result of the retrieved instance is bad. Further, the average of the AP on all the queries is the final evaluation result of MAP. For a fair comparison, we use all the retrieved results to calculate MAP scores. We also use precision-recall curves to evaluate the effectiveness of different methods. According to [10] , cosine distance performs best on the distance measure. Therefore, we choose cosine distance to compute similarity during retrieval. For image classification, we adopt classification accuracy as the evaluation metric.
B. IMPLEMENTATION DETAILS 1) NETWORK ARCHITECTURE
For supervised learning, we use embedding layer and a fully connected layer with softmax activation function, whose input is a single instance among different modalities, and output is the class distribution for the input instance. Graph context learning is implemented by embedding layer and an element-wise operation to perform the cosine similarity, with the input of two distinct instances sampled on the multimodal graph and the output of the similarity between two distinct instances. The embedding layer is shared among supervised and graph context learning. 
2) OPTIMIZATION
We implement the proposed framework in Keras. 4 The network is optimized by back propagation [41] and mini-batch stochastic gradient descent. RMSprop optimizer [42] is utilized to fine-tune networks and its initial learning rate is given by 0.0001. We choose the batch size as 512, 256 for supervised and graph context learning respectively. Number of iterations to fine-tune the graph context and supervised part is set to 1 and 10 respectively. Early stopping is utilized in the process of optimization as a form of regularization. We stop fine-tuning the whole framework once it reaches the highest metric and starts to decrease in the subsequent epochs. Maximum iteration is set to 1000, 1000, 15000 for Wiki, Pascal VOC and NUS-WIDE dataset respectively.
3) PARAMETER SETTING
During the construction of the multimodal graph, we select 10 as the number of nearest neighbors. When sampling on the graph, we set the sequence length to 10, and the window size to 3.
To determine the dimension of embedding, we conduct experiments on above datasets with various dimensions of embedding and show the results in Fig. 4 . Generally, favorable results can be obtained even instances are represented by 4-dimensional embedding, and the increase of embedding dimension will contribute to better MAP scores. But when the embedding dimension is above 32, the MAP scores improve slightly. To reduce computational complexity on the premise of satisfactory results, we set the dimension of embedding to 64. As a consequence, size of learnable parameters in embedding layer is only proportional to the number of instances in the dataset (see details in Section IV. E).
Our GEL framework is relatively insensitive to these hyper-parameters. Thus, without loss of generality, settings on hyper-parameters of the model share across all the datasets for convenience, which indicates that proposed framework could be optimized easily and generalize well among different graph structure.
C. PERFORMANCE ON CROSS-MODAL RETRIEVAL
We compare the proposed GEL with three major shallow methods. Unsupervised methods: PLS [11] , CFA [12] , 4 https://github.com/fchollet/keras CCA [38] ; Supervised methods: GMLDA [20] , GMMFA [20] , SCM [18] , LGCFL [39] , CMOMKS [48] , MDLL [49] ; Semi-supervised methods: LCFS [29] , AUSL [40] , SDMCR [46] , JLSLR [53] , JFSSL [14] , JGR-MDCR [47] (The last three methods are graph-based semisupervised methods).
To organize a fair comparison among different methods, we consider three small but influential points. 1) The partition schemes of datasets. For cross-modal retrieval, larger test sets mean more challenging task.
2) The input feature of the image and text. Deep feature usually performs better than shallow feature. 3) MAP@all or MAP@k. MAP@all considers all the results when computing AP, while MAP @k only considers the top-k results. Therefore, some results are missing due to not satisfying the above points.
1) RESULTS ON WIKI DATASET
The experimental results of cross-modal retrieval in terms of MAP on Wiki Dataset are shown in Table 2 . PCA is performed on the original input to remove the redundancy in features. It can be observed that the proposed GEL outperforms other methods with the MAP scores of 0.4743 and 0.4390 for image and text query respectively. The superiority of our GEL can be explained by the following two aspects: 1) GEL adopts the non-linear embedding layer as the shared representation, which is more powerful ability than linear projection matrices when representing the multimodal data, particularly for bridging the modal gap for cross-modal analysis. The learned embedding could be viewed as a form of manifold representation that is more efficient and compact compared to traditional subspace learning methods. 2) GEL fully explores relationship among various modality via random walk and preserves the structure well during the learning process.
SCM, GMMFA, GMLDA, LGCFL and CMOMKS perform better than CCA, CFA and PLS, which ignore the categorical information during the learning process. Semisupervised methods (LCFS, JFSSL, AUSL, SDMCR, JLSLR, and JGRMDCR) carry out coupled feature selection and exploit the similarity relationship among all the instances, therefore achieving better results.
In addition, Fig. 5 illustrates the precision-recall curves of image query and text query for the above approaches. At most recall levels, GEL achieves higher precision compared with other state-of-the-art methods. Table 3 shows MAP scores of different methods on Pascal VOC dataset. PCA is used to remove redundant information. Note that GEL and JFSSL perform better than other methods. GEL slightly outperforms JFSSL. We observe that the results of image query are significantly higher than text query on Pascal VOC dataset.
2) RESULTS ON PASCAL VOC DATASET
The highest MAP scores for image and text query are 0.3758 and 0.2840 respectively. Since text data from Pascal VOC dataset take the form of tag occurrence rather than raw sentence or paragraph, they preserve strong correlation with semantic information, contributing to more discriminative representations. Image data represented by low-level Gist features lack semantic information compared with text modality. The imbalance of semantic information carried by distinct modalities causes different query behaviors on input instances. Corresponding precision-recall curves shown in Fig. 6 , which illustrates the performance gap between image and text query.
Considering that CNN features are more powerful representations for images, we also conduct experiments using CNN features extracted from VGG-19 model. Table 4 and Fig. 7 show the experimental results. The MAP scores obtained by GEL for image and text query are 0.8009 and 0.8044 respectively. As expected, our proposed method performs best, which further validates its effectiveness. Results of the image and text query lead to a more balanced distribution. At recall levels under 0.8, both image and text query achieve high and steady precision. It is due to the fact that semantic information carried by CNN features is more consistent with those carried by word frequency on Pascal VOC dataset. 
3) RESULTS ON NUS-WIDE DATASET
The NUS-WIDE dataset is one of the largest publicly available datasets for cross-modal retrieval. In contrast to the optimization on the whole graph, GEL tends to avoid outliers from the huge graph via iterating fixed-length random walk sequence. Thus, GEL can effectively and efficiently capture both the structural and semantic correlations of multimodal instances even on large-scale datasets. However, due to various partition schemes on raw data, it is usually difficult to organize a fair comparison among candidate approaches. Therefore, we report experimental results using GEL on three subsets of the NUS-WIDE dataset in Table 5 . Most methods except JFSSL divide the dataset by using pairs belonging to one of the 10 most frequent categories. GEL outperforms the VOLUME 6, 2018 
D. PERFORMANCE ON IMAGE CLASSIFICATION
The major challenge of image classification is the reduction of the semantic gap between the concepts understood by people and that of computational representation. Traditional image classification task can be performed easily by people without training. Yet images with higher level semantic information are rather complicated to be distinguished.
Given that corresponding text descriptions could point out the discriminative characteristics for images, we combine the image with text to further improve the accuracy of image classification. To fully utilize the text information, instances from image and text are connected according to (11) on the test set, which is not executed on cross-modal retrieval. Thus, the embedding learned by graph composites correlation between image and text information. Class prediction for each instance is directly obtained via supervised learning part under GEL framework. The objective function for the supervised learning part is the same as that computed in logistic regression classification tasks. The main difference is that we judge the class label by the input embedding in the proposed method instead of raw input.
We compare GEL with three common classification methods. Table 6 shows the comparison results on Wiki dataset. To better apply the pre-trained model to the target domain, we employ images from Wiki dataset to fine-tune the learnable parameters in the VGG-19 model. It can be observed that GEL obtains the best performance of 60.46%, which surpasses VGG-19 with a large margin of more than 10% in overall accuracy. We also capitalize the correlated feature learned by PLS, CCA, CFA as input to perform logistic regression for classification. Judging class label by the correlated feature slightly performs better than by the raw input.
E. COMPUTATIONAL COMPLEXITY
Finally, we briefly overlook the computational complexity of the proposed method. In the proposed framework, size of learnable parameters consists of two parts: one is all the graph embedding to be estimated and the other is the amount of parameters used in the fully-connected layer during supervised learning. Counts of involved parameters noted as Q Embed and Q FC are given by Eq. (15) respectively.
N × M is the count of all the samples occurred in M modalities. We listed detailed consumption on learnable parameters in Table 7 .
In terms of running time, it is well-known that methods based on deep learning take hours for fine-tuning com-77330 VOLUME 6, 2018 pared with shallow networks. The main bottleneck on time complexity associates closely with layer-wise unsupervised learning and back-propagation along deep architecture. As a comparison, no pre-training schemes are introduced into our framework and learnable parameters are initialized from random weights. Blessed with the shallow structure and distributed representation of embedding layer, training time spent in back-propagation phase is relatively affordable for very large-scale datasets. After fine-tuning the learnable weights, the inference is almost done instantly, which only requires a feedforward pass to acquire the embedding as the cross-modal aligned representation.
In Table 8 , we inspect the execution time consumed during training stage on different computing platforms of GTX-1080Ti, GTX-970, and Intel(R) Core(TM) CPU i7-4790K. It is observed that with the help of GPU computing, implementation on graphic cards will dramatically decrease running time for the fine-tuning stage on large-scale datasets. Although embedding layer stores the latent representation for all the input instance and requires optimization in both stages, the proposed model is fast to converge. Moreover, the number of iterations required to reach 98% of the maximum performance only accounts for about 60% of the maximum iterations. As regards computational time, even on CPU computing conditions, training time on Wiki and Pascal VOC 2007 dataset is less than 1 minute given thousands of embedding to estimate. For large-scale datasets, due to sampling strategy on random walk sequences and distributed property of graph embedding, we could take full advantage of the graph structure and preserve the structure well during the learning process. Accordingly, network's convergence is accelerated and the projected representation can be efficiently learned, which benefit from the effective training pairs.
V. CONCLUSION
This paper proposes a novel graph embedding learning framework to learn cross-modal aligned representation via embedding layer. Under the proposed framework, embedding learned by graph structure and label information directly approximates the projected manifold. During implementation, the parameterized embedding is expressed as a standard building block of a shallow neural network. Furthermore, the inter-modal and intra-modal similarity are well preserved through random walk on the multimodal graph. Experimental results on three popular datasets have demonstrated that proposed method outperforms other state-of-theart approaches. GEL also shows convincing improvements on semi-supervised image classification tasks combining crossmodal relationship.
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