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Abstract
A pair of matrices (A,B), where A is p × p and B is p × q, is said to be positive stabiliz-
able if there existsX such thatA+ BX is positive stable. In a previous paper, it was noticed that
Lyapunov’s criterium on matrix stability can be generalized as follows: (A,B) is positive stabil-
izable if and only if there exist a positive definite matrix H1 and a matrix H2 such that AH1 +
H1A∗ + BH∗2 +H2B∗ > 0; a generalization of the main inertia theorem was also given.
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1. Introduction
Let R and C be the fields of the real and of the complex numbers, respectively.
Let F ∈ {R,C}. The inertia of a polynomial f ∈ F[x] is the triple In(f ) =
(π(f ), ν(f ), δ(f )), where π(f ), ν(f ), and δ(f ) denote, respectively, the number of
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roots off with real positive part, with real negative part and with real part equal to zero.
The inertia of L ∈ Fn×n, denoted by In(L) = (π(L), ν(L), δ(L)), is the inertia of its
characteristic polynomial, det(xIn-L); L is said to be positive stable if In(L) =
(n, 0, 0). As usual, given a square matrixH , the expressionH > 0 means thatH is Her-
mitian positive definite and H  0 means that H is Hermitian positive semidefinite.
Lyapunov’s theorem states that L ∈ Fn×n is positive stable if and only if there ex-
ists a positive definite matrix H ∈ Fn×n such that LH +HL∗ > 0. The general iner-
tia theorem [4,8], gives a complete set of relations between the similarity
orbit of L ∈ Fn×n and the congruence orbit of a Hermitian matrix H ∈ Fn×n, when
LH +HL∗ > 0; it can be stated as follows: There exist L′ ∈ Fn×n similar to L and
H ′ ∈ Fn×n congruent to H such that L′H ′ +H ′L′∗ > 0 if and only if δ(L) = 0 and
In(L) = In(H).
A pair of matrices (A,B), whereA ∈ Fp×p andB ∈ Fp×q , is said to be positive sta-
bilizable if there existsX ∈ Fq×p such that,A+ BX is positive stable. Generalizations
of the two theorems above for pairs of matrices were given in [1]. Theorem 3 of [1] says
that, ifA ∈ Fp×p andB ∈ Fp×q , then (A,B) is positive stabilizable if and only if there
exists a positive definite matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q such that
[A B]
[
H1
H ∗2
]
+ [H1 H2]
[
A∗
B∗
]
> 0. (1)
Theorem 7 of [1] gives a complete set of relations between the block similarity orbit
of [A B] the block congruence orbit of [H1 H2], when (1) is satisfied, where
block similarity and block congruence are defined as follows:
• Two matrices [A B] and [A′ B ′] where A,A′ ∈ Fp×p and B,B ′ ∈ Fp×q , are
said to be block similar or feedback equivalent if there exists a nonsingular matrix
of the form
S =
[
P 0
R Q
]
∈ F(p+q)×(p+q), where P ∈ Fp×p, (2)
such that
[A′ B ′] = P [A B]S−1.
• Two matrices [H1 H2] and [H ′1 H ′2] where H1, H ′1 ∈ Fp×p are Hermitian and
H2, H
′
2 ∈ Fp×q , are said to be block congruent if there exists a nonsingular matrix
of the form (2) such that
[H ′1 H ′2] = P [H1 H2]S∗.
Recall that a discrete-time system xt = Lxt−1, where L ∈ Fn×n, is stable (i.e., for
every value of x0 the sequence xt converges to 0) if and only if all the eigenvalues of
L have modulus less than 1; in this case, it is said that L is stable with respect to the
unit disc. Define the inertia with respect to the unit disc of a polynomial f ∈ F[x]
as the triple I˜n(f ) = (π˜(f ), ν˜(f ), δ˜(f )), where π˜(f ), ν˜(f ), and δ˜(f ) denote the
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number of roots of f of modulus less that 1, greater that 1 and equal to 1, respec-
tively. The inertia with respect to the unit disc of L ∈ Fn×n, denoted by I˜n(L) =
(π˜(L), ν˜(L), δ˜(L)) is the inertia with respect to the unit disc of its characteristic
polynomial.
Recall the following two theorems on stability and inertia with respect to the unit
disc, cf. [2,3,7,9,10].
Theorem 1. A matrix L ∈ Fn×n is stable with respect to the unit disc if and only if
there exists a positive definite matrix H ∈ Fn×n such that H − LHL∗ > 0.
Theorem 2. Let L ∈ Fn×n. There exists a Hermitian matrix H ∈ Fn×n such that
H − LHL∗ > 0 if and only if δ˜(L) = 0 and I˜n(L) = In(H).
For every L ∈ Fn×n, every Hermitian matrix H ∈ Fn×n and every nonsingular
matrix S ∈ Fn×n, H − LHL∗ > 0 if and only if (SHS∗)− (SLS−1)(SHS∗)
(SLS−1)∗ > 0. Thus Theorem 2 can be viewed as giving a complete set of relations
between the similarity orbit of L and the congruence orbit of H , when
H − LHL∗ > 0.
The main purpose of the present paper is to generalize Theorems 1 and 2 for pairs
of matrices.
2. Inertia of pairs of matrices
Let A ∈ Fp×p, B ∈ Fp×q . Define the inertia with respect to the unit disc of
(A,B), denoted by I˜n(A,B) = (π˜(A,B), ν˜(A,B), δ˜(A,B)), as the inertia with re-
spect to the unit disc of the product of the invariant factors of
[xIp − A|B]. (3)
For notational convenience, we make convention that the invariant factors of poly-
nomial matrices are always monic. The pair (A,B) is said to be stabilizable with
respect to the unit disc if there exists X ∈ Fq×p such that all the eigenvalues of
A+ BX have modulus less that 1.
The description of the possible characteristic polynomials of A+ BX, when X
varies, presented in the next lemma, is a well-known result in control theory, see [6,
Theorem 13] for example. See [12, Theorem 2.6] for a more general result.
Lemma 3. LetA ∈ Fp×p, B ∈ Fp×q . Let f ∈ F[x] be a monic polynomial of degree
p. There exists X ∈ Fq×p such that A+ BX has characteristic polynomial f if and
only if the product of the invariant factors of (3) divides f.
Lemma 4. Let A ∈ Fp×p, B ∈ Fp×q . The following are equivalent:
(a4) The pair (A,B) is stabilizable with respect to the unit disc.
(b4) ν˜(A,B) = δ˜(A, B) = 0.
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(c4) There exist C ∈ Fq×p,D ∈ Fq×q such that
L =
[
A B
C D
]
(4)
is stable with respect to the unit disc.
Proof. The equivalence between (a4) and (b4) follows from Lemma 3. The equiva-
lence between (b4) and (c4) follows from [11]. 
Theorem 5. Let A ∈ Fp×p and B ∈ Fp×q . The following are equivalent:
(a5) The pair (A,B) is stabilizable with respect to the unit disc.
(b5) There exists a positive definite matrix
H =
[
H1,1 H1,2
H ∗1,2 H2,2
]
∈ F(p+q)×(p+q), where H1,1 ∈ Fp×p (5)
such that
K := H1,1 − [A B]H
[
A∗
B∗
]
> 0. (6)
Proof. (a5) implies (b5). According to Lemma 4, there exist C ∈ Fq×p, D ∈ Fq×q
such that (4) is stable with respect to the unit disc. According to Theorem 1, there
exists a positive definite matrix H ∈ F(p+q)×(p+q) such that H − LHL∗ > 0. Parti-
tion H as in (5). Then K is a principal submatrix of H − LHL∗ and, therefore, is
positive definite.
(b5) implies (a5). Suppose that there exists a positive definite matrix of the form
(5) such that (6) is satisfied. Then H1,1 > 0 and H is congruent to[
Ip 0
−H ∗1,2H−11,1 Iq
]
H
[
Ip −H−11,1H1,2
0 Iq
]
=
[
H1,1 0
0 H2,2 −H ∗1,2H−11,1H1,2
]
.
Therefore H2,2 −H ∗1,2H−11,1H1,2 > 0. As K > 0,
H1,1 − (A+ BH ∗1,2H−11,1 )H1,1(A∗ +H−11,1H1,2B∗)
= K + B(H2,2 −H ∗1,2H−11,1H1,2)B∗ > 0.
According to Theorem 1, A+ BH ∗1,2H−11,1 is stable with respect to the unit disc.
Therefore (A,B) is stabilizable with respect to the unit disc. 
In order to generalize Theorem 2 for pairs of matrices, note that, for every non-
singular matrix of the form (2), (6) is equivalent to
PH1,1P
∗ − (P [A B]S−1)(SHS∗)
(
(S∗)−1
[
A∗
B∗
]
P ∗
)
> 0. (7)
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We shall say that two matrices
H =
[
H1,1 H1,2
H ∗1,2 H2,2
]
, H ′ =
[
H ′1,1 H ′1,2
H ′∗1,2 H ′2,2
]
∈ F(p+q)×(p+q), (8)
where H1,1, H ′1,1 ∈ Fp×p, are (p, q)-block congruent if there exists a nonsingular
matrix of the form (2) such that H ′ = SHS∗. Our next objective is to describe the
relations between the block similarity orbit of [A B] and the (p, q)-block congru-
ence orbit of H , when (6) is satisfied.
The canonical form for block similarity has been widely used in studying lin-
ear systems and matrix completion problems and was reproduced in Lemma 5 of
our previous paper [1]. In this paper, we shall need the following lemma; the first
statement follows from the definition of block similarity and the second from the
canonical form for block similarity.
Lemma 6. Let A,A′ ∈ Fp×p and B,B ′ ∈ Fp×q . Then
• If [A B] and [A′ B ′] are block similar, then the linear pencils [xIp − A|B]
and [xIp − A′|B ′] have the same invariant factors and rankB = rankB ′.
• [A B] is block similar to a matrix of the form[
N 0 0
0 M1 M2
]
, (9)
where N ∈ Fd×d , 0  d  p, [xIp−d −M1|M2] has all its invariant factors equal
to 1, [xIp − A|B] and xId −N have the same nonconstant invariant factors. There-
fore I˜n(A,B) = I˜n(N).
Theorem 7 (Canonical Form for (p, q)-Block Congruence). Let H ′ ∈ F(p+q)×(p+q)
be a Hermitian matrix partitioned as in (8). Then H ′ is (p, q)-block congruent to a
unique matrix of the form
Iπ1 ⊕(−Iν1)⊕ 0p−π1−ν1−ρ ⊕
[
0 Iρ
Iρ 0
]
⊕Iπ2 ⊕ (−Iν2)⊕ 0q−π2−ν1−ρ. (10)
In this case,
In(H ′1,1) = (π1, ν1, p − π1 − ν1), (11)
ρ = rank [H ′1,1 H ′1,2] − rankH ′1,1, (12)
In(H ′)=(π1 + π2 + ρ, ν1 + ν2 + ρ,
p + q − π1 − π2 − ν1 − ν2 − 2ρ). (13)
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Proof. In [1], it was proved that [H ′1,1 H ′1,2] is block congruent to a unique matrix
of the form [G1,1 G1,2], where
G1,1 = Iπ1 ⊕ (−Iν1)⊕ 0p−π1−ν1 ∈ Fp×p, G1,2 =
[
0 0
Iρ 0
]
∈ Fp×q,
ρ  p − π1 − ν1. Let S ∈ F(p+q)×(p+q) be a matrix of the form (2) such that
[G1,1 G1,2] = P [H ′1,1 H ′1,2]S∗. Suppose that
G := SH ′S∗ =
[
G1,1 G1,2
G∗1,2 G2,2
]
.
Partition G2,2 as[
J1,1 J1,2
J ∗1,2 J2,2
]
,
where J1,1 ∈ Fρ×ρ . Let T ∈ F(q−ρ)×(q−ρ) be a nonsingular matrix such that
T J2,2T
∗ = Iπ2 ⊕ (−Iν2)⊕ 0q−π2−ν2−ρ,
for some nonnegative integers π2, ν2 such that π2 + ν2  q − ρ. Let
S′ = Ip−ρ ⊕

 Iρ 0 0−(1/2)J1,1 Iρ 0
−T J ∗1,2 0 T

 .
Then H ′ is (p, q)-block congruent to S′GS′∗ and this matrix has the prescribed
form. It is easy to check that (11)–(13) are satisfied. The unicity follows from these
equalities. 
Therefore, with the previous notation, In(H ′1,1), In(H ′) and
ρ(H ′1,1, H ′1,2) := rank [H ′1,1 H ′1,2] − rankH ′1,1
are a complete set of invariants for (p, q)-block congruence of H ′.
Lemma 8. Let ∈ Fγ×γ be a Hermitian matrix andD ∈ Fp×γ .Thenπ(−DD∗) 
min{rankD, ν()}.
Proof. Let r = rankD and let P ∈ Fp×p, G ∈ Fγ×γ be nonsingular matrices such
that PDG = Ir ⊕ 0. Suppose that
G−1G∗−1 =
[
1,1 1,2
∗1,2 2,2
]
,
where 1,1 ∈ Fr×r . Then −DD∗ is congruent to
−(PDG)(G−1G∗−1)(G∗D∗P ∗) = −1,1 ⊕ 0.
Clearly π(−DD∗) = ν(1,1)  r . From the interlacing inequalities for the eigen-
values of Hermitian matrices, ν(1,1)  ν(). 
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Lemma 9 [5,Theorem 2]. Let G1,G2 ∈ Fp×p be Hermitian matrices. Then
π(G1 +G2)  π(G1)+ π(G2).
Lemma 10. Let H1,1 ∈ Fp×p be a Hermitian matrix and A ∈ Fp×p. Then
π(H1,1 − AH1,1A∗)  rankH1,1.
Proof. Using the two previous lemmas, we have π(H1,1 − AH1,1A∗)  π(H1,1)
+ π(−AH1,1A∗)  π(H1,1) + min{rankA, ν(H1,1)}  π(H1,1) + ν(H1,1) =
rankH1,1. 
Lemma 11. Let D,C ∈ Fp×ρ. Then π(DC∗ + CD∗)  rankD.
Proof. Let r = rankD. Let P ∈ Fp×p and R ∈ Fρ×ρ be nonsingular matrices such
that D′ := PDR = Ir ⊕ 0. Let
C′ := PCR∗−1 =
[
C1,1 C1,2
C2,1 C2,2
]
,
where C1,1 ∈ Fr×r . Then DC∗ + CD∗ is congruent to
E := D′C′∗ + C′D′∗ =
[
C1,1 + C∗1,1 C∗2,1
C2,1 0
]
.
As E has a zero principal submatrix of size (p − r)× (p − r), it follows, from the
interlacing inequalities for the eigenvalues of Hermitian matrices, that E has p − r
eigenvalues that cannot be positive. 
Given two triples of integers (π, ν, δ) and (π ′, ν′, δ′) we shall write (π, ν, δ) 
(π ′, ν′, δ′) whenever π  π ′, ν  ν′ and δ  δ′.
Theorem 12. Let A ∈ Fp×p, B ∈ Fp×q . Let H ′ ∈ F(p+q)×(p+q) be a Hermitian
matrix partitioned as in (8). The following are equivalent:
(a12) There exists a Hermitian matrix H of the form (5), (p, q)-block congruent to
H ′, such that (6) is satisfied.
(b12) The following inequalities are satisfied:
(i12) I˜n(A,B)  (π(H ′1,1), ν(H ′1,1), 0),
(ii12) p  π(H ′1,1)+ min{rankB + ν(H ′1,1), ν(H ′)}.
Proof. Let (π1, ν1, δ1) := In(H ′1,1), (π, ν, δ) := In(H ′) and ρ := ρ(H ′1,1, H ′1,2). Let
⊕
[
0 Iρ
Iρ 0
]
⊕  (14)
be the canonical form for (p, q)-block congruence of H ′, where  ∈ F(p−ρ)×(p−ρ)
and  ∈ F(q−ρ)×(q−ρ) are Hermitian and
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In() = (π1, ν1, δ1 − ρ),
In() = (π − π1 − ρ, ν − ν1 − ρ, δ − δ1 + ρ).
(a12) implies (b12). In order to prove (i12), suppose, without loss of generality,
that [A B] has the form (9). Suppose that
H1,1 =
[
G1,1 ∗
∗ ∗
]
,
whereG1,1 ∈ Fd×d . ThenG1,1 −NG1,1N∗ is a principal submatrix ofK > 0. There-
fore G1,1 −NG1,1N∗ > 0. According to Theorem 2, δ˜(N) = 0 and In(G1,1) =
I˜n(N). From the interlacing inequalities for the eigenvalues of Hermitian matrices, it
follows that π(G1,1)  π(H1,1) = π(H ′1,1) and ν(G1,1)  ν(H1,1) = ν(H ′1,1). As
I˜n(N) = I˜n(A,B), (i12) is satisfied.
In order to prove (ii12), suppose, without loss of generality, H has the form (14).
Suppose that
[
A B
] = [A1,1 A1,2 B1,1 B1,2
A2,1 A2,2 B2,1 B2,2
]
,
where A1,1 ∈ F(p−ρ)×(p−ρ), A2,2 ∈ Fρ×ρ , B1,1 ∈ F(p−ρ)×ρ . Let
K := H1,1 − [A B]H
[
A∗
B∗
]
.
Then K = M1 +M2 +M3, where
M1 = H1,1 − AH1,1A∗,
M2 = −
[
B1,1
B2,1
]
[A∗1,2 A∗2,2] −
[
A1,2
A2,2
]
[B∗1,1 B∗2,1],
M3 = −
[
B1,2
B2,2
]
[B∗1,2 B∗2,2].
According to Lemma 10, π(M1)  rankH1,1. According to Lemma 11,
π(M2)  rank
[
B1,1
B2,1
]
 min{ρ, rankB}.
According to Lemma 8,
π(M3)  min
{
rank
[
B1,2
B2,2
]
, ν()
}
 min{rankB, ν()}.
Then
π(K)π(M1)+ π(M2)+ π(M3)
 rankH1,1 + min{ρ, rankB} + min{rankB, ν()}. (15)
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We also have M2 +M3 = −BC∗ − CB∗, where
C =
[
A1,2 (1/2)B1,2
A2,2 (1/2)B2,2
]
.
According to the previous lemmas,
π(K)  π(M1)+ π(M2 +M3)  rank H1,1 + rank B. (16)
From (15) and (16), it follows that
π(K)  rank H1,1 + min{rank B, ρ + ν()}.
As p = π(K), rankH1,1 = π1 + ν1 and ν() = ν − ν1 − ρ, (ii12) follows immedi-
ately.
(b12) implies (a12). Let
µ = min{rank B, ν(), q − ρ}, σ = min{ρ, rank B − µ}.
Then
µ+ σ = min{ρ + ν(), rank B}.
Let P ∈ Fp×p, Q ∈ Fq×q be nonsingular matrices such that
PBQ =

B1 0 B2 00 Iσ 0 0
0 0 0 Iµ

 ,
where B1 ∈ F(p−σ−µ)×(ρ−σ), B2 ∈ F(p−σ−µ)×(q−ρ−µ). Partition PAP−1 into 3 × 3
blocks: PAP−1 = [Ai,j ], where A1,1 ∈ F(p−σ−µ)×(p−σ−µ), A2,2 ∈ Fσ×σ , A3,3 ∈
Fµ×µ.
As p  π1 + min{rankB + ν1, ν}, we deduce that p − σ − µ  π1 + ν1. Note
that (3) and[
xIp−σ−µ − A1,1 A1,2 A1,3 B1 B2
]
have the same nonconstant invariant factors. According to Lemma 3, there exists
R ∈ Fq×(p−σ−µ) such that
C1 := A1,1 + [A1,2 A1,3 B1 B2]R
satisfies I˜n(A,B)  I˜n(C1)  (π1, ν1, 0).
Then it is not hard to prove that
[
A B
]
is block similar to
C1 A1,2 A1,3 B1 0 B2 00 0 0 0 Iσ 0 0
0 0 0 0 0 0 Iµ

 . (17)
As µ  ν(),  is congruent to a matrix of the form 0 ⊕ (−Iµ), where 0 ∈
F(q−ρ−µ)×(q−ρ−µ). As I˜n(C1)  (π1, ν1, 0)  ln(),  is congruent to a matrix of
the form 1 ⊕ 2, where 1 ∈ F(p−σ−µ)×(p−σ−µ), 2 ∈ F(σ+µ−ρ)×(σ+µ−ρ) and
In(1) = In(C1). Moreover, for every real positive number ,,2 is congruent to ,2.
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According to Theorem 2, 1 is congruent to a matrix ′1 ∈ F(p−ρ−µ)×(p−ρ−µ) such
that ′1 − C1′1C∗1 > 0. Then, for every real positive number ,,H ′ is (p, q)-block
congruent to
H, := ′1 ⊕ ,2 ⊕
[
0 −Iρ
−Iρ 0
]
⊕ 0 ⊕ (−Iµ).
For notational convenience, suppose that
[A1,2 A1,3] = [C2 C3 C4],
C2 ∈ F (p−σ−µ)×(σ+µ−ρ), C3 ∈ F (p−σ−µ)×(p−σ), C4 ∈ F (p−σ−µ)×σ . It is not hard
to prove that, for every real positive number ,, (17) is block similar to
[
A, B,
] =

C1 ,C2 ,C3 ,C4 ,B1 0 ,B2 00 0 0 Iσ 0 Iσ 0 0
0 0 0 0 0 0 0 Iµ

 .
Let H,,1,1 be the principal submatrix of H, lying in the first p rows and columns.
Then
K, := H,,1,1 − [A, B,]H,
[
A∗,
B∗,
]
has the form
K, = ((′1 − C1′1C∗1 )⊕ 2Iσ ⊕ Iµ)+D,,
where D, → 0. as , → 0. As (′1 − C1′1C∗1 )⊕ 2Iσ ⊕ Iµ > 0, it follows from the
continuity of the eigenvalues that, for sufficiently small values of ,, K, > 0. As
[A B], [A, B,] are block similar and H ′, H, are (p, q)-block congruent, it is
easy to complete the proof. 
Corollary 13. Let A ∈ Fp×p, B ∈ Fp×q . Let π, ν, δ be nonnegative integers such
that π + ν + δ = p + q. The following are equivalent:
(a13) There exists a Hermitian matrix of the form (5) such that (6) is satisfied and
In(H) = π, ν, δ.
(b13) I˜n(A,B)  (π, ν, 0) and p  π + ν.
Proof. (a13) implies (b13). Let (π1, ν1, δ1) := In(H1,1). From the interlacing inequal-
ities for the eigenvalues of Hermitian matrices, π1  π and ν1  ν. It follows from
Theorem 12 that I˜n(A,B)  (π1, ν1, 0)  (π, ν, 0) and p  π1 + ν  π + ν.
(b13) implies (a13). Let (π0, ν0, 0) := I˜n(A,B). Let
π1 := max{π0, p − ν},
ν1 := max{ν0, p − rankB − π1, ν − q},
δ1 := p − π1 − ν1,
ρ := max{0, π + ν − π1 − ν1 − q, δ1 − δ}.
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Clearly π1, ν1, ρ  0. As [A B] is block similar to a matrix of the form (9), we
have
p  d + rankB = π0 + ν0 + rankB.
Then
π1 + ν1 = max{p − rankB,p − ν + ν0, π0 + ν − q}. (18)
Then
δ1 = p − π1 − ν1 = min{rankB, ν − ν0, p + q − π0 − ν}  0.
As
π + ν − π1 − ν1 − q  p − π1 − ν1 = δ1,
we deduce that ρ  δ1. As (π1, ν1, δ1 − ρ)  (0, 0, 0) and π1 + ν1 + δ1 − ρ =
p − ρ, there exists a Hermitian matrix  ∈ F(p−ρ)×(p−ρ) such that
In() = (π1, ν1, δ1 − ρ).
From (b13) it follows that
π − π1  0. (19)
From ν1  ν − q, it follows that
π − π1  π + ν − π1 − ν1 − q. (20)
As p = π1 + ν1 + δ1 and p + q = π + ν + δ, we deduce that
π − π1 = π + ν1 + δ1 − p  π + ν − q + δ1 − p = δ1 − δ. (21)
From (19)–(21),
π − π1 − ρ  0. (22)
From (b13), ν  ν0. Moreover
ν  p − rankB − p + ν  p − rankB − π1.
Then, from the definition of ν1,
ν  ν1. (23)
We also have
νν + (π + ν − p − q)  π + ν − π1 − q
= ν1 + (π + ν − π1 − ν1 − q) (24)
and
ν  ν − δ  p − π1 − δ = ν1 + δ1 − δ. (25)
From (23)–(25),
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ν − ν1 − ρ  0. (26)
From the definition of ρ,
δ − δ1 + ρ  0. (27)
It is easy to see that
q − ρ = (π − π1 − ρ)+ (ν − ν1 − ρ)+ (δ − δ1 − ρ).
Bearing in mind (22), (26), (27), there exists a Hermitian matrix  ∈ F(q−ρ)×(q−ρ)
such that
In() = (π − π1 − ρ, ν − ν1 − ρ, δ − δ1 − ρ).
Denote the matrix (14) byH ′. PartitionH ′ as in (8). Note that In(H ′1,1) = (π1, ν1, δ1),
In(H ′) = (π, ν, δ)andρ(H ′1,1, H ′1,2) = ρ. It follows immediately from the definitions
of π1, ν1 and from (b13) that (i12) is satisfied. From (18) and the definition of π1,
p  π1 + rankB + ν1 and p  π1 + ν.
Therefore (ii12) is satisfied. It follows from Theorem 12 that (a13) is satisfied. 
Corollary 14. Let A ∈ Fp×p, B ∈ Fp×q . The following are equivalent:
(a14) There exists a Hermitian matrix of the form (5) such that (6) is satisfied.
(b14) δ˜(A, B) = 0.
Proof. Follows trivially from Corollary 13. 
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