Motivation. Current approaches to RNA structure prediction range from physics-based methods, which rely on thousands of experimentally-measured thermodynamic parameters, to machinelearning (ML) techniques. While the methods for parameter estimation are successfully shifting toward ML-based approaches, the model parameterizations so far remained fairly constant and all models to date have relatively few parameters. We propose a move to much richer parameterizations.
Contribution. We study the potential contribution of increasing the amount of information utilized by folding prediction models to the improvement of their prediction quality. This is achieved by proposing novel models, which refine previous ones by examining more types of structural elements, and larger sequential contexts for these elements. We argue that with suitable learning techniques, not being tied to features whose weights could be determined experimentally, and having a large enough set of examples, one could define much richer feature representations than was previously explored, while still allowing efficient inference. Our proposed fine-grained models are made practical thanks to the availability of large training sets, advances in machine-learning, and recent accelerations to RNA folding algorithms.
Results. In order to test our assumption, we conducted a set of experiments that asses the prediction quality of the proposed models. These experiments reproduce the settings that were applied in recent thorough work that compared prediction qualities of several state-of-the-art RNA folding prediction algorithms. We show that the application of more detailed models indeed improves prediction quality, while the corresponding running time of the folding algorithm remains fast. An additional important outcome of this experiment is a new RNA folding prediction model (coupled with a freely available implementation), which results in a significantly higher prediction quality than that of previous models. This final model has about 70,000 free parameters, several orders of magnitude more than previous models. Being trained and tested over the same comprehensive data sets, our model achieves a score of 84% according to the F1-measure over correctly-predicted base-pairs (i.e. 16% error rate),
Introduction
Within the last few years, non-coding RNAs have been recognized as a highly abundant class of RNAs. These RNA molecules do not code for proteins, but nevertheless are functional in many biological processes, including localization, replication, translation, degradation, regulation and stabilization of biological macromolecules [1, 2, 3] . It is generally known that much of RNAs functionalities depend on its structural features [3, 4, 5, 6] . Unfortunately, although massive amounts of sequence data are continuously generated, the number of known RNA structures is still limited, since experimental methods such as NMR and Crystallography require expertise and long experimental time. Therefore, computational methods for predicting RNA structures are of significant value [7, 8, 9] . This work deals with improving the quality of computational RNA structure prediction.
RNA is typically produced as a single stranded molecule, composed as a sequence of bases of four types, denoted by the letters A, C, G, and U . Every base can form a hydrogen bond with at most one other base, where bases of type C typically pair with bases of type G, A typically pairs with U , and another weaker pairing can occur between G and U . The set of formed base-pairs is called the secondary structure, or the folding of the RNA sequence (see Fig. 1 ), as opposed to the tertiary structure which is the actual three dimensional molecule structure. Paired bases almost always occur in a nested fashion in RNA foldings. A folding which sustains this property is called a pseudoknot-free folding. In the rest of this work we will consider only pseudoknot-free foldings.
RNA structure prediction (henceforth RNA folding) is usually formulated as an optimization problem, where a score is defined for every possible folding of the given RNA sequence, and the predicted folding is one that maximizes this score. While finding a folding which maximizes the score under an arbitrary scoring function is intractable due to the magnitude of the search space, specific classes of scoring functions allow for an efficient solution using dynamic programming [10] . Thus, in the standard scoring approach, the score assigned to a folding is composed as the sum of scores of local structural elements, where the set of local elements are chosen to allow efficient dynamic programming inference.
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Several scoring models were introduced over the past three decades, where these models mainly differ in the types of structural elements they examine (the feature-set ), and the scores they assign to them. A simple example of such a model is the one of Nussinov and Jacobson [10] , which defines a single feature
