We present computational approaches for optimizing beam angles and fluence maps in Intensity Modulated Radiation Therapy (IMRT) planning. We assume that the number of angles to be used for the treatment is given by the treatment planner. A mixed integer programming (MIP) model and a linear programming (LP) model are used to find an optimal set of beam angles and their corresponding fluence maps. The MIP model is solved using the branch-and-bound method while the LP model is solved using the interior point method. In order to reduce the computational burden for solving the optimization models, we introduce iterative beam angle elimination algorithms in which an insignificant beam angle is eliminated in each iteration. Other techniques are also explored including feasible set reduction for LP and data reduction. Experiments are made to show the computational advantage of the iterative methods for optimizing angles using real patient cases.
Introduction
Cancer is the second leading cause of death in the United States [2] , but it can be treated if it is diagnosed in its early stages. Several options are available for treatment: surgery, radiation therapy, chemotherapy, hormone therapy, or a combination of such methods. Thanks to significant advances in radiation treatment techniques, radiation therapy has become a popular non-invasive option by itself and in combination with other methods. Developing a safe radiation therapy plan is not an easy task because tumors are typically surrounded by healthy organs. Even for a highly skilled expert, developing a good treatment plan can be an enormous challenge. One of the major difficulties in treatment planning is due to the presence of organs-at-risk (OARs), see Figure 1 . An OAR is a healthy organ located close to the planning target volume (PTV or target). The dose of radiation must be constrained to avoid OARs because an overdose may lead to medical complications. Conventionally, external-beam radiation treatments are delivered using a linear accelerator (LINAC) with a multi-leaf collimator (MLC or a beam shaper) housed in the head of the treatment unit (see Figure 2 (a) and (b)). This device can rotate 360 degrees in one direction and make several stops to radiate x-ray beams. Various two-dimensional beam shapes can be constructed using a computer controlled MLC to conform the radiation beam to the shape of the tumor from any given angle. It is possible to determine the optimal amount of radiation for a fixed set of angles (beam angles or beam orientations) such that the final treatment plan can deliver a lethal dose of radiation to the target with minimum radiation exposure to the healthy organs. There are many different optimization models and methods for optimizing beam intensities in the literature. The most prominent distinction is between dose based and biological objective functions. The former usually minimizes deviations between desired and actual dose distributions whereas the latter model the radio-biological response of tissue and attempt to optimize the probability of successful treatment. For a survey see [39] .
An advanced treatment planning approach, known as Intensity Modulated Radiation Therapy (IMRT), allows significant flexibility in delivering radiation from each beam angle [42] . IMRT was introduced as the state-of-the-art three-dimensional conformal radiation treatment (3DCRT) in the 1990s.
In the last decade, techniques of IMRT have received significant attention among the medical community [11-13, 17, 18, 20, 23, 26-28] . In IMRT, an open radiation field is fractionated into hundreds of subfields called beamlets (or pencil beams; see Figure 2 (c)). Each beamlet is assigned its own intensity called a beamlet weight. A matrix of beamlet weights from each beam orientation is often referred to as a fluence map. Obtaining an optimum setting of thousands of beamlet weights is nearly impossible if done manually, and therefore, specialized computer-aided optimization methods are often used. Typically, the IMRT treatment plan is obtained by solving three sequential optimization problems:
beam angle optimization (BAO), fluence map optimization (FMO), and beam segmentation (BS) [20] . In this paper, we present iterative solution methods from the BAO and the FMO problems in IMRT planning. We consider inverse treatment planning with a dose-based objective function. The BAO problem is to determine the positions of the gantry of a LINAC for which radiation is delivered [3, 4, [6] [7] [8] [9] [10] . We only consider coplanar beams for three-dimensional treatment planning in this paper.
Optimum beam orientations depend on a combination of factors such as anatomy, radiation tolerance, and the target's prescribed dose. Some theoretical considerations of optimizing beam orientations are discussed in [4, 41] . In many cited cases, the objective is to find a minimum number of beams that satisfy the treatment goals. However, we assume that the treatment planner knows how many beam angles will be used a priori. A number of researchers have reported different techniques for optimizing the beam orientations of an IMRT plan [7, 9, 15, 16, 21, 22, 24, 29-34, 36, 37, 40, 41] . Some of the proposed objective functions for beam orientations are nonlinear and non-convex [4, 15, 41] . It is well known that such functions may have numerous local optimal solutions, which adds to the difficulty of obtaining a good solution. Therefore, choosing a proper solution method becomes critical in order to obtain a good solution.
One can perform the FMO on each of a large number of possible combinations of beam angles as a global search method. Stein et al. [41] apply an exhaustive search technique using a quadratic function for finding beam orientations. However, this involves a substantial amount of time to compare optimal dose distributions for all combinations and the problem becomes a large-scale combinatorial problem.
Therefore, a BAO system based on an exhaustive search is considered to be too slow for a clinical setting.
As an alternative approach, guided random search techniques based on heuristic approaches such as simulated annealing [4, 6, 7, 33, 41] and genetic algorithms [3, 15, 25, 38] have been proposed. Simulated annealing is easy and flexible, but requires a large amount of computation time to obtain a good feasible solution. Genetic algorithms may not even converge to a good feasible solution unless sufficient randomness is given in the crossover and population selection.
Many other clever heuristics use a priori information about predetermined candidate beam angles to reduce the search space [7, 33, 35] . One of the most common approaches is a scoring method where scores are assigned to beam angles based on geometric and dosimetric information [7, 33] . Although scoring techniques can help reduce the computation time, such approximate schemes have the drawback that the inter-relationship between beam angles is ignored by calculating dosimetric parameters from a single incident beam angle plan. Therefore, the resulting solutions are likely to deviate from the global optimal solution. We explore an alternative approach to the scoring technique to optimize beam angles and the fluence maps in this paper.
The remainder of this paper is organized as follows. First, we introduce a mixed integer programming (MIP) formulation for finding the optimal set of beam angles and the corresponding fluence maps simultaneously in the next section. In Section 3, iterative solution methods are introduced to reduce the time needed to solve the MIP model. In Section 4, experiments using real patient cases demonstrate the computational advantage of the iterative methods for optimizing angles. Finally, we conclude this paper with a summary and our future work in Section 5.
Optimization Model Formulation
Our goal is to find an optimal set of beam angles and their corresponding beamlet weights. First, we describe a linear programming (LP) model that optimizes the beamlet weights. We assume that a set of beam angles are given as an input parameter. Therefore, our LP model only decides the optimal amount of radiation that each beamlet will deliver when the gantry is positioned at a given angle. This LP is easily extended to a standard mixed integer programming (MIP) model to find an optimal set of beam angles, which is our second optimization model. In MIP, we assume that there are a finite number of candidate beam angles and the maximum number of beam angles for the treatment is given by the treatment planner.
We first define the input parameters as shown in Table 2 .1. The following notations are self explanatory and are used throughout the paper. , ,
A cold spot is defined as a portion of an organ which receives a dose that is below its desired radiation dose level. A hot spot is a portion of an organ that receives a higher dose than its desired upper bound. Note that we use and to control cold spots and hot spots, respectively. The difference between and indicates how uniform the solution is. Ideally, we wish to achieve a treatment plan that has a zero gap. But in reality, achieving a zero gap is nearly impossible. Therefore, often a small gap is allowed in treatment planning.
Suppose that there are k organs-at-risk, denotes the voxels in the OARs as a collection of k
Each voxel is identified by a three dimensional coordinate ( , , )
x y z . The dose contribution is calculated via a Monte Carlo technique that simulates the track of a large number of individual radiation particles. The full aperture is divided into rectangular subfields arranged in a n m × pattern, where m is the number of leaves and n represents the precision of an MLC, i.e. the number of stops of a leaf. Each beamlet is identified by the index pair ( ) 
.
Based on this dose calculation, we impose upper and lower bounds on the target to avoid an undesirable dose distribution on the PTV, i.e., Most of the optimization models in the literature belong to a family of constrained optimization models such that an objective function is optimized while meeting these dose requirements.
. One common concern in IMRT planning is the presence of "Streaking". Streaking is a ray or rays of pencil beams that deliver an unusually high dose of radiation on the normal structure (See Figure 3) , which is undesirable. There are different approaches to this problem either in the modeling stage or in the computational algorithm. We remedy streaking by imposing a strict upper bound on normal tissue that is not close to the tumor. First, voxels on normal tissues are divided into two sets: one of which is in PTV δ 
where is an upper bound on (details about how to choose an appropriate value are discussed in Section 3). The objective function of the LP has three terms corresponding to the PTV, the OARs, and the normal tissue, and is written as follows:
The notation ( ) represents
and are the vectors of ones, i.e. ,
respectively. The first two terms are based on the -norm that penalizes maximum violations for both hot spots and cold spots on the PTV. The third and the fourth terms penalize the average integral dose violation on OARs and normal structure, respectively. These penalty terms as well as the weights of each objective can be altered by the treatment planner. 
Beam Angle Optimization Model
Note that model (2.4) optimizes both the angles and the beamlet weights. Therefore, we consider (2.4) as a general formulation for solving the BAO and the FMO problems simultaneously.
Our model follows a standard linear optimization formulation. However, the real challenge lies in solving such problems because the input data (organ geometry and dose matrix) are often too large to handle. Storing the input data with a reasonable resolution in a clinical setting can easily take 5 to 10 GB of computer storage space. Due to the large amount of input data, solving the optimization models within a few hours becomes a serious challenge. We now discuss techniques that help to reduce the solution time for solving both models.
Iterative Solution Methods for Reducing Solution Time
Our primary focus in this section is to develop a few techniques that can help to drastically reduce the time to solve the MIP model (2.4). In general, there are more binary variables in the MIP, it takes longer to converge. Using this fact, we propose two new heuristic methods to reduce the number of candidate angles when solving the MIP. These heuristics are based on the MIP. We also explore some existing techniques in the literature to reduce the solution time [11, 12, [26] [27] [28] . First, we introduce iterative approaches that sequentially eliminate a subset of beam angles. Second, a method is presented to reduce the LP solution space by tightening bounds of beamlet weights.
Iterative Beam Angle Elimination (IBAE)
One of the obvious methods for solving the MIP model is the branch-and-bound (B&B) technique.
Although such a method guarantees global optimality, solving the full MIP using B&B is not practically useful in the clinic due to its slow convergence. The LP model has many variables as well as many constraints. Therefore, it takes some time just to solve the LP problem. Now a feasible binary solution must meet the fourth constraint in (2.4). For example, if we want to choose 6 angles out of 36 candidate beam angles, there are combinations. Assuming that solving the LP (2.2) takes 2 minutes, solving the MIP model (2.4) may take 2706 days in the worst case. 36 6 1,947, 792 C ≅ The basic idea of our approach is to reduce the number of combinations in the beam angle optimization. We introduce an approach that takes two phases to determine a solution. The first phase is to find a promising set of beam angles by eliminating one insignificant angle per iteration. Here, insignificant beam angles are defined as beam angles that make relatively less contribution or no contribution to a better treatment plan compared to other beam angles. The second phase is to solve the model (2.4) using the reduced feasible set of binary variables obtained from the first phase. Since the second phase is trivial to understand, we will only explain two different implementations of the first phase.
A MIP Approach (IBAE -MIP)
Our first strategy is to eliminate one angle per iteration by repeatedly solving the MIP model (2.4) with decreasing values of η . We start with 1, A η = − identify an insignificant angle that is eliminated to define a new candidate set , reduce 
Therefore, IBAE-MIP is substantially faster than solving for the full MIP that chooses 6 angles out of 36.
Note that IBAE-MIP eliminates one angle at each iteration and does not necessarily produce globally optimal solutions.
An LP Approach (IBAE -LP)
We introduce another beam selection criterion in this second implementation of the iterative approach. First, the LP model (2.2) is solved. Scores are calculated based on the dosimetric information from the optimal LP solution at the end of each iteration. We calculate the following basic measures. The quantity is the total amount of radiation that can be delivered to the tumor volume when one unit of delivery time is used for a given beam angle a at iteration i. , , and are the projected total amount of radiation received by the PTV, the OAR, and the normal tissues from an angle a at the i
th iteration, respectively: 
, a n d ( ) 
The first term can be viewed as an impact score and the next two terms with weighting factors can be considered as an avoidance score.
( ) a i Score , is desired to be as large as possible. An angle that has the lowest score is eliminated from the model (2.2). Therefore, there will be one less angle to consider in the model for the next iteration. This process continues until The probability of getting a better solution for this iterative solution approach will be increased when there are more candidate angles in the optimization model (2.4). But if α is large, selecting η angles using the MIP model may still take long time in the second phase. This criterion applies to both IBAE-MIP and IBAE-LP.
Reducing the Feasible Region by Tightening Bounds on Beamlet Weights
The formulation (2.2) requires an upper bound M on the beamlet weight w 
T x y z a l p x y z T x y z a l p a l p x y z T
U d d M ∈ ∈ ⎧ > ⎪ = ⎨ ⎪ ⎩ (3.9)
Numerical Experiments

Test Problem Setup
We test our methods on two data sets: prostate cancer and a pancreas tumor. The prostate cancer data contains two main organs of interest: prostate and rectum (see Figure 1) . Using 4mm precision of grids, the tumor region has 5246 voxels, the rectum has 1936 voxels, and the remaining healthy tissues Typically, the values of weighting factors are selected based on the planner's preference. In a trial-and-error approach, such values can be modified if the planner is not satisfied with the resulting solution. In our experiment, we assign a higher weight on the OAR than that of the PTV. This is because hard constraints are imposed on the PTV to meet the uniformity requirement. The optimization model will be solved to determine six significant angles for the prostate case and four angles for the pancreatic case along with their corresponding beamlet weights . Due to the massive amount of data in the case studies, we use the technique discussed in [29] to reduce the data points. This technique reduced the data size by up to 80% primarily on the normal tissue.
However, all PTV and OAR voxels are included in the optimization model for the prostate case. One could sample data points on an OAR if it contains too many voxels such as the liver that is near the pancreas tumor. In our case study, a preprocessing step is performed to eliminate those voxels in which it is not possible to receive a positive amount of radiation, i.e., This voxel elimination can substantially reduce the solution time without compromising the quality of a treatment plan. Note that if the value of ε is too large, it will corrupt the accuracy of the solution. In our study, ε is set to 10 -6
. Furthermore, the upper bound of each beamlet weight is calculated by (3.9) to expedite the solution process.
All computations in this section were performed on a Pentium 4, 3.6 GHz PC running Linux.
Optimization problems were modeled using GAMS (General Algebraic Modeling System) [45] modeling language. CPLEX 10.0 [19] was used to solve the LP model and the MIP model. The choice of LP solver can be crucial in reducing the solution time. We tried primal simplex, dual simplex, and interior point method. Both dual simplex and interior point method perform better than the primal simplex method. In our experiments, the interior point method slightly outperformed the dual simplex method. We would like to note that different CPLEX pricing schemes for the simplex methods may vary the solution speed. But we have not tried enough experiments to present in this paper. Therefore, we used the barrier method for solving the LP model and the branch-and-bound method [43] for solving the MIP model. The MIP solver is set to terminate when the dual gap falls below 3%.
Solution Quality and Performance Measure
In general, the solution quality of a treatment plan must meet at least three basic requirements to be practically useful: conformity, uniformity, and homogeneity [11, 12] . Researchers proposed several different methods to measure the quality of a treatment plan and include tumor control probability (TCP), normal tissue complication probabilities (NTCP), dose-volume histogram (DVH), and dose distribution (dose plot) [1] . In this paper, we will use DVH and three-dimensional radiation dose distribution to compare treatment quality and solution time to compare computational performance of each method. 
Results
Three sets of experiments are designed to compare computational performance among different strategies for optimizing beam angles and their fluence maps as shown in Table 4 The IBAE-MIP solution missed two angles compared to the global solution while it took about 3.6
times longer than the IBAE-LP to converge. Figure 9 shows a trend of the ratio in IBAE-MIP over five iterations. Since has the highest value and the number of angles is within At first, the DVH lines of the two heuristics appear to be better than that of the full MIP on the left side of the vertical line at relative dose 0.3. But this can happen because the optimization model does not penalize any voxels that receive less 30% of the prescribed radiation dose. Therefore, mathematically, there is no difference among these methods on that region. However, there is a difference in hot spots as can be seen in Table 4 .2. The objective value of the full MIP is smaller than those of the two heuristic methods. In general, adding more candidate angles will improve the solution quality. However, this logic may not apply to our iterative methods. The performance of the iterative methods was superb when they were applied to the pancreas tumor data. Table 4 Finally, we show the computation time for different angle configurations for both the prostate and the pancreas data sets in Table 4 .4. Figure 13 shows the trend of computation time as the candidate angles increases. The MIP model solved all three cases of the pancreas data within 14 hours. But the model failed to solve the prostate data within 10 days for both 24 and 36 candidate angle cases. We note that the dual gap for the 36 angle case showed 64% when the branch-and-bound algorithm was manually terminated at the 10 th day. Optimal fluence maps are byproducts of optimizing the angles when IBAE-MIP and IBAE-LP are used. Therefore, no extra effort is necessary to get the optimal fluence. Figure 14 shows the DVH plots of the final solution obtained from IBAE-MIP and IBAE-LP whose optimal angles are discussed in Table   4 .3. First of all, the tumor region receives a relative dose ranging from 95% to 105% of the prescribed dose. The entire spinal cord, which is a serial organ, is well protected by receiving less than 24% of the target prescribed dose level. On the other hand, more than 99% of the liver, a parallel organ, receives less than 30% of the target prescribed dose level. 
Conclusion and Future Work
We Computational experiments are made to compare, among three different approaches, the solution time and the treatment quality using two case examples: prostate tumor and pancreas tumor. First, the MIP model was solved using the branch-and-bound method and the results were used to benchmark the solution quality of the other methods discussed. The iterative LP approach seems to perform very well in both tumor cases in the different angle configurations we tried. In fact, the solution quality of the iterative methods was close to the global optimal solutions for both tumor cases. We also made significant progress in reducing the solution time. The iterative LP was able to solve all six problem instances within 1 ½ hours.
A few improvements are required for our optimization model to be practically useful. First, further investigation is needed to design robust stopping criteria for the iterative beam angle elimination algorithms. Second, more experiments are needed to fine-tune our solution techniques. Third, more robust score functions can also help correctly evaluate optimal beam angles when the iterative angle elimination algorithms are used. Finally, both of the iterative algorithms can be used as starting solution generation methods for other optimization approaches. These items comprise the list of our future work.
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