Nearly half a century after Lakoff 's controversial publication Language and a Woman 's Place (1975), the verdict is still out as to the exact relationship (if any) between language and gender (cf. Baker 2014: 3, Cameron 2005. Th e proposed theories addressing the similarities and diff erences between male and female speech often focus on social and cultural infl uences that may cause a man or woman to act or speak in a certain way; for example, use more adjectives or a broader variety of adjectives. Moreover, they often use as their source materials anecdotes and personal data. As a result, the studies, and the papers they produce, are often infl uenced by researcher intuition (Baker 2014; Schmid 2003). Only within the last fi fteen to twenty years has it really been possible to analyze large collections of spoken data to test this intuition. Nevertheless, even with the advent of computer-assisted data analysis, the results are ambiguous. Th e aim of our study is to analyze male and female use of adjectives in the Michigan Corpus of Academic Spoken English (MICASE). We compare the use of select basic adjectives (good, bad, big, small, pretty, ugly, important, and diff erent) and their near synonyms in an attempt to support or call into question intuition-based claims that certain adjectives are more 'feminine' or 'masculine', or that women use more and a greater variety of adjectives than men. Th is paper hopes to contribute to the ongoing discussion regarding gender diff erences and language.
Introduction
As Baker (2014: 3), Cameron (2005) and others have mentioned, scholars are divided when it comes to determining the infl uence gender has on language use. Th eories addressing the similarities and diff erences between male and female speech often focus on social and cultural infl uences that may cause a man or woman to actor speak in a certain way; for example, claims that women use more ad-jectives or a broader variety of adjectives than men do. As a result, these studies are often infl uenced by researcher intuition. Only within the last fi fteen to twenty years has it really been possible to analyze large collections of spoken data to test this intuition (Baker 2014; Schmid 2003) . Nevertheless, even with the advent of computer-assisted data analysis, the results are ambiguous. Th e aim of our study is to analyze male and female use of adjectives in the Michigan Corpus of Academic Spoken English (MICASE) against some of the prevailing theories.
Th ere are a variety of perspectives when it comes to understanding sex and gender. Most simply, gender is as "the social elaboration of biological sex. Gender builds on biological sex, it exaggerates biological diff erence" (Eckert and McConnell-Ginet 2002: 8) . Queen (2013: 368) defi nes gender as a social category which manifests itself in interactions and is contingent on complex factors such as institutions, social values or cultural rules. Schilling-Estes and Wolfram (1998: 185) see gender as functioning in a way similar to social class as both constitute social determinants. Tannen (1990) views diff erent genders as diff erent cultural groups with diff erent communication styles. Th e term sex, on the other hand, typically refers to biological aspects and anatomical features of the human body. However, in the literature, these terms are often used interchangeably to simplify communication (cf. Paoletti 2012: 2) .
Th e process of developing one's own way of behaving is complex. According to Wardhaugh (2006; Chambers and Schilling-Estes 2013) , men and women do not develop their communicative habits based on their linguistic competence alone. Th e author claims that male and female performance may depend on their occupation or social position. Gender identity is also shaped through interaction and participation in various communities. Moreover, as Wardhaugh (2006) points out expectations regarding male and female behavior changes with each generation and depends on race, ethnicity, social class, and religion. For these reasons, gender should be studied in each generation anew.
Th us, while the starting point is biological, theories addressing the similarities and diff erences between male and female speech often focus on social and cultural factors that may cause a man or woman to actor speak in a certain way. Th is is not to say that the scientifi c community has reached a consensus as to whether or not these diff erences exist. Among those who argue for gender diff erences in language are Lakoff (1973; 1975) and Tannen (1990) . Opponents of this dichotomy include Cameron (2005; 2008) , MacGeorge et al. (2004) and Hyde (2005) . Others are hesitant to take a fi rm stand either way, but suggest caution, arguing, among other things, that culture and other social infl uences also have an impact on speech, and that infl uence may be stronger than gender (e.g. Baker 2014; Gu 2013) .
One of the frequently mentioned areas in which men and women are supposed to diff er is in their choice and use of adjectives. Women are said to use a greater variety of adjectives with more frequency; moreover, certain adjectives are said to belong primarily to the female domain. According to Lakoff (1973) , women are more frequent users of adjectives such as fantastic, lovely, sweet, cute, precious, awful, pretty, nice, charming, wonderful, dreamy, adorable , and divine. Men, on the other hand, are said to prefer basic adjectives, such as good or bad.
Th e organization of our paper proceeds as follows. In Section 2, we present some of the issues and theories of the connection -or lack thereof -between gender and language use and describe some of the research that has been conducted to date. In Section 3, we explain our research methodology as well as our reasons for choosing the MICASE corpus. In Section 4, we present the results of our analyses in a series of tables followed by discussion. In the conclusion, Section 5, we discuss the implications of this study and possible future research.
Language use and gender
Th is section looks at a variety of approaches to studies in gender and language from both a theoretical and practical perspective. Section 2.1 presents diff erent understandings of gendered language -including whether or not such a feature of language exists. Section 2.2 describes some of the studies that have been carried out to test these theories.
Proposed reasons for diff erences in male/female speech patterns
Several theories have been proposed to explain possible diff erences between male and female speech. Although Vandergriff (1984) claims that interest in this subject can be traced back to 1582 and Haas (1979) cites studies from 1922, it is commonly accepted that the intersection between language and gender became an object of study in sociolinguistics in the mid-1970s. Robin Lakoff 's Language and a Woman's Place, published in 1975, which was an extension of her 1973 article of the same title, is said to have not only introduced the concept of studying gender within linguistics but also within other disciplines as well (Bucholtz 2004: 3) . She emphasizes the social signifi cance of gender and distinguishes between features of male and female speech patterns, and the ideas discussed in that seminal work continue to inspire sociolinguistic research, including this study.
Th e dominance approach
For Lakoff (1973; Lakoff 1975) , the language men and women use represent power and social codes; hence, her approach is now referred to as the 'dominance' approach to language and gender (cf. Baker 2014) . Accordingly, the diff erences between female and male language use are seen as emerging from hierarchical organization and inequality of society, in which women tend to be subordinate to men. As she explains, this view of language and gender was a product of the spirit of the equal rights movement, during which language began to be analyzed in terms of social identities (Lakoff and Bucholtz 2004) . Th is perspective still infl uences re-search and has been continued by organizations such as the International Gender and Language Association (IGALA) and the Berkeley Women and Language Group (BWLG), which were founded in the 1990s (Queen 2013: 370-371) . Th e former focuses on the correlation between language and gender, while the latter focuses on the interdisciplinarity of gender studies and language. Th is phenomenon goes beyond linguistics and can be found in a variety of other disciplines, e.g. psychology, philosophy, literature, history, religious studies, politics, cultural and media studies, or even in law and management (Bucholtz 2004: 3) .
Diff erences in female language observed by Lakoff (1973) include a greater variety of adjectives, preference for words such as cute and lovely, preference for euphemisms over taboo language, more frequent use of hedges and polite language.
Th e gender diff erences model
A student of Lakoff , Deborah Tannen (1990) calls for a shift in focus from a power dominance model to a 'gender diff erences' model. Tannen (18) argues that '[t]he eff ect of dominance is not always the result of an intention to dominate.' Instead, these linguistic behaviors that appear domineering may result from a diff erence in styles of communication and interaction learned during childhood.
Even if they grow up in the same neighborhood, on the same block, or in the same house, girls and boys grow up in diff erent worlds of words. Others talk to them diff erently and expect and accept diff erent ways of talking from them. Most important, children learn how to talk, how to have conversations, not only from their parents but from their peers. (43) Specifi cally, boys' relationships focus on hierarchical structures. Status is gained and lost based on one's (in)ability to give orders, tell jokes, and win at the games they play. Conversely, girls' play usually occurs in smaller groups, perhaps with a best friend. Closeness and feeling accepted are prioritized and most girl games, as identifi ed by Tannen (e.g. jump rope or playing house) do not have winners. As a result, she claims: 'If adults learn their ways of speaking as children growing up in separate social worlds of peers, then conversation between women and men is cross-cultural communication ' (47) . Hence, in her work she applies theories and observations from inter-cultural studies.
Th is seems to coincide with ideas put forth in the 'prestige-based' theory of gender diff erences. Schilling-Estes and Wolfram (1998: 188-192 ) describe this approach as explaining language diff erences by an assumption that women, more than men, use language to maintain or gain social prestige. In part, this is said to be due to the diff erent roles men and women fi ll in society. However, Schilling-Estes and Wolfram express doubt regarding this theory. Not only do they cite disparate research, but they also chart other variables that aff ect the diff erences in 'presti-gious' linguistic choices, such as class and profession. For example, male blue-collar workers power was achieved rather through the use of vernacular forms as they gained success through physical work rather than through negotiating Holmes (1997) claims that women may be linguistically more fl exible than men due to the desire for prestige.
Another explanation is a desire to appear masculine or feminine. According to Wolfram and Schilling-Estes (1998: 187, 189) , men tend to use more sub-standard vocabulary as it makes them masculine. Women who express this trait may be considered less feminine. Consequently, social expectations greatly aff ect the linguistic patterns used by both sexes. It is worth indicating that the way of speaking refl ects social identity and there are strict rules regarding gender language. Cameron (2005) distinguishes between two main approaches to linguistic gender: a modern feminist approach and a postmodern feminist approach. According to the former, gender is built on the basis of biological sex. Th is approach assumes that men and women comprise two diff erent homogeneous categories that each possess gender identities and gender-related linguistic codes of conduct, which are developed during their early stages of life. In view of the modern approach, gender is something that everyone possesses, as opposed to the postmodern approach, which perceives gender as something that people perform (Butler 1990) . From the postmodern point of view, sex is not a natural feature; it is constructed. Consequently, proponents believe that individuals assume male or female characteristics and identity depending on their social environments. For example, Eckert & McConnell-Ginet (2002) cite the claim that men and women tend to be more categorical, success-oriented and sometimes even aggressive as the result of socialization. Th us, they argue, gender is determined by a complex array of social factors, rather than by biological sex alone. Th e process starts from the very beginning when a child is born and gets a name attributed to their sex. Th ere are then introduced to gender expectations created by society, for instance, pink clothing for girls and blue for boys. 1 Despite the fact that both women and men learn certain sex-related behaviors as participants in a gendered society, the postmodern view seems to be lacking because it minimizes the role sex plays in gender identity. For the purposes of this paper, gender is identifi ed on the basis of biological sex, but this does not ignore the infl uences of the socio-cultural environment, expectations, etc.
Post-structuralist paradigm

1
It is worth emphasizing that these social expectations change over time. For example, the above-mentioned use of pink for girls and blue for boys, which now seems natural, is a relatively recent phenomenon (cf. Paoletti 2012).
Th e role of cultural environments and upbringing
Wolfram and Schilling-Estes (1998: 203) point out that socialization is crucial in children's development. During the age when children acquire language skills, girls and boys also learn certain contrasting linguistic patterns. As a result, apart from learning gender-related activities, they also learn gender-specifi c language behavior. Th us, diff erences in language patterns between both sexes are established early on and have a huge impact during social interactions in the later stages of their life.
One explanation for distinct ways of communication may be that children usually acquire their language and code of behavior in single-sex peer groups. Herring and Kapidzic (2015) and Tannen (1990) notice that the social context in which children's play occurs diff ers according to gender. For example, they claim that boys favor larger groups with hierarchical ordering. From a pragmatic point of view, boys' speech seems to be more authoritative, while girls tend to be more agreeable. Tannen (1990) observes that males learn how to combat and gain status through negotiating. Th eir games have rules often established during the process of arguing. Adolescent males are also apt to boast about their achievements and skills. Adolescent girls, on the contrary, prefer smaller groups or pairs. Th eir main goal is to establish a friendship based on intimacy. Th ey do not tend to boast or give direct orders. Th is is replaced by acceptance and making suggestions. Th eir expressions are polite and signal that they want to emphasize with the audience. Tannen emphasizes that these diff erences do not mean that men value close relationships less, simply that they have diff erent ways of developing and maintaining them.
Gender similarities
At the early stages of gender studies, the disparities between women's and men's speech were regarded as biologically conditioned. Wolfram & Schilling-Estes (1998) claim that this view was undermined later when scholars observed that biological sex in and of itself has nothing to do with this dichotomy. At the same time, biological diff erences result in gender-diff erentiated language (Wardhaugh 2006) . In other words, the diff erences are not innate, but because of the sex one is born with, individuals are raised to speak and act according to social conventions. It is debatable whether cross-sex language patterns emerge from the access to political, economic and social power, or from various social roles and the process of socialization. Th is question was also raised by the popular debate called 'diff erence vs. dominance' during the 1980s and 1990s. However, as Cameron (2005: 486) observes, in hindsight, these two positions do not diff er so much as they both treat gender norms, in terms of how men and women speak, as a product of society. Moreover, they also viewed the groups of male and female as 'well defi ned and internally homogeneous' (Cameron 2005: 486) . As recent research has shown (cf. Amir et al. 2012; Baker 2014) , while there are tendencies for male and female language use, there is also great variation within each gender.
Others, such as Cameron (2008) and Hyde (2005) , disagree with Lakoff completely. Hyde (2005) proposes the 'gender similarities hypothesis' and argues that in nearly all aspects, males and females are alike in more ways than they diff er. Cameron (2005) argues that Lakoff 's essay was written many years ago and the way females speak has changed. Moreover, she argues that Lakoff 's assumptions were based on intuition rather than scientifi c evidence. In her book, Cameron (2008) presents opposing views supported by research carried out by Judith Baxter in groups of 14-15-year-old school pupils. In Baxter's study, no dissimilarities in cooperativeness vs. competitiveness between boys and girls were observed. Both female and male speech included cooperative and competitive elements. Since this distinction is the basis for many theories of gender and language, it does indeed call the foundation of these theories into question.
Baker (2014) draws attention to the fact that an expectation of diff erences may bias not only the way the results are described but also the very way in which a study is designed. For example, he highlights the problem of keyword analysis, which by nature extracts diff erences, while ignoring or hiding similarities (2014: 24). He also points out that it is also important to recognize the context in which the data was collected. In particular, he mentions the BNC, in which male language primarily comes from professional settings and female language from domestic settings (2014: 29-30) Gu's (2013) position is more one of caution than outright rejection of either the gender diff erences or gender dominance position. Th e author claims that, besides their gender-based 'sub-cultures', both women and men: (...) still have their national culture, which make them belong to the same nation. Whether males or females, on one side, they form their values and way of behavior within their national culture; on the other side, they have their own values and way of behavior within their subculture. So their behavior, including language behavior must have diff erences and similarities. (2013: 251) Th us, not only are speech patterns infl uenced by gender, but they are also infl uenced by national and ethnic cultures. Hence, it is necessary to use caution when talking about how men and women use language to communicate as this may lead to inaccurate generalizations. In looking at gender and language it is important to control for content and be aware of national and ethnic culture. Moreover, it is also important to look at similarities.
To summarize, although female and male speech styles seem to diff er to some extent, they may also share many similar characteristics. According to Baker (2014) , similarities are often overlooked in gender studies because of a drive to produce diff erences. Moreover, generalizations may be stereotypical and do not appear to apply equally to all women and men. Additionally, attitudes to gender-related speech patterns are changing over time. For these reasons, gender issues should be studied in each generation anew.
Previous studies connecting language and adjective use
Studies in language and gender abound, although, as Baker (2014) and Schmid (2003) observe, much of this research is conducted using small amounts of data focused on qualitative rather than quantitative results. Here we will briefl y present a few studies conducted in the 1970s and after the popularization of the tools of corpus linguistics.
Hass (1976: 621) mentions four studies conducted in the 1970s, i.e., around the time of Lakoff 's seminal publication, that compare adjective use by men and women with diff ering results. Hartman (1976) analyzed interviews with men and women in Maine who had been born around 1900. Her results confi rmed some of Lakoff 's hypotheses; namely, that women use more "feminine" words than men, e.g. , lovely, delightful, wonderful, nice, pretty (12) and that women's language is 'more "evaluative-fl owery," more polite, more tentative, more qualifi ed' (13). Two other studies with younger participants produced similar results: Brandis and Henderson (1970) analyzed the spoken language of 5-year old British children, whereas Entwisle and Garvey (1972) looked at written stories of ninth-graders. Both found that females used more adjectives than their male counterparts. However, not all studies from that time period were in agreement. Kramer's (1974) study of linguistic variation in written descriptions of black and white photographs by college students revealed no gender-based diff erence in the frequency or type of adjectives or -ly adverbs.
Although these studies are interesting, they are all small-scale and dated. Now that we have the option of using corpora, one would expect these questions of gender diff erences, particularly when it comes to the frequency of certain adjectives or -ly adverbs, which can be retrieved from computer programs with relative ease, to have been answered. However, research in this area is still wanting. As an example of this, Baker (2014: 6) notes that he could only fi nd four papers that applied corpus-linguistics methodology out of the 63 published in the journal Gender and Language between 2007 and 2012. Granted, he found other articles that used the word corpus, but the studies turned out to have been conducted manually and were more qualitative than quantitative in nature.
Schmid (2003) undertook one of the fi rst broad, corpus-based analyses of gender diff erences in spoken British English. He analyzed a series of claims made by Lakoff (1975) and others, including hedging, adjectives, and semantic domains. His results seemed to confi rm many of Lakoff 's intuitions. For example, he found that females use more 'women's words', more hedges, and more tag questions than men. Specifi cally, he notes the high frequency of lovely and the diffi culty with pretty, which will be discussed in our analysis. However, as Baker (2014: 29-30 ) observes, these results may have been skewed by the types and locations of conversations recorded for either gender.
Bamman et al. (2014) study Twitter use and notice that many language patterns appear to agree with expectations put forth in the literature; e.g., women use more words related to emotion and men use more words related to technology. However, not all of their data aligned with the stereotypes; e.g., for many of the grammatical markers there was no statistical diff erence. Moreover, they observed other factors that infl uenced language use beyond the binary categories of male/ female.
In their study of adolescent bloggers, Huff aker and Calvert (2005) fi nd girl bloggers to be no more polite or passive than their male counterparts. Moreover, they note that men used more emoticons, i.e. emotional 'language', than their female counterparts, which contradicts what the literature suggests we should fi nd. Th is could be because language is constantly changing, as suggested by Cameron (2005) ; alternatively, this could be because of the intuitive nature of Lakoff 's fi rst publication or the anonymity provided by the internet. Amir et al. (2012) studied posts over the span of a year for four teenage Malaysian bloggers writing in English (two male and two female). One of the areas they looked at was the frequency of so-called 'empty adjectives', including those mentioned by Lakoff (1973) as 'women's words.' Although both male and female bloggers in Amir et al.'s study used these adjectives, they were defi nitely favored by the females.
In analyzing taboo language among adults and children ages one to twelve, Jay and Jay (2013) found that diff erentiation according to gender occurred after the children reached fi ve years of age, that is, after they entered school. For the most part, both boys and men exhibited a greater taboo lexicon which they used more frequently than women. Th e one exception is girls ages 3-4, which produced more taboo language than the boys their age. As a result, Jay and Jay conclude that, from the earliest stages of childhood, girls and boys learn certain speaking patterns through social interactions. Th ey suggest that this begins when a child enters different social environments, such as school, in which they spend time with samesex peers and begin to take on gender norms.
Summary
Although a great number of scholars highlight the diff erences between women's and men's speech patterns, there are studies which call into question the conclusion of diff erentiating between female-male styles of communication. Our study focuses on one area of this discrepancy: the use of adjectives. Lakoff (1973; 1975) , (Brandis and Henderson 1970; Entwisle and Garvey 1972) , Hartman (1976) , Bamman et al. (2014) , Schmid (2003) and Amir et al. (2012) argue that adjective use diff ers between the sexes, whereas Kremer (1974) , and Cameron (2008) claim that it does not, and Bamman et al. (2014)'s study seems to suggest that not all diff erences align with the stereotypes as men may be equally, if not more, expressive than women. Baker (2014) is hesitant to come down strongly in support of either position. Since it cannot be clearly stated which claims about male/female speech patterns are best supported by the data, more corpus-based analysis is needed. Th e paper presents the results of a study carried out with the use of the Michigan Corpus of Academic Spoken English (MICASE). Section 3 describes the method we employed and is followed by our analyses.
Method
What can be concluded from the research described above is that it has produced confl icting results. One of the reasons for this is that the scholars were sometimes extrapolating from experience or using their intuition rather than linguistic data. Th is is in part due to the fact that only relatively recently have we developed the tools to collect and analyze large bodies of language. Even with having these tools, it is often easier to access, and hence analyze works of fi ction than real, impromptu conversations. While such analysis tells us how writers believe we speak, and of course, must be convincing or the show will lack an audience, it is still based on perception as opposed to real language in use. Another problem that has been revealed is that real language data may have been gathered from diff erent contexts, thereby eliciting diff erent types of language. According to Baker (2014: 29) , this is one of the problems with using the spoken BNC to analyze gendered language: data for male speech was largely gathered in the workplace, whereas data for female speech was largely gathered in the home or domestic settings. Hence, Schmid (2003)'s conclusions that women use more words describing the home and domestic activities than men may be the result of context rather than gender.
Of the many questions that could be asked, this paper focuses on one that keeps reappearing in the literature: do women tend to use more and a wider variety of adjectives than men? Do they really prefer pretty and cute and lovely over their male counterparts? If we are to answer these questions, we not only need real language data that has been tagged according to gender, but we also need language that is produced in the same context, so as to rule out other variables. While there are currently many online-corpora available for linguistic analysis, few distinguish between the sex of the speakers. For this reason, the Michigan Corpus of Academic Spoken English (MICASE) was used. It enables us to select for gender (male/female) and focus solely on English used in one context: the American university.
MICASE Corpus
Th e Michigan Corpus of Academic Spoken English (MICASE) (Simpson et al. 2002 ) is a collection of transcripts of academic speech events collected by the English Language Institute at the University of Michigan in Ann Arbor from 1997 to 2002. 2 It includes 152 transcripts totaling approximately 1.85 million words from college life across a variety of disciplines and events (see Figure 1 and Table 1 ).
2
Th e best online description of MICASE is Römer (2010) , as the interface itself is no longer maintained and many links intended to provide information about the corpus do not work. Figure 1 Th e MICASE interface allows the research to select for a variety of variables including type of interaction, student/faculty, English language fl uency and gender. Non-native speakers of English are not excluded from the corpus and represent approximately 12% of the speakers (Römer 2010) ; thus, this project, despite using a corpus created in the US has an international fl avor (cf. Swales 2006) .
Figure 1 Speech events in MICASE (according to data provided by Römer 2010)
Th e choice to use MICASE was determined by several factors. First, it is one of the only, if not the only, freely available online corpus interface that enables the researcher to select for gender. Secondly, the corpus contains a large database from a variety of genres of speech with natural conversations of men and women in academia, both inside and outside the classroom, in formal and informal settings. Th irdly, diff erent generations and academic levels are represented: faculty (49%), undergraduate students (22%) and graduates (22%). Finally, as Römer (2010) highlights, eff orts were taken to collect roughly the same amount of male and female texts for each genre and discipline. 3 As a result, it does not run up against the same 3 Communication events at the professional departments (e.g. law or medicine) were not included.
problem as the BNC, mentioned above, in which diff erent genders are primarily recorded in diff erent contexts (cf. Baker 2014) . Th at said, despite eff orts on the part of the corpus's compilers, there are more words spoken by females in all categories described above as they represent 54% of MICASE (909,053 words), whereas men represent 46% (786,487 words). 4
Procedure
To answer the fi rst question, eight basic adjectives were chosen, and their near synonyms were collected with the aid of Th esaurus.com. Th ese adjectives can be found in Table 2 .
Th e study of these near synonyms makes it possible for us to check the claim that women use more elaborate adjectives than men and/or a greater variety. Each synonym i n In the section that follows we present the frequency with which men and women are recorded using these words in the MICASE corpus and discuss how these results conform to or contradict previous studies. We pay particular attention to the use of 'women's words', i.e., so-called empty adjectives, and preference for near synonyms over basic adjectives.
Results and Analysis
In this section, the distribution of the adjectives used by men and women according to MICASE is analyzed. As mentioned in the previous section, the basic adjectives studied here are good, bad, big, small, pretty, ugly, diff erent, important . For each, near synonyms were collected from Th esaurus.com. In the sub-sections that follow, the frequencies of each basic adjective and its near synonyms as used by males and females are presented and discussed. Normalized values that are higher for each pair are shaded in grey, while those uses that are statistically signifi cant have been bolded.
Good and bad
Th is section looks at the use of good and bad and their near synonyms: great, fi ne, wonderful, excellent and wrong, poor, awful, horrible, respectively. Th e number of occurrences of each adjective in MICASE according to gender is presented in Table  3 , along with the p-value suggesting the statistical signifi cance of any observed differences. Th e fi rst thing that we notice in looking at this table is that females use most of the positive adjectives analyzed more frequently, and, in many cases, this diff erence is statistically signifi cant. Moreover, this includes words at both ends of the intensity spectrum, from fi ne to great and excellent. Marvelous here stands out: we would expect it to be a predominantly female adjective; however, in the MICASE it is not only used more frequently by male speakers, but this diff erence is statistically signifi cant (p=0.0214). Conversely, when it comes to bad and its near synonyms, we see that men use these words comparatively more often than females. While as a set, the diff erence is not statistically signifi cant (p = 3.125), wrong does stand out as statistically more frequent among men than women (p= 0.0121). At the same time, poor and horrible are the only two negative adjectives listed that are favored by women, and only the former is statistically signifi cant (p=0. 0455 and 0.1902, respectively) .
Adjective
Th is brings us to the third observation: within MICASE, occurrences of good, and its near synonyms, far outnumber occurrences of bad, and its near synonyms. Th e positive adjectives listed here (3648 instances for both males and females) occur 3.61 times more frequently than the negative ones (1010 instances for both males and females). In order to evaluate whether this is unique to MICASE or unique to academic English, a comparison was made with the diff erent subsections of COCA: Th e Corpus of Contemporary American English (Davies 2008-). Table 4 Good and bad in COCA Th e results demonstrate that, in terms of the occurrences of these adjectives, MICASE is comparable to academic language if we consider both genders; however, when we look at the diff erence between the two genders, we notice that the proportion of good to bad is much higher among the females than for the males. In fact, the good/bad proportion among women speakers in MICASE is higher than for COCA (academic), which cannot be diff erentiated according to gender. Th is diff erence would be an interesting area for further research in broader contexts. Nevertheless, while it is tempting to focus only on this observable diff erence, it cannot be overlooked that both men and women prefer good to bad. Of course, this does not mean that contemporary American society is necessarily more positive adjectives than negative -as the results for good may include negative phrases such as good riddance, not good enough, etc. At the same time, bad can also be negated and has a positive slang meaning. Th is would also be an area worth studying.
Big and small
Th e table below (Table 5) Once again, we see that female speakers use most of these adjectives more often than men, but, with the exception of huge (p=0.0001), these diff erences are not statistically signifi cant. However, the diff erence between the total use of near synonyms of large between genders is not statistically signifi cant. Th at said, when we compare the number of times near synonyms are used, it is interesting that women use near synonyms for big more often than men (p=0.0160), whereas men use a greater variety of near synonyms for small than women. Although this latter diff erence is not statistically signifi cant, it does run contrary to expectations and might be worth further analysis. Table 6 Pretty and ugly Keeping in mind the analyses of the previous tables, the number of occur rences of both pretty and ugly is interesting. Firstly, once again, the positive adjectives occur much more frequently than their negative counterparts. Secondly, several of the words occur more often in male speech than female speech, even if these diff erences are not always statistically signifi cant.
Pretty and ugly
Indeed, there are some surprising diff erences between male and female speech that warrant further investigation. At fi rst glance, it appears that, apart from cute, men use pretty and its near synonyms more frequently than women do, whereas their use of ugly and its near synonyms are more or less equal. In particular, they use charming and lovely more often than women. Although this is not statistically signifi cant, it does run contrary to expectations. Nevertheless, when it comes to pretty, a closer look at the corpus is necessary as the lexeme can function as both an adjective and an adverbial. Analyzing the concordance lines individually reveals that 99.1% of the male uses of the word are adverbial and could be glossed as rather. In terms of female usage, 96.1% are adverbial. When adjectival use is compared, woman use pretty more frequently than men and the diff erence is statistically signifi cant (p=0.0121).
Adjective Males
Females Males Females P-value per 1000 raw frequency per 1000 raw frequency pretty 4 0.005 17 0.019 0.0121 Table 7 Adjectival use of pretty
Th is conforms with what we would expect from the literature review. Th e frequency of cute also conforms to expectations. In light of this, the comparative frequency of lovely, which, according to Lakoff (1973) , women supposedly use more than men, stands out. Here the opposite trend is visible. Although the diff erence is not statistically signifi cant, and limited to one particular genre, it does suggest that Lakoff 's intuitions may have been off and more work should be done into the notion of 'feminine' or 'masculine' adjectives.
Diff erent and important
Finally, in Table 8 we can see the occurrences of diff erent and important and their near synonyms. As was the case with the other results, we see that the basic adjectives are used more frequently by women than men, and these results are statistically signifi cant (p=0.0001). Moreover, this continues to be the case when the near synonyms are also included, suggesting that perhaps female speakers feel a greater need to emphasize diff erence and importance. However, contrary to what has been suggested in the past or what has been seen with the other adjectives we have looked at so far, in the case of diff erent, it is the male speakers rather than the female speakers who display greater linguistic dexterity, and this diff erence is statistically significant (p=0.0188). Th is gives reason to question whether the preference for variety is solely dependent on gender, or if it also depends on the type of word a speaker is looking for.
Adjective
Moving on to important, the uses of crucial and critical demand further attention. Both are given as near synonyms in dictionary entries of the other, and Oxford Learner's Dictionary (https://www.oxfordlearnersdictionaries.com/) lists both as keywords, but only crucial is listed as an academic word. Moreover, in diff erentiating the two terms, the dictionary explains '[c]ritical is often used in technical matters of business or science; crucial is often used to talk about matters that may cause anxiety or other emotions'. Th us, stereotypes regarding male and female language use may prompt the conclusion that this diff erence is due to the fact that women choose critical for its emotional impact. However, that would ignore the fact that, in the context of the academy, critical takes on a variety of scientifi c defi nitions including '(a) a tendency to fi nd and call attention to errors and fl aws, (2) characterized by careful evaluation and judgement, (3) (chemistry and physics) at or of a point at which a property or phenomenon suff ers an abrupt change especially having enough mass to sustain a chain reaction' (https://www.wordandphrase.info/).In addition, when both terms are checked on COCA's (Davies 2008-) academic word list, critical appears an average of 0.193 words per thousand and crucial 0.172 words per thousand. Th us, it is diffi cult to say whether the preference for critical over crucial is related to the gender of the speaker or is a characteristic of the academic genre. Also, once again it must be mentioned that both men and women prefer critical over crucial, which is in line with what could be expected from the COCA.
Conclusion
Th is paper analyzed the male and female use of eight basic adjectives and their near synonyms in the context of university life as made available by the MICASE corpus. Th e results presented above exemplify both similarities and diff erences in male/female adjective use. Some of the results add further support to previously observed tendencies in diff erences between male and female speech. For example, overall, women were recorded as using more of the studied adjectives than men. Moreover, they use pretty (adj.) and cute more often than males. However, there were also some surprises. For instance, men use lovely and marvelous more frequently than women. Moreover, while women in the corpus show greater linguistic dexterity when it comes to using near synonyms for good and big, men use more near synonyms for diff erent. All of these values are statistically signifi cant.
Not only does this study identify diff erences in male and female adjective use, but also points to a number of similarities. Firstly, of the adjectives chosen for this analysis, good and diff erent are used most frequently by both men and women. Secondly, both genders tend to use positive adjectives more than negative adjectives. Th irdly, males and females use ugly (and its near synonyms) and small (and its near synonyms) in equal proportions. Th e results for bad (and its near synonyms) show only a slight diff erence. Finally, for the most part, the basic adjectives are used much more frequently than their near synonyms. Deviations from the norm are bad (among male speakers) and pretty (adj.). Regarding the latter, when only the adjective forms were counted, beautiful becomes the most frequent for both sexes.
Th e mixed results of this study, although limited to one genre, do suggest that Lakoff 's intuitions, and the stereotypes they represent, do not always hold and more work should be done into the notion of 'feminine' or 'masculine' adjectives.
