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Abstract
A numerical study is presented of reaction–diffusion problems having singular reaction source terms, singular in the sense that
within the spatial domain the source is deﬁned by a Dirac delta function expression on a lower dimensional surface. A consequence
is that solutions will be continuous, but not continuously differentiable. This lack of smoothness and the lower dimensional surface
form an obstacle for numerical discretization, including amongst others order reduction. In this paper the standard ﬁnite volume
approach is studied for which reduction from order two to order one occurs. A local grid reﬁnement technique is discussed which
overcomes the reduction.
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1. Introduction
In this paper we discuss the numerical solution of diffusion–reaction problems
ut = L(u) + f (1.1)
with a singular reaction source term f. Singular means here that within the domain ⊂ Rd of L the source f is deﬁned by
a Dirac delta function expression on a lower dimensional surface  ⊂  rather than on the whole of . A consequence
is that the solution u is not a solution on  in the classical sense because across  the solution u will be continuous, but
not continuously differentiable. This lack of smoothness and the lower dimension of  form an obstacle for numerical
discretization. With any numerical method one has the obvious question how to represent  and how to discretize f
on a common grid. For ﬁnite-difference methods this question is studied in detail in [8] using regularization ideas.
Regularization in the sense that the Dirac delta function expression is approximated by a source giving a small but
regular support allowing standard ﬁnite difference schemes for L. In a close vicinity of  the lack of smoothness of u
will still be felt with regularization, in the sense that in general the convergence order in the maximum norm is at best
equal to one [8].
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In this paper we follow the ﬁnite volume approach based on the integral form of (1.1).We consider this approachmore
natural than the ﬁnite difference one directly based on the differential form, since for the integral form the treatment of the
Dirac delta function expression is mathematically clear. However, also with the ﬁnite volume approach on the uniform
grid the problem of lack of smoothness remains, causing order reduction from two to one for the standard second-order
spatial discretization scheme. To reobtain second-order convergence we examine the ﬁnite volume approach on special
locally reﬁned grids.
The paper is organized as follows. In Section 2 we study the standard ﬁnite volume discretization on a uniform grid
for linear and nonlinear test models. We start with linear 1D and 2D test models where the emphasis lies on boundary
value problems. These test models are simple but yet signiﬁcant enough to reveal the essence of a singular source.
Further, we turn our attention to initial-boundary value problems having nonlinear source terms. In Section 3 we study
the ﬁnite volume approach on a locally reﬁned grid for 1D and 2D linear test models. The paper is concluded with
remarks in Section 4.
2. The ﬁnite volume approach on the uniform grid
2.1. The 1D boundary value problem
We begin with the boundary value problem for the 1D equation
−uxx = (x), 0<x < 1, (2.1)
provided with the homogeneous Dirichlet conditions u(0) = 0, u(1) = 0. This simple 1D problem provides a nice test
model. In spite of its simplicity it already reveals essential numerical properties for the Dirac delta function source
(x) = (x − x¯), x¯ ∈ (0, 1). For this  the solution u of (2.1) is no longer a classical solution in the sense that it can
be explicitly substituted in the differential equation. It can be determined, however, by Green’s function expression [1]
u(x) =
∫ 1
0
G(x, y)(y) dy, G(x, y) =
{
x(1 − y), 0xy,
y(1 − x), y < x1. (2.2)
Using the delta function property
∫ 1
0 f (x)(x − x¯) = f (x¯), insertion of (x) = (x − x¯) gives
u(x) =
{
x(1 − x¯), 0x x¯,
x¯(1 − x), x¯ < x1. (2.3)
Note that u is continuous but not continuously differentiable over [0, 1].
In this section we will analyze the standard cell-centered discretization scheme for (2.1) obtained through the ﬁnite
volume approach. For u smooth (sufﬁciently differentiable) this scheme converges with second order in the maximum
norm. However, for the solution deﬁned by the Dirac delta function the scheme becomes locally inconsistent near x¯
resulting in a maximum norm order reduction from two to one for the global error. For the sake of insight we will
analyze this reduction phenomenon from two points of view, viz. by introducing modiﬁed equations as in backward
error analysis and by examining the local truncation error as in common (forward) error analysis.
Let h = 1/N where N is the number of uniform grid cells i = [(i − 1)h, ih] for i = 1, . . . , N covering [0, 1]. Let
xi = (i −1/2)h denote the cell center ofi . The ﬁnite volume approach for (2.1) amounts to ﬁrst integrating (2.1) over
i and dividing by the cell volume,∫
i
−uxx(x) dx∫
i
dx
=
∫
i
(x) dx∫
i
dx
, i = 1, . . . , N ,
followed by applying the divergence (Gauss) theorem,
−ux(xi+1/2)∫
i
dx
+ ux(xi−1/2)∫
i
dx
=
∫
i
(x) dx∫
i
dx
, i = 1, . . . , N , (2.4)
followed by choosing a difference approximation for ux and computing the integrals, either exact or by a quadrature
rule. After incorporating the boundary conditions this procedure then results in the aimed discretization scheme.
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Correct application of the divergence theorem generally impedes existence and integrability of uxx which does not
hold with a Dirac delta function for .1 To circumvent this problem we will assume, for the sake of analysis only, that
we are solving a modiﬁed equation deﬁned by a modiﬁed source term associated to (x − x¯). More speciﬁcally, we
will associate (x − x¯) with a class of source functions (x) leading to twice continuously differentiable solutions u
and which are equivalent with (x − x¯) in the sense that∫
i
(x) dx =
∫
i
(x − x¯) dx, i = 1, . . . , N . (2.5)
The divergence theorem is then applicable for these twice continuously differentiable solutions and, furthermore,
assuming exact integration or a proper quadrature rule, the -integrals in (2.4) are computed as if the source is the
Dirac delta function. Hence the resulting difference scheme remains unaltered.
In addition to (2.5) we will further assume that any  considered converges uniformly in x to the Dirac delta function
with O(h) in the sense that∫ 1
0
G(x, y)((y) − (y − x¯)) dy = O(h). (2.6)
We will show that there exist a function  that satisﬁes (2.5)–(2.6). Due to (2.2) requirement (2.6) immediately leads
to ﬁrst-order convergence of the exact modiﬁed solution u to the sought exact solution. This in turn implies ﬁrst-order
convergence of the numerical solution to the sought solution if we have ﬁrst-order h-convergence of the numerical
solution to the assumedmodiﬁed solution. Belowwewill illustrate this line of thinkingwhich is reminiscent of backward
error analysis as used in numerical linear algebra or numerical differential equations, see e.g., [2].
To set up the difference scheme let us assume that x¯ ∈ (xj−1/2, xj+1/2) for a certain j = j (h) at a distance ch of the
cell center xj , i.e., x¯ = xj + ch with − 12 <c< 12 . Then due to (2.5), (2.4) becomes
−ux(xi+1/2)
h
+ ux(xi−1/2)
h
= ij
h
, i = 1, . . . , N , (2.7)
where ij is the Kronecker delta symbol. Next, let wi, i = 1, . . . , N , denote the numerical solution for u(xi) resulting
from approximating ux(xi+1/2) in (2.7) by (u(xi+1)− u(xi))/h, etc. The Dirichlet boundary values are accounted for
by extrapolation to auxiliary values w0 = 2u(0)−w1, wN+1 = 2u(1)−wN and by insertion of w0 and wN+1 for i = 1
and N , respectively. If we then assemble the wi in the grid function w = (w1, . . . , wN)T, we get as numerical scheme
the N × N symmetric linear system2
−Aw = b, A = 1
h2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−3 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −3
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, b = 1
h
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
·
1
·
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (2.8)
where b has zero entries except at entry j. The inverse of the difference matrix is bounded uniformly in h = 1/N ,
deﬁning w = A−1b uniquely as the aimed numerical solution.
Let uh = (u(x1), . . . , u(xN))T denote the restriction of u(x) to the grid. As discussed above, the numerical solution
w can be interpreted as an approximation to uh for a twice differentiable modiﬁed solution u deﬁned by an appropriate
source function  satisfying (2.5). Likewise, once constructed, w may also be directly compared to the actually sought
solution lying at a maximum norm distance O(h) to any appropriate modiﬁed solution.
1 Solution (2.3) forms an exception. For this solution the divergence theorem appears to hold over the cell i containing x¯.
2 The values −3 at the corner entries are due to the fact that we have chosen a cell-centered grid and have Dirichlet boundary values. With a
vertex-centered grid (boundary points as cell centers) the common stencil would result with −2 at the corner entries. See Section I.5.3 in [3] for
accuracy aspects.
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2.1.1. Error analysis through modiﬁed solutions
Associating a uniquely determined numerical solution with different exact modiﬁed solutions for the sake of analysis
is the central idea of backward error analysis. This line of thinking may enhance insight in the numerical discretization
procedure or, as in our case, even justify the discretization procedure. Here we are in the special situation of being able
to ﬁnd the numerical solution and exact modiﬁed solutions in closed form. One can easily check that
wi =
{
xi(1 − xj ), i = 1, . . . , j,
xj (1 − xi), i = j + 1, . . . , N,
(2.9)
solves (2.8). This numerical solution differs from solution (2.3) only in that x¯ is replaced by xj , revealing a small shift
in the peak and an error at all grid points. In terms of x¯ and ch, with − 12 <c< 12 , we have
wi =
{
xi(1 − x¯) + cxih, i = 1, . . . , j,
x¯(1 − xi) − c(1 − xi)h, i = j + 1, . . . , N,
(2.10)
immediately showing O(h) maximum norm convergence. For c= 0, i.e., with the singular point x¯ located in the center
of cell j , the scheme returns the sought solution exactly.
Next consider by way of example the continuous source function
(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0, 0xxj − h/2,
4
h2
(x − xj + h/2), xj − h/2xxj ,
4
h2
(xj − x + h/2), xj xxj + h/2,
0, xj + h/2x1,
(2.11)
which satisﬁes (2.5)–(2.6) and results in the twice continuously differentiable modiﬁed solution
u(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x(1 − xj ), 0xxj − h/2,
x(1 − xj ) − 23h2 (x − xj + h/2)
3, xj − h/2xxj ,
xj (1 − x) − 23h2 (xj − x + h/2)
3, xj xxj + h/2,
xj (1 − x), xj + h/2x1.
(2.12)
On the grid this modiﬁed solution is closer to the numerical solution (2.9) than the sought one as it should be. The uh
and w coincide at all grid points except at xj where the difference is h/12. Observe that (2.11) can be interpreted as
a regularized form of the singular Dirac delta function as discussed in [8]. Contrary to the approach followed here, in
[8] such regularized forms are explicitly used and implemented in the used difference schemes.
2.1.2. Error analysis through the truncation error
Following the common approach of (forward) error analysis we will next examine the convergence of (2.8) to the
sought solution u by analyzing the local truncation error  and global error e deﬁned by
= −Auh − b, e = uh − w.
There holds −Ae =  so that ‖e‖∞‖A−1‖∞ ‖‖∞. Hence if ‖‖∞ = O(h2) we immediately have second-order
convergence in view of the uniform boundedness of ‖A−1‖∞. However, for the current solution (2.3) we ﬁnd
=
(
0, . . . , 0,
−c
h
,
c
h
, 0, . . . , 0
)T
(2.13)
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with nonzero entries for cells j and j + 1, respectively. Here it is assumed that x¯ lies at the right of xj so that 0c < 12 .
With x¯ at the left the nonzero entries shift to cells j − 1, j . For c = 0, i.e., with the singular point located at the center
of cell j , a zero truncation error results and hence in this special case the scheme returns the exact solution (2.3). In
all other cases ‖‖∞ = O(h−1) so that convergence cannot be concluded when the standard argument sketched above
is followed.
Through a more subtle local truncation error analysis the correct maximum norm O(h) convergence can be proven,
however, gaining two powers of h. A similar situation generally occurs with Dirichlet boundary conditions due to the
cell-centered location of x1 and xN half a distance h away from the boundary. For a general smooth solution we then
would have1=O(1), N =O(1). In [3, Section I.5.3], it is shown that we then still can expect second-order convergence
(with a sufﬁciently smooth source) due to a favorable local error cancellation and we adopt here the method of proof
of [3] to show ﬁrst-order convergence with  given by (2.13) using the following ansatz: the local truncation error can
be decomposed as  = −Ar +  such that the grid functions r,  are componentwise O(h). This would immediately
prove ﬁrst-order convergence since the global error then satisﬁes e = r − A−1. The ansatz is veriﬁed as follows. Put
= 0 and r = h. We then have to verify that such a grid function  exists and satisﬁes = O(1) componentwise. The
result is
i =
⎧⎪⎨
⎪⎩
1 − 2i
2N
c, i = 1, . . . , j,
2N − 2i + 1
2N
c, i = j + 1, . . . , N,
(2.14)
which completes the proof. Observe that since  = 0 we have e = h connecting this expression with (2.9) through
w = uh − h.
Example 2.1. As a second illustration of the O(h) convergence of the cell-centered scheme we consider a slight
extension of the 1D test model (2.1), viz.,
−uxx + u = (x − x¯), 0<x < 1, (2.15)
again with homogeneous Dirichlet boundary conditions. This problem does have as solution
u(x) =
⎧⎪⎪⎨
⎪⎪⎩
sinh(1 − x¯) sinh(x)
sinh(1)
, 0x x¯,
sinh(1 − x) sinh(x¯)
sinh(1)
, x¯x1.
Fig. 1 shows u (left plot, solid line) for x¯ = 13 along with the cell-centered solution for h = 120 (o-marks). The plot at
the right nicely reveals the anticipated ﬁrst-order convergence (‖uh − w‖∞ versus h in log–log scale).
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Fig. 1. Numerical illustration for problem (2.15) with x¯ = 13 on the uniform grid.
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2.2. The 2D boundary value problem
An interesting 2D test model used in [8] is the Poisson equation
−u = (, x, y). (2.16)
Here the source denotes the Dirac delta function along a curve  deﬁned by∫
R2
(, x, y) dx dy =
∫

d	, (2.17)
with co-ordinate 	 on .
As in the 1D test model case, the solution u is continuous but not continuously differentiable across  so that the
divergence theorem cannot be correctly applied. However, by arguing with assumptions similar to (2.5), (2.6), the
divergence theorem is correctly applied for twice differentiable modiﬁed solutions.
Assuming (2.16) on a square, and using a uniform N × N grid the 2D counterpart of (2.8) reads
−(A ⊗ IN + IN ⊗ A)w = b, (2.18)
where IN is the identity matrix of size N and ⊗ is the direct matrix (Kronecker) product. The entries bk of the vector
b ∈ RN×N are associated to grid cells ij with values emanating from the boundary conditions and the source
(, x, y). Considering the source contribution, let ij =  ∩ ij and |ij | the length of ij . Then, assuming exact
integration of the integral along , from (2.17) and the ﬁnite volume approach follows that either
bk = |ij |/h2 (2.19)
or bk=0 (considering only the source term contribution). Because upon intersection |ij | is proportional to h, assuming
h sufﬁciently small, bk is then proportional to 1/h or equal to zero, similar as in the 1D case.
For the circle = {(x, y) : (x − xc)2 + (y − yc)2 = r2} problem (2.16) has the radial symmetric solution [8]
u(x, y) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u, (x − xc)2 + (y − yc)2r2,
u − r log
⎛
⎜⎝
√
(x − xc)2 + (y − yc)2
r
⎞
⎟⎠ , (x − xc)2 + (y − yc)2r2, (2.20)
where u is a given constant value on . For u = 1, r = 14 and (xc, yc) = ( 12 , 12 ) we have applied (2.18) on the unit
square 0<x, y < 1 with Dirichlet boundary values prescribed from (2.20). Like in the 1D case this results in order
reduction from two to one. Fig. 2 shows the corresponding u and nicely illustrates the ﬁrst-order convergence of (2.18).
The right ﬁgure plots ‖uh −w‖∞ versus h in log–log scale. We have used exact integration along  (for the circle this
is straightforward).
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Fig. 2. Numerical illustration for problem (2.16)–(2.20) on the uniform grid.
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Fig. 3. Numerical illustration for the ill-posed 2D problem from Remark 2.2.
Remark 2.2. No ﬁnite solution exists when using the 2D Dirac delta function at a point. To see this, consider −u=
(x− 12 , y− 12 ) on the unit square with homogeneous Dirichlet boundary values. Introduce the uniform vertex-centered(cell centers at the boundary) N × N grid with grid size h = 1/(N + 1) and assume N odd. Applying as above the
ﬁnite volume approach over all internal h × h grid cells then leads to a linear systemAw = b of type (2.18) where
A is deﬁned as in (2.8), except that at the corner points −3 is replaced by −2 (the standard stencil for homogeneous
Dirichlet boundary values). Further, vector b has all its components equal to zero, except at entry k = (N2 + 1)/2
associated to the center point ( 12 ,
1
2 ). Here bk = 1/h2 due to∫
R2
(x − 1/2, y − 1/2) = 1.
SinceA is symmetric, its inverse satisﬁesA−1 = XD−1XT with eigenvector matrix X and eigenvalue matrix D.
Consequently, wk = (rk · D−1rTk )/h2 where rk is the kth row of X. Using the known expressions for the eigenvectors
and eigenvalues [3, Section III.6.2], we then ﬁnd the expression
wk =
N∑
odd i,j=1
1/
ij , 
ij = h−2
(
sin2
(
ih
2
)
+ sin2
(
jh
2
))
, h = 1
N + 1
for the numerical solution at the center point ( 12 ,
1
2 ). Fig. 3 plots the numerical solution on the 39 × 39 grid (left plot)
and wk as a function of increasing N-values (right plot; N = 10 · 2l − 1, l = 0, 1, . . . , 10). Even on ﬁne grids wk is of
moderate size, but it is obvious that wk → ∞ for N → ∞. Since the wk-sequence is deﬁned by a convergent scheme
we conclude that no ﬁnite solution exists. It can be shown analytically [6,7] that wk ∼ (2)−1 log(N) for N → ∞
conﬁrming the growth shown in the ﬁgure.
Remark 2.3. On any ﬁxed grid no matter how ﬁne, the strength of the -source will vanish upon shrinking  due to
(2.17). The strength is kept by scaling (dividing) the source by ||, the length of . Such scaling will replace (2.19) by
bk = (|i,j |/||)/h2 and hence if  lies in one or only a few grid cells we have, respectively, bk = 1/h2 as if we have
a point source, or bk ≈ 1/h2. This situation will lead to irregular peak behavior upon grid reﬁnement when initially 
lies in one cell. First, as long as  lies in this same one cell, the peak height will increase, cf. Remark 2.2. Then, when
 becomes distributed over a few cells, the height will decrease till it eventually settles down when there are enough
intersections. Needless to say that this type of irregular behavior may also occur with unscaled sources, but then with
a factor h smaller. Small-scaled sources simply require ﬁner grids to achieve the same level of absolute errors.
2.3. Linear time-dependent problems
The step from boundary value problems to time-dependent problemswith singular source terms is not large. Consider
in a spatial domain  ∈ Rd the general, constant coefﬁcient, second order, linear test model
ut = Lu + (x), t > 0, x ∈ , (2.21)
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provided with an initial function u(x, 0) at time zero, appropriate boundary conditions for t > 0, and a singular source
term . The spatial discretization and source treatment through the ﬁnite volume approach goes essentially the same
as in the boundary value case.
For any volume or grid box V ∈ Rd it starts from the integral form

t
∫
V
u dx∫
V
dx
=
∫
V
Lu dx∫
V
dx
+
∫
V
(x) dx∫
V
dx
.
For the ut -integral term we will suppose the midpoint quadrature rule approximating the left-hand side by a value
w′V (t) say where ′ denotes d/dt . As in the boundary value case we will interpret  to be a source function giving rise
to a twice continuously differentiable solution u(x, t) so that we may apply the divergence theorem for Lu. This  is
then supposed to satisfy a counterpart of (2.5) for the singular source under consideration, so that we end up with a
semi-discrete central difference scheme identical to that for the singular source.
The scheme takes the generic form of a linear, constant coefﬁcient ODE system
w′(t) = Aw(t) + b, t > 0, w(0) = w0, (2.22)
the solution of which can be expressed as
w(t) = eAtw(0) + (eAt − I )A−1b. (2.23)
If the exponential operator satisﬁes exp(At) → 0 for t → ∞, this solution results in the steady state w = −A−1b
for t → ∞. The spatial error analysis for ﬁnite t is almost identical to the analysis for the stationary case. The local
truncation error  and global error e are now deﬁned by
(t) = u′h(t) − Auh(t) − b, e(t) = uh(t) − w(t)
and come together in the global error equation
e′(t) = Ae(t) + (t), t > 0, e(0) = uh(0) − w(0).
Assuming bounds on the exponential matrix, e(t) then can be expressed in bounds on (t). Hereby one should use a
reﬁned error analysis similar as shown above to cater for local order reduction coming from a singular source. Such
a reﬁned error analysis can be found in [3, Section I.5.3], for a similar reduction coming from the boundary. These
results carry over to reduction caused by singular sources.
The ﬁnal assumption is that a counterpart of (2.6) is satisﬁed so that the modiﬁed solution lies at a maximum norm
distance O(h) of the solution u generated by the singular source. First-order maximum norm convergence of w(t) for
the modiﬁed solution then results automatically in ﬁrst-order maximum norm convergence to u.What then remains is to
turn the continuous time solutionw(t) in a fully discrete solution by numerical time integration (method of lines). There
exists a great deal of choices of integrators, depending on issues like stiffness, stability, consistency and efﬁciency [3].
In the next section we will pick one in a numerical illustration for a time-dependent problem with a nonlinear source.
2.4. Nonlinear time-dependent problems
We will next consider a nonlinear extension of the linear test models discussed in the previous section. Our aim is
to include singular nonlinear reaction terms, singular in the sense that the chemical reactions are conﬁned to a lower
dimensional surface in the space domain ⊂ Rd , similar as before. The nonlinear test model has the time-dependent
form
ut = Lu + (, x)R(x, t, u), x ∈ , t > 0. (2.24)
The deﬁnition of L is here of secondary importance. For simplicity of presentation we assume that Lu is the linear
elliptic formLu=∇ · (D∇u)withD ∈ Rd×d diagonal and dependent on x only. The source term is supposed to satisfy
the Dirac delta function relation [8]∫
Rd
(, x)R(x, t, u) dx =
∫

R(x(	), t, u) d	 (2.25)
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with co-ordinate 	 on . The dependent variable u(x, t) is supposed to represent s concentrations, hence u is a vector
u= (u1, . . . , us) and accordingly the nonlinear vector functionR(x, t, u) has also s components. Providing (2.24) with
appropriate initial and boundary conditions yields the initial-boundary value problem we wish to solve.
The focus of our investigation lies in the singular source term treatment and for this purpose we take d = 2 with
=(−1, 1)2 and assume for space discretization the ﬁnite volume approachwith centered ﬁnite differences on a uniform
N ×N -grid with grid size h= 2/N , similar to the linear case presented in Section 2.2. This space discretization leads
to the following nonlinear counterpart of system (2.22),
w′(t) = Aw(t) + b (t, w(t)) , t > 0, w(0) = w0. (2.26)
With a smooth source term deﬁned on the whole of  we would have second-order consistency. However, the singular
source term will lead to ﬁrst-order consistency and what remains to show is how this term enters the nonlinear vector
function b(t, w). Consider a grid cell ij and recall the derivation in Section 2.2. If  ∩ ij = ∅, the corresponding
contributions to b are zero. If  ∩ ij = ∅, these contributions are unequal zero and are obtained from the ﬁrst-order
approximation
|ij |R(xij , t, u(xij , t)) ≈
∫
ij
R(x(	), t, u) d	.
Associating the index pair (i, j) with an index k for b, we thus get
bk = |ij |R(xk, t, wk)/h2. (2.27)
The computation of b thus goes essentially the same as in the linear casewith regard to the singular source term treatment,
the only difference being that bk is nonlinear in the cell-center valuewk . Thismight complicate the numerical integration
in time, but should form otherwise no obstacle for obtaining a fully discrete numerical solution.
Remark 2.4. Two invariants foru are positivity (componentwise non-negativity) andmass conservation.Wedistinguish
molecular and spatial mass conservation. The ﬁrst emanates from the mass action law of chemical kinetics [3] and
amounts to the existence of constant, nonnegative weight vectors v = (v1, . . . , vs)T, such that for any solution of the
ODE system u′ =R(x, t, u) the inner product vTu(x, t) is constant in time (the molecular mass deﬁned by v). Trivially,
this holds iff vTR(x, t, w)= 0 for any w ∈ Rs . The spatial conservation depends on the boundary conditions, as usual.
Combining these two properties will reveal conservation of the total mass
M(t) =
∫

vTu(x, t) dx
associated to a given v. To see this, we compute
M ′(t) =
∫

vT(∇ · (D∇u) + (, x)R(x, t, u)) dx,
and due to (2.25), molecular mass conservation, and the divergence theorem, we have
M ′(t) =
∫

vT (∇ · (D∇u)) dx =
s∑
i=1
∫

(D∇ui) · n dx
and get as usual that the ﬂuxes over the boundary determine conservation of the total mass.
Since we use the ﬁnite volume approach for spatial discretization this argument applies to any grid box and the
standard result will then be that for the semi-discrete solution w(t), M(t) will be approximated over the space grid
(to at least ﬁrst-order in space) by a linear functional Mh(t) = QTw(t) which mimics the time evolution of M(t). In
particular, Mh(t) will be constant in time if this holds for M(t) and any Runge–Kutta or linear multistep method will
mimic this in the time integration because these methods conserve linear invariants, see [2, Section IV.1.5].
Positivity of (2.24) under discretization depends on the spatial discretization and the time integration. The central
scheme we favor here for approximating (2.24) by (2.26) is positive [3, Section I.7]. To guarantee unconditional
positivity in time, that is, for any step size > 0, we are bound to the ﬁrst-order implicit Euler method [3]. We prefer
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Fig. 4. Numerical illustration for the problem from Example 2.5.
however to sacriﬁce this guarantee in favor of more time accuracy and will instead use a second-order IMEX version
of the second-order BDF method.
Example 2.5. We will solve (2.24)–(2.27) for the reversible reaction 2[u2]
k
⇀↽[u1] + [u2], giving
R(u) =
{−ku1u2 + ku22,
−ku22 + ku1u2.
The corresponding ODE system u′ = R(u) has the exact solution
u1(t) = s02
1 − + 2 e−s0kt
1 − +  e−s0kt , u2(t) = s0 − u1(t),
where  = (2u1(0) − s0)/s0 and s0 = u1(t) + u2(t) which is constant in time (linear invariant). For t → ∞ the
ODE solution (u1, u2) approaches the steady state (s0/2, s0/2) exponentially fast. Here we take k = 1 and a ﬁnite
time interval since we are interested in transient behavior. For the PDE system we choose for the diffusion part the
Laplace operator, u1(x, y, 0) = 0 and u2(x, y, 0) = s0 = 1 for initial functions, and homogeneous Neumann (no ﬂux)
for boundary conditions. Due to the no-ﬂux condition, u1(x, y, t) + u2(x, y, t) ≡ s0. For  we deﬁne two circles
(x − x0)2 + (y − y0)2 = r2 with, respectively, the center points (.5,−.5), (−.5, .5) and radii .05, .25. As in Section
2.2 the |ij | are computed exactly.
For reasonable grid sizes h the parabolic linear part Aw in (2.26) will readily be stiff. The reaction constant k =
1 does not introduce stiffness for the nonlinear term b(t, w), but due to its singular nature this term has entries
proportional to |ij |/h2 ∼ 1/h which causes it to be mildly stiff. For time integration we can therefore use the
following implicit–explicit (IMEX) version of the BDF2 scheme [3, Section IV.4],
wn+1 = 43wn − 13wn−1 + 23Awn+1 + 23(2b(tn, wn) − b(tn−1, wn−1)). (2.28)
This IMEX scheme treats the linear part implicitly and the nonlinear part explicitly and thus avoids nonlinear equation
solutions. It does retain the second-order of consistency of BDF2 and if we take  proportional to h it can deal with
the modest stiffness introduced by the singular source. For the ﬁrst integration step, the similar IMEX form of implicit
Euler [3] is used to provide the additional starting value w1.
For h= 2199 and = 1200 Fig. 4 shows the computed u1-ﬁeld at t = 0.025 (left), 0.05 (middle), 0.1 (right). Recall that
at time t = 0 the u1-ﬁeld is zero and note the difference in vertical scaling to see that on the current time interval both
sources survive diffusion. The growth along the larger circle is larger due to the greater source strength.
2.5. Discussion
In this section we have studied the ﬁnite volume discretization on a uniform grid for a number of linear and nonlinear
test problems. This spatial discretization, being second-order convergent in the maximum norm for smooth problems,
does suffer here fromorder reduction toﬁrst-ordermaximumnormconvergence. Its advantage is that it is straightforward
and that it leads to symmetric, well-structured matrices which makes it easy to solve a linear system. However, with
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ﬁrst-order convergence, only modest accuracy levels can be achieved and the question arises whether second order can
be obtained in a feasible way through local grid reﬁnement. We will address this question in the next section.
3. The ﬁnite volume approach on locally reﬁned grids
In this section we will study the ﬁnite volume discretization on special locally reﬁned grids for the linear 1D and 2D
test models from Section 2. Our main aim is to obtain a numerical scheme which converges with second order in the
maximum norm.
3.1. The 1D boundary value problem
We start again with the boundary value problem for the 1D equation
−uxx = (x − x¯), 0<x < 1, x¯ ∈ (0, 1), (3.1)
provided with the homogeneous Dirichlet conditions u(0) = 0, u(1) = 0. The exact solution of this problem is given
by (2.3). In this section we will consider grid reﬁnement near x¯.
Let h = 1/N where N is the number of uniform grid cells i = [(i − 1)h, ih] for i = 1, . . . , N covering [0, 1].
Let xi = (i − 1/2)h denote the cell center of i . The easiest way to reﬁne the grid would be to divide grid cell j
containing x¯, now called a coarse grid cell, into two small grid cells in such a way that x¯ is the center of one of them. It
is not difﬁcult to show that the numerical scheme obtained through ﬁnite volume discretization on this locally reﬁned
grid returns the sought solution exactly. However, this idea to reﬁne the grid is not extendable to the 2D case. So we
introduce a different way to reﬁne the grid.
Let Di =[(i − 1)h, ih]=i for i = 1, . . . , j − 1 and Di =[(i − 3)h, (i − 2)h]=i−2 for i = j + 3, . . . , N + 2. To
deﬁne the new grid cells Dj , Dj+1 and Dj+2, we divide the grid cell j into N small uniform grid cells 1j , . . . ,Nj
with grid sizes h2. Assume that x¯ ∈ kj . Then we take
Dj = 1j ∪ · · · ∪ k−1j , Dj+1 = kj , Dj+2 = k+1j ∪ · · · ∪ Nj .
So, grid cells Di for i = 1, . . . , j − 1, j + 3, . . . , N + 2 have grid size h, grid cell Dj has grid size hl = (k − 1)h2, grid
cellDj+1 has grid size h2 and grid cellDj+2 has grid size hr =(N −k)h2.We will call grid cellsDi for i=1, . . . , j −2
and i = j + 4, . . . , N + 2 regular cells and Di for i = j − 1, . . . , j + 3 irregular cells. Let yi denote the cell center of
Di for i = 1, . . . , N + 2. Let vi for i = 1, . . . , N + 2 denote the ﬁnite volume approximation of the exact solution of
problem (3.1) on the reﬁned grid.
The ﬁnite volume discretization of (3.1) for regular cells which are at least one cell away from the boundaries gives
us
− 1
h2
(vi−1 − 2vi + vi+1) = 0, i = 2, . . . , j − 2, i = j + 4, . . . , N + 1. (3.2)
For the boundary grid cells, having homogeneous Dirichlet boundary conditions, we get
− 1
h2
(v2 − 3v1) = 0, − 1
h2
(vN+1 − 3vN+2) = 0. (3.3)
Next we derive the ﬁnite volume discretization for the irregular cells shown in Fig. 5.
Integrating (3.1) over Dj−1, dividing by the cell volume h and applying the divergence (Gauss) theorem gives
−ux(yj−1/2)
h
+ ux(yj−3/2)
h
= 0.
x
yj yj+1 yj+2 yj+3yj−1
Fig. 5. The irregular cells Dj−1, . . . , Dj+3 with their cell centers.
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By approximating ux(yj−3/2) by (vj−1 − vj−2)/h and ux(yj−1/2) by (2/(h + hl))(vj − vj−1), we get
− 1
h2
vj−2 +
(
1
h2
+ 2
h(h + hl)
)
vj−1 − 2
h(h + hl)vj = 0,
or, equivalently,
− 1
h2
[
vj−2 −
(
1 + 2h
h + hl
)
vj−1 + 2h
h + hl vj
]
= 0. (3.4)
Despite the fact that the approximation for ux(yj−1/2) is ﬁrst order as it is non-centered, we will show later that the
obtained numerical scheme does converge with second order in the maximum norm.
Working along the remaining irregular cells Dj , Dj+1, Dj+2, Dj+3 we ﬁnd the discretizations
− 1
h2
[
2h2
hl(h + hl)vj−1 −
(
2h2
hl(h + hl) +
2h2
hl(h2 + hl)
)
vj + 2h
2
hl(h2 + hl)vj+1
]
= 0, (3.5)
− 1
h2
[
2
h2 + hl vj −
(
2
h2 + hl +
2
h2 + hr
)
vj+1 + 2
h2 + hr vj+2
]
= 1
h2
, (3.6)
− 1
h2
[
2h2
hr(h2 + hr)vj+1 −
(
2h2
hr(h2 + hr) +
2h2
hr(h + hr)
)
vj+2 + 2h
2
hr(h + hr)vj+3
]
= 0, (3.7)
− 1
h2
[
2h
h + hr vj+2 −
(
1 + 2h
h + hr
)
vj+3 + vj+4
]
= 0. (3.8)
Combining (3.2)–(3.8), we obtain a (N + 2) × (N + 2) tridiagonal linear system
−A˜v = b˜, b˜ = 1
h2
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
·
1
·
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (3.9)
where b˜ has zero entries except at entry j + 1 and A˜ has the same form as A in (2.8) except the entries at rows
j − 1, . . . , j + 3. An elementary calculation then gives the following solution:
vi =
{
yi(1 − yj+1), i = 1, . . . , j,
yj+1(1 − yi), i = j + 1, . . . , N + 2.
(3.10)
Since x¯ ∈ Dj+1, we can write x¯ = yj+1 + 	h2 with − 12 < 	< 12 , so that (3.10) can be written as
vi =
{
yi(1 − x¯) + 	yih2, i = 1, . . . , j,
x¯(1 − yi) − 	(1 − yi)h2, i = j + 1, . . . , N + 2,
(3.11)
immediately showing O(h2) maximum norm convergence by comparison with (2.3), at the expense of only two
additional grid cells.
3.1.1. Error analysis based on the truncation error
Following the common approach of error analysis as in Section 2.1 we will next examine the convergence of (3.9)
to the sought solution u by analyzing the local truncation error  and global error e deﬁned by
= −A˜uh − b˜, e = uh − v,
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Fig. 6. Numerical illustration for problem (2.15) with x¯ = 13 on the locally reﬁned grid.
where uh denotes u restricted to the reﬁned grid. Note that matrix A˜ is tridiagonal nonsymmetric. It can be shown that
there exist a symmetric tridiagonal matrix B and a diagonal matrix D such that B = DA˜D−1, see [4, p. 51]. From the
uniform boundedness of ‖B−1‖∞, ‖D−1‖∞ and ‖D‖∞ the uniform boundedness of ‖A˜−1‖∞ can be concluded.
There holds −A˜e =  so that ‖e‖∞‖A˜−1‖∞ ‖‖∞. For the current solution (2.3) we ﬁnd
=
(
0, . . . , 0,
−2	
hr + h2 ,
2	h2
hr(hr + h2) , 0, . . . , 0
)T
(3.12)
with nonzero entries for cells j + 1 and j + 2, respectively. Here it is assumed that x¯ lies at the right of yj+1 so that
0	< 1/2. So, in the case where 	 = 0 we have ‖‖∞ = O(h−2) and convergence cannot be concluded.
Through the more subtle local truncation error analysis used in Section 2.1 the correct maximum norm O(h2)
convergence can be proven. We pose the ansatz that the local truncation error can be decomposed as  = −A˜r with
r = h2. We then have to verify that such a grid function  exists and satisﬁes = O(1) componentwise. The result is
i =
{−	yi, i = 1, . . . , j + 1,
	(1 − yi), i = j + 2, . . . , N + 2,
(3.13)
which completes the proof. Observe that we have e=h2 connecting this expression with (3.10) through v=uh −h2.
Example 3.1. As an illustration of the O(h2) convergence of the locally reﬁned approach we again consider problem
(2.15) with homogeneous Dirichlet boundary conditions. Fig. 6 shows u (left plot, solid line) for x¯ = 13 along with the
numerical solution on the locally reﬁned grid for h = 120 (o-marks). The plot at the right nicely reveals the anticipated
second-order convergence (‖uh − v‖∞ versus h in log–log scale).
3.2. The 2D boundary value problem
We consider the boundary value problem (2.16)–(2.17) on the unit square 0x, y1 with Dirichlet boundary
conditions prescribed from (2.20). In this section we will examine a number of different approaches for grid reﬁnement
near the curve , similar as in Section 3.1, so as to obtain a second-order discretization scheme.We start with a uniform
N × N grid and from now on call the grid cells i,j , i = 1, . . . , N , j = 1, . . . , N coarse grid cells.
3.2.1. First approach
The easiest way to reﬁne the grid is to divide every coarse grid cell I,J intersected by  uniformly into N2 small
grid cells with grid size h2. Let us denote such cells by m,kI,J , m = 1, . . . , N , k = 1, . . . , N , where I, m are column
indices and J, k are row indices. For simplicity we takeN to be odd.We will now discuss the ﬁnite volume discretization
for one particular grid cell i,j .
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Tk
Bk
Ak
xi,j
Sk
Fig. 7. Grid cell i,j with its auxiliary points (ﬁrst approach).
First assume thati,j is at least one cell away from the boundary.Also assume that  intersects the neighboring grid
cells i−1,j and i,j+1 and that it does not intersect i,j , i+1,j , i,j−1. So, i,j has as neighboring cells i+1,j ,
i,j−1, N,ki−1,j , 
k,1
i,j+1, k = 1, . . . , N . We need the auxiliary points Ak , Bk , Tk , Sk drawn in Fig. 7:
Ak =
(
xi − h2 , ak
)
=
(
xi − h2 , yj −
h
2
+
(
k − 1
2
)
h2
)
, k = 1, . . . , N ,
Bk =
(
bk, yj + h2
)
=
(
xi − h2 +
(
k − 1
2
)
h2, yj + h2
)
, k = 1, . . . , N ,
Tk = (bk, yj ), Sk = (xi, ak), k = 1, . . . , N .
Let w˜k denote an approximation of u at the point Sk for k=1, . . . , N . Further, we deﬁne w˜k for k=1, . . . , (N+1)/2−1
by linearly interpolating wi,j and wi,j−1, which are the approximations of u at the coarse grid points xi,j and xi,j−1,
respectively:
w˜k = 1 + (2k − 1)h2 wi,j +
1 − (2k − 1)h
2
wi,j−1, k = 1, . . . , N + 12 − 1. (3.14)
Obviously, w˜(N+1)/2 = wi,j . In order to deﬁne w˜k for k = (N + 1)/2 + 1, . . . , N we linearly interpolate wi,j and
w
(N+1)/2,1
i,j+1 which is the approximation of u at the center of the ﬁne grid cell 
(N+1)/2,1
i,j+1 . Then we have
w˜k =
(
2 − 2kh
1 + h
)
wi,j +
(
2kh
1 + h − 1
)
w
(N+1)/2,1
i,j+1 , k =
N + 1
2
+ 1, . . . , N . (3.15)
Next we will deal with the approximations at the points Tk , k = 1, . . . , N , which we denote by v˜k . In order to deﬁne
v˜k for k = 1, . . . , (N + 1)/2 − 1 we linearly interpolate wi,j and wN,(N+1)/2i−1,j which is the approximation of u at the
center of the ﬁne grid cell N,(N+1)/2i−1,j . Then we have
v˜k = 2kh1 + hwi,j +
(
1 − 2kh
1 + h
)
w
N,(N+1)/2
i−1,j , k = 1, . . . ,
N + 1
2
− 1. (3.16)
Obviously, v˜(N+1)/2 =wi,j . In order to deﬁne v˜k for k= (N + 1)/2+ 1, . . . , N we linearly interpolate wi,j and wi+1,j
to obtain
v˜k = 3 − (2k − 1)h2 wi,j +
(2k − 1)h − 1
2
wi+1,j , k = N + 12 + 1, . . . , N . (3.17)
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We are now ready to set up the ﬁnite volume discretization. Integrating (2.16) over i,j and dividing by the cell
volume, we get
− 1
h2
∫
i,j
u(x, y) dx dy = 0,
because the assumption is that  does not intersect i,j . Applying the divergence (Gauss) theorem gives
− 1
h2
(
N∑
k=1
∫ bk+h2/2
bk−h2/2
uy
(
x, yj + h2
)
dx −
∫ xi+h/2
xi−h/2
uy
(
x, yj − h2
)
dx
+
∫ yj+h/2
yj−h/2
ux
(
xi + h2 , y
)
dy −
N∑
k=1
∫ ak+h2/2
ak−h2/2
ux
(
xi − h2 , y
)
dy
)
= 0, (3.18)
revealing the fact that  does intersect i−1,j and i,j+1. By approximating the integrals with the common midpoint
rule, the left-hand side is approximated by
− 1
h2
(
h2
N∑
k=1
uy(Bk) − huy
(
xi, yj − h2
)
+ hux
(
xi + h2 , yj
)
− h2
N∑
k=1
ux(Ak)
)
.
We use second-order approximations for the ﬂuxes
uy
(
xi, yj − h2
)
 wi,j − wi,j−1
h
, ux
(
xi + h2 , yj
)
 wi+1,j − wi,j
h
(3.19)
and for other ﬂuxes ﬁrst-order approximations, namely
uy(Bk)  2
h(1 + h)(w
k,1
i,j+1 − v˜k), ux(Ak) 
2
h(1 + h)(w˜k − w
N,k
i−1,j ), k = 1, . . . , N . (3.20)
Inserting the ﬂux approximations (3.19)–(3.20), (3.18) becomes
− 1
h2
[
wi,j−1 + wi+1,j − 2wi,j + 2h1 + h
N∑
k=1
(w
k,1
i,j+1 + wN,ki−1,j ) −
2h
1 + h
N∑
k=1
(v˜k + w˜k)
]
= 0.
Finally, using (3.14)–(3.17), after some calculations we obtain the discretization for the coarse grid cell i,j which
reads
− 1
h2
⎡
⎣3 + h
4
(
wi,j−1 + wi+1,j
)− (3 + h)2
2(1 + h)wi,j +
2h
1 + h
(N+1)/2−1∑
k=1
(w
k,1
i,j+1 + wN,ki−1,j )
+ 2h
1 + h
N∑
k=(N+1)/2+1
(w
k,1
i,j+1 + wN,ki−1,j ) −
1 − 5h
2(1 + h)(w
(N+1)/2,1
i,j+1 + wN,(N+1)/2i−1,j )
⎤
⎦= 0. (3.21)
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21 3.49 × 10−4 1.73
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81 2.87 × 10−5 1.86
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Fig. 8. Errors in max norm versus h and convergence orders on the reﬁned grid using the ﬁrst approach.
In a similar way the discretization for all other cells can be obtained. However, ﬁnding the discretization for every
cell explicitly in a formula similar to (3.21) is a cumbersome task. To avoid that, we suggest Algorithm 13 to generate
the discretizations automatically.
Algorithm 1. Algorithm for the ﬁnite volume discretization for a single grid cell.
deﬁne the neighbouring cells and cell faces
for all cell faces do
compute the ﬂuxes at the cell face centers:
if the points used for the ﬂux approximation are equally distanced from the cell face center
then
use the second-order approximation, similar to (3.19)
else
use the ﬁrst-order approximation, similar to (3.20)
end if
if a point used in the ﬂux approximation is not the center of the grid cell then
deﬁne the approximation at that point by linearly interpolating approximations at
closest grid cells, similar to (3.14)–(3.17)
end if
end for
compute the ﬁnite volume discretization for the cell
Combining it all, we then obtain an Nc × Nc linear system, where Nc is the total number of cells. If there are N
coarse grid cells intersected by , then Nc =N(N2 − 1)+N2. Note that, if N is of order N, then Nc is of order N3,
which means that we have gained one order in complexity compared to an overall uniform reﬁnement.
Wehave applied the current 2D local reﬁnementmethod toproblem (2.16), (2.17), (2.20) on theunit square 0x, y1
with Dirichlet boundary conditions. The resulting linear systems were resolved to sufﬁcient accuracy by means of the
iterative Bi-CGSTAB method (see [9]) with ILU(0) preconditioning (see [5, p. 294]). For comparison we also include
the uniform grid approach in the plot.
Fig. 8 shows the ﬁrst-order convergence for the uniform grid (o-marks) and second-order convergence for the reﬁned
grid approach (-marks). The table gives more quantitative information for the reﬁned grid approach. We note that
for N = 161 the number of nonzero entries in the resulting matrix is about 4.2 × 107 which makes it impossible to
compute the numerical solution on our processor. However, we clearly see that the convergence order is roughly 2. Still
the method is quite expensive because Nc is of order N3. Below we will therefore present ways to reﬁne the grid such
that Nc is of order N2.
3 The source codes are available from the ﬁrst author.
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Fig. 9. Reﬁnement of the coarse grid cell intersected by  (second approach).
Table 1
Errors and convergence orders on the reﬁned grid using the second approach
N ‖uh − w‖∞ Order
11 2.19 × 10−3
21 7.52 × 10−4 1.66
41 2.99 × 10−4 1.38
81 1.40 × 10−4 1.12
Fig. 10. Reﬁnement of the coarse grid cell intersected by the strip (third approach).
3.2.2. Second approach
In our second approach coarse grid cells intersected by  are reﬁned as schematically shown in Fig. 9. In this way
 intersects only small square cells of size h2. The idea behind this reﬁnement is that if N is of order N, then Nc is of
order N2, gaining one order in comparison with the ﬁrst approach.
For the ﬁnite volume discretization on the resulting reﬁned grid Algorithm 1 can be used in a similar way. Table 1
shows errors in the max norm and convergence orders for the new reﬁned grid approach. As we can see, the reﬁnement
fails because the convergence order goes down for increasing N. The maximum error in all cases occurs in those cells
where we used ﬁrst-order approximation for ﬂux computation at points at different sides of . Due to the discontinuity
of the ﬁrst derivatives of u across , such approximation causes serious order reduction. In the next section we will
examine how to overcome this.
3.2.3. Third approach
As we have seen in the previous section, the ﬁrst-order approximation for the ﬂux computation at points at different
sides of  results in order reduction. To achieve a second-order ﬂux approximation we introduce a 2D strip around .
In our case, when  is the circle, the strip is given by {(x, y) : (r − d)2(x − xc)2 + (y − yc)2(r + d)2}. Now we
can reﬁne the grid in a similar way as it was done in the previous section. Fig. 10 shows schematically the reﬁnement
of coarse grid cells intersected by the strip.
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Table 2
Errors and convergence orders on the reﬁned grid using the third approach with d = √2h2
N ‖uh − w‖∞ Order
11 1.73 × 10−3
21 6.22 × 10−4 1.58
41 2.09 × 10−4 1.63
81 6.68 × 10−5 1.68
161 1.92 × 10−5 1.82
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Fig. 11. Errors in max norm versus h (left) and number of nonzero elements in the matrices versus error (right) on the uniform grid (o-marks), on
the reﬁned grid using the ﬁrst approach (∗-marks), on the reﬁned grid using the second approach (-marks) and on the reﬁned grid using the third
approach with d = √2h2 (∇-marks).
For the ﬁnite volume discretization on such a reﬁned grid againAlgorithm 1 introduced in Section 3.2.1 can be used.
Note, that if N is of order N, then Nc is of order N2, similar to the second approach. Table 2 shows errors in the max
norm and convergence orders for a strip with d = √2h2. As we can see, the convergence order approaches 2 when N
increases. Necessary for the strip approach to work is that it is wide enough. Apparently, this holds with d = √2h2,
while d = h2 still shows order reduction.
Fig. 11 summarizes all numerical results. As we have already mentioned, only on the reﬁned grids using the ﬁrst
and third approach second-order convergence is obtained. The third approach is favorable due to the smaller number
of nonzero entries in the resulting matrix.
3.3. Time-dependent problems
The extension from boundary-value problems to time-dependent problems on a locally reﬁned grid is essentially the
same as for the uniform grid approach described in Section 2. Spatial discretization on a locally reﬁned grid also leads
to a system of ODEs which can be solved by an appropriate time integrator. For reaction–diffusion time-dependent
problemswith nonstiff reactions, by using IMEXschemes for time discretization, reaction terms can be treated explicitly
and the Jacobian matrices consist of entries from the spatial discretization of the diffusion operator. For time-dependent
problems the numerical stability depends on the spectrum of the matrix and the solution of the resulting linear system
on the condition number. So, the matrix resulting from spatial discretization is of importance. Here we give condition
numbers and spectral radii for the matrices in the uniform and reﬁned grid case using the third approach with d=√2h2.
The second and third column in Table 3 give the condition numbers Cuni and the spectral radii uni, respectively, for the
matrices in the uniform grid approach. The fourth and ﬁfth column give the condition numbersCref and the spectral radii
ref , respectively, for the matrices in the reﬁned grid approach before ILU(0) preconditioning. The last column gives
the condition numbers C∗ref for the matrices in the reﬁned grid approach after ILU(0) preconditioning. As we can see,
the spectral radii are of the same order implying that the same stability constraints hold with respect to time-stepping.
But the condition numbers in the local grid reﬁnement case are much larger than in the uniform grid case. By applying
the ILU(0) preconditioner, we get condition numbers signiﬁcantly smaller than in the uniform grid approach.
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Table 3
Condition numbers and spectral radii of matrices in uniform (k = 2) and reﬁned (k = 1) grid cases
N Cuni uni Cref ref C∗ref
11k 8.63 × 103 1.17 × 105 1.64 × 105 1.11 × 105 1.35 × 103
21k 1.15 × 105 1.55 × 106 3.40 × 106 1.47 × 106 6.08 × 103
41k 1.66 × 106 2.26 × 107 8.54 × 107 2.14 × 107 3.69 × 104
81k 2.54 × 107 3.44 × 108 2.49 × 109 3.27 × 108 2.63 × 105
161k 3.96 × 108 5.37 × 109 7.65 × 1010 5.11 × 109 2.00 × 106
4. Concluding remarks
In this paper we have numerically studied 1D and 2D elliptic and parabolic problems with singular source terms.
Such sources do contain or are deﬁned by a Dirac delta function expression on a lower dimensional surface. By this type
of singularity, solutions are not differentiable across these surfaces which hampers the spatial discretization. We have
examined the common second-order ﬁnite volume technique which in itself provides a natural spatial discretization
for elliptic and parabolic problems having this type of singular source terms. However, the lack of differentiability
causes order reduction, that is, on a uniform grid the convergence rate reduces from two to one in the maximum
norm. To overcome this deﬁciency, we have examined discretization on a number of special locally reﬁned grids, in
1D analytically and in 2D experimentally. We have shown that by an appropriate locally reﬁned grid the maximum
norm second-order convergence can be restored, and in such a way that the number of nonzero entries in the resulting
difference matrix is of the same order as on the uniform grid. For time-dependent problems with nonstiff reactions
integrated with IMEX methods the matrices resulting from spatial discretization of diffusion terms is of importance.
We have shown that the local grid reﬁnement approach does not change the spectral radii of these matrices, and
thus the time-stepping constraints, but does increase the condition numbers. This problem can be circumvented by
preconditioning the matrices. Of course, in 2D it is unavoidable that the sparsity pattern does change and that we
lose the simple 5-point structure of the uniform grid. This will unavoidably increase solution costs, whether a direct
sparse solver or a preconditioned iterative solver will be used. Therefore, despite the fact that restoring second-order
maximum norm convergence is of clear interest in its own, from the practical point of view we advise the locally reﬁned
grid technique only when higher accuracy levels are wanted. Fig. 11 (right plot) illustrates this nicely. In our tests the
ﬁrst-order convergent uniform grid solution is still computed faster up to modest accuracy levels.
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