These supplementary materials contain additional details, technical calculations and proofs of the assertions made in the main text. We begin by showing how to perform tensor contraction using Grassmann integration in Section S1, followed by a minimal example of contracting two matchgate tensors. In Section S2, we restructure the definitions made in Ref. [15] in order to bring the theory of matchgates closer to the free fermionic formalism. In particular, we prove the correspondence between matchgate tensors and fermionic Gaussian states. In Section S3, we show how to convert a generating matrix of a matchgate tensor to the covariance matrix of the corresponding state, yielding the physically relevant correlations. In Section S4, we provide technical details and calculations for the contraction rules in the Grassmann formalism used in the numerical implementation. In Section central charges.
Section S2. Matchgates and fermionic Gaussian states Section S3. Conversion of generating matrices to covariance matrices Section S4. Contraction rules for generating matrices Section S5. Explicit generating matrices and numerical results Fig. S1 . Contraction of two triangle states with Grassmann-variable edges {θ 1 , θ 2 , θ 3 } and {θ 4 , θ 5 , θ 6 } into a state with four edges {Θ 1 , Θ 2 , Θ 3 , Θ 4 }. Table S1 . Values of the critical generating matrix parameter a for different {3, k} triangular tilings and ultraviolet cutoffs. Table S2 . Exact conformal scaling dimension of various (quasi-)primary fields ϕ of the Ising CFT. In this section, we review the approach to contraction of matchgate tensor networks through Grassmann integration [15] . In particular we present a simplified version of Lemma 5 from Ref. [15] and explain this result through an example. Grassmann variables will be denoted by θ and are a set of anti-commuting generators of an algebra (θ i θ j = −θ j θ i ) which nevertheless commutes with ordinary scalars x (xθ i = θ i x). A general element in this algebra may be written as
where c i1···i k can be arbitrary complex coefficients and i k form an increasing sequence in {1, 2, . . . , n}. In particular, given a tensor T : {0, 1} ×r → C we associate to it a polynomial in Grassmann numbers given by
which we call its characteristic function. For simplicity, we consider contracting the last index of a rank-r 1 tensor T 1 with the first index of a rank-r 2 tensor T 2 where r 1 , r 2 ≥ 1. Let us denote r 1 = r 1 − 1 and r 2 = r 2 − 1 This operation gives rise to a rank-(r 1 + r 2 ) tensor T 1 2 with entries
for x ∈ {0, 1} ×r 1 and y ∈ {0, 1} ×r 2 being binary words. The characteristic function for the contraction of two tensors can be obtained by
whereθ = (θ 1 , . . . , θ r 1 ),η = (η 1 , . . . , η r 2 ) correspond to uncontracted indices and θ r1 and η 1 are the two Grassmann numbers of the two indices that are being contracted. Let us use exp(θ r1 η 1 ) = 1 + θ r1 η 1 on the right hand side RHS = x∈{0,1} ×r 1 y∈{0,1} ×r 2 a,b∈{0,1}
T 1 (x, a)T 2 (b, y) dη 1 dθ r1 θ x1 1 θ x2 2 . . . θ
and observe that the two integrals commute with the first r 1 − 1 of the θ's and exponential factor commutes with the η's. This gives RHS = x∈{0,1} ×r 1 y∈{0,1} ×r 2 a,b∈{0,1}
T 1 (x, a)T 2 (b, y)θ x1 1 θ x2 2 . . . θ
For the middle bracket, we obtain
and therefore 
We see that this is exactly the characteristic function for the tensor contraction. Note that it is important that we contract the last index with the first one. Lemma 5 of Ref. [15] generalizes this calculation to an arbitrary number of indices that are being contracted in an appropriate order -this essentially could be derived by iterating the formula that we derived for the case of self-contractions.
Section S1. Tensor contractions in the Grassmann formalism A. Minimal example As an example, we want to show the contraction of two tensors T A , T B with Gaussian characteristic functions of the form
B j,k θ j θ k (9)
As we summarize in Fig. S1 , we associate the Grassmann numbers θ 1 , θ 2 , θ 3 to A and θ 4 , θ 5 , θ 6 to B, and fix θ 3 and θ 4 on the edges between the triangles to be integrated out, yielding a state with four edges whose correlation matrix C shall be computed from A and B via Grassmann integration Φ C (Θ) = dθ 4 dθ 3 e θ3θ4+ 1 2 6 j,k=1 (A⊕B) j,k θj θ k
where Θ = (θ 1 , θ 2 , θ 5 , θ 6 ) contains the four Grassmann numbers that remain after integration. Taking A, B as input, we find that after the integration Φ T C is again Gaussian (the technicalities of integration will be dealt with in Section S4) and the generating matrix is
We observe that the newly created entries in the upper right corner are in fact a dyadic product and this block is a lower-rank matrix. We first discuss definitions of matchgate tensors and then explain the connection to fermionic Gaussian states.
A. Definitions of matchgates
For completeness, we shortly recapitulate the characterization of matchgates by Bravyi in Ref. [15] . Originally matchgates [44] were characterized as the local tensors of a tensor network that can be contracted efficiently through the Fisher-Kastelyn-Temperley method [ , 4 ]. Subsequently, the following algebraic characterization has been found [ ].
Definition 1 (Matchgate equations). A rank-r tensor T is a matchgate if for all x, y ∈ {0, 1} ×r it holds that k: x k =y k T (x XOR e k )T (y XOR e k )(−1) k−1 j=1 (xj +yj ) = 0
where (e k ) q = δ k,q . Proposition 2 of Ref. [15] shows that one can equivalently define matchgates through Pfaffians, leading to the following equivalent definition.
Definition 2 (Matchgates as Pfaffians). A rank-r tensor T is a matchgate if there exists a reference index z ∈ {0, 1} ×r and an anti-symmetric matrix A ∈ C r×r , such that for any x ∈ {0, 1} ×r
In particular, A is explicitly given by A j,k = T (e j XOR e k XOR z)/T (z) for j < k if T (z) = 0 or A ≡ 0 if T ≡ 0 and we denote by A |x XOR z the restriction of A to the entries indicated by x XOR z.
Proof of the equivalence of these definitions. In particular, proposition 2 of Ref. [15] shows that whenever T (z) = 0 then a new matchgate tensor T fulfills T (x) = T (x XOR z)/T (z) = Pf A |x which is derived from the matchgate equations. From this we have that
Finally, for the trivial matchgate tensor T = 0 both definitions agree, too.
The converse direction can be shown by a simplification of the argument of Theorem 2 of Ref. [15] . We start with T (x) = Pf A |x XOR z T (z). If T (z) = 0 then T fulfills the matchgate equations trivially. Otherwise we consider T with entries T (x) = T (x XOR z)/T (z) = Pf A |x which has a Gaussian characteristic function
This is argued as follows. As this is a Gaussian characteristic function by the theory of Ref.
[27] the Lemma 1 in Ref.
[15] applies which shows that T fulfills matchgate equations. Finally, from Proposition 1 in op. cit., or by a shift of variables, we find that T also satisfies these equations.
The following lemma shows that matchgates have Gaussian characteristic functions.
Lemma 3 (Grassmann exponentials). Let A = −A ∈ C r×r for some positive integer r, then we have
We omit the proof which proceeds by using the definition of the exponential series which is truncated to first n/2 powers of the quadratic form and then regrouping terms that have the same normal ordered Grassmann monomial. Keeping track of the sign in such reordering, yields the sign of the permutation and subsequently the Pfaffian can be identified. From this it follows that an even matchgate with z = 0 and covariance matrix A has a Gaussian characteristic function
For matchgates with z = 0 we refer the reader to Theorem 2 of Ref.
[15] for a general form of the characteristic function. Note that the set of creation operators generates a Grassmann algebra too because
from the definition and simplify all terms, we will make the same reordering as in the Grassmann number case, picking up the same sign differences. Hence, (15) is valid if we replace Grassmann numbers by the creation operators, which gives a physical interpretation to the characteristic function as normal-ordered operators.
B. Fermionic Gaussian states
Our statements will concern even Gaussian state vectors of the form |ψ G = U G |∅ . This means that we fix the reference state vector |∅ to be the vacuum and use a Gaussian unitary that has an even and quadratic generator
where G = −G ∈ R 2L×2K and the {γ j } are the self-adjoint Majorana operators which satisfy the Clifford relations {γ j , γ k } = 2δ j,k 1. Alternatively, they can be defined via Jordan-Wigner transformation or by relating them to the canonically anticommuting creation-annihilation operators through γ 2j−1 = f j + f † j and γ 2j = − i(f j − f † j ). As we are using even generators, the resulting state will conform to the fermionic parity superselection rule. Note that as reference state one could in principle use a Fock-basis state with an odd particle content and again use a Gaussian unitary, however either choice results in the same physics and can be related by an appropriate particle-hole redefinition.
The Bloch-Messiah reduction [48, 49] employs a unitary transformation U 1 of the single particle basis to decouple a given Gaussian state vector as
where the coefficients v, u depend on G. A particle number preserving (PNP) Gaussian transformation is a unitary of the form
For the above defined Gaussian states we have the following result [48, 49] .
Lemma 4 (Bloch-Messiah reduction). There exists a PNP transformation U 1 decoupling the state vector |ψ G in the following sense
Here, v, u ∈ C × L/2 and p j = U 1 f j U † 1 . Proof. We recapitulate the idea of the proof that can be found in the Appendix A of Ref. [49] or in Ref. [48] . The main idea is to show that there exists a unitary transformation that puts into the normal form both the coherent hopping correlations C j,k = f † j f k and pairing terms P j,k = f j f k . A relation first derived by Bogoliubov between C and P shows that both matrices can be put into a normal form simultaneously by a unitary transformation U ∈ C L×L [48, 49] . For C due to hermiticity we seek a diagonal form, while for P a block diagonal form. The transformation U that achieves this can be viewed as a representation in mode space of a PNP transformation U 1 which defines the special mode operators 
where |v k | 2 + |u k | 2 = 1 and we use the invariance of the vacuum under PNP transformations.
This means that normal-ordering of a generic U G with respect to the vacuum is again Gaussian, i.e., it is a quadratic operator exponential which now only contains creation operators
Indeed, let us for now assume that v k = 0. We now use f †2 = 0 to write (19) as
where we have defined
In the next step, we exploit the result that any complex anti-symmetric matrixÃ can be put into a normal form by a unitary conjugation, i.e.,Ã = U N (λ)U † where
when L is even, with complex {λ k } [48, 49] . If L is odd, it takes the same form, with an additional 1 × 1 block of 0's. Thus, if U 1 acts as U on modes we will have for p
Clearly, by tuning u, v we can reach any spectrum so any complex anti-symmetric matrix A can be obtained. For generic states this is enough, while basis states can be expressed as a limit of such expressions. Finally, we observe that the algebra of creation operators alone is isomorphic to that of Grassmann by replacing θ j by f † j . Then we can rewrite We express a fermionic Gaussian state vector in the occupation basis
where we have defined the amplitude tensor T . Its components can be obtained via
x L |∅ denotes an occupation basis state. Note, that identifying |∅ = |↓ ⊗L and using the Jordan-Wigner transformation as in the main-text, this ordering of creation operators will yield |x = (σ + 1 ) x1 . . . (σ + L ) x L |↓ ⊗L = ⊗ L j=1 |x j . Fixing a basis state |z , we may define the z-offset basis |x z = (γ 2L−1 ) x L . . . (γ 1 ) x1 |z . We would like to show that T is a matchgate tensor by making use of the following result [49] .
Lemma 5 (Generalized Wick's theorem). For two Gaussian state vectors |φ 1 , |φ 2 and corresponding covariance matrices M 1 , M 2 , we have the generalized Wick's theorem
where
This general result should also be useful in various settings, in particular for studying non-Gaussian states with the methods of fermionic linear optics as it allows to calculate observables in linear combinations of pure Gaussian states. Here is a first possible application.
Lemma 6 (Matchgates and Gaussian states). For a Gaussian state vector |ψ = U G |∅ define the z-offset such that z|ψ = 0. Then the amplitude tensor T in the z-offset basis representation |ψ = x∈{0,1} L T (x) |x z is a matchgate tensor.
Proof. We define T (x) = z x|ψ . We want to show that there exists an anti-symmetric matrix A such that we have T (x) = T (0)Pf A |x for all x. Let us observe that |z is Gaussian and we can obtain the components via T (x) = z | (γ 1 ) x1 . . . (γ 2L−1 ) x L |ψ . Next, we use the generalized Wick's theorem as stated above for the Gaussian state vectors |z and |ψ which gives us T (x) = z|ψ Pf i∆ |x = T (0)Pf i∆ |x where x = x ⊗ (1, 0) and therefore T is a matchgate tensor because we have A = i∆ |1⊗(1,0) such that T (x) = T (0)Pf A |x .
We now convert generating matrices to their corresponding covariance matrix, the entries of which are given by
This can be seen as the inverse procedure to the Bloch-Messiah reduction that was used above to calculate the normal ordering. Again, the calculation is based on the normal form of anti-symmetric matrices: We use the fact that any anti-symmetric matrix A ∈ C L×L can be put into a normal form A = W ΣW where W ∈ O(L) and Σ is block-diagonal consisting of 2 × 2 blocks of the form
for L even and additionally a 0 block if it is odd. If A is real, it is easy to find W from the eigenvectors of the hermitian matrix iA, while in the general case the appendix of Ref.
[ ] provides implicitly a possible algorithm. In the following we will prove a conversion formula for the case of real anti-symmetric generating matrices, as the general case is not necessary for the main-text results. In this case λ k 's are real and we will assume that W is such that λ k > 0 without loss of generality. Using this convention we define a set of angles φ k by identifying
With these definitions, we state the following conversion lemma.
Proof. Let U W be the Gaussian particle number preserving unitary that implements the W action on the modes
This choice puts the quadratic form into the normal form because L j,k=1
which gives
For ease of notation all sums and products going up to L/2 will be denoted with an L/2 upper limit. From this form we can read off the normalization of |ψ
i.e., Z = L/2 k=1 (1 + λ 2 k ). Having found that the state is decoupled, for fixed k each term can be promoted to a unitary with the same action on the vacuum |∅ . Using the angles φ k defined above through (34) we find that
Section S3. Conversion of generating matrices to covariance matrices 48 where we have defined
which is anti-symmetric and hence can be used as a generator for a unitary operator in Hilbert space. By observing that Ω 2 k |∅ = − |∅ we find that U φ k = cos φ k 1 + sin φ k Ω k = e φ k Ω k and using that the {Ω k } commute we finally arrive at
which is an explicit (even) Gaussian rotation of the vacuum. To summarize this decoupling step, we have decoupled the normalform of the state with U W to the Bloch-Messiah form and found the Gaussian unitary U φ that rotates the vacuum into the state vector |ψ .Note, that this allows to split any Gaussian unitary U G acting on the vacuum into a particle number preserving part U W and a squeezing part
Denoting by
We collect all such rotations to
we can switch between the vector of creation anihiliation operators and Majorana operators which gives W φ = ΞV φ Ξ −1 , so we find
A. Contracting two tensors Now, we explicitly show how contracting two tensors U and V into a tensor W combines the generating matrices A and B of the two original tensors into a larger generating matrix C. We assume that all three tensors are even matchgates, and can thus be written as
where we have defined the vectors Θ U , Θ V , and Θ W of Grassmann variables θ i as
matrices, respectively. All are anti-symmetric. Note that we want to trace out the degrees of freedom corresponding to the Grassmann variables θ d U and θ d U +1 , i.e., the last index of U and the first index of V . As we showed earlier, the contraction is equivalent to the Grassmann integration
Notice that we can easily factorize exponentials because binomial terms in Grassmann variables commute, thus making the Baker-Campbell-Hausdorff formula trivial. This also allows us the remove all terms independent of θ d U and θ d U +1 from the integral
The expansion of the integrand exponential is fairly simple, as all powers higher than two vanish, according to
Applying the integral leaves us with
Section S4. Contraction rules for generating matrices
We were able to turn the last factor into an exponential because higher powers of the contraction sum are zero, i.e.,
where we have used the fact that any linear combination of Grassmann numbers i a i θ i is again a Grassmann number, squaring to zero. We can now write the explicit structure of W (Θ W ) in terms of c W and C in (52).
The submatrices A UL and B BR are the upper-left and bottom-right part of the matrices A and B, respectively, with one row and column removed. anti-symmetry of A UL and B BR , and by extensions C, implies that all diagonal elements are zero. This result is indeed quite natural, seen from a diagrammatic perspective, where the matrix C defines the 2-point correlators of the contracted state. The correlation between uncontracted Grassmann variables that lie either completely in Θ U or Θ V remains unaffected by the contraction. Correlators C i,j between a θ i in Θ U and a θ j in Θ V are simply given by A i,d U B 1j , i.e., the product of the correlators over the contracted edge (θ d U , θ d U +1 ).
B. Self-contractions
Now, consider the more complicated case of self-contraction. We start with the tensor T (Θ) given by
using the d Grassmann variables Θ = (θ 1 , . . . , θ d ). Without loss of generality (we can always perform index permutation), we want to contract the first two indices of T , i.e., contract over θ 1 and θ 2 . Again writing the contraction as a Grassmann integration, we find
Again, we can expand the exponential explicitly, as all terms beyond second order vanish
Only the second and fourth term survive the integration, giving us
To get to the second line, we require that the square (and thus higher powers) of the O(θ i θ j ) term vanish
Thus, we can express the contracted tensor in the form
where Θ 1 2 = (θ 3 , θ 4 , . . . , θ d ) contains the uncontracted Grassmann variables, and the constant c 1 2 and (d − 2) × (d − 2) matrix A 1 2 are given by the original constant c and matrix A according to
The self-contraction integrates out the A 1,2 correlator, redefining our "vacuum term" c. (A 1 2 ) i,j now contains all connected and disconnected correlations between site i and j, divided by the vacuum contributions.
C. Cyclic permutations
In order to contract smaller matchgate tensors into larger ones, we need one additional ingredient: rules for cyclic permutation. Our prescription for contracting two tensors U and V works by contracting the last index of U with the first index V , while in the self-contraction case we contracted the first two indices of a tensor T . Clearly, we can satisfy both conditions by cyclically permuting the indices of the tensors in question, i.e., relabeling the Grassmann variables. We write a cyclic permutation by n bits as σ n (Θ), for example
It is easy to see that the cyclic permutation of a Gaussian matchgate tensor T (Θ) is given by
where the new correlation matrix σ n (A) is simply A where the i-th row and j-th colummn is replaced by the (i + n)th row and the (j +n)th column modulo m (where m is the length of the vector of Grassman variables Θ). With these rules for permutations, contractions and self-contractions, we can contract any planar network of Gaussian matchgate tensors. For odd tensors, where an integral over an additional source term of auxiliary Grassmann variables is required, the rules become significantly more complicated.
D. Graph orientation and boundary conditions
We now show how a complete network is contracted using the tools developed earlier. As a concrete example, consider the contraction of 11 pentagons (i.e., tensors with five indices) in a {5, 4} tiling shown in Fig. S2 . We start with an initial labeling of all pentagon edges in a clockwise orientation, with each index i corresponding to an independent Grassmann variable θ i . Starting from the central tensor, we start contracting adjacent tensors, using cyclic permutations of the indices to ensure that the largest index of the first tensor is adjacent to the smallest index of the second tensor. This process can be easily repeated until a tensor with two adjacent edges is encountered. We then contract from the edge with the smaller index (in clockwise orientation), which leaves a protruding double-edge that can be removed through self-contraction. After all tensors are contracted, we are left with a boundary of edges whose indices are still clockwise-oriented, provided that our inital labeling of pentagon edges followed the order in which we contracted the respective tensors. We can think of the remaining indices as specifying our boundary sites, and the contracted indices being bulk sites that were "integrated out". Note that this contraction process is possible for planar graphs for which a Kasteleyn orientation is guaranteed to exist [46] .
In principle, we have the freedom to cyclically permute the indices of each inital tensor. We can fix this freedom by using symmetry constraints on the generating matrix A i,j . For anti-periodic boundary conditions, we require A i,j to be positive for i > j and negative for i < j. The condition is retained for the full contracted state if we restrict ourselves to applying cyclic permutations only on the indices of the "inner" tensor from which we contract outwards, and affix the lowest index of each "outer tensor" to the edge over which it is first contracted. These conditions on A i,j allowed us to produce physical covariance matrices with Γ i,j > 0 for i > j, as well.
For periodic boundary conditions, A i,j should be positive for |i−j| < L/2 (with number of indices L) and negative otherwise. This can be achieved using the same index labeling rules, but choosing only the central tensor's generating matrix to produce a locally anti-periodic state, while keeping the states corresponding to all other local tensors as periodic.
Periodic boundary conditions are less convenient for numerical studies, as overlap between positive and negative correlations can occur for networks of finite size. For this reason, we have focused on anti-periodic boundary conditions in our work. In the infinite-size limit, of course, both choices of boundary conditions should lead to the same physical properties of the boundary states. We start by discussing the correlations achieved for regular tilings. We can produce the boundary theory with ∼ 1/d falloff using a regular {3, k} tiling with k ≥ 6. The critical parameter a = a crit for each k can be found by maximizing mean long-range correlations (2/L) L/2 k=1 |Γ k,k+L/2 | in the covariance matrix. For k > 6, the tilings can be embedded into the Poincaré disk with metric
using polar coordinates (r, φ) with 0 ≤ r < 1 and 0 ≤ φ < 2π. As the Poincaré disk represents an infinite volume, we cut off our tilings at a radius r = r c . For the flat case k = 6, we simply cut off at Euclidean distance d c (with all edges set to unit length). The resulting values of a crit for a given d (k = 6) or r c (k > 6) are shown in Table S1 . Note that increasing k leads to a larger a c . We argue that this may compensate for the "leaking" of correlations into the higher-curvature bulk. While in principle it is possible to extend this reasoning to positive-curvature (spherical) tilings, the largest triangular tiling {3, 5} corresponds to an icosahedron with only 20 triangles. Thus, no proper choice of an asymptotic boundary can be made.
B. MERA
We now turn to discussing how the MERA framework can be related to our approach. The MERA tensor network consists of two types of tensors, isometries and disentanglers with three and four legs, respectively. Thus, the lattice for the equivalent matchgate tensor consists of triangles and quadrilaterals. In the matchgate setting, the MERA tensors are thus fully specified by a 3×3 generating matrix S and a 4×4 matrix B, corresponding to isometries and disentanglers, respectively. For norm-preserving tensors, i.e. unitary disentanglers and isometries, real generating matrices are restricted to the components
with x, y ∈ R and θ, φ ∈ [0, 2π]. These free parameters of the model can be set by numerically minimizing the ground-state energy of the translation-invariant Ising Hamiltonian
However, with these inputs we were unable to find boundary states that are any more translation-invariant than the regular tilings considered earlier. Instead, we consider a more generic "matchgate MERA" (mMERA) with three-and four-leg generating matrices
Section S5. Explicit generating matrices and numerical results a with the parameters a, b, . . . , f ∈ R. Now, again minimizing according to (77), we find that numerical solutions obey the symmetries c ≈ e and a ≈ d ≈ f , thus leaving us with three free parameters to optimize. Intriguingly, these symmetries allow us to express the 4-leg "disentanglers" as contractions of a 3-leg tensor with its conjugate, visualized in Fig. S3 . While the individual tensors of our model are no longer norm-preserving, we show in the next section that for large networks, norm preservation can still be achieved. Note that while the usual MERA identities for isometries and disentanglers no longer hold, contractions of the mMERA are still efficient, owing to the matchgate setting. The central 4-leg tensor of the MERA describes a CFT ground state on four sites, for which the generating matrix A 0 and normalization c 0 can be given explicitly:
where the constants a 0 and b 0 are found by analytically minimizing (77), yielding
All remaining tensors are numerically optimized within our three-parameter model. As shown in Fig. S4 , the minimal energy density = H /L converges quadratically with the number of boundary sites L. The optimal values for a, b, c converge as well. At L = 1024, those are given by a = 0.6854, b = 0.5246, and c = 0.2172, yielding a ground-state energy density 0 = −0.636533 (decimals given up to convergent digits). The relative error with respect to the continuum solution 0 = 2/π is about 0.014%. Note that this MERA model only has bond dimension χ = 2, and that increasing χ would increase the size of the generating matrices and the number of free parameters, presumably allowing for even higher accuracy.
C. Conformal data
In this subsection, we show how to obtain conformal data from the approach taken here. The Ising theory at criticality can be described by a 1+1-dimensional conformal field theory (CFT) [51] . The operator content of this theory is defined by its primary fields, whose scaling behavior is exactly known. This is because two-dimensional CFTs can be solved exactly, usually by mapping the space and time coordinates (x, t) to a complex number z = x + i t and its complex conjugatez = x − i t. (Quasi-) primary fields φ(z) have associated conformal weights h φ andh φ , with correlations between different space-time points z and w being given by differences ∆ = (2L) − (L) between two MERA layers, with a quadratic falloff, fitted from the data, shown as a gray line.
The constant C φ,φ is not a fundamental CFT parameter, but determined by the normalization of φ. As we are restricting ourselves to correlations on time-slices, we will find correlators of the form
expressed in terms of the scaling dimension ∆ φ = h φ +h φ . The three-point functions of primary fields φ, χ and ω have the form
with the structure constants C φ,χ,ω being fundamental CFT quantities. For the Ising CFT in two dimensions, there are three primary fields: The identity 1, the energy density and the spin (or "order parameter") σ. The Jordan-Wigner transformation gives us an alternative description in terms of the fermionic fields ψ andψ. The corresponding scaling dimensions are given in Table S2 . Furthermore, the structure constants in the spin sector are given by C σ,σ,1 = 1 and C σ,σ, = 1 2 . For the Gaussian states produced by our matchgate tensor networks, all the information on correlators is stored in the Majorana covariance matrix with entries Γ j,k = i 2 [γ j , γ k ] . Before calculating the scaling dimensions, let us first prove a useful identity regarding the covariance matrix of odd-pairing Hamiltonians of the form
with the couplings J k,d ∈ R between Majorana sites at odd distance. In particular, this includes Hamiltonians with only nearestneighbor Majorana coupling with J k,d = δ d,1 J k , such as the Ising model considered above.
Lemma 8 (Covariance matrices of odd-pairing Majorana Hamiltonians). Eigenstates of Hamiltonians H OP of the form (84) are described by a covariance matrix Γ whose entries Γ j,k vanish for even j + k.
Proof. Consider an eigenstate |ψ = x∈{0,1} n T (x) |x of H OP with eigenenergy E. We will first prove that T (x) ∈ R for all x ∈ {0, 1} n . We first note that we can write and its complex conjugate can be expressed as
where the only difference to the original equation is the minus sign. Adding and subtracting these two equations yields
and
which means that [ |ψ ] and [ |ψ ] are both eigenvectors. If the spectrum is non-degenerate then they are collinear and hence we can assume that |ψ * = |ψ up to a phase. If the spectrum is degenerate then we can also choose real eigenstates because span( |ψ , |ψ * ) = span( [ |ψ ], [ |ψ ]). In the context of matchgates, this means that all eigenstates are expressed by real generating matrices, which are therefore a suitable ansatz for ground states of such Hamiltonians.
Next, we show that the matrix elements of the covariance matrix vanish for even j + k. For j = k this is true by definition, so we assume j = k. For even j and k we find
Either way, these Hermitian operators have purely imaginary coefficients in terms of creation and annihilation operators. Evaluated in a state with real amplitudes, as shown above, the expectation value can only be imaginary. As all observables are real, it must therefore vanish altogether. Now let us relate the covariance matrix entries Γ j,k to the primary fields. By construction of our covariance matrix in Section , ψ|ψ = 1 and thus the identity 1 does not scale. However, the normalization factor Z in (39) can in principle scale with the size of the contracted network. To ensure normalization, we have to act on each of the N T contracted tensors with a scaling factor f = Z −1/(2N T ) . We find that this factor f converges for large systems, ensuring ∆ 1 = 0. Explicitly, f {3,6} ≈ 0.972 and f {3,7} ≈ 0.941 for the regular tilings and f mMERA ≈ 0.959 for the mMERA.
We identify the fermionic fields ψ andψ with physical operators ψ k := f k = 1 2 (γ 2k−1 + i γ 2k ) andψ k := i f † k = 1 2 ( i γ 2k−1 + γ 2k ). We then find that
Note that we have used Lemma 8 to simplify the result. As we are considering Gaussian states, ψ k = ψ k = 0 for any k, so we do not have to consider expectation values of the individual fields. Next, we compute the energy density . On site k, we simply consider the local operator k := i ψ kψk = i 2 γ 2k−1 γ 2k . With this definition, = 0, so we need to subtract the field's expectation value to compute physical two-point correlators, equivalent to using a field = − . Using Wick's theorem, the two-point functions then follow as
The order σ is a nonlocal operator in the Majorana picture but corresponds to a σ x operator in the spin picture, obtained through a Jordan-Wigner transformation (similarly, can be related to the σ z operator, which only acts locally in terms of Majorana operators). A two-point correlator of σ x k at different sites j and k corresponds to a chain of Majorana operators,
S3
The absolute value of the Pfaffian is given by |Pf (M ) | = √ det M . Note that because σ x k is an odd product of Majorana operators, σ x k = 0. Additionally, we compute the structure constant C σ,σ, from the corresponding three-point correlator:
In order to use this result to compute the value of C σ,σ, as in (83), we consider the special case k − j = l − k = d, for some integer distance d. We then expect a scaling
Using these tools for extracting two-and three-point correlators, we compute the scaling powers p φ for the various fields φ by fitting the dependence of φ i φ i+d on distance d. The resulting graphs for φ ∈ {ψ, , σ} are presented for the regular {3, 6} and {3, 7} tilings as well as for the mMERA tiling in figures S7, S8 and S9, respectively. We also compute C σ,σ, with (95) and (97), using the scaling dimensions ∆ σ , ∆ and normalizations C σ,σ , C , from the previous fits as inputs. Furthermore, we compute the energy density 0 = H /L with respect to the Ising Hamiltonian (77). Note that the regular {3, 6} and {3, 7} tilings are not translation invariant, leading to irregularities on small scales and amplified finite-size effects. This also leads to larger deviations from the exact ground state energy density 0 = −2/π.
Finally, we can also compute the central charge c characterizing the CFT. This is achieved by considering the scaling of the entanglement entropy S A with the subsystem size = |A|. The exact result for a critical theory is given by [33, 34] 
where L is again the size of the total system. For the Ising CFT, we expect c = 1/2. The entanglement entropy S A for A = [k, k + ] can be computed from the symplectic eigenvalue spectrum of the partial covariance matrix Γ |A [ ]. In detail, one performs an orthogonal transformation Γ |A = QΓ |A Q T into the form
which is most conveniently achieved using numerical Schur decomposition, and then reading off the entanglement entropy as
Our combined results for scaling dimensions, the structure constant C σ,σ, , the ground state energy 0 and the central charge c are summarized in Fig. 4 of the main text.
D. IR cutoff
While the matchgate model is restricted to planar graphs, it is possible to construct an effective IR cutoff, i.e. a "black hole horizon", by changing the tensor content of tensors in the center of the network. For a regular {3, k} tiling with k ≥ 7 this cutoff is simply a cutoff radius r cut in the Poincaré disk with 0 ≤ r cut < 1. For a flat {3, 6} tiling r cut becomes a radius in the flat Euclidean plane with 0 ≤ r cut < ∞. While the MERA can also be embedded in the Poincaré disk, it is more convenient to define a cutoff layer n cut , with the first n cut MERA layers (isometries and disentanglers) and the central tensor being affected.
There are two natural choices for the tensor's generating matrices A in the cutoff region: Either setting all components A i,j with i < j to zero or to one, corresponding to a local vacuum or a fully occupied state, respectively. We find that both produce gapped states on the boundary, but that the former choice leads to periodic boundary conditions, while the latter produces anti-periodic ones. As we have been considering the anti-periodic case in the previous examples, we also choose this case here.
The results are shown in Fig. S9 with regard to the scaling of the fermionic field ψ and the dependence of the entanglement entropy S A on the length l of the subsystem A. Outside of the cutoff region, the tensor content is identical to the one used to produce a boundary Ising CFT in the previous section. Scaling of primary operators ψ, and σ (A-C ) in the regular {3,6} tiling for boundary states of 84, 282, and 870 Majorana sites (blue, yellow and green points, respectively). Numerical fit of scaling power law shown as grey line. Correlators φiφ i+d of fields φ at distance d are averaged over all sites i. . Determining scaling dimensions of hyperbolic tilings.
. Determining scaling dimensions of mMERA.
. Determining structure constants.
After a characteristic length scale ξ depending on the cutoff, we see that the ψ field's power law scaling transitions to an exponential falloff, as would be expected in a gapped (massive) theory. Furthermore, S A saturates for l > ξ, which allows us to directly extract ξ from the entanglement entropy formula for a massive QFT [ ],
which holds in the limit where ξ is much larger than the lattice spacing a. The values for c and a are given by the full entanglement entropy scaling (98) at zero cutoff (note that a depends on the tiling). Without a cutoff, ξ can be identified with the length of the system, which is infinite in the CFT limit. , rc = 0.0, 0.8, 0.9 ({3, 7} case with 876 sites), and nc = 0, 2, 4 (MERA case with 1024 sites), the data for each cutoff plotted in blue, yellow and green, respectively.
E. Pentagon code for quantum error correction
First, consider the boundary state of a single pentagon. Explicitly, the +1 logical state vector of the quantum error correcting code is given by
with a normalization factor N = 1 4 and the 5 × 5 generating matrix
Correspondingly, the −1 logical state vector is given by
containing an integration over the auxiliary Grassmann variable η, fulfilling η f † i = − f † i η. The generating matrix A − and coupling matrix B − between η and the f † i are given by 
However, we can also write this state in a purely Gaussian form by acting with annihilation operators on the fully occupied state vector |∅ = i f † i |∅
Note that the generating matrix A + in this form is the same as for the positive-parity state, highlighting the symmetry between the positive-and negative-parity eigenstate. The additional minus sign can be removed by redefining either N or |0 .
F. Higher central charges and critical scaling of entanglement entropies
By associating a higher bond dimension χ = 2 n with each geometric edge, it is possible to increase the central charge c of the conformal field theory capturing the boundary state. The corresponding 3n × 3n correlation matrix A of each triangle state can be chosen so that correlations separate into n parts. An example for χ = 4 is given by where a = b = c again corresponds to a rotation-invariant state. The construction of states with higher χ is visualized in Fig. S10 . Note that this separation into n independent "channels" can only be sustained in contracted {p, q} tilings if q is even; otherwise, self-contractions lead to mixing between different channels. Also shown in Fig. S10 is the entanglement entropy scaling of the boundary states of such triangular bulks, yielding a central charge of the equivalent CFT description of c = n/2 = log 2 √ χ.
