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The Bohnenblust-Hille inequality for multilinear forms with
uniformly bounded indexes in each monomial
Djair Paulino∗ and Joedson Santos†
Abstract
We obtain a multilinear version of a result due to M. Maia, T. Nogueira and D. Pellegrino
[Integr. Equ. Oper. Theory 88 (2017), no. 1, 143–149] on the polynomial Bohnenblust–Hille
inequality for polynomials whose monomials have a uniformly bounded number of variables.
1 Introduction
Let K denote the scalar field of real or complex numbers. Littlewood’s 4/3 inequality [5] (1930)
asserts that 

∞∑
j,k=1
|T (ej , ek)|
4
3


3
4
≤
√
2‖T‖,
for all continuous bilinear forms T : c0 × c0 → K, and the exponent 4/3 is sharp. Littlewood’s
4/3 inequality was perhaps one of the main cornerstones of the beginning of several important
inequalities on multilinear forms, such as an inequality due to Bohnenblust and Hille (1931).
The Bohnenblust–Hille inequality [4] says that there is a constant BKm ≥ 1 such that


∞∑
j1,...,jm=1
|T (ej1 , . . . , ejm)|
2m
m+1


m+1
2m
≤ BKm ‖T‖ ,
for all continuous m-linear forms T : c0 × · · · × c0 → K. The optimal value of the constants BKm
is still unknown and it is quite important for applications in Quantum Information Theory (see
[2, 7]) in the case of real scalars.
Let α = (αj)
∞
j=1 be a sequence in N∪{0} and define |α| =
∑
αj ; we also denote x
α :=
∏
j x
αj
j .
An m-homogeneous polynomial P : c0 → C is denoted by
P (x) =
∑
|α|=m
cα(P )x
α.
The polynomial version of the Bohnenblust–Hille inequality asserts that there is a constant
CKm ≥ 1 such that 
 ∑
|α|=m
|cα(P )|
2m
m+1


m+1
2m
≤ CKm‖P‖
∗Partially supported by Capes.
†Supported by Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico – CNPq.
2010 Mathematics Subject Classification: Primary 47A63; Secondary 47H60.
Keywords: Bohnenblust–Hille inequality
1
for all continuous m-homogeneous polynomials P : c0 −→ K.
In [3, Corollaries 3.2 and 3.3] it was proved that there exists C > 0 such that,
BCm ≤ Cm
1−γ
2 and BRm ≤ Cm
2−log2−γ
2 , (1)
where γ it is the Euler-Mascheroni constant. Numerically, 1−γ2 ≃ 0.211392 and 2−log 2−γ2 ≃
0.36482. It is well known that the aforementioned constant C can be chosen as 1.3. Still in [3,
Corollaries 5.3 and 5.4], it has been proven that, for any ε > 0, there exists κ > 0 such that, for
any m ≥ 1,
CCm ≤ κ (1 + ε)m .
Let us choose #A to represent the cardinality of the set A. Let also
ΓM,m = {τ = (τ1, · · · , τM ) ∈ {0, 1, 2, · · · ,m} : τ1 + · · ·+ τM = m}.
In [6] it was proved that for all integers m and M ≤ m, there exists an universal constant
kM ≥ 1 such that 
 ∑
α∈ΓM,m
|cα(P )|
2m
m+1


m+1
2m
≤ kM‖P‖, (2)
for all continuous m-homogeneous polynomials P : c0 −→ C, that is, it is possible to obtain a
constant irrespectively of the value ofm. If we make an analogy with the multilinear environment
we will see that these polynomials are equivalent to the m-linear forms that have at most M
different indexes in each monomial. Our main goal is to investigate the multilinear version of
the main result of [6]. Our main result is:
Theorem 1. Let m,M be positive integers, with M ≤ m. Then, there is an universal constant
ηM ≥ 1 such that 
 ∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2m
m+1


m+1
2m
≤ ηM‖T‖ (3)
for all continuous m-linear forms T : c0 × · · · × c0 → K. Moreover, if CRm,M is the the optimal
constant, then
2 ≤ lim inf
m→∞
C
R
m,M ≤ lim sup
m→∞
C
R
m,M ≤M
M+1
2 , if M ≥ 3,
√
2 ≤ lim inf
m→∞
C
R
m,M ≤ lim sup
m→∞
C
R
m,M ≤
√
8, if M = 2.
Remark 2. It is interesting to observe that the above theorem is closely connected to the main
result of [1] but, while in [1] the constants are contractive when M is fixed and m→∞, we show
that in our result the constants do not converge to 1.
2 Proof of Theorem 1
Let us begin by establishing some notation. Let n be a positive integer and from now on eni
denotes the n−tuple (ei, ..., ei). Furthermore, if n1, . . . , nk ≥ 1 are such that n1 + · · · + nk = m,
then
(
en1i1 , . . . , e
nk
ik
)
represents the m−tuple:
(ei1 ,
n1 times. . . , ei1 , . . . , eik ,
nk times. . . , eik).
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The following theorem, recently proved in [1], plays a fundamental role in the proof of our
main result.
Theorem 3 (Bohnenblust–Hille inequality by blocks). Let m ≥ M ≥ 1, and let n1, ..., nM ≥ 1
be such that n1+ · · ·+nM = m. Then, for every continuous m-linear form T : c0×· · ·×c0 −→ K,


∞∑
i1,...,iM=1
|T (en1i1 , ..., e
nM
iM
)| 2MM+1


M+1
2M
≤ BKM‖T‖.
Moreover, the exponent is optimal.
We also need the following consequence of the Khinchin inequality (see, for instance, [8]):
Lemma 4. For all continuous m-linear forms T : c0 × · · · × c0 −→ K, we have


∞∑
i1,...,im=1
|T (ei1 , ..., eim)|2


1
2
≤ ‖T‖.
To prove the first part of Theorem 1 we shall use a combinatorial argument, Lemma 4 (that
is valid for K = R or C), together with interpolation. To analyze the constant when m → ∞
we will use a specific m-linear form, which has already been used in other works, as in [8].
Let T : c0 × · · · × c0 −→ K be an m-linear form. Considering the set
Am,M := {(ji1 , ..., jim) : i1, ..., im ∈ {1, ...,M}}.
Note that #Am,M =M
m. Now, for each choice i1, ..., im ∈ {1, ...,M}, consider the sum
∞∑
ji1 ,...,jim=1
|T (eji1 , ..., ejim )|
2M
M+1 .
Note that, for each term |T (er1 , ..., erm)|
2M
M+1 of the sum
∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2M
M+1 ,
this term also appears in the sum up for some choice of i1, ..., im ∈ {1, ...,M}. Therefore,
∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2M
M+1 ≤
M∑
i1,...,im=1


∞∑
ji1 ,...,jim=1
|T (eji1 , ..., ejim )|
2M
M+1

 .
By the Bohnenblust-Hille inequality, as in Theorem 3 (noting that it is also valid if the same
indices do not necessarily together), we have
∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2M
M+1 ≤
M∑
i1,...,im=1
(BKM )
2M
M+1 ‖T‖ 2MM+1
=Mm(BKM )
2M
M+1‖T‖ 2MM+1 .
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Therefore,

 ∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2M
M+1


M+1
2M
≤M m(M+1)2M BKM‖T‖.
By Lemma 4, we have

 ∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|2


1
2
≤


∞∑
i1,...,im=1
|T (ei1 , ..., eim)|2


1
2
≤ ‖T‖.
Therefore, using interpolation with θ =M/m, we have

 ∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2m
m+1


m+1
2m
≤
(
M
m(M+1)
2M BKM‖T‖
)θ
· (‖T‖)1−θ
=M
M+1
2 (BKM )
M/m‖T‖.
By (1), we have

 ∑
#{i1,...,im}≤M
|T (ei1 , ..., eim)|
2m
m+1


m+1
2m
≤M M+12 (1.3M0,365)M/m‖T‖
= (1.3)M/mM
0,365M
m
+M+1
2 ‖T‖.
Let C
R
m,M be the optimal constant of the inequality (3) for real scalars. Consider, as well as
in [8, page 15], the bilinear form S2 : c0 × c0 −→ R,
S2(x, y) = x1y1 + x1y2 + x2y1 − x2y2.
For m = 3, consider S3 : c0 × c0 × c0 −→ R,
S3(x, y, z) = (z1 + z2)(x1y1 + x1y2 + x2y1 − x2y2)
+ (z1 − z2)(x3y1 + x3y2 + x4y1 − x4y2).
Note that, S3 has at most three distinct indexes in each monomial and that ‖S3‖ = 4.
For m = 4, define the form S4 : c0 × c0 × c0 × c0 −→ R
S4(x, y, z, w) = (w1 + w2)((z1 + z2)(x1y1 + x1y2 + x2y1 − x2y2)
+ (z1 − z2)(x3y1 + x3y2 + x4y1 − x4y2))
+ (w1 − w2)((z1 + z2)(x5y1 + x5y2 + x6y1 − x6y2)
+ (z1 − z2)(x7y1 + x7y2 + x8y1 − x8y2)).
Note that, as previously, S4 has at most three distinct indexes in each monomial and that
‖S4‖ = 8.
And, in general, define by induction for allm-linear forms, through the general non-symmetric
procedure:
Sm(x
(1), · · · , x(m)) = (x(m)1 + x(m)2 )Sm−1(x(1), · · · , x(m−1))+
(x
(m)
1 − x(m)2 )Sm−1(B2
m−1
(x(1)), x(2), · · · , x(m−1)),
4
with B2
m−1
(x(1)) = (x
(1)
2m−1+1
, x
(1)
2m−1+2
, · · · ).
Note that in Sm each monomial has at most three distinct indexes, ‖Sm‖ = 2m−1 and that

 ∑
i1,...,im=1
|Sm(ei1 , ..., eim)|
2m
m+1


m+1
2m
= (22(m−1))
m+1
2m = 2
(m−1)(m+1)
m .
Note that in the above argument we always have M = 3. Therefore, considering this form Sm
in (3), we have
C
R
m,M ≥ 2
(m−1)
m , for all M ≥ 3,
and thus
lim inf
m→∞
C
R
m,M ≥ 2, if M ≥ 3.
If M = 2, we consider the m-linear forms (with m even) given by
Rm(x
(1), ..., x(m)) =
m/2∏
k=1
(
x
(2k−1)
1 x
(2k)
1 + x
(2k−1)
1 x
(2k)
2 + x
(2k−1)
2 x
(2k)
1 − x(2k−1)2 x(2k)2
)
.
It can be easily proved that
‖Rm‖ = 2m/2
and since Rm has precisely 4
m/2 monomials, we conclude that
lim inf
m→∞
C
R
m,2 ≥
√
2.
When M = 1, it is folklore that the optimal constant is 1.
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