Abstract. The channel representation allows the construction of soft histograms, where peaks can be detected with a much higher accuracy than in regular hard-binned histograms. This is critical in e.g. reducing the number of bins of generalized Hough transform methods. When applying the maximum entropy method to the channel representation, a minimum-information reconstruction of the underlying continuous probability distribution is obtained.
Introduction
Many methods in computer vision achieve robustness from a voting and clustering approach. Some examples are the Hough transform [1, 14] , object recognition [10] and view matching [1, 11] . The methods all have in common that each measurement casts a vote, and that clusters in vote space define the output. In high-dimensional spaces, the simple vote histogram as used in the Hough transform is infeasible, since the number of bins will explode.
The construction of soft histograms using the channel representation is a practical way to reduce the number of bins required without decreasing the accuracy of the peak detection. Where previous channel decoding methods [6, 4] were designed merely to extract peaks, this paper addresses the more general problem of reconstructing a continuous probability density function from a channel vector. The theoretically sound Maximum Entropy Method (Sect. 3) as well as a simpler linear minimum-norm method (Sect. 4.1) is considered. From these continuous reconstructions modes can be extracted, and in Sect. 5 some properties of these modes are compared to those detected by the previous virtual shift decoding [4] .
Channel Representations and Soft Histograms
In the channel representation [8, 5, 7] , a value x is encoded into a channel vector c using the nonlinear transformation 
where K is a localized symmetric non-negative kernel function and ξ n , n ∈ [1, N] the channel centers, typically located uniformly and such that the kernels overlap. In this paper, we assume integer spacing between channels, and use the quadratic B-spline kernel [15] , defined as
Assuming that we have a number of samples of some feature, each sample can be channel encoded and the corresponding channel vectors summed or averaged. This produces a soft histogram -a histogram with partially overlapping and smooth bins. In a regular histogram, each sample is simply put in the closest bin, and we cannot expect to locate peaks in such histograms with greater accuracy than the original bin spacing. In a soft histogram however, it is possible to locate peaks with high accuracy at a sub-bin level. A procedure to find such peaks is referred to as a decoding of the soft histogram (channel vector). There are several decoding methods [6, 4] , all of which are capable of perfect reconstruction of a single encoded value x. The representation (1) can be extended into higher dimensions in a straightforward way by letting x and ξ n be vectors, and taking the vector norm instead of the absolute value. Another option is to form the 1D channel representation in each dimension and take the outer product, giving a separable representation.
To make a connection between channel vectors and probability density functions, consider a sample set {x (m) } of size M and its encoding into channel vectors using N channels. Let c = [c 1 , . . . , c N ] be the average of the channel representations of all samples, such that
If we assume that the samples x (m) are drawn from a distribution with density p, the expectation of c n is
showing that the elements in c estimate some linear features of the density function p [4] . The main focus of this paper is on how to reconstruct p from the channel coefficients c n .
Maximum Entropy Method
The problem of reconstructing a continuous distribution from a finite number of feature values is clearly underdetermined, and some regularization has to be used. The natural regularizer for density functions is the entropy, which measures the information content in a distribution, such that the distribution with maximal entropy is the one which contains a minimum of spurious information [2] .
Problem Formulation
Using the Maximum Entropy Method (MEM), the problem becomes the following: Find the distribution p that maximizes the (differential) entropy
under the constraints
Using variational calculus, it can be shown that the solution is of the form [2, 9] 
where k is determined by the constraint (7). It remains now to find the set of λ n 's which fulfills the constraints (6) (7) . This is a non-linear problem, and we must resort to numerical methods. In the next section, a Newton method for finding the λ n 's is presented.
Newton Method
To make the notation more compact, we introduce a combined notation for the constraints (6 -7) by defining feature functions f n and residuals
where
We can now apply a Newton method on the system of equations r = 0. Noting that
the Jacobian becomes
The update in the Newton method is now λ ← λ + s, where the increment s in each step is obtained by solving the equations Js = −r. Since our feature functions f n are localized functions with compact support, most of the time f i and f j will be non-zero at non-overlapping regions such that f i f j ≡ 0, making J band-shaped and sparse, and hence easy to invert. The main work load in this method is in the evaluation of the integrals, both for J and r. These integrals are non-trivial, and must be evaluated numerically.
Linear Methods
Since the MEM solution is expensive to calculate, we would like to approximate it a simpler and faster approach. In Sect. 4.1, a computationally efficient linear method for density reconstruction is presented, and in Sect. 4.2, the decoding method from [4] is reviewed.
Minimum-Norm Reconstruction
If we relax the positivity constraints on p(x), we can replace the maximumentropy regularization with a minimum norm (MN) regularization, which permits the use of linear methods for the reconstruction. For the derivations, we consider the vector space L 2 (R) of real square-integrable functions [3] , with scalar product
and norm f 2 = f, f . The minimum norm reconstruction problem is now posed as
Reconstructing p from the d n 's resembles the problem of reconstructing a function from a set of frame coefficients [12] . The reconstruction p * of minimum norm is in Q 1 = span{f 1 , . . . , f N +1 }, which can easiest be seen by decomposing
But q 2 ⊥ f n for all feature functions f n , so q 2 does not affect the constraints and must be zero in order to minimize p * 2 . Hence p * = q 1 ∈ Q 1 , which implies that p * can be written as
To find the set of α n 's making p * fulfill the constraints in (17), write
giving the α n 's as a solution of a linear system of equations. In matrix notation, this system becomes
T and Φ is the Gram matrix
Note that since Φ is independent of our feature values d, it can be calculated analytically and inverted once and for all for a specific problem class. The coefficients α can then be obtained by a single matrix multiplication.
A theoretical justification of using the minimum norm to reconstruct density functions can be given in the case where p shows just small deviations from a uniform distribution, such that p(x) is defined on [0, K], and p(x) ≈ K −1 . In this case, we can approximate the entropy by linearizing the logarithm around K −1 using the first terms of the Taylor expansion:
Since K 0 p(x)dx = 1, maximizing this expression is equivalent to minimizing
This shows that the closer p(x) is to being uniform, the better results should be expected from the minimum-norm approximation.
Efficient Mode Seeking
Assume that we are not interested in reconstructing the exact density function p(x), but just need to locate modes of the distribution with high accuracy. 
where ρ is some robust error norm 1 . The exact shape of this error norm is not that important; what is desired is to achieve good performance in terms of e.g. low channel quantization effects [4] . Choose an error norm ρ with derivative
where K is our quadratic B-spline kernel from (2). To find extrema of E(x), we seek zeros of the derivative
Our channel coefficients c k can be seen as the function K * p, sampled at the integers. By letting c n = c n−1 − c n+1 , the new coefficients c n become samples of the function E (x) at the integers. To find the zeros of E , we can interpolate these sampled function values using quadratic B-splines again. Since the interpolated E can be written as a linear combination of a number of B-spline kernels (which are piecewise quadratic polynomials), the zeros of this expansion can then be found analytically. In practise, a recursive filtering [15] or the FFT is used to find the interpolation of E , and the analytic solution of the zero crossings is only determined at positions where the original channel encoding has large values from the beginning, which leads to a computationally efficient method. We will not go into more detail about this, but refer to [4] . The main point is that in this mode seeking scheme, it is the derivative of some risk function which is reconstructed, and not the actual underlying probability density.
Experimental Results
In this section, the qualitative and quantitative behavior of the two reconstruction methods are compared. Since the MEM requires the numerical evaluation of integrals, all methods are discretized using 400 samples per unit distance. The continuous functions p and f n are replaced by vectors, and the integrals replaced by sums. The channel centers are still assumed to be at the integers of the original continuous domain.
As a channel coefficient c n gets closer to zero, the corresponding λ n from the MEM tends towards −∞, leading to numerical problems. To stabilize the solution in these cases, a small background DC level is introduced ( -regularization).
Qualitative Behavior
In Fig. 1 , the qualitative behavior of the MEM and MN reconstructions are examined. The feature vector d was calculated for some different distributions (with the channel centers located at the integers). The two Gaussians (c-d) are reconstructed almost perfectly using MEM, but rather poorly using MN. In (b), the two rightmost peaks are close enough to influence each other, and here even the maximum entropy reconstruction fails to find the exact peak locations. For the slowly varying continuous distribution (a), both methods perform quite well. 
Quantitative Behavior
To make a more quantitative comparison, we focused on two key properties; the discrimination threshold [13] and the quantization effect [4] of channel decoding. These properties can be measured also for the virtual shift mode seeking.
Recall that the latter decoding finds the minimum of an error function, which is equivalent to finding the maximum of the density function convolved with some kernel. To estimate a similar error function minimum from the continuous reconstructions, our estimated p should likewise be convolved with some kernel prior to the maximum detection. Let K VS = ρ max − ρ(x) be the kernel implicitly used in the virtual shift decoding. For all continuous reconstruction experiments, peaks were detected from the raw reconstruction p as well as from K * p (with the standard B-spline kernel K) and K VS * p.
To measure the discrimination threshold, two values x 0 ± d were encoded. The discrimination threshold in this context is defined as the minimum value of d which gives two distinct peaks in the reconstruction. As the background DC level increases, the distribution becomes closer to uniform, and the performances of the MEM and MN methods are expected to become increasingly similar. To keep this DC level low but still avoid numerical problems, we chose a regularization level corresponding to 1% of the entire probability mass. The discrimination threshold was calculated for both reconstruction methods and the different choices of convolution kernels, and the results are summarized in Table 1 for x 0 at a channel center (∆x 0 = 0) as well as in the middle between two centers (∆x 0 = 0.5). With quantization effect, we mean that two distributions p differing only in shift relative to the grid of basis functions are reconstructed differently. To measure this effect, two distinct impulses of equal weight located at x 0 ± d with d below the discrimination threshold were encoded. Ideally, the peak of the reconstructed distribution would be located at x 0 , but the detected position m actually varies depending on the location relative to the grid. Figure 2 shows the difference between the the maximum of the reconstruction and the ideal peak location for varying positions and spacing of the two peaks, using the MEM and MN reconstruction. Figure 3 shows the same effect for the virtual shift decoding. Note the different scales of the plots. Also note that as the error becomes small enough, the discretization of p(x) becomes apparent.
Achieving a quantization error as low as 1% of the channel distance in the best case in a very nice result, but keep in mind that this error is only evaluated for the special case of two Diracs. For smooth distributions, we expect a lower effect. It is not clear to the authors how to measure this effect in a general way, without assuming some specific distribution. 
Conclusions and Outlook
The maximum entropy reconstruction is theoretically appealing, since it provides a natural way of reconstructing density functions from partial information. In most applications however, the exact shape of the density function is not needed, since we are merely interested in locating modes of the distribution with high accuracy. Efficient linear methods for such mode detection can be constructed, but generally perform worse in terms of quantization error and discriminating capabilities than possible using an entropy-based method. However, as the distributions become more uniform, the performances of the approaches are expected to become increasingly similar.
In general, for wider convolution kernels in the mode extraction, we get better position invariance but worse discriminating capabilities. Thus, there is a tradeoff between these to effects. The possibility of achieving as little quantization error as ±1% of the channel distance opens up for the use of channel-based methods in high-dimensional spaces. In e.g. Hough-like ellipse detection, the vote histogram would be 5-dimensional, and keeping a small number of bins in each dimension is crucial. Unfortunately, turning the MEM reconstruction method into a practical and efficient mode seeking algorithm is nontrivial, and finding high-performance decoding methods for high-dimensional data is an issue for future research.
