Introduction
The KdV hierarchy is well known as the series of the Lax pair formulation 1, 2 , which are presented as . . . 1.1 2 
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These equations describe mathematical models of some water waves 3, 4 . We are interested in the existence theory of the analytic solution and the smoothing effect of the KdV hierarchy. There are some results concerning the analyticity for the third-order KdV equation 1.1 1 .
To. Kato and Masuda 5 considered the initial value problem of the following equation:
x u a u ∂ x u 0, t,x ∈ Ê,
where a λ is the real analytic and the no growth rate function in λ ∈ Ê. They showed that if the initial data is real analytic, then, the global solution of 1.2 is real analytic in the space variable. Hayashi 6 also considered 1.2 in which a λ is the polynomial. He showed that if the initial data is analytic and has an analytic continuation to a strip containing the real axis, then, the local solution also has the same property. When a u −6u, 1.2 becomes the third-order KdV equation 1.1 1 . K. Kato and Ogawa 7 proved that 1.1 1 has not only the real analytic solution in both time and space variables but also the smoothing effect.
Recently, it is shown that the nonlinear dispersive equations including the KdV hierarchy have the local analytic solution in the space variable see 8 . However, neither the existence of the real analytic solution in both time and space variables nor the smoothing effect is obtained for 1.1 j with j ≥ 2, because the bilinear estimate of u∂ 2j−1 x u with j ≥ 2 cannot be obtained by their method used in 9 .
On the other hand, we may expect that the method used in 7 can work for the reduced equation given by removing u∂ 2j−1 x u from the higher-order KdV equations 1.1 0 with j ≥ 2. In this paper, as a starting point for this attempt, we consider the following initial value problem of the reduced fifth-order KdV-type equation: where we may take all coefficients of the nonlinear terms to be equal to 1 without loss of generality. This equation is obtained by removing the nonlinear term 10u∂ 3 x u from the original fifth-order KdV equation 1.1 2 . Our main purpose is to prove not only the existence of a local real analytic solution of 1.3 in both time and space variables but also the smoothing effect.
Before stating the main result precisely, we introduce the function space introduced by Bourgain see 10 : for s, b ∈ Ê, define that 1 |ξ| 2s F t,x f τ, ξ 2 dτ dξ, 1.5 and F t,x f is the Fourier transform of f in both x and t variables; that is, F t,x f τ, ξ 2π 
holds for all t, x ∈ −T, 0 ∪ 0, T × Ê and l, m 0, 1, 2, . . . .
Remark 1.2.
The initial data φ x has to be analytic except for x 0 but is allowed to have H s -singularity at x 0. It follows from 1.9 that the singularity of φ x disappears after time passes and the regularity of the local solution of 1.3 reaches real analyticity in both time and space variables; that is, the fifth-order KdV-type equation has the smoothing effect.
Remark 1.3.
A typical example of the initial data satisfying the condition 1.7 is given by
with γ > − 3 8 .
1.10
The existence results of the higher-order KdV equation are studied by many authors. Saut 11 and Schwarz 12 proved that each equation of the KdV hierarchy has a unique global solution in the spatially periodic Sobolev space. Kenig, Ponce, and Vega studied the initial value problem of the higher-order dispersive equation
where j ≥ 1 and P · is a polynomial having no constant or linear part. 
Then, the global well-posedness for the IVP of 1. 
1.18
We use Sobolev spaces with both time and space variables
. The dual coupling is expressed as f, g . The convolution of f and g with both space and time variables is denoted by f * g. For the constant A 0 appearing in Theorem 1.1, we put
where
1.21
For simplicity we make use of three notations:
Existence and Uniqueness of the Solution
In this section, we give the proof of the existence and uniqueness of the solution of 1.3 . Let u k P k u and φ k x x∂ x k φ x , and we derive the equation which u k and φ k x satisfy.
Since x∂ x , ∂ x −∂ x , it follows that
Using 2.1 and the following relations
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Using the Leibniz rule and 2.1 , we can see that
2.5
We will show the existence and uniqueness of the solution of 2.3 . 
Remark 2.2. The uniqueness of the solution of 2.3 yields u k P k u for k 0, 1, 2, . . . . Moreover, u 0 becomes a solution of 1.3 , the uniqueness of which also follows.
To prove this proposition we prepare three lemmas Lemmas 2.3, 2.4 and 2.5 , which play an important role in applying the contraction principle to the following system of the integral equations: 
where σ min{s/5 1/20, 3/16}. Then
where C 3,s,b,b is a constant depending on s, b, and b .
We give for the proof of this lemma, in Section 3.
Advances in Mathematical Physics
Lemma 2.5. Let
2.18
Then
where C Proof of Proposition 2.1. We define
We define a map Φ :
2.22
Let b and T be positive constants satisfying b < b < 1/2 σ and
respectively, where
We now show that Φ is a contraction mapping from X M 0 to itself. According to Lemmas 2.3, 2.4, and 2.5, we have for
2.25
Advances in Mathematical Physics 9 for any k ≥ 0. Here μ b − b /4b > 0. By taking a sum over k, we have
2.26
Since u ∈ X M 0 , we have from 2.23
2.27
which implies Φ u ∈ X M 0 . Similarly, we have for u and u ∈ A A 0 X s b
2.28
Thus, the mapping Φ is contraction from X M 0 to itself. We obtain a unique fixed point 
Proof of Lemma 2.4
In this section we prove Lemma 2.4. To prove Lemma 2.4 we prepare the following lemma. 
where C 7,α,β is a constant depending on α and β.
where C 8,γ is a constant depending on γ .
Proof of Lemma 2.4. By duality, we have
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We split Ω 0.0.0 c into three regions, Ω 1 , Ω 2 , and Ω 3 :
and then, we split Ω i i 1, 2, 3 into three regions:
12 Advances in Mathematical Physics
We further split Ω 1.j , Ω 2.j , and Ω 3.j j 1, 2, 3 into the following regions:
so that, we have
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13
Now we will estimate
To estimate these terms, we prepare some estimates. By 3.8 , 3.9 we obtain 3 4
3.14 where
Since 3.13 and 3.14 yield
we have by 3.9 and 3.13 -3.15 
3.19
In
3 , we integrate with respect to τ and ξ first, then, we use the same way as in 3.18 to have
3.20
15
In Ω 2.3.2 we use the change of variables
to obtain
3.23
We integrate with respect to τ 2 and ξ 2 first, then, we use the same way as in 3.18 to have
3.24
In 
3.26
Now we will get bounds for
3.27
By using the following methods, we estimate 3.27 .
The Case of Ω 0.0.0
Since
it follows from 3.2 in Lemma 3.1 with α 2b, β κ 2 1 − b that
3.29
where Ω A;ξ 1 {ξ : |ξ|, |ξ − ξ 1 | ≤ 5} and Ω B {ξ 1 :
s }, we have
where M 1,s,b,b is some constant. we have
3.33
Thus, 3.27 is bounded by We consider Ω 2.2.1 . Since
3.35
we obtain
3.36
Noting that −2b < 0, we have
in Ω 2.2.1 .
3.37
Since 3.14 and |ξ − ξ 1 | ≤ 1 yield
we have
By 3.2 , 3.16 , and 3.37 , we have
3.40
where Ω E;ξ {ξ 1 : |ξ − ξ 1 | ≤ 1, |ξ 1 | ≥ 4}. Using the change of variable
3.41 and 3.2 , we have
where we have used
which follows from 3.39 and
Hence 3.27 is bounded by We consider Ω 2.2.3 . Since 3.14 and
we have 
we have by 3.52
where 
All the Other Cases
We consider Ω 2.1.2 . By 3.9 , we have
Since 2b < 1 2σ and σ min{s/5 1/20, 3/16} yield
we have by 3.16 , 3.36 , and 3.57
By 3.2 , 3.17 , and 3.59 , we have 
where we used the inequality
which follows from
Thus, 3.27 is bounded by 
in Ω 2.1.2 . In the other regions, we can get bounds of 3.27 by a similar argument to 3.57 -3.63 . Therefore we omit the proof.
24
Advances in Mathematical Physics Now 3.27 are shown to be bounded. Therefore, combining 3.4 , 3.6 , 3.12 , and 3.18 -3.26 and setting   C 3,s,b,b M 1,s,b,b 7M 2,s,b,b 2M 3,s,b,b 3M 4,s,b,b 17M 5,s,b, x u is removed from 1.1 2 . In order to show the existence of the solution of 1.1 2 , we have to prove the following estimate:
3.68
Unfortunately, we are not able to prove it, because our method can be used to estimate 
Analyticity
In this section we prove the analyticity of the solution u ≡ u 0 given in Proposition 2. 
Then, for any σ 1 < s r − n/2,
holds, where M 7 M 7,s,r,σ 1 ,n is a constant depending on s, r, σ 1 , and n. 1 Suppose that b ∈ 0, 1 , r ∈ −∞, 0 . Then, for a sufficiently small ε 1 > 0 such that 2 Let μ > 0. Then, for a sufficiently small ε 2 ε 4 > 0,
where M 9,μ,ε 2 M 9,μ, t 0 ,x 0 ,ε 2 depends on μ, t 0 , x 0 , and ε.
Let ρ t, x be a smooth cut-off function around the freezing point t 0 , x 0 such that ρ ∈ C 
holds for all k 0, 1, 2, . . ., where A 1 2A 
4.13
We note that r ≤ s − 2 holds. Put
. Since 2.8 and Remark 2.2 yield . By using
4.15
4.17
4.19
In the same manner as 4.15 , we have
where K 4 is some constant. By Lemmas 4.1 and 4.4, we have 
where K 5 is some constant. We also have
4.23
In the same manner as 4.15 , we have t ∂ 
holds for all k 0, 1, 2, . . ., where ρ 4 is a smooth cut-off function such that
4.28
Proof. At first, we show that there exists a constant K 7,1/2 and A 3 such that
Applying Lemma 4.3 with μ 1/2 and g ρ 4 P k u, we have 
4.34
where K 9 is some constant. By Sobolev embedding theorem and Proposition 4.5, we have 
