Abstract. This article explores the questions of long time orbital stability in high order Sobelev norms of plane wave solutions to the NLS in the defocusing case.
Introduction
Consider the periodic nonlinear Schrödinger equation
where p ∈ N, x ∈ T d and ∆ is the standard Laplace-Beltrami operator. We wish to investigate the orbital stability of plane-wave solutions to (1) . For m ∈ Z d , let w m (x, 0) := ̺e im·x be the initial datum concentrated at the mth mode, then we will denote by w m (x, t) the plane-wave solution to equation (1) with initial datum w m (x, 0). We will show that for any K ∈ N, there exist s 0 and ε 0 so that any solution ψ to (1) with initial datum that is ε-close to w m (x, 0) in H s (T d ), for ε < ε 0 and s > s 0 , will meet the condition for t < ε −K . Here H s (T d ) is the Sobelev space. Much has been written about this topic as outlined in the paper by Faou, Gauckler and Lubich [13] . Instability has been demonstrated in low regularity cases by Christ, Colliander, and Tao [9] , [10] (d = 1, s < 0), Carles, Dumas and Sparber [7] (s < 0), and Hani [21] (0 < s < 1, p = 1). On the other hand, for d = 1 and s = 1, there are stability results that can be found in Gallay and Haragus [15] , [16] and Zhidkov [23] .
Results in the cubic case of our setting (d ≥ 1, s > 1) include results on the growth of the Sobelev norm of solutions and instability near 0 by Bourgain [3] , Colliander, Keel, Staffilani, Takaoka and Tao [11] and Guardia and Kaloshin [20] .
This paper, along with [13] , uses the theory of Birkhoff normal forms in the same manner as Bambusi and Grébert [1, 2, 19] and Gauckler and Lubich [17] in which the theory was applied to a modified cubic NLS, which requires high regularity, s ≫ 1. As opposed to proving an instability result, we show long time orbital stability of plane wave solutions to (1) in the defocusing case.
We will emulate the argument presented in [13] using the theory of Birkhoff normal forms presented in [2] . In particular, in [13] , they prove 
then the solution of (1) with these initial data satisfies
In essence, we show that the phenomena that allows for stability in the case p = 1 are present for every p ∈ N. We will demonstrate a more transparent and generalized argument than what has been shown before. One aspect in particular will be that these facts shown in the case p = 1 can be seen easily when examining the vector field of the normalized Hamiltonian as we do in the final two sections of this paper. This reaffirms that the stability is derived entirely from the type of linear combinations of the frequencies that are degenerate and the algebraic properties of the nonlinearity.
In fact, after employing the normal form change of variables, the lower degree terms that remain can either be grouped into terms that preserve so-called "superactions":
or are small enough to be grouped with the high degree terms which determine the extent to which the solution remains close to the orbit of w m .
Functional Setting
We now establish a setting in which to prove Theorem 2. Similar definitions and the proof of the lemmas in this section appear in [2] . 
Consider a vector-valued homogeneous polynomial, X, of degree ℓ be written as
We will denote the majorant of X bỹ
Definition 4 (Tame Modulus). Let X be a vector-valued homogeneous polynomial of degree ℓ. X is said to have s-tame modulus if there exists C > 0 such that
for all z (1) 
Of course, on the Fourier side, the product u·v becomes a convolution of Fourier coefficientsû * v. Therefore, we note that if X is the function on sequences,
, by the same logic, there exists C(s) such that
which is usually called "tame property of the H s norm" when d = 1 (see for instance [22] ). We choose d+1 2 in replace of t for convenience and in order to be consistent with [2] when d = 1. Of course when X(z (1) , . . . , z (ℓ) ) is a vector-valued homogeneous polynomial of degree ℓ, in principle this property might not be satisfied. We now define two more norms on vector fields 
The next lemma is especially important for establishing the negligibility of the terms in our transformed vector that are not normalized. We will not eliminate all nonresonant terms of small degree, rather we will eliminate terms so that the remaining low degree terms can be made to be as small as we want with an application of the following lemma: Then we have the following two lemmas necessary for managing the effect of applying the ad function on the vector field infinitely many times in the definition of the normal form change of variables.
Lemma 9. For any r < R, one has
[X, Y] s,R−r ≤ 1 r X s,R Y s,R
Lemma 10. For any r < R, one has
ad n Y (X) s,R−r ≤ e n r n X s,R Y s,R n
Symmetry Reduction and Diagonalization
Let us consider equation (1) with the assumption λ = −1
where p ∈ N, x ∈ T d and ∆ is the standard Laplace-Beltrami operator. By the gauge invariance of (2), it suffices to continue assuming m = 0. In Appendix A, we show it is sufficient to prove that
2 L 2 and we assume that the H s norm of the initial datum is concentrated at the zero mode for some s > 0, i.e. ψ(0) − ψ 0 (0) s = ε. In order to eliminate the zero mode, we will construct a symplectic map on the Hamiltonian. Recall that the Hamiltonian corresponding to (2) is
Define the symplectic reduction of u 0 :
Inserting this change of variables into (3) we obtain
We now diagonalize the quadratic part of the Hamiltonian:
which amounts to diagonalizing the matrices:
and in these variables
with Ω k = |k| 2 (|k| 2 + 2pL p ).
We note that Ω n = Ω m whenever |n| = |m|. Therefore it might be convenient to group together the modes having the same frequency i.e. to denote
Before we continue, we note a crucial feature of our Hamiltonian and the vector field in the variables x k ,x k . Every monomial in H(x,x),
obeys the law of Conservation of Momentum. Namely
This property will be extremely important to the dynamics of the Hamiltonian.
Normal Form
Let us consider an auxiliary Hamiltonian H(x), denote by X H the corresponding vector field and by φ t H (x 0 ) the time t flow associated with it. We note that for any vector field Y, its transformed vector field under the time 1 flow generated by X H is
where for any sequence y indexed by Z d and q ≥ 1
Furthermore, each f k is a vector-valued homogeneous polynomial of degree k. We note that if we group together the components x n with |n| = q and use the change of variables that takes (5) to (6), then we can rewrite the vector field for (4) in the form of (10).
Our aim is to use an iterative argument which puts (10) into "normal form" up to some predetermined degree. As usual, at each step we use a change of variables given by a time-1 flow map associated with a suitable Hamiltonian vector field. We proceed by demonstrating this process of normalizing the vector field in (10) at degree K 0 ≥ 2.
Let H be a Hamiltonian of degree K 0 and consider the change of variables
where Φ H (x) is the time-1 flow map associated with the Hamiltonian vector field X H . Using the identity (9), one obtains
where ωy is the vector field with components
The idea is to choose H and another vector-valued homogeneous polynomial of degree K 0 , R K 0 , in such a way that we can decompose f K 0 as follows
We can find H so that R K 0 is in the kernel of the following function from the space of polynomial vector fields into itself
Any Y ∈ ker ad ω is referred to as "normal" or "resonant". In order to achieve this we will use the theory developed in [2] . First let us characterize the normal terms with respect to the nonresonace condition of the frequencies {Ω n }. The terms in f K 0 that are normal are those terms y αȳβ ∂ y m , where α, β ∈ N ∞ with α 1 + β 1 = K 0 with components δ j,m (δ j,m being the Kronecker symbol), such that y αȳβ ∂ y m ∈ ker ad ω .
We note that
so that we can characterize ker ad ω as
Let X H be a homogeneous vector-valued polynomial of degree K 0 . We Taylor expand Y, X H , and
The homological equation (11) becomes
Now we define X H and R K 0 as follows:
We note that through this definition H will be a Hamiltonian and that this change of variables preserves conservation of momentum, (8) .
If we define λ q := |i|=q α i − β i , then the expression (α − β) · Ω − Ω m becomes q≥1 λ q ω q .
4.2.
Nonresonance Condition. Now that we have a formal characterization of resonant polynomials, we can state a normal form theorem and determine dynamical properties of our system. Given an M ∈ N related to the highest degree at which we will perform a normal form reduction, we have the following condition applicable to our parameter L from the definition (7):
Definition 11 (Nonresonance Condition). There exists γ = γ M > 0 and τ = τ M > 0 such that for any N large enough, one has
where λ ∈ Z ∞ \ {0}.
The following generalization of the "non-resonance" result in [2] holds.
Theorem 12.
For any P > 0, there exists a set J ⊂ (0, P) of full measure such that if L p ∈ J then for any M > 0 the Nonresonance Condition holds.
Proof. The proof goes exactly as the one in Lemma 2.2 of [13] with L p playing the role of ρ 2 and p the one of λ in their notations.
If the Nonresonance condition is fulfilled, then we can conclude that for appropriate λ q≥1 λ q ω q = 0 implies λ q = 0 for all q and
Normal Form Theorem. Now we state the normal form theorem in [2] which
we shall use in order to prove our main result.
Theorem 13. Consider the equation iẋ
and assume the nonresonance condition (12) . For any ℓ ∈ N, there exists s 0 = s 0 (ℓ, τ) such that for any s ≥ s 0 there exists r s > 0 such that for r < r s , there exists an analytic canonical change of variables
which puts (13) into the normal form
y). (14)
Moreover there exists a constant C = C s such that:
is at most of degree ℓ + 2, is resonant, and has tame modulus • the following bound holds 
for some M > 0. The nonresonance condition on the eigenvalues Ω n implies that (α − β) · Ω − Ω m = 0 is (possibly up to reordering) equivalent to
On the other hand, the conservation of momentum provides the following relation:
In other words the system of equations,
characterizes the resonant terms. We will break up the characterization into cases. The first case is when m = n M and we have: 
The full resonant term corresponding to (16) Therefore the resonant terms for the case m = n M will be the sum over all {n i , k i } that satisfy (16) , namely:
For each n i 1 , ..., n i M−1 ∈ Z and S ∈ {0, ..., M − 1}, we observe that the condition 
and we define
We now consider the case −m = n M . With this assumption we have
and by the same argument the resonant terms from this case will be
We now define
y n i jȳ −n i j and note thatQ
The first step of analyzing the dynamical characteristics of the resonant terms is observing that the linear and resonant parts of the normalized Hamiltonian can be decoupled as a family of self-adjoint matrices. (14),
Corollary 15. The truncation of
can be decoupled in the following way:
Proof. We Taylor expand R (ℓ) :
where each c i is a multiplicity constant and R i is homogeneous and degree i. In fact, from Lemma 14
Now we define M n with the following components
It follows immediately that M n is self-adjoint.
The one-dimensional case is included for instructive purposes. We can extend that arguments directly to the case d > 1. It will be even more evident that the form of the resonant terms depends entirely on two properties of the Hamiltonian that have been mentioned previously:
• The Hamiltonian obeys the Conservation of Momentum law and Proof. Just as in the one-dimensional case, the general resonant monomial of degree k is of the form y αȳβ ∂ y m , where α, β and m satisfy
for some M such that 2M − 1 = k. The nonresonance condition on the eigenvalues ω q implies that, possibly up to reordering, (α − β) · Ω − Ω m = 0 is equivalent to
Conservation of momentum provides the following relation:
The system of equations,
characterizes the resonant terms. We will again break up the characterization into cases. The first case is when m = n M and we have:
and the resonant term corresponding to these equations will be of the form
At degree 2M − 1, the resonant terms for the case m = n M will be the sum over all {n i , k i } that satisfy (19) : (20) We observe that the condition i∈{1,...M−1} n i − k i = 0 implies that for each {n i , k i } the terms 
For the case n M m. With this assumption we have
We now let
y n iȳki and note that
The analogue to Corollary 15 is as follows:
Corollary 17. The truncation of (14) ,
where
Proof. As in 15, we expand R (ℓ) ,
In conclusion, we define the components of M q :
4.5. Iterative Lemma. We now present the inductive lemma that is used to produce Theorem 13. First consider a general Hamiltonian H = H 0 + P. Expand P in Taylor series up to order ℓ 0 + 2:
where P i is homogeneous of degree i + 2 and R * is the remainder of the Taylor expansion. 
. For any R < R 0 N −τ , there exists a constant C such that the following properties are fulfilled:
(2) L (ℓ) is a polynomial of degree at most ℓ + 2 and has tame modulus; it is resonant and has a zero of order three at the origin; f (r) is a polynomial of degree at most ℓ 0 + 2 and has zero of order ℓ + 3 at the origin; moreover, the following estimates hold:
(3) the remainder terms, R 
Dynamics
Finally, we can state the dynamical consequences of the normal form transformation given by Theorem 13: The conclusion follows from Theorem 13.
Conclusion
We conclude by assembling the proof of Theorem 2. Theorem 20, shows that given a solution y to equation (14) with y(0) s < 3r, then for all 0 < t < r −(ℓ+ 3 2 ) , y s < C s r. Assuming r is small enough, Theorem 13 implies that we then have the same bound for any x that solves (13) with x(0) s < r. Finally, the transformation that takes a solution of equation (5) is necessary so that Ω n ∈ R for all n ∈ Z d .
