Abstract. We study the limits of pluricomplex Green functions with four poles tending to the origin in a hyperconvex domain, and the (related) limits of the ideals of holomorphic functions vanishing on those points. Taking subsequences, we always assume that the directions defined by pairs of points stabilize as they tend to 0. We prove that in a generic case, the limit of the Green functions is always the same, while the limits of ideals are distinct (in contrast to the three point case). We also study some exceptional cases, where only the limits of ideals are determined. In order to do this, we establish a useful result linking the length of the upper or lower limits of a family of ideals, and its convergence.
Introduction
The definition of multipole pluricomplex Green functions with logarithmic singularities, in the wake of Lempert's seminal work [6] , was motivated by the nonlinearity of the complex Monge-Ampère equation, and generalizations of the Schwarz Lemma, see e.g. Demailly [1] , [12] , Lelong [5] .
Sometimes it is useful to study the limit case where poles tend to each other [10] , an analogue of multiple zeroes for holomorphic functions, and this leads naturally to the more general notion of the Green function of an ideal of holomorphic functions: Definition 1.1. [8] Let Ω be a hyperconvex bounded domain in C n ,
Note that the condition is meaningful only near a ∈ V (I) := {p ∈ Ω : f (p) = 0, ∀f ∈ I}. Since the domain is pseudoconvex, there are finitely many global generators ψ j ∈ O(Ω) such that for any f ∈ I, there exists h j ∈ O(Ω) such that f = j h j ψ j , see e.g. [4, Theorem 7.2.9, p. 190] .
In the special case when S is a finite set in Ω and I = I(S), the ideal of all functions vanishing on the set S (which we sometimes call point-based ideal), this reduces to a pluricomplex Green function with logarithmic singularities; we write G I(S) = G S .
We want to study the limit of G Sε when S ε is a set of points tending to the origin, and relate this to the limit of the ideals I(S ε ). It is a consequence of [9] that if convergence of those Green functions takes place in the (relatively weak) sense of L 1 loc (Ω), then that convergence is actually uniform on compacta of Ω \ {0}, so it will be understood that all convergence results are in this sense.
The case of 3 poles in dimension n = 2 was worked out in [7, Theorem 1.12, (i)]; a remaining subcase of that study was finally settled in [2] .
In the present paper, we explore the case of 4 points tending to the origin in C 2 . Unlike in the three-point case, where the limit ideal was generically M 2 0 and the limits of the Green functions depended on the directions along which the points tended to 0, here we will see that, generically (in a sense to be made precise), lim G Iε = G lim Iε , and that this limit is the same, namely, lim G Iε = 2 max(log |z 1 |, log |z 2 |) + O(1) (Theorem 2.1), whereas the limit ideals very much depend on the directions of convergence to 0.
Some singular cases are studied in Theorems 2.2 and 2.3, although here we mostly compute limits of ideals, the Green functions of which cannot coincide with the limit of our Green functions because of Theorem 4.2 below. The results of [9] are used to yield some estimates of the Green functions in those cases, but the complete answer is not known.
In order to obtain those results, we establish Theorem 2.5, an auxiliary result about convergence of ideals which shortens the proofs, and should be of independent interest. 
In general we should consider A ⊂ C such that 0 ∈Ā\A and study limits along A; quite often we will use some compactness to ensure convergence and pass to a subsequence included in A. For simplicity, we will just write lim ε→0 or lim ε instead of lim ε→0,ε∈A .
We will write several sufficient conditions about convergence of ideals and Green functions in terms of the asymptotic directions defined by pairs of poles:
where [·] denotes the class in P 1 C of an element of C 2 \ {(0, 0)}. Since P 1 C is compact, by restricting to an appropriate subsequence we as-
When such convergence does not occur as ε → 0 in an unrestricted fashion, one may consider the (possible) limits obtained from "convergent" subsequences, and conclude about global convergence by examining whether the partial limits coincide or not.
Let
Given a subsetS ε ⊂ S ε , we can defineD ε andD in a similar manner. 
, for some k ∈ C \ {0}. We suspect that the Green functions do admit a limit, but we haven't been able to determine it.
2.4.
Upper and lower limits of ideals. We now formalize the notion of convergence of ideals using upper and lower limits.
Definition 2.4. [7] (i) lim inf

A∋ε→0
I ε is the ideal consisting of all f ∈ O(Ω) such that
(ii) lim sup This last notion of convergence is equivalent to convergence in the topology of the Douady space [7, Section 3] . Clearly, lim inf ε I ε ⊂ lim sup ε I ε and so ℓ(lim inf ε I ε ) ≥ ℓ(lim sup ε I ε ). It also follows from [7, Lemmas 2.1 and
Theorem 2.5. Let I ε be a family of ideals based on N distinct points, so that ℓ(I ε ) = N, for any ε.
(
Proof of Theorem 2.5
We will proceed by reducing everything to upper and lower limits of subspaces of a single finite-dimensional vector space.
We use multiindex notation, in particular if α, β ∈ N n , α ≤ β means α j ≤ β j , 1 ≤ j ≤ n (and the analogous definition for "<").
Let π j denote the projection to the j-th coordinate axis. Passing to a subsequence if needed,
. . , N n ) and
, we now define a simpler sequence of ideals contained in each I ε = I({a 
Since all the b i,ε j tend to 0, it is easy to see that for ε small enough (including ε = 0) the system {Ψ 
Proof. There is a unique choice of coefficients c
By rescaling, we might assume that D n ⊂ Ω. One can prove by induction on n (or deduce as an easy special case from the beginning of [11] ) that if |ε| is small enough, then
and one sees that those integrals converge towards the required limit.
We define upper and lower limits for families of subspaces in a finite dimensional vector space C d by first choosing a norm on it. Since they are equivalent, we may as well choose a euclidean norm, and we do.
Then let L ε be a family of subspaces of C d such that dim L ε = k, for any ε. Let K ε := L ε ∩B(0; 1). We can define the upper and lower limits of L ε by lim inf ε L ε := Span lim inf K ε where lim inf K ε is taken in the sense of the Hausdorff distance between compacta (and inclusion as an order relation), and analogously lim sup ε L ε := Span lim sup K ε .
Proposition 3.2.
(1) lim sup
lim inf
Proof. To prove that lim sup I ε /J ⊂ lim sup (Φ ε (I ε /J ε )), it is enough to consider elements [f ] where f is in a generating system of lim sup I ε . So there exist (ε j ) j∈Z + , ε j → 0 as j → +∞ and f j ∈ I ε j such that f j → f uniformly on compacta of Ω. Proposition 3.1 implies that
Conversely, take g ∈ O/J such that there exists (ε j ) j∈Z + , ε j → 0 as j → +∞ and g j ∈ I ε j such that
Then f j ∈ I ε j and f j → g uniformly on compacta of Ω.
Since the g's as above form a generating system for lim sup (Φ ε (I ε /J ε )), we are done.
The proof for lim inf is analogous and we omit it.
The proof of our theorem then reduces to an elementary fact about families of finite dimensional spaces.
, and any point of L ∩ B(0; 1) is a distance at most η + 1
We can find a sequence ε j → 0 and vectors 
Definition 4.1. A (point based) ideal is a complete intersection ideal if and only if it admits a set of n generators, where n is the dimension of the ambient space.
The main result of [7] , Theorem 1.11, states: Theorem 4.2. Let I ε = I(S ε ), where S ε is a set of N points all tending to 0 and assume that lim ε→0 I ε = I. Then (G Iε ) converges to G I locally uniformly on Ω \ {0} if and only if I is a complete intersection ideal.
The following was also defined in [7] . [8, Lemma 4.1] shows that the limit does not depend on the particular value of Ψ 0 : there is only one maximal plurisubharmonic function with boundary values 0 on ∂Ω and a singularity equivalent to log z 2 . We proceed with the proof that we can find an "independent" pair of f i 's.
Case 1: For any three point subsetS ε ⊂ S ε , the set of limit directions satisfies #D = 3. So whenever {i, j} and {i ′ , j ′ } have an element in common, l ij is independent from l i ′ j ′ and so for any 1 ≤ k < k ′ ≤ 3, f k and f k ′ have no common factor. So Ψ So here A 3 = ∅. We will show that there exists p ∈ {1, 2} such that A p = ∅ (and thus the corresponding couple of function f i will be without a common factor, and the proof concluded).
Suppose
We study A 2 . Since v 23 = v 12 = v 24 , v 23 / ∈ {v 13 , v 24 }. So we need to study v 14 .
Case 2.1: v 34 = v 13 . Then (2.1) implies that v 14 = v 13 = v 34 . We will see that v 14 = v 24 is impossible. For this, we need to take some coordinates.
Using translations, we may assume a 
. This is the contradiction we sought.
In an analogous way, we will see that A 2 = ∅. We still have v 23 / ∈ {v 13 , v 24 }. By condition (2.2), on a v 14 = v 24 = v 34 . We still use the coordinates above.
Suppose that
This In a similar way, we can prove that if A 2 = ∅, then A 1 = ∅.
To finish the proof of Theorem 2.1, we need to prove the statements about the limit ideal. General properties of convergence show that ℓ(I) = 4 and the form of the generators show that I ⊂ M We reduce ourselves by translations to the case a 
Then ψ ε j ∈ I ε , 1 j 4, and, with uniform convergence on compacta of Ω, z To get the other inclusion, we make the same normalizations (using the fact that M 
4.3.
Proof of Theorem 2.2. The fact that the limit inferior of the Green functions is greater than the Green function of the ideal, but not equal to it, follows from Theorem 4.2 since here I 0 has 3 generators.
Remark. It would be desirable to have a better estimate of the limits of Green functions. Some explicit computations were carried out in [3, Section 4.3] , using the methods from [9] . It concerned the family of poles given by S ε := {(0; 0), (ε; 0), (0; ε), (γε; 0)}, with γ = 1. Since the family is homogeneous in ǫ, in particular is given by a hyperplane section of a (singular) holomorphic curve, [9, Example 5.8] shows that the limit of the Green functions does exist.
The following estimates are obtained: log z + O(1), for z 1 z 2 2 (z 1 + z 2 )(z 1 + γz 2 ) = 0. This is far from a complete answer, even in this case, but the computations involved are getting increasingly tedious.
We now proceed with the proof of convergence of the family of ideals. As before, we may assume a ii.1) Suppose lim ε→0 ρ − ε δβ = k / ∈ {0, ∞}. Consider the polynomial (4.1) P ε (z) := −εz 1 + ρ − ε δβ
