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0
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where
θtf(x) :=
∫
X
st(x, y)f(y) dµ(y), x ∈ X.
Here for every t > 0 the kernel st : X × X → C, is assumed to satisfy the so called size- and
Hölder-estimates. These estimates characterise the growth properties of the kernel.
The main theorems we prove, global version of T1 and local version of Tb, characterise the L2
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ve a family of testing functions. The proofs of these theorems require dyadic cubes and -grids which
are contructed on chapter 2 and the involved dyadic methods, which are presented within the proofs.
The main tools in this Master's thesis are: the basic Lp-space methods e.g. maximal functions,
dyadic grids in metric spaces, randomisation of metric dyadic cubes, standard and adapted mar-
tingale transforms, Carleson estimates, dyadic summation arguments and probabilistic arguments
related to dyadic cubes (including the bad/good cubes).
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Tb theorems for square functions on non-homogeneous metric spaces
1 Introduction
This Master's thesis studies global and local Tb theorems with L2 testing conditions. Our
framework is rather general and uses some of the most recent research articles on the ﬁeld.
We work in the setting of metric spaces (X, d) equipped with a non-homogeneous measure
(i.e. we have a Borel measure µ which fulﬁls the growth condition µ(B(x, r)) ≤ Crm). Our
results concern the so called vertical square functions in X × (0,∞). These results have
previously appeared in the literature only in the Euclidean case X = Rn. Our interest is to
characterise the L2 boundedness of square functions using very general testing conditions.
To that end, we will study these theorems with L2 test functions.
The proofs of the two Tb theorems require involved dyadic techniques in metric spaces.
Therefore, we need to begin by constructing, and then randomising, dyadic cubes in metric
spaces. The chapter 2 is dedicated to this construction. The original reference is the paper
by Hytönen and Martikainen [4], but here we construct the proof after the more recent
work by Auscher and Hytönen [2].
Prior to starting this thesis, the author had no previous experience with Tb type
theorems. This also includes various methods used in the proofs. Consequently, we begin
by proving the global T1 theorem 1.1. Following this general framework we then give the
much more involved proof of the local Tb theorem 1.2 with L2 test functions.
The T1 proof on chapter 3 follows the article by Martikainen and Mourgoglou [1].
However, we also show the necessary modiﬁcations appropriate to the metric setting.
Thus, the metric randomisation given in chapter 2 comes into play. The chapter 4 is
dedicated to presenting our main theorem, the local Tb theorem by LaceyMartikainen [7]
modiﬁed to the metric setting.
The main technical tools in this Master's thesis are: dyadic grids in metric spaces, ran-
domisation of metric dyadic cubes, standard and adapted martingale transforms, Carleson
estimates, dyadic summation arguments and probabilistic arguments related to dyadic
cubes (including the bad/good cubes by NazarovTreilVolberg [8]). We will introduce all
these tools together with their proofs. We assume that the reader is familiar with the L2
spaces, metric spaces and some measure theory.
Notations and main theorems
Let (X, d) be a metric space with the geometric doubling property. This doubling property
means that for some ﬁxed constant M and for all x ∈ X and r > 0, the ball B(x, r) =
{y ∈ X : d(x, y) < r} is contained in a union of at most M balls of radius r/2. Basically,
we demand the space X to be ﬁnite dimensional. Let µ be a Borel measure on X, such
that µ(B(x, r)) ≤ Crm for some C > 0 and for all x ∈ X, r > 0.
Suppose f ∈ L2(µ) ∪ L∞(µ). Then deﬁne
θtf(x) :=
∫
X
st(x, y)f(y) dµ(y), x ∈ X. (1.1)
Here for every t > 0 the kernel st : X ×X → C, is assumed to satisfy, for some α > 0 and
C > 0, the size-estimate
|st(x, y)| ≤ C t
α
[t+ d(x, y)]m+α
, (1.2)
and the Hölder-estimate
|st(x, y)− st(x, z)| ≤ C d(y, z)
α
[t+ d(x, y)]m+α
, (1.3)
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whenever d(y, z) < t/2. We restrict our study to the vertical square functions
V f(x) =
(∫ ∞
0
|θtf(x)|2 dt
t
) 1
2
. (1.4)
These functions are interesting since
‖V f‖L2(µ) ≤ C ‖f‖L2(µ) ⇐⇒
∫∫
X×(0,∞)
|θtf(x)|2 dµ(x) dt
t
≤ C ‖f‖L2(µ) .
Next, we want to state our main theorems. However, they demand concepts like dyadic
grids, particular collections of cubes D(ω) where ω ∈ Ω, and a certain probability space of
shift parameters Ω. To be able to give the theorems, we use notations that are unfamiliar
for the time being. All the concepts will be deﬁned in detail in chapter 2. Also, let
Q̂ = Q × (0, `(Q)) be the Carleson box associated to a metric cube Q, where `(Q) is the
sidelength of Q. We deﬁne the Carleson constant:
CarD0(V, λ) := sup
R∈D0
( 1
µ(λR)
∫∫
R̂
|θt1(x)|2 dµ(x) dt
t
) 1
2
,
where λ is a large enough constant and λQ := {x ∈ X : d(x,Q) ≤ (λ− 1)`(Q)}.
Our ﬁrst aim is to prove the T1 theorem for square functions deﬁned on the metric
space X. In our study, we often ignore simple constants by notating A . B whenever
A ≤ CB, while C is a constant.
Theorem 1.1 (Global T1). Let D0 be a ﬁxed dyadic grid and λ ≥ 20 be ﬁxed. Then
‖V ‖L2(µ)→L2(µ) <∞ if and only if CarD0(V, λ) <∞. Moreover, we have that
‖V ‖L2(µ)→L2(µ) . 1 + CarD0(V, λ).
The main goal is to prove the following local Tb theorem:
Theorem 1.2 (Local Tb). Assume that for all ω ∈ Ω and every cube Q ∈ D(ω) there
exists a function bQ : X → C, with spt bQ ⊂ Q, which satisﬁes:
(1) 〈bQ〉Q = 1µ(Q)
∫
Q
bQ dµ = 1,
(2)
∫
Q
|bQ|2 dµ . µ(Q),
(3)
∫∫
Q̂
|θtbQ|2 dµ dtt . µ(Q).
Then it holds that ‖V ‖L2(µ)→L2(µ) <∞.
2
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2 Dyadic cubes on metric spaces
Let X be as previously deﬁned. First, we ﬁx a constant δ = 1/1000. This ensures enough
wiggle room between diﬀerent scales δk, k ∈ Z. We want to construct a set of cubes with
the same properties as dyadic grids on Euclidean spaces. This construction is based on
the study by Auscher and Hytönen [2].
This is done by deﬁning a maximal collection of reference points X k with ﬁxed sepa-
ration. From the reference points we can build a single collection of dyadic cubes, but we
need more than one. We generate new dyadic grids by varying the reference points. This
way we can eventually randomize the grids. Only in this section α is used as an index.
2.1 Reference dyadic points
Deﬁnition 2.1. Let X k = {xkα}α∈Z be a maximal collection of points in X with the
following properties:
(1)
{
xkα
}
α
⊂ {xk+1β }β.
(2) minα d(x, x
k
α) < 2δ
k for all x ∈ X.
(3) d(xkα, x
k
β) ≥ δk for all α 6= β.
Deﬁning the collections X k this way gives us nested sets; every point xkα is also a point
of the form xk+1β . Furthermore, there exists a point x
k
α relatively close to any given x ∈ X
and the points have δk-separation. From now on we refer to these points simply by (k, α)
and (k + 1, β).
We introduce a transitive relation ≤ between the points (k, α), a partial order of sorts.
It is easy to ﬁnd such a relation that the following properties hold
• (k + 1, β) ≤ (k, α) for precisely one (k, α),
• d(xk+1β , xkα) < δk/2 =⇒ (k + 1, β) ≤ (k, α),
• (k + 1, β) ≤ (k, α) =⇒ d(xk+1β , xkα) < 2δk.
If (k + 1, β) ≤ (k, α) holds, we call the point (k + 1, β) a child of (k, α).
2.2 Varied dyadic points
The main idea how to get a new collection of dyadic points is to replace xkα with one of
the xk+1β , (k + 1, β) ≤ (k, α). We also want that the new points have the same properties
as the reference points. We have to be careful which points we choose. Some of the points
xk+1β and x
k+1
γ might be too close to each other, thus not fulﬁlling the condition (3) on
deﬁnition 2.1.
Deﬁnition 2.2. Points (k, α) and (k, β) are neighbours if there exists children (k+1, γ) ≤
(k, α) and (k + 1, η) ≤ (k, β) such that d(xk+1γ , xk+1η ) < δk/2.
We avoid choosing neighbouring points by introducing the primary label L1(k, α) ∈
{0, 1, . . . , L}, where L is the maximal number of neighbours. It is chosen in such a way
that any two neighbours have diﬀerent label.
3
Joonas Taivainen
The secondary label, denoted by L2(k, α) ∈ {1, . . . ,M}, where M is the maximal
number of children, is chosen in such a way that no two children of the same parent have
the same label. These labels give rise to the space of varying parameters
Ω =
( {0, 1, . . . , L} × {0, 1, . . . ,M} )Z.
Given ω ∈ Ω, ω = (ωk)k∈Z = (lk,mk)k∈Z we deﬁne the varied dyadic points:
ykα(ω) :=
{
xk+1β , if L1(k, α) = lk and (k + 1, β) ≤ (k, α) s.t. L2(k + 1, β) = mk,
xkα, if L1(k, α) 6= lk or @(k + 1, β) ≤ (k, α) s.t. L2(k + 1, β) = mk.
(2.1)
Observe that ykα depends only on ωk. From now on we simply write y
k
α = y
k
α(ω). These
new collections of points
{
ykα
}
α
satisfy similar properties as the reference points do.
Lemma 2.3. The new points satisfy
d(ykα, y
k
β) ≥
δk
2
, min
α
d(x, ykα) < 4δ
k.
Proof. The second bound follows from the deﬁnition of ykα and the triangle inequality. In
every scenario it holds that d(xkα, y
k
α) < 2δ
k and hence
min
α
d(x, ykα) < min
α
[
d(x, xkα) + d(x
k
α, y
k
α)
]
< 4δk.
For the other bound, consider two diﬀerent points (k, α) and (k, β). If they are not
neighbours the bound follows by deﬁnition. Assume they are neighbours. Now these points
have diﬀerent L1-labels, so that at least one of the new dyadic points, say y
k
α, must satisfy
ykα = x
k
α. If (k + 1, η) ≤ (k, β) then (k + 1, η) 6≤ (k, α). Then we have d(xk+1η , xkα) ≥ δk/2.
But ykβ is going to be one of the points x
k+1
η . The claim follows.
Since we have constructed new collections, we need to adapt the relation ≤ to the
changes we made. Therefore, we deﬁne a new relation ≤ω, ω = (ωk)k∈Z,
(k + 1, β) ≤ω (k, α) def⇐⇒
{
d(xk+1β , y
k
α) <
δk
4
, or
(k + 1, β) ≤ (k, α) and @γ : d(xk+1β , ykγ) < δ
k
4
.
(2.2)
Basically we just ﬁnd a new parent for (k + 1, β) in the new relation by checking if there
are some ykα suﬃciently close. Otherwise, we use the old relation of the reference points
to determine the parent.
Properties of the new points and relation
The new relation has very similar properties as the reference relation. When (k + 1, β)
and (k, α) are given, the relation (k + 1, β) ≤ω (k, α), depends only on the component ωk
of ω. This follows from the deﬁnition of the relation ≤ω. In the relation ≤ω only the new
dyadic points ykα and y
k
γ depend on ω, especially on the ωk.
The relation ≤ω fulﬁls analogous conditions as ≤ in the deﬁnition 2.1 (2) and (3).
Lemma 2.4.
(1) d(yk+1β , y
k
α) < δ
k/5 ⇒ (k + 1, β) ≤ω (k, α).
4
Tb theorems for square functions on non-homogeneous metric spaces
(2) (k + 1, β) ≤ω (k, α) ⇒ d(yk+1β , ykα) < 5δk.
Proof. Start with (1) by estimating d(xk+1β , y
k
α). Assume that d(y
k+1
β , y
k
α) < δ
k/5 holds.
Then
d(xk+1β , y
k
α) ≤ d(xk+1β , yk+1β ) + d(yk+1β , ykα) < 2δk+1 +
δk
5
<
δk
4
,
and so by the deﬁnition we have (k + 1, β) ≤ω (k, α).
For (2) let (k+ 1, β) ≤ω (k, α). This divides into two cases. If d(xk+1β , ykα) < δk/4, then
d(yk+1β , y
k
α) ≤ d(yk+1β , xk+1β ) + d(xk+1β , ykα) < 2δk+1 +
δk
4
< 5δk.
In the second case we have (k + 1, β) ≤ (k, α) and so
d(yk+1β , y
k
α) ≤ d(yk+1β , xk+1β ) + d(xk+1β , xkα) + d(xkα, ykα) < 2δk+1 + 2δk + 2δk < 5δk.
Iterating the previous result we can derive the next lemma.
Lemma 2.5. For all l ≥ k,
(1) d(ylβ, y
k
α) < δ
k/6 ⇒ (l, β) ≤ω (k, α).
(2) (l, β) ≤ω (k, α) ⇒ d(ylβ, ykα) < 6δk.
Proof. The result follows from lemma 2.4 and from repeated use of the triangle inequality.
Dyadic cubes and properties
Now we are ready to deﬁne the dyadic cubes. We have three families of cubes: the
preliminary
Q̂kα(ω) :=
{
ylβ : (l, β) ≤ω (k, α)
}
,
and the closed and the open cubes
Q¯kα(ω) := Q̂
k
α(ω), Q˜
k
α(ω) := int(Q¯
k
α(ω)).
In addition, we can view the points ykα as the centre points of our cubes. Notice that
these cubes depend only on ωl, l ≥ k. Assume the parameter ω ∈ Ω to be ﬁxed for now.
We will present few properties of the dyadic cubes which are similar to their Euclidean
counterparts.
Lemma 2.6.
Q¯kα(ω) ⊆ B(ykα, 6δk).
Proof. Let x ∈ Q¯kα(ω). This means that x is a limit of some points ylβ with (l, β) ≤ω (k, α).
we pass to a subsequence (l, β) which satisﬁes (l, β) ≤ω (k + 1, γ) ≤ω (k, α) for some γ.
Now we have that
d(ykα, x) ≤ d(ykα, yk+1γ ) + d(yk+1γ , ylβ) + d(ylβ, x).
By the previous lemmas 2.4 and 2.5, the sum of the ﬁrst two terms are bounded by
5δk + 6δk+1 < 6δk. Finally, the last term can be made arbitrarily small by the deﬁnition
of ylβ.
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In the next lemma we write up few covering properties of the closed cubes Q¯kα(ω).
For this we need some knowledge of locally ﬁnite families. A family A of subsets of X is
locally ﬁnite if and only if every point of the space has a neighbourhood with a nonempty
intersection with at most a ﬁnite number of the subsets A ∈ A. The theorem 10.2.1, in the
W. Pervin's book [5], states that if one takes a closures of subsets of locally ﬁnite family
A, it is also locally ﬁnite. Therefore, it holds that⋃
{A : A ∈ A} =
⋃{
A : A ∈ A} .
Lemma 2.7. For a ﬁxed k ∈ Z, the closed cubes Q¯kα(ω) have the following covering
properties:
X =
⋃
α
Q¯kα(ω), Q¯
k
α(ω) =
⋃
β : (k+1,β)≤ω(k,α)
Q¯k+1β (ω).
Proof. Every x ∈ X is a limit of points ymβ(m) where m → ∞. When m ≥ k, we have
(m,β(m)) ≤ (k, α) for some α. Therefore ⋃α Q̂kα(ω) is dense in X. Since the centres ykα are
uniformly separated, the preliminary cubes have uniformly bounded diameter and the ge-
ometric doubling property holds, the union is locally ﬁnite. Therefore, by the [5][Theorem
10.2.1] we can take closures inside the union. So
X =
⋃
α
Q̂kα(ω) =
⋃
α
Q̂kα(ω) =
⋃
α
Q¯kα(ω).
Now we move to the second claim. Again we start with the preliminary cubes,
Q̂kα(ω) =
⋃
β : (k+1,β)≤ω(k,α)
Q̂k+1β (ω).
In this case, the union
⋃
β : (k+1,β)≤ω(k,α) Q¯
k+1
β (ω) is ﬁnite, thus it is naturally locally ﬁnite.
As in the ﬁrst part, we can move on to taking closures. Therefore,
Q¯kα(ω) = Q̂
k
α(ω) =
⋃
β : (k+1,β)≤ω(k,α)
Q̂k+1β (ω) =
⋃
β : (k+1,β)≤ω(k,α)
Q¯k+1β (ω).
Lemma 2.8. (Disjointness of cubes)
Q¯kα(ω) ∩ Q˜kβ(ω) = ∅, (α 6= β),
and also,
Q˜kα(ω)
c =
⋃
β 6=α
Q¯kβ(ω).
Proof. Let's start with the ﬁrst statement. First, assume that x ∈ Q¯kα(ω) ∩ Q̂kβ(ω)). As
before x = ylγ with (l, γ) ≤ω (k, β), and x = limm→∞ ymβ(m) with (m,β(m)) ≤ (k, α). For
m large enough we have d(ymβ(m), y
l
γ) < δ
l/6, so by lemma 2.5 we arrive to a contradiction
(m,β(m)) ≤ω (l, γ, ) ≤ω (k, β).
We are after a contradiction, so let x ∈ Q¯kα(ω) ∩ Q˜kα(ω). Let x = limm→∞ xm with
xm ∈ Q̂kα(ω). By the openness of Q˜kβ(ω) and xm → x we have that xm ∈ Q˜kα(ω) ⊆ Q¯kβ(ω)
6
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for large m. Therefore xm ∈ Q̂kα(ω) ∩ Q¯kβ(ω), which is actually an empty set by the ﬁrst
part of the proof. So we have a contradiction.
Only the second claim remains. Now we have Q˜kα(ω) ⊆
⋂
β 6=α Q¯
k
β(ω)
c =
(⋃
β 6=α Q¯
k
β(ω)
)c
=: Qkα. The union is locally ﬁnite, so the set (Qkα)c is closed and thus Qkα is open. We can
write X = Q¯kα(ω)∪ (Qkα)c. This means that Qkα ⊆ Q¯kα(ω). On the other hand Q˜kα(ω) is the
largest open set contained in Q¯kα(ω) so we must have Qkα ⊆ Q˜kα(ω).
Lemma 2.9.
B(ykα, δ
k/6) ⊆ Q˜kα(ω).
Proof. We only need to prove that B(ykα, δ
k/6) is disjoint from each Q¯kβ(ω) with β 6= α.
Again, we are after a contradiction. Let x ∈ B(ykα, δk/6)∩ Q¯kβ(ω). Then x = limm→∞ ymβ(m)
for some (m,β(m)) ≤ω (k, β). Now we have
d(ymβ(m), y
k
α) ≤ d(ymβ(m), x) + d(x, ykα) <
δk
6
for large m. Now lemma 2.5 gives us a contradiction.
We can actually see the dyadic points xkα as the centre points of the varied dyadic cubes
Q¯kα(ω) for all ω ∈ Ω.
Lemma 2.10. For any ω ∈ Ω we have
B(xkα, δ
k/8) ⊆ Q¯kα(ω) ⊆ B(xkα, 8δk).
Proof. We start with the latter inclusion. By lemma 2.6 we have for any x ∈ Q¯kα(ω) that
d(x, xkα) ≤ d(x, ykα) + d(ykα, xkα) < 6δk + 2δk < 8δk,
which proves that Q¯kα(ω) ⊆ B(xkα, 8δk).
Then the other inclusion. Let d(x, xkα) < δ
k/8. Since X =
⋃
β Q¯
k+1
β (ω), we must have
x ∈ Q¯k+1β (ω) ⊆ B(xk+1β , 8δk+1) for some β. Then
d(xk+1β , x
k
α) ≤ d(xk+1β , x) + d(x, xkα) < 8δk+1 +
δk
8
<
δk
2
.
By applying (2) of the deﬁnition 2.1 we get (k + 1, β) ≤ (k, α).
We want to show that this also holds for the new relation. It would imply that x ∈
Q¯k+1β (ω) ⊂ Q¯kα(ω). By (2.2) the only problematic case is when d(xk+1β , ykγ) < δk/4 for some
γ 6= α. Let us assume this. Now ykγ = xk+1θ for some (k + 1, θ) ≤ (k, γ). Then
d(xk+1θ , x
k
α) ≤ d(ykγ , xk+1β ) + d(xk+1β , x) + d(x, xkα)
<
δk
4
+ 8δk+1 +
δk
8
<
δk
2
,
and hence by deﬁnition (k+ 1, θ) ≤ (k, α). On the other hand we have (k+ 1, θ) ≤ (k, γ).
This means that γ = α, which is a contradiction.
We want our grids to have all the previous properties and have disjoint cubes. Con-
structing a dyadic grid out of closed or open cubes gives us a set with overlapping bound-
aries or gaps between cubes. Next, we build a collection of disjoint half-open cubes
using the previously constructed closed and open cubes as presented by T. Hytönen and
H. Martikainen in [4][Theorem 4.4].
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Theorem 2.11. There exists sets Qkα(ω) such that Q˜
k
α(ω) ⊂ Qkα(ω) ⊂ Q¯kα(ω),
X =
⋃
α
Qkα(ω)
for every k ∈ Z and if l ≥ k then either Qkα(ω) ∩ Qlβ(ω) = ∅ or Qlβ(ω) ⊂ Qkα(ω). In
addition, for every l ≥ k we have
Qkα(ω) =
⋃
β : (l,β)≤ω(k,α)
Qlβ(ω).
Proof. Assume that α ∈ N (just for each k). For k = 0, deﬁne
Q00(ω) = Q¯
0
0(ω), Q
0
α(ω) = Q¯
0
α(ω) \
α−1⋃
β=0
Q0β(ω), α ≥ 1.
For k < 0 deﬁne
Qkα(ω) =
⋃
β : (0,β)≤ω(k,α)
Q0β(ω).
For k > 0 we proceed by induction. Suppose that the cubes Qlα(ω), l ≤ k− 1, are already
deﬁned. For every α, consider the ﬁnitely many pairs (k, β) ≤ω (k−1, α). Then temporary
relabel them β = 0, 1, . . . , B, where B is ﬁnite, and set
Qk0(ω) = Q
k−1
α (ω) ∩ Q¯k0(ω), Qkβ(ω) = Qk−1α (ω) ∩ Q¯kβ(ω) \
β−1⋃
γ=0
Qkγ(ω), β ≥ 1.
It is easy to check that the wanted properties follow.
Finally, we can deﬁne the dyadic grid D.
Deﬁnition 2.12. For every ω ∈ Ω we deﬁne the dyadic grid
D(ω) = {Qkα(ω)}k∈Zα ,
where Qkα(ω) are as deﬁned in theorem 2.11.
We denote gen(Qkα(ω)) = k. This is the generation of Q
k
α(ω). Then we deﬁne
`(Qkα(ω)) = δ
k = δgen(Q
k
α(ω)). We consider this number as the side length of Qkα(ω).
However, this notation Qkα(ω) is too heavy, and we often want to just write Q ∈ D.
This lighter notation introduces a minor technical problem as we now explain. We
deﬁneDk(ω) =
{
Qkα(ω)
}
α
. It is possible that give a setQ it holds thatQ ∈ Dk1(ω)∩Dk2(ω)
for k1 6= k2. For this reason, given just a set Q ∈ D(ω) its generation is not quite well-
deﬁned. When disposing of the heavier notation Qkα(ω) we should think that the cube
Q actually corresponds to a pair (Q, k), where k is its generation, also denoted gen(Q).
Then, one can simplify the notation `(Q) = δgQ and consider this number as the side
length of Q. In practice, we just write Q but always remeber that it come equipped with
the knowledge of its generation.
Notice that the diameter of Q satisﬁes d(Q) . `(Q). Moreover, if cQ denotes the centre
of Q, then B(cQ, c`(Q)) ⊂ Q (where c = 1/10 for example).
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2.3 Randomizing dyadic cubes
Equip the set of parameters Ω =
( {0, 1, . . . , L}×{0, 1, . . . ,M} )Z with the natural product
probability measure Pω. We randomize the dyadic cubes through the varying parameter
ω. This way we arrive at our two key theorems, which we are going to apply later.
First, we have a probabilistic result with our varied dyadic points. To have ykα = x
k+1
β ,
we must have L1(k, α) = lk, (k + 1, β) ≤ (k, α), and L2(k + 1, β) = mk, if ωk = (lk,mk).
The ﬁrst label has probability of 1/(L+ 1) and the second one has 1/(M + 1). Since the
labels are independent we can just multiply the probabilities. Fixing (k + 1, β) ≤ (k, α)
we have a result
Pω(ykα = xk+1β ) ≥
1
(L+ 1)(M + 1)
. (2.3)
This means that every old point of level k + 1 has a positive, lower bounded probability
of being a new point on the level k. The key point in this construction of dyadic cubes is
that the probability on being near the boundary of any cube is small.
Theorem 2.13. For some η ∈ (0, 1], and for every ﬁxed k ∈ Z and x ∈ X there holds
that
Pω
(
x ∈
⋃
α
∂εQ¯
k
α(ω)
)
. εη,
where ∂εQ¯
k
α(ω) :=
{
y ∈ Q¯kα(ω) : d(y, Q˜kα(ω)c) < εδk
}
and ε > 0.
Proof. Let x ∈ X, k ∈ Z and ε > 0 be ﬁxed. For every l = k, k + 1, . . . , there is γ so that
d(x, xl+1γ ) < 2δ
l+1. Suppose that the point xl+1γ is chosen as the new dyadic point y
l
β. By
lemma 2.9 we have B(ylβ, δ
l/6) ⊆ Q˜lβ(ω). Therefore
d(x, Q˜lβ(ω)
c) ≥ d(ylβ, Q˜lβ(ω)c)− d(x, ylβ) ≥
(1
6
− 2δ
)
δl ≥ 1
7
δl ≥ εδk
if l ≤ k+ ln(7ε)/ ln δ. Now, we especially have that x ∈ Q˜lβ(ω) ⊆ Q˜kα(ω) if (l, β) ≤ω (k, α)
and d(x, Q˜kα(ω)
c) ≥ d(x, Q˜lβ(ω)c) ≥ εδk. In this case, x cannot be in the union of boundary
layers, i.e x 6∈ ⋃α ∂εQ¯kα(ω). On the other hand, if we want x to belong to the union we
must not choose any of the xl+1γ , with k ≤ l ≤ k + ln(7ε)/ ln δ, as the new dyadic point.
By equation (2.3) the probability that xl+1γ is chosen is atleast p = 1/(L + 1)(M + 1).
Therefore, the inverse probability is at most 1 − p. In addition, the events on diﬀerent
levels of l are independent of each other. So the probability that none of these xl+1γ are
chosen is at most
(1− p)ln(7ε)/ ln δ = (7ε)ln(1−p)/ ln δ = Cεη,
where η := ln(1− p)/ ln δ > 0 and C = 7η.
Corollary 2.14. The previous theorem 2.13 also holds for the natural boundary layers of
the cubes Qkα(ω) deﬁned in theorem 2.11.
Theorem 2.15. For given x ∈ X there holds that
Pω
(
x ∈
⋃
k,α
∂Qkα(ω)
)
= 0,
where ∂Qkα(ω) := Q¯
k
α(ω) \ Q˜kα(ω).
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Proof. This follows from previous theorem 2.13 when ε→ 0.
If we would not use disjoint half-open cubes, the overlapping borders might have pos-
itive measure. This seems problematic at ﬁrst look, but in fact even this would not cause
problems. In a sense, the area depends on the parameter ω. Furthermore, it turns out that
with a given measure µ, the measure of the overlapping area is zero almost everywhere.
Theorem 2.16. Let µ be a Borel measure in X and k ∈ Z. Then µ
(⋃
k,α ∂Q
k
α(ω)
)
= 0
with almost every ω ∈ Ω.
Proof. We start by integrating the measure of the boundary:∫
µ
(⋃
k,α
∂Qkα(ω)
)
dPω =
∫∫
χ⋃
k,α ∂Q
k
α(ω)
(x) dµ(x) dPω.
Since the integrals are well-deﬁned and ﬁnite, we can use Fubini's theorem to change the
order of integration. The probability inside the integral is zero by theorem 2.15. Then∫
Pω
(
x ∈
⋃
k,α
∂Qkα(ω)
)
dµ(x) = 0.
This means that
µ
(⋃
k,α
∂Qkα(ω)
)
= 0, for a.e. ω ∈ Ω.
2.4 Good and bad cubes
Let D0 = D(ω′) be a ﬁxed dyadic grid for some ω′ ∈ Ω. We separate the cubes of D0 into
good and bad cubes depending how close they are to the borders of cubes in D(ω). Then,
the badness of cubes is relative to some other dyadic grid D(ω). Suppose r > 0 is a large
number and γ = α
2(m+α)
a small constant, where m and α are the same as in (1.2) and
(1.3).
Deﬁnition 2.17. A dyadic cube R ∈ D0 is D(ω)-bad if there exists a cube Q ∈ D such
that `(Q) ≥ δ−r`(R), d(Q,R) ≤ `(R)γ`(Q)1−γ and d(X \Q,R) ≤ `(R)γ`(Q)1−γ.
If a cube R ∈ D0 is not bad, then we say it is good. As the theorem 2.13 states, the
probability of a point being inside the boundary region is small. Similarly, we ﬁnd that
the probability of being bad is vanishing, when r →∞.
Theorem 2.18. For a given R ∈ D0,
Pω(R is D(ω)-bad) . δrγη.
Proof. Given k ≥ r, we say that R is k-D(ω)-bad if there exist Q ∈ D(ω) such that
`(Q) = δ−k`(R), d(Q,R) ≤ `(R)γ`(Q)1−γ and d(X \Q,R) ≤ `(R)γ`(Q)1−γ. Furthermore,
R is bad if it is k-D(ω)-bad for some k ≥ r. Then we can write
Pω(R is D(ω)-bad) ≤
∞∑
k=r
Pω(R is k-D(ω)-bad).
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Now suppose R is k-D(ω)-bad. Let Q ∈ D be the unique cube for which `(Q) = δ−k`(R)
and cR ∈ Q. Then we must have that
d(Qc, R) ≤ `(R)γ`(Q)1−γ =
(
`(R)
`(Q)
)γ
`(Q) = δγk`(Q).
Moreover, now there holds that
d(cR, Q
c) . d(R,Qc) + `(R) ≤ δγk`(Q) + δk`(Q) . δγk`(Q).
Thus cR is inside the δ
γk-boundary layer of Q. We conclude that
Pω(R is k-D(ω)-bad) ≤ Pω
(
cR ∈
⋃
Q∈D(ω)
`(Q)=δ−k`(R)
∂δγkQ
) Cor 2.14
. δγkη.
Finally, we ﬁnd the bound
Pω(R is D(ω)-bad) ≤
∞∑
k=r
δγηk ∼ δγηr =: c(r) r→∞−−−→ 0.
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3 The proof of the global T1 theorem
The ﬁrst direction, that CarD0(V, λ) < ∞ follows from ‖V ‖L2(µ)→L2(µ) < ∞, is the easy
one. Let Q ∈ D0 be an arbitrary cube and suppose f ∈ L2(µ) ∪ L∞(µ). Next, we use a
basic trick and divide 1(x) = χλQ(x) + χ(λQ)c(x). Then∫∫
Q̂
|θt1(x)|2 dt
t
dµ(x) .
∫∫
X×(0,∞)
|θtχλQ(x)|2 dt
t
dµ(x) +
∫∫
Q̂
∣∣θtχ(λQ)c(x)∣∣2 dt
t
dµ(x)
= I1 + I2.
We will show ﬁrst that I1 is bounded by µ(λQ):
I1 =
∫∫
X×(0,∞)
|θtχλQ(x)|2 dt
t
dµ(x) . ‖χλQ‖2L2(µ) = µ(λQ).
The boundedness of I2 follows from the kernel estimates. Suppose (x, t) ∈ Q̂, in
particular, x ∈ Q. Therefore, there holds that
∣∣θtχ(λQ)c(x)∣∣ = ∣∣∣∣∫
(λQ)c
st(x, y) dµ(y)
∣∣∣∣ . tα ∫
(λQ)c
dµ(y)
d(x, y)m+α
.
Now d(x, y) ≥ d(y, cQ)− d(x, cQ) ≥ 12d(y, cQ) because by lemma 2.10
d(x, cQ) ≤ 8`(Q) ≤ 8
λ− 1d(y, cQ) ≤
1
2
d(y, cQ).
Then, there holds that∫
(λQ)c
dµ(y)
d(x, y)m+α
.
∫
B
(
cQ,
`(Q)
8
)c dµ(y)d(y, cQ)m+α =
∞∑
j=0
∫
2j
`(Q)
8
≤d(y,cQ)<2j+1 `(Q)8
dµ(y)
d(y, cQ)m+α
.
∞∑
j=0
(
2j`(Q)
)−m−α (
2j`(Q)
)m
= `(Q)−α
∞∑
j=0
2−αj . `(Q)−α.
Therefore, we have that ∣∣θtχ(λQ)c(x)∣∣ . ( t
`(Q)
)α
for all x ∈ Q. This means that
I2 =
∫∫
Q̂
∣∣θtχ(λQ)c(x)∣∣2 dt
t
dµ(x) . `(Q)−2α
∫
Q
dµ(x)
∫ `(Q)
0
t2α−1 dt . µ(Q).
The second part of the proof takes more eﬀort. We need to establish few tools to make
it easier.
3.1 Good and bad Whitney regions
We want to split the integral in ‖V ‖L2(µ)→L2(µ) into parts, which are easier to handle. Fix
f ∈ L2(µ). Let WR = R × (`(R)/2, `(R)] be the associated Whitney region. Keep the
12
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dyadic grid D0 ﬁxed, and decompose
K :=
∫∫
X×(0,∞)
|θtf(x)|2 dµ(x) dt
t
=
∑
R∈D0
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
=
∑
R∈D0
R is D(ω)-good
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
+
∑
R∈D0
R is D(ω)-bad
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
.
We take Eω on both sides:
K = Eω
∑
R∈D0
R is D(ω)-good
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
+ Eω
∑
R∈D0
R is D(ω)-bad
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
=: Kgood +Kbad.
We know how to estimate Kgood by decomposing the function f using a martingale diﬀer-
ence decomposition. The decomposition will be introduced in detail later. On the other
hand, we have to deal with the error term Kbad. Then we can estimate
Kbad = Eω
∑
R∈D0
R is D(ω)-bad
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
= Eω
∑
R∈D0
χ{D(ω)-bad cubes}(R)
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
=
∑
R∈D0
Pω(R is D(ω)-bad cube)
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
≤ c(r)
∑
R∈D0
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
= c(r)
∫∫
X×(0,∞)
|θtf(x)|2 dµ(x) dt
t
= c(r)K.
Next, let r be large enough so that c(r) ≤ 1
2
. Then we have that
K ≤ Kgood + 1
2
K. (3.1)
We need to arrange K < ∞. This can be achieved by assuming qualitatively that
‖V ‖L2(µ)→L2(µ) < ∞. This in turn can be arranged as follows. The formulation is similar
to [3][p.5] Suppose we have shown the theorem in the case ‖V ‖L2(µ)→L2(µ) < ∞. Deﬁne
sit(x, y) = st(x, y) whenever 1/i ≤ t < i and 0 otherwise. It is easy to check that the kernel
estimates are preserved. Then let
V if(x) :=
(∫ i
1
i
|θtf(x)|2 dµ(x) dt
t
) 1
2
=
(∫ ∞
0
∣∣θitf(x)∣∣2 dµ(x) dtt
) 1
2
,
where
θitf(x) =
∫
X
sit(x, y)f(y) dµ(y).
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We will show ‖V i‖L2(µ)→L2(µ) <∞. To this end, deﬁne the maximal function
Mµf(x) = sup
B ball
x∈B
1
µ(5B)
∫
B
|f(y)| dµ(y).
Notice that:
|θtf(x)| ≤
∫
B(x,t)
|st(x, y)| |f(y)| dµ(y) +
∫
B(x,t)c
|st(x, y)| |f(y)| dµ(y)
. t−m
∫
B(x,t)
|f(y)| dµ(y) + tα
∞∑
j=0
∫
y : 2jt≤d(x,y)<2j+1t
|f(y)|
d(x, y)m+α
dµ(y)
. 1
µ(B(x, 5t))
∫
B(x,t)
|f(y)| dµ(y) + tα
∞∑
j=0
(2jt)−m−α
∫
B(x,2j+1t)
|f(y)| dµ(y)
.Mµf(x) +
∞∑
j=0
2−αjMµf(x) .Mµf(x)
for all t > 0 and x ∈ X. Using this we get∥∥V i∥∥
L2(µ)→L2(µ) ≤ (2 ln i)
1
2 ‖Mµ‖L2(µ)→L2(µ) <∞.
By the monotone convergence theorem we see that
‖V f‖L2(µ) = limi→∞
∥∥V if∥∥
L2(µ)
≤ lim sup
i→∞
∥∥V i∥∥
L2(µ)→L2(µ) ‖f‖L2(µ)
. lim sup
i→∞
(1 + CarD0(V
i, λ)) ‖f‖L2(µ) ≤ (1 + CarD0(V, λ)) ‖f‖L2(µ) ,
So it is OK to assume ‖V ‖L2(µ)→L2(µ) <∞. Now that K <∞ we can move terms in (3.1),
and get K ≤ 2Kgood. Thus, it only suﬃces to prove the boundedness of
Kgood = Eω
∑
R∈D0
R is D(ω)-good
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
=: EωAω(f).
Let us ﬁx ω ∈ Ω. There holds that
Aω(f) :=
∑
R∈D0
R is D(ω)-good
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
= lim
s→∞
∑
R∈D0
R is D(ω)-good
`(R)≤δ−s
∫∫
WR
|θtf(x)|2 dµ(x) dt
t
=: lim
s→∞
Asω(f).
Since ω is ﬁxed, we write D = D(ω). We will show that Asω(f) . ‖f‖2L2(µ) independently
of s. This will complete the proof.
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3.2 Martingale diﬀerence decomposition
In the martingale diﬀerence decomposition we split the function f into pieces ∆Qf , which
are localised to D-cubes and satisfy the cancellation ∫ ∆Qf dµ = 0. Let s ∈ Z and denote
〈f〉Q = µ(Q)−1
∫
Q
f dµ, and then write
f(x) =
∑
Q∈D
`(Q)≤δ−s
∆Qf(x) +
∑
Q∈D
`(Q)=δ−s
〈f〉QχQ(x) (3.2)
= lim
p→∞
∑
Q∈D
δp<`(Q)≤δ−s
∆Qf(x) +
∑
Q∈D
`(Q)=δ−s
〈f〉QχQ(x), (3.3)
where
∆Qf(x) =
∑
Q′∈ch(Q)
[〈f〉Q′ − 〈f〉Q]χQ′(x). (3.4)
To see the above pointwise identity we argue as follows. Let Qkx ∈ D be the unique cube
such that x ∈ Qkx and `(Qkx) = δk. Then, for a ﬁxed p:
fp(x) =
∑
Q∈D
δp<`(Q)≤δ−s
∆Qf(x) +
∑
Q∈D
`(Q)=δ−s
〈f〉QχQ(x)
=
[〈f〉Q−s+1x − 〈f〉Q−sx ]+ 〈f〉Q−sx + · · ·+ [〈f〉Qpx − 〈f〉Qp−1x ]
= 〈f〉Qpx −−−→p→∞ f(x) µ-a.e x.
We still need to show convergence in L2(µ). Observe that
∣∣〈f〉Qpx∣∣ ≤ MDf ∈ L2(µ). Here
we denote the dyadic maximal function:
MDf(x) = sup
Q∈D
χQ(x)
µ(Q)
∫
Q
|f | dµ.
Now it holds that fp(x)→ f(x) with µ-a.e. x and we have a uniform upper bound |fp| ≤
MDf . Thus, by the dominated convergence theorem we have limp→∞ ‖fp − f‖L2(µ) = 0.
The next result plays a crucial role in the coming parts. First, notice that
∫
X
∆Qf ·∆Hf dµ =
{
‖∆Qf‖2L2(µ) , Q = H,
0, otherwise.
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Cancelling out terms gives us
‖f‖2L2(µ) = 〈f, f〉
=
〈 ∑
Q∈D
`(Q)≤δ−s
∆Qf +
∑
Q∈D
`(Q)=δ−s
〈f〉QχQ,
∑
H∈D
`(H)≤δ−s
∆Hf +
∑
H∈D
`(H)=δ−s
〈f〉HχH
〉
=
〈 ∑
Q∈D
`(Q)≤δ−s
∆Qf,
∑
H∈D
`(H)≤δ−s
∆Hf
〉
+
〈 ∑
Q∈D
`(Q)=δ−s
〈f〉QχQ,
∑
H∈D
`(H)=δ−s
〈f〉HχH
〉
=
∑
Q∈D
`(Q)≤δ−s
〈∆Qf,∆Qf〉+
∑
Q∈D
`(Q)=δ−s
〈〈f〉QχQ, 〈f〉QχQ〉
=
∑
Q∈D
`(Q)≤δ−s
‖∆Qf‖2L2(µ) +
∑
Q∈D
`(Q)=δ−s
‖〈f〉QχQ‖2L2(µ) .
3.3 Continuation of the proof
Fix s ∈ Z for the remaining of the argument. We will exploit the notation and redeﬁne
∆Qf = ∆Qf + 〈f〉QχQ if `(Q) = δ−s. Then, we write the decomposition and the above
result in form:
f(x) =
∑
Q∈D
`(Q)≤δ−s
∆Qf(x), ‖f‖2L2(µ) =
∑
Q∈D
`(Q)≤δ−s
‖∆Qf‖2L2(µ) . (3.5)
Note that in the case `(Q) < `(R) ≤ δ−s it holds ∫ ∆Qf dµ = 0, because∫
∆Qf dµ =
∫ ∑
Q′∈ch(Q)
[〈f〉Q′ − 〈f〉Q]χQ′ dµ = ∑
Q′∈ch(Q)
∫
Q′
〈f〉Q′ dµ−
∑
Q′∈ch(Q)
∫
Q′
〈f〉Q dµ
=
∑
Q′∈ch(Q)
µ(Q′)〈f〉Q′ − µ(Q)〈f〉Q =
∑
Q′∈ch(Q)
∫
Q′
f dµ−
∫
Q
f dµ = 0.
It is enough to show:
Asω
( ∑
Q∈D
`(Q)≤δ−s
∆Qf
)
. ‖f‖2L2(µ) . (3.6)
Next we will divide the inner sum for a given D-good R ∈ D0. The cases are, Q ∈ D,
(1) `(Q) < `(R),
(2) `(Q) ≥ `(R) and d(Q,R) > `(R)γ`(Q)1−γ,
(3) `(R) ≤ `(Q) ≤ δ−r`(R) and d(Q,R) ≤ `(R)γ`(Q)1−γ,
(4) `(Q) > δ−r`(R) and d(Q,R) ≤ `(R)γ`(Q)1−γ.
From now on, we will omit the repeating R ∈ D0, R is D(ω)-good notation in the sum
over R. We will continue in this fashion in other sums as well and write R ∈ D0,good.
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3.4 The case `(Q) < `(R)
Suppose `(Q) < `(R). We need to show that∑
R∈D0,good
`(R)≤δ−s
∫∫
WR
∣∣∣ ∑
Q : `(Q)<`(R)
θt∆Qf(x)
∣∣∣2 dµ(x) dt
t
. ‖f‖2L2(µ) . (3.7)
Then set
AQR =
`(Q)
α
2 `(R)
α
2
D(Q,R)α+m
µ(Q)
1
2µ(R)
1
2 ,
where we denote D(Q,R) = `(Q) + `(R) + d(R,Q).
Properties of AQR
For the upcoming proposition we need the following simple version of the Schur test (see
e.g. p. 458 on [6]),
Lemma 3.1 (Schur test). Let T be an integral operator with a non-negative kernel
K(x, y) ≥ 0, i.e.
Tf(x) =
∫
X
K(x, y)f(y) dµ(y).
Assume that there exists constants α, β > 0 such that∫
X
K(x, y) dµ(y) ≤ α (3.8)
for almost all x and ∫
X
K(x, y) dµ(x) ≤ β (3.9)
for almost all y. Then, the operator T extends to a continuous operator T : L2(µ)→ L2(µ)
with the operator norm
‖T‖L2(µ)→L2(µ) ≤
√
αβ.
Proof. Let f ∈ L2(µ). Applying the Cauchy-Schwarz inequality and (3.8) yields
|Tf(x)|2 =
∣∣∣ ∫
X
K(x, y)f(y) dµ(y)
∣∣∣2 ≤ (∫
X
K(x, y) dµ(y)
)(∫
X
K(x, y) |f(y)|2 dµ(y)
)
≤ α
∫
X
K(x, y) |f(y)|2 dµ(y).
Now, we integrate previous relation in x, and switch the order of integration using Fubini's
theorem. Then, the inequality (3.9) gives us the desired result:
‖Tf‖2L2(µ) ≤ α
∫
X
(∫
X
K(x, y) dµ(x)
)
|f(y)|2 dµ(y)
≤ αβ
∫
X
|f(y)|2 dµ(y) = αβ ‖f‖2L2(µ) .
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Proposition 3.2. ∑
Q,R
AQRxQyQ .
(∑
Q
x2Q
) 1
2
(∑
R
y2R
) 1
2
(3.10)
for xQ, yR ≥ 0. In particular, there holds that(∑
R
[∑
Q
AQRxQ
]2) 1
2 .
(∑
Q
x2Q
) 1
2
. (3.11)
Proof. The inequality (3.11) follows quite easily from (3.10). We ﬁrst set
yR =
∑
Q
AQRxQ.
Next, we insert yR to the inequality (3.10). This yields∑
R
yR
∑
Q
AQRxQ =
∑
R
[∑
Q
AQRxQ
]2
.
(∑
Q
x2Q
) 1
2
(∑
R
[∑
Q
AQRxQ
]2) 1
2
.
The claim follows by dividing both sides with
(∑
R
[∑
QAQRxQ
]2) 1
2
. We concentrate on
proving (3.10). Because AQR = ARQ, we can assume that AQR = 0 whenever `(R) > `(Q),
whence
AQR :=
{
`(Q)
α
2 `(R)
α
2
D(Q,R)m+α
µ(Q)
1
2µ(R)
1
2 if `(Q) ≤ `(R),
0, otherwise.
We want to prove that for all k ∈ Z and m = 0, 1, 2, . . ., it holds
∑
`(Q)=δk+m
`(R)=δk
AQRxQyQ . δ
αm
2
( ∑
`(Q)=δk+m
x2Q
) 1
2
( ∑
`(R)=δk
y2R
) 1
2
. (3.12)
Since this will imply the result:
∑
Q,R
AQRxQyQ =
∞∑
m=0
∑
k∈Z
∑
`(Q)=δk+m
`(R)=δk
AQRxQyQ
Höl
.
∞∑
m=0
δ
αm
2
(∑
k∈Z
∑
`(Q)=δk+m
x2Q
) 1
2
(∑
k∈Z
∑
`(R)=δk
y2R
) 1
2
.
(∑
Q
x2Q
) 1
2
(∑
R
y2R
) 1
2
.
Therefore, it suﬃces to ﬁx k ∈ Z and m = 0, 1, 2, . . ., and prove (3.12).
Next, deﬁne the kernel
Km,k(x, y) =
∑
`(Q)=δk+m
`(R)=δk
AQRµ(Q)
− 1
2µ(R)−
1
2χQ(x)χR(y).
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Formally this is an inﬁnite sum, but in fact, with ﬁxed x and y the sum has just one term.
Deﬁne also the functions
h1(x) =
∑
`(Q)=δk+m
µ(Q)−
1
2xQχQ(x),
h2(y) =
∑
`(R)=δk
µ(R)−
1
2yRχR(x).
Now, the inequality (3.12) has an equivalent integral formulation∫
X
∫
X
Km,k(x, y)h1(x)h2(y) dµ(x) dµ(y) . δ
αm
2 ‖h1‖L2(µ) ‖h2‖L2(µ) .
We will prove this by using Schur's test to the operator
Tm,kf(x) :=
∫
X
Km,k(x, y)f(y) dµ(y)
We have ‖Tm,k‖L2(µ)→L2(µ) . δ
αm
2 , if for all y ∈ X∫
X
Km,k(x, y) dµ(x) . δ
αm
2
and for all x ∈ X ∫
X
Km,k(x, y) dµ(y) . δ
αm
2 .
Because the cases are similar in nature we will bound only the ﬁrst one. Fix y and x,
so that
Km,k(x, y) =
δ
αm
2 δαk
D(Qx, Ry)m+α
,
where Qx is the unique cube such that x ∈ Qx and `(Qx) = δk+m, and Ry is the unique
cube such that y ∈ Ry and `(Ry) = δk. We divide the integral according to the ball
B(y, δk):∫
X
Km,k(x, y) dµ(x) =
∫
B(y,δk)
Km,k(x, y) dµ(x) +
∫
X\B(y,δk)
Km,k(x, y) dµ(x).
Note that D(Qx, Ry) ≥ `(Ry) = δk. Then, there holds that∫
B(y,δk)
Km,k(x, y) dµ(x) .
∫
B(y,δk)
δ
αm
2 δαk
(δk)m+α
dµ(x) = δ
αm
2
µ(B(y, δk))
δmk
. δ αm2 .
Secondly, note that D(Qx, Ry) & d(x, y). This time we divide the integral into annuli:∫
X\B(y,δk)
Km,k(x, y) dµ(x) .
∞∑
j=0
∫
2jδk≤d(x,y)<2j+1δk
δ
αm
2 δαk
d(x, y)m+α
dµ(x)
∼ δ αm2
∞∑
j=0
(2jδk)−m−αδkα(2jδk)m ∼ δ αm2
∞∑
j=0
2−αj . δ αm2 .
This ends the proof.
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We are now ready to prove (3.7). Let (x, t) ∈ WR. Then we can write
θt∆Qf(x) =
∫
Q
[st(x, y)− st(x, cQ)]∆Qf(y) dµ(y).
Note that d(y, cQ) ≤ 8`(Q) ≤ `(R)/4 ≤ t/2 for every y ∈ Q. So we may estimate
|st(x, y)− st(x, cQ)| . `(Q)
α
[`(R) + d(Q,R)]m+α
. `(Q)
α
2 `(R)
α
2
[`(R) + d(Q,R)]m+α
. `(Q)
α
2 `(R)
α
2
[D(Q,R)]m+α
= AQRµ(Q)
− 1
2µ(R)−
1
2 .
Using this estimate we are able to conclude that
|θt∆Qf(x)| ≤
∫
Q
|st(x, y)− st(x, cQ)| |∆Qf(y)| dµ(y)
. AQRµ(Q)−
1
2µ(R)−
1
2
∫
Q
|∆Qf(y)| dµ(y)
≤ AQRµ(Q)− 12µ(R)− 12
(∫
Q
|∆Qf(y)|2 dµ(y)
) 1
2
µ(Q)
1
2
= AQRµ(R)
− 1
2 ‖∆Qf(y)‖L2(µ) .
We can now estimate further by using the Proposition 3.2:∑
R : `(R)≤δ−s
∫∫
WR
∣∣∣ ∑
Q : `(Q)<`(R)
θt∆Qf(x)
∣∣∣2 dµ(x) dt
t
.
∑
R
[∑
Q
AQR ‖∆Qf‖L2(µ)
]2
.
∑
Q
‖∆Qf‖2L2(µ) = ‖f‖2L2(µ) .
Thus, the case `(Q) < `(R) is proved.
3.5 The case `(Q) ≥ `(R), d(Q,R) > `(R)γ`(Q)1−γ
Now suppose that `(Q) ≥ `(R) and d(Q,R) > `(R)γ`(Q)1−γ. In this case, it suﬃces to
concentrate on ∑
R : `(R)≤δ−s
∫∫
WR
∣∣∣ ∑
Q : `(Q)≥`(R)
d(Q,R)>`(R)γ`(Q)1−γ
θt∆Qf(x)
∣∣∣2 dµ(x) dt
t
.
Let (x, t) ∈ WR. The kernel size estimate yields
|θt∆Qf(x)| .
∫
Q
`(R)α
d(Q,R)m+α
|∆Qf(y)| dµ(y).
Now suppose d(Q,R) ≥ `(Q) so that D(Q.R) . d(Q,R). Therefore, we have that
`(R)α
d(Q,R)m+α
. `(Q)
α
2 `(R)
α
2
D(Q,R)m+α
= AQRµ(Q)
− 1
2µ(R)−
1
2 .
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Then to the trickier case d(Q,R) < `(Q), in which case we have D(Q,R) . `(Q).
Notice that by using the identity γ(m+ α) = α/2 we can estimate
`(Q)m+α =
[(`(Q)
`(R)
)γ
`(R)γ`(Q)1−γ
]m+α
=
(`(Q)
`(R)
)γ(m+α)[
`(R)γ`(Q)1−γ
]m+α
<
(`(Q)
`(R)
)γ(m+α)
d(Q,R)m+α.
Especially, this yields that d(Q,R)m+α > `(Q)m+
α
2 `(R)
α
2 . With this we can further esti-
mate
`(R)α
d(Q,R)m+α
. `(R)
α
`(Q)m+
α
2 `(R)
α
2
. `(Q)
α
2 `(R)
α
2
`(Q)m+α
. `(Q)
α
2 `(R)
α
2
D(Q,R)m+α
= AQRµ(Q)
− 1
2µ(R)−
1
2 .
It follows that
|θt∆Qf(x)| . AQRµ(R)− 12 ‖∆Qf‖2L2(µ) .
Like in the previous section, the claim now follows from the Proposition 3.2.
3.6 The case `(R) ≤ `(Q) ≤ δ−r`(R), d(Q,R) ≤ `(R)γ`(Q)1−γ
In the third case we have `(R) ≤ `(Q) ≤ δ−r`(R) and d(Q,R) ≤ `(R)γ`(Q)1−γ. Notice
that, for a given R there are . 1 cubes Q for which R ∼ Q. We need to ﬁnd a bound for∑
R∈D0,good
`(R)≤δ−s
∫∫
WR
∣∣∣ ∑
Q : `(R)≤`(Q)≤min{δ−s,δ−r`(R)}
d(Q,R)≤`(R)γ`(Q)1−γ
θt∆Qf(x)
∣∣∣2 dµ(x) dt
t
.
∑
Q
∑
R∼Q
∫∫
WR
|θt∆Qf(x)|2 dµ(x) dt
t
.
Here R ∼ Q means `(R) ∼ `(Q) and also d(Q,R) . min{`(Q), `(R)}. Again let (x, t) ∈
WR. Using the size estimate we get
|θt∆Qf(x)| ≤
∫
Q
|st(x, y)| |∆Qf(y)| dµ(y) .
∫
Q
tα
[t+ d(x, y)]m+α
|∆Qf(y)| dµ(y)
Höl
. 1
tm
(∫
Q
dµ(y)
) 1
2
(∫
Q
|∆Qf(y)|2 dµ(y)
) 1
2
=
µ(Q)
1
2
t
m
2
1
t
m
2
‖∆Qf‖L2(µ)
. µ(Q)
1
2
`(Q)
m
2
1
`(R)
m
2
‖∆Qf‖L2(µ) . µ(R)−
1
2 ‖∆Qf‖L2(µ) .
Therefore, we have that∫∫
WR
|θt∆Qf(x)|2 dµ(x) dt
t
. µ(R)−1 ‖∆Qf‖2L2(µ)
∫∫
WR
dµ(x)
dt
t
∼ ‖∆Qf‖2L2(µ) .
This means that∑
Q
∑
R∼Q
∫∫
WR
|θt∆Qf(x)|2 dµ(x) dt
t
.
∑
Q
‖∆Qf‖2L2(µ)
∑
R∼Q
1 . ‖f‖2L2(µ) .
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3.7 The case `(Q) > δ−r`(R), d(Q,R) ≤ `(R)γ`(Q)1−γ
It only remains to consider the case `(Q) > δ−r`(R) and d(Q,R) ≤ `(R)γ`(Q)1−γ. Since
R is D-good and Q ∈ D satisﬁes `(Q) > δ−r`(R), we must have d(Q,R) > `(R)γ`(Q)1−γ
or d(X \Q,R) > `(R)γ`(Q)1−γ. Since the ﬁrst option does not hold, we have that d(X \
Q,R) > `(R)γ`(Q)1−γ  in particular, R ⊂ Q. To write the remaining summation, let us
introduce the following notation. Given a D-good cube R ∈ D0 and k ≥ r, let QR,k ∈ D
be the unique cube (which exist by goodness) satisfying that `(QR,k) = δ
−k`(R) and
R ⊂ QR,k.
This means that∑
R∈D0,good
`(R)≤δ−s
∫∫
WR
∣∣∣ ∑
Q : δ−r`(R)<`(Q)≤δ−s
d(Q,R)≤`(R)γ`(Q)1−γ
θt∆Qf(x)
∣∣∣2 dµ(x) dt
t
=
∑
R : `(R)<δr−s
∫∫
WR
∣∣∣ s+gR∑
k=r+1
θt∆QR,kf(x)
∣∣∣2 dµ(x) dt
t
,
where gR is determined by `(R) = δ
gR . We just switched from cubes Q to indexed cube
QR,k to simplify the inner sum. Next, we decompose the martingale once more
∆QR,kf = −BQR,k−1χX\QR,k−1 +
∑
S∈ch(QR,k)
S 6=QR,k−1
χS∆QR,kf +BQR,k−1 ,
where
BQR,k−1 = 〈∆QR,kf〉QR,k−1 =
{
〈f〉QR,k−1 − 〈f〉QR,k if r + 1 ≤ k < s+ gR,
〈f〉QR,k−1 if k = s+ gR.
Observe, that the deﬁnition of BQR,k−1 induces a telescoping eﬀect:
s+gR∑
k=r+1
BQR,k−1 = 〈f〉QR,r .
Then, we have that
s+gR∑
k=r+1
θt∆QR,kf = −
s+gR∑
k=r+1
BQR,k−1θt(χX\QR,k−1) +
s+gR∑
k=r+1
∑
S∈ch(QR,k)
S 6=QR,k−1
θt(χS∆QR,kf) + 〈f〉QR,rθt1.
We ﬁrst concentrate on the last term. We bound∑
R∈D0,good
`(R)<δr−s
∣∣〈f〉QR,r∣∣2 ∫∫
WR
|θt1(x)|2 dµ(x) dt
t
≤
∑
S∈D
|〈f〉S|2
∑
R∈D0,good
S=QR,r
∫∫
WR
|θt1(x)|2 dµ(x) dt
t
=:
∑
S∈D
|〈f〉S|2 aS . Car2D0(V, λ) ‖f‖2L2(µ) .
The last estimate follows from the Carleson embedding theorem and the lemma 3.4.
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Theorem 3.3 (The Carleson embedding theorem). Let f ∈ L2(µ) and let aS be a
sequence fulﬁlling the Carlesons condition, i.e∑
S⊂Q
aS . µ(Q)
for all Q ∈ D. Then, it holds that∑
S∈D
|〈f〉S|2 aS . ‖f‖2L2(µ) .
Proof. Let Q ∈ D and f = χQ. First, the easy direction. Then, we get∑
S⊂Q
aS =
∑
S⊂Q
|〈χQ〉S|2 aS ≤
∑
S∈D
|〈χQ〉S|2 aS . ‖χQ‖2L2(µ) = µ(Q).
Let f ∈ L2(µ). Let the cubes (Qij)i be the maximal Q ∈ D for which |〈f〉Q| > 2j.
In principle, we can not be sure that these maximal cubes exist. On the other hand, we
could limit the sizes of the cubes, say `(S) ≤ δ−s, and let s→∞ at the end of the proof.
Since arranging the existence of maximal Q is a triviality, we will skip it.
Now divide the sum∑
S∈D
|〈f〉S|2 aS =
∑
j∈Z
∑
S∈D
2j<|〈f〉S |≤2j+1
|〈f〉S|2 aS .
∑
j∈Z
22j
∑
i
∑
S : S⊂Qij
aS
.
∑
j∈Z
22j
∑
i
µ(Qij) =
∑
j∈Z
22jµ
(⋃
i
Qij
)
≤
∑
j∈Z
22jµ
({MDf > 2j})
∼ ‖MDf‖2L2(µ) . ‖f‖2L2(µ) .
Lemma 3.4. The sequence (aS)S∈D, where
aS :=
∑
R∈D0,good
QR,r=S
∫∫
WR
|θt1(x)|2 dµ(x) dt
t
,
satisﬁes the Carleson condition i.e. for every Q ∈ D we have∑
S∈D
S⊂Q
aS . Car2D0(V, λ)µ(Q).
Proof. Fix Q ∈ D. Now, there holds that∑
S∈D
S⊂Q
aS =
∑
S∈D
S⊂Q
∑
R∈D0,good
QR,r=S
∫∫
WR
|θt1(x)|2 dµ(x) dt
t
. (3.13)
Every R ∈ D0,good appearing in (3.13) satisﬁes `(R) = δr`(QR,r) = δr`(S) ≤ δr`(Q),
R ⊂ QR,r = S ⊂ Q and by goodness we have that
d(R,X \Q) ≥ `(R)γ`(Q)1−γ ≥ `(R)γ(δ−r`(R))1−γ = δ−r(1−γ)`(R) ≥ 2λ`(R)
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by choosing r large enough (depending on λ). Therefore, we have that∑
S∈D
S⊂Q
aS ≤
∑
R∈D0
`(R)≤δr`(Q)
d(R,X\Q)≥2λ`(R)
∫∫
WR
|θt1(x)|2 dµ(x) dt
t
.
Next, let F(Q) ⊂ D0 be the maximal R ∈ D0 satisfying `(R) ≤ δr`(Q) and d(R,X \
Q) ≥ 2λ`(R). If we take R ∈ F(Q), then there holds that λR ⊂ Q. Since we deﬁned
λR := {y ∈ X : d(y,R) ≤ (λ− 1)`(R)}, taking y ∈ λR yields{
d(R,X \Q) ≥ 2λ`(R),
d(y,R) ≤ (λ− 1)`(R)
and
⇒ d(y,X \Q) ≥ d(R,X \Q)− (λ− 1)`(R)− 16`(R) ≥ λ`(R)− 15`(R) > 0.
This means that y ∈ Q. Moreover, given R ∈ F(Q) we have #{R′ ∈ F(Q) : λR′ ∩ λR
6= ∅} . 1 by geometric doubling property. Therefore, we can estimate:∑
R∈F(Q)
µ(λR) =
∑
R∈F(Q)
∫
Q
χλR(y) dµ(y) =
∫
Q
( ∑
R∈F(Q)
χλR(y)
)
dµ(y) . µ(Q).
Finally, we have:∑
S∈D
S⊂Q
aS ≤
∑
R∈F(Q)
∑
R′∈D0
R′⊂R
∫∫
WR′
|θt1(x)|2 dµ(x) dt
t
≤ Car2D0(V, λ)
∑
R∈F(Q)
µ(λR)
. Car2D0(V, λ)µ(Q).
Thus, we are done.
It remains to control∑
R∈D0,good
`(R)<δr−s
∫∫
WR
∣∣∣ s+gR∑
k=r+1
BQR,k−1θtχX\QR,k−1(x)
∣∣∣2 dµ(x) dt
t
and ∑
R∈D0,good
`(R)<δr−s
∫∫
WR
∣∣∣ s+gR∑
k=r+1
∑
S∈ch(QR,k)
S 6=QR,k
θt(χS∆QR,kf)(x)
∣∣∣2 dµ(x) dt
t
.
We can estimate∣∣BQR,k−1∣∣ ≤ 1µ(QR,k−1)
∫
QR,k−1
∣∣∆QR,kf ∣∣ dµ ≤ µ(QR,k−1)− 12 ∥∥∆QR,kf∥∥L2(µ) .
Let (x, t) ∈ WR. The size estimate gives that∣∣θtχX\QR,k−1(x)∣∣ . `(R)α ∫
X\B(x,d(R,X\QR,k−1))
d(x, y)−m−α dµ(y)
. `(R)αd(R,X \QR,k−1)−α . δ αk2 .
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Goodness was used to conclude that d(R,X \ QR,k−1) ≥ `(R) 12 `(QR,k−1) 12 . Let then
S ∈ ch(QR,k), S ⊂ QR,k \ QR,k−1. Notice that by goodness d(R, S) ≥ `(R)γ`(S)1−γ.
Therefore, an estimate, similar to the subsection 3.5, gives that∣∣θt(χS∆QR,kf)(x)∣∣ . δ αk2 µ(QR,k−1)− 12 ∥∥∆QR,kf∥∥L2(µ) .
When in the same grid, S(k) is the unique cube satisfying that `(S(k)) = δ−k`(S) and
S ⊂ S(k). The following estimate ﬁnalizes the proof:
∑
R∈D0,good
`(R)<δr−s
µ(R)
( s+gR∑
k=r+1
δ
αk
2 µ(QR,k−1)−
1
2
∥∥∆QR,kf∥∥L2(µ) )2
.
∑
R : `(R)<δr−s
µ(R)
s+gR∑
k=r+1
δ
αk
2 µ(QR,k−1)−1
∥∥∆QR,kf∥∥2L2(µ)
=
∞∑
m=r−s+1
∑
R : `(R)=δm
µ(R)
s+m∑
k=r+1
δ
αk
2 µ(QR,k−1)−1
∥∥∆QR,kf∥∥2L2(µ)
=
∞∑
m=r−s+1
∑
S : `(S)=δ1+m−k
∑
R : `(R)=δm
R⊂S
µ(R)
s+m∑
k=r+1
δ
αk
2 µ(S)−1 ‖∆S(1)f‖2L2(µ)
=
∞∑
k=r+1
δ
αk
2
∞∑
m=k−s
∑
S : `(S)=δ1+m−k
‖∆S(1)f‖2L2(µ) µ(S)−1
∑
R : `(R)=δm
R⊂S
µ(R)
=
∞∑
k=r+1
δ
αk
2
∞∑
m=k−s
∑
S′ : `(S′)=δm−k
∑
S : `(S)=δ1+m−k
S⊂S′
‖∆S′f‖2L2(µ)
=
∞∑
k=r+1
δ
αk
2
∞∑
m=k−s
∑
S′ : `(S′)=δm−k
‖∆S′f‖2L2(µ)
∑
S : `(S)=δ1+m−k
S⊂S′
1
.
∞∑
k=r+1
δ
αk
2
∞∑
m=k−s
∑
S′ : `(S′)=δm−k
‖∆S′f‖2L2(µ)
.
∑
S′ : `(S′)<δ−s
‖∆S′f‖2L2(µ) . ‖f‖2L2(µ) .
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4 The proof of the local Tb theorem
4.1 Adapted martingale decomposition
Let D be a dyadic grid as before. We also ﬁx a cube Q∗ ∈ D. Our aim is to decompose a
ﬁxed function f ∈ L2(µ), sptf ⊂ Q∗. The decomposition will be done using martingales
adapted to the functions bQ, Q ⊂ Q∗, Q ∈ D. Our construction follows the same idea as
shown in [7] by Lacey and Martikainen .
Next, we construct a family of stopping cubes. We start by setting F0Q∗ = {Q∗}. The
next generation F1Q∗ takes the maximal cubes Q ∈ D, Q ⊂ Q∗, for which one of the
condition holds:
(1) |〈bQ∗〉Q| < 1/2;
(2) 〈|bQ∗|2〉Q > 16A2;
(3) 1
µ(Q)
∫∫
Q̂
|θtbQ∗(x)|2 dµ(x) dtt > 16A2
The constant A is such that (2) and (3) in the Tb theorem hold with A. For the next
one, we replace the cube Q∗ with Q ∈ F1Q∗ and repeat the procedure. this gives us F2Q∗ .
We continue the previous procedures and set FQ∗ =
⋃∞
j=0F jQ∗ . Lastly, we deﬁne for every
Q ∈ D, Q ⊂ Q∗, cube Qa ∈ FQ∗ to be the minimal R ∈ FQ∗ for which Q ⊂ R.
Lemma 4.1. For the collection of stopping cubes FQ∗ we have the following Carleson
estimate: ∑
F∈FQ∗
F⊂Q
µ(F ) . µ(Q).
Proof. Let F ∈ FQ∗ . We take a disjoint collection of dyadic cubes {Q1i }i which fulﬁl
conditions Q1i ⊂ F and |〈bF 〉Q1i | < 1/2. Then, we can estimate
µ(F ) =
∫
F
bF dµ =
∫
F\⋃iQ1i bF dµ+
∑
i
∫
Q1i
bF dµ
Höl.≤ µ
(
F \
⋃
i
Q1i
) 1
2
(∫
F
|bF |2
) 1
2
+
1
2
∑
i
µ(Q1i )
≤ A 12µ
(
F \
⋃
i
Q1i
) 1
2
µ(F )
1
2 +
1
2
µ(F ),
which in turn gives
µ(F ) ≤ 4A µ
(
F \
⋃
i
Q1i
)
= 4A
[
µ(F )− µ
(⋃
i
Q1i
)]
.
We are now able to estimate the measure
µ
(⋃
i
Q1i
)
≤
(
1− 1
4A
)
µ(F ).
Next, we take another disjoint collection of cubes {Q2i }i for which conditions Q2i ⊂ F and
〈|bF |2〉Q2i > 16A2 hold. With another simple estimate we see that
µ
(⋃
i
Q2i
)
≤ 1
16A2
∑
i
∫
Q2i
|bF |2 dµ ≤ 1
16A2
∫
F
|bF |2 dµ ≤ 1
16A
µ(F ).
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Finally, we take the last collection of disjoint cubes {Q3i }i for which conditions Q3i ⊂ F
and 1
µ(Q3i )
∫∫
Q̂3i
|θtbF (x)|2 dµ(x) dtt > 16A2 hold. As before we can estimate:
µ
(⋃
i
Q3i
)
=
∑
i
µ(Q3i ) ≤
1
16A2
∑
i
∫∫
Q̂3i
|θtbF (x)|2 dµ(x) dt
t
≤ 1
16A2
∫∫
F̂
|θtbF (x)|2 dµ(x) dt
t
≤ 1
16A
µ(F ).
Gathering the data from the estimates implies that for F ∈ F jQ∗ there holds that∑
S∈Fj+1
Q∗
S⊂F
µ(S) ≤
(
1− 1
8A
)
µ(F ) =: τµ(F ),
where we especially have τ < 1. Let k ≥ 1, then it holds that∑
S∈Fj+k
Q∗
S⊂F
µ(S) =
∑
H∈Fj+k−1
Q∗
H⊂F
∑
S∈Fj+k
Q∗
S⊂H
µ(S) ≤ τ
∑
H∈Fj+k−1
Q∗
H⊂F
µ(H) ≤ . . . ≤ τ kµ(F ).
Next, let Q ∈ D, Q ⊂ Q∗ be an arbitrary cube, but not a stopping cube. Choose j so that
Qa ∈ F jQ∗ and let k ≥ 1. Using the inequality above, we can estimate∑
F∈Fj+k
Q∗
F⊂Q
µ(F ) =
∑
H∈Fj+1
Q∗
H(Q
∑
F∈Fj+k
Q∗
F⊂H
µ(F ) =
∑
H∈Fj+1
Q∗
H(Q
∑
F∈Fj+1+(k−1)
Q∗
F⊂H
µ(F )
≤ τ k−1
∑
H∈Fj+1
Q∗
H(Q
µ(H) ≤ τ k−1µ(Q).
Finally, this implies that∑
F∈FQ∗
F⊂Q
µ(F ) ≤ µ(Q) +
∑
F∈FQ∗
F(Q
µ(F ) ≤ µ(Q) +
∞∑
k=1
∑
F∈Fj+k
Q∗
F(Q
µ(F ) ≤ µ(Q)
[
1 +
∞∑
k=1
τ k−1
]
= µ(Q)
[
1 +
1
1− τ
]
. µ(Q).
Now we are ready to deﬁne the adapted martingale diﬀerence decomposition. Recall
that by the construction of stopping time arguments we have that 〈bQa〉Q ≥ 1/2. Thus,
the following deﬁnition is meaningful.
Deﬁnition 4.2. For everyQ ∈ D andQ ⊂ Q∗, we deﬁne the adapted martingale diﬀerence
operator
∆adQ f =
∑
Q′∈ch(Q)
[ 〈f〉Q′
〈b(Q′)a〉Q′ b(Q
′)a − 〈f〉Q〈bQa〉Q bQ
a
]
χQ′ .
Then it follows that spt ∆adQ f ⊂ Q and
∫
∆adQ f dµ = 0.
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Lemma 4.3. Let f ∈ L2(µ) be a ﬁxed function. Then we have the following estimate∑
Q∈D
Q⊂Q∗
∥∥∆adQ f∥∥2L2(µ) . ‖f‖2L2(µ) .
Proof. First, we divide the sum depending on the stopping cubes:∑
Q∈D
Q⊂Q∗
∥∥∆adQ f∥∥2L2(µ) = S1 + S2,
where we denote
S1 :=
∑
Q∈D
Q⊂Q∗
∑
Q′∈ch(Q)
(Q′)a=Q′
∫
Q′
∣∣∣ 〈f〉Q′〈bQ′〉Q′ bQ′ − 〈f〉Q〈bQa〉Q bQa
∣∣∣2 dµ;
S2 :=
∑
Q∈D
Q⊂Q∗
∑
Q′∈ch(Q)
(Q′)a=Qa
∣∣∣ 〈f〉Q′〈bQa〉Q′ − 〈f〉Q〈bQa〉Q
∣∣∣2 ∫
Q′
|b(Q′)a|2 dµ.
We will further decompose the sum S2. We have that∣∣∣ 〈f〉Q′〈bQa〉Q′ − 〈f〉Q〈bQa〉Q
∣∣∣ = ∣∣∣ 〈f〉Q′〈bQa〉Q′ − 〈f〉Q′〈bQa〉Q + 〈f〉Q′〈bQa〉Q − 〈f〉Q〈bQa〉Q
∣∣∣
≤ |〈f〉Q′ |
∣∣∣∣〈bQa〉Q − 〈bQa〉Q′〈bQa〉Q′〈bQa〉Q
∣∣∣∣+ 1〈bQa〉Q |〈f〉Q′ − 〈f〉Q|
. |〈f〉Q′ | |〈bQa〉Q − 〈bQa〉Q′|+ |〈f〉Q′ − 〈f〉Q| .
Using this estimate we have that
S2 .
∑
Q∈D
Q⊂Q∗
∑
Q′∈ch(Q)
(Q′)a=Qa
|〈f〉Q′ |2 |〈bQa〉Q′ − 〈bQa〉Q|2 µ(Q′) + |〈f〉Q′ − 〈f〉Q|2 µ(Q′). (4.1)
We show that the sequence∣∣〈bQa〉Q − 〈bQa〉Q(1)∣∣2 µ(Q), Q ∈ D, Q ⊂ Q∗,
is Carleson. Thus, the ﬁrst term satisﬁes . ‖f‖2L2(µ). To see this, we write
C(Q) :=
∑
S⊂Q
|〈bSa〉S − 〈bSa〉S(1)|2 µ(S) =
∣∣〈bQa〉Q − 〈bQa〉Q(1)∣∣2 µ(Q)
+
∑
S(Q
Sa=Qa
|〈bQaχQ〉S − 〈bQaχQ〉S(1) |2 µ(S) +
∑
H(Q
Ha=H
∑
S : Sa=H
|〈bH〉S − 〈bH〉S(1)|2 µ(S).
Using Hölder's inequality we can see that
|〈bQa〉Q|2 ≤ 1
µ(Q)
∫
Q
|bQa|2 dµ . 1,
|〈bQa〉Q(1)|2 ≤
1
µ(Q(1))
∫
Q(1)
|bQa|2 dµ =
{
1
µ(Q(1))
∫
Q
|bQ|2 dµ . µ(Q)µ(Q(1)) . 1, Qa = Q,
1
µ(Q(1))
∫
Q(1)
|bQa|2 dµ . 1, Qa 6= Q.
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For this reason we can estimate the ﬁrst term in the sum∣∣〈bQa〉Q − 〈bQa〉Q(1)∣∣2 µ(Q) ≤ (|〈bQa〉Q|2 + ∣∣〈bQa〉Q(1)∣∣2) . µ(Q).
The last two terms are bounded with the norm result in (3.5),∑
S(Q
Sa=Qa
|〈bQaχQ〉S − 〈bQaχQ〉S(1)|2 µ(S) ≤
∑
S∈D
‖∆S(bQaχQ)‖2L2(µ) . ‖bQaχQ‖2L2(µ) . µ(Q),
Likewise, the last term is∑
S : Sa=H
|〈bH〉S − 〈bH〉S(1)|2 µ(S) ≤
∑
S∈D
‖∆S(bH)‖2L2(µ) . ‖bH‖2L2(µ) . µ(H).
Finally, by the lemma 4.1 we have that
C(Q) . µ(Q) +
∑
H(Q
Ha=H
µ(H) . µ(Q).
The second term in (4.1) is controlled by the∑
Q∈D
Q⊂Q∗
∑
Q′∈ch(Q)
(Q′)a=Qa
|〈f〉Q′ − 〈f〉Q|2 µ(Q′) .
∑
Q∈D
Q⊂Q∗
‖∆Qf‖2L2(µ) . ‖f‖2L2(µ) .
Therefore, we simply have S2 . ‖f‖2L2(µ).
Next, the ﬁrst term of S1 can be bounded using Carleson embedding theorem∑
Q∈D
Q⊂Q∗
∑
Q′∈ch(Q)
(Q′)a=Q′
∣∣∣ 〈f〉Q′〈bQ′〉Q′
∣∣∣2 ∫
Q′
|bQ′|2 dµ .
∑
R : Ra=R
R⊂Q∗
|〈f〉R|2µ(R) . ‖f‖2L2(µ) .
The second term is not so simple. Notice that∑
Q∈D
Q⊂Q∗
∑
Q′∈ch(Q)
(Q′)a=Q′
|〈f〉Q|2
∫
Q′
|bQa|2 dµ =
∑
Q∈D
Q⊂Q∗
|〈f〉Q|2aQ,
where
aQ :=
∑
Q′∈ch(Q)
(Q′)a=Q′
∫
Q′
|bQa |2 dµ.
We show that (aQ) is a Carleson. Fix R ∈ D and rewrite the sum of aQ in the following
way ∑
Q⊂R
aQ =
∑
F∈FQ∗
F(R or
F=Ra
∑
Q⊂R
Qa=F
aQ.
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Fix F , and then let j be such that F ∈ F jQ∗ . Next, notice that∑
Q⊂R
Qa=F
aQ =
∑
Q⊂R
Qa=F
∑
Q′∈ch(Q)
(Q′)a=Q′
∫
Q′
|bF |2 dµ ≤
∑
Q′ : Q′⊂R∩F
Q′∈Fj+1
Q∗
∫
Q′
|bF |2 dµ ≤
∫
R∩F
|bF |2 dµ,
where the appearing cubes Q′ are disjoint since they are stopping cubes of ﬁxed generation.
If F ( R, then we have that∫
R∩F
|bF |2 dµ =
∫
F
|bF |2 dµ . µ(F ).
On the other hand, in the case F = Ra we have∫
R∩F
|bF |2 dµ =
∫
R
|bRa |2 dµ . µ(R).
Combining these cases with lemma 4.1 gives us the wanted result:∑
Q⊂R
aQ . µ(R) +
∑
F∈FQ∗
F(R
µ(F ) . µ(R).
Thus, by the Carleson property the second term in S1 is bounded by ‖f‖2L2(µ). We have
ﬁnally proved that S1 . ‖f‖2L2(µ).
Lemma 4.4. For any function f ∈ L2(µ), sptf ⊂ Q∗, one can write µ almost everywhere
that
f =
∑
Q∈D
Q⊂Q∗
∆adQ f + 〈f〉Q∗bQ∗ .
Proof. For x ∈ Q∗ and δk < `(Q∗) deﬁne
Skf(x) =
∑
Q∈D
Q⊂Q∗
δk<`(Q)
∆adQ f(x) + 〈f〉Q∗bQ∗(x).
Let Qk(x) ∈ D be the unique cube for which x ∈ Qk(x) and `(Qk(x)) = δk. Observe that
the sum telescopes, in a similar manner as in the unadapted martingale decomposition.
Thus, we can write
Skf(x) =
〈f〉Qk(x)
〈b(Qk(x))a〉Qk(x)
b(Qk(x))a(x).
The stopping cubes fulﬁl the Carleson property, so
∑
Q∈FQ∗ χQ(x) . 1 for µ-a.e x.
Next, choose such x and deﬁne S(x) to be the smallest R ∈ FQ∗ for which x ∈ R. For
large enough k i.e. δk ≤ `(S(x)) we have
Skf(x) =
〈f〉Qk(x)
〈bS(x)〉Qk(x)
bS(x)(x).
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Using the Lebesgue diﬀerentiation theorem and the fact that FQ∗ is countable we have
f(x) = lim
k→∞
Skf(x)
for µ-a.e. x ∈ Q∗.
Suppose now that f ∈ L∞(µ) ∩ L2(µ). We will ﬁrst show that for such f , we get
Skf → f in L2(µ). In case of bounded f , we have that
|Skf(x)| .f sup
S∈FQ∗
|bS(x)| ≤
( ∑
S∈FQ∗
|bS(x)|2
) 1
2
.
The RHS is now a L2(µ) function:∫ ∑
S∈FQ∗
|bS(x)|2 dµ =
∑
S∈FQ∗
∫
|bS(x)|2 dµ .
∑
S∈FQ∗
µ(S) . µ(Q∗) <∞,
Where we used lemma 4.1 in the last estimate. The convergence Skf → f in L2(µ) follows
from the established pointwise a.e convergence and the dominated convergence theorem.
Next, if we take a function f ∈ L2(µ), it holds that
‖Skf‖2L2(µ) =
∑
Q∈D
`(Q)=δk
|〈f〉Q|2
|〈bQa〉Q|2
∫
Q
|bQa|2 dµ .
∑
Q∈D
`(Q)=δk
µ(Q)
µ(Q)
∫
Q
|f |2 dµ
.
∑
Q∈D
`(Q)=δk
∫
Q
|f |2 dµ =
∫
|f |2 dµ = ‖f‖2L2(µ) .
For f ∈ L2(µ) we choose a sequence fj ∈ L∞(µ) ∩ L2(µ) so that fj → f in L2(µ). Let
ε > 0. Also choose j large enough, so that ‖fj − f‖L2(µ) < ε. Furthermore we showed
earlier that ‖Skfj − fj‖L2(µ) < ε for k large enough. With these large enough k we also
have
‖Skf − f‖L2(µ) ≤ ‖Skf − Skfj‖L2(µ) + ‖Skfj − fj‖L2(µ) + ‖f − fj‖L2(µ)
. ‖f − fj‖L2(µ) + ‖Skfj − fj‖L2(µ) + ‖f − fj‖L2(µ)
= ‖Skfj − fj‖L2(µ) + 2 ‖f − fj‖L2(µ) . ε.
Thus, we have Skf → f in L2(µ) for all f ∈ L2(µ).
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4.2 The beginning of the proof
The beginning of this proof is identical to the pages 12-14 of the T1 proof. We now
ﬁx f ∈ L2(µ) which has a compact support. Fix also x0 ∈ X and N ∈ N so that
sptf ⊂ B(x0, δ−N). Thus far, it is clear that it suﬃces to show Aω(f) . ‖f‖2L2(µ) for all
ω. Fix ω and hereby denote A = Aω and D = D(ω). To prove
A(f) . ‖f‖2L2(µ) ,
it is enough to concentrate on showing the boundedness of
Asf = Asω(f) . ‖f‖2L2(µ) (4.2)
for all large enough s. Therefore, let s ≥ N . With this setting we can rewrite the function
f as
f =
∑
Q∗∈D
`(Q∗)=δ−s
Q∗∩B(x0,δ−N )6=∅
fχQ∗ =
∑
Q∗∈D
`(Q∗)=δ−s
Q∗∩B(x0,δ−N )6=∅
[ ∑
Q∈D
Q⊂Q∗
∆adQ f + 〈f〉Q∗bQ∗
]
=
∑
Q∗∈D
`(Q∗)=δ−s
Q∗∩B(x0,δ−N )6=∅
∑
Q∈D
Q⊂Q∗
∆adQ f.
In the last equality, we use the convention: ∆adQ∗ f = ∆
ad
Q∗ f + 〈f〉Q∗bQ∗ when `(Q∗) = δ−N .
Since #
{
Q∗ ∈ D : `(Q∗) = δ−s and Q∗ ∩B(x0, δ−N) 6= ∅
}
. 1 we can just ﬁx one such
Q∗ ∈ D and move the corresponding summation outside of As. So it suﬃces to prove the
inequality (4.2) in the form
As
( ∑
Q∈D
Q⊂Q∗
∆adQ f
)
. ‖f‖2L2(µ) .
Now we concentrate on bounding
As
( ∑
Q∈D
Q⊂Q∗
∆adQ f
)
=
∑
R∈D0
R is D-good
`(R)≤δ−s
∫∫
WR
∣∣∣ ∑
Q∈D
Q⊂Q∗
θt ∆
ad
Q f(x)
∣∣∣2 dt
t
dµ(x).
Given R, we split the inner sum into the very same parts (1)-(4) as we did in the T1 proof.
For a given D-good R ∈ D0, the cases are, Q ∈ D,
(1) `(Q) < `(R),
(2) `(Q) ≥ `(R) and d(Q,R) > `(R)γ`(Q)1−γ,
(3) `(R) < `(Q) ≤ δ−r`(R) and d(Q,R) ≤ `(R)γ`(Q)1−γ,
(4) `(Q) > δ−r`(R) and d(Q,R) ≤ `(R)γ`(Q)1−γ.
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The ﬁrst three cases (1)-(3) only used the following properties of martingale decomposition:
spt∆adQ f ⊂ Q,∫
∆adQ f dµ = 0, whenever Q 6= Q∗, Q ⊂ Q∗∑
Q∈D
Q⊂Q∗
∥∥∆adQ f∥∥2L2(µ) . ‖f‖2L2(µ) .
Our adapted martingales have the same properties so consequently the cases (1)-(3) are
identical to the T1 proof. Hence, we are left to deal with (4):∑
R∈D0,good
`(R)≤δ−s
R⊂Q∗
∫∫
WR
∣∣∣ ∑
Q : Q⊂Q∗
`(Q)>δ−r`(R)
d(Q,R)≤`(R)γ`(Q)1−γ
θt ∆
ad
Q f(x)
∣∣∣2 dt
t
dµ(x).
For the rest of the proof, we suppress from the notation that everything is inside Q∗. By
the goodness of cubes R we must have that R ⊂ Q. We can express the inner sum in
terms of the cubes QR,k ∈ D for which R ⊂ QR,k, for all k ≥ r, and `(QR,k) = δ−k`(R).
These exist by goodness. So we have to bound
∑
R∈D0,good
`(R)<δr−s
∫∫
WR
∣∣∣ s+gR∑
k=r+1
θt ∆
ad
QR,k
f(x)
∣∣∣2 dt
t
dµ(x).
Now, we have to further decompose the adapted martingale
∆adQR,k f = χQR,k\QR,k−1 ∆
ad
QR,k
f + χQR,k−1 ∆
ad
QR,k
f. (4.3)
Of the two terms, the ﬁrst one is easier. Here we concentrate on the term:
s+gR∑
k=r+1
θt
(
χQR,k\QR,k−1 ∆
ad
QR,k
f
)
.
This will be bounded using the following lemma:
Lemma 4.5. For R ∈ D0,good and k ≥ r + 1 there holds that∣∣∣θt(χQR,k\QR,k−1 ∆adQR,k f)(x)∣∣∣ . δ αk2 µ(QR,k−1)− 12‖∆adQR,k f‖L2(µ),
where (x, t) ∈ WR.
Proof. Let S ∈ ch(QR,k) and S ⊂ QR,k \QR,k−1. By the size estimate (1.2) we have:∣∣∣θt(χS ∆adQR,k f)(x)∣∣∣ . ∫
S
tα
(t+ |x− y|)m+α |∆
ad
QR,k
f(y)| dµ(y)
≤ `(R)
α
d(S,R)m+α
∫
S
|∆adQR,k f(y)| dµ(y).
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The goodness of R implies that d(S,R) > `(R)γ`(S)1−γ. Thus, we have
d(S,R)m+α > `(R)
α
2 `(S)
α
2 `(S)m = `(R)
α
2 `(S)
α
2 `(S)m/2`(QR,k−1)m/2
& `(R)α2 `(S)α2 µ(S) 12µ(QR,k−1)
1
2 .
Combining these two estimates, and by using Hölder inequality, we get
`(R)α
d(S,R)m+α
∫
S
|∆adQR,k f(y)| dµ(y) ≤
`(R)α
`(R)
α
2 `(S)
α
2
µ(QR,k−1)−
1
2‖∆adQR,k f‖L2(µ)
=
`(R)
α
2
`(S)
α
2
µ(QR,k−1)−
1
2‖∆adQR,k f‖L2(µ) . δ
αk
2 µ(QR,k−1)−
1
2‖∆adQR,k f‖L2(µ).
By the previous lemma and the calculations on the p. 25 we know that
∑
R∈D0,good
`(R)<δr−s
∫∫
WR
∣∣∣ s+gR∑
k=r+1
θt
(
χQR,k\QR,k−1 ∆
ad
QR,k
f
)∣∣∣2 dt
t
dµ(x)
.
∑
R : `(R)<δr−s
µ(R)
[ s+gR∑
k=r+1
δ
αk
2 µ(QR,k−1)−
1
2‖∆adQR,k f(y)‖L2(µ)
]2 dt
t
dµ(x) . ‖f‖L2(µ) .
Next, we have to divide the latter part in (4.3) into two cases
s+gR∑
k=r+1
θt
(
χQR,k−1 ∆
ad
QR,k
f
)
=
∑
k : (QR,k−1)a=(QR,k)a
θt
(
χQR,k−1 ∆
ad
QR,k
f
)
+
∑
k : (QR,k−1)a=QR,k−1
θt
(
χQR,k−1 ∆
ad
QR,k
f
)
,
which we have to estimate individually.
The case (QR,k−1)a = (QR,k)a
In this case, we write
χQR,k−1 ∆
ad
QR,k
f = BQR,k−1b(QR,k)a − χ(QR,k−1)cBQR,k−1b(QR,k)a ,
where
BQR,k−1 =
〈f〉QR,k−1
〈b(QR,k−1)a〉QR,k−1
− 〈f〉QR,k〈b(QR,k)a〉QR,k
,
and the minus term is missing on the highest level `(Q) = δ−s. We ignore theBQR,k−1b(QR,k)a
term for now. We need the following lemma:
Lemma 4.6. For R ∈ D0,good and k ≥ r + 1 there holds that∣∣θt(χ(QR,k−1)cb(QR,k)a)(x)∣∣ . δ αk2 ,
where (x, t) ∈ WR.
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Proof. Let M ≥ 0 be such that QR,k+M = (QR,k)a. Using the size estimate (1.2) we have
that
|θt(χ(QR,k−1)cb(QR,k)a)(x)| .
∫
(QR,k)c\QR,k−1
`(R)α
d(x, y)m+α
|b(QR,k)a(y)| dµ(y)
= `(R)α
M∑
j=0
∫
QR,k+j\QR,k+j−1
|b(QR,k)a(y)|
d(x, y)m+α
dµ(y).
Now the goodness gives that
d(x, y)m+α ≥ d(R,X \QR,k+j−1)m+α ≥ `(R)α2 `(QR,k+j−1)m+α/2
& δ−αk2 `(R)αδ−αj2 µ(QR,k+j).
Combining these two estimates we have that
|θt(χ(QR,k−1)cb(QR,k)a)(x)| . δ
αk
2 `(R)α
M∑
j=0
δ
αj
2
∫
QR,k+j\QR,k+j−1
|b(QR,k)a(y)|
µ(QR,k+j)`(R)α
dµ(y)
= δ
αk
2
M∑
j=0
δ
αj
2 µ(QR,k+j)
−1
∫
QR,k+j
|b(QR,k)a(y)| dµ(y)
. δ αk2
M∑
j=0
δ
αj
2 µ(QR,k+j)
−1µ(QR,k+j) . δ
αk
2 .
where we used that
∫
QR,k+j
|b(QR,k)a(y)| dµ(y) . µ(QR,k+j) for every j = 0, . . . ,M .
Next, the accretivity condition (since (QR,k−1)a = (QR,k)a) and Hölder's inequality
implies that
|BQR,k−1|µ(QR,k−1) .
∣∣∣∣∣
∫
QR,k−1
BQR,k−1b(QR,k)a dµ
∣∣∣∣∣ =
∣∣∣∣∣
∫
QR,k−1
∆adQR,k f dµ
∣∣∣∣∣
≤ µ(QR,k−1) 12‖∆adQR,k f‖L2(µ).
Now, using the estimate above and the lemma 4.6 we have the familiar upper bound∣∣θt(χ(QR,k−1)cBQR,k−1b(QR,k)a)(x)∣∣ . δ αk2 µ(QR,k−1)− 12‖∆adQR,k f‖L2(µ)
This we know to be bounded:
∑
R∈D0,good
`(R)<δr−s
∫∫
WR
∣∣∣ s+gR∑
k=r+1
θt
(
χ(QR,k−1)cBQR,k−1b(QR,k)a
)∣∣∣2 dt
t
dµ(x)
.
∑
R∈D0,good
`(R)<δr−s
µ(R)
[ s+gR∑
k=r+1
δ−
αk
2 µ(QR,k−1)−
1
2‖∆adQR,k f‖L2(µ)
]2 dt
t
dµ(x) . ‖f‖L2(µ) .
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The case (QR,k−1)a = QR,k−1
This time we decompose
χQR,k−1 ∆
ad
QR,k
f =
〈f〉QR,k−1
〈bQR,k−1〉QR,k−1
bQR,k−1 −
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
+ χ(QR,k−1)c
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
We again focus only on the last term. The lemma 4.6 yields
|θt(χ(QR,k−1)cb(QR,k)a)(x)| . δ
αk
2 ,
for all (x, t) ∈ WR. The term on front is simply dealt by accretivity of b(QR,k)a :
|〈f〉QR,k |
|〈b(QR,k)a〉QR,k |
. |〈f〉QR,k |.
Now, we bound
∑
R∈D0,good
`(R)<δr−s
µ(R)
[ s+gR∑
k=r+1
(QR,k−1)a=QR,k−1
δ
αk
2 |〈f〉QR,k |
]2
.
∑
R∈D0,good
`(R)<δr−s
µ(R)
s+gR∑
k=r+1
(QR,k−1)a=QR,k−1
δ
αk
2 |〈f〉QR,k |2
=
∞∑
u=1
∑
R∈D0,good
`(R)=δr−s+u
µ(R)
r+u∑
k=r+1
(QR,k−1)a=QR,k−1
δ
αk
2 |〈f〉QR,k |2
=
∞∑
k=r+1
δ
αk
2
∞∑
u=k−r
∑
R∈D0,good
`(R)=δr−s+u
(QR,k−1)a=QR,k−1
µ(R)|〈f〉QR,k |2
=
∞∑
k=r+1
δ
αk
2
∞∑
u=k−r
∑
Q∈D,Qa=Q
`(Q)=δ−k+1δr−s+u
|〈f〉Q(1) |2
∑
R∈D0,good
Q=QR,k−1
µ(R)
≤
∞∑
k=r+1
δ
αk
2
∞∑
u=k−r
∑
Q∈D,Qa=Q
`(Q)=δ−k+1δr−s+u
|〈f〉Q(1)|2µ(Q)
=
∞∑
k=r+1
δ
αk
2
∑
Q∈D,Qa=Q
`(Q)<δ−s
|〈f〉Q(1)|2µ(Q) .
∑
Q∈D,Qa=Q
`(Q)<δ−s
|〈f〉Q(1)|2µ(Q)
=
∑
Q∈D
|〈f〉Q|2
∑
Q′∈ch(Q)
(Q′)a=Q′
µ(Q′) =:
∑
Q∈D
|〈f〉Q|2AQ . ‖f‖2L2(µ).
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The last estimate follows from the fact that (AQ) is Carleson:∑
Q∈D
Q⊂R
AQ :=
∑
Q∈D
Q⊂R
∑
Q′∈ch(Q)
(Q′)a=Q′
µ(Q′) ≤
∑
Q∈D
Q⊂R
Qa=Q
µ(Q) . µ(R),
where the last inequality follows from lemma 4.1.
The remaining term: paraproduct
We still have to deal with the remaining terms we previously ignored. Recall that we had
`(Q∗) = δ−s. What is left, is a telescoping sum:
s+gR∑
k=r+1
(QR,k−1)a=(QR,k)a
θt
(
BQR,k−1b(QR,k)a
)
+
s+gR∑
k=r+1
(QR,k−1)a=QR,k−1
θt
( 〈f〉QR,k−1
〈bQR,k−1〉QR,k−1
bQR,k−1 −
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
)
=
s+gR∑
k=r+1
(QR,k−1)a=(QR,k)a
θt
( 〈f〉QR,k−1
〈b(QR,k−1)a〉QR,k−1
b(QR,k)a −
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
)
+
s+gR∑
k=r+1
(QR,k−1)a=QR,k−1
θt
( 〈f〉QR,k−1
〈bQR,k−1〉QR,k−1
bQR,k−1 −
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
)
=
s+gR∑
k=r+1
θt
( 〈f〉QR,k−1
〈b(QR,k−1)a〉QR,k−1
b(QR,k−1)a −
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
)
= θt
( s+gR∑
k=r+1
〈f〉QR,k−1
〈b(QR,k−1)a〉QR,k−1
b(QR,k−1)a −
〈f〉QR,k
〈b(QR,k)a〉QR,k
b(QR,k)a
)
= θt
( 〈f〉QR,r
〈b(QR,r)a〉QR,r
b(QR,r)a − 〈f〉Q∗bQ∗ + 〈f〉Q∗bQ∗
)
=
〈f〉QR,r
〈b(QR,r)a〉QR,r
θt(b(QR,r)a).
We bound the remaining term by extracting a Carleson sequence from it:∑
R∈D0,good
`(R)<δr−s
|〈f〉QR,r |2
∫∫
WR
|θt(b(QR,r)a)(x)|2 dµ(x)
dt
t
=
∑
Q∈D
Q(Q∗
|〈f〉Q|2
∑
R∈D0,good
QR,r=Q
∫∫
WR
|θtbQa(x)|2 dµ(x) dt
t
=:
∑
Q∈D
Q(Q∗
|〈f〉Q|2aQ . ‖f‖2L2(µ) .
This comes from the next lemma:
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Lemma 4.7. The sequence (aQ)Q∈D deﬁned by
aQ :=
∑
R∈D0,good
QR,r=Q
∫∫
WR
|θtbQa(x)|2 dµ(x) dt
t
is Carleson.
Proof. First we ﬁx the cube P ∈ D. Then we can write∑
Q∈D
Q⊂P
aQ =
∑
F∈FQ∗
F(P or
F=Pa
∑
Q∈D
Q⊂P
F=Qa
aQ
Fix F , so that∑
Q∈D
Q⊂P
F=Qa
aQ =
∑
Q∈D
Q⊂P
F=Qa
∑
R∈D0,good
QR,r=Q
∫∫
WR
|θtbF (x)|2 dµ(x) dt
t
≤
∑
R∈D0,good
R⊂P∩F
∫∫
WR
|θtbF (x)|2 dµ(x) dt
t
.
(4.4)
Now we have two cases to check. Suppose F ( P , then we can estimate∑
R∈D0,good
R⊂F
∫∫
WR
|θtbF (x)|2 dµ(x) dt
t
≤
∫∫
F̂
|θtbF (x)|2 dµ(x) dt
t
. µ(F ).
On the other hand, if F = P a we have by the stopping time (3) that∑
R∈D0,good
R⊂P
∫∫
WR
|θtbPa(x)|2 dµ(x) dt
t
≤
∫∫
P̂
|θtbPa(x)|2 dµ(x) dt
t
. µ(P ).
Combining these estimates and using lemma 4.1 gives∑
Q∈D
Q⊂P
aQ . µ(P ) +
∑
F∈FQ∗
F(P
µ(F ) . µ(P ).
This completes our proof of the local Tb theorem 1.2.
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