A neutral network is a subgraph of a Hamming graph, and its principal eigenvalue determines its robustness: the ability of a population evolving on it to withstand errors. Here we consider the most robust small neutral networks: the graphs that interpolate pointwise between hypercube graphs of consecutive dimension (the point, line, line and point in the square, square, square and point in the cube, and so on). We prove that the principal eigenvalue of the adjacency matrix of these graphs is bounded by the logarithm of the number of vertices, and we conjecture an analogous result for Hamming graphs of alphabet size greater than two.
Introduction
The eigenvalues of neutral networks-subgraphs of Hamming graphs-is a fascinating subject, yet one which seems to have received little attention from the mathematics community. A recent surge of scientific interest has been motivated by advances in the theory of neutral evolution [1, 2] . The geometry of genome space is governed by Hamming distance, and the spread of a mutating population within it-essentially a diffusive processes-is captured by spectral properties of subgraphs of Hamming graphs [3] . We call such subgraphs neutral graphs.
Neutral evolution. In theoretical models of neutral evolution, genotypes (instructions) with the same phenotype (function) have the same fitness and therefore the same growth rate. In the biological literature, the set of genotypes which maps to a given phenotype is called a neutral network; here we call them neutral graphs. Assuming the phenotype has achieved high fitness, adjoining phenotypes will have a relatively negligible growth rate and act as effective absorbing boundaries. Therefore, after a long time, a mutating population on a neutral graph will be distributed according to the principal eigenvector of its adjacency matrix [3] .
Robustness. Robustness is the ability of a population to withstand mutations in genotype without changing phenotype. It can be quantified as the probability that a random mutation to a randomly selected individual does not change its phenotype. In other words, it is the probability that a single step along the Hamming graph that starts in the neutral graph stays in the neutral graph, provided that the starting vertex is weighted by the principal eigenvector. In spectral terms, this is the principal eigenvalue λ divided by the length of the genome sequence (or Hamming word) d.
Hamming graph and neutral graph. Here we give mathematical analogues of genome and neutral network. A genome is the set of all genotypes of length d and alphabet size a. Typically a is small: a = 2 (hydrophilic versus Neutral graphs with large eigenvalues: bricklayer's graphs. Just how robust a phenotype can be-or how large an eigenvalue a neutral graph can have-has remained an open question. For short sequences, we found from exhaustive enumeration that the most robust neutral graphs are themselves Hamming graphs or interpolations between them. Computational sampling for slightly longer sequences (d = 5 − 9) also suggests that such graphs are the most robust. When interpolating between two Hamming graphs of consecutive dimension d it is natural to choose the infinite series of graphs illustrated, for a = 2, in Figure 1 . They are defined as follows: suppose all vertices {q} in H d,a are labelled in the natural manner as integers in base a with digits δ i : q = (δ d−1 δ d−2 . . . δ 0 ). Then G n,a is the graph on the vertices q ≤ n. We call these graphs "bricklayer's graphs" because they form the sequence by which a bricklayer would instinctively fill in the Hamming graph H d,a . In this paper we investigate the growth of the eigenvalue, and hence robustness, using this strategy. We hereafter set the alphabet size a = 2, so we are only concerned with hypercubes and their subgraphs. For simplicity we denote G n,2 by G n .
Our main result. In this paper we prove that the principal eigenvalue λ n of the bricklayer's graphs G n satisfies λ n ≤ log 2 n, where n is the graph size. Our general approach is to show by a geometric "staircase" argument that for d ≥ 3, a slightly stronger inequality (λ n ≤ log 2 (n − 1)) holds for most n; it will then suffice to examine the cases where n = 2 d ± 1, using polynomials that have λ 2 d ±1 as roots.
Theorem. λ n ≤ log 2 n, with equality if and only if n is a power of 2.
Equality is attained in the Theorem if n is a power of 2 since λ n must lie between the mean and maximum vertex degree [6] , and for n a power of 2, all vertices are of degree log 2 n. We wish to show that if n is not a power of 2, there is strict inequality. We make two observations. Observation 1: Since the principal eigenvalue of a proper subgraph of a connected graph is less than the principal eigenvalue of the graph itself, it follows that if n < m then λ n < λ m . Observation 2: Since G 2n = G n K 2 , and the spectrum of a Cartesian product of graphs is the sum of their individual spectra, it follows that if λ n < log 2 n then λ 2n = λ n + 1 < log 2 2n. Using these observations, we claim: Lemma 1.1. The Theorem is true for all n if for some k,
and also
Proof. The "staircase" argument is illustrated in Figure 2 . We verify that the Theorem is true for n ≤ 16 and (1) holds for k = 3. Now if (1) is true for some k, then by Observation 2,
By Observation 1 we have the expansion
Conditions (2) and (3) then ensure that λ m < log 2 m for m = 2 k+1 + 1 and m = 2 k+2 − 1 as well, proving the Theorem for 2 k+1 ≤ n ≤ 2 k+2 . Finally, note that (5) together with (2) and (3) imply that (1) holds with k replaced by k +1, so we may repeat our induction indefinitely. Therefore, the Theorem reduces to (2) and (3), which we will prove by looking at polynomials that have the eigenvalues of our desired graphs as roots. We will make use of the following standard theorem in linear algebra: (Cauchy's Interlacing Theorem [7] ). Let A be an n × n symmetric nonnegative matrix with eigenvalues a 1 ≤ · · · ≤ a n , and let B be an m×m principal submatrix of A with eigenvalues b 1 ≤ · · · ≤ b m . Then for all j < m+1, a j ≤ b j ≤ a n−m+ j .
Polynomials with eigenvalues λ 2 d ±1 as roots
Let χ n be the characteristic polynomial of the adjacency matrix of G n . Enumerating the hypercube spectrum, we find
so we may define the polynomial
By Cauchy's Interlacing Theorem applied to
A similar argument shows that χ 2 d −1 (x) has the same factor. So we may define the polynomials
Furthermore, we see that χ 2 d −1 has at most d simple roots, all of which are also roots of the d-degree polynomial
The reason we use the polynomials P is related to the fact that G 2 k −1 is a Hamming ball of radius k − 1 in k dimensions. We define B d,r , the d-dimensional ball of radius r, as the set of points in the d-dimensional hypercube that are Hamming distance at most r from the origin, and we determine recursive equations that give λ, the principal eigenvalue of B d,r . Consider the corresponding eigenvector w for the adjacency matrix of B d,r (denoted A). By considering the multiplication Aw, note that by symmetry the component of w corresponding to a given vertex depends only on the distance of the vertex from the origin. Therefore, let w k be the value of the component of w corresponding to a vertex of distance k from the origin. Since λw = Aw, we find that
By setting w 0 = 1 and following the equations above for each fixed r, we find that the principal eigenvalue of B d,r is a root of the polynomial p r (λ), where p 0 = λ, p 1 = λ 2 − d, and
Applying this to λ 2 k −1 , we can generate polynomials in λ with coefficients in d (say f k (d, λ)) such that when k is substituted for d, the resulting polynomial in λ has λ 2 k −1 as a root. Then
and f k (k, λ) has λ 2 k −1 as a root. In fact, f k (k, λ) has every simple eigenvalue of G 2 k −1 as a root (by the reasoning of the derivation). Since the degree of f k (k, λ) as a polynomial in λ is d, and we have from above that χ 2 d −1 has at most d simple roots (all of which are also roots of the d-degree polynomial P 2 d −1 ), it must be the case that
3. Bounding
Rewriting the right side of (2) by applying the Taylor expansion with Lagrange remainder gives
Now we deal with the left side of (2).
Proof. Note that the function
(x − r i ) be any monic polynomial with all real roots and observe that
which is always nonnegative if x is greater than or equal to the largest root of f . Therefore, by linear approximation,
We evaluate the desired values of P 2 d −1 and its derivative using (11) and the recursive relation in (10).
Lemma 3.2.
Recall the definition of f k (d, λ) from the previous section and the fact that P 2 k −1 (λ) = f k (k, λ). We seek to prove that f k (k, k) = k!, and to do this we will prove a stronger claim that for i, k ∈ N + ,
is the Pochhammer symbol. We use induction on k. For k = 1 we have
. Supposing the claim is true for f k−2 (i, i) and f k−1 (i, i), we find from (10) that
Lemma 3.3.
Proof. The proof is similar to the last one, but since it is longer, it is left to the end.
Now substituting the results of Lemmas 3.2 and 3.3 into Lemma 3.1,
A simple induction with base cases d = 1, 2, 3 shows that the sum in the denominator of (13) can be bounded by
so that
Since we may combine the bounds (15) and (12) for d ≥ 5, we have proved (2).
Bounding λ 2 d +1
Rewriting the right side of (3) in much the same way as the previous section, we find that for d ≥ 3,
As for the left side of (3), we have a computational shortcut:
Lemma 4.1. Let G be a graph, and let e be a bridge of G (i.e., e is an edge such that removing it would increase the number of connected components of G). Let G * be the graph G with e removed, and G * * be the graph G with e and its endpoints removed. Then χ G = χ G * − χ G * * , where χ G is the characteristic polynomial of the adjacency matrix of G.
Proof. This is an extension of Lemma 1 in [8] , which states the result when G is a forest and e is any edge. However, the proof only requires that e be an edge; the details are left to the end.
, and so dividing by
Proof. From the preceding corollary,
We wish to show that this is nonnegative on x ≥ d. From the argument of the proof of Lemma 3.1, P 2 d (x) ≥ 0 for x ≥ d, and from the equation for the second derivative of a polynomial there, P 2 d (x) > P 2 d −1 (x) for x ≥ d since the roots of P 2 d −1 interlace those of P 2 d by Cauchy's Interlacing Theorem. So P 2 d +1 (x) is convex on x ≥ d, and so by linear approximation, Proof. Using Corollary 4.2 and Lemma 3.2,
Lemma 4.5.
Proof. Differentiating (6) and then inserting d gives
Then using Corollary 4.2 and Lemma 3.3,
Substituting the results of Lemmas 4.4 and 4.5 into Lemma 4.3,
From (14), we obtain that for d > 1,
Since we may combine the bounds (18) and (16) for d ≥ 5, we have proved (3) . This concludes the proof of the Theorem. As a remark, if we generalize the prefactor in the second term of our log bounds (12) and (16), we have proved an interesting asymptotic result: for any N, there exists D so large that
and similarly, for any > 0, there exists D so large that
We can immediately extend the Theorem to general a in the following conjecture, where the analogous base case for condition (1) appears to be increasingly large:
Conjecture. λ n,a ≤ (a − 1) log a n, with equality if and only if n is a power of a.
It is an open question as to whether other classes of neutral graphs are more robust as graph size increases.
.
Proof of Lemma 4.1. As a matter of notation, if M is some matrix, let M be M but with the first column a zero column, and let M be M but with the first column removed. Let M be M but with the last column a zero column, and let M be M but with the last column removed. Analogously, define M and M with reference to the first row of M, and M and M with reference to the last row of M. Let the vertices of G be labeled using the natural numbers from 1 to n (say) such that the endpoints of e are consecutive integers u and v. Then χ G has the form
where A is a u × u matrix, B is a (n − u) × (n − u) matrix, M has zero entries except for −1 in the lower left corner, and N has zero entries except for −1 in the upper right corner. By linearity of the determinant, The first u rows of the first matrix must be linearly dependent since they span a (u − 1)-dimensional space, and so the first term of the sum is 0. Similarly, the second term of the sum is 0. Now focusing on the third matrix, the Laplacian expansion in the uth column gives
