Current biological and medical research is aimed at obtaining a detailed spatiotemporal map of a live cell's interior to describe and predict cell's physiological state. We present here an algorithm for complete 3-D modelling of cellular structures from a z-stack of images obtained using label-free wide-field bright-field light-transmitted microscopy. The method visualizes 3-D objects with a volume equivalent to the area of a camera pixel multiplied by the z-height.
INTRODUCTION
Bright-field microscopy is a classical method, favored for its convenience and ability to observe the physiology and morphology of unlabelled living cells and tissues. It avoids potentially complicated sample preparation procedures and visual artifacts due to complex optical paths and, in addition, is non-destructive. However, the main issue that hinders the segmentation and analysis
Segmentation of a cell's focal region
In the first step, a cell of interest was segmented from its background by identifying green pixels whose intensities remain unchanged for each two consecutive RAW files (Algorithm 1, Fig. 1b) . The intensities of the green pixels in each Bayer mask quadruplet were averaged to give quarter-resolved grayscale images, 10, 11 which were then subtracted. The unchanged intensities (i.e. zero values in the differential image) concurrently higher than 0 and lower than a 0.95-fold intensity mode of the cell-free second image contributed to the cumulative binary mask. In the focal region, these unchanged dark green pixels are the primary contributors to the cumulative This binary mask was further processed by standard morphological operations-dilating the image (a 3-px disk-shaped structuring element), filling image holes (corresponding, in the original image, to the fluorescent objects and positive light interferences in the Airy diffraction pattern, 18 ) and filtering the cell of interest according to its specific features (in our case, as an object of the maximal size)-resulting in a final binary mask. The final binary mask of the cell was rescaled by a factor of two and applied to the whole z-stack of the original RAW files in order to distinguish a sum of point spread functions of the cell.
Computation of the binary mask from RAW files' red and blue pixels did not give the desired results. Due to the high frequency of consecutive pixels with constant intensities, the image of the cell merged with its background. The reason for this may be found either in light absorption in the infra-red and ultra-violet regions 19 or in lower photon quantum efficiency of the respective camera filters. 20 Therefore, in all segmentations, the green intensity wide range histogram was used.
The next step consists of selecting the focal sub-stack of the cell and assessing cell topography. The focal region of the z-stack was determined via clustering point information gain entropy density (Ξ α ) spectra 21 obtained for all RAW files of the separated cell. The variable Ξ α [bit] was derived from the Rényi entropy as
where p j and p j,i are the probabilities of occurrence of intensity j in an intensity histogram of the l-th image in the z-stack with and without an element of the intensity i, respectively. The additive
is called a point information gain (Γ α,j , bit) and can determine an information contribution of intensity j to the intensity histogram obtained from either the whole image (a global measure Ξ α,W h ) or its part (local measures). For image processing of the presented cells, we used local values evaluated from pixels either on the vertical-horizontal cross (Ξ α,Cr ) or on a 9-px circle around the examined pixel (Ξ α,Circle ). The kind of local information was chosen according to the distribution of intensities in the image. Whereas the z-stacks of the MG63-a and L929 cells suffered from cross camera noise, the images of the MG63-b cell did not (Supplementary Videos 2-3). In the latter case, the 9-px circular type of surroundings approximately traced the borders of intracellular structures.
For the overall multifractal characterization of the images, Ξ α -spectra were calculated for a set of α = {0.1, 0.3, 0.5, 0.7, 0.99, 1.3, 1.5, 1.7, 2.0, 2.5, 3.0, 3.5, 4.0}, for each colour channel separately. While the values Γ α,j , and consequently Ξ α,j , for the red and blue channels (indexed R and B , respectively) were computed by eliminating one element of intensity j from the respective intensity histogram, these values for the green pixels (indexed G ) were obtained via eliminating two elements that were relevant to the intensities of the Bayer mask quadruplet.
Matrices composed of vectors that specify each image l in the z-stack via α-dependent subvectors of the respective information context in the respective colour channel, i.e.
for series of the MG63-a and L929 cells and
for the series of the MG63-b cell, were standardized with z-scores and underwent k-means clustering (squared Euclidean distance metric, 50 iterations) into two groups (Algorithm 2). Due to the spectral properties of the OSF, this clustering properly selected a focal region of the cell from the rest of the z-stack.
In Algorithm 2, the sub-stack of the focal region was chosen as a cluster with a RAW file whose average intensity of green pixels is the inflection point of the dependence of the average intensity of green pixels on the position of the RAW file in the z-stack. To smooth the dependence, a fourth-order polynomial was used. This part of the algorithm assumes that in the focal region the intensities over the z-stack change significantly, whereas the intensities of blurred images remain relatively constant.
The topological envelope of the cell (explained as a binary image at each z-level, Algorithm 3) was evaluated from the focal sub-stack of RAW files as the absolute value of the subtraction of the unblurred and blurred green pixels at the same z-level after non-interpolating de-mosaicing of green pixels of RAW files. The blurring of each particular image was performed with a filter created from a 10-px disk-shaped structural element. After that, the pixels of interest at each z-level were chosen as those brighter than twelve times the maximal intensity of the subtracted image. These pixels underwent a morphological closing (a 3-px disk-shaped structuring element), removing the undesirable pixels via morphological erosion and dilation, and computation of the binary convex hull around the rest of the binary objects. A subsequent dilation of the binary convex hull (a 20-px disk-shaped structuring element) ensured extension and rounding of the cell boundaries.
From each series, a multiplication of the number of images in the focal region by the respective average scanning step ( Table 3 results have been depicted in scanning microscopy images and described in literature. [23] [24] [25] [26] For the microscopy experiments, the dish bottoms were not treated.
img. s −1 , respectively ( Table 3) .
In order to maximize and analyze the change in the OSF's volume, we have previously derived a information-entropic variable point divergence gain 10 (PDG: ω α,l,x,y,c , bit), which evaluates the information divergence for all pixels between two consecutive RAW files in the focal section of the z-stack:
where l is the order of an image in the focal region of the z-scan, and x and y are coordinates of the particular pixel in the image l. Probabilities p i,l,c and p i,(l+1),x,y,c describe the frequencies of occurrence of colour intensities in the image (l) and in the same image after exchanging the pixel at coordinates (x, y, l) for the pixel at (x, y, (l + 1)). The ω α,l,x,y,c -values for pixels of each colour in the RAW file's quadruplet were calculated in the same way as the Ξ α -values in Eq. 1: red and blue channels of the resulting quarter-resolved ω α,l,x,y,R/B -matrices were computed after exchanging one pixel of the respective colour, whereas the green channel was obtained after exchanging two green pixels of the respective pixel quadruplet.
Compared to the simple subtraction of two consecutive images, calculating ω α,l,x,y,c -values classifies the image pixels with respect to their probability of occurring in volume and also introduces dynamics into the examined system. Zero values of ω α,l,x,y,c correspond to pixels with relatively high occurrences in the image, and thus ones that do not change in a z-step. These represent stable, large, non-moving objects at a high image resolution and the smallest possible z-step, mainly organelles down to the size of one voxel. The more extremely negative or positive values of ω α,l,x,y,c show pixels with the highest change from image to image, which correspond mainly to moving objects. Other ω α,l,x,y,c -values detect either sums of point spread functions of organelles or organelles themselves, which are composed of lower-occurrence intensities at the given z-level and, concurrently, whose OSFs are divergent over distances smaller than the size of the z-step.
Here, coefficient α represents multifractality and defines distribution. Low values of α merge frequently-occurring ω α,l,x,y,c -values and separate rare pixels-the most dynamic organelles in this case. High α values give wider distributions of ω α,l,x,y,c -values. A suitable value of this parameter must be always derived or estimated with regards to the multifractal character of the given intensity distribution. We decided to use α equal to 5 (MG63-a) and 6 (MG63-b, L929), at which value the images of the organelles' OSFs, mainly in the green channel, are adequately condensed after camera noise and another defects in the image are suppressed (Fig. 2a, Fig. 3c , and Supplementary
Figs. 2-3a). At zero ω α,l,x,y,c of a higher-order α, we already observe a strong combination of intensities of light-interferences in the image. As the size of the z-step increases, larger α-values must be used to merge the correct image intensities.
Analysis of ω α,l,x,y,c -values in each colour channel showed that there is mainly autofluorescence projected in the blue channel. The green channel further displays diffraction. The red channel shows also the contribution of near infra-red absorption. The application of each colour channel can be viewed when zero ω α,l,x,y,c -values are compared with original images (Fig. 2b) and provide a potential for classification and recognition of organelles with the respect to their composition, without the usage of any labelling technique (cf. 27 ).
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Because computing ω α,l,x,y,c -values for three consecutive z-stack images gives information about the shape and dynamics of organelles in the middle image, a binary mask for segmenting objects in a z-level was created by thresholding and uniting identical ω α,l,x,y,c -values from two consecutive ω α,l,x,y,c -matrices (input 2 in Fig. 1c ). This mask was applied to the respective quarter-resolved image of the cell (input 1 in Fig. 1c) , which was obtained by adapting the Bayer quadruplet's pixels of red, blue and average green to the respective colour channel. The subsequent matching of the respective binary topological mask (input 4 in Fig. 1c ) with the image of the detached objects selected objects relevant for the given z-level (Algorithm 4).
The last part of the algorithm (input 3 in Fig. 1c ) filtered irrelevant intensities from the images, which completely describe the spectral properties of the cell's image. For each colour channel, strongly light-diffracting or absorbing organelles were detached as those darker than the cell-free background. In contrast, light-emitting organelles were reconstructed from intensities brighter than the background ( Fig. 1-B1 -B3, Algorithm 4).
In this paper, we demonstrate a novel method for 3-D reconstruction and examination of large homogeneous non-moving cellular objects, which are projected at the most frequent value of ω α,l,x,y,c = 0 (Fig. 3c and Supplementary Fig. 2-3c) . Apart from the large homogeneous non-moving objects (e.g. nucleoli in diffraction), the method detected objects of the size of a few voxels, 28 which might be shown to be real objects by video-enhanced microscopy or correspond to other frequent intensities remaining constant through a z-step.
The OSFs of light-diffracting objects are substantially smaller than those of light-emitting objects, which implies that transmission microscopy has an advantage over fluorescent microscopy in biological experiments ( Supplementary Fig. 1a) . The consistently smaller number of detected objects in the green channel is probably caused either by the mathematical averaging of two green pixels of the Bayer mask quadruplet during the calculation of ω α,l,x,y,c -values or by the broader green spectrum (caused by technical reasons, as noted above) decreasing the probability of occurrence of the same intensity between two consecutive pixels.
DISCUSSION
Knowing the distribution and mutual interactions of biomolecules can help determine the morphological and physiological state of a cell. Since the 17th century, 29 observations of intracellular processes have been provided by microscopic techniques based on different physical principles. Imaging based on fluorescent microscopy has been a leading technique for defining the subcellular location of proteins for decades. However, fluorescent protein tagging technology suffers from some limitations, including the need for a physiological level of light-emitting protein production, mislocalization artifacts, relatively low resolution, and the necessity to intervene in the cell's physiological state after insertion of a dye. 30 The breakage of the Abbe diffraction limit 31 in fluorescent microscopy was achieved by the invention of super-resolved fluorescent imaging, which was awarded the 2014 Nobel prize in chemistry. 32 On the other hand, contrast techniques in optical microscopy such as phase contrast, 33 differential interference contrast, 34 digital microscopic holography, 38 interferometric microscopy, 35 and optical coherence tomography 36 require the insertion of an optical element into the optical path of the microscope, which distorts the image of the observed biological specimen and makes image interpretation much more difficult. Electron microscopy (in both transmission and scanning modes) is an ancillary method in cell biology, since it may only be used to observe dried samples after a preparation time of several days. However, the resolution obtained by electron microscopy may go down to a few nanometers. The newest imaging method-atomic force microscopy, e.g. 39 -is a kind of non-optical topographical technique that reaches high resolution but does not provide the possibility of fully imaging intracellular composition and interactions. Connecting the benefits of these different imaging methods can be achieved by combining them; for instance, correlative light electron microscopy (CLEM, e.g. 40 ) is the most well-known and commercially available example of combined imaging.
This article reports a method to comprehensively analyze the information provided by labelfree bright-field photon transmission microscopy (calibrated and validated by AFM, 22 ), which detects minute objects of Nobelish resolution 30, 32 in a living cell. We do not develop a quantum physical theoretical foundation of the origin of information in the image. We instead follow the Extended Nijboer-Zernike Theory, [15] [16] [17] which claims that the focus is at the position of the lowest- /highest density of electromagnetic radiation. Provided that two points of the same energy detected by a digital camera chip lie above each other, they are considered to be a light-diffracting or lightemitting object. The extent of the detection as well as of the reliability of the interpretation is heavily limited by the microscope's optical and mechanical properties. The resolution limit is not influenced by the camera sensitivity but by the number of photons. A high number of photons enables objects to be localized (known as discriminability). 28, 41 It is an analogy to super-resolved fluorescence microscopy, where the limit is based on a few photons.
We demonstrate some of the extraordinary properties of an image of elementary light-diffracting, light-emitting, or light-absorbing objects. Objects of the size of one camera pixel are detected. To re-phrase this observation in the terminology of the depth-of-focus in digital microscopy: the depth of focus is a step along the z-axis within which the information contained in one camera pixel remains within this pixel and is not transferred into the neighbouring pixel. Our results demonstrate that such a definition is very sharp. It means that each point in the image of ω α,l,x,y,c will be equal to 0. The fact that we have observed only a few points at ω α,l,x,y,c = 0 indicates that objects' spread functions, which give rise to the image in these camera points, have homogeneous intensity over more than one z-level. The latter conclusion indicates that objects detected with ω α,l,x,y,c = 0 at all α values are located within the volume of the voxel. For these objects, the information obtained by our approach is equivalent to a 3-D reconstruction constructed from electron microscopy images.
The detection limit of other objects, which gives rise to a certain distortion in the optical paths, is solely technical. It is due to mechanical precision in the z-step and x-y reproducibility, the size of the camera pixel, the objective magnification, a simple optical path, homogeneous illumination, the scanning frequency, the distribution of camera noise, the bit depth of the camera, and image storage and computational capacity. L-glutamine, 1% non-essential amino acids, 1% NaHCO 3 (all components were purchased from PAA Laboratories). During microscopy experiments, cells were cultivated in a Bioptech FCS2
METHODS
Closed Chamber System.
Microscopy
Microscopy of a living MG-63 cell culture was performed using a versatile sub-microscope: a nanoscope developed for the Institute of Complex Systems FFPW by the company Optax Ltd.
(Czech Republic). The optical path consisted of two Luminus 360 light emitting diodes, a condenser system, a firm sample holder, and an 40× objective system made of two complementary lenses that allow a change of distance between the objective lens and the sample. The UV and IR light was blocked by a 450-nm long-pass filter and a 775-nm short-pass filter (Edmund Optics), respectively. Next, a projective lens magnified the image onto a Kodak KAI-16000 camera chip with 4872 × 3248 resolution and 12-bit colour depth. The size of the original camera pixel using primary magnification was 34 × 34 nm 2 . The z-scan was performed automatically by a programmable piezomechanic (servo) motor. The scanning conditions are presented in Table 1 and Supplementary Data 1.
Image processing algorithm
The relevant stacks of micrographs (ca. 2/3 of the original z-stack) were selected from the original z-stacks using the "ILCZ" (MG63-b, L929) tag from the Exif metadata of each image using the file pngparser.exe (in imagesInfo.txt in Supplementary Material available via ftp connection 42 ).
For the MG63-a cell, the same process was performed using Matlab R scripts: RelImgSelection.m and Shift.m (for image alignment). The average steps and total scanning times are described in Table 1 .
The bulk of the image processing and analysis of the bright-field optical micrographs were carried out with Matlab Table 2 . The basic algorithms for segmentation of cells and intracellular objects are written below. The optimized m-files, software, and original and processed data are available via ftp connection 42 .
1 If yes, the image series underwent image alignment (registration). 2 The original number of image in the series before z-step selection is parenthesized. c2 a s a s i z e o f t h e s t r u c t u r a l image d i l a t i n g e l e m e n t ( c2 = 3 ) ;
BM a s a z e r o m a t r i x o f t h e q u a t e r s i z e t h a n t h e RAW f i l e
OUTPUT:
CellBM a s a b i n a r y mask o f t h e c e l l o f i n t e r e s t % r e a d t h e ( i ) t h and ( i +1) t h RAW f i l e , r e s p e c t i v e l y G1 = demosaicG ( raw1 ) ;
% c r e a t e a q u a t e r −r e s o l v e d image by a v e r a g i n g two g r e e n p i x e l s o f e a c h B a y e r mask ' s q u a d r u p l e t i n t h e ( i ) t h and ( i +1) t h RAW f i l e , r e s p e c t i v e l y m = findMode ( G2 ( x1 : x2 , y1 : y2 ) ) ;
% f i n d t h e i n t e n s i t y mode o f t h e b a c k g r o u n d i n t h e ( i +1) t h image 
% s u b t r a c t G−c h a n n e l s o f two c o n s e c u t i v e i m a g e s z e r o s = ( difG == 0 ) ; % f i n d i n t e n s i t i e s o f t h e s u b t r a c t i v e image e q u a l s t o 0 zeroG = G2 . * u i n t ( z e r o s ) ; % s e l e c t u n c h a n g e d G− i n t e n s i t i e s f r o m G−image
% f i n d u n c h a n g e d G− i n t e n s i t i e s d a r k e r t h a n t h e c1% o f t h e v a l u e o f t h e mode o f b a c k g r o u n d and b r i g h t e r t h a n z e r o i n t e n s i t y
% c a l c u l a t e a c u m u l a t i v e b i n a r y mask f r o m d a r k u n c h a n g e d g r e e n i n t e n s i t i e s % f i n d a f o c a l p l a n e o f t h e s e r i e s a s t h e image o f t h e a v e r a g e d a r k e s t i n t e n s i t y a v e r I n t = z e r o ( n , 1 ) ; % c r e a t e a z e r o m a t r i x a v e r I n t f o r t h e s t o r a g e o f RAW f i l e s ' a v e r a g e G− i n t e n s i t i e s Tables 2-3 .
Supplementary Video 1. The creation of a binary mask for segmentation of cells over the whole z-stack of 12-bit RAW files from bright-field optical transmission (described in Algorithm 1, demonstrated on the MG63-a cell). The white points correspond to the zeros in a differential image calculated from the dark green pixels of two consecutive images. With an increasing number of z-levels, white points gradually accumulate in the binary image. The highest amount of these points is achieved in the focal region (z-levels 36-84). After passing the algorithm through the whole z-stack, the binary image underwent the morphological operations of dilation, filling holes, and filtering cells.
