Abstract We describe (in a representation theoretic setting) a simple comparison of trace formulas, which implies that the conjugate of a Hilbert modular form f by an automorphism of C again is a Hilbert modular form of the same level and conjugate weight as f . This is a Theorem of Shimura for which we obtain a new proof (cf. Theorem 3.3 and Corollary 3.4).
Introduction 0.1. Let f denote a Hilbert modular form of even weight k. The conjugate σ f of f by an automorphism σ of C is obtained by applying σ to the coefficients of the Fourier expansion of f . Thus, σ f is a holomorphic mapping and Shimura's Theorem states that σ f again is a Hilbert modular form of conjugate weight σ k (cf. [Sh] ). A different proof of Shimura's Theorem has been given by Garrett and is described in his book [G] . We note that in the generality of GL n Clozel has proven a representation theoretic analogoue of Shimura's Theorem for algebraic automorphic representations, which satisfy a certain regularity condition (cf. [C] ). In this article we describe in the case of GL 2 over totally real fields a comparison of trace formulas, which implies that conjugation by automorphisms of C preserves the automorphic property. We use a representation theoretic formulation. To be more precise, we let F/Q be a totally real extension with adele ring A. We denote by L 2 cusp (k) the space of (adelic) Hilbert cusp forms on GL 2 (A) of weight k = (k v ) v |∞ . L 2 cusp (k) is a module under the Hecke algebra H f of GL 2 (A f ) and we denote by Π(k) is the set of all irreducible representations of H f , which appear in L 2 cusp (k) (in the main part we will also fix a nebentype ω and a level K). Now, if the σ-conjugate of any Hilbert cusp form again is a Hilbert cusp form of conjugate weight σ k = (k σ −1 (v) ) v |∞ then conjugation of abstract representations π → σ π (cf. section 2.1 for the definition) defines a map
Explicitly, this means that if π is the finite part of a cuspidal representation, whose archimedean component has K ∞ -type given by k then σ π is the finite part of a cuspidal representation whose archimedean component has K ∞ -type given by σ k. Our aim is to establish the existence of the map (0.1) by a comparison of trace formulas. To this end we define a corresponding (dual) map on the Hecke algebra
by simply setting σ ϕ(x) = σ(ϕ(x)). The following result then connects conjugation of automorphic representations to the trace formula.
Proposition 0.1. (cf. Proposition 2.1) Let σ ∈ Aut(C/Q). If for any ϕ ∈ H f (0.2) σ tr ϕ| L 2 cusp (k) = tr σ ϕ| L 2 cusp ( σ k)
then conjugation defines a map σ : Π(k) → Π( σ k).
Comparing trace formulas for ϕ in weight k and for σ ϕ in weight σ k we verify under a certain algebraicity condition that the trace identity (0.2) holds. Thus, we obtain a proof of Shimura's Theorem (cf. Theorem 3.3 and Corollary 3.4).
0.2.
We add some Remarks. 1.) The trace formula is some kind of universal principle for proving the existence of maps between sets of automorphic representations. In this sense it is natural to try to prove Shimura's Theorem by establishing the existence of (0.1) via a comparison of trace formulas. 2.) The proofs of Shimura and Clozel make use of a Q-structure on a certain space which contains the Hecke module of automorphic cusp forms: Shimura uses the Q-structure given by the q-expansion, Clozel uses the Q-structure on deRham cohomology given by singular cohomology via the deRham isomorphism. In our proof we use a different Q-structure: it is defined on the space of all mappings from GL 2 (A f ) to C by the subspace of mappings, which are Q-valued (cf. equation (0.2)). 3.) The proof of equation (0.2) reduces to showing the algebraicity of the local archimedean distributions appearing on the geometric side of trace formula (cf. Lemma 2.2 and Corollary 3.6). In the case of GL 2 this would have been possible using explicit calculations. Instead we will use general principles from harmonic analysis based on [Ca] . We hope that in this way the proof will generalize to higher rank groups as Sp n . The trace formula may be seen here as a device which converts the local considerations about archimedean orbital integrals into global existence statements about Hilbert cusp forms. We note that the Multiplicity 1 Theorem enables to use a simple trace formula. Nevertheless it may be interesting to examine the algebraicity of all the distributions appearing in geometric side of the Selberg trace formula. We discuss this briefly in section 3.3 0.3. In section 1, for convenience, we review some well known facts about Hilbert modular forms and representations of GL 2 . In section 2 we prove Proposition 0.1. In fact we prove a slightly stronger result (cf. Proposition 2.1), which will enable us in section 3 to verify (0.2) by using a simple trace formula.
1 Hilbert modular forms.
1.1. Notations. We fix a totally real number field F/Q with Galois group G = Gal(F/Q). We denote by O the integers of F and by A its ring of adeles. By a place v of F we understand an equivalence class of valuations | · | : F → R and we denote by S ∞ the set of archimedean places of F and by i v : F ֒→ F v the completion of F at the place v. G acts on the places of F : if v is represented by the valuation | · | then τ v is the place, which is represented by
We fix an archimedean place v 0 ; the elements in S ∞ then are given as τ v 0 , τ ∈ G, where the τ v 0 are pairwise different. We note that τ ∈ G extends to a morphism τ :
We denote by j the isomorphism j :
We set G = GL 2 /F and we denote by Z/F the center of G. For any place v we set F v ) and if v is archimedean we denote by Z 0 v the connected component of 1 of Z v . We set G ∞ = v∈S∞ G v and Z ∞ = v∈S∞ Z v . Similarly, we denote by Z 2 the center of GL 2 (R), by Z 0 2 its connected component containing 1. The morphisms j, i v and τ ∈ G extend to G(F v 0 ), G(F ) and G (F v ) by applying them to the entries of a matrix and we obtain a diagram
We will use the following identifications: we identify any γ ∈ G(F ) with its image ji v 0 (γ) in GL 2 (R) and we identify G(F τ v 0 ) with GL 2 (R) via the map j • τ . The commutativity of (1.0) shows that under these identifications
Finally, under these identifications, to any function ϕ : GL 2 (R) → C and any place v = τ v 0 corresponds the function
We fix a character ω :
For any finite place v we denote by H v (ω v , K v ) the local Hecke algebra consisting of all K v -bi-invariant functions, which are compactly supported modulo center and have central character
. Thus, we have to assume that Z(F v )∩K v ≤ ker ω v , which we can always achieve by intersecting K v with a sufficiently small principal congruence subgroup. At archimedean places we denote by H v (ω v ) the set of all compactly supported modulo center, smooth functions on G (F v 
We further denote by H(GL 2 (R), ω R ) the Hecke algebra consisting of functions, which are smooth and compactly supported modulo center and have central character ω −1 R ; we use a similar notation for the group SL 2 (R) ± . If (π, V ) is any representation of G(A f ) with central character ω f we obtain a corresponding representation (π, V K ) of the Hecke algebra
). An analogous statement holds for representations of G (F v ) having central character ω v . We use the following notation: if γ is contained in a group G, then we denote by G(γ) the centralizer of γ in G.
Remark. Let v = τ v 0 , τ ∈ G, be any archimedean place. Using the above identifications we have for any compactly supported function ϕ on GL 2 (R) and any γ ∈ G(F )
Proof. We calculate using the map j • τ and the commutativity of (1.0) in the last step
Taking into account our identification of γ ∈ G(F ) with its image ji v 0 (γ) ≤ GL 2 (R) and replacing τ −1 (γ) ∈ G(F ) by γ ∈ G(F ) we obtain the claim of the Remark.
1.2. Projectors in the Hecke algebra. We denote by δ n : SO 2 (R) → C * the character which sends
We let (D k , W k ) be the irreducible discrete series representation of SL 2 (R) of lowest weight
the irreducible algebraic representation of SL 2 of highest weight
k ≥ 0, with respect to the torus T 2 of diagonal matrices in SL 2 , i.e. L k has highest weight kγ, where γ is the fundamental weight of sl 2 corresponding to the Borel subalgebra of upper triangular matrices. L k induces representations of SL 2 (C) and SL 2 (R). Moreover,
if π is an irreducible representation of the principal series, or π ∼ = D n with n = k or π ∼ = L n with n = k − 2 and
Proof. We follow the argument given in [Ca] , p. 149/150 in the case k = 2 and G = PSL 2 , which we extend to the case k ≥ 2 and GL 2 . We first let k ≥ 0. Cartan decomposition implies that there is a compactly supported function
for all g ∈ SL 2 (R). We note that this implies that
. f k vanishes on all δ n -isotypical components with n = k and leaves the δ k -isotypical component of any representation invariant. Moreover, if we choose the support of f k sufficiently close to SO 2 (R) and suitably normalize f k , we obtain
We set
More precisely, we obtain
Since no discrete series representation has trivial SO 2 (R)-types, equation (1.3) and (1.3') remain valid for ϕ k (note that h k is SO 2 (R) bi-invariant). On the other hand for any principal series representation π χ of SL 2 (R) we have
together with the vanishing of tr π(ϕ k ) for representations π of the principal series and equation (1.3) shows that
Thus, altogether, ϕ k satisfies the requirements of the Lemma, except that it is contained in the Hecke algebra of SL 2 (R). We extend ϕ k to a function on SL 2 (R) ± by setting it equal to 0 on the connected component SL 2 (R) − . Equations (1.3), (1.3'), (1.4), (1.5), then imply that ϕ k satisfies the requested properties. Thus, the proof of the Lemma is complete.
We extend Lemma 1.1 to GL 2 . This will involve an algebraicity condition. For any pair of integers k, w ∈ Z with k ≥ 2 we denote by (D k,w , W k,w ) the irreducible discrete series representation of GL 2 (R), which has lowest SO 2 (R)-type δ k and whose central character ω D k,w when restricted to the connected component Z 0 2 is given by x w :
We note that the central character satisfies
hence, ω D k,w and therefore D k,w is uniquely determined by k and w and any discrete series representation is isomorphic to a representation D k,w . We assume that the following algebraicity condition holds
This has the following two consequences:
where now L k−2,w is an algebraic representation of GL 2 . More precisely, (L k,w , V k,w ) is the finite dimensional, algebraic irreducible representation of GL 2 of highest weight
We denote by ϕ k,w the image of ϕ k under the canonical isomorphism
Assume that (Alg ∞ ) holds. Let π be an irreducible representation of
if π is an irreducible representation of the principal series, or π ∼ = D n,w with n = k or π ∼ = L n,w with n = k − 2 and
More precisely, we have
The Corollary is an immediate consequence of Lemma 1.1. We note that the integration is well defined because (Alg ∞ ) implies that ϕ kv ,w has central character x −w .
Hilbert modular forms.
We fix a compact subgroup
Since ω is an idele class character there is an integer w ∈ Z such that
is the subspace of cusp forms. We set D k,w = ⊗ v∈S∞ D kv,w , where we view D kv,w as a representation of G (F v ) via the identifications in section 1.1, and δ k = ⊗ v∈S∞ δ kv ; thus, D k,w resp. δ k is a representation of G ∞ resp. of SO 2,∞ = v∈S∞ SO 2 (R). We then define
Thus, L 2 0 (ω, k) is the space of adelic Hilbert modular forms of weight k and central character
Remark. Since D kv,w has central character satisfying ω D kv,w (−1) = (−1) kv (cf. (1.6)) we see that L 2 0 (ω, k) K is the empty sum unless
kv for all v ∈ S ∞ . From now on we shall always assume that this holds.
Algebraic Hilbert modular forms.
From now on we shall always assume that the weight k and the character ω satisfy the following algebraicity condition:
(cf. equation (Alg ∞ )). We note that condition (Alg) is the algebraicity condition of [C] , Definition 1.8 in the special case of GL 2 /F . Condition (Alg) together with equations (1.8) and (1.9) imply that
In particular, ω is an algebraic character. Finally, we denote by
consists of the finite parts of cuspidal automorphic representations of G(A), whose infinity component has SO 2 (R)-type δ k . Using equation (1.2) we define the following element (cf. equation (1.10)):φ
2 Conjugation and Trace.
2.1. Conjugation of representations. For the moment (π, W ) denotes any representation of G(A f ) or of G (F v ). For any σ ∈ Aut(C/Q) we define the conjugate representation ( σ π, σ W ) as follows. First, we define the C-vector space σ W : we set σ W = W as abelian groups and using the scalar multiplication "·" on W we define a scalar multiplication "
The corresponding representation of the Hecke algebra is given by
In this section we want to show that conjugation of representations preserves the automorphic property; more precisely, conjugation π f → σ π f defines a map
For any σ ∈ Aut(C/Q) we define a conjugation map on Hecke algebras:
where (σ(ϕ))(x) = σ(ϕ(x)). Quite analogous we define a map
We note an easy property. Let v ∈ V . We denote by
. Let ϕ be in the Hecke algebra of
The Trace identity. We fix a compact open subgroup
ell is an open group. Shrinking K v,ell (intersect with principal congruence subgroups) we may assume that zk = k ′ where z ∈ Z(F v ) and
v then is a subgroup of the principal congruence subgroup of level p r ). We define the function b v,ell on G (F v 
It is easy to see that b v,ell is well defined and that
For any finite place u we set
We define the conjugate of the weight k = (k v ) v∈S∞ by
Thus, if π is the finite part of a cuspidal automorphic representation of G(A), which has SO 2 (R)-type given by k then σ π is the finite part of a cuspidal automorphic representation of G(A), which has SO 2 (R)-type given by k. We deduce the Proposition from the following Lemma 2.2. Let σ ∈ Aut(C/Q) and fix an arbitrary finite place u. Assume that for all
v for all finite places v = u. Note that π ′ is allowed to have smaller level than π. Proof of Lemma 2.2. We set
and obtain for all = u
Without loss of generality we may assume that (π, V ) = (π 1 , V 1 ) and we set a v = a 1,v . Since the representations π 1 , . . . , π n are pairwise non-isomorphic, there is for any i ≥ 2 a place v i = u such that π v i ∼ = π i,v i . Since the local representations π i,v i are irreducible and V
as H v i -module. In particular, using equation (2.4) we obtain for all i ≥ 2 that
Since a v i , a i,v i ≤ H v i are maximal ideals, the Chinese Remainder Theorem implies that for all i ≥ 2 there is ϕ i,v i ∈ H v i such that
Hence, for all i = 2, . . . , n we know that (2.5)
On the other hand, our assumption implies that σ π is not isomorphic to any representation π ′ i , hence for any i ≥ 1 there is a place
. As above we see that for all i = 1, . . . , m there is
We then define the element
The choice of the local components of ϕ implies
• Equation (2.5) implies that π i (ϕ) = 0 for all i ≥ 2
• Equation (2.6) implies that
. We thus obtain
for all i ≥ 1.
• Using equations (2.5) and (2.6) we see that
Altogether we have shown that
This contradicts our assumption and the Lemma is proven.
Proof of Proposition 2.1.
Let π ∈ Π k (ω, K). We choose pairwise distinct places u, w. Lemma 2.2 implies that there are representations
The multiplicity 1 Theorem implies that π ′ {u} ∼ = π ′ {w} . Hence, π {u} ∼ = π and π K {u} = 0. Thus, π ′ {u} ∈ Πσ k ( σ , ω, K) is the looked for representation.
3 Algebraicity of Distributions.
The Comparison.
We compare simple trace formulas for ϕ ∈ H f (ω f , K) and σ ϕ ∈ H f ( σ ω f , K) to show that equation (2.3) holds. We note that this will imply our main result on conjugation of Hilbert modular forms (cf. Theorem 3.3 and Corollary 3.4 below). As before, we fix a level K = v ∈S∞ K v ≤ v ∈S∞ G(O v ) and a character ω : F * \A * → C * and we assume that condition (Alg) holds. Moreover, we setG = GL 2 /Z and we denote bỹ G F,ell the set of F -elliptic elements inG (F ) .
Proposition 3.1. For any ϕ ∈ H ell (ω f , K) and any σ ∈ Aut(C/Q) we have
Proof. We define the following distributions on H f (ω f , K): for any ϕ ∈ H f (ω f , K) we set
and
whereφ k,w is defined in section 1.4. Let ϕ ∈ H ell (ω f , K). For at least one finite place u we know that ϕ u = b u,ell . Since the local hyperbolic orbital integrals vanish for b u,ell as well as for ϕ kv , v ∈ S ∞ , the simple trace formula (cf. [G-J] , Theorem 7.21, p. 245) yields
The discrete spectrum decomposes
Since ϕ 2,w has non-trivial SO 2 (R)-type δ 2 we know that the operator χ • det(ϕ 2,w ) vanishes, hence, tr ϕ ⊗ ϕ 2,w | L 2 res (ω,2) = 0. Together with Corollary 1.3 we obtain
Thus, the Propsition follows from the following Lemma, which completes the proof.
Lemma 3.2. The distributions J e,k,w and J ell,k,w are algebraic, i.e.
σ J e,k,w (ϕ) = J e,k,w ( σ ϕ) and σ J ell,k,w (ϕ) = J ell,k,w ( σ ϕ) for all ϕ ∈ H f (ω f , K) and all σ ∈ Aut(C/Q).
We will give the proof of Lemma 3.2 in section 3.2. Proposition 2.1 and Proposition 3.1 imply our final result.
Theorem 3.3. Let ω : F * \A * → C * be an idele class character and let k = (k v ) v∈S∞ be a weight such that (Alg) holds. Then conjugation by σ ∈ Aut(C/Q) defines a map
In different words, if π f is the finite part of a cuspidal automorphic representation of GL 2 (A) with central character ω and of lowest SO 2,∞ -type δ k , then, for any σ ∈ Aut(C/Q), σ π f is the finite part of a cuspidal representation with central character σ ω and lowest SO 2,∞ -type δσ k .
Corollary 3.4. Any cuspidal representation π ∈ Π k (ω, K) is defined over a finite extension E/Q. Proof. We denote by G k,ω the set of all σ ∈ G satisfying σ k = k and σ ω = ω. Since the orbits Gk and Gω are obviously finite we know that [G :
The union on the right hand side is a finite set, hence, the orbit Gπ is finite and we deduce that the stabilizer G π of π has finite index in G. Since π is defined over the subfield E of C, which is invariant under G π (cf. [W] or [C] , Proposition 3.1) this proves the Corollary.
3.2. Proof of Lemma 3.2: Algebraicity of J ell,k,w and J e,k,w . In this section we prove Lemma 3.2. The essential step will be to show that the local archimedean orbital integrals attached toφ k,w are algebraic (cf. Lemma 3.4 below). To prove this, we use a transfer of orbital integrals from the group G = GL 2 to the compact form G ′ = SU 2 (C). This is the method of [Ca] in the case PSL 2 and weight k = 2, which we extend to the simply connected case and arbitrary weight k ≥ 2. We start by defining the local orbital integrals. We denote by dx a Haar measure on GL 2 (R) or on SL 2 (R) such that meas SO 2 (R) = 1. We set
Thus, T ′ is a maximal torus in G ′ and we choose Haar measures d ′ g resp. d ′ t on G ′ resp. on T ′ such that meas G ′ = meas T ′ = 1. Let G denote one of the groups G = SL 2 (R) or G ′ Let t ∈ G be a regular element and denote by G(γ) ≤ G the centralizer of γ in G; for any function ϕ on G we define the orbital integral
Moreover, for any x ∈ G we set
where α, β are the eigenvalues of x. Finally, we denote by ch k,w : GL 2 (C) → C the character of the finite dimensional irreducible representation (L k,w , V k,w ) of GL 2 (C) (cf. section 1.2). We denote by ch k the restriction of ch k,w to SL 2 (C), hence, ch k is the character of L k , which is the restriction of L k,w to SL 2 (C).
If γ is R-elliptic and det γ > 0 then
Proof. Since ϕ k,w vanishes on all elements with negative determinant (cf. the proof of Lemma 1.1) and since the trace of ϕ k,w vanishes on principal series representations (cf. Corollary 1.2) the first claim is immediate. We therefore assume that γ is R-elliptic and det γ > 0. We first prove the statement of the Lemma in the case SL 2 (cf. equation (3.5) below). As above we set G = SL 2 (R) and G ′ = SU 2 (C). For any γ ′ ∈ G ′ there is an R-elliptic element γ in G such that γ and γ ′ share the same characteristic polynomial. The assignment {γ ′ } → {γ} defines a bijection between the set of conjugacy classes in G ′ and the set of R-elliptic conjugacy classes in G. Any maximal torus in G ′ is conjugate to T ′ . Similar, any non-split torus in G is conjugate to T = SO 2 (R). We denote by (L ′ k , V ′ k ) the restriction of the irreducible representation (L k , V k ) of SL 2 (C) of highest weight kγ to SU 2 (C) (γ the fundamental root) and we denote by ch
here, "¯" denotes the complex conjugation). SU 2 (C) is a compact group and the orthogonality relations imply for all m ≥ 0
Comparing with Lemma 1.1 we obtain
for all k, m ≥ 2. Since ϕ k vanishes on hyperbolic elements and since there is only one conjugacy class of non-split tori in G we obtain using Weyl's integration formula (cf. [Kn] , Proposition 5.27, p. 141)
Quite analogous, Weyl's integration formula in the compact case (cf. [Kn] , Theorem 4.45,
Hence, using (3.1) we deduce that
for all k, m ≥ 2. Lemma 1.1 implies that ch Dm (t) = −ch m−2 (t) for all t ∈ SL 2 (R). Moreover, if the conjugacy classes of t ∈ SL 2 (R) and t ′ ∈ SU 2 (C) correspond to each other, i.e. t and t ′ share the same characteristic polynomial, we know that ch
Together with equation (3.2) we obtain for all m ≥ 2 meas SU 2 (C)
For any t ∈ T there is t ′ ∈ T ′ such that t and t ′ share the same characteristic polynomial and the assignment t → t ′ defines a bijection T ↔ T ′ . Hence, Lemma 5.2.1 in [Ca] applied to G ′ (note that there is only one conjugacy class of tori in G ′ represented by T ′ ) then implies for all t ∈ T that
Since characters are class functions we obtain for all
Hence, taking into account the normalization of measures we obtain using equation (3.4)
Let now γ ∈ GL 2 (R) be R-elliptic with positive determinant. We write γ = diag(z, z)γ 0 with z ∈ R * >0 and γ 0 ∈ SL 2 (R). Since γ 0 is R-elliptic it is conjugate to an element t ∈ SO 2 (R). Since GL 2 (R)(γ) = SL 2 (R) ± (γ)Z 0 2 we obtain
Since SL 2 (R) ± (t) = SO 2 (R) for all regular t ∈ SO 2 (R) and since γ 0 is conjugate to an element t ∈ SO 2 (R) we deduce that SL 2 (R) ± (γ) is conjugate to SL 2 (R) ± (t) = SL 2 (R)(t) and we obtain SL 2 (R) ± (γ) = SL 2 (R)(γ).
We deduce that
Using the this decomposition we obtain
(note that ϕ k,w and ϕ k coincide on SL 2 (R)). Using equation (3.5) this yields
(note that ch k−2,w is constant on conjugacy classes). Since L k,w is defined over Q and γ ∈ GL 2 (R) we know that ch k−2,w (γ) = ch k−2,w (γ) = ch k−2,w (γ). This completes the proof of the Lemma. 
v∈S∞ . An immediate consequence of Lemma 3.5 is Corollary 3.6. 1.) Let γ ∈ G(F ). If γ is totally elliptic and totally positive then
where k − 2 = (k v − 2) v∈S∞ . Otherwise, the above integral vanishes.
2.) In particular, I k,w (γ) is algebraic, i.e. for all σ ∈ Aut(C/Q) and all γ ∈ G(F ) we have
Proof. 1.) We compute using equation (1.1) and the Remark in section 1.1
we obtain σ tr L k,w (γ) = tr Lσ k,w (γ) Together with part 1.) this implies the claim and the Corollary is proven.
We give the Proof of Lemma 3.2. Algebraicity of J ell,k,w . We writeG ∞ (γ) resp. Γ(γ) for the centralizer of γ inG ∞ = v∈S∞G (F v ) resp. in Γ. We also denote by {G F,ell } Γ the set of Γ-conjugacy classes iñ G F,ell and by {γ} Γ the Γ-conjugacy class of γ ∈G F,ell . Strong approximation for GL 2 implies that there is a finite set V ⊂G(A f ) such that
We denote byK the image of K inG(A f ) and by Γ ξ = {γ ∈G(F ) : ξ −1 γξ ∈K}, ξ ∈ V, the arithmetic subgroup ofG ∞ corresponding toK. Since the assignment
defines a function onG(A), which is leftG (F ) and rightK-invariant we obtain
Using Corollary 3.6 the above equation immediately implies that J ell,k,w is algebraic.
Algebraicity of J e,k,w . The Plancherel Theorem for SL 2 (R) (cf. [Kn] , Theorem 11.6, p. 401) together with Lemma 1.1 yields
On the other hand, we setK max = v ∈S∞G (O v ) and we normalize the Haar measure dg f onG(A f ) such that measK max × PSO 2,∞ = 1. Since meas (G(F )\G(A)) = meas (G(F )\G(A)/PSO 2,∞ K max ) and since G(F )\G(A)/PSO 2,∞ K max is a finite union of spaces of the form Γ\H d , which have volume c(2π) [F :Q] , where c ∈ Q (cf. [Fr] , section 2.5, Proposition 5.1 and [Hi], section 2.7, Corollary 1, p. 71), we obtain ϕ ⊗φ k,w (e) = ϕ(e) c v∈S∞ (k v − 1).
Since c ∈ Q this clearly implies that J e,k,w is algebraic and completes the proof of Lemma 3.2.
Variants of the proof.
• The Kazhdan-Flicker trace formula. We denote by Π cusp k (ω, K) the set of all representations occuring in L 2 0 (ω, k) K , which are cuspidal at at least one finite place. We fix a finite place u and a cuspidal ireducible representation ρ of G u and we denote by H f (ρ, ω f , K) the set of all ϕ = ⊗ v ∈S∞ ϕ v ∈ H f (ω f , K) such that ϕ u equals a matrix coefficient of ρ. Hence, ϕ is discrete and cuspidal in the sense of [F-K] , p. 191. The assignment ϕ → σ ϕ defines a map H f (ρ, ω, K) → H f ( σ ρ, σ ω, K).
Proposition 3.7. Assume that for all finite places u, all cuspidal representations ρ of G u , all ϕ ∈ H f (ρ, ω, K) and all σ ∈ Aut(C/Q)
More precisely, denote by Π ρ k (ω, K) the set of all representations π f occuring in L 2 0 (ω, k) K and satisfying π u ∼ = ρ; then conjugation defines a map
We sketch the proof of the second claim following the argument in the proof of Lemma 2.2. Let π f ∈ Π ρ k (ω, K) and assume that there is no π ′ ∈ Π σ ρ σ k ( σ ω, K) such that σ π ∼ = π ′ . Hence, for any representation π ′ ∈ Π σ ρ σ k ( σ ω, K) there is a finite place v = u such that σ −1 π ′ u ∼ = π u .
Moreover, for any representation ξ ∈ Π ρ k (ω, K), ξ ∼ = π, there is a finite place v = u such that π u ∼ = ξ u . As in the proof of Lemma 2.2 we then construct a function ϕ = ⊗ v∈S∞ ϕ v such that -ϕ u equals a matrix coefficient of ρ -tr ξ(ϕ) = 0 for all ξ ∈ Π ρ k (ω, K), which are not isomorphic to π -tr π ′ (ϕ) = 0 for all π ′ ∈ Π σ ρ σ k ( σ ω, K) -tr π(ϕ) = 0. This then contradicts our assumption (3.7) and proves the Proposition.
Since ϕ ∈ H f (ρ, ω f , K) is discrete and cuspidal in the sense of [F-K] , p.191, we can apply the Kazhdan-Flicker simple trace formula, which yields tr ϕ ⊗φ k,w | L 2 0 (ω,k) = J ell,k,w (ϕ). Thus, the distribution J e,k,w does not appear and we do not have to use the Plancherel Theorem. Moreover, the proof of the Kazhdan-Flicker simple trace formula is elementary compared to the proof of the Selberg trace formula.
• The simple trace formula. If F/Q is a totally real field of degree ≥ 2 then we can apply the simple trace formula to any element ϕ ⊗φ k,w with ϕ ∈ H f (ω f , K) arbitrary, because the hyperbolic orbital integrals vanish for ϕ kv,w , v ∈ S ∞ and |S ∞ | ≥ 2, i.e. we do not have to assume that ϕ is elliptic at one place. In particular, unlike in the proof of Proposition 2.1 (and Lemma 2.2) we do not need the Multiplicity 1 Theorem (we need not fix an auxiliary place u).
• The Selberg trace formula. We can also try to establish (0.2) by using the (full) Selberg trace formula. In this case we do not have to use Multiplicity 1 even in the case F = Q. On the other hand the geometric side is more complicated: we have to prove algebraicity for distributions attached to unipotent and hyperbolic conjugacy classes and also for distributions attached to Eisenstein series.
