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 Knowing the flexibility of biomolecules is very critical for 
understanding how they function in the cellular environment (Mamonova et 
al., 2005, Bhalla et al., 2006, Fischer and Verma, 1999). Most functions 
carried out by the molecular machinery of the cell namely, enzyme catalysis, 
molecular recognition or association, cellular transport, allosteric regulation 
etc., require reorganizing its native structure through a time dependent 
process. Therefore understanding, predicting and modulating the functions of 
proteins and other bio-macromolecules require not only knowledge about 
their structures, but also a profound understanding of their ﬂexibility at the 
molecular level. 
 In contrast to bio-macromolecules, which have an activity of their 
own, small bio-molecules or ligands usually are active only when they bind 
to a target (Gohlke et al., 2003b). The process of binding of a ligand to its 
binding partner is generally not a straightforward event, as it involves a set of 
recognition mechanisms, in terms of interactions, between two entities where 
both adapt, through locally or globally, mutual conformational arrangements 
to accommodate each other. This association is a complex phenomenon due 
to the large number of degrees of freedom associated with the 3-dimensional 
structures of both molecules in addition to the water molecules and other 
components present in the cellular environment. As a large number of stable 
conformations may exist for a flexible molecule and the energetic differences 
between them may be relatively small, understanding flexibility is a very 
challenging pursuit. But it is also a necessary one in the rational drug 
discovery and development ventures where predicting the binding mode and 
binding affinity of a bioactive molecule towards its target is imperative or 
rather inseparable component.        
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Increasing development in the techniques of the X-ray 
crystallography during the last few decades has given access to the 
substantial amount of three-dimensional atomistic structures of the biological 
molecules. The solved crystallographic structures have unquestionably 
boosted up our understanding about the structural complexities of 
biomolecules. However, a crystal structure of such a molecule (proteins, 
nucleic acids or ligands) represents only the final conformation that has been 
trapped into a particular crystalline environment. Information about the 
inherent dynamic behavior the molecule is largely lost in the structures 
obtained from x-ray crystallography, as it is limited to the approximated 
estimation of uncertainty or atomic fluctuations encapsulated in the B-
factors. Though very useful in certain field or study, B-factors cannot explain 
the vibrant or energetic behavior of the molecule into a crowded cellular 
system. On the other hand, there is limited availability of purely experimental 
techniques able to follow the detailed dynamics of proteins in time. Light and 
electron microscopy allows insights into the behavior of complex structures 
of living cells and tissues in real time but with poor resolution (Cardoso et 
al., 2012). Hence, various computational approaches are being developed to 
bridge the gap between the structure and dynamics and to correlate with 
various functions accomplished by the bio-molecules. While using very fine 
set of mathematical formalisms of Quantum Mechanical (QM) theory it is 
now possible to accurately predict the energetics of the small molecules or 
ligands, Classical Molecular Dynamics (MD) simulations allow us to 
investigate the time-dependent behavior of the macromolecules, like proteins 
or nucleic acids in a cell-like simulated environment. At present, MD 
simulations are extensively used, either alone or in combination with other 
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experimental methods, to understand the functionality of biological systems 
at the molecular level. 

 	
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 In a broad sense this thesis work has been carried out to investigate 
and understand the relationship between the structure and function (or 
biological activity) of the biomolecules. More specifically, the study is 
divided into two parts. In the first part we explore the conformational 
flexibility and energetic behavior of small drug-like molecules upon binding 
to their respective targets using state-of-the art sophisticated quantum 
mechanical approaches. In the second part of this thesis, we investigate the 
intrinsic structural flexibility and dynamics of a biologically important 
protein Histone deacetylase 8 (HDAC8) to understand allosteric regulation 
and to propose a plausible mechanism to control activity through 
phosphorylation at a residue widely separated from its catalytic site.  
 
 1.3 Energetics of the bioactive conformers  
It is a well established fact that small molecules that bind to their 
biological targets (e.g. proteins) change their conformations during the 
course of binding to become complementary to the flexible target binding 
site (Fig 1.1). Thus, the bound conformation (or bioactive conformation) of a 
molecule, often, does not correspond to the global energy minimum 
(Bostrom et al., 1998b, Perola and Charifson, 2004a) or even local energy 
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minimum conformation of its unbound form (Butler et al., 2009b) (Fig 1.2). 
This leads to an added penalty to the total free energy of binding of the 
ligand to its target that comes from the internal energy of the conformer. 
Before going more into our study that explains the effects of this observable 
fact or bio-chemical phenomenon, a brief definition of the terms used in this 
study to distinguish different conformational states of a molecule is given 
below.    
    
Global Energy Minimum: A flexible molecule can exist in more than one 
conformational state due to internal degrees of freedom associated with the 
internal coordinates. The collection of all possible conformations of a 
molecule is referred as ensemble of conformation. However not all 
conformations are energetically favorable due to the high intra-molecular 
strain. In the free state of a molecule, amongst all energetically favorable 
conformations, the one that has the lowest energy is known as “global energy 
minimum” (Fig. 1.2).  
 
Bioactive Conformation: Among the energetically favorable set of 
conformations only one (or few) can bind to their respective biological 
target. The reduction in the conformational space always results in an 
entropic term that opposes binding. The particular conformation that is 
preferred and accepted by the target is referred as the bioactive conformation. 
Bioactive conformations can be anywhere on the potential energy surface 
(Fig 1.2), but unless they correspond to the global energy minimum, the 
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conformational selection involves an energetic component that opposes 
binding. 
Local Energy Minimum: In the free state of a molecule each energetically 
stable conformation is defined as local energy minima. Since the bioactive 
conformation is chosen or fitted to the binding site by its biological target, 
that particular conformation may not correspond to a minima in the unbound 
form. If the bioactive conformation is allowed to relax freely, the resulting 
structure is known as the local energy minimum of the bioactive. 
The energetic cost due to the conformer selection in the binding site 
can significantly affect to the affinity of the ligand: each 1.4 kcal/mol of 
increased conformational energy of a bioactive conformation leads to a 10 
fold decrease in its binding affinity (Bostrom et al., 1998b). This itself 
explains the importance of properly estimating the internal energy or strain 
energy of the ligands in the drug discovery field. Computer-aided drug 
design methods depend on software programs to pick up a potential drug-like 
molecule from a pool of compounds. When those programs make use of 
three-dimensional representations of molecules, they rely on existing force-
fields to predict the internal energy of each molecule’s conformer. This ends 
up adding a significant fraction of error in the predicted outcome, with 
uncertainties in the prediction up to 10kcal/mol (Tirado-Rives and Jorgensen, 
2006a). Perola and Charifson, using molecular mechanics force fields 
designed for small molecules, found that in approximately 40% of the 
molecules studied the bioactive conformations had strain energy above 
5kcal/mol (Perola and Charifson, 2004b). Considering the relationship 
between strain energies and binding affinities, this would involve a loss of 
affinity greater than 35-fold, which seems exaggerated for optimized ligands. 
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The impact of using different computational approaches was investigated by 
Butler et al., observing that two thirds of the bioactive conformers were 
within 0.5 kcal/mol of a local energy minimum when calculated at a high 
level of theory (QM), 50% of them are above 3 kcal/mol when calculated at 
the MM level with a basic solvation model (Butler et al., 2009b). Here we 
have extended the work done by Butler et al. to focus on the bioactive 
conformation from the global scenario of energy surface by comparing the 
energetics (calculated using different QM approaches) between the 
bioactives and a set of conformers that represent the global set of conformers. 
We also compare different methods used to compute the energy of the drug-
like molecules using molecular mechanics (MM) force fields. 
 
 
 
 
 
Fig 1.1: Binding of a small molecule to the target through a process 
of conformational selection and molecular recognition. 
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1.4 Allosterism in HDAC8  
 Lee H et al. found that the phosphorylation by Protein Kinase A, as a 
course of posttranslational modifications, leads to a decreased deacetylase 
activity of HDAC8 (Lee et al., 2004) shown that the phosphorylated site is a 
non-catalytic, non-conserved N-terminal residue Ser39 (Fig. 1 of chapter 4.2) 
(Somoza et al., 2004). The relation observed between the phosphorylation 
Fig 1.2: Representation of an “Energy Surface” of a flexible molecule which 
shows that the bioactive conformation (marked as star) of this particular molecule 
does not even correspond to its local minimum (marked as circle). Filled surface 
represents Global minima. 
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and activity led us to assume that allosterism might have a role to play in 
HDAC8.  
 Allosterism is a well known regulation mechanism to various cellular 
functions involving proteins where the functionality of a protein is controlled 
by binding of an effector molecule at a site away from the active site [Fig. 
1A]. More often the binding of the effector molecule is attributed with two 
functional states: i) active state i.e. making the host protein active upon 
binding to it and ii) inactive state which does the opposite by making the host 
protein inactive (Daily and Gray, 2007). At a molecular level, binding of the 
effector molecule induces changes in the protein three-dimensional structure 
to adapt a suitable conformation through a continuous process of structural 
changes. Researches, both theoretically and experimentally, have pointed that 
allosterism is coupled with the dynamics and changes between different 
conformational ensembles (Kumar et al., 2000, Luque et al., 2002, 
Gunasekaran et al., 2004). Therefore to have an insight about a system that 
might turn on allosterism due to a natural modification, a profound 
knowledge about its dynamic behavior at the molecular level would be 
helpful.       
 Hence, we used classical molecular dynamics (MD) simulations as 
our primary tool to generate the time dependent ensemble of conformations 
of the Wt-HDAC8, its phosphorylated form and other mutants to analyze 
them. Biased metadynamics simulations have also been used to address some 
issues arose during the course of our analysis. By developing a statistical 
approach the differences evolved in the dynamics of Wt-HDAC8 and its 
phosphorylated form were detected. Following this we proposed a path of 
allosterism on HDAC8 that could have been followed to control the catalytic 
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activity upon its phosphorylation. We validated our hypothesis and results 
with experimental techniques.   
 
 
 
 
 
 
 
Fig 1.3. Binding of an effector molecule at a protein site far from its 
active site induces conformational changes which in turn influences 
the binding of a ligand at its binding/active site. 
Allosteric effector 
inducing 
conformational changes 
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In this thesis work we intend to explore the association of conformational 
behavior or conformational selection with the exerted functions of the bio-
molecules at molecular level. We have ventured into two different types of 
molecules, a macro molecule or protein which is histone deacetylase 8 and a 
set of drug like compounds.  
Understanding conformational flexibility and energetic in small drug 
like molecules 
 Although it is well known that the bioactive conformation rarely 
corresponds to the global minimum which have been identified with the 
current small-molecule empirical force fields, there is no consensus yet about 
how frequently this occurs in reality or about the maximal conformational 
penalty that a ligand can attain (Perola and Charifson, 2004b, Tirado-Rives 
and Jorgensen, 2006b). As mentioned before also, this is an important aspect 
in the drug discovery field. Knowing accurate range of conformational 
selection or fit cost to properly accommodate into the target binding site will 
narrow down the search and generation of drug-like compounds (Figure 2.1). 
 
Conformation 
selection
Conformational 
Fit 
Binding to 
terget
 
  
The aim of this study is manifold: 
Figure 2.1: for a flexible molecule the costs involved to acquire the 
conformation close to the bound form and then fit it into the target may 
interfere with the binding process. If the costs are high binding affinity 
may be affected. 
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1. To accurately estimate the strain energy or internal energy of a 
drug molecule, that can be tolerated during the process of binding.  
2. To evaluate the impact of different levels of QM theory in 
estimating both the intrinsic energetics and the effect of aqueous 
solvation.   
3. To assess the currently available empirical force fields for the 
small-molecules that are used extensively in the drug discovery 
projects in industry as well as in academia.  
 
The ultimate goal of this research line is to identify a computational 
protocol offering the best balance between accuracy and computational cost, 
which could be used to supplement docking calculations with accurate 
estimates of the internal energy of drug candidates under study. 
 
Understanding conformational flexibility and functionality in HDAC8 
 While we know the response towards the activity of Histone 
Deacetylase 8 as a result of the phosphorylation at a particular residue (Ser 
39) that is well separated from its catalytic site (Lee et al., 2004, Somoza et 
al., 2004, Sengupta and Seto, 2004) it is not known how the response is 
generated and propagated to the enzyme catalytic site. This might be one of 
such examples where local signals are transmitted to a distant site in a 
manner that involves a shift in the conformational ensemble, as it happens 
usually in the allosterically motivated signal transductions in the proteins. 
We presume that phosphorylation turns on the long range communicating 
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mechanisms through conformational changes that may be inferred from 
molecular dynamics simulations. The objectives are to systematically 
investigate: 
1) Conformational and dynamic changes undergone by HDAC8 
upon phosphorylation at Ser 39. 
2) Identify putative pathways in the allosteric mechanism that 
may explain how a local change affects the global properties 
of the system. 
3) Validate the proposed pathways and allosteric mechanisms by 
means of point mutations that are investigated both 
computationally and experimentally.  
 While histone deacetylase isoforms from class I and II have been 
associated to different cancerous states of the cells, the specific role and, 
particularly, the mechanism of each isoform in cancer formation is yet to be 
defined clearly (Bieliauskas and Pflum, 2008). Systematic study of HDAC8 
using molecular dynamics simulations will facilitate understanding, 
predicting and further modulating its functions. Doing so we hope this work 
would shade light on the future development of the HDAC8 specific 
inhibitors.   
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A theoretical model for any complex process is an “approximate but well-
defined” mathematical procedure of simulations.  
---- John A.Pople in his nobel lecture 
 
3.1  Theory Precedes Experiment:  
The need of using theoretical models in interpreting and/or 
discovering facts in biology can be explained with the forgotten story of the 
methylene molecule (SCHAEFER III, 1986, Ma and Nussinov, 2004) that 
started with the Foster and Boys’ pioneering work in 1960 on predicting the 
structure of methylene. Until 1970 it was universally agreed fact that the 
methylene molecule was linear in its triplet ground state, as concluded by the 
father of modern spectroscopy Gerhard Herzberg from his experiments 
(Herzberg and Shoosmith, 1959) ignoring the fact of bent methylene 
structure calculated and proposed by Foster and Boys with computational 
methodologies. However, using rigorous quantum mechanical approaches 
Bender and Schaefer in 1970 showed that the bond angle of methylene is 
135◦ which was later emboldened by the experimental evidences including a 
reinterpretation of the spectroscopic studies conﬁrming the bent geometry 
predicted by theory. This inspiring story along with the computational 
advancements encourages us to take up the complex challenges of the 
biological problems to solve them rationally with computational methods.  
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 This chapter essentially presents a review-in-short of different 
computational methods that we have used, directly or indirectly, to 
accomplish our investigations. Two fundamental lines of computational 
techniques have been used vastly: Quantum mechanical and Classical 
mechanics. 
 
3.2  Quantum mechanics 
3.2.1 Schrodinger Equations 
During the second half of the 20th century, noteworthy improvements 
have been made in translating quantum mechanical methods to the complex 
biological problems including the vibrant drug discovery area to predict the 
accurate structures of small bio-molecules and their energetic. Basics of 
Quantum mechanics (QM) start with the popular Schrödinger equation 
(Schrödinger, 1926) as in eq (3.1) that is used to calculate the energetics of a 
system:   
    Ĥψ = Eψ       (3.1) 
where E is the total molecular energy and Ĥ is the Hamiltonian which 
operates on the wavefunction Ψ to return the system energy E. However, for 
a many-electron system the simple Hamiltonian becomes as complex as 
equation (3.2): 
   (3.2) 
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where i and j represent the electrons, k and l to the nuclei, ħ is the Planck’s 
constant divided by 2π, me is the mass of the electron, mk is the mass of 
nucleus k, 2 is the Laplacian operator, e is the charge on the electron, Z is an 
atomic number, and the distances between two nuclei, electrons, and electron 
from nuclei are represented by rab. Therefore, the system energy E from eq. 
(3.1), obtained using the Hamiltonian, is the composite form of kinetic and 
potential energy. The first two terms of the eq. (3.2) are kinetic energy 
(electron and nuclear kinetic energy) of the system and the last three terms 
represent the potential energies arising from the coulombic attraction and 
repulsion between particles: nuclei-electrons (third term of eq. (3.2)), 
electrons-electrons (fourth term of eq.(3.2)), and nuclei-nuclei (the last term) 
respectively, which in words becomes like,  
 Ĥ = KEel + KEN + PEel-N +   PEel-el +   PEN-N     (3.3) 
   (KE: Kinetic Energy, PE: Potential Energy) 
3.2.2 Born-Oppenheimer Approximation: 
Considering the fact that the movement of each particle is dependent 
on the motion of other particles present in the system makes equation 2 
difficult and unrealistic to solve for a bio-molecule of minimum size. Several 
approximations to this equation have been made, as a result, to simplify the 
use of electronic structure methods on the practical applications. They can be 
roughly classified into: semiempirical, ab initio, and density functional 
theory (DFT). First such approximation came from Oppenheimer and Born 
(Born and Oppenheimer, 1927), where they considered the motion of the 
nuclei constant compared to the electron because of the fact that mass of the 
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electron is several hundred fold lighter than that of the nuclei. This has 
greatly reduced number of terms to be calculated in the eq. (3.2) by 
eliminating the attractive electron–nuclear potential energy term and 
considering the repulsive nuclear–nuclear potential energy (PEN-N) term as a 
constant for a given geometry. 
Therefore Born-Oppenheimer approximation of Ĥ in eq. (3.2) and (3.3) gets 
reduced to:     
Ĥ = (Ĥel + ĤN)       (3.4) 
And the Schrödinger equation (eq. 3.1) can be represented as:  
   (Ĥel + ĤN) Ψel = Eel Ψel        (3.5) 
where,   
 Ĥel =   KEel + PEel-N +  PEel-el and  ĤN = PEN-N   (3.6) 
However, the electron-electron repulsive term i.e. PEel-el is also very 
computationally demanding that requires knowing the distance between each 
of the electron pairs which is by all means difficult to known prior to 
calculation.  
 
3.2.3 The Hartree-Fock SCF Method 
The most common type of ab initio method is the Hartree-Fock (HF) 
where the approximation primarily applied on the electron-electron repulsion 
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or PEel-elterm of the Schrödinger equation (eq. 3.2, 3.5 and 3.6) (Hartree, 
1928) of a poly-electronic system. The HF method is, based on the 
approximation that decouples the correlated motions of electrons and 
considers that each electron is moving independently in an average electron-
ﬁeld compositely created by the effect of the other electrons present and by 
the nuclei.. However, this average inclusion of repulsive electronic (PEel-el) 
effect does not work well for systems where electron-electron correlation is 
important, including transition metals and, to a lesser degree, conjugated 
organic molecules. The Hartree-Fock equations are represented as:   
      fi χ i =  εi χ i          (3.7) 
χi is the spin orbital of electron i and f is the Fock operator acting on χi.  εi is 
the orbital energy. The Fock operator is the one-electron Hamiltonian that is 
applied on a particular electron in the poly-electronic system and it is 
represented as: 
  fi = - (½) i2 - ∑l Zl/ril  + PEiHF   (3.8) 
 
where, PEiHF is the Hartree-Fock potential of an n-electron system. PEiHF  
defines the average repulsive potential energy obtained by each electron due 
to the rest (n-1) electrons and the nuclei. However the primary problem still 
persists since solving HF-potential requires the prior knowledge of the spin 
orbitals of the rest (n-1) of electrons. To tackle this issue an iterative 
approach, known as Self-Consistent field (SCF), is applied to solve HF 
equations.   
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Self-Consistent field 
 This approach follows a repetitive process to get the final solution of 
Fock product in terms of spin orbitals (χ i) for PEiHF from an initial guess. 
From the initial set of parameters a new set of parameters were calculated 
and compared to get a better solution for PEiHF by minimization approach. 
This process continues until the convergence criteria are contented i.e. until 
two successive potentials are identical i.e. self-consistent in itself.  
 
3.2.4 Møller-Plesset Perturbation Method: 
 Møller and Plesset proposed the perturbation theory (Møller and 
Plesset, 1934, Head-Gordon et al., 1988), known as MPi, to deal with the 
multi-electron-correlation Hamiltonian to calculate the system energy 
accurate enough. i in MPi stands for the order of correction considered in the 
electron correlation. Møller and Plesset (MP) theory is based on the 
Rayleigh–Schrödinger perturbation theory (RS-PT) in which the Hamiltonian 
(Ĥ) of the Schrödinger equation (eq. 3.1) has been represented as the sum of 
an unperturbed Hamiltonian (Ĥ0) and a perturbation (VP) i.e. the correlation 
potential times a real parameter λ (eq. 3.9): 
   Ĥ = Ĥ0 + λVP     (3.9) 
λ varies between 0 and 1. In MPi, at λ = 0, Ĥ comes from the contribution of 
Ĥ0 and becomes the sum of the one-electron Fock operators over the n 
electrons (eq. 3.10). 
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   Ĥ0 = ∑in  fi      (3.10) 
When λ = 1, Ĥ gets the values that comprise the contribution of the 
approximated correlation potential arises from the electron-electron repulsion 
(PEel-el). Based on this the energy of a system in MPi, that we are only 
interested on here, can be expressed as the power of λ as: 
  Ei = Ei0 + λ1Ei1 + λ2Ei2 + ...     (3.11) 
 
where, Ei1,Ei2etc are the  first-order, second-order correction of electronic 
repulsion potential. The first-order Møller-Plesset (MP1) is basically the 
Hartree-Fock energy corrected through ﬁrst-order in Møller-Plesset 
perturbation theory. As MP1 properties are close to the HF and not 
substantially better than that second-order Møller-Plesset (MP2) perturbation 
theory is widely accepted for the ab initio calculations for maintaining the 
compromise between the computational-cost and the results..  
 
3.2.5 Density Functional Theory 
Development of the Density Functional Theory (DFT) started as early 
as in 1964 by Hohenberg and Kohn (Hohenberg and Kohn, 1964). Their 
quantum mechanical approach is based on the electron density, ρ, instead of 
the wave function for calculating the ground state molecular properties. The 
logic behind using the electron density came from the fact that the 
Hamiltonian in the Schrodinger equation (eq. 3.1&2) depends upon the total 
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number of electrons present in the system and that this property (of the 
Hamiltonian) can be successfully replaced by the electron density calculated 
over the electronic volume (Andrew R. Leach, 2001, Cramer, 2004). 
Therefore the total number of electrons should be obtainable by integrating 
the electron density over the same volume as stated by eq. 3.12:     
   N = ∫ρ(r)dr      (3.12) 
 The potential energy originated due to the electron-nuclei attractive 
force (PEel-N, also termed as external potential (Vext)), of the Hamiltonian (eq. 
3.2&3) was also explored with the fundamentals of electron density. It 
explained that the position of the nuclei should be where the local maxima of 
the respective electron density exist and the nuclear atomic numbers can be 
derived by the formalism given as in equation 3.13:  
∂ρ(ri )/∂ri | ri =0  =  −2Zi ρ(ri )    (3.13) 
 
where Z is the atomic number of i, ri is the distance from i, and ρ is the 
electron density averaged over radius ri.  
However, instead of applying the electron density dependent 
variables directly into the Schrodinger equation (eq. 3.1&2), the simplified or 
approximated forms were adopted in DFT by Kohn and Sham in 1965 (Kohn 
et al., 1965) in the Kohn and Hohenberg formalism (eq. 3.14) to calculate the 
system energy (eq. 3.15):   
 E[ρ(ri )] = ∫ Vext (r) ρ(r)dr  + Vsum [ρ(r)]   (3.14) 
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Vsum [ρ(r)] = KE[ρ(r)] + PEel-N[ρ(r)] + PEel-el[ρ(r)] + PEec[ρ(r)]     
                                                             (3.15) 
where Vsum [ρ(r)] is a sum of different energy contributions as depicted in the 
equation 3.15. The potential energy terms PEel-el[ρ(r)] and PEel-N are the 
contributions originated from the inter-electronic interactions and electron-
nuclear interaction. On the other hand KE [ρ(r)] is the kinetic energy of a 
hypothetical system that are composed of non-interacting electrons but with 
an electron density ρ(r) similar to the real system whereas PEec[ρ(r)] is the 
contribution arises due to the electron exchange and correlation and added to 
compensate the KE[ρ(r)]. All the energetic terms are derived using the 
following formalisms:: 
KE[ρ(r)] =  (-½) ∑i=1N ∫Ψi(r) i2  Ψi(r) dr      (3.16) 
 PEel-el[ρ(r)] = (½) ∫∫ [ρ(r1) ρ(r2)/d12 ] dr1 dr2       (3.17) 
   d12 = | r1 – r2| 
 PEel-N[ρ(r)] =  - ∑a=1A ∫ (Za/dia) ρ(r) dr     (3.18) 
 dia = |ri – ra|, where, i stands for electron, and a for atom  
Basis Sets 
The electron exchange-correlation term PEec[ρ(r)] can be derived 
from several functional forms which are based on Gaussian functions. These 
sets of functions which are used to represent the molecular orbitals are 
known as basis sets. The widely used basis set is the B3LYP. B stands for the 
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exchange functional derived using the Becke's (Becke, 1993) approach 
whereas LYP stands for Lee, Yang and Parr (Lee et al., 1988) approach to 
calculate the correlation part. Altogether B3LYP is represents a hybrid 
formalism in which the Becke's exchange functional is combined with the 
exact energy from Hartree–Fock theory where three fitted parameters (hence 
B3LYP) define the amount of hybridization of the exact energy with the 
exchange part.  
 
3.3 Classical Mechanics:  
Classical mechanics, in a broad sense, is used to describe the 
dynamicity and corresponding potential energy of a system under the 
external forces. When methodologies based on Quantum Mechanics (QM) 
calculations are used to calculate and predict the relative energies and the 
energy barriers between different conformations Classical Mechanics or 
Molecular Mechanics/ Molecular Dynamics (MM/MD) is used to search or 
sample the conformational space to get access to different conformations of 
the molecules. Classical mechanics or MM/MD evolved from fundamentally 
different perspectives than that of the QM. In contrast to the QM, where a 
molecular property is represented as a function of its electronic properties, 
Classical mechanics uses atomic representation of a molecule to calculate its 
energetics as well as dynamics. Doing so, it reduces a large number of 
degrees of freedom required to calculate the energetics of a molecule. Since 
molecular mechanics uses much simpler energy functions to depict a state of 
a molecule in terms of energy, it has been used widely in solving biological 
problems, which is generally associated with macromolecules (proteins, 
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DNA, etc.) containing several hundred thousand atoms, that are otherwise 
not quite feasible to deal using QM. However, the success of MM lies on the 
functional representation of different parameters associated to an atom or 
group of bonded or non-bonded interacting atoms to properly describe the 
potential energy. Collectively, the definitions of intra- or inter- molecular 
properties in terms of parameters and forces to describe the energy functions 
are known as force fields.  
3.3.1 Force Fields and Potential Energy Function: 
Although different force fields (FF) use different approaches in 
defining the potential energy functions the fundamental approximations 
remain identical. All such FFs use general assumptions like: 
i) each atom is represented as a spherical entity with certain 
radius and net charge  
ii) two consecutive atoms are bonded with a specific equilibrium 
bond length (covalent or 1-2 interactions) 
iii) three consecutive bonded atoms are related with certain 
equilibrium value of angle (1-3 interactions), and  
iv) four consecutive bonded atoms (1-4 interactions) are 
expressed with a torsional terms or dihedral angle  
v) definition of non-bonded atom pairs close in space, 
The potential energy (PE) function of a molecule in a specific state or 
conformation is expressed as the summation of energetic terms derived from 
the above bonded and non-bonded or covalent and non-covalent interactions:  
   PE = PEbonded + PEnon-bond     (3.19) 
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PEbonded = PEbond + PEangle + PEtorsion+ PEimproper                 (3.20) 
PEnon-bond = PEelectrostatic + PEvdw                             (3.21) 
where each energetic contribution evolves due to the distortion from the 
equilibrium conditions between two or more atoms. A short review on each 
term is stated below. The parameters used to define each bonded and non-
bonded terms vary from each other.   
 
3.3.2  Definitions of Bonded Contributions:  
As molecules are at constant movement due to the external forces e.g. 
temperature, pressure, etc., bonds, angles and torsions are also subjected to 
change from their stable equilibrium form. This is what causes the bonds 
between atoms to stretch or vibrate, angles to rotate, or change in the 
dihedrals angle and ends up with changing in the potential energy.       
3.3.2.1  Bond Vibration Energy:  
The potential energy due to the bond length distortion follows Hooke’s law 
where the energetic penalty is proportional to the square of equilibrium 
length distortion due to bond vibration. Hence PEbond can be expressed as: 
  PEbond = ∑in kb (b – beq)2    (3.22) 
where, beq is the equilibrium bond length, b is the new bond length, kb is the 
force constant. The energy function is applied to all the bonds in a molecule. 
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A typical plot of the bond length dependant energy change has been shown in 
Fig B below.  
 
3.3.2.2  Angle Bending Energy:  
 Potential energy change due to the change of angle (ø) between three 
consecutive atoms from its equilibrium value (øeq) also often defined with 
the harmonic energy function derived from Hooke’s law (eq. 3.23).  
   PEangle = ∑in kA (ø – øeq)2   (3.23) 
However the significant energy and structural changes in molecules are not 
very often due to the above two terms (due to the covalent nature), rather 
dominated by the torsional and non-bonded interactions. 
3.3.2.3  Torsional Energy:  
 Torsion or dihedral angle is formed by four consecutively bonded 
atoms and the measure of the torsion is the angle formed due to the rotation 
about the bond formed by two central atoms [Fig A] or more precisely 
between the two planes formed by three of the four consecutively bonded. 
This rotation is responsible for the major conformational changes in a 
flexible molecule along with the non-bonded interactions. 
 Torsion potentials are most commonly represented as Fourier series 
expansion of cosine: 
 PEtor =  ∑i Vn [cos(nωi – Φ) + 1]                                (3.24) 
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where, ω is the torsion angle, Φ is the phase angle, Vn is the barrier height 
required to rotate with torsion angle ω about the central bond. n is the 
number that determines the periodicity or number of occurrences of 
maximum/ minimum in the energy profile in the range of 0 to 360°. n varies 
mostly from 1 to 4 or more if required to describe a particular torsion. i 
represents all the torsions present in the molecule or in the system.        
3.3.2.4  Improper Torsion Potential  
Other than above mentioned different bonded energetic terms that are used to 
maintain a favorable molecular conformation, improper torsion energy 
potential is also needed to maintain the planarity among the atoms or to treat 
the distortion due to the out-of-plane conformation. In contrast to the torsion 
angle that considers four consecutively bonded atoms and a central bond by 
two central atoms improper torsion potential is calculated involving a central 
atom that is bonded to the other three atoms. Energy potential for improper 
dihedral is calculated using the expression below: 
  PEtor =  ∑i  kimp(1 - cos2θi)]   (3.25) 
θ is the out-of-plane angle and that is maintained at either at 0° or 180° to 
maintain the planarity. 
3.3.3 Non-Bonded Energetic Contributions: 
 Non-bonded interactions between atoms close into the space account 
for the most important contribution in the estimation of total potential energy 
of a molecule. As mentioned above (eq. 3.21) the majority of the force fields 
use the two common independent non-bonded terms, electrostatics and Van 
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der Waals (vdw) interactions. A very short review on this account is given 
below. 
3.3.3.1  Electrostatic Interactions  
 Electrostatics interaction is a common and key phenomenon between 
two charged atoms. The interaction potential, due to the electrostatic 
attraction or repulsion forces, is a function of the charge of the atoms, 
distance between them and the medium in which the atoms are interacting. 
Classically it is assumed that the total charge of a molecule is distributed 
among its atoms according to their respective electro-negativity in contrast to 
the Quantum Mechanics where the atomic charge is a function of the electron 
distribution around the nuclei. Therefore, in electrostatic interaction two 
atoms interact with the respective partial charges. In molecular mechanics 
force fields the potential energy due to the electrostatic intervention into each 
pair of non-bonded atoms is estimated using the Coulomb’s law:     
     
   PEele = ∑i ∑j     (3.26) 
 
qi and qj are the partial charges on atoms i and j and rij is the distance 
between them whereas ε is the dielectric constant of the medium to mimic 
the real medium of the interactions. Commonly, particularly in biological 
systems, molecules are surrounded by a solvent, ions, or other components. 
Therefore, in the ideal case, the solvent would be explicitly simulated and the 
interactions with the solvent would be computed making it unnecessary to 
use a dielectric constant (ε = 1). However, this approach is computationally 
4πεrij 
qi qj 
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expensive and a more efficient alternative consists in treating the solvent 
implicitly by approximating the interference effect of the bulk-medium in the 
interactions. There are several approximations that are widely used to 
simulate the continuum effect of bulk solvent: dielectric constant, distance 
dependent dielectric constant, Poisson-Boltzmann analytical equation, or 
Generalized Born methods among others.     
3.3.3.2  van der Waals Repulsion 
The van der Waals forces between a pair of atoms are most commonly 
computed with the Lennard-Jones potential function. It accounts for the 
energy due to repulsion between atoms at very small distance and weak 
attraction at larger distances. This potential arises due to the fact that atoms 
have a finite size that could be assumed as a hard sphere of certain radius, 
which restricts two approaching atoms to a certain distance. Small change in 
this separation highly increases the energy of the system. Lennard-Jones 
potentials, hence, are used to prevent the collisions between atoms in the 
molecules and therefore make an important contributing factor in the total 
energy. While electrostatic interactions dominate the interactions between 
two charged atoms, van der Waals interactions explain the energetic 
contributions due to the interactions between two approaching neutral atoms.  
The commonly used Lennard-Jones function to compute the van der Waals 
interactions is expressed as:  
          (3.27) 
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where r is the distance between the atoms, ε is the depth of the potential well 
of each interacting pair, σ is the equilibrium distance of that particular atom 
pair at which the potential is zero. 
Each equilibrium parameter and constant in the force fields normally 
obtained either from experimental analysis or from the higher order quantum 
chemical calculations. Therefore, contrary to the ab initio methods, 
molecular mechanics force fields are empirical in nature.   
 
 3.3.4 Solvent models: 
As mentioned before, biomolecules are surrounded by the fluid 
containing water molecules, ions, or other components in the cell. Hence to 
obtain accurate or close to accurate energetics of them it is necessary to treat 
the molecules in an ideal cell-like environment in presence of solvent. In 
addressing regular queries of biological problems explicit treatment of water 
is the most common choice among the solvents. However treating solvent 
implicitly is also common in the molecular mechanics. Therefore two general 
approaches when dealing with solvent are used: explicit water models and 
implicit solvent models..   
3.3.4.1  Explicit solvent model: 
In explicit solvent treatment energy contribution from each water 
molecule is added to the total system. Commonly, the water molecule is 
modeled as a rigid body with fixed OH-bond distance as well as the H-O-H 
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angle. The interaction energy between two water molecules or with another 
non-water molecule is computed using Coulombic (electrostatic) and 
Lennard-Jones (van der Waals) potential functions. 
 Different rigid water models with varying approach is commonly 
used in simulating the presence of water as solvent. They are classified based 
on the number of assigned interaction sites on them. Some of the examples 
are SPC, SPC/E, (Berendsen et al., 1981) TIP3P, TIP4P, TIP5P etc. The 
most frequently used water model is TIP3P (Jorgensen et al., 1983, Mahoney 
and Jorgensen, 2000) and, as the name suggests, it contains three interaction 
sites i.e. each atom of the water molecule with partial point charge (two 
hydrogen and the oxygen) is able to interact with electrostatic interactions 
with other molecules while the van der Waals interactions are ignored for the 
hydrogen atoms. This is widely used model for the molecular simulations 
due to the simplicity in representation and computational time efficiency. 
SPC model is also a three-site model but uses slightly different parameters 
than the TIP3P model.  
Unlike TIP3P TIP4P or other TIPXP (X > 3) models, as mentioned 
above, use additional sites or dummy atoms with certain partial point charge 
to obtain better charge distribution around the shell of an water molecule. 
TIP4P delivers the best quality results, (Beauchamp et al., 2012) but the 
additional interaction point decreases the computational performance, 
compared to TIP3P.  
 
3.3.4.2  Implicit solvent  
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 In the implicit solvent treatment a layer of continuous medium with a 
specific dielectric property is represented to mimic the bulk solvent effect on 
the solute. Hence it is known as continuum model of solvent (Fig 3.1). A 
wide range of continuum solvent models are used in to compute the free 
energy of solvation in the molecular mechanical calculations. Among various 
methods surface area based approaches e.g. numerically solvable Poisson-
Boltzmann (PB) and simplified Generalized Born (GB) equations are widely 
used. Solving the complex equations of PB numerically though produces the 
most accurate data; the computational cost is prohibitive for most 
applications. GB is the simpler approximation of the PB that uses empirically 
derived parameters. Therefore accuracy of the results is highly dependent on 
the parameters in use. Besides, in both PB and GB, the hydrophobic or 
entropic effect, which is a non-additive term due to the interaction of solvent 
molecules with the solute, is not specifically taken into account. This is 
compensated with the incorporation of the approximated measure of solvent 
accessible surface area of the molecule as used, for example, in PB or GBSA 
methods.         
   
 Fig. 3.1: Left: a schematic representation of a cross section of a box of 
solvent (water) treatment applied on a molecule. Right: similar 
representation but here with a continuum solvent treatment applied on the 
same molecule.  


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Other than the simple rigid body explicit solvent water models or 
various implicit solvent models, efforts are being taken to include explicit 
polarization/ionization effect in the current water models to more accurately 
deal with the charge transfer in the solute-solvent interface or from interface 
to core of the solute effect of presence of ions.    
 
3.3.5  Popular Force Fields: 
There are a large number of force fields that are used with specific 
purpose in the classical mechanics calculations on small molecules and 
macromolecules. However the widely used force fields are:  
AMBER (Assisted Model Building and Energy Refinement) force 
fields: ff99SB (Hornak et al., 2006), ff03 (Duan et al., 2003) for protein 
simulations and ff99bsc0 (Pérez et al., 2007) for the nucleic acid simulations. 
CHARMM (Chemistry at HARvard Molecular Mechanics), GROMOS 
(GROningen MOlecular Simulation) (Brooks et al., 1983) package force 
field is one of the most popular and widely used force fields for simulating 
protein and nucleic acid and organic molecule whereas OPLS (Optimized 
Potentials for Liquid Simulations) (Jorgensen and Tirado-Rives, 1988), 
MMFF (Merck Molecular Force Field) (Halgren, 1996b), GAFF (General 
AMBER Force Field) (Wang et al., 2004) specifically designed for small 
organic molecules and are commonly used in the rational drug design 
ventures.  
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3.3.6  Force fields based methods 
3.3.6.1  Optimization or Minimization of Molecules 
  The most popular application of the empirical force fields is to search 
for a minimum energy conformation of a molecule. The process of finding 
the lowest energy geometry of a particular conformation of a molecule is 
known as energy minimization or optimization. That particular geometry of 
the molecule might or might not be the global energy-minimum 
conformation of the molecule. Search for the global energy minimum might 
expose to several other conformations that are lowest in energy among their 
neighboring conformations (hence local energy minima) and are separated 
from each other by higher energy conformations. This scenario of 
distribution of different energetics of a particular molecule could be assumed 
as a surface landscape with many ups and downs and hence it is known as 
potential energy surface (Fig 3.2).  
 Different algorithms are used to find the points that are located at the 
downhill i.e. the local minimum of the energy surface. Most common among 
them are (Andrew R. Leach, 2001): 
 
Fig. 3.2: Potential energy surface with respect to a reaction 
coordinate. Figure adopted from the review article by Foloppe et al. 
Current Medicinal Chemistry, 2009 
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1) Simplex Method: Although computationally very inefficient finding a 
nearest minimum with this algorithm is obvious. This is a very useful 
optimization method when the starting structure is very strained and 
thus high in energy (Andrew R. Leach, 2001).  
2) Steepest descent and Conjugate gradient: These are the currently most 
popular methods for optimizing both small and macro molecules. 
They are computationally very efficient and find the nearest 
minimum point with a faster rate (Andrew R. Leach, 2001). 
3) Newton-Raphson: Although it finds the nearest minimum point on the 
energy surface at a fastest rate among the currently popular methods 
it is computationally very inefficient due to the huge requirement of 
the memory. It is mostly used to minimize a small molecule (Andrew 
R. Leach, 2001).  
 
3.3.6.2  Molecular Docking: 
 Another usefulness of the force fields is the molecular docking 
approaches where formation of intermolecular complexes, primarily between 
a flexible protein and a flexible inhibitor is predicted. The accomplishment of 
docking implies correctly predicting an orientation of a small molecule that 
fits into its macromolecular receptor i.e. molecular recognition. Accurate 
prediction of an event of molecular recognition and a complex selection i.e. 
by filtering out all the incorrect binding poses in terms of a score is 
proportionally related with the measure of binding affinity of a ligand with 
its corresponding receptor. However the success of docking lies in its scoring 
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function that is used to score a complex formation that compliments its 
degree of acceptance.  
 Among different approach based scoring functions (e.g. empirical 
scoring functions, knowledge based, consensus scoring functions, etc) force 
fields based scoring functions are also commonly used in the drug discovery 
projects (Sousa et al., 2006). The well recognized limitations in the force 
field based scoring functions include approximation in the estimation of 
solvation energy (mimicked using implicit solvent) and exclusion of the 
entropic cost upon binding. These are still active fields of research..   
 
3.3.6.3   Molecular Dynamics: 
 Estimation of potential energy of a locally minimized configuration 
of a molecule provides insight only to a particular static state of its potential 
energy surface. However, due to its inherent flexibility, biomolecules can 
access a huge number of conformations at room temperature, which are 
largely influenced by the constant interactions with solvent molecules, ions 
or other biomolecules. Therefore to obtain physically meaningful features of 
the biomolecules or to calculate different thermodynamic properties it is 
imperative to generate energetically favorable ensemble of structures of a 
biomolecular system in presence of solvent and ions. Widely used methods 
for this are molecular dynamics (MD) and Monte-Carlo (MC) simulations. 
However Monte-Carlo simulations do not produce a time evolution of the 
systems, instead it gives an ensemble of energetically favorable different 
conformations that might exist in the conformational space of the molecule. 
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In contrast to that MD simulations generate time-dependant ensembles of 
conformations and, hence, an ideal method of approximation to investigate 
the dynamic behavior of the system that are with constant external forces. 
Classical molecular dynamics simulations obey the famous Newton’s laws of 
motion with specific use of its second law of motion. According to the 
Newton’s second law the rate of change of velocity i.e. Δv over time or 
 or the acceleration (a) of a particle i of mass=m is equal to the applied 
force F. i.e.. 
      (3.28) 
The right hand side represents the change of velocity or acceleration where xi 
is the initial position of the particle I, dxi is the change in the initial position 
and t is the time period of applied force Fx. in a particular direction times the 
mass of the particle.. 
In equation 3.28, 
   a = (d2x/dt2)       (3.29) 
   v = dx/dt      (3.30) 
Integrating equation 3.29 and 3.30 they can be deduced to the equation 3.31: 
   x = a.t2 + v.t + x0     (3.31) 
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x0 is the initial position and x is the position after time t.  
On the other hand it is known that the potential energy (PE) is a function of 
mass (m), acceleration (a) acting on a particle, and distance (x) from the 
initial position which could be written as in equation 3.32.: 
   dE = m.a.(dX)        (3.32) 
Basically, in its most simplistic form, MD algorithm calculates the energy of 
the system and the trajectory at each Δt time from the initial positions of the 
atoms and randomly assigned velocity on them. This process is used 
iteratively to get a time dependent trajectory of a system. Each biomolecular 
system is composed of several thousands of atoms (N) and hence 3N degrees 
of freedom which make the integration of the equations of motion impossible 
to solve analytically. Usually a proper numerical algorithm is chosen to solve 
those equations.        
 Some Important Features of MD Simulations: 
3.3.6.3.1 Periodic boundary condition:  
Usually simulating a biomolecule surrounded with solvent layers is carried 
out within a box of specific shape and dimension (primarily a cubic box). 
The most commonly used box is truncated octahedron. However using a 
fixed sized box is not a realistic model to mimic the behavior of the cellular 
environment. Besides, a significant proportion of the solvent molecules, if 
confined within the box, would be facing the boundary wall of the box and 
therefore affected by the surface properties of the boundary. To avoid this 
surface phenomenon the box is allowed to replicate its own image in all three 
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dimensions in a periodic array such that solvent molecules facing the 
boundary feel the properties of the bulk fluid. This also helps in treating the 
self diffusion of the molecule in the bulk solvent i.e. during the simulation if 
part of the molecule goes out of the original simulation box it reappears from 
its opposite side crossing the boundary of the image box. The calculations 
then carried out on the approaching image in the central box and the effects 
are replicated in all other image particles. This way the number of particles, 
or atoms here, is kept constant in the central box. Mathematically, if an 
atomic position is a(x, y, z) the coordinate of its image (a´) can be obtained 
by adding the length of the cubic box (say, d):   
   a´ = a (x, y, z) + d  
where, d is the length of the cubic box. The new coordinate position is 
function of the direction in which the atom reenters.  
3.3.6.3.2 Long-Range Forces and Cut-offs Distances:  
A biological system contains thousands of atoms that are under the 
constant inter-atomic interaction forces. While the bonded interactions are 
relatively easy to handle with limited number of interactions the non-bonded 
interactions that accounts for the electrostatic potential between two atoms 
requires computation of a large number of potential interactions, which by its 
definition (eq. 3.26) is equal to N x (N-1)/2 if all pairs are being considered.. 
Here N is the number of atoms present in the system, including the solvent. 
This is how it becomes computationally the most demanding process in the 
molecular simulations. One way to treat this is using a cut-off radius around 
each atom (normally between 8 Å to 15 Å for the electrostatic, and shorter 
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for the Lennard-Jones term) within which all pair-atomic potentials are 
computed and atom-pairs separated with this distance are discarded assuming 
they don’t feel the attraction/repulsion forces. However this method does not 
significantly improve the speed of the process distances between each pair 
must be calculated anyway. Moreover truncating interactions might add up 
some significant errors in the total calculation. The most regularly used 
method to treat the long range interactions with periodic boundary conditions 
is the Ewald summation (Ewald, 1921) method with particle-mesh 
modification (Darden et al., 1993) (hence PME, particle-mesh Ewald) on 
charge distribution around each atom. In PME the assignment of the point 
charge is replaced by the grid based continuous charge distribution that 
reduces significantly the cost of computation.   
3.3.6.3.3 Constant Temperature, Pressure, and Volume Conditions in 
MD  
Pressure control: 
To reproduce the experimental conditions in the simulation process 
the widely accepted approach is to use constant temperature and pressure 
(NPT) with invariable number of particles in simulating a system of 
biomolecules. However due to the additional volume scaling factor (λP in eq 
(3.33)) to adjust the volume of the box and maintain the density at each time 
step t in the constant pressure dynamics i.e. in NPT it becomes 
computationally more expensive than simulating with constant temperature 
and volume (NVT). In NPT the volume is maintain with following 
expression:  
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  λP = 1 – κ (δt/ τP)[Pt - Pbath]    (3.33) 
where τP is the pressure coupling constant (similar to the Berendsen 
temperature control) that couples the system to an external pressure bath of a 
desired constant pressure Pbath to adjust the system pressure. Pt is the pressure 
of the system at time t.  
 Although NVT is widely used for the MD production run it is 
recommended to simulate an NPT simulation to get the proper volume and 
density of the box.  
Temperature control: 
The temperature is maintained using different algorithms, among 
which the most popular ones are Berendsen thermostat and Langevin 
dynamics. Although Langevin thermostat ensures even heating of the total 
system it can introduce artifacts of similar sequence of events in long runs, 
which could be hypothesized as the dynamic behavior if overlooked. The 
artifacts arise from the fact that Langevin algorithm uses pseudorandom 
numbers as forces to modify the velocity of the particles and if repetitive 
series of pseudorandom numbers are generated by the machine or by the 
program itself, the simulating system becomes susceptible towards producing 
recurring dynamic events (Cerutti et al., 2008). Therefore, Langevin 
thermostat coupling would be best to use with proper random seeds or a time 
dependent random number.  
Berendsen thermostat (Berendsen et al., 1984) uses a weak coupling 
constant to connect the system to an external heat bath of desired 
temperature. However Berendsen temperature control algorithm only 
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maintains the conserved kinetic energy of the system by scaling the velocities 
of the particles. This is done using the following mathematical expression: 
  λT = sqrt(1+ (δt/ τT)[(Tbath/Tt) – 1]    (3.34) 
Again λT is the velocity scaling factor and τT is the coupling constant that 
decides the degree of coupling between the system and the external heat bath.  
 
3.3.6.4  Metadynamics: 
Molecular dynamics simulation is a time dependent equilibrium 
process that evaluates the microscopic properties of molecules, especially of 
biological interest, with high resolution. Biological process or events of 
interest might take place in longer time scale and to obtain or sample those 
events either a very long simulation or a number of replicas needs to run, 
both of which are computationally demanding procedures. Various 
approaches have been developed to accelerate the simulation pace to get 
access to the rare biological events within the realistic time frame. Such an 
approach is Metadynamics (MTD) which we have used in our work to 
address certain issues.  
It is a powerful algorithm that can be used for reconstructing the free 
energy profile, to obtain potential energy barrier between different states or 
other rare events in the system of interests. In MTD, it assumes that a system 
can be represented with fewer reaction coordinates or collective variables, as 
known commonly, in space. MTD explores the conformational space of 
those collective variables and keeps a memory on the path or trajectory 
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visited. This has been accomplished by using a history-dependent biasing 
potential that restricts it to visit and explore the same path repeatedly and 
helps to escape being trapped into the local minima. The sum of the total 
history-dependent potential is used later to construct the potential of mean 
force (PMF) or potential energy surface. (Laio and Parrinello, 2002)  
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ABSTRACT  
Formation of a protein-ligand complex is opposed by the loss of 
rotational, translational and conformational degrees of freedom, but if the 
ligand binds in a conformation that does not corresponds to the global 
minimum, an energetic penalty should also be expected. Although it is well 
known that the bioactive conformation rarely corresponds to the global 
minimum identified with current small-molecule force fields, there is no 
consensus yet about how frequently this occurs in reality or about the 
maximal conformational penalty that a ligand can attain. Here we investigate 
this aspect of molecular recognition, using a diverse set of 92 drug-like 
ligands from the PDB. The global minimum is obtained minimizing a diverse 
set of conformations for each ligand, while the bioactive conformation results 
from a restrained minimization of the crystallographic structure. 
Optimization at B3LYP/6-31D(d) level of theory in the presence of a 
reaction field (PCM solvation), followed by single point RI-MP2//aug-cc-
pVDZ provides average penalties of 2.5 kcal/mol, and only 15% of structures 
have energies above 5 kcal/mol. Using these values as reference, common 
force fields and simpler solvation models are evaluated. Depending on the 
choice of force field, the corresponding values range between 10 and 5 
kcal/mol and between 85% and 40%, respectively. Interestingly, an inverse 
relationship is found between the level of theory and the average internal 
energy. Contrary to previous reports, we find that the poor performance 
obtained with molecular mechanics force-fields is more frequently due to 
inaccuracies in the free energy of solvation provided by the Generalized Born 
solvation method than to the in vacuum internal energy provided by the force 
field. This study provides the most accurate estimate of the conformational 
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penalties of bioactive conformations to date, as well as a benchmark to assess 
the accuracy of theoretical formalisms. 
INTRODUCTION 
The formation of a complex between a ligand and its macromolecular 
target involves loss of conformational freedom for both partners, with 
entropic and energetic consequences that are difficult to quantify. 
Quantitative prediction of this magnitude is important in drug design because 
reduction of this unfavourable term can lead to increased binding affinities, 
as demonstrated by the classical strategy of introducing conformational 
restrictions. (Mann, 2003) Correct predictions of conformational free 
energies (i.e. inclusion of the entropic component) requires a detailed 
knowledge of the conformational landscape of the ligand that can only be 
attained with labour and computationally intensive calculations coupled with 
sampling techniques such as molecular dynamics or Monte-Carlo.(Kirschner 
et al., 2007, Forti et al., ) However, and from a practical point of view, 
predicting the relative conformational energy of the bioactive conformation 
would already be very useful. This is a far less ambitious goal that involves 
identifying the lowest energy conformer and comparing it with the bioactive 
conformer. Considering the small size of drug-like molecules and their 
relative rigidity (e.g. oral drugs have only 5.4 rotatable bonds on average 
(Vieth et al., 2004)), this may seem an easy task. Far from it, the standard 
methods used to calculate this magnitude carry large errors. For instance, 
Tirado-Rives and Jorgensen estimated that conformational energies 
determined at the ab initio or DFT levels carry uncertainties of around 5 
kcal/mol, but this value increases up to 10 kcal/mol when current force fields 
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are used.(Tirado-Rives and Jorgensen, 2006a) This might explains the 
apparent contradiction between expected and calculated energies of bioactive 
conformations. Considering that an energetic penalty of 1.4 kcal/mol would 
lead to a 10-fold decrease in binding affinity, reasonably potent ligands are 
unlikely to adopt conformations that are penalized by more than 3 kcal/mol. 
However, most studies have found that bioactive conformations may have 
much higher energies. Initial studies in the 1990’s investigated small sets of 
relatively simple compounds, but energy penalties above 5 kcal/mol were 
frequently identified, already noting the limitations in the energy functions 
and the fundamental role of solvation. (Nicklaus et al., 1995, Bostrom et al., 
1998a, Vieth et al., 1998) More recently, Perola and Charifson created a 
much larger and representative set, formed by drug-like and diverse ligands 
of multiple protein classes, finding energy penalties above 5 kcal/mol in 40% 
of the cases and above 9 kcal/mol in 10% of the cases.(Perola and Charifson, 
2004a) Such disheartening results present a serious problem for medicinal 
chemistry in general and computer-aided drug design in particular. Firstly, 
they suggest that obtaining reliable estimates for the energy of bioactive 
conformations is not possible, whereas reduction of the conformational strain 
is a fundamental strategy in hit and lead optimization. In this study we set out 
to investigate what is the real conformational strain in bioactive 
conformations of drug-like compounds. To do that we have investigated 
several levels of theory (Table 1), providing a methodological recipe that can 
be used when accurate determination of the bioactive conformation is 
needed. The second major problem posed by the uncertainties in the 
conformational energies is that, as stated by Tirado-Rives and Jorgensen, 
they “fundamentally undermine accurate evaluation of absolute free energies 
of binding”. (Tirado-Rives and Jorgensen, 2006a)  In fact, given that the 
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methods used to obtain conformational energies underpin all three-
dimensional (3D) computer-aided drug design methods, their poor 
performance seriously compromises the outcome of some of the most widely 
used techniques in pharmaceutical research, including molecular 
docking,(Brooijmans and Kuntz, 2003) pharmacophore-based methods 
(Langer and Hoffmann, 2006) or 3D-QSAR.(Kubinyi, 1993) Our results 
provide important indications of how current methods should be 
supplemented to improve their performance. 
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Table 1.Summary of the computational methods used. 
Method Description 
E i
nt
er
1  
MMFF Merck Molecular Force-Field, introduced in 1996 
(Halgren, 1996a) and updated in 1999,(Halgren, 1999) is 
one of the most popular force-fields for organic molecules. 
OPLS Optimized Potentials for Liquid Simulations. Developed in 
Jorgensen’s lab for the purpose of simulating organic 
molecules in solvation, particularly in combination with 
the TIP3P or TIP4P water models.(Kaminski et al., 2001) 
Version 2.0 has recently been developed by Schrödinger. 
GAFF General AMBER force field. Develpedto facilitate 
simulations of drugs and small molecule ligands in 
conjunction with biomolecules.(Wang et al., 2004) 
B3LYP Becke, three-parameter, Lee-Yang-Parr. Hybrid functional 
in density functional theory (DFT). Together with the 6-
31G* basis set provides a good balance between speed and 
accuracy for many applications and is a common ‘entry-
point’ level for quantum mechanical calculations.(Riley et 
al., 2007) 
RI-MP2 Resolution of Identity MP2. Albeit 5-20 times faster than 
conventional MP2 (second order Møller–Plesset 
perturbation theory), it identically reproduces relative 
energies.(Weigend et al., 1998) In conjunction with the 
aug-cc-pVDZ basis set, is the most accurate methods to 
calculate internal energies of molecules.(Riley et al., 2007) 
ΔΔ
G
so
lv
2  
GBSA Generalized Born model augmented with the hydrophobic 
solvent accessible Surface Area term. It is one of the most 
commonly used implicit solvent models, particularly in 
molecular mechanics.(Chen and Brooks, 2008a) Many 
different parameterizations exist. 
PCM Polarizable Continuum Model. Implicit solvation model 
commonly available in several quantum chemical 
computational packages.(Tomasi et al., 1999)  PCM 
models are generally parametrized for the most common 
QM theory levels (e.g. B3LYP/6-31G*). 
MST The Miertus-Scrocco-Tomasi solvation model is a 
particular implementation of PCM used here.(Soteras et 
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al., 2005) 
1Methods used to calculate the intrinsic energy of the molecule (internal 
energy). 2Methods to calculate the effect of aqueous solvation. 
 
MATERIALS AND METHODS 
Dataset. As in our previous work  (Butler et al., 2009a) we have used the 
public part of the dataset of drug-like molecules compiled by Perola and 
Charifson at Vertex, (Perola and Charifson, 2004a) which consists of 100 
target-bound ligands of known binding affinity. The previously analyzed 
structures were further checked for their temperature factors and 
occupancies, excluding some molecules containing atoms with multiple 
occupancies or lacking proper B-factor data (identical temperature factors for 
all atoms). The final set consists of 92 chemically diverse and drug-like 
molecules. As the positions of hydrogen atoms are not directly observed, 
they were generated from the connection tables. PDB files with the 
experimental B-factors and MDL SDF files, where connectivity is 
unambiguously assigned, are provided as Supporting Information. 
Defining the bioactive conformation.  
Several restraining schemes are discussed in the results section to 
obtain a bioactive conformation compatible with each method. The 
corresponding formulae are displayed below. In all cases, restraints are only 
applied to non-hydrogen atoms.  
1) Harmonic restraints with force constant derived from the 
crystallographic B-factors. These are the T/B restraints introduced in 
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our previous work, (Butler et al., 2009a) where atoms are subjected to 
harmonic constraints with a force constant (κ) dependent on the atomic 
B factor (B) and the temperature at which the diffraction pattern was 
obtained (T): 
κ = 4 π2 kB T/B                                         (1) 
where kB is the Boltzmann constant.  
2) Harmonic restraints with force constant derived from rescaled B-
factors. Since the absolute B-factors can be meaningless, an option to 
ensure that all ligands have similar average constratins while still 
allowing different relative mobility to individual atoms is to rescale B 
factors to a reference value (Bref): 
B’ = B · (Bref / Bavg)                                 (2) 
where Bavg is the average B-factor of all atoms in the ligand. In doing 
so, the temperature dependence in eq. 1 is no longer meaningful and a 
common value should be used instead. We have tested several Bref 
values in combination with a fixed reference temperature (Tref=300K). 
The final choice was Bref=10Å2, in which case the force constant for the 
harmonic constraint takes this form: 
κ = 4 π2 kB 30 Bavg / B                                (3) 
The choice of Bref was motivated by the fact that, on average, it provided 
similar results to those obtained on our previous work.(Butler et al., 2009a)  
It should also be noted that for B=10Å2, the maximum theoretical 
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displacement from the crystallograpfic coordinates is 0.5Å, which 
corresponds to the half-width of the flat-bottom restraints used by Perola and 
Charifson. However, the use of harmonic constraints results in bioactive 
conformations more similar to the crystallographic ones because any 
displacement from the initial coordinates is penalized. 
Generation of the local energy minimum.  
The conformation obtained from the PDB i.e. the target-bound 
conformation was minimized directly with each of the methods investigated. 
We refer to this conformation as the local minimum.  
Generation of a conformational ensemble.  
A set of conformers were generated with the Confgen program of the 
Schrödinger suit(Watts et al., 2010), using the default parameters. An 
average of 16 different conformations were generated per compound, ranging 
from 48 (1UVS) to only one conformation (4 ligands). Each conformation 
was minimized with the various levels of quantum chemical theory and 
molecular mechanic approaches. The local minimum conformation was also 
added to this set. The conformer with the lowest energy in the whole set is 
termed as the global minimum. 
 
Molecular Mechanics – GAFF Force Field. 
All the parametrizations of the bound states and their conformers of 
each ligand molecule are performed with the Antechamber suite of 
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AmberTools1.5, (Case et al., 2010) in combination with GAFF(Wang et al., 
2004)and AM1 BCC charge methodology.(Jakalian et al., 2002) GAFF has 
been designed to be compatible with AMBER force field for proteins and 
nucleic acids.(Ponder and Case, 2003)Followed by the parametrizations of 
these molecules, we conducted the energy minimizations to these ligand 
molecules using the Sander module of the AMBER11 package.(Case et al., 
2010) The energy minimizations are performed in both vacuum and solution, 
where the solution model is using an advanced Generalized Born implicit 
water model (igb = 5 in Sander).(Onufriev et al., 2004)The truncated Newton 
conjugate gradient (TNCG) method is used with the convergence criterion 
for the energy gradient being set as 10-4 kcalmol-1Å-1. Under several cases, 
the minimizations with TNCG method cannot reach the predefined energy 
convergence criterion. These cases are further equilibrated by short MD 
simulations to help the system to escape from local energy traps. The energy 
minimizations by TNCG method are then conducted again to these 
molecules. The MD simulations and the TNCG minimizations occasionally 
need to be performed iteratively for the energy convergence criterion to be 
reached. This procedure effectively works for 90 out of the 92 ligands and 
their conformers. Two ligands, 1M48 and 3STD are excluded in this study 
since the energies of several conformers do not converge well by the current 
energy minimization procedure. Since the generation of partial charges 
depends on the tree-dimensional structure of the ligand, they were generated 
using the bound conformations from the PDB and transferred to all other 
initial conformations. 
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Molecular Mechanics – MMFF and OPLS Force Fields.  
All calculations using the MMFF (MMFF94 (Halgren, 1996a) and 
MMFF94s (Halgren, 1999)), OPLS2005(Kaminski et al., 2001)and OPLS2.0 
force ﬁeldswere carried out with MacroModel, part of the Schrödinger 
suit.The coulombic term was calculated with a dielectric constant1 (vacuo) or 
with the Generalized Born method (GB/SA) implemented in the program. 
For GB/SA, the internal dielectric was set to 1 and the external to 80, 
corresponding to aqueous solvation. In OPLS2.0, partial charges were 
calculated for the bioactive conformation and transferred to all other initial 
conformations with a script kindly provided by E. Harder (Schrödinger Inc.). 
 
Quantum Mechanics 
Quantum mechanical (QM) calculations were performed with the 
Gaussian09package (Frisch et al., 2009) with the B3LYP density functional 
method and 6-31G* basis set. Initially, optimizations were carried out using 
the default choice ofpolarizable continuum model (PCM) parameters for 
aqueous solvation. However, after initial results showed proton transfers 
between polar groups and a tendency to form collapsed structures, a hybrid 
approach was used. The default integral equation formalism (IEF-PCM) of 
Gaussian-09 was preserved as it is much faster and more stable than the 
previous implementation. (Tomasi et al., 1999)However, the radii to 
construct the cavities and the scaling factors for charged atoms were taken 
from the MST solvation model that has been developed and parameterized in 
our group.(Soteras et al., 2005)As this set-up does not allow to smooth the 
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molecular surface with extra spheres, a separate single-point energy 
calculation was done on the optimized geometries using the MST model. 
Correlation between IEF-PCM with MST radii and the full-fledged MST is 
sufficiently high to support the strategy followed here (r2=0.993). 
  The internal energy of each optimized conformation was further 
computed by a single point calculation using the RI-MP2 (Resolution-of-the-
identity approximation of MP2) (Weigend et al., 1998) method with 
Dunning’s augmented correlation consistent basis sets (aug-cc-pVDZ) as 
implemented in Turbomole.(Ahlrichs et al., 1989)For selected conformers, 
the energies were calculated with MP2 andthe same basis set. As expected, 
relative energies were identical in spite of the fact that RI-MP2 is 
computationally much more efficient. 
 
RESULTS AND DISCUSSION 
Defining the bioactive conformation.  
Considering the experimental uncertainties associated with the 
determination of three-dimensional structures(Davis et al., 2003) and the 
sensitivity of internal energies to geometric variations, it is important to 
allow the molecules to relax into a conformation that satisfies the 
experimental structure but also agrees with the energy function of choice. 
Optimally, this can be done by refining the structure while simultaneously 
minimizing the internal energy of the ligand by means of QM methods.(Ryde 
and Nilsson, 2003, Li et al., 2009) However, experimental structure factors 
are not always available and, as long as the deviation from the initial 
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structure is small, the use of constraints provides a much simpler approach 
that is already implemented in existing molecular mechanics and quantum 
mechanics computer programs. As shown below, the average root mean 
squared deviations (RMSD) across all structures is approximately 0.2±0.1Å, 
a deviation that can comfortably be considered within the experimental error 
for the set of structures used in this study. In fact, the estimated error in 
atomic coordinates for our average resolution(2.1Å)is 0.35Å.(Cachau and 
Podjarny, 2005) 
The actual nature of the constraints that should be used to refine the 
bioactive conformation is a matter of debate. Most studies published to date 
make use of flat-bottom constraints to ensure that the optimized geometries 
do not deviate significantly from the ones derived from the electron densities. 
However, we have shown that the strain energies obtained with this approach 
largely depend on the rather arbitrary choice of the half-width parameter. 
With this limitation in mind, we introduced the use of harmonic constraints 
with a force constant dependent on the crystallographic B-factor (T/B 
constraints).(Butler et al., 2009a) In principle, this is a rigorous procedure to 
derive suitable harmonic constraints. However, in practice, B-factors can 
contain noise from the refinement process and their absolute values are often 
meaningless.(Kleywegt and Jones, 1997) Relative B-factors, on the other 
hand, are very informative because they candistinguish which parts of the 
ligands that are better resolved (have more localized electron densities) and 
which are comparatively more disordered.A key feature of T/B constraints is 
that poorly resolved regions are allowed more freedom of movement than 
well defined ones, and we wanted to retain it. But considering the limitations 
associated with absolute B-factors, we have rescaled them to a common 
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average value before converting them to the force constants used in harmonic 
constraints (see Methods). Although this can only be seen as an 
approximation, it should be noted that comparison with flat-bottom restraints 
provide highly correlated results (r2≈0.9; Figure 1), indicating that the 
general trends are independent of the choice of restraints, although the results 
for individual structures may vary significantly. Other options to represent 
the bioactive conformation might be to use the unrestrained minimized 
geometry closest to the crystallographic structure (Tirado-Rives and 
Jorgensen, 2006a) or to place the restraints on the dihedral angles instead of 
on the Cartesian coordinates.(Sitzmann et al., 2012) We find that the former 
strategy leads to geometries that deviate from the initial structure 
significantly more than justified by the experimental uncertainty (1.0±0.7Å) 
and, in consequence, significantly lower energies. Applying the restraints 
over internal coordinates also leads to larger displacements and lower energy 
penalties, which, together with the poor correlation with the results obtained 
with Cartesian restraints (Figure 1), sheds some doubts on the validity of 
such strategy. 
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Figure 1. Correlations of energetic penalties of the  bioactive conformation 
(relative to the local minimum) obtained with different restraining schemes. 
The values obtained with harmonic restraints derived from re-scaled B-
factors are used as reference, and compared with those obtained with Flat-
bottom restraints (red squares: ½ width = 0.5Å; blue diamonds: ½ width =  
0.3Å) or frozen dihedral angles (green triangles). 
 
 
Different methods provide equivalent geometrical sampling 
In order to ensure a fair comparison between methods, it is necessary 
tocheck that the minimizations proceeded similarly. This is particularly 
important because they have been carried out with different programs and 
minimization algorithms. It is also conceivable that some energy functionals 
might provide a more roughed energy surface, which might induce premature 
termination of the optimization protocol at shallow energy wells near the 
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starting configuration. As shown in Table 2, the average unrestrained 
minimization leads to structures that are approximately 0.85Å away from the 
initial structure (for the diverse set of ConfGen conformers) or 0.75Å when 
starting from the crystallographic conformation. Only the AMBER-
optimized structures display somewhat larger RMSD values (0.95Å and 
1.1Å, for X-ray and ConfGen structures, respectively). The likely cause of 
this different behaviour is the optimization protocol used in this case, which 
combines minimization with short MD simulations to ensure that the energy 
convergence criterion is met (see Methods).  
In all cases, the conformational variability decreases after 
minimization, with approximately 40% of the ConfGen structures converging 
into pre-sampled minima (i.e. only 60% of the optimized geometries differ 
from all the rest by more than 1.0Å). This suggests that most minima are 
identified and sampling is reasonably complete. A similar indication comes 
from the fact that the local minimum (i.e. the result of optimizing the X-ray 
structure) is also found when starting from the diverse set of structures 
generated with ConfGen in 50% of the cases. Perhaps more importantly, on 
average 4.3 structures are found within one kcal/mol of the predicted global 
minimum, indicating that the probability of finding the global minimum or 
an energetically similar structure is very high with our approach. 
Although the sampling protocol does not provide an exhaustive 
exploration of the conformational space, the preceeding analysis indicates 
that: 1) sampling is similar for all methods, ensuring a fair comparison 
between them; and 2) the lowest energy conformation corresponds to the 
global minimum or, at the very least, is energetically very close to it, 
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enabling us to obtain a good estimate of the relative energy of the bioactive 
conformation. 
 
The energy of the bioactive conformation strongly depends on the level 
of theory.  
The energy difference between the bioactive conformation and the global 
minimum is presented in Table 3 and Figure 2. For all force-field based 
simulations, a large proportion of the molecules are predicted to have 
unrealistically highstrains on their bioactive conformations. Inclusion of the 
solvation effect ameliorate the situation significantly, but not sufficiently: 
whereas in vacuo approximately 50% of the bioactive conformations havea 
penalty of 8 kcal/mol and the value averages at 11kcal/mol for all 
conformations; with GBSA these values drop to 4 and 5 kcal/mol, 
respectively (Table 3). It should be noted that a strain of 4 kcal/mol would 
result in nearly 1000-fold loss in potency, and is not reasonable to expected 
that half of the ligands sustain such energetic penalties.  These results are, 
nevertheless, in line with previous reports. In fact, the average strain energies 
obtained with MMFF and OPLS (5.1 and 4.8 kcal/mol, respectively) are in 
close agreement with those reported by Perola and Charifson (4.0 and 5.1), 
for a larger set of 150 ligands.(Perola and Charifson, 2004a) The somewhat 
smaller penalties for MMFF may be due to the softer retraints used by these 
authors in the refinement of the bioactive conformation. We suspect that this 
is not observed in OPLS because the harder constraints may be compensated 
by the use of an improved version of OPLS (2005 vs 1996). Judging from the 
strain energies in vacuo (Table 3), the performance of the force fields 
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increases in this order: GAFF < MMFF < OPLS2005 < OLPS2.0. Inclusion 
of the GBSA term mantains the ranking, except for the two versions of 
OPLS, which now perform on par. A possible explanation for this behaviour 
is that the GBSA formalism may need to be adapted to the partial charges of 
OPLS 2.0, which are derived in a different manner than OPLS2005. 
Although the relative performance of the different force fieldsappears 
reasonable if one considers theirrespective history (size and composition of 
the training set, version number, specific objective for which they were 
developed, etcetera) the large effect of the solvation term precludes any 
conclusive statement about the relative merits of the force fields investigated. 
Indeed, with the exception of MMFF, all the force fields investigated where 
specifically developed to carry out simulations with explicit solvation and, in 
spite of their popularity, GBSA models fail the reproduce the conformational 
ensembles obtained with explicit water molecules.(Chen and Brooks, 2008a, 
Zhou, 2003)The large difference between solvated and vacuum calculations 
clearly indicates that bioactive conformations resemble more the water-
solvated state, where the polar solvent area is exposed, than the gas-phase 
state, where polar groups tend to collapse. This is in agreement with previous 
findings and emphasizes the importance of polar interactions for protein-
ligand interactions.(Schmidtke et al., 2010) However, it poses a major 
problem for accurate determination of the energy of bioactive conformations, 
particularly if one considers that, unless a very careful and force field 
specific parameterization is carried out, GBSA models can over stabilize 
polar interactions.(Chen and Brooks, 2008b) 
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1RMSD cut-off 1.0Å 
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The solvation model is, however, only one possible source of errors. 
The development of accurate and complete force fields for drug-like 
compounds is seriously hampered by the exhuberant chemical diversity that 
they can display. The relative responsibility of those two terms in the failure 
to quatify the energy of bioactive conformations will be discussed later on. In 
any case, it is obvious that more rigorous calculations are needed to obtain 
correct estimates. Considering the size and flexibility of the molecules as 
well as the importance of the solvation effect, we devised a procedure that, 
albeit computationally very costly, should be able to confidently identify the 
global minimum and accurately determine the relative energy of the 
bioactive conformation. As graphically shown in Figure 3 and explained in 
detail in the Methods section, it consists in optimizing a diverse set of 
conformations at a quantum mechanical level (B3LYP/6-31D(d)), taking into 
account the solvation effect with the polarizable continuum method (PCM). 
Note that non-standard parameters and minor approximations had to be used 
(see Methods). Each one of the final geometries is then used to calculate the 
MST free energy of water solvation and the internal energy at the RI-
MP2/aug-cc-pVDZ. With unsigned errors of 6.8%, this is the best method to 
calculateconformational energies.(Riley et al., 2007) By comparison, 
B3LYP/6-31G* produces errors in the region of ~17%.(Riley et al., 2007) 
Addition of the MST solvation free energies and MP2/aug-cc-pVDZinternal 
energies enables us to obtain the best possible estimate of the relative 
energies of bioactive conformations in aqueous media.The results obtained at 
both QM levels (DFT & MP2) are strickingly different from the MM results: 
the average penalty is approximately 2.5 kcal/mol and only 14% (DFT) or 
24% (MP2) of the bioactive conformations exceeds 4 kcal/mol (the 
respective MM values are, at best, 4.7 kcal/mol and 50%). Considering the 
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large differences between methods, a critical assessment of their relative 
strengths and limitations is needed before proceeding to extract any definite 
conclusion. 
 
Table 3.Energy distribution of the bioactive conformations, calculated with 
different molecular mechanics force-fields. 
 GAFF MMFF OPLS2005 OPLS2.0 
 Vac. GBSA Vac. GBSA Vac. GBSA Vac. GBSA 
% > 0 96.7 98.9 100.0 100.0 100.0 100.0 100.0 100.0
% > 1 93.3 91.1 92.4 89.1 92.4 90.2 92.4 88.0
% > 2 88.9 81.1 89.1 83.7 87.0 78.3 88.0 79.3
% > 3 84.4 72.2 82.6 73.9 81.5 67.4 81.5 63.0
% > 4 81.1 61.1 71.7 56.5 72.8 51.1 73.9 50.0
% > 5 77.8 53.3 66.3 45.7 66.3 38.0 65.2 39.1
% > 6 68.9 44.4 63.0 33.7 60.9 27.2 55.4 26.1
% > 7 61.1 35.6 58.7 25.0 55.4 22.8 51.1 17.4
% > 8 57.8 32.2 53.3 16.3 51.1 14.1 44.6 14.1
% > 9 51.1 21.1 47.8 13.0 43.5 13.0 41.3 10.9
% > 10 47.8 13.3 44.6 6.5 41.3 8.7 34.8 9.8
Avg. 13.0 6.1 11.4 5.1 11.1 4.8 10.2 4.7
St Dev 15.3 4.4 12.0 3.6 11.7 3.5 9.7 3.5
1Optimization with solvent effect included, no extra espheres. 2Single-point 
calculation with extra spheres. 3Internal energy of the solvent-optimized 
geometries. 4Addition of the MST term to the RI-MP2 internal energy. 
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Figure 3. Graphical representation of the calculation procedure 
 
 
Assessment of QM results andconsistency across methods.  
Given that the molecules in the test set are charged and flexible, and 
as already noted from the MM results, it was clear that optimization had to be 
performed with a method able to simulate the response of aqueous media. 
PCM methods offer such a possibility, but they can only be used with those 
levels of theory on which they have been parameterized. At the same time, 
considering the number of geometry optimizations that had to be carried out 
for this test set (~1700), the DFT method B3LYP/6-31G* was the highest 
level of theory that could be afforded, and it provides a very good balance 
between speed and accuracy.(Riley et al., 2007) Single point calculations in 
vacuo of the final geometries show that a significant proportion of DFT/PCM 
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global minima have, in fact, high internal energies (Table 4), providing 
further evidence that inclusion of the solvations effect during minimization is 
necessary. 
In order to increase the quality of the results, we calculated the energy 
of the global DFT minimum at an optimal level of theory (MP2/aug-cc-
pVDZ).(Riley et al., 2007) As shown on Table 4, the number of high-energy 
bioactive conformations decreasesat this level(e.g. only 29% of molecules 
have energies above 2kcal/mol, vs. 50% for DFT). However, this is largely 
due to the fact that 25% of compounds appear to have negative energies for 
the bioactive conformation (i.e. the DFT global minimum turns out to be 
more penalized than the bioactive conformation). This is a clear warning that 
the energy landscape can be very different for the DFT and MP2 methods. 
Geometric parameters are very well predicted at the B3LYP/6-31G* 
level,(Riley et al., 2007) and the position of the minima is not expected to 
change at the higher level of theory. The relative height of the minima, on the 
other hand, can change significantly and it it becomes necessary to calculate 
the energy of every conformerat the MP2 level. The grayed-out part of Table 
4 shows the corresponding results. The global MP2/MST energy minimum is 
oflower energy than the bioactive conformation in 92% of the cases, while 
for the remaining 8% we must assume that the MP2 global minimum has not 
been found because it does not correspond to a low DFT minimum. It is 
striking that the proportion of high-energy bioactive conformations is higher 
for MP2 than DFT: 37% and 16% of conformers have predicted penalties 
above 3 and 5 kcal/mol respectivel, whereas the corresponding DFT values 
are 25% and 8%. Since part of this effect may be due to lack of 
correspondence between the energy landscapes at both levels of theory, we 
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have selected a subset of 41 compounds showing a good correlation between 
the relatives energies obtained with DFT and MP2 (r2> 0.8 and a minimum of 
6 conformers). For this set, the DFT results should be of similar quality to the 
high-level calculations, and we find that the proportion of strained bioactiove 
conformations is much decreased, with only 5% (i.e. 2 compounds) 
displaying strain energies above 4 kcal/mol (Table 5). This corresponds to 
the 1UVS and 1FJS ligands.The first one was already identified as having an 
unrealistically strain in a previous publication, (Butler et al., 2009a) due to an 
incorrect model of an amide moiety in the PDB structure. The source of the 
high strain in 1FJS can also be traced to an incorrect tridimensional structure, 
not supported by the actual electron density (Figure 4). Thus we can 
conclude that, when calculated with sufficiently accurate levels of theory, 
ligands adopt conformations with strain energies below 4 kcal/mol. Higher 
values are strong indication of an incorrect representation of the ligand in the 
crystallographic structure. 
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Table 4.Energy distribution of the bioactive conformations, calculated at 
different QM levels. 
 
 DFT-PCM Global Min. MP2-MST Global Min.1 
 
DFT 
PCM 
DFT 
MST 
DFT 
Vac. 
MP2 
Vac. 
MP2 
MST 
MP2 
MST 
MP2 
Vac. 
DFT 
Vac. 
DFT 
MST1 
% > 0 100 96.7 95.7 83.7 75.0 92.4 84.8 87.0 95.7 
% > 1 76.1 73.9 76.1 68.5 44.6 68.5 72.8 67.4 63.0 
% > 2 50.0 55.4 66.3 46.7 29.3 51.1 56.5 55.4 44.6 
% > 3 25.0 30.4 57.6 40.2 22.8 37.0 46.7 43.5 29.3 
% > 4 13.0 17.4 46.7 34.8 13.0 22.8 38.0 32.6 20.7 
% > 5 7.6 8.7 33.7 26.1 7.6 16.3 29.3 22.8 13.0 
% > 6 4.3 7.6 29.3 22.8 5.4 10.9 25.0 20.7 12.0 
% > 7 3.3 5.4 21.7 18.5 4.3 7.6 15.2 15.2 6.5 
% > 8 2.2 4.3 16.3 15.2 4.3 7.6 14.1 12.0 5.4 
% > 9 2.2 2.2 13.0 14.1 3.3 5.4 14.1 12.0 2.2 
% > 10 0.0 1.1 12.0 13.0 1.1 2.2 13.0 10.9 2.2 
Avg. 2.4 2.5 4.9 3.8 1.3 2.6 4.5 4.2 2.4 
St Dev 1.9 2.2 5.7 5.8 2.8 2.8 6.9 7.0 2.6 
1Re-evaluation of all DFT/PCM-optimized geometries at the MP2-MST 
level.  
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Table 5. Energy distribution of the bioactive conformations, calculated at 
different QM levels for the subset of compounds displaying good correlation 
between the methods used in optimizations and the methods used to re-
evaluate the energy (N=41). 
 DFT-PCM Global Min. 
 
DFT 
PCM DFT MST DFT Vac. MP2 Vac. MP2 MST 
% > 0 100 92.7 92.7 92.7 75.6 
% > 1 75.6 73.2 80.5 78.0 43.9 
% > 2 43.9 48.8 65.9 51.2 26.8 
% > 3 22.0 24.4 58.5 46.3 17.1 
% > 4 4.9 14.6 56.1 43.9 12.2 
% > 5 4.9 7.3 43.9 34.1 9.8 
% > 6 4.9 7.3 41.5 34.1 7.3 
% > 7 4.9 7.3 34.1 29.3 4.9 
% > 8 4.9 4.9 26.8 24.4 4.9 
% > 9 4.9 4.9 24.4 24.4 4.9 
% > 10 0.0 2.4 22.0 24.4 2.4 
Avg. 2.3 2.4 6.3 5.5 1.5 
St Dev 2.0 2.4 7.4 7.2 2.7 
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Figure 4. 1FJS ligand in the crystallographic (orange) and local minimum 
(green) geometries. Electron density of the 2Fo-Fc map is shown at 1 sigma 
(black mesh) and 1.5 sigma (transparent surface). The difference map Fo-Fc 
is shown at 2.5 sigma (red mesh). The conformational change occurs in an 
area where the electron density is ill defined. 
 
 
 
Note: Conclusion of this chapter has been included separately -after the 
results section- in the sub-section 5.1 of conclusion chapter-5 of this 
thesis . 
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4.2  Allosteric Regulation of HDAC8 
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Background  
It is well established fact that the chromatin structure is one of the key 
determinants of gene expression or regulation in the cell cycle; therefore 
impairment of the chromatin structure might lead to the abnormal cell 
proliferation (Grunstein, 1997). Histone proteins that are surrounded and 
compacted by the DNA form the building blocks of the chromatin structures. 
Hence, maintenance of the chromatin structures substantially depends on the 
histone subunits which are also subjected to various post-translational 
modifications, from acetylation to methylation, phosphorylation, 
ubiquitylation and sumoylation (Peterson and Laniel, 2004). 
 Histone deacetylases (HDACs) are the class of enzymes that act as 
the post-translational modifier of histone proteins. These proteins catalyze 
the deacetylation reaction by removing the acetyl groups from ε-N-acetyl 
lysine on histone tails which then modulate the transcription activity and 
consequently the cell cycle regulation (Luger et al., 1997). It has been shown 
that over-expression of HDAC enzymes leads to gene silencing and hence 
proved to be critical in cell-cycle regulation, cell proliferation, 
differentiation, and in the development of human cancers (Sengupta and 
Seto, 2004, Jacobson and Pillus, 1999, Kouzarides, 1999). Role in 
neurodegenerative diseases, such as Parkinson’s and Alzheimer’s disease has 
also been evidenced recently (Choudhary et al., 2009, Johnstone, 2002). Due 
to the fact that HDACs play roles in the key events in the onset and 
progression of cancer and neurodegenerative diseases, they are potential drug 
targets for various treatments. In fact two HDAC inhibitors, suberoylanilide 
hydroxamic acid (SAHA) and valproic acid have been approved for the 
treatment of cancer and neurodegenerative diseases. A search for HDAC 
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isoform-specific inhibitors is now on. Mammalian HDACs have been 
classified structurally into three classes: Class-I (HDAC 1, 2, 3 & 8), Class II 
(HDAC 4, 5, 6, 7, 9 & 10) and Class III (Sirt1 – Sirt7) (Yang and Seto, 2008, 
Haberland et al., 2009). HDAC8 belongs to class-1 histone deacetylases and 
has been attributed with the T-cell-derived tumor cell proliferation 
(Balasubramanian et al., 2008) and neuroblastoma tumorigenesis (Oehme et 
al., 2009). In addition to these chemo-therapeutic findings, the distinct 
behaviour that HDAC8 shows towards the post-translational modification 
has made it an important and appealing target to study. Studies by Lee H et al 
revealed that deacetylase activity of HDAC8 is regulated by posttranslational 
modifications and that the phosphorylation at the non-catalytic, non-
conserved N-terminal residue Ser39 by PKA leads to the decreased 
deacetylase activity (Lee et al., 2004). Remarkably, this phenomenon is not 
observed in other HDACs (Sengupta and Seto, 2004). 
 The 3D structure described by Vannini (Vannini et al., 2004) and 
Somoza et al (Somoza et al., 2004) reveals that the phosphorylation site of 
HDAC8, Ser39, is a non-catalytic site residue and located on α-helix at the 
N-terminal site that forms the solvent exposed surface of the Zn+2dependant 
active site. Ser39 is far from the catalytic site cavity and facing opposite to it 
(Fig 4.2.1). Considering the structural organization of Ser39 we presume that 
deacetylase activity of HDAC8 might be regulated allosterically upon its 
phosphorylation. 
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Figure 4.2.1. Crystal structure (1T64) showing the spatial distance between 
the Zn+2 (in sphere) binding-catalytic site and the Ser39 (in stick). 3D 
structure of the HDAC8 is subdivided into different domains. Each domain 
given an identifying name in addition to the residue range. 
 
A more detail analysis around the phosphorylation site reveals that 
Ser39 is surrounded by the hydrophobic residues Val25, Phe336 and the 
hydroxyl group of the Ser39 is flanked by the negatively charged Glu335 and 
Asp29. A stacking stabilization between the long hydrophobic side chain of 
the Glu335 and pi-ring of the Phe336 has been also seen in the 
crystallographic structure of HDAC8 (1T64). Therefore, it was postulated 
that introduction of the negatively charged phosphate group in this 
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environment could lead to a major structural disruption (Fig. 4.2.2) (Somoza 
et al., 2004). It has also been shown by Lee et al that mutation of Ser39 to 
Ala enhances the deacetylase activity of HDAC8 in contrast to the mutation 
of Ser39 to Glu, which mimics phosphorylation and further decreases 
HDAC8's enzymatic activity (Lee et al., 2004). Recent studies reveal that 
interactions of a conserved Arg37 residue (close to Ser39) with its spatially 
neighbouring residues might be responsible for the release of the by-product 
acetate deacetylase reaction through a 14Å solvent facing channel (Wang et 
al., 2005, Haider et al., 2011). This provides some support for the hypothesis 
that a direct mechanism (i.e. structural disruption due to electrostatic 
repulsion of the phosphate with neighbour residues) may cause the loss of 
enzymatic activity. However, a more indirect allosteric mechanism involving 
a global conformational adaptation cannot be ruled out.  
Sequence alignment of the residues of the exit tunnel shows the 
highly conservative sequence profile of the Zn-binding catalytic site in class I 
and II HDACs in humans (Somoza et al., 2004, Vannini et al., 2004) and 
sequence conservation analysis on only class-I HDACs shows that not only 
the catalytic core but also the overall deacetylase domain is very conserved 
in nature (Fig 4.2.2). With the background of this conserved nature of the 
deacetylase domain in different HDACs it would be undoubtedly interesting 
to understand how phosphorylation makes HDAC8 to behave like the “odd 
man out”among the class I HDACs. To date, as per our knowledge, no other 
study from this perspective has been addressed.  Additionally, knowledge 
about the mechanism involved in inhibition by phosphorylation may provide 
new venues to regulate the activity of HDAC8 with drug-like compounds 
through allosteric modulation. 
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   Allosteric regulation is a well established fact in biochemistry where 
an enzymatic activity of a protein is regulated upon binding of an effector 
molecule at the protein's allosteric site (a site other than the protein's catalytic 
site). Allosteric modulation is a very common molecular mechanism of 
action of drugs, e.g. benzodiazepine binding to GABA-A receptor and 
regulation of GPCRs (Jensen and Spalding, 2004), which may offer a distinct 
pharmacological profile compared to direct competition with the substrate. 
 To understand at the molecular level how phosphorylation acts as a 
regulator of HDAC8 activity, we studied molecular dynamics of the same 
with and without phosphorylation on Ser39. Contrary to the initial 
expectations, introduction of the negatively charges phosphate does not result 
in a major structural rearrangement on the local environment. However, we 
observed that a loop distantly placed from the phospho-acceptor Ser39 in the 
3D space of HDAC8 opens and de-associates itself from the deacetylase core 
in Wt within the simulation time span of 80ns, but this change does not occur 
when the protein is phosphorylated. The loop is held in place by the 
interactions between two conserved residues (Fig 4.2.2, residues with the 
black stars), a pi-ring of Phe207 and the hydrophobic side chain of Lys202 
(hence we call it KF-loop) (Fig 4.2.1) and remains closed until 500ns. From 
this perspective we postulated that the decreased deacetylase activity 
obtained in the phosphorylated form of HDAC8 could be due to the lack of 
structural flexibility in this loop-region, which is involved in substrate 
recognition and binding (Vannini et al., 2004). Additionally, the pathway 
involved in the allosteric transmission of the structural perturbation from the 
phosphorylation site to the KF-loop was investigated using the statistical 
Kullback-Leibler divergence methodology. To further test the relationship 
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between enzymatic activity and mobility of the KF-loop, as well as to 
validate the putative allosteric pathway, several point mutations were 
designed and investigated both computationally and experimentally. 
 
 
 
 
 
 
 
 
 
Figure 4.2.2: The two negatively charged flanking residues of 
Ser39 are shown in sticks. The long hydrophobic side chain of 
Glu335 is seen being stabilized with the pi ring of the Phe336.   
Glu33
Ser39 
Asp29 
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 Fig. 4.2.3: Multiple sequence alignment of all class-I HDACs. Alignment 
shows the conserved sequence profile in all human class-I HDACs. 
Residues in the red boxes are involved in the catalytic activity. Residues 
marked with stars are those accountable for holding the KF-loop.  
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Simulation set-up 
 MD simulations were carried out on a wild-type apo-form of 
HDAC8, its computationally generated phosphorylated form (pHDAC8), and 
on different single-point mutants, both in the phosphorylated and non-
phosphorylated forms. The mutations were chosen based on primary analysis 
of Wt and pHDAC8 simulations. The initial structure was taken from PDB 
(pdb id: 1T64; resolution 1.9Å). The crystallographic structure contains two 
Trichostatin-A molecules that were removed to get the apo-structure. To date 
no apo-structure of HDAC8 has been elucidated. The only HDAC structure 
that has been solved in apo-form is the class-II HDAC4 catalytic domain 
(2VQW) (Bottomley et al., 2008). Structural alignment between HDAC8 
(with bound ligand) and HDAC4 (ligand free) shows only ~0.6 Å root mean 
square deviation with respect to the whole structure. The Wt structure was 
then phosphorylated at Ser39 by introducing a phosphate group with the help 
of leap programs of Amber molecular modeling package (Pearlman et al., 
1995). The parameter for the phosphoserine was taken from the Amber 
Parameter Database (http://www.pharmacy.manchester.ac.uk/bryce/amber). 
 Deacetylase activity of HDAC8 is not only Zn+2 dependent (Vannini 
et al., 2004), also two monovalent K+ ions observed in X-ray 
crystallographic structures have been proved to be essential for its activity 
(Gantt et al., 2010, Wu et al., 2010). Therefore, our simulations include 
them. Zn parameters were taken from the Stote & Karplus model. (Stote and 
Karplus, 1995) The Zn coordination in the active site was maintained by 
applying a soft harmonic constraint between the protein atom His168 and a 
Zn+2 ion. Protonation state of the His side chains in the active site were 
assigned according to the previously reported studies (Wu et al., 2010, 
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Corminboeuf et al., 2006). The systems were solvated with TIP3P water 
molecules (Jorgensen et al., 1983) and neutralized with K+ and Cl- ions in a 
truncated octahedral box spanning 13 Å further from the protein. After a 
short equilibration in constant pressure and temperature (NPT) the 
production simulations were carried out in constant volume and temperature 
(NVT) with periodic boundary conditions and particle-mesh Ewald methods 
(grid spacing of 1Å) to treat the long-range electrostatic interactions 
(Essmann et al., 1995). The simulations were carried out with the Amber 11 
package (Case et al., 2010). 
 
Tracking region of differences in two different MD simulations: 
A protein is a complex unit composed of different proportion of 
amino acid units. Therefore the dynamic behavior of proteins is the result of 
the composite dynamics of each unit. Understanding the behavior of such 
unit or group of units in the time course would, consequently, facilitate our 
understanding about the dynamics of the protein as a whole. Therefore, to 
understand the sequence of events that motivate two different simulations 
(here, Wt and its phosphorylated form) to behave differently we applied KL-
divergence measure on the probability distribution of different properties 
(observables) of an amino acid residue that were sampled in the 
conformational space during the course of simulation. We use observables 
related to the internal coordinates of the residues and protein intermolecular 
interactions, as they might reflect most on the dynamic behavior of a protein. 
Residue dihedral or torsion angle is the one that dominates most the 
conformational changes compared to the localized effect of bond stretching 
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or angle bending vibrations (Lee et al., 2007, Amadei et al., 1993). Inter-
residue interaction energy, on the other hand, captures the energetically 
favourable or unfavourable non-covalent interactions between a pair of 
residues. We applied KL-divergence on these two variables to estimate the 
variability evolved due to the phosphorylation of the HDAC8 enzyme. 
 Kullback-Leibler measure is a statistical divergence (or KL-distance) 
estimate that has been used since long in various fields of studies to capture 
the divergence between two independent distributions with recent successful 
implementation in the image processing algorithm to track and quantify the 
regions-of-interest in terms of dissimilarity between two images taken over a 
time span (Boltz et al., 2009). This well-known and widely applied method 
has been also used before in the biological systems to understand the 
similarities between two ensembles of structures (Lindorff-Larsen and 
Ferkinghoff-Borg, 2009, Ming and Wall, 2005). Here we use this method to 
evaluate divergence between two independent distributions of a variable 
taken from the two MD simulations. This is a very simple yet efficient and 
elegant model to estimate differential behavior in two systems.   
For a discrete set of points for a variable the KL-distance is calculated using 
the equation as below::  
 DKL (p,q)  =  ∑i  pi . ln (pi / qi)                              (4.2.1) 
where, for a variable i, p and q are the probability distribution of that variable 
in reference and target respectively. The quantity is always a non-negative 
number. It becomes positive in case pi ≠ qi, or zero when the two 
distributions are equal. However, KL divergence is not a symmetric measure 
 101 
between two distributions. Given the above equation, it measures the 
divergence of distribution p from the distribution q. 
 Therefore,   
   DKL (p,q)  ≠  DKL (q,p) 
 To get the symmetric form out of it we used the well accepted simple form 
of the method where, 
 DKL(sym) = (DKL (p,q) + DKL (q,p)) / 2                     (4.2.2) 
The added advantage of this method is that the distribution does not have to 
be perfectly normal. 
 As mentioned before, we used the later form of the distance-metric to 
quantify the differences and capture the regions-of-interest that might be 
accountable for the propagation of allosteric effect in the phosphorylated 
form with respect to the two reaction-coordinates (as stated before, dihedral 
angle and pair-wise interaction energy). The joint-probability distributions of 
all possible combinations of dihedral angle (phi, psi, and all chi torsional 
angles) (with 30° grid spacing) that a particular residue can sample in the 
conformational space were calculated.  
Therefore,  
p and q in eq (4.2.1) and (4.2.2) = joint-probability distribution of all torsion 
angle (phi, psi, and all chi). 
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 The dihedral angles were computed using Gromacs trajectory analysis 
tool g_chi (Lindahl et al., 2001) on 8000 uniformly spanned trajectories 
taken from the equilibrated Wt and pHDAC8 simulations. All possible 
residue-pair ((number-of-residues) X (number-of-residues-1)) interaction 
energy was computed for 4000 structures, extracted again from the 
equilibrated part of the simulations, using Generalized Born approach of 
MM-PB(GB)SA programs of Amber package (Tsui and Case, 2000, Gohlke 
et al., 2003a). 
 
Conformational Analysis reveals differential Dynamic behavior of a 
distant loop in Wt and pHDAC8:  
We extended the production simulations of Wt HDAC8 and its 
phosphorylated form (pHDAC8) initially until 200ns and then extended for 
the pHDAC8 form up to 500ns. We performed k-means clustering on those 
two simulations to analyze the conformational changes visually. The 
clustering analysis of the last 50ns of the total 200ns run reveals two distinct 
conformational states adopted by the Wt and pHDAC8. While all the clusters 
of the Wt are crowded with an open conformation, the pHDAC8 remains in a 
closed inhibited-like starting structure (Fig 4.2.4) in addition to the expected 
local changes observed in the neighbouring domains of the Ser39 in 
pHDAC8 conformations (Fig 4.2.4). Particularly it was noticed that a major 
part of long C-terminal loop consisting residues 202-214 (of residues 202-
219) dissociates away from the centre of deacetylase core and remains open 
throughout (Fig 4.2.4). This loop is not only sequentially far from the 
phosphorylation site (Ser39) but also situated spatially at a distant site, more 
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precisely, opposite end of a hypothetical diagonal joining it with the 
phosphor-acceptor Ser39 (Fig 4.2.1). Visual investigation on different 
conformations around this loop region reveals that the loop was mainly 
seized by the interactions between the long hydrophobic side chain of 
Lys202 and the phenyl ring of Phe207 (hence, the loop is KF-loop). In the 
Wt simulations this interaction was broken which in turn leads to the opening 
of the loop (Fig 4.2.4). In order to corroborate the significance of this 
observation, 2 more independent MD replicas (100ns and 400 ns) were 
carried out and checked for each phosphorylation state and one 100ns replica 
for the non-phosphorylated form, observing loop opening in 2 of the non-
phosphorylated replicas and none of the phosphorylated ones. We 
hypothesized that the observed opening of the loop in Wt is related to its 
catalytic activity, and that the absence of loop opening in the phosphorylated 
form is a regulatory mechanism to inhibit the enzyme. The hypothesis is 
reinforced by the presence of Phe208 in this loop (neighbour to the above-
mentioned Phe207), which has been shown to be important for exerting 
hydrophobic or pi-stacking stabilization to hold the hydrophobic side chain 
of the acetylated lysine of the substrate peptide in the only peptide-bound 
crystal structure of HDAC8 (2V5W) (Vannini et al., 2007). This residue has 
also been shown to have similar structural effect in all available crystal 
structures of HDAC8 that contains a bound ligand (Fig 4.2.11). Loop 
opening exposes the hydrophobic side-chains of Phe207 and Phe208, which 
may help recruitment of the substrate peptide. Loop flexibility would, 
according to our hypothesis, be necessary to allow the substrate to get 
accommodated in the catalytic core and the rigidity of the loop induced by 
phosphorylation of Ser39 would be one of the mechanisms to decrease 
catalytic activity. 
 104
  
 
 
 
 
Simulated  
pHDAC8-structure 
Simulated Wt 
open 
conformation 
Starting 
structure 
Displacement of the 
phosphate facing domain 
in pHDAC8 simulation 
 105 
 
 
 
 
Backbone heavy atom RMSD with respect to the initial structure of 
the KF-loop consisting residues 202-214 shows sharp increase of the loop 
RMSD for Wt which coincides with the increased distance between the 
centre of mass of the Lys202 side chain and the pi-ring of the Phe207 in Wt 
(Fig 4.2.5A). In the phosphorylated form the same distance and RMSD 
remain stabilized through the500 ns simulated (Fig 4.2.5A, B). 
As shown in Figure 4.2.4A, the aromatic ring of F207 stacks against 
the hydrophobic portion of the K202 side-chain (aliphatic carbons in 
positions β to ε), while the charged amino group is partly solvent exposed 
and also forms internal hydrogen bonds with D233 and S276. Tracking the 
distance over the course of time-evolution between these two side-chains we 
see that loop opening occurs right after an elongation of the K202-F207 
distance, (Fig 4.2.5A) suggesting that the interaction break plays a causal 
role in the loop opening. Indeed, the ampiphilic character of the side-chain of 
Lys means that, while the initial conformation is perfectly stable, a small 
conformational change leading to exposure of the phenyl ring of F207 to the 
charged amino group would result in an unfavorable interaction (it is worth 
noting that, while cation-pi interactions can be intrinsically favorable 
(Cubero et al., 1998), the desolvation cost of ammonium NH groups by far 
outweighs the energy gain of a direct NH-π interaction (Bissantz et al., 2010, 
Figure 4.2.4. Middle Structural superposition of the representative structures from the 
most populated cluster of Wt (in green cartoon) and phosphorylated form (in cyan) 
with the initial starting structure (in grey) from PDB. Upper) The long KF-loop in 
pHDAC8 simulations is seen replicating the initial closed structure in contrast to the 
Wt. Lower) Displacement of the phosphate group facing domains that contain 
negatively charged residues Asp29 and Glu325 (Fig 2) in pHDAC8 simulations. 
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Salonen et al., 2009). As noted before, the loop does not open in the 
phosphorylated form, which can be explained by the increased stability of the 
network of hydrogen bonds surrounding K202. In fact, the effect originated 
due to the introduction of the phosphate group appears to have diffused 
allosterically to this remote part of the protein to strengthen the ionic triad 
involving K202, D233 and R353 (Table 4.2.1 and Fig. 4.2.6). We calculated 
the distances for these pairs of residues with the evolution of time using ptraj 
tool from Amber package and checked the proximity of these residue-pairs 
by counting the number of occurrences a pair of residues come closer than 
3Å. It shows that the pair R353-D233 (Fig. 4.2.6) is at H-bonding distance 
~32% times in Wt-closed-states (before the loop opening starts), in contrast 
to the phosphorylated form where number is ~80% (Table 4.2.1). 
Cooperativity has previously been described for similar solvent-exposed salt-
bridge triads, (Olson et al., 2001, Lebbink et al., 2002) and it seems likely 
that the increased stability of the interaction between R353 and D233 in the 
phosphorylated form strengthens the D233-K202 pair. R353 also forms a 
much higher proportion of hydrogen bonds with the backbone of C275 and 
S276, further contributing to the stabilization to this part of the protein in the 
phosphorylated form. By contrast, in the non-phosphorylated form, loss of 
the R353-D233 interaction allows the latter residue to rotate its side chain 
freely (Fig 4.2.7), resulting in the increased mobility of–and weaker 
interaction with– K202, ultimately leading to the rupture of the salt-bridge 
and subsequent opening of the loop. It is worth noting that residues K202, 
F207 and D233 are identical or have very conservative mutations amongst 
human class-I HDACs, however R353 is not conserved in the class, 
providing further support for its possible involvement in the regulatory 
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mechanism induced by phosphorylation (Fig 4.2.3; the residues marked with 
the filled stars).  
 
 
 
 
 
 
 
 
 
 
Fig 4.2.5A: Evolution of RMSD of the KF-loop and the distance between the side 
chain of Lys202 and pi-ring of Phe207 in Wt (black and cyan respectively) and in its 
phosphorylated form (red and green respectively) with respect to the initial structure 
until 200ns. B) Plot of the same in the extended simulation (500ns) in pHDAC8 
shows the distant loop maintaining the closed structure. 
Breakage of 
K202-F207 
interaction in Wt 
Opening of the 
KF-loop in Wt 
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Table 4.2.1: Hydrogen-bond frequency for selected pairs of atoms. 
Interacting pair Frequency at which a pair comes closer than 3Å 
Wt (closed state) pHDAC8 
K202Nζ-D233Oδ 81% 78% 
K202Nζ-S276Oγ 66% 74% 
R353 Nη-S276O 
(R353Nη-C275O) 
17% (37%) 55% (67%) 
D233Oδ-R353Nη 32% 80% 
Fig 4.2.6: The interaction networks around the Lys202-Phe207 
involving residues Asp233, Lys202, and Arg353. 
K202-F207 
D233 
R353 
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Fig 4.2.7: Side chain dihedral angle profile of D221 in the simulations 
of Wt (left) and phosphorylated form (right) of HDAC8. 
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Exploring the Allosteric path in HDAC8: 
 The results above were provocative enough to prompt us to question 
how the effect of the local perturbation due to the introduction of the 
phosphate group induces the global effect, and track the possible path 
through which the effect diffused or transmitted to the distant loop, which 
might be worth knowing for further modulation of its functionality. As visual 
inspection of different conformations of a complex system like protein is not 
only tedious but also susceptible of error and lacks the quantitative measure 
of similarity or differences in two different systems, we have used the 
statistical method, KL-divergence metric (eq. 4.2.1), to quantify the 
dissimilarities at residue level originated due to the different dynamic 
behavior of these two systems of Wt and pHDAC8. As mentioned above we 
have used two independent observables: 1) dihedral angle distribution 2) 
pair-wise residue interaction energy (PRIE) to get the maximum recovery of 
differences in the dynamic and energetic behavior of the two systems. 
Since our concern was to identify the sequence of events that drove 
the Wt system to adopt an open conformation we divided the trajectories of 
Wt simulations into two states, closed (until the KF-loop opens up) and 
closed+open (or global dynamics) and carried out analysis on both of them 
with the focus mostly on the analysis with the closed states of the Wt. For the 
dihedral angle analysis, we have calculated the joint-probability densities of 
all possible combinations of 1) only backbone phi and psi angles (backbone 
dihedrals) and, 2) all-dihedral i.e. backbone as well as side chain dihedrals 
(phi, psi and all chi angles).  
 111 
  From this analysis we found that the residues that have contributed 
most to the variability in the backbone dihedral space (Fig. 4.2.8) in two 
simulations are, not unexpectedly, from the surface loop regions that form 
the wall of the active site and the neighboring residues of the phosphor-
acceptor whereas the deacetylase core shows negligible or no differences. 
The all-dihedral angle analysis shows similar trends again. In addition to the 
residues that were found responsible in causing the significant differential 
backbone movement, some new residues have got selected in all-dihedral 
analysis. These differences are therefore the results emerged due to the side 
chain movement for those residues. The obtained top scoring residues reflect 
on the systematic behavior of different part of the HDAC8 system in two 
different simulations. Overall these results also reflect on the promiscuous 
path of signal transmission from one part to another part in the protein (Fig 
4.2.8). Gly151, Phe152, Arg37 among them are experimentally found to be 
structurally and functionally important (Vannini et al., 2004). 
However, the path of communications were understood well when we 
analyzed the results of the pair-residue interaction energy (PRIE) analysis 
based on closed-state trajectories of Wt simulations by calculating the 
distances in individual probability distribution of each residue-pair 
interaction energy and compared the same with the global-dynamics. 
Projection of the top scoring residues on the 3-dimentional structure of 
protein (Fig 4.2.9) depicts a clear picture of it. We can assume that the effect 
started with the residues that are spatially and sequentially close to the 
phospho-acceptor Ser39. Introduction of the phosphate group to the Ser39 
destabilizes the spatial organization of its neighboring residues such as 
Asp29, Lys33, Pro35, Lys36, Arg37, Ala38, Met40 of domain I; Asp88, 
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Ser93, Ala104 of domain-II, His334, Glu335, Phe336 of domain-IV -that is 
facing the phospho-acceptor containing domain-I -, Gly305, Tyr306, Asn307 
of Glycine rich or G-rich loop (adjacent to the catalytic binding site) and 
Asn310, Arg313 of the alpha-helix located behind the phosphor-acceptor 
domain (or domain-I) (Fig. 4.2.1). This local perturbation is further 
transmitted to the neighboring domains, such as, to the residues Asp343, 
Val345, Leu346, and Arg353, of the extended loop of domain-IV, and 
Met274 of domain-III (a neighboring domain to the KF-loop). Focusing on 
the extended loop of domain-IV, we observe that deviation from the crystal 
structure (as measured by calculated RMSD values) is significantly larger in 
the phosphorylated state, allowing the side-chain of the of the residue 
Arg353 to adopt a more comfortable interaction with D233 and the backbone 
of domain III (C275 & S276), ultimately, this appears to cause the opening of 
the KF-loop. 
 
Other structural changes induced by phosphorylation 
 Analyzing the first 40 top scoring individual interaction-pairs filtered 
out of some ~50000 interaction-pairs hints toward a promiscuous path of 
signal propagation for allosterism in pHDAC8 and other (complementary) 
inactivation mechanisms. Introduction of the phosphate group at Ser39, 
which is surrounded by the hydrophobic residues V25, A38, F336 and 
negatively charged residues D29, E335 (Fig. 4.2.1), drives this environment 
to undergo a major structural rearrangement. This reorganization destabilizes 
the interaction between domain-I and the Glycine rich (G-rich) loop located 
next to the catalytic site (Fig 4.2.1). In particular, the hydrogen bond between 
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the side chain of R37 and the backbone of G305 breaks upon 
phosphorylation. The G-rich loop is adjacent to the metal coordinating 
residues and lines the bottom of the active site, while R37 (a highly 
conserved residue in all HDACs) forms the wall of the internal cavity 
perpendicular to the binding tunnel. This internal cavity has been postulated 
to be involved in the diffusion of the reaction by-product acetate with the 
solvent (Vannini et al., 2004, Haider et al., 2011, Finnin et al., 1999). 
Distance calculation between Nζ of R37 and the backbone O of G305 shows 
this pair comes closer than 3.5Å in 89% of the cases in the unphosphorilated 
form, but only in 12% of the cases in pHDAC8 (Table 4.2.2). The interaction 
with G303 is largely maintained (Table 4.2.2), but the loss of an interaction 
point enables R37 to partly occupy the internal cavity, which could be 
associated with an impaired passing of acetate in pHDAC8.  
  
   
Interacting 
pair 
Frequency at which a pair comes closer than 
3.5Å 
Wt closed states pHDAC8 
R37-G305 
~89%  
(~61% throughout) 
~12% 
R37-G303 
~56%  
(~27% throughout) 
~57% 
 
 
Table 4.2.2: Interactions of R37 with G-rich loop (residues 302-305)   
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Other observations derived from the KL analysis include: 
1. A top-scoring residue pair Met274 of domain III and Tyr306 of G-
rich loop–interacting with a favorable hydrophobic stacking interactions (Fig 
Figure 4.2.8. Dihedral angle distribution analysis. Top:  analysis on 
the backbone dihedral angle distribution. Below: rotamer distribution 
analysis  
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4.2.9)- has been found to be on average ~2kcal more stable in pHDAC8 
simulations than the unphosphorylated form. This can be the consequence of 
several other interaction behavior observed.  
 
 
 
Fig 4.2.9: Pair-residue interaction energy analysis. Projection of the top scoring (in 
the KL-divergence analysis) interacting-pairs on Wt (light pink) and pHDAC8 
form (cyan). 
M274-Y306 
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The alpha-helix that holds the C-terminal end of the G-rich loop (Fig 
4.2.1) contains the residue R313 which has several favorable 
interactions with the residues E347, L346, Y340 of the extended loop 
of domain-IV  (Fig.4.2.1 & 9). Due to the probable repulsion effect 
between pSer39, Glu335, Phe336 and Asp29 (Fig. 4.2.1) domain-IV 
moves away from domain-I to adopt a stable conformation. This 
possibly has facilitated the interactions between R313 and E347, 
L346, Y340 and consequently imparted a rear-stabilization in the 
domain-III (Fig 4.2.1) through the favorable stacking interactions 
between the hydrophobic sidechain of  Met274 and phenyl-ring of 
Tyr306 (Tatko and Waters, 2004). Domain-III is surrounded by the 
G-rich loop, KF-loop (the loop that dissociates from the core 
structure), Asp-233 containing loop, and the extended loop of 
domain-IV. Apparently stabilization in the domain-III through the 
interacting pair Met274-Tyr306 imposed a rigidness on the 
neighboring domain i.e. on the KF-loop and its interaction network, 
e.g. with D233 and R353 as explained before in the section of 
conformational analysis (Fig 4.2.6 & 7).   
2. Structural arrangement of R353 is such that it is spatially close 
to the KF-loop with only one loop between (loop containing residues 
232-236) (Fig 4.2.6) and connected with it through interactions with 
the negatively charged residue D233. PRIE-analysis reveals that 
D233-R353 interaction is stabilized in the simulations of 
phosphorylated form by average 3.5kcal/mol and very likely that this 
plays a role in exerting an added stabilizing effect on the KF-loop in 
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phosphorylated simulations as hypothesized and explained in the 
previous section. 
3. Domain-II (residue 86-106), predominated with mostly 
negatively charged amino acid residues is facing 4 residues of 
domain-I which are mostly hydrophobic with one exception of Lys33. 
Dihedral distribution as well as PRIE distribution analysis revealed 
that the behavior of this huge domain is significantly different in the 
two simulations with energetically favorable intra-domain residue-
pairs D88-S93, H78-L98, E85-G86, I94-Y100, D92-S93 and an inter-
domain (domain-I & domain-II) residue pair K33-A104. Analyzing 
inter-domain pair K33-A104 (Fig. 4.2.9), obtained from PRIE 
analysis we have found that this interacting pair is energetically 
favorable in phosphorylated simulations by around 3kcal/mol. 
Distance calculation shows that these two residues come closer than 
3.5Å in more than 76% times in the simulations of phosphorylated 
system in contrast to the Wt where it is less than 4%. All these results 
indicate that in domain-II the extent of flexibility got reduced and 
becomes stable in the pHDAC8 than in Wt simulations due to inter- 
and intra- domain favorable interactions. Interestingly study has 
found that the optimum deacetylase activity of HDAC8 was obtained 
with a substrate-peptide that contains a C-terminal distal sequence 
consisting positively charged residues –KRHR where the acetylated-
lysine is at the N-terminal side [table 1 in Gurard-Levin ZA, 2008] 
(Gurard-Levin and Mrksich, 2008). The substrate bound X-ray 3D 
structure shows the acetylated-lysine is held at the active site by the 
hydrophobic stacking from the KF-loop and with the electrostatic 
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interactions from domain-II (Vannini et al., 2007). Form our analysis 
and the evidences obtained we propose a substrate binding 
mechanism in HDAC8 [Fig 4.2.10].   
We could conclude from the above analysis that, in addition to the 
KF-loop, induced rigidity in the domain-II [Fig 4.2.1] due to 
phosphorylation might also be affecting in the substrate recognition 
and binding and makes it a poor-acceptor for its substrate.  
  
 
 
 
 
 
 
 
Does deacetylase activity of the HDAC8  KF-loop dependant?  
To establish our hypothesis on the role of KF-loop in the catalytic 
activity we proposed some mutations based on the conformational analysis 
that has been explained in the previous sections. Based on the interaction 
network around the pair K202-F207 (Fig 4.2.6) the mutations were designed 
Fig 4.2.10: Possible substrate recognition mechanism involving KF-
loop and Domain-II. 
 
Substrate KF-loop 
domain-II 
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in such a way that could either facilitate or inhibit breaking of the favourable 
interactions between hydrophobic side chain of Lys202 and pi-ring of the 
Phe207 to correlate with the catalytic activity. The list of mutations is given 
in the Table 4.2.3 and the rationales behind the selection of the mutants have 
been described below. The mutational studies were carried out both 
computationally and in wet-lab experiments.  
A Metadynamics (MTD) simulation was carried out to explore the energetic 
barrier required just to open the KF-loop in each mutant for the comparative 
analysis with the Wt system. Metadynamics is used here in order to get the 
energetic cost which is required to keep the loop closed and to hold the 
K202-F207 pair instead of exploring the conformational space. For each 
system we carried out two different 2-dimensional MTD simulations to get 
the consensus estimate of the energetic barrier. Each system was run with 
two reaction coordinates: 
1)  The measure of root mean square deviation (RMSD) of the KF-
loop with respect to the equilibrated closed structure (rmsd from 
closed conformation) and Wt open structure (rmsd from open 
conformation).  
2) The measure of root mean square deviation (RMSD) of the KF-
loop (rmsd) and distance between K202 and F207 with respect to 
the equilibrated closed structure.  
 The first mutant study was carried out on residue 202 where Lys was 
mutated to Met to stabilize the interaction with F207 with a more favorable 
hydrophobic interaction (Tatko and Waters, 2004) between sidechain of Met 
and pi-ring of Phe207. This would rigidify the KF-loop, inactivating the 
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protein. At the same time, the loss of the salt-bridge switch mechanism 
should render the protein less sensitive to regulation by phosphorylation. 
 A 100ns MD simulation of this mutant form did not generate the 
open-loop structure. The average distance between Met side chain and the pi-
ring remains around 4.5Ǻ throughout the simulations. We used Metadynamic 
simulation method on the equilibrated structure of this mutant to obtain the 
energetic cost required to break the hydrophobic interaction and open the 
loop. As expected a higher penalty, nearly 6kcal/mol, compared to the Wt 
(4.5kcal/mol) was required for the breaking of interaction and open the loop. 
Experimental analysis has found that this mutant is 3 fold less active than the 
Wt (Figure 4.2.12). Phosphorylation of this mutant further decreases its 
activity, indicating that this is not the only mechanism involved in protein 
inactivation, but possibly the most important one.  
 To investigate whether the loop-open states are energetically 
disfavored than the loop-close state in the mutant K202M we calculated the 
average energy of the ensemble of structures for the closed and open states 
using molecular mechanics/Poisson-Boltzmann solvent accessible surface 
area (MM/PBSA). Since the unbiased MD of K202M (100ns) did not 
generate any open conformation, the collection of open conformations were 
taken from the final geometry of the Metadynamics run of K202M, which 
was further subjected to 50ns Molecular Dynamics simulation run. It is 
worthy of note that, while the closed state is only ~11kcal more stable than 
its open state in the Wt form, the energy gap increases to ~50kcal in the 
K202M mutant K202M (Table 4.2.4). We also investigated the same on the 
phosphorylated mutant i.e. on pSer39- K202M. The results (Table 4.2.4) 
again were very much in agreement with the analysis and hypothesis.  
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 The second mutation investigated is Phe → Ala in residue 207. This 
change was designed to forbid the hydrophobic interaction with K202, thus 
facilitating opening of the loop. The expected outcome was uncertain 
because the possible activation due to loop opening could be countered by a 
loss of affinity if the residue is involved in the capture of the substrate. 
However, we expected to see decreased response to phosphorylation of the 
mutant compared to Wt HDAC8.100ns molecular dynamics run of this 
mutant confirm the de-association of the loop from the deacetylase core of 
HDAC8 in the very beginning of each simulation. The experimental assay 
(Figure 4.2.12) shows that F202A is slightly less active than the Wt, 
suggesting a functional role of this residue other than regulation by 
phosphorylation. As noted before, this is not surprising because the residue is 
conserved in all Class I HDACs. Although the phosphorylated form of the 
mutant shows less activity than the non-phosphorylated form, the relative 
change is significantly lower than for the Wt form (22% vs 35%), confirming 
a role of this loop in regulation by phosphorylation. 
 
Residue ID Residue Mutation Reasons 
202 Lys Met 
To study the 
involvement of KF-loop 
in the deacetylase 
activity 207 Phe Ala 
233 Asp Ala To study the allosteric 
path on HFAC8. 
353 Arg Ala 
Table 4.2.3: list of mutants studied 
Table 4.2.3: list of mutants studied 
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Figure 4.2.12: Resultant Activity assay plot, once the results were normalized 
by western blot quantification and negative control was substracted. In blue: 
without PKA values, in red: with PKA values. Mean values (from left to right, 
without/with PKA): 0/0; 100.825 (97736, 103915) / 70.572 (69859, 71286) ; 
121.127 (120132, 122121) / 88.828 (86257, 91491) ; 145.665 (141585, 
149745) / 106.448 (104337, 108560) ; 95.487 (88491, 102484) / 76.602 
(69466, 83740) 
Figure 4.2.11: Structural alignment of different 3D structures of HDAC8 
from PDB (PDB Ids: 1T64, 1T67, 2V5W) reveals the hydrophobic 
stacking interactions exerted by F208 to hold the substrate and ligand  
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The third mutant investigated involves Asp233, which was replaced 
by Ala. Again, this mutant should facilitate the opening of the loop because 
the carboxylate of this residue forms a salt bridge with K202 in the closed 
conformation (Fig 4.2.6). Similarly, but in a more indirect manner, the 
mutation of Arg 353 to Ala should also facilitate loop opening. In this case, 
de-stabilization of the closed form should result from the loss of the D233-
R353 salt-bridge, which cooperates with the K202-D233 salt bridge to form a 
stable network of ionic hydrogen bonds in the closed conformation. Similar 
to F207A, the opening of the loop should result in increased activity, unless 
the mutated residues have other functional roles beyond the regulatory one. 
Like in all other mutations investigated here, they were expected to decrease 
the response to phosphorylation. 
100 ns of unbiased MD simulations did not afford the open conformation of 
the KF-loop, but Metadynamics runs predicted a barrier for the opening of 
the loop significantly lower than in the Wt form (2.5 vs. 4.5 kcal/mol). These 
results are in accord with the experimental results, which show an increase in 
deacetylase activity (Figure 4.2.12). Unexpectedly, phosphorylation reduced 
the activity in similar proportion to the Wt. Like in the case of K202M, we 
must conclude that opening of the KF-loop is an important, but not the only 
molecular mechanism to regulate enzymatic activity. 
 Table 4.2.4: Results of the mutational study on the assessment of the association of 
KF-loop in the deacetylase activity obtained from both computational and 
experimental activity assay (also can refer figure 4.2.12).   
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Note: The conclusions that we have drawn from this study has been 
included separately in the sub-section 5.2 of the conclusion chapter-5. 
Fig 4.2.13: Energetic cost required to break the interactions between K202-F207 
and obtain the barrier between the closed conformation and open conformation.  
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Chapter 5. Conclusions 
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5.1. Conformational Flexibility of Small Molecules 
This study represents the most ambitious effort to date to accurately 
calculate the conformational energy of ligands upon binding. We have used, 
not only the molecular mechanics force-fields typically used in computer-
aided drug design, but also the best quantum mechanical methods available, 
on a set of 92 diverse ligands. The main conclusions that can be extracted 
from the results presented in Chapter 4.1 of this thesis are: 
• A practical issue in calculating the energy of a bioactive conformation 
is how to perform a restrained minimization that allows the molecule 
to reach a geometry that is simultaneously relaxed and in agreement 
with the experimental data. While the optimal solution consists in 
coupling QM methods with crystallographic refinement software, we 
propose a much simpler scheme based on harmonic restraints. This is 
found to provide results in line with the more common flat-bottom 
restraints. Torsional restraints, on the other hand, are not 
recommended. 
• A computational protocol has been defined to ensure that the global 
energy conformation is found, making it possible to obtain a value of 
reference for the bioactive conformation, even at high QM levels. 
•  The most commonly used force-fields in computer-aided drug design 
(GAFF, MMFF & OPLS) have been evaluated. In all cases a large 
proportion of ligands are predicted to be strained by more than 5 
kcal/mol: 40% or more if GBSA is used to simulate the effect of 
solvation, 65% onwards if calculations are carried out in vacuo. 
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• Optimization with the hybrid DFT functional B3LYP/6-31G* and 
PCM solvation produces much more realistic values, with only 8% of 
ligands reaching strains of 5 kcal/mol. 
• Single-point calculations of the DFT-optimized geometries at the best 
level of theory to calculate conformational energies (MP2/aug-cc-
pVDZ) can be used to further increase the quality of the results, but 
lack of correlation between the respective potential energy surfaces 
makes interpretation of the results difficult. 
• On a subset of 41 ligands for which DFT and MP2 are highly 
correlated, we find that none of the ligands adopts conformations 
above 4kcal/mol. Setting an upper threshold for the bioactive 
conformations that, for the first time, is in line with logical estimates. 
Bioactive conformations overcoming this threshold are indicative of 
errors in the crystallographic refinement process. 
• The computational approach here described can be used to accurately 
determine the energy of bioactive conformations, which is useful in 
lead optimization. 
 
 
Our dataset can be used as a benchmark to evaluate less expensive 
computational approaches that, for instance, could be combined with 3D 
virtual screening methods (pharmacophoric searches, docking).  
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5.2 Allosterism in HDAC8 
With this study we have thoroughly investigated the dynamic behavior of 
the HDAC8. Unlike the previous studies, which concentrated more in 
exploring the cavity around the catalytic site (Vannini et al., 2004, Haider et 
al., 2011), we strive to understand the molecular mechanisms involved in 
regulation of its activity by phosphorylation at position S39. The following 
conclusions can be extracted from the results presented in Chapter 5 of this 
thesis: 
• Phosphorylation of HDAC8 has numerous structural consequences, 
both at the backbone and side-chain level, including domains I, II, IV 
and on the extended loop of domain IV (Fig 4.2.1) 
• The Kullback-Leibler divergence method (KL), in combination with 
the use of descriptors related to the conformational adaptation 
(dihedral angles and pair-wise residue interaction energies)is 
adequate to identify in an unsupervised manner the most significant 
changes. 
• Allosterism in HDAC8 involves multiple pathways and cannot be 
uniquely attributed to a sequential set of events.  
• The loop containing residues 202-212 (or the KF-loop, Fig 4.2.1) 
shows a preference for the closed conformation observed in the 
crystal structure when the protein is phosphorylated, but has a marked 
tendency to open in the non-phosphorylated form. 
• Loop opening exposes the aromatic residues F207 and F208 to 
solvent. The importance of the latter residue for substrate binding 
indicates that this conformational transition is functionally important. 
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We postulate that loop opening is necessary for recruitment of the 
substrate. 
• Loop opening is controlled by a conformational switch involving 
F207 and the ionic triad K202, D233 and R353. We postulate that 
these three residues act cooperatively, and in the absence of any of 
them, the network of charged hydrogen bonds breaks apart, resulting 
in repulsive interactions between the charged amino group of K202 
and the phenyl ring of F207, causing the loop to open. 
• Single-point mutations were designed to test the postulated 
mechanism, and the enzymatic activity of the proteins was in 
agreement with the expectations: 
o K202M precludes the repulsive interaction with F207, 
trapping the protein in an inactive (closed loop) form.  
o F207A makes the closed conformation unstable. Although this 
residue is located next to the binding site and conserved in 
Class I HDACs (i.e. necessary for non-phosphorylatable 
HDACs), the mutant remains active and becomes less 
sensitive to regulation by PKA. 
o D233A promotes loop opening and increases the enzymatic 
activity by ~20%. 
o R353A, the only non-conserved member of the ionic triad, 
also promotes loop opening and increases the enzymatic 
activity by ~40%. 
o With the partial exception of D233A, all mutants are still 
down-regulated by phosphorylation, indicating that opening of 
the KF-loop in only one of the mechanism of inactivation.  
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• MD simulations and KL-divergence analysis point to several other 
complementary mechanisms, such as: 
o Blockage of the internal cavity involved in release of the 
reaction product acetate. 
o Re-arrangement of Domains III and IV may lead to alteration 
in substrate or protein-protein interactions. 
o Increased rigidity of Domain II upon phosphorylation prevents 
substrate recognition.  
The structural insights provided by this study might assist in the design of 
subtype specific inhibitors, which till date is unavailable (Bieliauskas and 
Pflum, 2008). 
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