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Abstract
Answering complex questions involving multiple en-
tities and relations is a challenging task. Logically,
the answer to a complex question should be derived
by decomposing the complex question into multiple
simple sub-questions and then answering those sub-
questions. Existing work has followed this strategy but
has not attempted to optimize the order how those sub-
questions are answered. As a result, the sub-questions
are answered in an arbitrary order, leading to larger
search space and higher risk of missing an answer. In
this paper, we propose a novel reinforcement learning
(RL) approach to answering complex questions that can
learn a policy to dynamically decide which sub-question
should be answered at each state of reasoning. We lever-
age the expected value-variance criterion to enable the
learned policy to balance between the risk and utility of
answering a sub-question. Experiment results show that
the RL approach can substantially improve the optimal-
ity of ordering the sub-questions, leading to improved
accuracy of question answering. The proposed method
for learning to order sub-questions is general and can
thus be potentially combined with many existing ideas
for answering complex questions to enhance their per-
formance.
Introduction
Real-world questions can be complex, involving multiple
inter-related entities and relations, which we refer to as com-
plex questions. For example, “who writes Harry Potter” is a
simple question that only involves a single entity and a re-
lation, while “Which city is the filming location of the book
written by J.K.Rowling and held Olympics?” is a complex
question, which consists of multiple entities and relations.
How to automatically answer such complex questions is a
significant scientific challenge because it requires a system
to capture the dependencies between different components
of the questions and reason over them. As a result, most ex-
isting work on question answering can only handle simple
questions, which have very limited application value.
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
Recently, some recent work has attempted to tackle such
complex questions (Talmor and Berant 2018; Iyyer, Yih, and
Chang 2016; Min et al. 2019; Zhang et al. 2019), usually by
decomposing a complex question into a sequence of simple
questions and answering them based on a computation tree
derived from the original question that can capture the de-
pendency between sub-questions as shown in Figure 1.
Logically, answering a complex question would require
first decomposing the complex question into multiple sub-
questions and then deriving a final answer to the question
based on the answers to those sub-questions. In the exam-
ple shown in Figure 1, we could first attempt to answer the
sub-question “Which book was written by J.K.Rowling?”
to obtain “Harry Potter”, which then allows us to obtain a
second sub-question “Which city is the filming location of
Harry Potter?”. Note that there is a dependency of the sec-
ond sub-question on the first one since the second would not
be well-defined if we did not have the answer to the first.
Alternatively, however, we could have also attempted to first
answer the sub-question “Which city held Olympics?” be-
fore answering other sub-questions. In general, there may
be many different orders one can use to answer those sub-
questions; the more complex a question is, the more choices
we would have in ordering the sub-questions.
Does it matter which order to use for answering a com-
plex question? The answer is yes. The dependency relation
between sub-questions clearly requires an ordering of first
answering the independent sub-question before answering
a dependent sub-question. However, in addition to ordering
based on dependency, there are still many different ways to
order other sub-questions, and the order of answering those
sub-questions generally has a significant impact on both the
efficiency and the accuracy of question answering.
To see why, consider how a human would order those sub-
questions to answer the question shown in Figure 1. The
dependency relationship is captured by the child-parent re-
lation on the tree (a child question must be answered be-
fore its parent question can be answered). However, there
are still different ways to order the leaf nodes and the in-
termediate nodes on different subtrees. When ordering those
sub-questions, humans would consider not only the order of
dependency but also the difficulty of the sub-questions and
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Figure 1: Issues of solving sub-questions without an opti-
mized order.
the information each can provide for answering subsequent
sub-questions. Human would also tend to leverage connec-
tions between sub-questions.
For example, in Figure 1, given the query “Which city
is the filming location of the book written by J.K.Rowling
and held Olympics?”, there are two entities (“Olympics”
and “J.K.Rowling”) and three relations (“filming location”,
“city of”, and “written by”). Humans can decompose it into
several sub-questions and solve them in the following opti-
mal order: 1) first answer the sub-question “book written by
J.K.Rowling” to obtain “Harry Potter,” 2) then find “Harry
Potter is filmed at which cities,” and 3) finally, answer the
sub-question “Among these cities, which held Olympics?”.
This is an optimal order because in each step, the answer
to a sub-question is essentially unique, leading to a very
efficient inference chain to reach the answer without con-
sidering many other search paths along a sequence of sub-
questions.
Now let us consider the scenario of using a non-optimal
order. For example, if we first attempt to resolve “cities held
Olympics,” which is a very general question with many po-
tential answers (since many cities have held Olympics), we
would be “lost” here in the sense it would be hard to know
which of those cities we should further explore, or other-
wise, we would have to simultaneously try all those cities,
leading to an explosion of the search space. With limited re-
sources in practice, we may not even be able to reach the
answer at the end. Note that in this case, the order required
by dependency relationship has not been violated.
The example above shows clearly that the order does
matter and optimization of the order is crucial to answer-
ing complex questions. Thus an important research question
is: Can we use machine learning to learn an optimal order
of those sub-questions so that a question answering system
would be able to optimally process each sub-question to de-
rive the final answer? Existing work has not addressed this
research question and used only dependency-based partial
ordering, which, as shown in the example above, is far from
sufficient.
In this paper, we address this problem by proposing a
novel Reinforcement Learning (RL)-based approach to an-
swering complex questions that can learn an optimal policy
so as to intelligently choose the sub-question most promis-
ing at each step in answering a complex question. The de-
sign of the RL framework is inspired by the following obser-
vations of how humans solve this problem: Humans would
tend to pick up the answerable part of the complex queries
first, use the partially solved parts as guidance to the rest of
sub-questions, and finally narrow down the searching space
to reach the answer. We are interested in studying how to use
reinforcement learning (RL) to allow computers to learn this
problem-solving tactic automatically from training data.
Mastering such a problem-solving strategy requires the
machines to solve three synergistic challenges: (1) under-
stand the connections between sub-questions, (2) measure
the utility and risk of questions, and (3) balance between
utility and risk to dynamically decide which sub-question
to solve at which time in order to efficiently and effectively
solve the whole question.
To solve the first challenge, we map the sub-questions to
sub-graphs in knowledge graph and encode them with graph
convolution. This allows us to model the connections be-
tween sub-questions via multi-head attention (Vaswani et al.
2017). In this way, the model can leverage the graph struc-
ture of KB to learn connections and influences between sub-
questions. For the second challenge, we model the utility of
a sub-question via the correctness of the prediction and the
distances between answer nodes and sub-graphs. The risk
is measured in two aspects. One is the risk to enter error
states. We give a negative reward to discourage this situa-
tion. The other is the uncertainty of the decision, which we
capture by the variance of the returned reward. To tackle the
third challenge, we design the target function with expected-
value minus-variance criterion (Heger 1994). The balance
between utility and risk is automatically optimized with pol-
icy gradient . Also, the reward depends on correctly answer-
ing the whole question. The agent would learn to order each
sub-question safely to obtain the reward (Zambaldi et al.
2018).
With these strategies, the RL framework can learn an op-
timized order which can help strategically decide what sub-
question the model should attempt at certain states, with
its risk and utility in mind. Specifically, the framework
can learn to (1) avoid first answering risky uncertain sub-
questions, (2) prioritize sub-questions of high utility and
leverage their answer as guidance to help answer harder sub-
questions, (3) balance between (1) and (2) since the most
useful sub-question may not be the least risky one.
We evaluate the proposed RL framework on multiple data
sets and the experimental results show that it can effectively
learn to improve the ordering of sub-questions, leading to
improvement of accuracy. The proposed RL framework and
policy learning are general, and thus they can be combined
with many existing techniques for answering complex ques-
tions to enhance their performance.
Related Work
Our work is the first to study how to learn an optimal order of
answering sub-questions for answering complex questions.
Figure 2: General pipeline of our model. Every module can be easily replaced with more sophisticated ones.
The definition of complex question answering varies, but it
generally refers to answering questions that require thinking
processes more than keyword retrieval and extraction, like
multi-hop reasoning and external knowledge acquisition. In
this paper, we focus on studying questions that involve mul-
tiple entities and relations, which is close to the multi-hop
reasoning setting. Our definition is similar to that in Com-
plex Web Questions (Talmor and Berant 2018), where a
complex question can be decomposed into several simple
questions, whose dependency can be represented by a tree.
Question decomposition is one of the mainstream meth-
ods to answering complex questions (Talmor and Berant
2018; Iyyer, Yih, and Chang 2016; Min et al. 2019; Zhang et
al. 2019). (Talmor and Berant 2018) and (Min et al. 2019)
use Pointer Network (Vinyals, Fortunato, and Jaitly 2015)
to generate split points that separate the original complex
question into several spans, where each span is a simple
question. Dependency among sub-questions and logic oper-
ations like conjunction are jointly decided via seq2tree. We
adopt a similar divide-and-conquer process but focus mainly
on the order of conquering sub-questions. Also, they solve
each sub-question independently, without information from
the other parallel sub-questions and the whole question. Our
work shares some spirits of (Iyyer, Yih, and Chang 2016)
in that we both leverage the idea that simpler questions are
easier to predict for neural networks. But their method does
not optimize the order. They split the complex question into
sequential simple question via crowdsourcing and then solve
each sub-question to get the final answer via semantic pars-
ing. The work focuses mainly on semantic matching and
coreference resolution. (Zhang et al. 2019) splits the ques-
tion in the embedding space instead of conducting token
level splitting. The split questions are then translated into
structured SPARQL query via semantic parsing. However,
this method also suffers from error accumulation both in the
splitting stage and the semantic parsing stage, which could
be alleviated via a more intelligent planning on the decoding
process as we attempt to achieve in our work.
Our way of optimizing order of sub-questions is closely
related to risk sensitive decision making. Managing the
risk and value of a decision is broadly studied in the rein-
forcement learning community (Heger 1994; Neuneier and
Mihatsch 1998; Lin, Socher, and Xiong 2018; Geibel and
Wysotzki 2005). However, the idea is rarely explored in NLP
applications, like complex question answering and semantic
parsing which also make a sequence of decisions. The util-
ity is mainly related to the value concept in RL. The risk
can be categorized into two kinds. One is the inherent un-
certainty of nature. That is, even with the optimal policy,
the stochastic nature of the environment could still produce
unwanted outcomes. This kind of risk is usually measured
via the variance of the returned reward. The other kind of
risk is defined as the probability of visiting the error state.
This risk is usually modeled via a negative reward to penal-
ize entering an easy-to-fail state. We apply this idea in an-
swering complex questions via optimizing the order of an-
swer sub-questions. With the learned order, the agent avoids
risky states, namely answering harder questions too early,
but work on risky ones after more information is gained,
which could hopefully lower the risk.
Our work is closest to the work (Xiong, Hoang, and Wang
2017; Das et al. 2018; Godin, Kumar, and Mittal 2019),
which uses reinforcement learning to answer questions on
knowledge graph. These works mainly focus on handling the
incompleteness of KG via multi-hop reasoning. The multi-
hop reasoning is used to find a path formed by multiple re-
lations that is equivalent to a missing link in KG. For ex-
ample, given the question“ Who is Tom’s grandfather”. On
KG, Tom and his grandfather may not be connected via the
relation grandfather, namely, the link is missing. But the re-
lation father exists between Tom and Tom’s father, as well as
the father of Tom’s father. Following the father’s father path,
we actually find an alternative of the missing grandfather
link. In this way, the question can still be answered via the
inducted path. Our work makes novel contributions in learn-
ing to optimize the order of answering sub-questions via RL
and using knowledge graph structure to capture connections
among sub-questions, but our answering module is similar
to theirs. It is worth noting that in this work, we focused on
the learning of an optimal order, thus we used a relatively
simple answering module, which can be easily upgraded to
more sophisticated answering module without affecting the
learning mechanism of the ordering.
Problem Definition
In this section, we formally define our problem. We define
a complex question as a question containing multiple enti-
ties and relations while a simple question as one with only
one entity and one relation. A knowledge graph can be rep-
resented as G = {E ,R}, where E is the set of entities andR
is the set of relations. A KB fact, or triple, is stored as, (e1, r,
e2) ∈ G, where e1 is the source entity, e2 is the target entity,
r is the relation connecting e1 and e2.
In general, a natural language question can be parsed
to generate a structured question representation, including
a query set {e1, ..., en, r1, .., rm}, and a computation tree,
where ei and rj are an entity and relation mentioned in
the original complex question, respectively. The computa-
tion tree is defined in a similar way to that in Complex
Web Questions, where leaf nodes are strings corresponding
to sub-questions, and inner nodes are functions applied to
strings, e.g, answering function, conjunction operations, and
comparison operations. Note that there is no guarantee that
the answering function is perfect, thus causing error accu-
mulation when earlier answers are wrong. Also, the sibling
nodes (i.e., results of each sub-question) are actually not in-
dependent and can provide useful information to other sub-
questions.
Our goal is to (1) optimize the order of answering to al-
leviate the first issue, and also (2) help strategically collect
information according to utility and share the newly gained
information among sub-questions to assist answering harder
sub-questions.
We chose this form of input because it is a common output
that can be realistically generated by an NLP parser based
on the free text question and would allow us to focus on
studying how the ordering matters and how to optimize the
order.
Note that ∀i, ei ∈ E , but ∃i, rj /∈ R due the in-
completeness of KB (Xiong, Hoang, and Wang 2017;
Lin, Socher, and Xiong 2018). Each sub-question is defined
based on an entity ei in the original question and a set
of relations rj assigned to ei, namely Ri. Answering a
sub-question is completing an inference chain starting from
ei, (ei, ri1, eo1), (eo1, ri2, eo2)...(eo|Ri|−1, ri|Ri|, eo|Ri|),
where eot is the returned answer from previous step. We
allow sub-questions to have branches, namely the newly
picked r may not be assigned to the last inferred entity
but can be assigned to any inferred entities. Taking an
intersection ensures that the answer has an inference link
with every entity in the original question.
Figure 3: The pipeline of the ordering module
Reinforcement Learning Formulation
Given a complex query in the form e1, ..., en, r1, .., rm. We
first link each entity to the given KG. Each entity is used
as the initial point of each sub-graph. The question answer-
ing process can be viewed as a cooperated search among the
sub-graphs over G, which is formulated as a Markov Deci-
sion Process (MDP). The initial state of the MDP consists of
a set of sub-graphs, each corresponding to one distinct en-
tity in the original question, and the relations in the original
question. The agent can take an action to extend any of the
subgraphs with a relation connected with the subgraph (ac-
cording to KG) to extend the subgraph, causing the state to
be transitioned to another state which differs from the cur-
rent state mainly in the subgraph chosen to expand. How-
ever, as the action also involves the use of a relation r to
expand the subgraph, the relation part of the state is also up-
dated to reflect the fact that relation r has been “consumed”
by reducing its weight. We now describe the proposed RL
framework more formally, covering Action Space, States,
Reward Design, Target Function, and Policy Network.
Action Space
The action space can be written as:
At = {(es, rˆt, et)|es ∈ {gti}ni=1 (es, rˆt, et) ∈ G},
namely choosing a triple whose source entity es is in
the current state (sub-graphs). We have a self-loop action
for every node to indicate the answer. rˆt, etis outgoing edge
of es and the reached entity. Transition can be represented
as a probability matrix:
P (st+1 = s
′|st = s, at = a).
We describe how our proposed solution to (1)capturing con-
nections between sub-questions and (2)order sub-question
solving sequence, in the state representation and reward
design section.
States
To perform the cooperative search, we want the agent to not
only know the local observation of the sub-question, but also
the observation from other sub-questions. So we fuse the ob-
servations from all sub-questions according to relation be-
tween them to enable the agent make the best plan based on
the joint information. The state contains the aggregation of
all the sub-graphs and the query state:
st = [(h
′
t1;h
′
t2...;h
′
tn), (Rt)],
h′ti represents the sub-graph i at time step t, which is initial-
ized as the entity node mentioned in the question. Rt repre-
sents the state of the original query and is initialized as:
R0 = [r1, .., rm].
We discuss how to update them in the following sections.
Sub-graph Representation: For each sub-graph, we en-
code their information as a weighted sum of node embed-
ding conditioned on the query state. The weight of nodes
reflects how likely the node would be relevant to the cur-
rent step of reasoning, given the query state Rt. Assume a
sub-graph gti has k nodes,
gti = et1...etk,
at time step t. To capture the semantic and graph structure
information of the entities, we use ConvE (Dettmers et al.
2018) to encode them. Then at each time step t, we com-
pute an affinity matrix of the sub-graph and query to help
the model get the importance of each node w.r.t the query
state:
L = gti ∗Rt, where gti = et1...etk
ARt = softmax(L) ∈ Rk∗m,
hti = gti ∗ARt ∈ Rl∗k.
Here, we get the representation of sub-graph i as hti =
gti ∗ARt , whereARt is the attention weights across the sub-
graph for each relation in Rt. hti is the attention context of
gti in light of Rt. In this way, we get the representation of
an individual sub-graph. We then discuss how to aggregate
information from multiple sub-graphs based on their inter-
actions in next section. We then discuss how to update the
query as the reasoning process goes on.
Interaction between Sub-graphs: The solving of each
sub-questions are correlated to each other as the knowledge
about them are related someway on the KG. The knowledge
triple stored in KG is related to each other via graph struc-
ture and semantic clues. Understanding the clues between
knowledge and their relevance to the given question can
make reasoning more efficacious. Human brains can cap-
ture the connections via commonsense knowledge on sub-
questions and connect the dots efficiently with logic. How-
ever, it’s challenging for machines to induce relatedness be-
tween concepts. In our model, sub-questions are mapped to
sub-graphs of KB. But different sub-graphs in KB may not
be in the neighborhood of each other. This requires our sys-
tem to model non-local interactions. We model this interac-
tion as a message passing process. The relation between the
ith and jth sub-graph can be written as:
αmij =
exp(τ∗Wmq hi∗(Wmk hj)T )∑
e∈εi
exp(τ∗Wmq hi∗(Wmk he)T )
,
h
′
i = σ(Concat[
∑
j∈εi α
m
ijW
m
v hj ]),∀m ∈M .
Here, we adopt self-attention to capture the relations be-
tween different pairs of sub-graphs. m is the number of at-
tention heads we use. Wk,Wv,Wq are parameters of key,
value, and query that can be learned. In this way, we ag-
gregate the information from the sub-graphs so that each
sub-graph can grow itself with the knowledge of the other
sub-graphs. In a pathfinding scenario, the knowledge from
shared observation could help each agent find more efficient
“short cut” towards the answer since it has multiple view-
points from teammates now. The decision made is then con-
ditioned on the whole team. After the decision is made, we
need to update the query and graphs with the newly gained
information.
Query Reduction:
When humans conduct compositional reasoning, it’s intu-
itional to substitute the used entity and relation pair with the
newly inferred entity. For example, in the “Which city in UK
is the filming location of the book written by J.K.Rowling?”,
people won’t be interested in “J.K.Rowling” after they’ve in-
ferred “Harry Potter”. With this in intuition, each time a sub-
graph chooses an outgoing edge, rˆt from its neighborhood,
we update the sub-graph as well the query stateRt. The sub-
graph update itself by adding the newly arrived node while
Rt updates by decreasing the weights of relations relevant to
rˆt:
Rt = Rt−1 − γ ∗ rˆt.
γ is a matrix computing the similarity between rˆt and each
relation inRt−1. Since the sub-graph representation also de-
pends on Rt, we also implicitly lower the weights of the
nodes used previously by lowering the weights of relations
related to them. In this way, the model would be less vulner-
able to disturbance from the finished inference.
Final Representation: Then we can write state at
time step t as: st = [(h′t1;h
′
t2...;h
′
tn), (Rt)], where
(h′t1;h
′
t2; ...;h
′
tn) are the concatenation of the sub-
graphs. Rt is the query states. We also record Yt =
(et1, et2...etn)which are the last hit node for each sub-graph
till time step t.
Reward Design
We design the reward with two main principles. One princi-
ple is to encourage the agent to pick sub-questions with high
utility, namely to what level does its answer help makes the
prediction of the whole question correct. The other princi-
ple is avoiding the sub-questions that have a high risk of at-
tempting at the given state, namely how likely the prediction
made for a sub-question is wrong at the given state. The idea
is drawn from the expected value-variance criterion which
states that a good decision sequence should balance well be-
tween return value and the risk of getting the value.
Risk: We define the risk of decisions in two aspects. One
is the uncertainty of taking a sub-question, namely the vari-
ance of the return, the other being the likelihood of entering
error states. The first aspect can be calculated via the vari-
ance of the expected reward. The second aspect is learned
via assign a negative reward, -1, to the wrong prediction.
Policy gradient would then optimize the decision sequence
automatically given the target function.
In experimental analysis, we compute the risk of tak-
ing a sub-question as the probability of answering the sub-
question wrongly at a given state:
P (answer = negative|state = s, q = i) = P (a =
negative, q = i|state = s)/P (q = i|state = s).
Here P (a = negative, q = i|state = s) and P (q =
i|state = s) can be derived from the output of neural net-
work.
Utility: We measure the utility of a sub-question in two
ways. One is how it can help other sub-questions to cut
down search space. The other is whether it helps answer the
whole question. The later is easy, which is completing the
task successfully on termination. We assign +1 reward for
correctly predict the answer for the whole question. The for-
mer can be modeled as helping more sub-questions reach the
answer. So we encourage the case where more sub-graphs
reach the answer when the search terminates. Assume there
are z sub-graphs grow to the correct entity, the agent receives
R(sT ) = z ∗ 1+λ ∗ y, where y is the number of sub-graphs
interact correctly. To reduce variance, we subtract an average
cumulative discounted reward scaled by a hyperparameter.
Target Function
Combined with the later parts, we now write our target func-
tion as:
J(θ) = Eq∈Q[Eτ∼piθ [R(sT |q)]− k ∗ var(R(sT |q))],
where k is a small positive number, q is a query in the query
set Q, θ is the parameters of the policy network. We’ll dis-
cuss the policy network and optimization in next section.
Policy Network
We encode the search history pt as state action pairs via
LSTM (Hochreiter and Schmidhuber 1996):
p0 = LSTM(0, [R0, H0]), pt = LSTM(pt−1, at−1).
The policy network can be written as:
piθ(at|st) = σ(At ×
W2ReLU(W1[[h
′
t1; ...;h
′tn]; pt;Rt])),
where σ is the softmax function. It can be trained via
maximizing reward over all queries Q with the target
function mentioned above, which can be optimized via RE-
INFORCE (Williams 1992). Parameters of the network,θ,
can be updated with stochastic gradient:
∇J(θ) = ∇θ
∑T
t=1(R(sT |q) − k ∗
var(R(st|q)))log(piθ(at|st)).
Experiments
Datasets
We test our ideas on four datasets. Complex Web Question
(Talmor and Berant 2018) and three newly generated
datasets constructed from Countries (Trouillon et al. 2016),
FB15k (Toutanova et al. 2015), which is based on the
Freebase(Bollacker et al. 2008) knowledge graph and
WC-14 (Zhang, Winn, and Tomioka 2016). The newly
generated datasets are created in a similar way to that of
Complex Web Questions. The difference is that we only
generated conjunction questions.Question are shuffled and
divided into training set and test set. The datasets statistics
are summarized in Table 1. We report hit@1, hit@3, hit@10
for Countries, FB15k and WC-14 to test our model perfor-
mance. We report accuracy for Complex Web Question. For
Complex Web Questions, we show naive order-changing
and information sharing can bring significant improvement.
Testify the Order Matters
We testify our hypothesis of (1)order matters, (2)sub-
questions are dependent, on Complex Web Question. We
made two changes to their pipeline. The first is to priori-
tize sub-questions whose output has higher precision. The
Dataset Train Test
Countries 434 145
WC-C 803 327
FB15k 15000 5001
Complex Web Questions 27734 3475
Table 1: Datasets Summary
Countries WC-C FB15k
Attention Hidden
Layers
8 16 16
LSTM Hidden Lay-
ers
32 32 64
Table 2: Parameter Settings
other is to share information among sub-questions that are
input of a conjunction. When a sub-question finishes com-
putation, it will pass its result, which is a rank to its siblings.
The sub-question receiving message will rank the intersec-
tion elements higher in its list. This simple re-ordering and
information passing can bring around 2% on precision@1,
which proves the effect of better ordering and information
sharing.
Network Training
Training Setup. Our model constitutes three parts, a state
encoding network, a two-layer LSTM for tracking the an-
swered sub-questions and a policy network for selecting
actions. The state encoding network takes the current sub-
graph representation vectors and encodes them with multi-
head attention. The output will be concatenated with the
output of the LSTM and feed into a two-layer policy net-
work with a softmax layer at the end to output distribution
of the actions. The dimension of layers is different for dif-
ferent datasets. We trained our model on GTX 1080Ti. Table
3 shows the training time and iterations for each dataset.
Initialization. For Countries, we use one-hot to encode
the relation. For all other datasets, we used GloVe 300-
dimension pre-trained word embeddings. Nodes are embed-
ded with ConvE in all datasets.
Optimization. We trained our model using policy gradient
with Adam Optimizer. We also adopt the additive control
variate baseline described in (Das et al. 2018).
Performance
In this section, we show the overall performance of our
model on the Countries, FB15k, and WC-14. One thing to
notice is that our proposed model is mainly intended to learn
an optimized order instead of designing a new sophisticated
question answering model. As shown in Figure 2, the order-
Countries WC-C FB15k
Time(hours) 1 <1 15
Iterations 800 10 30
Table 3: Training time and iterations
Models
Countries WC-C FB-15k
Hits@1 Hits@3 Hits@10 Hits@1 Hits@3 Hits@10 Hits@1 Hits@3 Hits@10
Ours 0.551 0.621 0.717 0.566 0.608 0.663 0.210 0.255 0.389
(Das et al. 2018) 0.481 0.523 0.631 0.421 0.523 0.619 0.184 0.237 0.267
(Lin et al. 2018) 0.495 0.561 0.667 0.439 0.542 0.639 0.190 0.241 0.284
Table 4: Overall Performance
ing module and answering module can be conceptually sepa-
rated. To make a fair comparison, we choose models that use
similar answering modules to us. We use MINERVA (Das et
al. 2018) and reward shaping (Lin, Socher, and Xiong 2018)
as baselines of our model. During experiments, the baselines
have access to the computation tree derived from the ques-
tion, namely, they won’t attempt sub-question whose depen-
dency is not satisfied. Under this constraint, their computa-
tion order is random. We summarized the performance in
Table 4. The best score for each dataset is highlighted.
Analysis
In this section, we analyze why the performance improves
with a better order and why our model learns a good order.
Why order matters. We analyze the error rate of our
models and baselines made at each step of reasoning. As
shown in Figure 4, the error rate of our model increases
with the step, indicating the model chooses less risky ones
at start. Also, the error rate of our model is lower than the
baselines at the first two step. For the last step, our model
has a slightly higher error rate. It’s probably due to the
fact that during implementation, our model doesn’t fully
separate the ordering and answering module. The network
has to both learn the select a promising sub-question
and learn to solve the sub-question with the same set of
parameters. Therefore, even the model attempts the right
question, it could still fail due to the fact that the parameters
may not be optimized for the answering task.
Figure 4: Error rate at each step.
Figure 5: Error rate at each step
Figure 6: Entropy loss of solving each sub-question through
iterations
Figure 7: Entropy ratio through iterations
Let H(si) denotes the the entropy of the answer dis-
tribution output by the policy network at a given step i.
The first graph shows H(qi) for each step of the reason-
ing during the training time. Notice that H(s) are evalu-
ated on the test set. We can see from graph 1 that H(s1) ¿
H(s2) ¿ H(s3) which shows that answering a question at a
step helps reducing the uncertainty for answering the next
question. We can also see from graph 2 and graph 3 that
(H(s1) − H(s2))/(H(s2) − H(s3)) are increasing. This
shows that our model are learned to answer the question that
has a larger utility first.
Why our model learns a good order. We analyze the re-
lation between the sub-question selection and their corre-
sponding utility and risk at each step. As we can see in Fig-
ure 4 and 5, the most risky sub-question becomes less risky
after the completion of the other two sub-questions. Also,
the model chooses the least risky sub-question first instead
of the choosing sub-questions with a higher chance to fail.
The utility can be seen from the entropy decreases ratio. Our
model answers the question that cause larger decrease in en-
tropy, indicating better clarification effects.
Figure 8: Risk of choice at each step through iterations
Figure 9: Risk of each sub-question through iterations
Conclusions and Future Work
In this work, we studied how to optimize the order of an-
swering a sequence of sub-questions decomposed from a
complex question and proposed a novel RL framework to
learn the optimized order of answering sub-questions. To
achieve this goal, we propose a novel state representation
that captures interactions between sub-questions via lever-
aging graph structure of KG and multi-head attention. We
also introduce the concepts of risk and utility and incorpo-
rate them into the target function. Experimental results show
that the proposed RL framework is effective for improving
the order of answering sub-questions, leading to improve-
ment of accuracy.
Though we have shown our model can learn ordering that
helps complex question answering, there is still much room
to further extend or generalize the method, opening up many
interesting directions for future research. First, our model is
currently limited to knowledge graph settings and has re-
strictions on the input form; the requirement can be relaxed
via incorporating more complex extraction modules and an-
swering modules. Second, the learning mechanism for op-
timizing the order is general and can not only be combined
with other techniques for answering complex questions, but
also be further generalized for optimizing machine read-
ing comprehension and semantic parsing. Indeed, semantic
parsing usually adopts seq2tree, which generates code from
root to leaf. The children predictions are conditioned to their
parents’ predictions. This generation procedure is also prone
to error accumulation from root level predictions. The pro-
posed RL framework can potentially be used to optimize the
decoding order and improve performance across many mod-
els.
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