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Abstract
In this thesis, e¢ cient methods are presented to calibrate large or small aperture
array systems containing di¤erent types of uncertainties. Specically the chal-
lenge of reducing the number of external sources required to calibrate an array
is addressed and array calibration methods suitable for use when sources may be
operating in the "near-far" eld of the array are developed. Together, this can
ease the overheads involved in calibrating and recalibrating an array system.
In addition to presenting novel array calibration algorithms, this thesis also
presents a novel transformation allowing a planar array to be expressed as a
virtual uniform linear array of a much larger number of elements. This allows the
array manifold of a planar array, which in general consists of non-hyperhelical
curves, to be expressed using a number of hyperhelices which each correspond to
the array manifold of a linear array. This hyperhelical structure has the potential
to ease calibration overheads as well as having many other potential applications
in array processing.
This thesis presents novel pilot and auto array calibration schemes for esti-
mating di¤erent types of array uncertainties. A novel pilot calibration algorithm
is proposed whereby a single source transmitting from a known location (i.e. a
pilot) at two carrier frequencies is used to estimate geometrical uncertainties in
a planar array. This is achieved by exploiting the frequency dependence on the
boundary between the "near-far" and "far" eld of the array. In addition, an
auto-calibration method is presented which doesnt require any external sources
to estimate array uncertainties. Here, geometrical, complex gain and local oscil-
lator (i.e. frequency and phase) uncertainties associated with the array elements
are considered. In this approach, array elements transmit in turn to the others
which operate as an array receiver. Large and small array apertures are investi-
gated. Throughout the thesis, extensive computer simulations are presented to
analyse the performance of the algorithms developed.
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Chapter 1
Introduction
An array system is dened as a collection of sensors which are distributed in 3
dimensional real space with a common reference point. Array signal processing
is concerned with the exploitation of this spatial diversity to solve three main
problems. These are namely signal detection, source parameter estimation and
signal reception (i.e. beamforming) which are all employed in a wide variety of
military and civilian applications in both RF and acoustic environments. Exam-
ples include Towed Arrays [1], Multiple Input Multiple Output (MIMO) Radar
[2], Mobile Communications [3] and Arrayed Wireless Sensor Networks [4].
One of the most important concepts in array signal processing is that of the
array manifold vector which represents the array response obeying a plane [5] or
spherical [6] wave propagation model. However, if parameters associated with
the array sensors in this model are imprecisely known (i.e. the array contains
uncertainties) then this will lead to a rapid degradation in the detection, res-
olution and estimation capabilities of the array system [7], [8] and its overall
performance. Array uncertainties can broadly be split into geometrical and elec-
trical uncertainties. Geometrical uncertainties arise due to the location of the
array elements being imprecisely known. Electrical uncertainties arise as a result
of the electronics of the array system, for instance, due to an imprecisely known
gain, phase or frequency associated with the array elements. Note that gain and
phase uncertainties may be jointly referred to as complex gain uncertainties. Ad-
ditional electrical uncertainties include mutual coupling e¤ects which arise due
to the re-radiation of some of the signal energy received by the array elements.
Array uncertainties may arise over time for example due to the ageing of the
sensors or environmental conditions. Complex gain uncertainties are typically
considered to be direction-independent uncertainties (although nominal antenna
1
1. Introduction 2
gain may be directional). This implies that these uncertainties will degrade an
array receiver to the same extent independent of source direction. In contrast,
geometrical uncertainties are direction-dependant uncertainties and so degrade
the array as a function of the source direction. This makes geometrical (array
shape) uncertainties more di¢ cult and hence costly to estimate.
Superresolution array processing algorithms (e.g. MUSIC [9], ESPRIT [10]
or beamforming [11]) provide a detection, resolution and estimation performance
which increases asymptotically as a function of Signal-to-Noise Ratio (SNR) and
number of snapshots (L). However, these algorithms are particularly sensitive
to array uncertainties [12], [13]. To illustrate the e¤ect of uncertainties on this
class of algorithms, consider that the geometrical and electrical uncertainties are
imposed upon a Uniform Circular Array (UCA) of N = 7 omnidirectional sen-
sors with half wavelength intersensor spacing. Here, uncertainties in the sensor
locations are given in Cartesian coordinates by
erx; ery; erz and complex gain un-
certainties are given by eg where (e) denotes an array uncertainty parameter. In
this example, the directions of three uncorrelated 2:45GHz sources operating in
the "far" eld of the array at (azimuth,elevation) directions (30; 0), (35; 0)
and (120; 0) are estimated (i.e. parameter estimation) using the MUSIC al-
gorithm [9] with and without assuming the array uncertainties are known. The
resulting MUSIC spectrum under L = 1000 snapshots is given in Figure 1.1 for
SNR=20dB under the uncertainties which are also shown in the gure.
It is clear that even in the presence of the small array uncertainties used here,
a large reduction in the estimation and resolution performance of the MUSIC
algorithm occurs. Similar e¤ects can be observed with other parameter estima-
tion algorithms as well as when designing beamformers if array uncertainties are
introduced. Hence, in general, array processing algorithms have the potential
to be very powerful but at the same time are sensitive to uncertainties. A well
calibrated array is therefore crucial in allowing its capabilities to be realised.
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Figure 1.1: E¤ect of array uncertainties of an N = 7 element UCA on the MUSIC
algorithm (L = 1000 snapshots, SNR=20dB).
1.1 Current State of the Art in Array Calibra-
tion
In general, a parametric model is used in array processing to characterise the
response of a source on the array. Array calibration is concerned with estimating
any uncertainties associated with the parameters in this model. Array interpola-
tion avoids the need for a parametric model at the expense of requiring a large
number of pilot sources (i.e. sources at known locations) over the full eld of view.
The array interpolation approach can be seen as constructing a transformation
matrix from the estimated to the observed array response or visa versa. The so
called estimated array response is arbitrary hence a more desirable array model
can be chosen. This provides the concept of a virtual array geometry. A common
mapping is to an isotropic virtual-ULA using various approaches to link the real
and virtual arrays. This is because the ULA has a well understood array manifold
and allows algorithms suited for the specic ULA structure such as root-MUSIC
to be applied to a planar array to increase performance and decrease computa-
tion. In 1992, Friedlander devised a linear interpolation method from an arbitrary
planar array to a virtual array also of arbitrary geometry using a direction depen-
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dant transformation matrix. The author then showed how a planar array could
be transformed into a virtual-ULA using these methods to allow root-MUSIC
[14] and in another paper spatial smoothing [15] to be performed using existing
algorithms devised only for ULAs. In this linear interpolation method, Friedlan-
der splits the array into small sectors and a direction dependant transformation
matrix is estimated for each sector using a series of pilot signals lying within the
sector. The transformation matrix is constructed in each case to minimise the
least squares error between the actual and interpolated array response for a source
at any position within the sector. The transformation matrix estimates are then
combined using linear interpolation methods to provide an approximately global
transformation matrix independent of DOA. However, this combination is clearly
ine¢ cient since the transformation matrix for each sector will be dependant on
the properties of the array manifold which will vary signicantly between as well
as within sectors (i.e. is direction dependant). Hence, combination will cause
leakage of the modelling errors into other sectors of the array. Furthermore, it
requires a densely populated calibration grid over the full eld of view of the
array. Various authors have attempted to overcome this problem by introducing
parameters into the construction of the transformation leaning towards array cal-
ibration. Examples of other array interpolation approaches can be found in [16],
[17], [18], [19], [20], [21].
Array calibration is essential if a parametric signal model is used for array
processing. This models the parameters of the source (i.e. its location and fre-
quency) and the parameters of the array (i.e. its geometry and electrical charac-
teristics - including any associated uncertainties). In the literature there are four
main parametric calibration approaches based on collecting data from an array.
These are,
 Pilot Calibration
 Self-Calibration
 Adaptive Based Calibration Techniques
 Active Array Calibration
This thesis will be concerned with parametric based array calibration.
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1.1.1 Pilot Calibration
In pilot calibration, sources with known parameters (i.e. known location/direction)
are used to estimate the array uncertainties analytically by exploiting the math-
ematical model of the array response and solving a set of linear equations. For
example, in [22], [23] and [24], three or more far eld pilot sources are used to
estimate complex gain, mutual coupling e¤ects and geometrical uncertainties.
Furthermore, in [25] it is shown how a single moving pilot operating in the far
eld of the array with a known radial velocity can be used to estimate the array
shape. In each case, a minimum of three distinct pilot locations are required to
estimate 3D geometrical uncertainties and one extra is required if complex gain
uncertainties must also be estimated. Only one pilot location is required for es-
timating complex gain uncertainties alone. In [26] and [27], Leshem et.al. and
Mengot et.al. propose di¤erent pilot based calibration approaches for use in a
multipath channel. In [28], an acoustic array calibration method based on time
di¤erence of arrival is proposed where only an approximate position of sources
are required. This provides a pilot based approach which may be more feasible
in practical applications. However, it is well known that time di¤erence of arrival
methods su¤er from bandwidth limitations and multipath e¤ects limiting the
impact of this contribution. Pilot based calibration methods tend to be highly
accurate but are based on the assumption that the locations/directions of pilot
sources are known. This may be undesirable or impractical outside a controlled
environment making these approaches to array calibration unsuitable in certain
situations. Some other pilot based calibration algorithms are presented in [29],
[30], [31], [32], [33], [34] and [35].
If errors in the locations of a pilot exist then this will result in a large degra-
dation in the performance of these methods. For example, consider an N = 7
sensor Uniform Circular Array (UCA) undergoing complex gain uncertainties at
each sensor as described in Table 1.1 (split into amplitude and phase components).
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Table 1.1: Nominal and Actual Complex Gain of an N = 7 element UCA
Nominal Magnitude Nominal Phase Actual Magnitude Actual Phase
1 0 1 0
1 0 0.9043 0.2349
1 0 1.1293 -4.3316
1 0 1.0441 -0.5099
1 0 1.1281 -11.5107
1 0 0.9502 6.2109
1 0 0.8881 -5.6207
Employing Fistas and Manikas Global Pilot Calibration Algorithm [22] to
estimate the complex gain uncertainties using a single source thought to be placed
at (60; 0) in the far-eld of the array but actually placed at (61:153; 0:47),
estimates for complex gain of each sensor are obtained and presented in Table
1.2.
Table 1.2: Complex Gain Estimates of an N = 7 element UCA with and without
Pilot Source Pointing Error
Actual Without Pointing Error With Pointing Error
Magnitude Phase Magnitude Phase Magnitude Phase
1 0 1 0 1 0
0.9043 0.2349 0.9043 0.2349 0.9043 -2.7330
1.1293 -4.3316 1.1293 -4.3316 1.1293 -10.777
1.0441 -0.5099 1.0441 -0.5099 1.0441 -8.3136
1.1281 -11.5107 1.1281 -11.5107 1.1281 -17.5382
0.9502 6.2109 0.9502 6.2109 0.9502 3.7528
0.8881 -5.6207 0.8881 -5.6207 0.8881 -5.3915
Hence, it is clear that small errors in the location of the pilot source have huge
e¤ect on the estimation of the complex gain uncertainties. A similar analysis can
be performed when sensor location uncertainties are present resulting in the same
detrimental e¤ects.
1.1.2 Self-Calibration
In contrast to pilot based methods, in self calibration, the array uncertainties
and source parameters (i.e. location/direction) are estimated simultaneously. In
this case there are many more unknowns than equations and hence a cost func-
tion is typically optimized to solve this problem. In general, self-calibration cost
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functions are highly nonlinear making traditional gradient based optimization
approaches unsuitable. The use of a cost function leads to an approach which
may be prone to divergence or have a large convergence time. In [36] and [37],
Rockah and Schultheiss provide an initial analysis of the self-calibration problem
by deriving Cramer-Rao bounds on the achievable calibration accuracies in the
presence of geometrical array uncertainties. This is done in the case that cali-
bration sources are separated in the time or frequency domain and located in the
near-far or far eld of the array at unknown locations. Paulraj and Kailath in [10]
proposed a self-calibration algorithm for Uniform Linear Arrays (ULAs) based
on exploiting the Toeplitz properties existing in the received covariance matrix
to estimate complex gain uncertainties. This is achieved without needing to solve
a cost function but is unsuitable in the presence of geometrical uncertainties or
non-linear arrays which limits its use in practice.
In [38] and [39], Weiss and Friedlander proposed objective cost functions to es-
timate geometrical array uncertainties based on the Conditional Maximum Like-
lihood (CML) and the MUSIC cost function respectively. In both of these contri-
butions, a cost function is constructed using a rst order Taylor approximation
of the manifold vector and hence the approach is only suitable under small sensor
uncertainties. Furthermore, both approaches converge slowly. Each of the cost
functions proposed provide many local maxima. Imposing a small uncertainty
bound (i.e. assuming that an initial estimate of the unknowns is provided with a
good degree of accuracy) encourages the solution to fall within the global maxima
instead of local ones. The presence of these local maxima are illustrated in Figure
1.2 as an example under a reduced maximum likelihood cost function. This result
is for the case of a UCA of N = 7 sensors in known locations where two sources
located at 1 = 12 and 2 = 140 under zero mean Additive White Gaussian
Noise (AWGN) with SNR = 0dB.
Needing to assume good initial estimates of the unknowns limits the useful-
ness of this type of algorithm. In [40], Flanagan and Bell demonstrate a Self
Calibration algorithm to allow the removal of the small perturbation approxi-
mation. This is done by combining a series of existing methods including Fistas
and ManikasGlobal Pilot Calibration algorithm, Weissand Friedlanders Eigen-
structure Self Calibration algorithm and Vibergs and Swindlehursts MAP Noise
Subspace Fitting method presented in [41]. It begins by estimating the array
manifold vectors of the sources of opportunity using the PROS algorithm de-
tailed in [42]. It then estimates sensor locations using the Fistas and Manikas
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Figure 1.2: Maximum Likelihood spectrum for a UCA of N = 7 sensors with
sources at 1 = 12 and 2 = 140 (SNR = 0dB).
Global Pilot Calibration algorithm. Next it re-estimates the DOAs using Viberg
and Swindlehursts MAP Noise Subspace Fitting method. This scheme then it-
erates to provide coarse sensor location calibration which allows the Weiss and
Friedlander Self Calibration method to then be used under a small perturbation
approximation. Flanagan and Bell improve their algorithm in [43] by making it
more robust when sources of opportunity are close together. Note however that
this approach requires two iteration loops making it extremely computationally
intensive.
Iterative Self Calibration methods used to nd the global maxima have large
computational complexity. In [44], Chung and Wan propose a method o¤ering
faster convergence to improve computational e¢ ciency by modifying Weiss and
Friedlanders Maximum Likelihood approach using the SAGE algorithm [45].
In addition to these approaches, in [30], Fuhrman developed a maximum like-
lihood approach for estimating complex gain uncertainties using point or di¤used
sources. Furthermore, Wijnholds and van der Veen develop a self-calibration ap-
proach in [46] which estimates the gain of direction dependant sensors in an array
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using the Weighted Subspace Fitting (WSF) algorithm. Additional approaches
to self-calibration can be found in [47], [48], [49] and [50].
The main factors in the development of a self calibration algorithm are:
 Choice of Cost Function
 Choice of Optimisation Procedure
Recently, biology inspired optimisation procedures have found great use in sig-
nal processing. These techniques are based on optimisation procedures observed
in nature and appear to o¤er a much improved performance over traditional ap-
proaches using gradient based methods as shown in [51]. Since they use methods
independent of the solution being solved and dont rely on the gradient of the
problem function they can be used to solve problems which arent continuous,
are noisy and change over time. Self calibration using a maximum likelihood cost
function has been successfully applied using the Genetic Algorithm (GA) in [52]
which is based on the optimal coding of a population of strings (e.g. chromo-
somes) and also Particle Swarm Optimisation (PSO) in [51] which is based on
the swarming of bees. Some other self-calibration algorithms are given in [50],
[53].
1.1.3 Adaptive Array Calibration
Several algorithms have been developed based on adaptive methods of estimat-
ing and compensating for array uncertainties. In [54] and [55], Ratnarajah and
Manikas developed a novel method for direction dependant calibration using a
state space model to dene the system and its uncertainties and then the notion
of a H1 adaptive ltering feedback loop to suppress them. Several authors have
attempted to solve the calibration problem using similar methods such as H2
adaptive ltering in [56] and Kalman Filtering in [57]. In [58], Mir and Keller
compare the Ratnarajah and Manikas H1 algorithm to a direction dependant
calibration method based on eigenstructure methods presented by Flieller et. al.
in [59]. The comparison suggests that the H1 approach o¤ers better performance
than Fliellers eigenstructure method under low numbers of snapshots and low
SNR but tends to perform worse at higher SNR. An approach to array calibration
based on constructing a neural network is presented in [60].
1. Introduction 10
1.1.4 Active Array Calibration
The calibration literature presented so far in this section is applicable to active
or passive arrays of sensors. In addition to this, several algorithms have been de-
veloped which are only suitable for active arrays. Here, the transmit capabilities
of the array elements are exploited to estimate array uncertainties. In [61], Stove
proposes the use of radar returns from sources of opportunities to calibrate an
active array against gain and phase uncertainties. Furthermore, in [62], Hampson
and Smolders propose a technique based on the fast Fourier transform to calibrate
groups of active antenna elements rapidly against gain and phase uncertainties.
Additionally, in [63], Agrawal and Jablon propose a technique to estimate the
mutual coupling e¤ects between active array elements by employing passive ar-
ray elements dedicated to calibration. Finally, in [64], Salas-Natera et.al. propose
a method to estimate mutual coupling e¤ects and gain and phase uncertainties
for an active array. An active array model is formulated and an approach based
on studying the array pattern associated with the active array elements is de-
rived. The practical performance of the proposed approach is also investigated
using hardware. It is signicant to note that none of these approaches consider
geometrical array uncertainties.
1.2 Challenges in Array Calibration
There are a number of problems that arent fully addressed in the array calibration
literature. The following challenges have been identied in the area of Array
Calibration:
1. Array Auto-Calibration
2. Automatic Detection of Array Uncertainties
3. Sub-Array Calibration
4. Array Calibration in the Presence of Multipath
5. Large Aperture Array Calibration
6. Array Calibration of Sensor Faults
7. Flexible Array Calibration
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These points will now be discussed and e¤orts in the literature to tackle these
problems will be presented. Gaps in the literature where no such solution exists
will also be highlighted.
1. Auto-Calibration
Both pilot and self calibration algorithms require external sources in order
to estimate array uncertainties. In pilot based algorithms these sources must
be at known locations. This is impractical in many cases. Self calibration is
generally based on iterative methods which are computationally intense and
prone to divergence. In each case, without signal sources, the array cant
be calibrated or re-calibrated. This may become problematic if for example
the array needs calibrating to be ready for use as soon as sources of interest
appear, but it is in a hard to reach area. As a result, it is desirable to
develop a calibration algorithm which doesnt require external sources.
2. Automatic Detection of Uncertainties
Array uncertainties may arise slowly over time. It is desirable to be able to
automatically detect these changes whilst the system is in an online state to
know when re-calibration is required. An approach similar to the autode-
tection of sensor faults could be employed such as the techniques presented
in [65]. An alternative approach could be to detect and compensate for
uncertainties within one process as demonstrated for sensor faults in wire-
less sensor networks in [66]. A set of suitable rules and modes should be
developed to determine what constitutes an uncalibrated element.
3. Sub-Array Calibration
Practical arrays often consist of a large number of sensors. However, the
computational complexity and e¢ ciency of the calibration problem is pro-
portional to the number of sensors in the array. In reality it is likely that
only a small number of sensors will require recalibration at a given instant
of time. Hence, it is desirable to perform selective array calibration on these
elements only. Array uncertainties may be better estimated under certain
array geometries. Moreover, Alexiou and Manikas show in [67] that not all
sensor uncertainties in the system model have a large detrimental e¤ect on
system performance. This implies that not all sensors with uncertainties
may be worth recalibrating. Sets of rules must be created to pick a number
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of specic sensors for recalibration which will provide the best overall im-
provement in array performance in trade o¤with computational complexity.
This leads to the questions of:
 Is there an e¢ cient method to perform Sub-Array calibration without
sacricing performance?
 Are there some geometries better for estimating and overcoming array
uncertainties than others?
 Can a set of rules be developed to identify the important elements to
calibrate in an arbitrary array geometry?
4. Calibration in the Presence of Multipath
In hostile environments, multipath e¤ects may occur in the wireless channel.
This will cause multiple signal copies to reach the array with a DOA and
complex reection coe¢ cient which is indeterminate and dependant upon
the time varying system environment. This will cause most of the calibra-
tion algorithms discussed in the literature to fail. Leshem and Wax have
developed an algorithm to take advantage of the di¤erent paths to allow
uncertainties to be estimated using fewer calibration sources than would
normally be needed in [26]. This is desirable in sparse source environments.
In [27], Mengot and Manikas developed a calibration algorithm exploit-
ing multipath using the code diversity properties found in CDMA systems.
Pre-processors should be designed to allow other calibration approaches to
function in the presence of multipath also. In [68], Bu-hong devises a cost
function to calibrate against gain and phase uncertainties using sources of
opportunity operating in a multipath channel. Here, the genetic algorithm
[69] is utilised.
5. Large Aperture Array Calibration
If a source operates close to the array the plane wave propagation model is
no longer valid. Instead, a spherical wave propagation model must be used.
In [6], it is shown how the array manifold vector must be modied to account
for this. When a system is in operation, it is desirable to be able to use any
source detected for calibration without a constraint on its distance from the
array. Hence, it is desirable to extend the calibration framework to include
di¤erent combinations of sources both close and far away from the array.
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He, Wang and Saillard make an initial attempt at near-far eld calibration
using interpolation techniques in [70]. In addition, some large aperture
array calibration methods using microphone arrays have been presented in
[71] and [72]. This technique may be particularly useful in wireless sensor
networks where large numbers of sensors may be distributed over a large
area at unknown locations [73],[74].
6. Calibration of Sensor Faults
Sensor faults will introduce a system performance degradation similar to
array uncertainties. It is desirable to investigate how di¤erent types of
practical sensor fault a¤ect the performance of the array system. Faults
must be automatically detected, analysed and compensated for while the
system is in an online state in the same way as array uncertainties. In [67],
Alexiou and Manikas show that certain array elements are more robust to
sensor failure than others. This analysis should be repeated for specic,
common sensor faults. Research should focus more on the partial sensor
fault problem, building on advances made by Sharma et. al. and Ni et. al.
that provide methods to classify common di¤erent types of faults [65], [75],
[76].
7. Flexible Array Signal Processing
The algorithms assumed so far assume that sensors remain at xed locations
within an observation interval. However, this may not be the case. An array
which exhibits these properties is known as a exible array. Two categories
of movement can be identied:
 Sensors change position in an arbitrary but known way (e.g. In Un-
manned Ariel Vehicles (UAVs) where each vehicle has its own propul-
sion system)
 Sensors change position in an unpredictable and immeasurable way
(e.g. In UAVs undergoing yaw and pitch oscillations)
In both cases the array manifold becomes a function of time. It is thought
that exible array signal processing will introduce more degrees of freedom
and hence allow an improved performance over static methods. Little lit-
erature exists regarding exible arrays. In [77], Sheinvald et. al. propose
a computationally e¢ cient method that approximates the performance of
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the maximum likelihood estimator to localise multiple sources under ex-
ible arrays. An array shape estimation algorithm is also proposed in [78]
by employing pilot calibration techniques. In [79] it is shown that exi-
ble arrays are more robust to ambiguities and avoiding correlation between
sources. A DOA estimation eigenstructure method for exible arrays is
proposed in [80]. In [81], an analysis of second order statistics of snapshots
with regards to di¤erent array geometries is undertaken. This may form
the fundamentals of an approach to tracking the array geometry. However,
all these techniques assume the rst type of motion of exible arrays men-
tioned in the narrowband case under stationary AWGN. It is desirable to
develop a framework to robustly described the time varying nature of the
two types of exible array system using array shape estimation techniques
and then design a blind or semi blind super-resolution algorithm to resolve
multiple targets. Furthermore, opportunistic beamforming techniques that
take advantage of the instantaneous unknown movement to improve target
detection, localisation and tracking should be developed. One common type
of exible array is a towed array. Here, in general, an array of hydrophones
mounted on a long exible line is pulled through water in approximately a
straight line. A large amount of research in this area is related to localisa-
tion in the presence of array shape uncertainties as the line gets deformed
due to water currents and other forces acting upon it. Some examples of
this work can be found in [35], [82] and [83].
Work in this thesis will focus on the array auto-calibration and large aperture
array calibration aspects of these challenges.
1.3 Thesis Scope and Organisation
The aim of this thesis is to present and analyse the performance of novel methods
to calibrate an array of sensors which contain di¤erent types of array uncertainties
for small and large aperture arrays. These uncertainties include gain and phase
associated with the array elements and sensor location uncertainties. In addition,
local oscillator uncertainties will be considered for the special case where the
array has a large aperture and so deploys an independent local oscillator at each
array element. A particular focus will be given to auto-calibration approaches
which dont require any sources to estimate the array uncertainties, removing any
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external overheads involved in calibrating the array system. The performance of
the algorithms presented will be measured via computer simulation studies. The
remainder of this thesis is organised in to six chapters.
In Chapter 2, the array processing signal models will be derived based on
plane and spherical wave propagation. Array uncertainties will then be introduced
in to this model and the e¤ects these have on an array system will be analysed.
Following this, the concept of rotating the array reference point will be introduced
which will be used directly in other chapters of this thesis.
Following this, in Chapter 3, a virtual Uniform Linear Array (ULA) modelling
of a planar array will be presented. It will be shown how this allows any planar
array to be represented as a ULA with a much larger number of array elements.
This has a number of potential applications, including array calibration, which
will be investigated within this chapter.
In Chapter 4, a novel calibration approach will be presented using pilot sources
(i.e. sources operating at known locations) in the presence of sensor location
uncertainties. Here, it will be shown that by allowing pilot sources to operate at
multiple frequencies, the minimum number of pilot sources required to perform
array shape calibration can be reduced from the minimum number reported in
the literature by exploiting the near-far and far eld regions of the array.
Following this, in Chapter 5, an auto-calibration approach to array calibration
will be presented. Here it is assumed that no external sources are available for
calibrating the array. By allowing the array elements to operate as transceivers
and rotating the array reference point, an approach to estimate gain, phase and
sensor location uncertainties will be given. The simulation scenarios introduced
in Section 2.5 will be used to investigate the performance of this approach.
Chapter 6 will develop this work further by considering large aperture arrays of
sensors (such as those in Section 2.5). If array elements are located large distances
apart, it will become impractical to distribute a common local oscillator to each
sensor. In this case it is common practice to have independent local oscillators
on each array element which are locked to a common reference signal (normally
a GPS reference). However, tolerances in the electronics will introduce frequency
and phase uncertainties between the local oscillators of the array as a result
of this which will prevent the array from operating as a fully coherent system.
In this chapter, pre and post processors will be added to the auto-calibration
approach in Chapter 5 to estimate these uncertainties. In addition to this, some
representative examples illustrating the performance of the large aperture arrays
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in Section 2.5 for the purposes of di¤erent source localisation algorithms will be
presented before and after the proposed auto-calibration approach.
Finally, in Chapter 7, conclusions and recommendations for future work will
be presented.
Chapter 2
Array Signal Model and Array
Uncertainties
In this section an array based signal model will be introduced. This is the un-
derlying model used throughout this thesis. Modelling will initially consider a
multipath channel for an arbitrary array shape. Here, the concept of the array
manifold vector will be introduced which describes the response of a source on the
array. A specic modelling for the line of sight case will then be given. Following
this, di¤erent array uncertainties will be introduced into the signal model and
the e¤ect of these on the manifold vector will be analysed. The concept of the
array reference point will then be discussed, which forms a key part of several
algorithms presented in this thesis. Finally, some simulation scenarios of inter-
est will be presented. These will be used to measure the performance of several
algorithms in the latter chapters of this thesis.
Without any loss of generality, consider an array of N omnidirectional ele-
ments with Cartesian coordinates described by the matrix r 2 R3N such that,
r= [r1; r2;    ; rN ] =

rx; ry; rz
T
; (2.1)
where ri for i = 1; 2;    ; N denotes the location of the ith element in the ar-
ray with respect to a known array reference point and rx, ry, rz denote vectors
describing the x, y and z coordinates of the array elements respectively. In addi-
tion, consider that the array elements have a complex gain (i.e. gain and phase)
described by
g = [g1; g2;    ; gN ]T 2 CN1; (2.2)
where gi for i = 1; 2;    ; N denotes the complex gain associated with the ith
array element. This consists of a gain and a phase associated with the sensor and
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the RF channel which in this thesis is assumed to be non-directional.
Let us assume that the array operates in the presence of a single transmitter
(Tx) at location rm 2 R3 (Cartesian coordinates) where the transmitted signal
arrives at the input of the array via L paths (multipaths). Consider that the
`th path arrives at the array from direction (`; `) and with channel propaga-
tion parameters ` and  ` representing the complex path gain and path-delay,
respectively. Note that ` and ` represent the azimuth and elevation angles
respectively associated with `th path. Let us assume that the L paths are arranged
such that
 1   2  : : :   `  :::  L (2.3)
with  1 denoting the Line-Of-Sight (LOS), i.e. the direct path. Furthermore, the
path coe¢ cients ` model the e¤ects of path losses and shadowing, in addition
to random phase shifts due to reection; they also encompass the e¤ects of the
phase o¤set between the modulating carrier at the transmitter and the demodu-
lating carrier at the receiver, as well as di¤erences in the transmitter powers. For
instance, for a free space propagation
` =

c
4Fc`
K
ap
Ptx exp(j ) (2.4)
where ` denotes the `
th path length, Fc is the carrier frequency, c is the signal
propagation speed, a represents the path loss exponent and Ptx is the power of the
transmitter. The parameter K denotes other system parameters that, without
any loss of generality are ignored here, by taking K = 1: Finally,  denotes the
random phase (uniformly distributed over 0-360) introduced by the channel.
The impulse response (vector) of the SIMO (single-input multiple-output)
multipath channel (under narrowband assumption) is
SIMO impulse response: h(t) =
LX
`=1
`g  S`(t   `) (2.5)
where the vector S`

= S (`; `; krmk) 2 CN is the array response vector (array
manifold vector) and (t) denotes a "delta" function. Based on the above discus-
sion, a frequency selective SIMO wireless channel of L paths can be represented
as shown in Figure 2.1.
Thus, for a Tx-baseband message signal m(t); with pdfm = NC(m = 0; Pm = 1);
it is clear that the received baseband signal-vector x(t) 2 CN can be modelled as
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Figure 2.1: Wireless SIMO multipath Channel Modelling.
follows:
x(t) = h(t)~m(t) + n(t)
= g 
LX
`=1
`S`m(t   `) + n(t) (2.6)
In the case of a single path (LOS), this is simplied to:
x(t) =    g  S m(t  )| {z }
,m(t)
+ n(t) (2.7)
where the subscript 1 has been dropped for notational convenience and m(t  )
has been redened1 as m(t) (i.e. the time t has been reset to 0 at the Rx-array).
Based on Equation 2.7 (the single path model), Figure 2.1 is simplied to Figure
2.2. Note that this also shows the carrier at the Tx (point A1) and Rx (point
A8) as well as the bandpass noise vector nBP(t) 2 CN , i.e.
at point A6 = nBP(t) 2 CN : pdfn = NC(0N ; 2nIN) (2.8)
This thesis will focus on the LOS path model. In the presence of multipath,
the array calibration algorithms presented in this thesis may still be applied by
placing a pre-processor on the front end of the algorithm to remove non LOS paths
1note that the power of m(t) is assumed equal to 1 (as the Tx power has been incorporated
into ) .
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(e.g. [84]). However, it is important to note that resolving and separating these
undesired signal paths usually comes at a cost of an increased signal bandwidth
and computational complexity.
Figure 2.2: Wireless SIMO Single Path Model
2.1 Array Manifold Vector
With reference to Figure 2.3, the array response vector (or manifold vector) for
a signal arriving from (; ; krmk) can be expressed as follows:
S ,
8>>>>>>><>>>>>>>:
for plane wave propagation:
S (; ) = exp
  jrTk (; )
for spherical wave propagation:
S (; ; krmk) = krmka   a  exp
  j 2Fc
c
 krmk  1N   
with  =
q
krmk2  1N + r2x + r2y + r2z   krmkcFc rTk (; )
(2.9)
where
p
A, Ab and exp (A) denote the element by element square root, power
and exponential of the vector A respectively. Furthermore, a is a constant scalar
which is assumed to be known and represents the path loss exponent. In addition,
the vector k (; ) 2 R3 is the wavenumber vector, i.e.
k (; ) =
2Fc
c
2664
cos () cos ()
sin () cos ()
sin ()
3775
| {z }
,u(;)
(2.10)
with u (; ) 2 R3 denoting the unity norm vector pointing towards the direction
of the transmitting source.
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Figure 2.3: Spherical Wave and Plane Wave Propagation models (transmission
frequency Fc, array aperture D).
The appropriate model to use is dependant upon whether the source is located
in the near-far or far eld of the array. A point source naturally undergoes a
spherical wave propagation which implies that the gain (i.e. propagation loss)
and phase of the signal received at each array element is related to the range
of the transmitter and the receiver elements (i.e. the vector  in Equation 2.9).
However, as the source becomes further away from the array reference point (i.e.
krmk ! 1), the di¤erence in the propagation losses between the array elements
becomes negligible and the wavefront can be approximated as planar. In this case,
the vector S obeys a plane wave propagation model. The boundary at which a
source can be assumed to operate in the far eld of the array and hence undergo
plane wave propagation is dened as,
krmk >>
2D2Fc
c
(2.11)
where D denotes the array aperture2.
With reference to Figure 2.3, it should be emphasised that in the case of the
spherical wave model in Equation 2.9, the array response vector (array manifold
vector) is a function of the array geometry (given by Equation 2.1), the range
of the source from the reference point of the array krmk and its direction (; ).
2The array aperture is dened as the largest distance between any two elements in the array.
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In contrast, plane wave propagation is a function of the array geometry and
the source direction (; ) only. It is also important to note that the boundary
between the two propagation models is a function of the frequency of the trans-
mitter. In this thesis, both of these propagation models will be used. Specically,
in Chapter 3, a transformation between a planar array and a virtual ULA will be
presented using the plane wave manifold vector (i.e. valid assuming the source is
in the far eld of the array). The multi-frequency pilot calibration approach to
be presented in Chapter 4 will exploit the frequency dependence of the boundary
between the two elds to estimate array shape uncertainties. Following this, in
Chapters 5 and 6, an auto-calibration approach is presented based upon a spheri-
cal wave propagation model, assuming that the array aperture is su¢ ciently large
relative to the range of the transmitting source from the array reference point.
Since the transmitter in these chapters will be one of the array elements, this
assumption is always valid.
2.2 Line of Sight Array Signal Model
As was previously stated, the LOS signal vector x (t) 2 CN received by the array
for a single transmitter can be modelled as
x(t) =
h
x1(t); x2(t);    ; xN(t)
iT
= 
 
g  Sm(t) + n(t) (2.12)
where n (t) 2 CN is assumed to be circular complex noise with statistics
n(t) 2 CN : pdfn = NC(n = 0N ;Rnn 2 CNN) (2.13)
Without any loss of generality, the noise is assumed AWGN which implies that
its covariance matrix Rnn is dened as follows,
Rnn , E

n(t)n(t)H
	  
n
H
n| {z }
=ONN
= E n(t)n(t)H	 = 2nIN (2.14)
where 2n denotes the noise power. If the (N  1) signal-vector x(t) is observed
over an innite observation interval then its 2nd order statistics can be calculated.
In particular, the theoretical covariance matrix Rxx; which is an (NN) complex
matrix and always Hermitian, is given as follows:
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Rxx , E

x(t)x(t)H
	
=
2666664
E fx1(t)x1(t)g ; E fx1(t)x2(t)g ; :::; E fx1(t)xN(t)g
E fx2(t)x1(t)g ; E fx2(t)x2(t)g ; :::; E fx2(t)xN(t)g
:::; :::; :::; :::
E fxN(t)x1(t)g ; E fxN(t)x2(t)g ; :::; E fxN(t)xN(t)g
3777775
= E
n 

 
g  Sm(t) + n(t) :    g  Sm(t) + n(t)Ho
= E
n

 
g  Sm(t)m(t)  g  SH  + n(t)n(t)H +   g  Sm(t)n(t)H
+n(t)m(t)
 
g  SH o
= jj2 E fm(t)m(t)g| {z }
=Pm=1
:
 
ggH
  SSH+ E n(t)n(t)H	| {z }
,Rnn
+
 
g  S E m(t)n(t)H	| {z }
=0TN
+ E fn(t)m(t)g| {z }
=0N
 
g  SH
= jj2  ggH  SSH+Rnn (2.15)
Assuming ergodicity, (i.e. an ergodic stochastic process), the expectation operator
(which is an "averaging" operator) is replaced by a discrete time average. That
is,
Rxx , E

x(t)x(t)H
	
= lim
L!1
(
1
L
LX
l=1
x(tl):x(tl)
H
)
(2.16)
 1
L
LX
l=1
x(tl):x(tl)
H (2.17)
with L denoting the number of snapshots of data received from the array - fol-
lowing the signal model in Equation 2.12.
Equation 2.17 (nite averaging e¤ects) is known as the sample covariance
matrix, and can be written in a more compact format as follows:
R =
1
L
XXH (2.18)
where
X = [x (t1) ; x (t2) ;    ; x (tL)] 2 CNL (2.19)
with L denoting the number of snapshots of data received from the array following
the signal model in Equation 2.12. Once again, assuming noise is modelled by a
2. Array Signal Model and Array Uncertainties 24
well posed stochastic process,
Rxx = 
 
ggH
  SSH 1
L
LX
l=1
m(tl) m(tl)| {z }
Pm=1
+
1
L
LX
l=1
n(tl)  n(tl)H| {z }
Rnn
(2.20)
2.3 Array Uncertainties
Consider now that the array contains uncertainties which will a¤ect the perfor-
mance of the array system. Three main uncertainties will be considered in this
thesis. These are namely:
 Location/Geometrical Uncertainties
 Complex Gain (i.e. gain and phase) Uncertainties
 Local Oscillator Uncertainties
Assume that the sensor locations described by the matrix r are now unknown.
Instead only nominal locations described by the matrix br 2 R3N are known
which implies sensor location uncertainties/errors described by the matrix er 2
R3N are created such that
r =[br1;br2;    ;brN ]| {z }
,br
+ [er1;er2;    ;erN ]| {z }
,er
(2.21)
Here, bri 2 R3 and eri 2 R3 denote the nominal location and location uncertainty
associated with the ith array element.
In addition, consider that the complex gain of the array elements (due to the
gain and phase of the sensors and the RF channel) described by the vector g is
also unknown. Once again, only a nominal complex gain described by the vectorbg 2 CN is known which implies complex gain uncertainties/errors described by
the vector eg 2 CN are created such that
g = bg + eg (2.22)
where,
bg = [bg1; bg2;    ; bgN ]T 2 CNeg = [eg1; eg2;    ; egN ]T 2 CN
Here, bgi and egi describes the nominal complex gain and complex gain uncertainties
associated with the ith array element.
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Finally, consider the special case that the array is congured such that each
of the array elements have an independent local oscillator (LO) which is locked
to a common reference signal (e.g. GPS). In this case, the array will also contain
frequency and phase uncertainties associated with the LO. These uncertainties
arise because each of the LOs wont tune to precisely the same frequencies due
to tolerances in the electronics and there is no common phase reference between
them. Considering that Fc is the carrier frequency of the transmitted signal, the
LOs at the receiver should all be phase locked to one another and tuned to this
frequency. However, considering this process is imperfect, frequency and phase
uncertainties described by the vectors eF c 2 RN and e'c 2 RN will arise such that,
eF c = h eFc1 ; eFc2 ;    ; eFcNiT (2.23)e'
c
=
e'c1 ; e'c2 ;    ; e'cN T (2.24)
where eFci and e'ci denote the LO uncertainties associated with the ith array ele-
ment. It is important to note that the phase uncertainties introduced in this case
due to the LOs will have the same detrimental e¤ect on the array system as the
phase uncertainties eg which arise due to phase tolerances in the array sensors and
RF channel. However, since these e¤ects arise due to two distinct phenomena
which may arise independently, they are kept separate for the purposes of this
thesis.
Figure 2.4 illustrates the system model with all of the array uncertainties to
be discussed in this thesis. These are also given in Table 2.1.
Figure 2.4: The overall LOS signal model with all of the array uncertainties to
be considered in this thesis as described in Table 2.1.
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Table 2.1: Array Element Locations and LO Characteristics: Nominal Values
and Uncertainties
Sensor Geometry Complex Gain LO Frequency LO Phase
1st r1 = br1 + er1 g1 = bg1 + eg1 Fc + eFc1 e'c1
2nd r2 = br2 + er2 g2 = bg2 + eg2 Fc + eFc2 e'c2
...
...
...
...
...
N th rN = brN + erN gN = bgN + egN Fc + eFcN e'cN
The presence of array uncertainties causes the true array response, g  S to
deviate from its nominal value bg  bS by eg  eS where
g  S = bg  bS + eg  eS: (2.25)
It is assumed that the response of the source on the array is described by its
nominal value rather than its true. In general, this will result in signicant errors
when applying array processing algorithms because the parametric model used by
the algorithm will be incorrect. The array calibration problem is concerned with
estimating array uncertainties to correct the parametric model. It is desirable to
observe the e¤ects of the array response in the presence of di¤erent uncertainties.
Consider an array of N sensors in the presence of a single source at location
rm in the near-far eld of the array. Introducing complex gain and sensor location
uncertainties, from Equation 2.9,
gS = krmka
 bg + eg b+ e aexp j 2Fc
c
 krmk  1N    b+ e (2.26)
Hence, from the expression for  in Equation 2.9
 b+ e2 = krmk2  1N + diag(br+er)T (br+er)  krmk cFc (br+er)T k (; )
(2.27)
= krmk2  1N + br2x + br2y + br2z   2brT rm| {z }
,b2
+ er2x + er2y + er2z
+2 (brx  erx) + 2  bry  ery+ 2 (brz  erz) 2erT rm
(2.28)
= b2 2g (2.29)
where 2g 2 RN1 is given by,
2g = 1N +
 er2x + er2y + er2z b2
 2  erT rm   (brx  erx)   bry  ery  (brz  erz) b2 (2.30)
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Hence, from Equation 2:29,
b+ e = bg (2.31)e = b  g   1N (2.32)
In addition, bg + eg = bg e (2.33)
where
e =
 
1N + eg  bg 2 CN (2.34)
Inserting 2:31 and 2:33 into Equation 2:26,
g  S = krmka bg  b a  exp j 2Fcc  krmk  1N   b

| {z }
,bgbS

 
1N + eg  bg ag  expj 2Fcc b  g   1N

| {z }
,S2CN1
= bg  bS + bg  bS (S   1N)| {z }
,egeS
(2.35)
2.4 Rotation of the Arrays Reference Point
The array manifold vector is integrally related to the array reference point (i.e.
the origin of the system). Specically, the manifold vector describes the response
of a source on the array relative to an arbitrarily chosen reference point. In con-
trast, under free space path loss, the path coe¢ cient  describes the response of
the source up to the reference point. Choosing a di¤erent reference point will in-
tuitively have an e¤ect on the manifold vector and the path coe¢ cient. However,
it is important to note that under a plane wave propagation model, choosing a
di¤erent reference point will have no e¤ect on the second order statistics of the
data collected from the array. To the contrary, under a spherical wave propaga-
tion, this is not the case. The auto-calibration approach that will be presented in
Chapters 5 and 6 of this thesis utilises the concept of "rotating" the array refer-
ence point to calibrate the array under a spherical wave propagation model. This
allows data to be collected from the array which can be modelled using di¤erent
manifold vectors.
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Two methods of rotating the array reference point are utilised in this thesis
and will now be described:
1. "geometric" rotation;
2. "approximate" rotation.
2.4.1 Geometric Rotation
Consider now that the location of the array reference point is changed to be at
the kth sensor of the array. This implies that the new reference point is at rk
and the array geometry r is now set with respect to this. Hence, the new array
geometry is
r rk1TN (2.36)
while the new location (azimuth, elevation, range) of the source is set relative to
this new reference point, i.e. (k; k; krm   rkk).
By adding a subscript to Equation 2.12 to indicate that the reference point is
at the kth array element, the Rx-array received baseband signal xk(t) 2 CN (i.e.
measured with respect to rk) is,
xk(t) = k
 
g  Sk

m(t) + n(t): (2.37)
Here, Sk and k denote the manifold vector and path coe¢ cient as described
in Equations 2.9 and 2.4 but now with krmk replaced by krm   rkk. This can
be achieved by setting the kth array element to be the master with the local
oscillators of the other array elements setting themselves with respect to this.
2.4.2 Approximate Rotation
Geometric rotation of the reference point is based on exploiting the geometry
of the array to rotate the reference point. In addition to this, an approximate
method to rotate the array reference point has been developed for the case that
all array elements have approximately the same complex gain (i.e. g = 1N). This
method (also used in [85]) is based on dividing data received from the array. In
particular, consider that the signal x (t) is received by the array which is modelled
by Equation 2.12. The array reference point may be approximately rotated to be
at the kth array element, to create the signal xk (t) ; by performing a division of
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x (t) by the signal received at this sensor. Hence,
xk (t) 
1
xk (t)
x (t) (2.38)
=
1
Skm(t) + nk(t)
x (t) (2.39)
where xk (t) ; Sk and nk(t) denote the kth element of the vectors x (t), S and n(t):
Considering that L snapshots are collected from the array, this rotation can be
achieved using practical data by
Xk = X (1N rowk (X)) (2.40)
The main drawback to this approach is that it is clear from Equation 2.39 that the
presence of the noise component in the denominator (i.e. in the kth sensor) will
introduce a distortion into this rotation (easy to prove). As a result, this method
is only suitable at high SNR. However, consider that a "carrier only" signal is
transmitted which implies that there is no message signal. In this special case,
consider that by taking the average of the signal received at the kth sensor,
E fxk (t)g = Sk (2.41)
where Sk is the kth element of S, the noise term can be "ltered". Hence, division
of the array signal by the average of the signal at the kth array element will provide
a reference point rotation approach which is equivalent to geometric rotation.
Considering that L snapshots are collected from the array, this rotation can be
achieved using practical data by,
Xk =
L
1TL rowk (X)
X (2.42)
It is important to note that this "noise ltering" approach is only suitable for
"carrier only" transmissions but provides a reference point rotation mechanism
which is una¤ected by noise. In this case, a reference point rotation can be
achieved with a performance comparable to the geometrical rotation approach.
2.5 Representative Simulation Scenarios
A number of representative simulation scenarios are introduced in this section
which will be used to test the performance of the algorithms developed in various
parts of this thesis. These scenarios all consist of array elements spaced large
distances apart. They are:
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1. the Simple scenario involving N = 4 nodes forming an array with an aper-
ture of 27:32 km,
2. the Patrol scenario of N = 5 nodes forming an array with an aperture of
16:142 km,
3. the Unmanned Ground Sensors (UGS) scenario of N = 10 nodes forming
an array with an aperture of 2859:8 m,
4. the Circle scenario of N = 6 nodes and diameter (aperture) 500 m.
For all the above scenarios the array geometry (Cartesian coordinates) is assumed
to be unknown, but is described below.
2.5.1 "Simple" Scenario
This scenario consists of N = 4 array elements distributed in an arc with an
inter-sensor spacing of 10km. In particular, the array geometry in meters is given
in Table 2.2.
Table 2.2: "Simple" Scenario Array Geometry (m)
r1 r2 r3 r4
rTx 2500 -2500 -2500 2500
rTy 13660 5000 -5000 -13660
rTz 0 0 0 0
The array will operate in the presence of a single source which is located at
(azimuth, range) = (30; 20km) from the array reference point. That is, its
Cartesian coordinates rm are as follows (in meters)
rm = [17321; 10000; 0]
T (2.43)
The above scenario is shown in Figure 2.5.
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Figure 2.5: The "Simple" scenario
Note that with no loss of generality the nodes are numbered Rx1, Rx2, Rx3, etc
in an anticlockwise direction with respect to the positive x-axis. The array and
source locations in Table 2.2 and Equation 2.43 may easily be translated so that
Rx1 is at the origin of the array system by subtracting the location of the rst
array element from the location of the other sensors. Hence,
r = r  r11TN
=
2664
0;  5000;  5000; 0
0;  8660;  18660;  27320
0; 0; 0; 0
3775 (2.44)
rm = rm   r1
= [14821; 3660; 0]T (2.45)
The array geometry in Equation 2.44 will be used for this example.
2.5.2 "Patrol" Scenario
Relative to Scenario 1, the number and density of the elements are increased in
this simulation scenario and the proximity of the source is decreased. Nodes,
however, are still arranged in an arc. The scenario consists of N = 5 array
elements with an inter-sensor spacing of 5km. In particular, the array geometry
in meters is given in Table 2.3.
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Table 2.3: "Patrol" Scenario Array Geometry (m)
r1 r2 r3 r4 r5
rTx 2549 -1229 -2638 -1229 2549
rTy 8071 4797 0 -4797 -8071
rTz 0 0 0 0 0
In addition, the array operates in the presence of a single source which is located at
(azimuth, range) = (30; 10km) from the array reference point, i.e. its Cartesian
coordinates rm are (in meters)
rm = [8660:3; 5000; 0]
T (2.46)
This is shown in Figure 2.6.
Figure 2.6: The "Patrol base" scenario
Again, note that the nodes are numbered Rx1, Rx2, Rx3, etc in an anticlockwise
direction with respect to the positive x-axis and, furthermore, the rst array
element (Rx1) is set to be located at the origin. Hence the coordinates of r1are
subtracted as follows:
r = r  r11TN
=
2664
0;  3778;  5187;  3778;  5098
0;  3274;  8071;  12868;  16142
0; 0; 0; 0; 0
3775 (2.47)
rm = rm   r1
= [6111:3; 3071; 0]T (2.48)
The array geometry in Equation 2.47 will be used for this scenario.
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2.5.3 "Unmanned Ground Sensors" (UGS) Scenario
This scenario represents the case where a large number of autonomous nodes are
deployed in an area around the source but are used as an array. Relative to
the previous scenarios, the density of array elements is increased and the source
is located within the array. This scenario consists of N = 10 array elements
distributed randomly over several kilometers with an inter-sensor spacing of ap-
proximately 1km. In particular, the array geometry in meters is given in Table
2.4.
Table 2.4: "Unmanned Ground Sensor" Scenario Array Geometry (m)
r1 r2 r3 r4 r5 r6 r7 r8 r9 r10
rTx 0 853.4 399.7 -591.1 -1457.2 -2002 -1101.5 -1578.2 -635.6 352.7
rTy 0 29.5 824.4 915.4 810.9 -129.7 -93.4 -925.1 -961.3 -1002.9
rTz 0 0 0 0 0 0 0 0 0 0
It is also assumed that a single source is located at (azimuth, range) = (30; 1km)
with respect to the array reference point, i.e. its Cartesian coordinates rm are (in
meters)
rm = [866; 500; 0]
T (2.49)
The above scenario is shown in Figure 2.7. It is clear that Rx1 is already at the
array origin and so no translation of the axes needs to take place. Sensors are
ordered in an anticlockwise direction with respect to the positive x-axis.
Figure 2.7: The "Unmanned Ground Sensor" scenario
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2.5.4 "Circle" Scenario
This scenario represents the case where array elements are arranged in a circular
fashion with an array aperture which is signicantly smaller than the range to the
source. Relative to the previous scenarios, this is seen as a particularly challenging
conguration where geometrical errors will have the most e¤ect on the ability to
localise the source.
The scenario consists of N = 6 array elements distributed in a circle with a
diameter of 500m. In particular, the array geometry in meters is given in Table
2.5.
Table 2.5: "Circle" Scenario Array Geometry (m)
r1 r2 r3 r4 r5 r6
rTx 216.5064 0 -216.5064 -216.5064 0 216.5064
rTy 125 250 125 -125 -250 -125
rTz 0 0 0 0 0 0
It is also assumed that a single source is located at (azimuth, range) = (30; 4km)
from the array reference point, i.e. its Cartesian coordinates rm are (in meters)
rm = [3939:2; 694:6; 0]
T (2.50)
The above scenario is shown in Figure 2.8
Translating the above coordinates such that the rst array element is at the
origin with the nodes ordered anticlockwise with respect to the positive x-axis,
r = r  r11TN
=
2664
0;  216:5064;  433:0127;  433:0127;  216:5064; 0
0; 125; 0;  250;  375;  250
0; 0; 0; 0; 0; 0
3775(2.51)
rm = rm   r1
= [3722:7; 569:6; 0]T (2.52)
The array geometry in Equation 2.51 will be used for this scenario.
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Figure 2.8: The "Circle" scenario
Chapter 3
Virtual Uniform Linear Array
Modelling of a Planar Array
The distribution of array sensors (i.e. the array geometry) directly inuences the
overall capabilities of any array system. Hence, it is crucial to fully understand
the geometrical aspects of such a system. In this chapter, a novel transformation
connecting an arbitrary Planar Array to a virtual Uniform Linear Array (ULA)
with a much larger number of sensors is proposed. Here, the orientation of the
virtual array, its number of sensors and its phase characteristics are designed to
be a function of the array shape of the planar array.
The two parameter manifold (azimuth,elevation) of a planar array ofN sensors
is a conoid surface embedded into an N -dimensional complex space which can be
described by two families of curves, -curves and -curves [5]. While the family of
-curves have hyperhelical shape, the family of -curves do not. The proposed
transformation will allow the -curves to be transformed to the manifold of a
virtual ULA that has hyperhelical shape. This will allow a planar array system
to be analysed or designed by analysing or designing simple hyperhelical curves
associated with the virtual linear array. It is well known that the manifold vector
of a ULA has a desirable mathematical structure which is exploited to solve a
variety of array processing problems. This includes root MUSIC [86] for the
purposes of direction nding as well as complex gain calibration [10] amongst
others. Hence, the proposed transformation may be useful for a wide variety
of applications including array calibration for detecting and estimating array
uncertainties.
The remainder of this chapter will be organised as follows:
In Section 3.1, the importance of di¤erential geometry is array signal process-
36
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ing will be discussed in general terms. The underlying stimulus for developing
such a transformation is related to the desirable properties of the array manifold
associated with a ULA. Di¤erential geometry is key to uncovering these properties
and hence motivates this work. Following this, in Section 3.2, specic di¤erences
in the array signal models between the linear and planar array geometries will
be developed. The properties of their respective manifolds will also be discussed
in terms of di¤erential geometry. In Section 3.3, the transformation between
the planar array and the virtual ULA will then be developed. Section 3.4 will
present a number of representative examples showing the virtual ULAs corre-
sponding to various planar arrays as well as examples illustrating the correctness
and applicability of the transformation. Finally, in Section 3.5, the chapter will
be concluded.
3.1 Di¤erential Geometry in Array Signal Process-
ing
Consider an array of N omnidirectional sensors with the geometry described by
the Cartesian coordinates in the matrix r in the presence of a single source at the
direction (azimuth,elevation) = (; ) in the far eld of the array. The received
signal in this case (assuming no multipath) is given by Equation 2.7 with the array
manifold vector following the plane wave model given in Equation 2.9 which is
repeated here for convenience,
S (; ) = exp
  jrTk (; ) (3.1)
Here k (; ) is the wavenumber vector given in Equation 2.10. The array manifold
vector contains all the information about the array geometry when a planewave
of frequency Fc is incident on the array from the direction (; ). Note that since
the source is operating in the far eld of the array, the manifold vector has no
dependence on the range of the source from the array reference point as discussed
in the previous chapter.
The array manifold vector S (; ) denotes the array response where (; ) are
directional parameters. As these two parameters vary, the point described by the
vector S will trace out a surface embedded in an N dimensional complex space
CN . This is known as the array manifold which is a surface M embedded into
N -dimensional complex space and is formally dened as
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M M= S (; ) 2 CN ; 8 (; ) : ;  2 
	 (3.2)
where 
 denotes the parameter space of the source direction which in the most
general case is

 = f(; ) :  2 [0; 360) and  2 ( 90; 90)g (3.3)
Schmidt states in [9] that the array manifold fully describes the array system
and its capabilities. According to [5], this makes it possible to analyse or design
an array system by analysing or designing the "mathematical object" associated
with the array manifold. In turn this illustrates the importance of understanding
the array manifold within array processing. Properties of the array manifold
have been shown to provide the underlying detection, resolution and estimation
performance bounds on the array system [87]. There may be a requirement for the
array to have a good resolution performance in a certain source direction whilst
still being able to operate adequately in others. In this case, an understanding
of the e¤ect of array geometry on the properties of the manifold will allow an
appropriate array to be designed (for example see [88]). Furthermore, given an
array geometry, an understanding of the corresponding manifold allows array
ambiguities to be uncovered [89]. This indicates where the mapping from the
parameter space to the manifold is not one to one which is crucial to understand
when analysing data received from an array system (also see Chapter 6 in [5] for
more information).
Di¤erential geometry holds the key to characterising the properties of the ar-
ray manifold. However, this only provides local properties of a complex shape
which in general makes it di¢ cult to study in its entirety. Hyperhelices are special
curves in di¤erential geometry which can be fully described by a set of curvatures,
allowing local properties to be applied globally. For example, a hyperhelix em-
bedded into N -dimensional complex space can be fully described by at most 2N
curvatures which remain xed at any point on the curve. The manifold described
in Equation 3.2 is a surface which may be fully described by two families of curves.
These are namely the -curves and the -curves. For a planar array geometry,
the -curves will all be hyperhelices but the -curves will not be. This makes the
properties of the -curves di¢ cult to characterise as their curvatures no longer
remain xed around the curve. In contrast, a linear array geometry creates an
array manifold which is a curve instead of a surface (since only  is spanned) and
always has hyperhelical shape. In this chapter, a transformation connecting a
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planar array and a set of virtual ULAs (one for each -curve) with a much larger
number of sensors will be presented. This will allow the -curves for a planar
array which are not hyperhelices to be mapped to hyperhelices in a much larger
complex space. In turn, this will allow these curves (and hence the properties of
the planar array) to be analysed using the tools developed for ULAs.
3.2 Array Signal Models
3.2.1 Linear Array Signal Model
Consider a linear array geometry ofN omnidirectional sensors
 
ry = 0N and rz = 0N

.
The manifold vector in contrast to the generalised form in Equation 3.1 becomes
S () = exp ( jrx cos ) (3.4)
Note that now the manifold vector in Equation 3.4 spans only one parameter 
and hence creates a curve A embedded into N -dimensional complex space CN .
This may be formally dened as
A M= S () 2 CN ; 8  :  2 
	 (3.5)
where 
 denotes the parameter space. From Equation 3.4 it is easy to see that
the curve of the array manifold from  2 [0; 180) will loop back on itself from
 2 [180; 360) ; resulting in an ambiguity. Hence, in contrast to Equation 3.3,
the parameter space is reduced to

 = f :  2 [0; 180)g (3.6)
This implies that the array should only be used over this range to avoid ambi-
guities. In [5], it is shown that the manifold of a linear array of sensors with
a uniform or non-uniform, symmetric or asymmetric geometry is a hyperhelical
curve embedded into N -dimensional complex space. The number of dimensions
spanned by the hyperhelix is determined by the number of symmetrical sensors
about the array centroid [90]. In general, a space curve can be fully represented
by a set of numbers (known as curvatures) for each point on the curve that fully
describes it. Consequently, these curvatures describe the array of sensors and its
performance. However, hyperhelices are very important and useful space curves
since these curvatures remain constant at di¤erent points on the curve. This
makes the curve easier to characterise on a global scale. Symmetric linear arrays
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are a subset of linear arrays which produce hyperhelices which are said to stand
upright (zero inclination angle). This implies that the manifold exists entirely in
RN dimensions of the complex space [91].
3.2.2 Planar Array Signal Model
In a planar array geometry of N omnidirectional sensors (rz = 0N), the manifold
vector in comparison to Equation 3.4 becomes more complex
S (; ) = exp
  j cos  rx cos  + ry sin  (3.7)
Note that now the manifold vector in Equation 3.7 spans two parameters (; ) in
its parameter space and hence creates a surfaceM embedded in N dimensional
complex space CN . This creates a two parameter manifold consistent with the
generalised denition provided in Equation 3.2. The parameter space 
 for a
planar array is larger than for the linear array. This is because making the
array planar removes the ambiguity over  which is present in the linear array.
In addition, the  parameter can also be spanned. However, in contrast, the
parameter space for a planar array is more restrictive than the general case as
described in Equation 3.3. This is because a planar array intuitively has no ability
to distinguish whether a source is above or below the x-y plane. Specically, the
parameter space for a planar array is,

 = f(; ) :  2 [0; 360) and  2 [0; 90)g (3.8)
In [92], it has been proven that the manifold surface of a planar array of N om-
nidirectional sensors is a conoid embedded into N dimensional complex space.
Furthermore, it has been proven that this surface can be mapped to a real plane
without any loss of information. The surface can be described by two fami-
lies of curves. These are namely the -curves ( = constant) and the -curves
( = constant). In [93], it has been proven that -curves are complex hyper-
helices whilst -curves are not. This implies that the local properties of the
-curves change, making them more di¢ cult to characterise. An alternative to
using -curves and -curves to describe the array manifold is to use -curves and
-curves which are known as the "cone" angles. These curves are both hyper-
helical (see Chapter 5 in [5] for more information) and hence allow the manifold
surface to be described by a set of constant curvatures which is valid at any point
on the manifold. This allows the analysis performed for the manifold of linear
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array geometries to be applied to these curves to characterise the planar array
manifold. The disadvantage of this approach is that these curves have no phys-
ical parametric meaning (i.e. they are no longer directly connected to physical
quantities such as azimuth and elevation).
In this chapter, a novel transformation that connects a -curve of a planar
array to a hyperhelical curve representing the manifold of a virtual ULA with
a much larger number of sensors is proposed. This allows the -curves of a
planar array embedded into N dimensional complex space to now be expressed
as hyperhelical curves lying with zero inclination angle in a larger complex space.
In turn, this will allow planar array systems to be fully analysed or designed
using the framework developed for linear arrays. The virtual ULA has a number
of sensors, orientation and phase characteristics which describes the shape of the
planar array. The proposed transformation connecting the virtual and planar
manifold vectors is a function of the planar array geometry and the  parameter
but is independent of . In the next section, this transformation will be developed.
3.3 Virtual Linear Array Transformation
Consider a planar array of N omnidirectional sensors in the presence of a single
source operating in the far eld of the array at (; ). The corresponding manifold
vector describing the response of the source on the array is given by
S (; ) = exp
  j cos  rx cos  + ry sin  (3.9)
which may be re-written as follows
S (; ) = exp
  jR () cos  1N     (3.10)
where
R () =
h
R1 () ; R2 () ;    ; RN ()
iT
=
q
r2x + r
2
y cos () (3.11)
 =
h
 1;  2;    ;  N
iT
= tan 1
 
ry  rx

(3.12)
With reference to [94], page 795, a complex exponential can be expanded as an
innite summation of Bessel functions Jn (z)
exp (jz  sin (A)) =
1X
q= 1
fJq (z) exp (jqA)g (3.13)
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Thus using Equation 3.13 with
z =  R () (3.14)
A =

 +

2

1N    (3.15)
Equation 3.10 can be re-written as follows
S () =
h
S1 () ; S2 () ;    ; SN ()
iT
=
1X
q= 1
Jq ( R ()) exp

jq

 +

2

1N    

(3.16)
where Jq ( R ()) represents a real vector of Bessel functions with its ith element
Jq ( Ri ()) a scalar Bessel function of rst kind with integer order q: That is
Jq ( R ()) =
2666664
Jq ( R1 ())
Jq ( R2 ())
...
Jq ( RN ())
3777775 2 RN (3.17)
However,
As jqj > jRi ()j ; Jq ( Ri ())! 0; 8i (3.18)
Hence, a good approximation to Equation 3.16 can be formed by only summing
between  Q and Q instead of  1 and1. This approximation will introduce an
error vector " which is dened as
" =
h
"1; "2;    ; "N
iT
Using this, Equation 3.16 becomes
S () =
QX
q= Q
Jq ( R ()) exp

jq

 +

2

1N    

+ " (3.19)
Let us dene the matrix B 2 RN(2Q+1) as
B ,
h
B1; B2;    ; BN
iT
= [J Q ( R ()) ; J Q+1 ( R ()) ;    ; J+Q 1 ( R ()) ; J+Q ( R ())]T
(3.20)
where
Bi =
2666666664
J Q ( Ri ())
J Q+1 ( Ri ())
...
J+Q 1 ( Ri ())
J+Q ( Ri ())
3777777775
2 R(2Q+1)1 (3.21)
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Then
S () =
2666664
BT1 exp
 
jrQ
 
 + 
2
   1

BT2 exp
 
jrQ
 
 + 
2
   2

...
BTN exp
 
jrQ
 
 + 
2
   N

3777775 (3.22)
where
rQ = [ Q; Q+ 1;    ;+Q  1; Q]T 2 R2Q+1 (3.23)
denotes the locations of the virtual array sensors in units of half-wavelength. i.e.
Si () = B
T
i exp

jrQ

 +

2
   i

+ "i (3.24)
The following azimuth transformation is dened to allow the eld of view of the
planar array to be transformed to that of a linear array
 =     cos (v) + 1TN (3.25)
where v represents the azimuth angle of the source in the eld of view of the vir-
tual linear array. Note that the transformation implies that v = 0 corresponds
to  = 1TN . Equation 3.24, now becomes
Si (v) =
 
BTi  exp
  jrTQ i  exp
0BB@ j
0BB@rQ cos v + rQ 2   1TN | {z }
u
1CCA
1CCA+ "i
=
 
Bi  exp
  jrQ iT  exp   j  rQ cos v + u+ "i (3.26)
Combining these expressions for each of the N sensors in the planar array, Equa-
tion 3.22 becomes
S () =
0BBBBB@
2666664
BT1
BT2
...
BTN
3777775 exp
  j rTQ
1CCCCCA  exp
  j  rQ cos v + u+ "
=
 
BT  exp   j rTQ| {z }
,T2CN(2Q+1)
 exp   j  rQ cos v + u| {z }
,Sv(v)2C(2Q+1)1
+ " (3.27)
Hence
S () = TSv (v) + " (3.28)
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where,
T () =
 
BT  exp   j rTQ (3.29a)
Sv (v) = exp
  j  rQ cos v + u (3.29b)
In Equation 3.29b, Sv (v) has the form of the general expression of a hyperhe-
lix. This corresponds to a virtual array of Nv virtual sensors where Nv = 2Q+ 1.
The virtual sensors are located on a line which is at an angle 1TN anticlockwise
from the positive x-axis of the planar array. This implies that the orientation of
the array is equal to the sum of the orientation of all of the planar array elements
with respect to a common x-axis.
The Nv1 element vector rQ gives the locations of the virtual array elements.
Since this is made of integers ranging from  Q to Q, it is clear that the virtual
ULA will always have half unit wavelength inter-sensor spacing independent of
the geometry of the planar array. In addition, the array reference point of the
virtual array will always be at the reference point of the planar array which will
also be the array centroid of the virtual array. Hence, the virtual array will be
fully symmetric.
Each virtual sensor has a corresponding phase which is described by the Nv1
vector u. In summary, the number of virtual sensors, their electrical phase char-
acteristics and the orientation of the array (and hence the hyperhelix described
by di¤erent curvatures) is a function of the geometry of the planar array.
Note that the virtual manifold vector Sv is independent of the  parameter.
The transformation matrix T connecting the planar and linear array manifold
vectors is a function of the planar array geometry and the  parameter but is
independent of . Knowing the geometry of the planar array, the virtual linear
array and its corresponding array manifold can be deduced.
3.4 Representative Examples of Equivalent Vir-
tual ULAs
In this section, the transformation developed in Section 3.3 will be applied to
four di¤erent small aperture planar array geometries of N = 9 sensors and an
analysis of the resulting virtual array properties will be performed. Following
this, a representative example illustrating an application for the transformation
will be given.
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Initially, consider the planar array geometries given in Figure 3.1.
Figure 3.1: The planar array geometries to be converted to their virtual ULAs
Note that following Equations 3.11 and 3.18, R () and hence the number of
virtual array elements, Nv, is dependent on the location of the planar array
reference point. However, the location of this point is arbitrary and doesnt
a¤ect the performance of the array system. Therefore it is intuitive that its
location doesnt a¤ect the properties of the virtual array either. Hence, for each
of the planar array geometries in Figure 3.1, the array reference point is xed
at the array centroid. Furthermore, note that each of the planar arrays have
half wavelength intersensor spacing resulting in each geometry having a di¤erent
array aperture as illustrated in Figure 3.1.
As stated previously, the planar array manifold can be expressed as two fam-
ilies of curves - the -curves and -curves. The transformation derived in the
previous section produces a virtual ULA for each -curve (xed ). Initially con-
sider the -curve when  = 0. Adding enough virtual array elements to allow
for a transformation error of " < 10 121N , the virtual linear array geometries cre-
ated using the proposed transformation are illustrated in Figure 3.2. Here, the
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sensors marked with an "x" represent the last sensor in the virtual array. This
is indicated to allow the orientation of the virtual array to be identied. The
corresponding electrical phase characteristics for the virtual arrays are given in
Figure 3.3.
Figure 3.2: The virtual Uniform Linear Arrays corresponding to the Planar Array
geometries in Figure 3.1
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Figure 3.3: Phase response of the virtual sensors in Figure 3.2
Figure 3.2 shows that as the aperture of the planar array increases, the number
of virtual sensors and hence the aperture of the virtual linear array (since virtual
sensors have half wavelength inter-sensor spacing) will increase also. This is
intuitive since the array aperture is related to R () and Equation 3.18 implies a
larger number of virtual sensors will be required if R () increases. Furthermore,
the e¤ect of the symmetricity of the planar array upon the orientation of the
virtual linear array as well as the electrical phase characteristics of the virtual
array sensors is also apparent. The X array is fully symmetric in the x and y
axes. This implies that 1TN = 0 and hence the corresponding virtual array will
lie on the x-axis and the phase characteristics will be described by u = 
2
rQ. This
will result in the virtual sensors taking one of only 4 unique values. In addition,
the Y array is only symmetric in the y axis. This implies that 1TN = 2 and
therefore causes the corresponding virtual array to lie on the y-axis and the phase
characteristics of the virtual elements to be described by u = rQ: This implies
that the phase of the virtual sensors will take one of only two unique values. The
circular and random arrays, which arent symmetric in the x or y axis take other
non-trivial values of 1TN . Hence, the corresponding virtual arrays lie at some
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orientation between 0 and 2 and have phase characteristics which may take up
to Nv unique values. Each of the virtual array geometries detailed above forms a
hyperhelix in Nv dimensional complex space. Figure 3.4 gives the curvatures of
these arrays.
Figure 3.4: Curvatures of the virtual Uniform Linear Arrays corresponding to the
Planar Arrays in Figure 3.1
The MUltiple SIgnal Classication (MUSIC) algorithm [9] is a superresolution
direction nding algorithm which partitions the observation space into signal and
noise subspace - the space spanned by the columns of Es (the signal eigenvalues)
or En (the noise eigenvalues) respectively. Assuming a xed elevation , the
MUSIC algorithm searches the corresponding -curve. For a planar array the
-curve will not be hyperhelix. However, the signal or noise subspace can be
transformed into virtual subspaces spanned by the columns of Esv or Env where
Esv = THEs and Env = THEn (3.30)
Note that in Equation 3.30, T is the transformation matrix dened in Equation
3.29a. Then the hyperhelix of the virtual array manifold can be searched using
the MUSIC cost function. For example, consider the circular array in Figure 3.1
in the presence of two sources at (; ) = (150; 0) and (200; 0) assuming ideal
statistics (i.e. an innite observation interval). Estimating the noise subspace and
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transforming this on to the virtual noise subspace using Equation 3.30, the MU-
SIC spectrum produced by searching the virtual array manifold Sv, corresponding
to the virtual array geometry of the circular array in Figure 3.1, is shown in Fig-
ure 3.5. Within this example T and Sv are produced for " < 10 121N . Note also
that since the manifold is now a hyperhelix, in this example root-MUSIC could
have been applied to avoid an iterative search of the manifold.
Figure 3.5: Virtual Array MUSIC Spectrum: UCA of N = 9 sensors with sources
at (; ) = (150; 0) and (200; 0) (innate snapshots)
In general, for each -curve, a new virtual linear array and associated transfor-
mation matrix T will be required to meet the xed error bound ". However, since
the only parameter to change between the di¤erent -curves is R (), only the
number of sensors in each virtual array will change. Specically, as the elevation
angle increases, fewer virtual sensors Nv will be required to meet the error bound
" and hence the virtual array aperture will reduce. The phase characteristics u
of the remaining sensors and the orientation of the array 1TN will remain the
same in the virtual array corresponding to each of the -curves. Furthermore,
the structure of the transformation matrix T will remain the same but will con-
tain a di¤erent number of columns. It can be shown that the number of virtual
sensors as a function of the azimuth angle (xed ), remains xed for a xed
error bound ". However, the number of virtual sensors needed to represent each
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of the -curves is not. This is illustrated in Figure 3.6 for each of the 4 planar
array geometries constructed for the error bound " < 10 121N . Here, it is clear
that for small elevation angles di¤erent numbers of virtual sensors are required
for di¤erent array geometries. However, as  increases, smaller numbers of virtual
sensors are required which tends to a xed point independent of the planar array
geometry. This is representative of the length of the -curves in the planar array
manifold which become smaller as  increases, due to the conoid shape of the
manifold surface.
Figure 3.6: Number of Virtual Sensors required to represent the -curves for the
4 di¤erent planar array geometries to an error of " < 10 121N .
3.5 Conclusions
In this chapter a novel transformation given by Equation 3.29a which connects an
arbitrary planar array to a virtual ULA has been presented based on the expan-
sion of the planar array manifold vector using a summation of Bessel functions.
This allows -curves on the planar array manifold, which in general are not hy-
perhelices, to be analysed in a much larger complex space as a set of curves which
are hyperhelices. Representative examples illustrate the properties of the virtual
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array produced for di¤erent planar array geometries. Furthermore, the correct-
ness and applicability of the transform is shown by solving the MUSIC algorithm
using a hyperhelical array manifold. It is shown how di¤erent -curves produce
virtual arrays with a di¤ering number of virtual sensors relating to the length
of the -curve. This transformation has the potential to be used for the design
and analysis of planar arrays which may also assist in solving array calibration
problems such as detecting and estimating array uncertainties more e¢ ciently.
Chapter 4
Array Shape Calibration using a
Single Multi-Frequency Pilot
Sensor location uncertainties are particularly degrading to the performance of an
array system since they introduce direction-dependant uncertainties. As a result
they are also less trivial to estimate, requiring the most overheads. For example,
the pilot calibration approach in [22] requires a minimum of 2 pilots (i.e. sources
at known locations) to estimate geometrical uncertainties in a plane but it can
be shown that only 1 pilot is required to estimate complex gain uncertainties.
In this chapter, a novel single pilot array shape calibration algorithm is proposed
for an arbitrary planar array. Hence, with reference to Section 2.3 and Figure
2.4, only the sensor locations contain uncertainties er 2 R3N which must be
estimated. It is assumed that no complex gain or local oscillator uncertainties
exist in the array. Therefore,
eg = 0N (4.1)eF c = 0N (4.2)e'
c
= 0N (4.3)
The proposed calibration approach requires a single multi-carrier pilot (i.e. a
source at a known location with respect to the array reference point). As pre-
viously stated, assuming erz = 0N , typically two (minimum) or more sources are
required to calibrate the shape of a planar array [22]. In this chapter, by exploit-
ing the di¤erence in the array response model when the source operates in the
"near-far" and "far" eld of the array, it is shown how this can be reduced to
just one pilot by allowing it to transmit at two frequencies. These frequencies
must be carefully chosen such that it allows the same source to operate in the
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two di¤erent elds.
The remainder of this chapter is organised as follows:
In Section 4.1, the plane-wave and spherical-wave propagation models presented
in Chapter 2 are revisited and the array shape calibration problem is formulated.
In Section 4.2, the proposed calibration algorithm is described. Next, in Section
4.3, the performance of the algorithm is demonstrated with some representative
examples related to the DOA estimation and beamforming problems. Finally, in
Section 4.4, the chapter is concluded.
4.1 Formulation of the Multi-Frequency Array
Shape Pilot Calibration Problem
With reference to Chapter 2, consider an array of N omnidirectional sensors with
the geometry described by the Cartesian coordinates r such that
r = [r1; r2;    ; rN ]
= [br1;br2;    ;brN ] + [er1;er2;    ;erN ] (4.4)
Here, ri denotes the true location of the i
th sensor, bri denotes the nominal (known)
location and eri denotes the uncertainty associated with its location which must
be estimated. Without loss of generality, in this chapter it is assumed that sensor
1 is at a known location which is also taken to be the default array reference
point (i.e. r1 = 03). In addition, it is assumed that rz = brz = 0N .
Consider that a single pilot source operates about the array at a frequency Fc
at a known location with respect to the array reference point, described by the
Cartesian coordinates rm. Equivalently, in polar coordinates, the pilot source op-
erates at, (range, azimuth, elevation) = (krmk ; ; ) : Without loss of generality,
it is considered in this chapter that  = 0: With reference to Equation 2.12, con-
sidering that the array elements have unity gain and zero phase (i.e. g = bg = 1N),
the signal vector x (t) 2 CN received by the array in this case can be modelled
by,
x (t) = Sm (t) + n (t) (4.5)
where  is the complex path coe¢ cient, S is the array manifold vector, m (t) is
the message signal transmitted by the pilot and n (t) is the vector of the noise
received at the array as discussed in Chapter 2.
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If the pilot source operates in the "far" eld of the array, the manifold vector
follows the plane wave propagation model in Equation 2.9. Otherwise, if it oper-
ates in the "near-far" eld of the array, it follows the spherical wave propagation
model. These two models are given below for the specic case of a planar array
with  = 0.
S ,
8>>>>>>><>>>>>>>:
for plane wave propagation:
S () = exp
  j 2Fc
c
 
rx cos () + ry sin ()

for spherical wave propagation:
S (; krmk) = krmka   a  exp
  j 2Fc
c
 krmk  1N   
with  =
q
krmk2  1N + r2x + r2y   2 krmk
 
rx cos () + ry sin ()

(4.6)
Note that here, the vector  denotes the vector of ranges between the pilot source
and the array elements in meters. The pilot can be considered to operate in the
far eld of the array if,
krmk >>
2D2Fc
c
in meters (4.7)
where D is the array aperture in meters. Equation 4.7 implies that by select-
ing/changing the carrier frequency of the source, its xed physical location can
change from being in the "near-far" eld of the array to the "far" eld. Hence,
the spherical wave propagation model can be used to describe the array response
at one frequency and the plane wave propagation model can be used with good
approximation in another. Therefore, changing the frequency of the pilot source
allows the underlying signal model to change, using a di¤erent parametric equa-
tion and hence providing an extra degree of freedom to estimate any unknown
parameters in the model. This forms the underlying concept in which the pro-
posed calibration algorithm is based. Specically, for a source lying at rm, the
two carrier frequencies for the pilot source should be chosen such that,
Fc1 
krmk c
2D2
 Fc2 (4.8)
where Fc1 will cause the pilot to lie in the far eld of the array and Fc2 will cause
the pilot to lie in the near-far eld of the array. Hence, if for example the array
has an aperture, D, of 1 meter and the pilot is at a range of 5 meters from the
reference point, the frequencies should be chosen such that,
Fc1  1GHz  Fc2 (4.9)
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The more widely spaced the frequencies are chosen, the better the distinction in
the two propagation models will become.
Under the received signal model in Equation 4.5, with reference to Equation
2.15, the covariance matrix of the data received from the array will have the
theoretical structure,
Rxx = jj2 SSH+Rnn (4.10)
Performing an eigenvector decomposition on Rxx it is well known that the eigen-
vector ES corresponding to the principle eigenvalue spans the same linear sub-
space as the manifold vector S, i.e.:
S 2 LfEsg (4.11)
= c1  Es (4.12)
where1 c1 is a constant scalar such that,
c1 =
( p
N plane-wave propagationkrmk   1 spherical-wave propagation (4.13)
This property allows the manifold vector to be extracted from the received signal
in the presence of noise and will be exploited in estimating the array uncertainties.
It is important to note that in reality, the covariance matrix Rxx is constructed
over L snapshots as shown in Equation 2.18.
4.2 Single Pilot Array Shape Calibration Ap-
proach
4.2.1 Far-Field Transmission
Consider that the pilot source introduced in the previous section transmits a
narrowband message m (t) at a frequency Fc1 placing it in the "far" eld of the
N sensor array. Collecting L snapshots of data from the array to form the matrix
X; the sample covariance matrix may be constructed using Equation 2.18. The
eigenvector of this covariance matrix corresponding to the principle eigenvalue
may then be extracted. It is shown in Equation 4.11 that this is related to the
1Note that c1 is the norm of kSk and thus is a real number. This implies that the rst
element of Es (corresponding to the reference point) is real. However, in MATLAB, the last
element of Es is always real, which gives a phase term. This can be removed by performing an
element-by-element subtraction of the phase term corresponding to the rst element of Es.
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array manifold vector which in this case will follow the plane wave propagation
model in Equation 4.6. The element-by-element angle of this eigenvector will
have the theoretical structure
\ (Es) + 2K =  
2Fc1
c
 
rx cos () + ry sin ()

(4.14)
where
K =
h
K1; K2;    KN
iT
2 RN (4.15)
Here, the vector K is used to account for the 2 ambiguity introduced as a
result of the angle operator where K1 = 0 (since it corresponds to the rst array
element which is at the reference point). The vector K can be estimated using
the nominal values of the sensor locations assuming the location error is less than
a wavelength from its true value, i.e.
K =

 Fc1
c
 brx cos () + bry sin () (4.16)
Equation 4.14 can be re-written as
  c
2Fc1
(\ (Es) + 2K)| {z }
,u2RN
= rx cos () + ry sin () (4.17)
Equation 4.17 provides a set of N linear equations with 2N unknowns (rx and
ry).
4.2.2 Near-Far Field Transmission
Next consider that the source transmits the narrowband message m (t) at a fre-
quency Fc2 (where Fc2 > Fc1) placing it in the "near-far" eld of the array. This
transmission can either occur at the same time as the rst (followed by digital
ltering) or at a di¤erent time. The array response will now follow a spherical
wave propagation model. In this case, as discussed in Section 2.4, rotating ref-
erence point of the array now changes the second order statistics of the received
signal. Considering that the rst sensor of the array is dened to be at the array
reference point let us now denote the associated manifold vector as S1. Without
any loss of generality, this is dened as the primary reference point. Next con-
sider that the array reference point is changed to be at the ith sensor of the array
via the geometric reference point rotation method described in Section 2.4 of this
thesis. In this case, the new reference point is ri and the array geometry ri is
set with respect to this. Furthermore, the source is at range krmk = krm   rik
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and direction (; ) = (i; i) relative to this new reference point. Thus, the
measurements from the array xi(t) are now taken with respect to ri where
xi(t) = Sim (t) + n (t) : (4.18)
It can be proved (this is trivial) that the array manifold vector denoted by Si,
when the reference point is at the ith sensor, is directly related to S1, when the
reference point is at the 1st sensor (i.e. the primary reference point) as follows:
Si = c2  S1; (4.19)
where c2 is a constant scalar such that
c2 =
krm   rik
krmk
a
exp

 j 2Fc
c
( krm   rik   krmk)

: (4.20)
It is key to note that Equation 4.19 illustrates that the manifold vectors S1 and Si
constructed at two di¤erent reference points, although have di¤erent magnitudes,
are collinear, and hence span the same one dimensional subspace embedded in N
dimensional complex space.
Consider that the reference point is rotated to be at each element in the array
when the source is transmitting at frequency Fc2 . At each reference point, L
snapshots of data are collected from the array, allowing N covariance matrices
to be constructed using Equation 2.18. Given that the reference point is at the
ith array element, under a narrowband transmission, the noise power 2n can be
estimated by performing an eigenvector decomposition of the covariance matrixRi
and averaging theN 1 smallest eigenvalues. The corresponding signal eigenvalue
when the reference point is at the ith array element, i, can then be estimated
(under narrowband assumption 2) by subtracting this estimate of 2n from the
principle eigenvalue of the covariance matrix Ri dened as i. Hence,
i = max (eig Ri) i = 1; 2;    ; N; (4.21)
i = i   2n i = 1; 2;    ; N: (4.22)
From Equation 4.10, it can be shown that the signal eigenvalue at the ith reference
point i is related to the range of the source from this point krm   rik by
i = jj2 krm   rik2a 1TN 2a: (4.23)
2Note that the narrowband assumption implies the array elements all observe the same part
of the message signal at the same instant of time. In the more general wideband case, this
assumption doesnt apply. In this case, signal eigenvalues may be estimated by using the trace
of the eigenvalues of the covariance matrix as described in [6].
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Hence, it is clear that the ratio of the two signal eigenvalues i and 1 will be
related to the ratio of ranges of the source with respect to the ith sensor and the
primary reference point (i.e. the 1st sensor) via
i
1
=
krm   rik
krmk
2a
i = 2;    ; N , (4.24)
Repeating this process for each of the covariance matrices, the vector K 2
R(N 1)1 of ratios of ranges of the pilot source from the array elements can be
formed as
K ,
2666664
K2
K3
...
KN
3777775 =
2666664
2
1
3
1
...
N
1
3777775
1
2a
=
2666664
krm r2k
krmk
krm r3k
krmk
...
krm rNk
krmk
3777775 ; (4.25)
assuming the propagation constant a is known or has been estimated previously.
Note that these ranges are the true values (i.e. they arent a¤ected by the presence
of geometrical uncertainties). The vector  in the spherical wave manifold vector
corresponds to the range between the source and the array elements. Hence,
 = krmkK (4.26)
Therefore, knowing the range of the pilot to the array reference point, the range
to all the other array elements (i.e. the vector ) can be estimated. Following
this, using the array based expression for , given in Equation 4.6, a second set
of N linear equations with 2N unknowns (rx and ry) can be found as
2   krmk2  1N| {z }
,v2RN
= r2x + r
2
y   2 krmk
 
rx cos () + ry sin ()

(4.27)
4.2.3 Metric-Fusion of the Multi-frequency Transmissions
Finding u and v using the approaches presented in the previous subsections, it
can be proved (see Appendix 4:A) by combining Equations 4.17 and 4.27 that:
ry = u sin ()
p
(2 krmku  u2 + v) cos () (4.28a)
rx =
1
cos ()
u  tan () ry (4.28b)
This provides two sets of solutions for the true geometry of the array, i.e. two
points of intersection. However, this is intuitive since a spherical-wave will in-
tersect with a plane-wave at two points. However, knowing the nominal array
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locations, the true solution can be chosen as the closest point to this nominal
location. Note that this method requires the transmitter to operate at just two
carrier frequencies - one causing the source to be in the "near-far" eld of the ar-
ray and one in the "far". However, the approach could be extended to operate at
more than two carriers. Multiple carriers will provide solutions that intersect at
the same common points. These points can be averaged to allow a more accurate
approximation of the sensor location uncertainties to be made.
The proposed algorithm can be presented as a series of steps as follows:
STEP-1 For the transmission at the lower carrier frequency Fc1 (plane-wave propa-
gation), estimate the received signal covariance matrix Rxx when the array
reference point is at sensor 1 using and nd the principle eigenvector Es.
STEP-2 Estimate the associated vector K using Equation 4.16 then compute the
vector u dened in Equation 4.17.
STEP-3 For the transmission at the higher carrier frequency Fc2 (spherical-wave
propagation), construct the received signal covariance matrices Ri for i =
1; 2;    ; N by rotating the array reference point. For each matrix, estimate
the signal eigenvalue i via Equation 4.22. Finally, construct the vector K
in Equation 4.25.
STEP-4 Using krmk estimate the ranges  between the pilot source and each of the
array sensors using Equation 4.26.
STEP-5 Using , compute the vector v associated with the pilot source dened in
Equation 4.27.
STEP-6 Calculate the sensor locations using Equations 4.28a and 4.28b.
Note that in the case of M spherical-wave transmissions, steps 3, 4 and 5 should
be repeated for each and then used in step 6 to produce M estimates of

rx; ry

which can be averaged to reduce nite averaging e¤ects. These e¤ects are present
due to the use of L (nite) snapshots in the estimation of u and v.
It is important to note that the use of Equation 4.14 in this approach implies
that the nominal locations of the array elements must be within half a wavelength
of their true locations to allow array uncertainties to be correctly estimated. This
is necessary to resolve the phase wrap ambiguity problem associated with taking
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the angle of the eigenvector Es. In Chapter 5, an approach to estimate the array
uncertainties which doesnt require this assumption is presented. Alternatively,
two sources at di¤erent known locations in the near-far eld of the array could be
used to generate two sets of linear equations in the form of Equation 4.25. These
could then be used to estimate the geometric uncertainties associated with the
array without the need for this assumption.
4.3 Representative Examples of the Single Pilot
Array Shape Calibration Approach
The proposed method signicantly improves the performance of an array system
by removing array location uncertainties. It has been tested under a number
of di¤erent planar array geometries with varying numbers of sensors and under
various degrees of sensor location uncertainty and performed satisfactorily. For
example, consider a Uniform Circular Array of N = 7 sensors operating in the
presence of a single pilot source krmk = 6 metres (m) from the rst sensor (taken
to be the array reference point) at an azimuth of  = 60 and an elevation
of  = 0. The pilot source transmits at frequencies of Fc1 = 500MHz and
Fc2 = 2:45GHz. Furthermore, the array has a nominal half unit wavelength inter-
sensor spacing with respect to Fc1 giving an array aperture of D = 0:6741m. As a
result, the boundary between the "near-far" and "far" elds of the array for each
of the carrier frequencies lies at 1:5147m for Fc1 and 7:4250m for Fc2 . Therefore,
placing the pilot source at krmk = 6m allows a plane-wave propagation model to
hold at Fc1 and a spherical-wave propagation model to hold at Fc2 . Figure 4.1
and Table 4.1 summarise the results after implementing the proposed algorithm
when the pilot is observed for L = 1000 snapshots under an SNR of 20dB.
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Figure 4.1: Nominal, actual and estimated geometry of the array of sensors. Pilot
operates from (krmk ; ; ) = (6m; 60; 0) at Fc1 = 500MHz and Fc2 = 2:45GHz
(SNR=20dB and L = 1000).
Table 4.1: Performance of the proposed calibration algorithm under the setup
described in Figure 4.1
Initial Location Errors Final Location Errors
Sensor x-coord (m) y-coord (m) x-coord (m) y-coord (m)
1 0 0 0 0
2 0.0512 -0.0254 0.00110 5 0.01710 5
3 0.0126 -0.0248 -0.00610 5 0.00910 5
4 0.1045 -0.0687 -0.16610 5 0.09110 5
5 0.0226 0.0863 -0.21910 5 0.11010 5
6 0.0732 -0.0714 -2.12010 5 1.021510 5
7 0.0691 0.0859 3.55410 5 -2.04110 5
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The e¤ect on performing the proposed calibration technique was tested with
3 uncorrelated sources operating in the "far" eld of the array at Fc1 for the
setup illustrated in Figure 4.1 at (azimuth; elevation) = (30; 0), (35; 0) and
(120; 0) with L = 1000 snapshots under an SNR of 20dB: The MUSIC algo-
rithm is employed before and after the proposed calibration approach to illustrate
the improved capabilities in solving the estimation problem as a result of the cal-
ibration approach. Results in Figure 4.2 show a signicant improvement in the
performance of the algorithm following calibration.
Figure 4.2: MUSIC spectrum before and after calibration approach under the
setup described in Figure 4.1 for M = 3 sources at (; ) = (30; 0) ; (35; 0)
and (120; 0) (SNR=20dB, L = 1000 snapshots).
Next consider that for the setup illustrated in Figure 4.1, the source at  = 30
is the desired source and the sources at 35 and 120 are co-channel interferences
that must be rejected. A super-resolution beamformer which is designed to max-
imise Signal to Interference Ratio (SIR) is employed to achieve this. The array
pattern before and after the proposed calibration approach is illustrated in Fig-
ure 4.3. Before calibration it is clear that the beamformer is unable to reject the
35 and 120 interferences. After calibration the nulls are far sharper, deeper and
placed accurately in the interference directions showing a signicant improvement
in the SNIR performance of the beamformer.
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Figure 4.3: Interference cancellation beamformer before and after calibration
under the setup described in Figure 4.1. The desired source is at (; ) = (30; 0) :
Two interferers are at (; ) = (35; 0) and (120; 0).
Now consider that the source at (azimuth; elevation) = (120; 0) is the de-
sired source and the sources at 30 and 35 are co-channel interferences with the
setup illustrated in Figure 4.1 under SNR of 20dB and L = 1000 snapshots. The
Wiener-Hopf beamformer is employed before and after the proposed calibration
approach producing the array patterns illustrated in Figure 4.4. This beamformer
is designed to maximise Signal to Noise Interference Ratio (SNIR) at the array
output. Before calibration, the mainlobe lies at 273 and a sharp null is placed at
120, removing the desired signal from the array output. However, after perform-
ing the proposed calibration approach, the peak of the mainlobe lies at 124 and
the null in the desired source direction is removed, maximising the SNIR output.
4. Array Shape Calibration using a Single Multi-Frequency Pilot 64
Figure 4.4: Wiener-Hopf array pattern before and after calibration under the
setup described in Figure 4.1 (L = 1000 snapshots, SNR=20dB). Desired source
is at (; ) = (120; 0) : Two interferers are at (; ) = (30; 0) and (35; 0)
Finally, the steering vector beamformer is employed before and after the pro-
posed calibration approach with the setup illustrated in Figure 4.1 assuming that
the source at (azimuth; elevation) = (120; 0) is the desired source and that
there is no co-channel interference. The array pattern produced in each case is
illustrated in Figure 4.5. Before calibration, the mainlobe lies at 122 with a
gain of 7:54dB. This indicates the presence of a 2 pointing error implying the
performance of the beamformer in the desired source direction will be reduced.
However, following calibration, the mainlobe lies at the desired direction of 120
implying the pointing error has been removed and the beamformer has a larger
gain of 8:451dB.
These examples show that the introduction of array location uncertainties
have di¤erent e¤ects in the performance of the di¤erent types of beamformers.
In each case, the improvement as a result of the proposed calibration algorithm
is clearly illustrated.
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Figure 4.5: Steering vector beamformer before and after calibration under the
setup described in Figure 4.1. Desired source is at (; ) = (120; 0) with no
interferers.
4.4 Conclusions
In this chapter an array shape calibration algorithm is presented for a planar array
which only requires one source transmitting on at least two carrier frequencies.
The method exploits the change in signal model as the transmitting source moves
from the "near-far" to the "far" eld of the array which is achieved by changing
the frequency of the transmitted signal. This provides an e¤ective calibration
approach when a sparse number of pilot sources exist within the calibration en-
vironment and has been shown to improve the array performance when sensor
location uncertainties are present.
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Appendix 4.A: Proof of the Single Pilot Calibra-
tion Formula in Equation 4.28
Consider from the far eld transmission (Equation 4.17) that,
c
2Fc1
(\Es + 2K)| {z }
,u
= rx cos () + ry sin () (4.A1.1)
and from the near-far eld transmission (Equation 4.27) that,
2   krmk2  1N| {z }
,v
= r2x + r
2
y   2 krmk
 
rx cos () + ry sin ()

(4.A1.2)
Hence, inserting Equation 4.A1.1 into Equation 4.A1.2,
v = r2x + r
2
y   2 krmku (4.A1.3)
In addition, rearranging Equation 4.A1.1,
rx =
1
cos ()
 
u  ry sin ()

(4.A1.4)
Inserting Equation 4.A1.4 into Equation 4.A1.3,
v =
1
cos2 ()
 
u2    2u ry sin ()+ r2y sin2 ()+ r2y   2 krmku (4.A1.5)
Rearranging this expression gives,
u2  2u ry sin ()+r2y sin2 () + r2y cos2 ()| {z }
,r2y
 2 krmku cos2 () v cos2 () = 0N
(4.A1.6)
Solving this expression as a quadratic,
ry =
 B 
p
B2   4AC
2A
(4.A1.7)
such that,
A = 1 (4.A1.8)
B =  2u sin () (4.A1.9)
C = u2   2 krmku cos2 ()  v cos2 () (4.A1.10)
gives,
ry = u sin ()
q
u2 sin2 ()  u2 + 2 krmku cos2 () + v cos2 ()
(4.A1.11)
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Hence,
ry = u sin ()
p
(2 krmku  u2 + v) cos () (4.A1.12)
Then, using Equation 4.A1.4 in conjunction with Equation 4.A1.12,
rx =
1
cos()
u  tan () ry (4.A1.13)
Equations 4.A1.12 and 4.A1.13 are consistant with Equation 4.28.
Chapter 5
Array Auto-calibration
This chapter is concerned with performing global calibration of an array to re-
move di¤erent types of array uncertainties that may be present simultaneously.
In general, this is a more complex problem to solve because there will now be
more unknown parameters within the signal model which must be estimated.
Specically, with reference to the uncertainties introduced in Chapter 2 of this
thesis, this chapter will consider that both geometrical (array shape) and electri-
cal (complex gain) uncertainties are present in the array. Hence, with reference
to Section 2.3 and Figure 2.4, the sensor location uncertainties er and complex
gain uncertainties eg must be estimated. In this chapter, it is assumed that no
local oscillator uncertainties exist in the array. This implies that either the array
elements all use the same local oscillator or, in the case of largely spaced array
elements, there is some other means of locking the phase reference between LOs
and removing tuning errors. Therefore, in this chapter it is assumed that,
eF c = 0N (5.1)e'
c
= 0N (5.2)
This assumption will be relaxed in Chapter 6. As opposed to the previous data
based parametric calibration techniques in the literature (including the approach
presented in the previous chapter of thesis), in this chapter, no transmitting
sources will be required to calibrate the array (either pilot sources or sources of
opportunity). Instead, elements in the array will operate as transceivers which
will be utilised to auto-calibrate it. In this case, the range of the transmitting
element from the array reference point will always be small compared to the
array aperture. Hence, the plane wave propagation assumption is no longer valid
and spherical wave propagation should be considered. In this case, the notion
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of changing the array reference point via the methods proposed in Section 2.4
becomes signicant. By rotating the array reference point, it is shown how a
number of metrics may be extracted from the received array data and utilised
within a set of linear equations to estimate the array uncertainties. It will be
demonstrated that the proposed approach can operate even in the presence of
large geometrical uncertainties (i.e. those that are several wavelengths in size).
The remainder of this chapter is organised as follows:
In Section 5.1, the array signal model developed in Chapter 2 will be used to
formulate the specic calibration problem to be solved in this chapter. In Section
5.2, the proposed auto-calibration procedure is described. Following this, in Sec-
tion 5.3, computer simulation studies are presented to illustrate the performance
of the proposed approach. Initially the performance of the proposed approach is
investigated for a representative example of a small and a large aperture array
when using the geometrical approach in Section 2.4 to rotate the array reference
point. Some common array processing algorithms are used to benchmark the
performance of the algorithm before and after calibration. Following this, the
performance of the proposed auto-calibration approach is investigated when the
di¤erent methods of rotating the array reference point are employed. Here, the
simulation scenarios presented in Section 2.5 are used. The chapter is concluded
in Section 5.4.
5.1 Problem formulation
With reference to Chapter 2, consider an array of N omnidirectional elements
with Cartesian coordinates described by the matrix r 2 R3N such that,
r = [r1; r2;    ; rN ] =

rx; ry; rz
T
(5.3)
= [kr1ku1; kr2ku2;    ; krNkuN ] (5.4)
= [br1;br2;    ;brN ] + [er1;er2;    ;erN ] (5.5)
Here, ri denotes the true location of the i
th sensor in the array, bri denotes the
nominal (known) location and eri denotes the uncertainty associated with its lo-
cation which must be estimated. In addition, rx, ry, rz denote vectors describing
the x, y and z coordinates of the array elements respectively. Furthermore, con-
sider that the array elements have a complex gain (i.e. gain and phase) described
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by
g = [g1; g2;    ; gN ]T 2 CN (5.6)
= [bg1; bg2;    ; bgN ]T + [eg1; eg2;    ; egN ]T (5.7)
Here, gi denotes the true complex gain of the ith sensor in the array, bgi denotes
the nominal (known) complex gain and egi denotes the uncertainty associated with
the complex gain which must be estimated. These uncertainties cause the true
array response to move away from the nominal response of the array. The e¤ects
of sensor location and complex gain uncertainties on the spherical wave array
manifold vector are described in Section 2.3 of this thesis. In this chapter, it is
assumed that the rst sensor is at a known location r1 and has unity gain and
zero phase such that g1 = 1. In addition, it is assumed that rz = brz = 0N
With reference to Chapter 2 and Figure 5.1, consider that the array operates in
the presence of a single source emitting a baseband signal m (t) which is assumed
to be narrowband. This source operates at the frequency Fc and is located at rm
in the near-far eld of the array at an unknown azimuth ; elevation  and range
krmk with respect to the array reference point. Here, note that  is measured
anticlockwise with respect to the positive x-axis. Since the source lies in the near-
far eld of the array, plane wave propagation is no longer valid and spherical wave
propagation should be considered.
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Figure 5.1: Spherical wave propagation to the N sensors of the array in R2 space
(small D = narrowband assumption).
The signal vector x (t) 2 CN received by the array is given by Equation 2.12 in
Chapter 2 as
x (t) = 
 
g  Sm(t) + n(t); (5.8)
where  is the complex path coe¢ cient, S is the array manifold vector, m(t) is the
message signal transmitted by the pilot and n (t) is the vector of noise received
by the array as discussed in Chapter 2 with a noise power of 2n.
Since the source operates in the near-far eld of the array it will obey the
spherical wave propagation model. Hence, S should be modelled by the spherical
wave manifold vector in Equation 2.9 which is repeated here for ease of reference,
S = krmka   a  exp

 j 2Fc
c
 krmk  1N    ; (5.9)
Here, the parameter  2 RN1 is the unknown vector of ranges from the source
to each of the array elements, i.e.
 = [krm   r1k ; krm   r2k ;    ; krm   rNk]T 2 RN : (5.10)
As shown in Equation 5.9, the vector  can be expressed in meters as a function
of a single range krmk and direction (; ) of the transmitting array element with
respect to the array reference point and the array geometry r (also in meters).
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Consider that the array reference point is now changed to be at the ith sensor
of the array as discussed in Section 2.4. In this case, the new reference point is ri
and the array geometry r is set with respect to this. Furthermore, the source is
taken to be at range krm   rik and direction (i; i) relative to this new reference
point. Thus, the measurements from the array xi(t) 2 CN are now taken with
respect to ri where
xi(t) = 
 
g  Si

m(t) + n(t): (5.11)
Here, Si denotes the corresponding manifold vector as described in Equation 5.9
but now with krmk substituted for krm   rik as discussed in the previous chapter:
The covariance matrix denoted by Ri 2 CNN ; when the reference point is at the
ith array element will have the theoretical structure
Ri = jj2
 
g  Si
  
g  Si
H
+ Rnn (5.12)
where Rnn 2 CNN is the noise covariance matrix described in Equation 2.13:
Via the same approach as in the previous chapter, by performing an eigenvec-
tor decomposition of the covariance matrix Ri; the signal eigenvalue i can be
extracted such that,
i = max (eig Ri)  2n (5.13)
where max (eig Ri) denotes the maximum eigenvalue associated with the matrix
Ri. From Equation 5.12, it can easily be shown that i will have the theoretical
structure,
i = jj2  krm   rik2a 1TN
 
g  g   2a (5.14)
Here note that 2n may be estimated (under narrowband assumption
1) by taking
the average of the non-principle eigenvalues of the covariance matrix Ri.
Consider that the reference point is placed at the (0; 0; 0) origin and each of
the array sensors. Using Equation 5.13, the signal eigenvalues 0; 1; 2;    ; N
may be estimated. Dening the origin as the "primary" reference point, the
vector K 2 RN may be estimated which is related to the range of the source from
1Note that if the narrowband assumption implies the array elements all observe the same
part of the message signal at the same instant of time. This will always be the case if a "carrier
only" signal is transmitted by the array elements. However, in the more general wideband case,
this assumption doesnt apply. In this case, signal eigenvalues may be estimated by using the
trace of the eigenvalues of the covariance matrix as described in [6].
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the origin and the N array elements as,
K =
2666666664
1
0
2
0
...
N
0
3777777775
1
2a
=
2666666664
krm r1k
krmk
krm r2k
krmk
...
krm rNk
krmk
3777777775
: (5.15)
Note that these metrics are independent of the gain and phase associated with
the array element (and hence are una¤ected by the presence of complex gain
uncertainties).
As also indicated in the previous chapter, the eigenvector, E0 2 CN corre-
sponding to the principle eigenvalue of the received covariance matrix R0, when
the array reference point is at the origin, spans the same linear subspace as the
corresponding array manifold vector S0. Hence,
S0 = kS0k  E0 (5.16)
where under a spherical wave propagation,
kS0k = krmka 
 g  g 12   a (5.17)
This provides a metric related to the complex gain and location of the array ele-
ments. The autocalibration approach proposed in this chapter utilizes eigenvalues
and eigenvectors to estimate the true array parameters.
5.2 Array Auto-Calibration
With reference to Figure 5.2, consider the N sensor array introduced in the
previous section with complex gain and location uncertainties. For notational
convenience, consider that array elements lie such that their azimuth angles
1; 2;    ; N ;measured anticlockwise with respect to the positive x-axis, increase
with 1 < 2 <    < N measured over the range [0; 2].
5. Array Auto-calibration 74
Figure 5.2: Array calibration problem inR2 space. with the second array element
transmiting to the other N   1. Red points denote actual sensor locations and
grey points denote nominal locations.
In this section, a novel auto-calibration approach is presented to estimate
the array uncertainties under the assumption that the array elements operate as
transceivers. Here, all N array elements transmit in turn to the other N   1
elements which operate as a single entity by forming an array receiver. Since
the transmitting element will always be located close to the receiver array with
respect to its array aperture, the received signal will undergo spherical wave prop-
agation. Hence the signal model described in Equation 2.12 using the spherical
wave manifold vector is the most appropriate. In this case, by rotating the ar-
ray reference point and extracting signal eigenvalues from the received covariance
matrix following Equation 5.13, sets of equations related to the range of the ar-
ray elements from one another can be constructed which are una¤ected by the
presence of array uncertainties. These can be used in conjunction with the eigen-
vector corresponding to the principle eigenvalue when the reference point is at
the origin to estimate the true array parameters (i.e. complex gain and location
of the array elements). The proposed approach is split into 3 steps. These are
namely the:
5. Array Auto-calibration 75
 Measurement Phase
 Array Shape Estimation Phase
 Complex Gain Estimation Phase
Each of these phases will now be described in turn.
5.2.1 Measurement Phase
Consider that all array elements transmit in turn with the other N   1 array
elements form an array receiver. When the mth array element transmits, data is
initially collected from the array when the reference point is at the origin (dened
as the "primary" array reference point). The second order statistics of the signals
received from the array are constructed and the signal eigenvalue dened by 0m is
extracted as well as the eigenvector E0m corresponding to the principle eigenvalue.
Note that for the remainder of this chapter, in contrast to the previous sections,
two subscripts are now used in the notation of signal eigenvalues, eigenvectors and
manifold vectors (amongst others) with the rst subscript denoting the reference
point and the second denoting the transmitting element. In addition, in this
section, for notational convenience, the extracted eigenvalue E0m is made to have
length N  1 despite the array receiver only having N   1 elements by inserting
a zero as the mth element. This e¤ectively denotes an array response of zero at
the transmitting array element.
Now consider that when the mth element is transmitting, the array reference
point is rotated to be at each of theN 1 elements of the array receiver. When the
jth element is at the array reference point, the second order statistics of the signals
received from the array are again constructed and the signal eigenvalue dened
by jm is extracted. By rotating the reference point to be at all N 1 elements of
the array receiver and constructing the received covariance matrix in each case, a
total ofN signal eigenvalues 0m; 1m; 2m;    ; (m 1)m; (m+1)m;    ; Nm can be
extracted as well as the eigenvector associated with the principle eigenvalue when
the reference point is at the origin. Considering all array elements transmit, a
matrix of eigenvectors E 2 CNN and eigenvalues,  2 RNN may be constructed
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as,
E = [E01; E02;    ; E0N ] (5.18)
 =
26666666666666666664
01; 12; 13;    ; 1N
21; 02; 23; 2N
31; 32; 03; 3N
41; 42; 43; 4N
...
. . .
...
N1; N2; N3;    ; 0N
37777777777777777775
1
2a
(5.19)
5.2.2 Array Shape Estimation
With reference to Equation 5.15, using the matrix , the matrix K 2 RNN may
be dened such that
K =

1N  diag ()T

(5.20)
which can be re-expressed as follows
(5.21)
It is clear that the ith row of the matrix K denotes the ratio of ranges from the
ith array element to each of the other array elements and the origin. The rank 1
matrix D 2 RNN and the rank N matrix Q 2 RNN are also constructed for
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notational convenience such that
D = KKT (5.22)
Q =
h
Q
1
; Q
2
;    ; Q
N
i
= K 1N1TN (5.23)
Here, the matrices D and Q are known and the matrix D can be re-expressed as
follows
: (5.24)
Hence, with reference to Figure 5.2, the matrix D denotes the ratio of the norms
of the array element locations with respect to the origin. Furthermore, the matrix
Q corresponds to the di¤erences in ranges between array elements and the origin.
With reference to Figure 5.2, a matrix B# 2 RNN of angles between array
elements can be dened as follows
(5.25)
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Equivalently, as all array elements lie in the same R2 space,
B# =
266666666664
1; cos (1   2) ;    cos (1   N)
cos (2   1) ; 1;    cos (2   N)
cos (3   1) ; cos (3   2) ; cos (3   N)
cos (4   1) ; cos (4   2) ; cos (4   N)
...
. . .
...
cos (N   1) ; cos (N   2) ;    1
377777777775
(5.26)
It can be proven (see Appendix 5:A) that the matrix B# can be expressed using
the matrices D and Q such that,
B#=12 (D D QQ  2Q+ IN) D (5.27)
Assuming the direction to the rst array element 1 represents the known2 array
orientation angle, any row of the matrix B# may be used to obtain an estimate
of the angle of each array element. This may then be averaged over the di¤erent
rows. Using this notion, the following set of linear equations may be constructed
to obtain a least squares estimate of the directions of the array elements,
H = b )  = H# b (5.28)
where H 2 RN(N 1), b 2 RN1 and  2 R(N 1)1 are dened as,
H =
 
1N 1; 1N 11
T
N 1  NIN 1
T
(5.29)
b = arccos (B#)
T 1N   11N +N11 (5.30)
 = [2; 3;    ; N ]T (5.31)
Here, m 2 RN1 denotes a vector of zeros with the mth element equal to one.
Assuming 1 < 2 <    < N , the sign of the elements in the matrix arccos (B#)
over the range [0; 2] should be made negative in the upper triangle of the ma-
trix arccos (B#) and positive elsewhere to resolve the cosine ambiguity. Solving
Equation 5.28 will provide a least squares solution of the direction of all array
elements with respect to the origin.
2Note that if the orientation angle is unknown then it is still possible to estimate the array
shape by arbitrarily setting 1 = 0: This will give the array geometry independent of the array
axis.
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To estimate the array shape, the range between the array elements with re-
spect to the origin must also be estimated. Knowing the range to the rst array
element, this can easily be calculated using the rst column of the matrix D as,

0
,
2666666664
kr1k
kr2k
kr3k
...
krNk
3777777775
= kr1k  D1 (5.32)
Having estimated the angle and range of each of the array elements with respect
to the origin, the corresponding Cartesian coordinates can easily be deduced.
It is important to note that since the array geometry has been estimated using
eigenvalues alone, the approach can be used even if the location uncertainties are
large (i.e. several wavelengths in size).
5.2.3 Complex Gain Estimation
With reference to Equation 4.12, when the mth array element is transmitting and
the other elements form an array receiver, the extracted eigenvector E0m 2 CN1
(with a zero inserted as the mth element) is related to the array manifold vector
associated with the array receiver by,
I[m]E0m = kS0mk 1 

I[m]g

 S0m; 8m = 1; 2;    ; N (5.33)
where the matrix I[m] is an (N   1)N matrix formed from the identity matrix,
IN 1; with the vector 0N 1 inserted before its mth column3. For example,
I[2] =
2666666664
1 0 0    0
0 0 1 0
0 0 0 0
...
. . .
...
0 0 0    1
3777777775
: (5.34)
In addition, the vector S0m 2 CN 1 is the array response when the mth element
is transmitting and reference point is at the origin which is dened by,
S0m = krmka

I[m]
m
 a
 exp

 j 2Fc
c

krmk  1N 1   I
[m]

m

(5.35)
3Note that as an operator, I[i]A removes the ith row from the matrix A.
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where 
m
2 RN describes the range from the transmitting array element to all
array elements such that,

m
=
krm   r1k ; krm   r2k ;    ;rm   rm 1 ; 0;rm   rm+1 ;    ; krm   rNkT
(5.36)
Here note that themth element of 
m
is intuitively equal to zero. With reference to
Equation 5.35, the vector E0m provides a set of equations related to the di¤erence
and ratio of ranges of the transmitting element to the origin and the other array
elements (i.e. Q
m
and Km) as well as the complex gain of the array elements.
Considering all N array elements transmit, it can be proven (see Appendix
5:B) that the following set of linear equations can be constructed based on the
matrix E 2666666664
ON;N
IN   2T2
IN   3T3
...
IN   NTN
3777777775
| {z }
,Hg2CNNN
g =vec(Bg)
(5.37)
where the matrix Bg 2 CNN is formed by,
Bg = (Ediag (C))Ka exp

 j 2Fc
c
Qdiag


0

(5.38)
Here, the vector C 2 CN1 can be constructed in terms of E; K; and Q by
C = [1; C2; C3;    ; CN ]T (5.39)
= exp

j
2Fc
c
row1 (Q) 0

 (row1 (E) row1 (K)a + 1) (5.40)
where 1 is used to prevent an indeterminant in the rst element of the vector C.
Hence, the complex gain of the array elements can be estimated by
g = H#g  vec (Bg) (5.41)
For a given array of N sensors, the proposed auto-calibration approach is now
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described in a step-by-step format:
STEP-1 All array elements transmit in turn. When the ith element transmits,
the other N   1 elements form an array receiver and the array reference
point is rotated from the origin to be at each element of this array. When
the reference point is at a given array element or the origin, the signal
eigenvalue of the received covariance matrix is extracted. Repeating this
process, construct the matrix  in Equation (5.19). When the reference
point is at the origin, extract the eigenvector corresponding to the princi-
ple eigenvalue of the received covariance matrix and construct the matrix
E in Equation (5.18).
STEP-2 Using the matrix, construct the matricesK, D andQ using Equations
(5.20), (5.24) and (5.23) respectively.
STEP-3 Using the matrices D andQ, solve Equation (5.28) to estimate the angle
of the array element locations.
STEP-4 Using the matrix D, solve Equation (5.32) to estimate the range of the
array elements from the origin.
STEP-5 Using the matrices K, Q and E, solve Equation (5.37) to estimate the
complex gain of the array elements.
5.3 Simulations
In this section the performance of the proposed auto-calibration approach will be
analysed using computer simulations. The study is split in to two main parts.
In the rst part of the study, the performance of the auto-calibration algo-
rithm is investigated for a representative example of a small aperture and large
aperture array containing geometrical and complex gain uncertainties. Here, the
geometrical method of rotating the array reference point, discussed in Section 2.4
is used. Several well known array processing algorithms are employed before and
after the proposed auto-calibration approach and their performance is compared.
The second part of the study uses the large aperture array geometries de-
scribed in Section 2.5 of this thesis. It is assumed that these array elements
contain no complex gain uncertainties and all have unity gain and zero phase.
Here, the performance of the proposed auto-calibration approach (i.e. the array
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shape estimation phase of it) is compared when using the di¤erent array refer-
ence point rotation methods discussed in Section 2.4 of this thesis. It is assumed
that a "carrier only" signal is transmitted as the calibration tone for this part
of the study to allow the noise ltering approach presented in Section 2.4 to be
implemented.
5.3.1 Small Aperture Circular Array Representative Ex-
ample
Consider a small aperture Uniform Circular Array of N = 6 elements operating
at a target frequency of Fc = 100MHz with half wavelength intersensor spacing.
Here, each array element uses an omnidirectional antenna with a complex gain
of 1 (i.e. a gain of 1 and a phase of 0) which is described by the vector bg: The
nominal location of the array elements in meters and their associated complex
gain is given in Table 5.1. In addition, the nominal locations of the sensors are
denoted by blue circles in Figure 5.3.
Table 5.1: Nominal array element locations and complex gain characteristics for
estimating the performance of the autocalibration approach for a small aperture
circular array
Sensor brx (m) bry (m) brz (m) Gain Phase
1st 3:7500 1:7010 0 1 0
2nd 4:5000 3:0000 0 1 0
3rd 2:2500 1:7010 0 1 0
4th 3:7500 4:2990 0 1 0
5th 2:2500 4:2990 0 1 0
6th 1:5000 3:0000 0 1 0
Now consider that all array elements apart from the rst contain uncertainties
in their complex gain and location. The true locations of the array elements and
their complex gain is given in Table 5.2. In additions, the actual locations of the
sensors are denoted by black stars in Figure 5.3.
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Table 5.2: True array element locations and complex gain characteristics for
estimating the performance of the autocalibration approach for a small aperture
circular array
Sensor rx (m) ry (m) rz (m) Gain Phase
1st 3:7500 1:7010 0 1 0
2nd 4:5689 3:0750 0 1:4050 5:8964
3rd 2:1814 1:6363 0 1:0930 2:1369
4th 3:6757 4:4172 0 0:8900 0:4518
5th 2:3626 4:2087 0 1:3890 7:6028
6th 1:5712 2:9396 0 1:2430  6:5409
Note that in this section it is assumed that geometrical uncertainties lie in R2
space and that there is no multipath or fading e¤ects in the channel. In addition,
free space path loss is assumed (i.e. a = 1).
Initially, the performance of the proposed approach is analysed under an SNR
of 20dB using L = 100 snapshots. The geometrical approach is used to rotate
the array reference point. The estimated locations of the array elements after
calibration are shown by red crosses in Figure 5.3. Also shown here are the
corresponding estimation errors of the array element locations. In addition, the
complex gain estimation error after calibration is given in Table 5.3.
Table 5.3: Error in complex gain uncertainties after the autocalibration approach
under the small aperture circular array example
Sensor Gain Error Phase Error
1st 0 0
2nd 5:866 10 6 -3:361  10 2
3rd 1:203 10 6  j0:689  10 2
4th 5:723 10 6  j3:279  10 2
5th 2:238 10 6  j1:282  10 2
6th 5:010 10 6  j2:871  10 2
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Figure 5.3: Performance of the auto-calibration approach for a small aperture
circular array array (L = 100 snapshots, SNR= 20dB).
It is clear that the proposed approach can estimate the array uncertainties to
a high degree of accuracy. In Figure 5.4 the RMSE error of the array uncertainties
after the proposed calibration approach is investigated as a function of SNRL for
the same setup. This analysis is performed over SNR2 [0dB; 40dB] and L = 100
snapshots based on 200 realizations. Results for complex gain (split into gain and
phase) and location uncertainties after the proposed auto-calibration approach
are shown. It is clear that the proposed method is able to estimate all types
of uncertainties at an accuracy that improves as a function of SNRL. In fact,
under a larger number of snapshots the array uncertainties will asymptotically
approach zero.
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Figure 5.4: RMSE of the array uncertainties after calibration as a function of
SNRL for the small aperture circular setup in Table 5.2 (over 200 realizations).
5.3.2 The E¤ect on the MUSIC Algorithm on the Small
Aperture Circular Array
Consider the nominal array setup given in Table 5.1 with the actual setup given
in Equation 5.2. The proposed auto-calibration approach is rst performed using
L = 100 snapshots under SNR=20dB using the geometric approach to rotating
the array reference point. The performance of the MUSIC algorithm [9] before
and after calibration is then investigated by estimating the direction of 3 far-eld
100MHz sources at (; ) = (30; 0); (35; 0) and (120; 0) operating under the
same SNR using the same number of snapshots. The resulting MUSIC spectra
are presented in Figure 5.5.
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Figure 5.5: MUSIC spectrum before and after the auto-calibration approach for
the circular array described in Table 5.2 (L = 100, SNR=20dB). Three sources
operate at directions (; ) = (30; 0); (35; 0) and (120; 0).
Here, the green solid line corresponds to the case when there are no array un-
certainties, the red solid line gives the spectra before calibration and the blue
dotted line gives the spectra after the proposed calibration approach. It is clear
that before calibration it is impossible to resolve the two sources close to one
another. Furthermore, the source further away contains an error and all peaks of
the MUSIC spectrum are low. However, after calibration, the directions of the
three sources can clearly be seen.
A more rigorous RMSE analysis illustrating the benet of the proposed ap-
proach when using the MUSIC algorithm is now given. Consider that the array
has the actual setup described in Table 5.2 but now the direction of only a single
100MHz source at (; ) = (30; 0) must be estimated before and after the pro-
posed calibration approach using the MUSIC algorithm. In each case, the RMSE
of the estimated source direction is measured as a function of SNRL. As be-
fore, the analysis is performed over SNR[0dB; 40dB] using L = 100 snapshots
and is based on 200 realizations. Note that both the auto-calibration and MUSIC
algorithms assume these conditions. Results are shown in Figure 5.6. Here it is
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clear that with a lack of calibration the MUSIC algorithm reaches a oor prevent-
ing its superresolution properties from being exhibited. However, following the
proposed calibration approach, the MUSIC algorithm has a performance close to
what would be expected if no uncertainties existed in the system.
Figure 5.6: RMSE performance of the MUSIC algorithm before and after auto-
calibration for the small aperture array circular setup described in Table 5.2
(L = 100). Localization is performed for one source at (; ) = (30; 0) over 200
realizations (L = 100).
5.3.3 The E¤ect on the Wiener-Hopf Beamformer on the
Small Aperture Circular Array
Consider again the nominal array setup given in Table 5.1 which the actual setup
given in Table 5.2. A desired 100MHz source is located in the far eld of the array
at (azimuth; elevation) = (120; 0) and two interferers are located at (30; 0) and
(35; 0) which must be nulled. To facilitate this, a Wiener-Hopf beamformer is de-
signed where array weights are estimated by constructing the received covariance
matrix using L = 100 snapshots under SNR=20dB.
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Figure 5.7: Weiner-Hopf beampattern before and after auto-calibration for the
small aperture circular setup in Table 5.2. Desired source is at (; ) = (120; 0)
with interferers at (30; 0); (35; 0): (L = 100 snapshots, SNR=20dB)
The red line in Figure 5.7 shows the resulting beampattern before calibration
of the array (i.e. when the expected array response, used to construct the array
weights, is constructed using nominal array parameters). The blue line shows
the beampattern that may be constructed after the proposed array calibration
approach is implemented under L = 100 snapshots and SNR=20dB (i.e. when
the estimated array response, used to construct the array weights, is constructed
using the array parameters estimated during calibration). Before calibration the
beamformer is unable to place the main lobe in the correct position. To the
contrary, the presence of array uncertainties causes a null to be placed at the
desired source direction. After calibration, it is clear that the mainlobe can
be placed in the direction of the desired source whilst keeping the nulls at the
two interference directions. This illustrates the importance of the calibration
procedure in beamforming applications.
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5.3.4 The E¤ect on Large Aperture Array Localization
Previous simulations have been concerned with a small aperture array which
contains small location uncertainties. However, the proposed auto-calibration
approach is also applicable to large aperture arrays and can estimate large lo-
cation uncertainties (i.e. much larger than a wavelength). Both aspects will be
investigated in this section. In [6], a novel array based localization approach is
presented whereby a number a sensors surrounding or not surrounding a source
are used to construct a large aperture array of known geometry. Under a large
array aperture, the spherical wave manifold vector is valid. By rotating the ar-
ray reference point, it is shown how the location of a transmitting source can be
estimated. However, the approach in [6] assumes the array is fully calibrated.
In this section, the performance of the algorithm before and after the proposed
calibration approach will be investigated when the wide aperture array contains
large location uncertainties.
Consider an N = 4 sensor large aperture array operating at a frequency of
Fc = 2:45GHz with a nominal geometry (expressed in meters) and complex gain
given in Table 5.4. These nominal sensor locations are shown by blue circles in
Figure 5.8.
Table 5.4: Nominal array element locations and complex gain characteristics for
estimating the performance of the autocalibration approach for a large aperture
array
Sensor brx (m) bry (m) brz (m) Gain Phase
1st 50 0 0 1 0
2nd 5:05 30 0 1 0
3rd  40 0 0 1 0
4th 9:45  20 0 1 0
Now consider that the array contains location uncertainties. The actual sensor
parameters are described in Table 5.5. Note once again that the rst array element
contains no uncertainties. The actual sensor locations are also shown by black
stars in Figure 5.8.
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Table 5.5: True array element locations and complex gain characteristics for
estimating the performance of the autocalibration approach for a large aperture
array
Sensor rx (m) ry (m) rz (m) Gain Phase
1st 50 0 0 1 0
2nd 2:8116 27:8890 0 1 0
3rd  37:7518 2:4490 0 1 0
4th 7:0255  16:1404 0 1 0
Figure 5.8: Large Aperture Array localization before and after auto-calibration
for the setup in Table 5.5 (L = 100 snapshots, SNR=20dB). A single source is
located at rm = [7:0711; 7:0711]
T meters.
The proposed array calibration approach is performed using L = 100 snap-
shots under SNR=20dB using the geometric approach to rotating the array ref-
erence point. The estimated locations of the array elements following calibration
are given by red crosses in Figure 5.8 as well as the error associated with this
location. It is clear that the geometrical uncertainties can be estimated to a high
degree of accuracy which illustrates the robustness of the proposed approach
against large array uncertainties.
The Large Aperture Array localization approach in [6] is then implemented
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using geometrical rotation of the array reference point to estimate the location
of a 2:45GHz source at,
rm = [7:0711; 7:0711; 0]
T (5.42)
in meters under SNR=20dB and L = 100 snapshots before and after the proposed
calibration approach. The result of this is presented in Figure 5.8. The location
error of the source in meters before and after calibration is,
Error before calibration = [ 1:4137; 1:2454; 0]T (5.43)
Error after calibration = [ 0:1360; 0:1541; 0]T (5.44)
Hence, it is clear that the calibration approach is necessary to accurately estimate
the location of the source.
A more rigorous analysis is now performed by investigating the RMSE of the
location estimate as a function of SNRL before and after the proposed calibra-
tion approach. The analysis is performed over SNR[0dB; 60dB] and L = 100
snapshots based on 200 realizations. Once more, both calibration and localiza-
tion are performed under the same SNR and using the same number of snapshots
in each case. Results are shown in Figure 5.9. As was seen in the previous
analysis of the performance of the MUSIC algorithm, before calibration, the per-
formance of the localization approach reaches a oor. However, after calibration,
the performance of the proposed approach is close to the case where no array un-
certainties are present. The practical performance of this localization algorithm
using hardware is presented in [85]. Here, an alternative technique for removing
phase uncertainties to the one presented here is also given.
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Figure 5.9: RMSE of the Large Aperture Array localization approach before and
after auto-calibration for the large aperture array setup in Table 5.5 (L = 100,
200 realisations). A single source is at rm = [7:0711; 7:0711]
T meters.
5.3.5 Performance of the Auto-calibration algorithm un-
der the Large Aperture Array Simulation Scenarios
Consider now the large aperture simulation scenarios introduced in Section 2.5.
In this chapter, it is assumed that only sensor location uncertainties exist in these
arrays (i.e. no complex gain and no frequency uncertainties). In addition, it is
assumed that the gain of the array elements is unity and the phase is zero. Hence,
g = bg = 1N (5.45)
The performance of the auto-calibration algorithm will be compared when using
the di¤erent methods of rotating the array reference point given in Section 2.4.
Here, to allow the data based rotation method, the rst sensor is placed at the
system origin for each scenario. This implies that the location of an additional
sensor must be known (assumed to be the second sensor) but the rst doesnt
need to transmit (i.e. it acts as a pseudo sensor used only for the purposes of
reference point rotation). All of the equations presented earlier in this chapter can
then be used directly. In addition, to allow the noise ltered data based rotation
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method to be used, it is assumed that the calibration signals transmitted by the
nodes will be "carrier only" 100MHz signals.
For each of the scenarios, the performance of the auto-calibration approach
will be given for a given instantiation for each of the array reference point ro-
tation methods. This will be followed by Monte-Carlo simulation studies. In
particular, the Root Mean Squared Error (RMSE) of the sensor location uncer-
tainties after calibration will be analysed as a function of SNR. Furthermore, the
cumulative distribution of sensor errors over di¤erent runs of the auto-calibration
algorithm will also be given for di¤erent SNR values. Note that since only lo-
cation uncertainties exist at this stage, the complex gain estimation stage of the
auto-calibration approach presented in this chapter isnt required. This implies
that only eigenvalues are required (not eigenvectors).
5.3.5.1 Representative Examples of the Auto-calibration Performance
Representative examples of the performance of the auto-calibration approach un-
der the di¤erent geometries will rst be given looking at the geometric and approx-
imate methods of reference point rotation discussed in Section 2.4. In particular,
array auto-calibration is applied under an SNR of 30dB using L = 1000 snap-
shots. For the "Simple" scenario presented in Equation 2.44 and Figure 2.5, the
error in the array element locations after calibration when using the two di¤erent
reference point rotation methods (i.e. geometric and approximate with noise l-
tering) is given in Table 5.6. It is clear that both reference point rotation methods
allow the sensor location uncertainties to be estimated to a high accuracy.
For the "Patrol base" scenario presented in Equation 2.47 and Figure 2.6, the
error in the array element locations after calibration when using the geometric
and approximate (with noise ltering - see Equation 2.42) reference point rotation
methods is given in Table 5.7. Again, a good performance is observed for both
reference point rotation methods.
For the "UGS" scenario presented in Table 2.4 and Figure 2.7, the error
in the array element locations after calibration when using the geometric and
approximate (with noise ltering) reference point rotation methods is given in
Table 5.8.
Finally, for the "Circle" scenario presented in Equation 2.51 and Figure 2.8,
the error in the array element locations after calibration when using the geometric
and approximate (with noise ltering) reference point rotation methods is given
in Table 5.9.
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Table 5.6: "Simple" Scenario Representative Example Performance.
L = 1000; SNR= 30dB
Geometrical Rotation
(m or degrees) 10 12
error Rx1 Rx2 Rx3 Rx4
x 0 0 1375 460
y 0 0 -400 -85
distance 0 0 742.1 303.8
angle 0 0 3.639 2.061
Data-based Rotation: Noise Filtering
(m or degrees) 10 12
error Rx1 Rx2 Rx3 Rx4
x 0 0 63.66 24.56
y 0 0 -3.64 12.73
distance 0 0 18.19 1.82
angle 0 0 0.1908 0.1781
Table 5.7: "Patrol Base" Scenario Representative Example Performance.
L = 1000; SNR= 30dB
Geometrical Rotation
(m or degrees) 10 12
error Rx1 Rx2 Rx3 Rx4 Rx5
x 0 0 -241.5 -22.7 -0.86
y 0 0 43.7 10.0 27.3
distance 0 0 111.0 20.0 24.6
angle 0 0 0.9414 0.0763 -0.1781
Data-based Rotation: Noise Filtering
(m or degrees) 10 12
error Rx1 Rx2 Rx3 Rx4 Rx5
x 0 0 4.55 21.83 0.45
y 0 0 9.09 -5.46 -3.64
distance 0 0 9.09 16.37 2.73
angle 0 0 2.544 7.633 2.544
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Table 5.8: "UGS" Scenario Representative Example Performance.
L = 1000; SNR= 30dB
Geometrical Rotation
(m or degrees) 10 12
err Rx1 Rx2 Rx3 Rx4 Rx5 Rx6 Rx7 Rx8 Rx9 Rx10
x 0 0 -2.30 -0.40 -1.59 -2.73 -0.23 -1.82 -0.23 0.45
y 0 0 -0.91 0.23 -1.82 -3.18 -0.80 -3.52 -1.53 18.25
dist 0 0 0.9095 0.4547 0.9095 0.4547 0.2274 0.9095 0.3411 0.2274
ang 0 0 0.0763 0.0127 0.0509 0.0763 0.0509 0.0763 0.6616 0.5343
Data-based Rotation: Noise Filtering
(m or degrees) 10 12
err Rx1 Rx2 Rx3 Rx4 Rx5 Rx6 Rx7 Rx8 Rx9 Rx10
x 0 0 -4.0 -0.5 -3.1 -5.7 2.3 -5.0 1.7 -4.3
y 0 0 4.1 0.5 3.9 -2.0 -4.3 -1.0 56.7 -114.0
dist 0 0 3.865 0.682 4.547 2.274 4.093 4.547 0.568 0.455
ang 0 0 0.127 0.025 0 0.102 0.102 0.051 3.282 3.384
Table 5.9: "Circle" Scenario Representative Example Performance
L = 1000; SNR= 30dB
Geometrical Rotation
(m or degrees) 10 12
error Rx1 Rx2 Rx3 Rx4 Rx5 Rx6
x 0 0 0.0114 -0.0796 -0.1023 -0.0744
y 0 0 0.0644 0.1506 0.0853 -0.0085
distance 0 0 0 0.05684 0 0
angle 0 0 0 0 0 0.02544
Data-based Rotation: Noise Filtering
(m or degrees) 10 12
error Rx1 Rx2 Rx3 Rx4 Rx5 Rx6
x 0 0 -0.341 -0.568 -1.251 -0.744
y 0 0 0.430 1.933 0.966 -0.313
distance 0 0 0.3411 0.5116 0.1705 0.3126
angle 0 0 0.0509 0.2036 0.2036 0.1781
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5.3.5.2 Root Mean Squared Error vs SNR
The RMSE of the sensor location errors after the array auto-calibration approach
is now analysed as a function of SNR for each of the scenarios in Section 2.5. The
number of snapshots used is xed at L = 10000 and SNR 2 [0; 50]dB. For each
SNR chosen (taken to be the average of the (N   1)2 SNRs at the receiver inputs
over all transmissions), the auto-calibration algorithm is run over 250 realisations.
For each realisation, the average norm error associated with the N   2 unknown
array element locations is plotted (red dots). The Root Mean Squared over 250
realisations is also plotted (blue solid line). Results for the geometrical reference
point rotation method as well as the approximate rotation point methods (both
with and without noise ltering) are presented in Figures 5.10, 5.11 and 5.12
respectively for each scenario. It is clear that the geometrical and noise ltered
approximate rotation method of changing the array reference point provide a near
perfect performance independent of SNR for all scenarios. However, without noise
ltering in the approximate rotation method, it is clear that signicant errors arise
at low SNR for the reasons described in Section 2.4. In Figure 5.11 a solid green
line shows the point at which the autocalibration approach fails to work for each
scenario under this method of rotating the reference point. It should be noted
that the circle and UGS scenarios can operate at lower SNR before the calibration
algorithm fails. The distribution of the 250 realisations for a given SNR will be
analysed in the next subsection.
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Figure 5.10: Geometric Rotation: SNR vs RMSE performance under geometric
rotation for the 4 scenarios described in Section 2.5. Results are taken over 250
realisations with L = 10000 snapshots.
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Figure 5.11: Approximate Rotation without Noise Filtering: SNR vs RMSE
performance under approximate rotation without noise ltering for the 4 scenarios
described in Section 2.5. Results are taken over 250 realisations with L = 10000
snapshots. Operational Area: Localisation RMSE < 1m.
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Figure 5.12: Approximate Rotation with Noise Filtering: SNR vs RMSE per-
formance under approximate rotation with noise ltering for the 4 scenarios in
Section 2.5. Results are taken over 250 realisations with L = 10000 snapshots.
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5.3.5.3 Average Norm Sensor Location Error - Cumulative Distribu-
tions
A cumulative distribution (frequency) of the previous results of the sensor location
error over 250 Monte Carlo realisations for a given SNR is now given in Figures
5.13, 5.14, and 5.15 for the di¤erent reference point rotation methods.
In agreement with the representative examples, it is apparent that the "Cir-
cle" and "UGS" scenarios o¤er the best performance. This is due to the closer
proximity and more even distribution of the array elements in comparison to the
other scenarios. In addition, it is clear that the geometric and noise ltered ap-
proximate rotation point methods o¤er a near perfect performance. As expected
from the RMSE analysis, without noise ltering, the approximate rotation ap-
proach su¤ers from poor performance at low SNR. It is clear from these results
that the performance of the "Patrol" is better than the "Simple" scenario.
Figure 5.13: Cumulative Distribution for Geometric Rotation for the 4 scenarios
in Section 2.5. Results are taken over 250 realisations with L = 10000 snapshots.
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Figure 5.14: Cumulative Distribution for Approximate Rotation without Noise
Filtering for the 4 scenarios in Section 2.5. Results are taken over 250 realisations
with L = 10000 snapshots.
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Figure 5.15: Cumulative Distribution for Approximate Rotation with Noise Fil-
tering for the 4 scenarios in Section 2.5. Results are taken over 250 realisations
with L = 10000 snapshots.
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5.4 Conclusions
In this chapter, a novel global array auto-calibration algorithm is proposed which
estimates geometrical (array shape) and electrical (gain and phase) uncertainties
without requiring any external calibration sources or sources of opportunity. In-
stead, it is assumed that the array elements can operate as transceivers. When
one element transmits, the others form an array receiver allowing a spherical wave
propagation to be exhibited. By rotating the array reference point, a number of
received covariance matrices can be constructed. Then, by extracting eigenvalues
and eigenvectors associated with these matrices, it is shown that array uncertain-
ties can be estimated by solving a set of linear equations.
Simulation studies show that the proposed auto-calibration approach is ca-
pable of estimating array uncertainties to a very high accuracy. Furthermore,
it is shown that the algorithm is applicable to large and small aperture arrays
and can combat large geometrical uncertainties (i.e. greater than a wavelength).
The performance of a number of array signal processing algorithms are investi-
gated before and after the proposed calibration approach. It is clear that without
calibration, the maximum performance of these algorithms reaches a oor as a
function of SNR and number of snapshots (L). Only after calibration can the
algorithms achieve the asymptotically increasing performance they are accredited
to. The performance of the auto-calibration algorithm was compared under the
di¤erent array reference point rotation methods presented in Section 2.4 using
the large aperture array geometries in Section 2.4. It was shown that if a rota-
tion method based on division of data is used, noise ltering is imperative unless
the SNR is high. However, in general, it was shown that if the geometrical and
noise ltered data based approaches are applied to rotate the reference point, the
auto-calibration algorithm exhibits an excellent performance for all the di¤erent
scenarios.
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Appendix 5.A: Proof of Auto-calibration Equa-
tion 5.27 - Estimating Angles Between Array El-
ements
Consider that the rst array element is transmitting and the reference point is at
the origin. From Equation 5.8,
2
1
= kr1k2  1N +
2666666664
kr1k2
kr2k2
kr3k2
...
krNk2
3777777775
  2 kr1k
2666666664
kr1k
kr2k
kr3k
...
krNk
3777777775

2666666664
uT1 u1
uT2 u1
uT3 u1
...
uTNu1
3777777775
(5.A1.1)
where uTi uj denotes the angle between the i
th and jth array elements and 
m
2
RN1 describes the range from the transmitting array element to all array ele-
ments such that,

m
=
krm   r1k ; krm   r2k ;    ;rm   rm 1 ; 0; rm   rm+1 ;    ; krm   rNkT
(5.A1.2)
Here note that the mth element of 
m
is intuitively equal to zero. Using the
Matrix K in Equation 5.21, the rank 1 matrix D 2 RNN and the rank N matrix
Q 2 RNN may be constructed for notational convenience such that
D = [D1;D2;    ;DN ]
= KKT (5.A1.3)
Q =
h
Q
1
; Q
2
;    ; Q
N
i
= K 1N1TN (5.A1.4)
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where,
Q
m
=
1
krmk
26666666666666666666666664
krm   r1k   krmk
krm   r2k   krmk
...rm   rm 1  krmk
0
rm   rm+1  krmk
...
krm   rNk   krmk
37777777777777777777777775
(5.A1.5)
and D denotes the ratio of the norms of the array element locations with respect
to the origin as described in Equation 5.24. It is important to note that the
mth element of the vector Q
m
is equal to zero. Then, with reference to Equation
5.A1.2 in conjunction with Equation 5.A1.5,

m
= Q
m
krmk+ krmk   m krmk
= krmk

Q
m
+ 1N   m

(5.A1.6)
where m denotes a vector of zeros with the m
th element equal to one and is used
to x the mth element of 
m
to zero. Hence, incorporating Equation 5.A1.6 and
D1 into Equation 5.A1.1, it can be proved that,
Q2
1
+ 2Q
1
= D21   2D1 
2666666664
uT1 u1
uT2 u1
uT3 u1
...
uTNu1
3777777775
| {z }
cos#1
+ 1 (5.A1.7)
where #1 denotes the vector of angles between the 1
st array element and the other
array elements with respect to the array reference point. Similarly, for the mth
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transmitting array element,
Q2
m
+ 2Q
m
= D2m   2Dm 
2666666664
uT1 um
uT2 um
uT3 um
...
uTNum
3777777775
| {z }
cos#m
+ m (5.A1.8)
Hence, considering all N array elements transmit, the following set of linear
equations can be constructed,
B#=
1
2
(D D QQ  2Q+ IN) D (5.A1.9)
where B# can be dened as
(5.A1.10)
This is consistent with Equations 5.25 and 5.27.
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Appendix 5.B: Proof of Auto-calibration Equa-
tion 5.37 - Estimating Complex Gain Uncertain-
ties
Consider that the second array element is transmitting from an unknown loca-
tion and the reference point is at the origin. With respect to Equation 5.33,
the eigenvalue corresponding to the principle eigenvector of the received covari-
ance matrix R02; denoted by the vector E02; is equal to the corresponding array
manifold vector, S02; scaled to have unity norm. Hence,
I[2]E02 = kS02k 1  S02 (5.A2.1)
where S02 has the structure described in Equation 5.35 and kS02k 1 is given
in Equation 5.17. Here note that, the matrix I[m] is an (N   1)  N matrix
formed from the identity matrix, IN 1; with the vector 0N 1 inserted before its
mth column4. For example,
I[2] =
2666666664
1 0 0    0
0 0 1 0
0 0 0 0
...
. . .
...
0 0 0    1
3777777775
(5.A2.2)
In addition, it should be remembered that the mth element of E0m corresponds
to the zero element inserted for notational convenience. Considering that the
rst array element has a unity gain and zero phase and the array shape has been
estimated, S02 can be approximated by dividing through the principle eigenvector
by its rst array element (i.e. moving the reference point to the rst element of
the array) and then moving the reference point back to the origin. This can be
achieved by multiplying the eigenvector E02 by a complex constant C2 such that
S02 = C2  I
[2]  E02 (5.A2.3)
where
C2 =
kr2ka
kr2   r1ka
 exp

 j 2Fc
c
(kr2k   kr2   r1k)

 kE02 (1)k 1
=

02
12
 1
2
 exp
 
 j 2Fc
c
kr2k
 

1
2a
02   
1
2a
12

1
2a
02
!!
 kE02 (1)k 1
(5.A2.4)
4Note that as an operator, I[i]A removes the ith row from the matrix A.
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Here, E02 (1) denotes the rst element of the vector E02. Hence, inserting Equa-
tions 5.A2.4 and 5.35 into Equation 5.A2.3
C2  E02 = kr2ka  a2 
 
IN   2T2

g  exp

 j 2Fc
c

kr2k  1N 1   2

(5.A2.5)
where 2 is used to allow the I
[2]
operator to be removed. Rearranging this
expression and using the matrices K and Q dened in Equations 5.21 and 5.23, 
IN   2T2

g = C2  E02 kr2k a  a2  exp

j
2Fc
c

kr2k  1N 1   2

= C2  E02 Ka2  exp

 j 2Fc
c
kr2kQ2

(5.A2.6)
Similarly, when the mth array element is transmitting, 
IN   mTm

g = Cm  E0m Kam  exp

 j 2Fc
c
krmkQm

(5.A2.7)
where,
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
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
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!!
 kE0m (1)k 1 (5.A2.8)
Considering all N array elements transmit, the following set of linear equations
can be constructed, 2666666664
ON;N
IN   2T2
IN   3T3
...
IN   NTN
3777777775
| {z }
,Hg2CNNN
g = vec (Bg) (5.A2.9)
where the matrix Bg 2 CNN is formed by,
Bg = (Ediag (C))Ka exp

 j 2Fc
c
Qdiag


0

(5.A2.10)
Here, the vector C 2 CN1 can be constructed in terms of E; K; and Q by,
C = [1; C2; C3;    ; CN ]T
= exp

j
2Fc
c
row1 (Q) 0

 (row1 (E) row1 (K)a + 1)
(5.A2.11)
This is consistent with Equations 5.37, 5.38 and 5.40 which can be used to esti-
mate the complex gain g.
Chapter 6
Array Auto-calibration with
Local Oscillator Uncertainties
Unlike traditional array systems, if array elements are spaced large distances apart
from one another, it is unlikely that the system will be in one self-contained unit.
This implies that instead, each array element will have its own local oscillator
(LO). These LOs may be locked using a GPS reference signal but will still contain
small amounts of residual frequency uncertainties (i.e. tuning error) and phase
uncertainties which must be removed if the array is to operate as a fully coherent
array system. In reality, frequency uncertainties in the nodes may be in the region
of approximately 100Hz while phase uncertainties may be from 0 to 360.
This chapter will continue on from the auto-calibration approach presented
in the previous chapter. Hence, it will be based on an automatic method of
calibrating an array by allowing array elements to operate as transceivers. With
reference to Section 2.3 and Figure 2.4, this chapter will consider that geometrical
and LO uncertainties are present in the array which must be estimated. It is
assumed that there are no complex gain uncertainties in the array. Therefore,
g = bg = 1N (6.1)
In this chapter, following on from Chapter 5, a pre-processor is designed to esti-
mate frequency uncertainties associated with the LOs. The array shape calibra-
tion phase of the auto-calibration approach presented in the previous chapter is
then employed to estimate geometrical uncertainties. Finally, a post processor is
employed to estimate phase uncertainties associated with the LOs1. There are
many approaches in the literature to frequency estimation. However, this chapter
1Note that if complex gain uncertainties also existed in the array, they could be jointly
estimated in this post processor as well.
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will focus specically on a subspace based approach using array modelling. This
provides an error in the frequency uncertainty estimation which asymptotically
(under an innite number of snapshots) tends to zero.
The remainder of this chapter is organised as follows:
In Section 6.1, the array signal model used in this chapter is given in the
context of Chapter 2 and the specic problem to be solved will be formulated.
Following this, in Section 6.2, an approach to estimating the frequency uncertain-
ties associated with the LO is presented based on harmonic retrieval. Following
this, in Section 6.3, an approach to estimating phase uncertainties associated
with the LO is presented based on the complex gain estimation phase of the
auto-calibration algorithm presented in Chapter 5 of this thesis. In both sec-
tions, computer simulation studies are performed in the context of the simulation
scenarios presented in Section 2.5. Here, all methods of rotating the array refer-
ence point presented in Section 2.4 are considered. Following this, in Section 6.4,
the performance of two source localisation algorithms is investigated before and
after the proposed auto-calibration approach for the di¤erent simulation scenar-
ios in Section 2.5. Here, the e¤ect of introducing di¤erent types of uncertainties
is investigated as well as the use of the di¤erent array reference point rotation
approaches. As with the previous chapter, it is assumed here that the array has
a sensor at the system origin and that the calibration signal is a "carrier only"
tone in order to facilitate this. Finally, in Section 6.5, this chapter is concluded.
6.1 Formulation of the Array Auto-calibration
Problem with LO Uncertainties
With reference to Section 2.3 and Figure 2.4, consider an array of N omnidirec-
tional elements with Cartesian coordinates described by the matrix r 2 R3N
such that,
r = [r1; r2;    ; rN ] =

rx; ry; rz
T
(6.2)
= [br1;br2;    ;brN ] + [er1;er2;    ;erN ] (6.3)
Here, ri denotes the true location of the i
th sensor in the array, bri denotes the
nominal (known) location and eri denotes the uncertainty associated with its loca-
tion which must be estimated. In addition, rx, ry, rz denote vectors describing the
x, y and z coordinates of the array elements respectively. Furthermore, consider
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that the array elements have independent LOs characterised by
F c = Fc1N + eF c (6.4)
= Fc1N +
h eFc1 ; eFc2 ;    ; eFcNiT (6.5)e'
c
=
e'c1 ; e'c2 ;    ; e'cN T (6.6)
Here, Fc denotes the frequency of the transmitter, eFci denotes the frequency
uncertainty (i.e. tuning error) associated with the LO of the ith array element
which must be estimated and e'ci denotes the phase error associated with the LO
of the ith array element which must be estimated. Note that in a fully coherent
array receiver,
eF c = eFc1N (6.7)e'
c
= e'c1N (6.8)
With reference to Figure 6.1, which illustrates the block structure of the array
system to be implemented in this chapter, the signal received at the array (point
B) in the presence of geometrical and LO uncertainties is modelled by
ex(t) =   S  exp j2 eF ct expje'c+ en(t); (6.9)
where S is given by Equation 2.9 and en(t) is bandpass noise.
Figure 6.1: The overall auto-calibration approach to be implemented in the pres-
ence of geometrical and local oscillator uncertainties.
The rst stage of the approach proposed in this chapter is to tune the fre-
quency of each of the LOs to that of the transmitter (i.e. to remove the fre-
quency uncertainties). This allows the time varying message component of the
received signal vector ex(t) in Equation 6.9 to be removed, bringing it down to
the baseband vector x(t). This would be the rst stage of any practical receiver.
However, in this case, each receiver element in the array will need to be down-
converted independently since each has its own LO. Following this, the array
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shape calibration phase of the auto-calibration approach presented in Chapter 5
is applied to estimate the geometrical array uncertainties. Note that the presence
of phase uncertainties in Equation 6.9 will have no e¤ect on the eigenvalues of
the received covariance matrix and therefore no e¤ect on the performance of the
array shape calibration approach. Finally, using the received baseband signal and
having estimated the array element locations, the phase uncertainties can easily
be estimated using an approach based on the complex gain estimation phase of
the auto-calibration algorithm presented in Chapter 5. It is important to note
that each of these stages is based on using the same set of data. In the presence of
an external transmitter, only the rst calibration stage (i.e. tuning) is necessary
to ensure the array system is fully coherent. Only when the array is "coherent"
can the powerful array processing algorithms (e.g. PF) be applied on the received
array signal.
6.2 Estimation of Frequency Uncertainties
In this section, an algorithm for estimating LO frequency uncertainties is proposed
which employs a "harmonic retrieval" modelling in conjunction with a frequency-
based MUltiple SIgnal Classication (MUSIC) algorithm for "tuning" the array.
With reference to Figure 6.1 and Equation 6.9, considering a source located at
rm is transmitting in the presence of an Rx array which contains frequency and
phase uncertainties, the signal received by the ith array element is,
exi(t) =   Si  expj2 eFcit  exp   je'ci+ eni(t);8i (6.10)
With reference to Figure 6.2, sampling this signal exi(t) with a period Ts and
passing it through a tapped delay lines (TDLs) of length NL (e.g. say NL = 10),
the signal vector y
i
(t) 2 CNL may be formed whereby
y
i
(t) = [exi(t); exi(t  Ts); :::; exi(t  (NL   1)Ts)]T (6.11)
= Aimi + eni (t) ;8i 2 [1; N ] (6.12)
The vector Ai 2 CNL in Equation 6.12 is the temporal manifold of the ith node,
dened as follows
Ai , A
 eFci = exp
0BBBBB@j2 eFci
2666664
0
1
...
NL   1
3777775Ts
1CCCCCA (6.13)
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and
mi =   Si  exp
  je'ci (6.14)
Figure 6.2: Estimation of frequency uncertainties: TDL used in the ith node for
data collection.
By constructing the covariance matrix Ryy;i of the vector signal yi (t) at the
output of the tap delay line of the ith node, the frequency uncertainty eFci can be
estimated based on the following minimisation problem:
eFci = arg minef i( ef); 8i (6.15a)
where i( ef) = 10 log10Ai  efH En;iEHn;iAi  ef (6.15b)
with En;i denoting the noise subspace eigenvectors of Ryy;i. Note that Equation
6.15b is the harmonic retrieval MUSIC cost function which is based on the tem-
poral manifold vector given by Equation 6.13. This equation is used to estimate
the frequency uncertainty associated with the ith array element (node).
This process can be repeated at each of the array elements to nd their re-
spective frequency uncertainties as is shown in Figure 6.3
Note that all the LO frequency uncertainties can therefore be estimated using
a single set of data (i.e. a single transmitter). Once these have been estimated,
they can easily be removed via multiplication, to produce the baseband signal
model x(t). That is,
x(t) = ex(t) expj2 eF ct (6.16)
=   S  exp

je'
c

+ en(t) expj2 eF ct| {z }
redened as n(t)
(6.17)
=   S  exp

je'
c

+ n(t) (6.18)
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Figure 6.3: The harmonic retreival process used to estimate the frequency uncer-
tainties associated with the array elements.
to produce the baseband signal model. Here note that n(t) is the AWGN signal
which has properties described in Chapter 2. It is clear that this approach is
also needed during array autocalibration to tune the LOs of the N   1 receiving
array elements to the transmitting element. Here, it is important to note that
this estimation algorithm is independent of the array reference point.
Consider the simulation scenarios presented in Section 2.5 with the introduc-
tion of local oscillator uncertainties. The harmonic retrieval approach is applied
before array shape autocalibration when the second array element is transmitting
at Fc = 100MHz. The local oscillator frequency and phase uncertainties of the
Rx array elements are given in Table 6.1. Note that for example in the "Simple"
scenario, only the values corresponding to the rst four sensors are used. It is
also important to note that the choice of the second array element transmitting
is arbitrary. No information about its location is required in the algorithm.
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Table 6.1: Local Oscillator Characteristics when the 2nd Element is Transmitting
Simple Patrol UGS Circle F c (Hz) eF c (Hz) e'c
Rx1 Rx1 Rx1 Rx1 100000100 100 20
(Tx) 2 (Tx) 2 (Tx) 2 (Tx) 2 100000000 - -
Rx3 Rx3 Rx3 Rx3 99999950 -50 35
Rx4 Rx4 Rx4 Rx4 99999930 -70 43
Rx5 Rx5 Rx5 100000080 80 67
Rx6 Rx6 100000020 20 20
Rx7 99999920 -80 29
Rx8 100000030 30 17
Rx9 100000010 10 27
Rx10 99999910 -90 3
With an SNR=20dB, applying the harmonic retrieval method described above
with NL = 10 provides the MUSIC spectra shown in Figure 6.4 for each scenario.
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Figure 6.4: Representative example of the harmonic retrieval MUSIC approach
for the 4 scenarios in Section 2.5 under the LO uncertainties in Table 6.1 when
the second array element is transmitting. SNR=20dB, L = 10000; NL = 10 and
Ts = 1ms.
6.3 Estimation of Phase Uncertainties
Having tuned the array, the array element locations may be estimated using
the array shape calibration phase of the auto-calibration algorithm presented in
Chapter 5. Now phase uncertainties are the only unknowns which remain in the
signal model in Equation 6.9. Knowing the frequency uncertainties, this signal
received when a Tx is located at rm may be easily downconverted to baseband by
using Equation 6.16. Then, by constructing the covariance matrix of this signal
and extracting the eigenvector corresponding to the principle eigenvalue, Es,
Es = S  exp

 je'
c

(6.19)
Hence, e'
c
= mod2

2Fci
c


  ]Es (6.20)
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where ] denotes the element by element angle of a vector and  denotes the vector
of ranges from the transmitter to the other N   1 array elements. In the case
that the location of the transmitter is known, this allows the phase uncertainties
associated with the array to be easily estimated using a single transmission.
It is clear that this method of phase estimation is also valid to estimate
the phase uncertainties associated with the array during the auto-calibration
approach. However, since it requires the received baseband signal (i.e. for
the frequency uncertainties of the LOs to be known/estimated) as well as for
the locations of the array elements (the Tx as well as the Rx array) to be
known/estimated, phase estimation must be performed as a post processor to
the array shape calibration phase.
Considering the simulation scenarios in Section 2.5 with the introduction of
the LO uncertainties in Table 6.1, the approach for estimating phase uncertain-
ties is applied as a post-processor to the array shape auto-calibration algorithm
presented in Chapter 5. This is done considering that the second array element
is transmitting to the other N   1 array elements under SNR=20dB, L = 10000
snapshots and Ts = 1ms. Once again, note that the choice of the transmitting
sensor used for estimating the phase uncertainties is arbitrary. The geometrical
array reference point rotation method is employed in the array shape estimation
phase. The estimation errors of the phase uncertainties after calibration are given
in Table 6.2. It is clear that these are very small implying that phase uncertain-
ties may be estimated to a high accuracy to provide a fully coherent array. It
is important to note that the presence of phase uncertainties does not a¤ect the
performance of the frequency or array shape estimation phases of the autocali-
bration algorithm. Hence, these uncertainties are safe to estimate as a nal stage
in the algorithm. Complex gain uncertainties associated with the array elements
could also be estimated at this stage.
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Table 6.2: Local Oscillator Phase Uncertainty Estimation After Calibration.
SNR=20dB and L = 10000 snapshots.
Simple Patrol UGS Circle
Sensor e'
c
Sensor e'
c
Sensor e'
c
Sensor e'
c
10 3 10 3 10 3 10 3
Rx1 0.9 Rx1 0.4 Rx1 0.1178 Rx1 0.1447
(Tx) 2 0 (Tx) 2 0 (Tx) 2 0 (Tx) 2 0
Rx3 1.1 Rx3 1.2 Rx3 0.0065 Rx3 0.0593
Rx4 0.5 Rx4 0.3 Rx4 0.0372 Rx4 0.1397
Rx5 0.8 Rx5 0.1820 Rx5 0.1389
Rx6 0.0286 Rx6 0.1547
Rx7 0.0006
Rx8 0.1106
Rx9 0.0396
Rx10 0.0896
6.4 Representative Applications for the Auto-
calibration Approach
In this section, several representative application examples are given to illustrate
the performance improvement that can be achieved by using the auto-calibration
approach presented in the previous chapter and this chapter to allow a fully
coherent large aperture array to be formed. In particular, the scenarios presented
in Section 2.5 in the presence of geometrical and LO uncertainties will be used to
estimate the location of a single source using 2 position xing (PF) algorithms:
1. 2D Spherical MUSIC (range and direction),
2. sparse Large Aperture Array (LAA) localisation algorithm [6].
As previously discussed, since the array elements have large distances from
one another with local oscillators (LOs) in self-contained units, each with have
its own tuning (frequency) and phase error. The local oscillator uncertainties
that will be used in this section are given in Table 6.1. Furthermore, the location
uncertainties of the array elements
erx;ery;erz before calibration, will be taken
over a normal distribution with a standard deviation of 20meters (GPS accuracy).
One realisation of location uncertainties however is given in Table 6.3. These
will be used to evaluate the performance improvements given by the calibration
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approach in terms of the two PF algorithms. For each scenario, the following
expression is valid erx;ery;erz = rx; ry; rz  brx;bry;brz (6.21)
where

rx; ry; rz

and
brx;bry;brz denote the true and nominal locations, respec-
tively, of the array elements. It is important to note that these nominal values
are not used by the auto-calibration algorithm. Without any loss of generality,
the array elements and the source will be assumed to lie on the (x,y) plane, i.e.
rz = 0N ;brz = 0N ;and erz = 0N : This section will consider geometrical rotation
of the array reference point only. However, since one of the sensors in each of
the scenarios is at the origin, it is assumed that the location of the second array
element is known as discussed in the simulations section of the previous chapter.
Table 6.3: Geometrical uncertainties (GPS location accuracies)
Simple Patrol UGS Circle erx (m) ery (m)
Rx1 Rx1 Rx1 Rx1 0 0
Rx2 Rx2 Rx2 Ex2 0 0
Rx3 Rx3 Rx3 Rx3 -7.9870 9.2890
Rx4 Rx4 Rx4 Rx4 8.4430 -6.3780
Rx5 Rx5 Rx5 0.2820 5.9890
Rx6 Rx6 4.3090 -4.8340
Rx7 -2.2680 5.8640
Rx8 9.8930 1.3700
Rx9 8.1560 8.4570
Rx10 -8.7640 -6.2890
6.4.1 MUSIC based Source Localisation
Under a spherical wave propagation, the MUSIC algorithm may be employed to
search over range as well as direction to obtain an estimate of source location
using a single coherent array. This is in contrast to a small aperture array in
which only a direction estimate of the source can be obtained. It should be noted
that this method requires a fully coherent array and hence would not be a suitable
algorithm to implement without rst calibrating it.
Each of the scenarios in Section 2.5 has a single source operating at Fc =
100MHz in the vicinity of the array. This is estimated using the MUSIC based
approach under an SNR of 20dB using L = 10000 snapshots.
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Initially, considering only the geometrical uncertainties in Table 6.3 in the
absence of LO uncertainties, the resulting MUSIC spectra before calibration for
each scenario is presented in Figure 6.5.
Here it is clear that the presence of geometrical uncertainties destroys the
performance of the MUSIC algorithm. This is a characteristic which is well
known for small aperture arrays.
Figure 6.5: Spherical MUSIC spectra in the presence of geometrical uncertainties
before calibration for all 4 scenarios in Section 2.5. SNR=20dB and L = 10000.
Now, considering only the local oscillator uncertainties in Table 6.1, the re-
sulting MUSIC spectra before calibration for each scenario is presented in Figure
6.6.
Again, it is clear that the presence of the LO uncertainties destroys the MUSIC
algorithms ability to estimate the source direction.
Finally, considering both geometrical and LO uncertainties, the resulting MU-
SIC spectra for each scenario is presented in Figure 6.7.
In each case, it is clear that the presence of the geometrical and LO uncer-
tainties (which are typical for the hardware setup) will prevent the array from
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Figure 6.6: Spherical MUSIC spectra in the presence of local oscillator uncer-
tainties before calibration for all 4 scenarios in Section 2.5. SNR=20dB and
L = 10000.
being fully coherent. As a result, array processing algorithms such as the MUSIC
algorithm will exhibit a poor performance.
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Figure 6.7: Spherical MUSIC spectrum in the presence of geometrical and lo-
cal oscillator uncertainties before calibration for all 4 scenarios in Section 2.5.
SNR=20dB and L = 10000.
The auto-calibration algorithm is now performed in the presence of both geo-
metrical and LO uncertainties under the same SNR of 20dB and using L = 10000
snapshots with Ts = 1ms. The geometrical rotation of the reference point is em-
ployed. Then, for each scenario, in the presence of the source, spherical MUSIC is
again performed. The resulting MUSIC spectrum is shown in Figure 6.8. Prole
views of the azimuth and direction estimates of the source location are also given
in Figures 6.9 and 6.10 respectively.
It is now clear that after the proposed calibration approach the array becomes
coherent and hence the MUSIC algorithm becomes appropriate to use for the pur-
poses of source localisation (position xing). It exhibits an excellent performance
under all the simulation scenarios.
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Figure 6.8: Spherical MUSIC spectrum in the presence of geometrical and lo-
cal oscillator uncertainties after calibration for all 4 scenarios in Section 2.5.
SNR=20dB and L = 10000.
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Figure 6.9: Azimuth MUSIC spectra in the presence of geometrical and local oscil-
lator uncertainties after calibration for all 4 scenarios in Section 2.5. SNR=20dB
and L = 10000.
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Figure 6.10: Range MUSIC spectra in the presence of geometrical and local oscil-
lator uncertainties after calibration for all 4 scenarios in Section 2.5. SNR=20dB
and L = 10000.
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6.4.2 Large Aperture Array Localisation
The performance of the large aperture array localisation approach presented in
[6] and also used in the previous chapter is used here to investigate the perfor-
mance of the large aperture array before and after calibration in the presence of
geometrical and LO uncertainties. As with the spherical MUSIC based approach,
this localisation technique is applied to all the scenarios in Section 2.5 under an
SNR of 20dB using L = 10000 snapshots and Ts = 1ms. The geometrical array
rotation method of the reference point is used. Initially it is considered that only
geometrical uncertainties exist in the array system as presented in Table 6.3. The
large aperture array localisation approach is performed 250 times before any cal-
ibration takes place. Results for the "Simple", "Patrol" and "UGS" scenarios are
shown by the red dots in Figure 6.11. An RMSE calculated from these estimates
is also given in the gure as well as the RMSE upper bound (blue circle). It is
clear that before calibration, the presence of geometrical uncertainties destroys
the performance of the large aperture array localisation algorithm. The same sim-
ulation is also performed for the "Circle" scenario. Again, the red dots in Figure
6.12(a) illustrate the estimates of the source location over 250 realisations.
It is clear that the performance of the localisation algorithm is much poorer
for the "circle" scenario than for the others. This is because the range of the
source is starting to become large relative to the array aperture and hence the
spherical wave propagation model begins to approach the plane wave model (see
Section 2). Moving the source closer to the array (500m) yields a signicantly
improved performance as shown in Figure 6.12(b). In the rest of this section,
both cases will be investigated.
Now, the e¤ects of the local oscillator uncertainties in Table 6.1 are considered
independent of the geometrical uncertainties in the context of the LAA localisa-
tion algorithm. Again, performing the localisation approach 250 times, the dis-
tribution of the localisation estimates before calibration are given in Figure 6.13
for the "Simple", "Patrol" and "UGS" scenarios. Results for the two "Circle"
scenarios are given in Figure 6.14. Once again, it is clear that the local oscillator
uncertainties cause the performance of the localisation algorithm to dramatically
fall. Upon further analysis it may be shown that this is due to the presence of
frequency uncertainties in the received signal as opposed to phase uncertainties.
It is important to note that in general the local oscillator uncertainties cause more
degradation in performance than the geometrical uncertainties. Once again, the
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"Circle" scenario performs poorly if the source is at 4km.
Finally, the e¤ect of geometrical and local oscillator uncertainties on the per-
formance of the large aperture array localisation algorithm are considered to-
gether over 250 realisations: Results of each iteration, the RMSE and the RMSE
bound are given for the "Simple", "Patrol" and "UGS" scenarios in Figure 6.15
and the two "Circle" scenarios in Figure 6.16. From this analysis, it is clear that
the performance of the localisation algorithm is poor for an uncalibrated array.
Once again, this stimulates the need to make the array coherent.
Performing the auto-calibration algorithm in the presence of geometrical and
local oscillator uncertainties under an SNR of 20dB using L = 10000 snapshots
and then implementing the localisation algorithm again over 250 realisations gives
the result in Figure 6.17 for the "Simple", "Patrol" and "UGS" scenarios and the
result in Figure 6.18 for the two "Circle" scenarios. It is clear that performing the
calibration approach allows array uncertainties to be removed and for the array
to become coherent. This then allows the performance of the large aperture array
localisation approach to signicantly increase for all the scenarios.
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Figure 6.11: Uncalibrated LAA localisation: geometrical uncertainties over 250
realisations, for the "Simple", "Patrol" and "UGS" scenarios in Section 2.5.
SNR=20dB and L = 10000.
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Figure 6.12: Uncalibrated LAA localisation: geometrical uncertainties over 250
realisations, for the "Circle" scenario in Section 2.5. SNR=20dB and L = 10000.
The source is placed at (a) 4km (b) 500m from the array reference point.
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Figure 6.13: Uncalibrated LAA localisation: LO uncertainties over 250 realisa-
tions for the "Simple", "Patrol" and "UGS" scenarios in Section 2.5. SNR=20dB
and L = 10000.
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Figure 6.14: Uncalibrated LAA localisation: local oscillator uncertainties over
250 realisations, for the "Circle" scenario in Section 2.5. SNR=20dB and L =
10000. The source is placed at (a) 4km (b) 500m from the array reference point.
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Figure 6.15: Uncalibrated LAA localisation: geometrical and LO uncertainties
over 250 realisations, for the "Simple", "Patrol" and "UGS" scenarios in Section
2.5. SNR=20dB and L = 10000.
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Figure 6.16: Uncalibrated LAA localisation: geometrical and LO uncertainties
over 250 realisations, for the "Circle" scenario in Section 2.5. SNR=20dB and
L = 10000. The source is placed at (a) 4km (b) 500m from the array reference
point.
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Figure 6.17: LAA localisation after autocalibration: geometrical and LO uncer-
tainties over 250 realisations for the "Simple", "Patrol" and "UGS" scenarios in
Section 2.5. SNR=20dB and L = 10000.
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Figure 6.18: LAA localisation after autocalibration: geometrical and LO uncer-
tainties over 250 realisations, for the "Circle" scenario in Section 2.5. SNR=20dB
and L = 10000. The source is placed at (a) 4km (b) 500m from the array reference
point.
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6.5 Conclusion
In this section, algorithms to estimate frequency and phase uncertainties associ-
ated with the Local Oscillators in the array of independent sensor nodes were
presented. A harmonic retrieval approach based on the MUSIC algorithm was ap-
plied to estimate the frequency uncertainties (tuning errors) associated with the
array. In the context of the auto-calibration algorithm presented in the previous
chapter, this is implemented as a pre-processor before estimating the geomet-
rical uncertainties. However, in practice, this tuning procedure should also be
carried out for external signal sources also. It is clear that the performance of
this approach is very good, allowing frequency uncertainties to be estimated to
a high precision for all scenarios. Following this, an eigenvector approach was
presented to estimate the phase uncertainties associated with the array as a post-
processor to the array shape calibration phase of the auto-calibration algorithm
in Chapter 5. Here, having estimated the frequency uncertainties and the sensor
locations, the phase uncertainties are estimated analytically by solving a set of
linear equations. Once again, the performance of this approach is very good,
allowing phase uncertainties to be estimated to well below 1 degree for low SNR.
Finally, the benet in estimating these uncertainties was analysed under com-
puter simulation studies. Specically, the performance of two PF algorithms was
measured for the simulation scenarios in Section 2.5. From these results, it is
clear that an uncalibrated array system causes signicant e¤ects on the perfor-
mance of the array-based PF algorithm. In particular, in the presence of either
local oscillator or geometrical uncertainties, the 2D MUSIC spectrum quickly gets
distorted, preventing the true source location being identied. Furthermore, the
large aperture array localisation algorithm fails signicantly. However, the array
auto-calibration approach allows the array to become coherent and removes un-
certainties. Hence, after the approach is performed, the localisation algorithms
give a much improved performance in each case.
Chapter 7
Conclusions and Future Work
This thesis, has been concerned with the topic of array calibration. Several novel
approaches for estimating various types of array uncertainties have been presented
which aim to reduce calibration overheads and relax restrictions on calibrating
and re-calibrating an array. The need for these calibration algorithms in various
representative examples of array systems has been investigated with a focus on
both large and small aperture array geometries. The nal chapter of this thesis is
concerned with summarising and drawing conclusions from this work. Specically,
in Section 7.1, a summary of the work presented in this thesis will be given as well
as some concluding remarks. Following this, in Section 7.2, the main contributions
of this thesis will be detailed. Finally, in Section 7.3, some suggestions for the
future direction of this work is outlined.
7.1 Summary and Concluding Remarks
With reference to Chapter 1, specic challenges in array calibration that this
thesis aimed to address where:
1. Auto-calibration
2. Large aperture array calibration / spherical wave propagation
Throughout the 4 technical chapters, di¤erent novel approaches have been
presented which broadly cover these topics.
In Chapter 3, a novel transformation given which connects an arbitrary planar
array to a virtual ULA was presented based on the expansion of the planar array
manifold vector. This allowed non-hyperhelical -curves on the planar array
manifold to be analysed in a much larger complex space as a set of curves which
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are hyperhelices. Specically, it was shown that the geometry of the planar array
determines the number of virtual array elements in the equivalent array and
their orientation on the x   y plane. In addition, it also determines the phase
characteristics of these virtual sensors. This chapter provides a general theory
that may be applied to a wide variety of problems including array calibration.
Several representative examples were given to illustrate the properties of the
virtual array produced for di¤erent planar array geometries.
In Chapter 4, a pilot calibration approach was presented to estimate array
shape uncertainties in planar arrays. In pilot calibration, sources transmitting
at known locations around the array are used to estimate array uncertainties by
observing their array response and solving a set of linear equations. Typically,
to remove geometrical uncertainties in a planar array, two or more pilot sources
would be required. This chapter aims to exploit the frequency dependence on the
boundary between the near-far and far eld of the array to allow a pilot source
to operate in both regions by varying its transmission frequency. Specically,
for a static pilot source, two frequencies are used for transmission which are
carefully chosen such that the pilot is in the far eld of the array at one frequency
(and hence obeys a plane wave propagation model) and in the near-far eld of
the array at another frequency (and hence obeys a spherical wave propagation
model). Measuring the response of the pilot on the array under these two di¤erent
models allows independent sets of linear equations to be constructed. When used
together, this allows the minimum number of pilot sources needed to calibrate the
array to be reduced to just one. The approach in this section clearly addresses
the challenge of designing a calibration approach which exploits the spherical
wave propagation model. However, in addition to this, it provides a calibration
scheme which has a signicantly reduced overhead (i.e. it requires less pilot
sources to estimate the array uncertainties). This is signicant for situations
where the array may need to be calibrated in environments where employing pilot
sources may be di¢ cult. The approach can be extended to incorporate other array
uncertainties including 3D geometrical uncertainties. Simulation results showed
that the proposed approach exhibits a good performance.
In Chapter 5, an auto-calibration approach was presented to allow complex
gain and sensor location uncertainties in an array to be estimated. Here, array
elements operate as transceivers to avoid using any external sources. Specically,
array element transmit in turn to the other elements which form an array receiver.
Since the transmitting element will always be close to the array receiver, spherical
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wave propagation will be exhibited. By rotating the array reference point and
extracting a number of metrics from the received data, it is shown how the array
uncertainties may be estimated by solving a set of linear equations. An extensive
simulation study was performed using small and large aperture array geometries
with array reference point rotation approaches based on geometrical and data
based rotation. In addition, the benet in employing the auto-calibration algo-
rithm was shown by studying the performance of a number of array processing
algorithms before and after calibration. It is clear from this extensive simulation
study that the proposed approach allows array uncertainties to be estimated to
a very high accuracy. However, if the data based array reference point rotation
method is employed, it is important that noise ltering is applied at low SNR. It
is clear that this section addresses both of the challenges of this thesis. Speci-
cally, it allows the array to be calibrated without using any external sources and
employs spherical wave propagation models. This allows the reliance on external
sources for calibrating and recalibrating an array to be removed.
Finally, in Chapter 6, the auto-calibration approach presented in the previous
chapter was extended to include Local Oscillator (LO) uncertainties. Here, a fo-
cus was given to large aperture array systems where some sensors may be several
kilometers apart from one another. In this case, it is impractical to distribute a
common LO to each array element (which is the standard for small aperture ar-
rays) and hence each array element will have its own LO. These LOs are locked
to a common reference but will have small tuning errors as well as phase un-
certainties as there is no common phase reference. This chapter was concerned
with estimating these uncertainties as a pre and post processor to the auto-
calibration algorithm presented in Chapter 5. A harmonic retrieval approach was
proposed for estimating frequency uncertainties as a pre-processor. An eigenvec-
tor approach was proposed for estimating phase uncertainties as a post processor.
Computer simulation studies showed that both of these approaches had a good
performance, allowing frequency uncertainties to be measured to an accuracy of
less than 1Hz and phase uncertainties to be measured to an accuracy of much
less than 1. Following this, the performance of two source localisation algo-
rithms was investigated before and after calibration using computer simulation
studies. This section addresses the practical challenges associated with employ-
ing a large aperture array (i.e. that of needing di¤erent LOs in array elements).
Together with the approach from the previous chapter, this chapter provides an
approach to estimate all of the uncertainties one would expect to nd in such a
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large aperture array system. In particular, it allows all of the array elements to
operate as individual units, greatly increasing the exibility of the array. It is
clear that the auto-calibration approach presented in these chapters is robust and
exhibits a high performance which facilitates the use of powerful array process-
ing algorithms. The benet in doing this is clearly illustrated throughout these
chapters.
In conclusion, the novel contributions in this thesis have a signicant relevance
to reducing overheads in array calibration and improving the exibility to array
systems. The work in Chapter 6 shows that an array system can be constructed
from self-contained units allowing it to be easily transported, deployed and recon-
gured. The calibration algorithms presented in this thesis reduces the overheads
of the array calibration which is required for this. It is shown that these contribu-
tions provide a calibration accuracy which is su¢ cient enough to allow powerful
array signal processing algorithms to be employed on the calibrated array.
7.2 List of Contributions
The following list shows the novel contributions presented in this thesis,
1. Developing a transformation between a planar array and a virtual array of
a much larger number of sensors
2. Investigating the properties of a planar array in terms of the properties of
its corresponding virtual array
3. Modelling sensor location, complex gain and local oscillator uncertainties
into an array system model
4. Utilising the carrier frequency of a pilot source to move its eld of operation
within the array from the near-far to the far eld
5. Developing a single pilot calibration approach for estimating geometrical
uncertainties in a planar array
6. Investigating the e¤ect of geometrical, complex gain and local oscillator
uncertainties on the performance of an array system for small and large
aperture arrays
7. Devising geometrical and data based methods of rotating the array reference
point
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8. Developing an approach to automatically calibrate a large or small aperture
array in the presence of large geometrical uncertainties and complex gain
uncertainties without needing external sources by allowing array elements
to operate as transceivers
9. Investigating the e¤ect of array uncertainties on the spherical array manifold
vector
10. Developing an approach to automatically calibrate a large or small aperture
array in the presence of large geometrical uncertainties and local oscillator
uncertainties
7.3 Future Work
The research presented in this thesis gives some useful array calibration ap-
proaches which may be used to allow calibration overheads to be signicantly
reduced. However, it also motivates several questions, creating tasks for future
work.
7.3.1 Array Calibration using the Virtual ULA
In Chapter 3, an approach was presented to allow a planar array to be expressed
as a virtual ULA of a much larger number of elements. The purpose of this is
to provide an array geometry which has a much more desirable structure with a
hyperhelical array manifold. It is well known that the properties of ULAs can
be exploited to reduce overheads in array processing algorithms such as com-
putational complexity. It is desirable to apply the transformation developed in
this chapter to relax overheads in the context of array calibration. Using pilot
calibration techniques, a planar array generally requires a minimum of 2 sources
to estimate geometrical uncertainties. In contrast, a linear array requires only 1.
Hence, it may be possible to apply the transformation proposed in this chapter
to reduce the number of sources required to calibrate an array.
7.3.2 Calibration in the presence of Multipath
In complex environments (e.g. urban scenarios) multipath may occur in the array
system. None of the calibration approaches presented in this thesis can currently
mitigate the e¤ects of this. As a result, in their currents form, the calibration
7. Conclusions and Future Work 142
algorithms presented would be unsuitable for use "in the eld" to recalibrate an
array in such an environment. It is desirable to relax this assumption to be able
to relax the initial calibration e¤ort of an array system. In addition, considering
the sensitivity of an array system in the presence of uncertainties, it is desirable
to be able to easily recalibrate the systems if uncertainties arise over time while
the system is in operation. All of the array calibration algorithms proposed in
this thesis can combat multipath by employing a pre-processor such as the one
presented in [84]. Specically, by transmitting a pseudo-noise code from the
pilot source/array elements it is possible to separate the LOS path from the
other undesired paths. The calibration algorithm can then proceed as normal.
It is desirable to add multipath to the signal model and test the performance
of the calibration algorithms developed in this thesis under this scheme. This
will improve the practical relevance of the work in these thesis to these complex
scenarios. In addition to this, it would be desirable to investigate the practical
performance of the calibration algorithms presented.
7.3.3 Estimating the propagation exponent
Each of the calibration algorithms in this thesis use the spherical wave propaga-
tion model. Here it is assumed that the propagation exponent is known in order
to measure ratios of ranges between the source and the array elements. However,
in reality, it is likely that the value of this exponent will be unknown. Hence, it
is desirable to develop a method to estimate the propagation exponent as well
as to perform a sensitivity analysis to study the e¤ect of the parameter being
imprecisely known on the performance of the single pilot and auto-calibration
algorithm. It is likely that this can be achieved by allowing a source to transmit
at multiple closely spaced frequencies in the near-far eld of the array. It is well
known that the propagation exponent is frequency at under a narrow frequency
band. Transmitting at multiple frequencies will provide extra degrees of freedom
to allow the propagation exponent parameter to be jointly estimated. A received
signal strength approach to estimating the propagation exponent has been devel-
oped previously in [95]. A more spatially optimal array based approach should
be developed based on transmitting at multiple frequencies and its performance
investigated in the context of the calibration algorithms developed.
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7.3.4 Flexible Array Shape Tracking
In a exible array the array shape changes within an observation interval of
snapshots. One common example of this is with towed arrays of hydrophones. A
method is required to track this motion to allow the array to remain fully cali-
brated. However, here, traditional array calibration techniques cant be applied
to track array geometry as these assumed that the array geometry remains static
at least within the observation interval. This implies that approaches such as
[96],[97],[98],[99],[100],[101] cant be used. Instead, a method is required to track
the array shape on a snapshot by snapshot basis. It is likely that an approach
based on adaptive modelling of the array geometry must be employed to achieve
this. One option could be to adapt the H1 work developed in [54]. Additional
work on exible arrays (including the modelling of such systems) has been pre-
sented in [80],[79],[77].
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