The existence statments in these theorems (Ia, Ib, IIa, IIb, IIIa) have been generalized to operators on a Banach space which leave a cone invariant. (See [ 5 ] , [63, [81) . The other statements, i.e., those which compare the spectral radii of two matrices, 1) This work was supported in part by grant NsG 398 of the National Aeronautics and Space Administration to the University of Maryland.
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The matrix A is irreducible if no permutation matrix P exists such that P AP = [: E] where B and D are square, and 0 is a block of zeros. to be infinite dimensional, and positivity is replaced by the assumption that the operator leaves a cone invariant. In this paper, we will retain the latter extension but, in order to obtain stronger results, will consider only finite dimensional spaces. Our first theorem gives necessary and sufficient conditions for a matrix to leave a cone invariant. We then extend the notion of irreducibility and prove the corresponding PerronFrobenius type theorems. In the final section, these results are used to generalize the comparison theorems of Stein-Rosenberq and
Fiedler-Ptak.
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Cones i n E . I f x E K w e sometimes w r i t e x > 0, and x > 0 w i l l mean t h a t x i s i n t h e cone c o n s i s t i n g of a l l v e c t o r s i n E w i t h non-negative c o o r d i n a t e s .
I f A i s an n x n matrix, t h e n we w r i t e A ?
e v e r x E K. s i m i l a r l y , A > >
.
An important f a c t about elements i n K i s t h a t , i f x > > 0, and K y E En, t h e n f o r some h > 0, y 5
x E K i s c a l l e d extremal i f x = y+z w i t h y E K and z E K i m p l i e s t h a t both y a n d -z a r e non-negative m u l t i p l e s of x. A cone K i s q e n e r a t e d by a s e t of v e c t o r s i f any element i n K can be w r i t t e n a s a . f i n i t e l i n e a r combination of these v e c t o r s , u s i n g o n l y non-
(see [ 91.) A v e c t o r n e g a t i v e c o e f f i c i e n t s . Our f i r s t r e s u l t shows t h e connection between these l a s t two concepts. n Theorem 2.1 Any cone i n E i s generated by i t s extremal v e c t o r s .
Proof. By i n d u c t i o n on n: For n = 2, the r e s u l t i s obvious.
Suppose t h e theorem i s t r u e f o r spaces of dimension less than n. n If x i s an i n t e r i o r p o i n t of K C E , t h e n l e t u E K be l i n e a r l y independent of x, and l e t H be the p l a n e spanned by x and u.
Then 2 = H n K i s a cone, w i t h x E E, so X = x1 + x 2 w h e r e xl , x 2 are on t h e boundary of E# and hence on t h e boundary of K.
Thus, t o prove t h e theorem, we need only c o n s i d e r p o i n t s on the boundary 6K of K.
L e t x E 6K be a r b i t r a r y . W e can assume x i s n o t e x t r e m a l , i n which c a s e x = ufv, w h e r e u and v a r e l i n e a r l y I 1 II independent of x. I f u o r u, v E 6K. The set { cyu -4 -i s x I hence cone which cont a i n s x and i s contained i n 6 K.
(we u s e h e r e t h e f a c t t h a t , i f such t h a t x E S C 6 K. If H is t h e s m a l l e s t l i n e a r subspace c o n t a i n i n g S , then c l e a r l y t h e dimension of H i s less than n.
W e can now apply t h e i n d u c t i o n h y p o t h e s i s , and t h e proof i s com- 
Since x E S ' and S' i s l a r g e r than S , w e have a c o n t r a d i c t i o n t o t h e d e f i n i t i o n of S. Hence, u E S , and s i m i l a r l y , v E S, s o y i s n o t extremal i n S.
A subcone of K i s any cone contained i n K , and an extremal subcone i s a subcone which i s generated by some s u b s e t of t h e e x t r e m a l v e c t o r s of K. I f an extremal subcone i s contained i n t h e boundary, 6K ,of K then i t i s c a l l e d a f a c e of K.
I f F i s any f a c e , then i t w i l l be contained i n a l i n e a r subspace of dimension less than n. The s m a l l e s t such subspace w i l l be denoted by H f a c e which h a s s e v e r a l u s e f u l p r o p e r t i e s . These are d e s c r i b e d by t h e n e x t lemma.
To every x € 6K t h e r e corresponds a p a r t i c u l a r F * L e m a 2 . 1 Given any x E 6K, t h e r e e x i s t s a f a c e F such X t h a t i) x E F x o I r e l a t i v e t o t h e space H
FX
ii) F~ = 6K n 5 .,
-5 -proof, By theorem 2 . 1 , any x E 6K can be w r i t t e n a s n r-
wnere y ' 0, xi i s extremal, i -1, 2 ,..., n. The cone generated L e t FX be t h e i s a f a c e which s a t i s f i e s p a r t i ) . ' n by xl, * --, l a r g e s t such face.
Then ii) i s a l s o t r u e s i n c e obviously r"x c 6K n H F~, and t h e cone 6 K n HF i s a f a c e which s a t i s f i e s (For example, w e might assume t h e i r e u c l i d e a n norms are equal t o some c o n s t a n t . ) A cone with a f i n i t e number. of extremal v e c t o r s ( i n t h e above s e n s e ) i s c a l -0 l e d p o l y h e d r a l , I f a cone c o n t a i n s n l i n e a r l y independent v e c t o r s then t h e v e c t o r x + x2 +..,+ x i s i n t e r i o r t o t h e xl";" 
.
Matrices and I n v a r i a n t Cones.
It f o l l o w s from t h e theory of i n v a r i a n t cones i n a Banach space ([SI, [ 6 ] ) t h a t i f a matrix A l e a v e s i n v a r i a n t a s o l i d cone, t h e n p ( A ) i s an eigenvalue, and a corresponding e i g e n v e c t o r l i e s i n t h e cone. T h i s r e s u l t can a l s o be proved d i r e c t l y , u s i n g the Brouwer f i x e d p o i n t theorem.
However, Birkhoff [l] h a s given an elementary proof of t h i s r e s u l t which u s e s i n s t e a d the Jordan
Canonical form. The advantage of B i r k h o f f ' s proof i s t h a t it can be extended t o prove a f u r t h e r p r o p e r t y of p (A) , w h i c h t u r n s o u t t o be a s u f f i c i e n t c o n d i t i o n f o r A t o l e a v e a cone i n v a r i a n t .
I n o r d e r t o s t a t e t h i s c o n d i t i o n , w e need t h e following d e f i n i t i o n .
D e f i n i t i o n 3.1, I f X i s an eigenvalue of a m a t r i x A , then t h e deqree of X i s the s i z e of the l a r g e s t d i a g o n a l block, i n the Jordan c a n o n i c a l form of A, which c o n t a i n s 1. ii) the degree of p ( A ) i s no s m a l l e r t h a n the degree of any o t h e r eigenvalue having t h e same modulus, iii) K c o n t a i n s an eigenvector corresponding t o p (A).
. Furthermore, c o n d i t i o n s i) and ii) a r e s u f f i c i e n t t o i n s u r e t h a t A l e a v e s . i n v a r i a n t a s o l i d cone. lemma s a y s t h a t t h e r e i s a f i n i t e s e t of p o s i t i v e numbers wo, .<.., w such t h a t
Proof, B i r k h o f f ' s proof g i v e s t h e n e c e s s i t y of c o n d i t i o n s i) and i i i ) . W e w i l l sketch h i s proof i n order t o show how i t c a n ' b e extended t o prove i i ) . d e n t s e t of v e c t o r s which s a t i s f y ( 3 . 1 )
A xij = Xi x i j + Xij-l i = l,-,.,k, j = l , . . . ,
'
An elementary L e t Then and hence,
Thus, given any e l e m e n t of the form (3.5) i n K, i f B # 0 then e i t h e r Aio > 0 , o r we can f i n d another non-zero element i n K, with B
Repeating t h i s p r o c e s s , w e f i n a l l y get an e l e m e n t i n K of t h e form ( 3 . 5 ) , w i t h pi # 0 only i f h i = p ( A ) .
w i t h eigenvalue p ( A ) , which completes B i r k h o f f ' s p r o o f . To prove ii) w e n o t e t h a t , i f t h i s statement were f a l s e , then h i would be n o n -p o s i t i v e , f o r every i E d . Thus, by t h e above c o n s t r u c t i o n , we would be a b l e t o produce a non-zero element i n K , of t h e form (3.51,
This element i s an e i g e n v e c t o r , -9 - i n which a l l t h e c o e f f i c i e n t s B i a r e zero. This c o n t r a d i c t i o n proves i i ) . X1 = p ( A ) , and norinalize t h e x i j so t h a t (3.1) becomes T o prove t h e f i n a l s t a t e m e n t of t h e theorem, l e t I 1 mi A X i j = "Xij + e xij-l , i = l,.. ., k, j = 1,. .., ( 3 . 6 ) w An i n t e r e s t i n g c o r o l l a r y of t h i s theorem i s that, i f A i s a symmetric m a t r i x , t h e n e i t h e r A o r -A l e a v e s some cone i n v a r i a n t .
I

4.
I r r e d u c i b i l i t y .
Before g e n e r a l i z i n g t h e notion of i r r e d u c i b i l i t y , w e w i l l g i v e
an a l t e r n a t i v e d e f i n i t i o n , which emphasizes t h e geometric n a t u r e of t h i s concept.
I f e l , ..., e a r e the u n i t c o o r d i n a t e v e c t o r s n i n En, then a c o o r d i n a t e subspace i s a subspace spanned by any s u bs e t of { e , , . . . , e n ] . An i r r e d u c i b l e m a t r i x i s a m a t r i x which h a s no i n v a r i a n t c o o r d i n a t e subspace of dimension less than n. S i n c e t h e p o s i t i v e hyperoctant i s generated by t h e v e c t o r s e , , ..., en, a non-negative i r r e d u c i b l e matrix maps the p o s i t i v e h y p e r o c t a n t i n t o i t s e l f and l e a v e s no f a c e i n v a r i a n t . I t i s c l e a r t h a t t h i s d e f i n it i o n i s e q u i v a l e n t t o t h a t given i n s e c t i o n 1. (Gantmacher [ 4 ] and o t h e r s u s e t h i s a s a b a s i c d e f i n i t i o n . )
I f w e r e p l a c e t h e p o s i t i v e hyper-octant by an a r b i t r a r y s o l i d conei t h e above d e f i n i t i o n leads t o t h e following g e n e r a l i z a t i o n .
K D e f i n i t i o n 4.1: The matrix A 2 0 i s K-irreducible i f A l e a v e s no f a c e of K i n v a r i a n t . A matrix which i s n o t K-irreducible i s c a l l e d K -reducible.
T o f u r t h e r j u s t i f y t h i s d e f i n i t i o n , w e w i l l prove s e v e r a l prop e r t i e s of K-irreducible matrices which a r e known t o b e t r u e f o r non-negative i r r e d u c i b l e matrices. W e assume always t h a t K i s a s o l i d cone. Proof: Suppose A S 0 i s K-reducible, and l e t F be an i n v a r i a n t f a c e of K. A, r e s t r i c t e d t o the subspace HF, l e a v e s t h e s o l i d cone F i n v a r i a n t ; hence t h i s r e s t r i c t e d o p e r a t o r h a s an e i g e n v e c t o r x, E F. B u t x1 i s a l s o an e i g e n v e c t o r for A, o p e r a t i n g on t h e e n t i r e space and x1 i s on t h e boundary of K e Conversely, suppose x i s an eigenv e c t o r on t h e boundary of K , and l e t F b e t h e f a c e d e f i n e d i n K X a x and hence Y S Thus FX i s an i n v a r i a n t f a c e and A i s
The n e x t lemma g i v e s an i n t e r e s t i n g p r o p e r t y of matrices w i t h i n v a r i a n t cones, and allows u s t o prove a n o t h e r s p e c t r a l characteri z a t i o n of K -i r r e d u c i b l e matrices. Proof: L e t x1,x2 E K be l i n e a r l y independent e i g e n v e c t o r s , w i t h e i g e n v a l u e s X1 , A 2 and l e t to = min C t > 01 tx2-x1 E K I
where w e assume 0 S )c2 S X1. I f x3 = tox2-x1 t h e n x3 i s on t h e boundary of K , and i f A, # 0 , then
The d e f i n i t i o n of t, i m p l i e s Xz 1 X1, hence, i n f a c t , A, = h a . I f hl = 0 , then X2 = 0 , and Ax3 = 0. I n e i t h e r case, x3 i s an e i g e nv e c t o r on the boundary of K with e i g e n v a l u e hl = h 2 .
The proof of t h e n e x t theorem follows e a s i l y from t h e t w o p r e v i o u s r e s u l t s .
K Theorem 4 . 2 :
A S 0 i s K-irreducible i f and o n l y i f A h a s 0 e x a c t l y one e i g e n v e c t o r i n K , and t h i s e i g e n v e c t o r i s i n K .
N o t e t h a t o u r concept of K -i r r e d u c i b i l i t y depends on b o t h t h e m a t r i x and t h e cone. I t i s p o s s i b l e f o r a m a t r i x t o l e a v e t w o
cones i n v a r i a n t , b u t be K-irreducible w i t h respect t o only one.
An example of t h i s i s t h e matrix .=E:]
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I 1 1
If and then A Z K i 0 and A i s K,-irreducible, b u t n o t K1-irreducible.
Frobenius introduced t h e c l a s s of non-negative i r r e d u c i b l e mat r i c e s because it i s l a r g e r than t h e class of p o s i t i v e m a t r i c e s , b u t r e t a i n s many of t h e important s p e c t r a l p r o p e r t i e s .
C l e a r l y , if A maps K i n t o i t s i n t e r i o r , it can l e a v e no f a c e i n v a r i a n t , hence i t i s K-irreducible. Furthermore, i) i s s u f f i c i e n t f o r A t o be K-irreducible with r e s p e c t t o some i n v a r i a n t s o l i d cone. To prove t h e l a s t statement o f t h e theorem, w e u s e t h e proof of theorem 3.1.
That i s , t h e c l a s s of K-irreducible m a t r i c e s i s l a r g e r than t h e c l a s s of m a t r i c e s which s a t i s f y A > > 0. S i m i l a r i t i e s i n c e r t a i n s p e c t r a l p r o p e r t i e s of t h e s e t w o t y p e s of m a t r i c e s a r e p o i n t e d o u t by t h e n e x t t w o theorems
The cone defined i n t h a t proof c o n t a i n s only elements of t h e form axl + y , where x1 i s the e i g e n v e c t o r corresponding t o p (A) and CY = 0 only i f y = 0. Hence, no o t h e r e i g e n v e c t o r can l i e i n U and by theorem 4 . 2 , A i s K-irreducible.
By r e p l a c i n g the assumption t h a t A i s K-irreducible by t h e con-
K d i t i o n t h a t A > > 0 , i t i s p o s s i b l e t o make a s t r o n g e r s t a t e m e n t about p ( A ) .
U Theorem 4.4:
I f A > > 0 then i) p ( A ) i s a simple eigenvalue, g r e a t e r than t h e magnitude a t any o t h e r eigenvalue ii) An eigenvector corresponding t o p (A) l i e s i n K.
Furthermore, c o n d i t i o n i) i s s u f f i c i e n t f o r A t o map some cone i n t o i t s i n t e r i o r .
Proof: Most of t h e theorem f o l l o w s a s a c o r o l l a r y t o t h e prev i o u s r e s u l t .
I n f a c t , w e need only prove t h e l a s t p a r t o f ' i ) and t h e f i n a l statement. Let h2 be any eigenvalue d i f f e r e n t from p ( A ) , where 11, I = 1, c l e a r l y A, = f 1. W e can assume y2 $ ! K , and i f we l e t then Since Ay, = X2y2,
which c o n t r a d i c t s t h e d e f i n i t i o n of t o .
prove t h e l a s t s t a t e m e n t of t h e theorem, we again use t h e n o t a t i o n i n t h e proof of theorem 3.1. The cone (3.7) becomes Hence I 1, I < p (A). To where
s o c l e a r l y , Ax i s i n t h e i n t e r i o r of K . Proof: Suppose B w e r e K -reducible.
envector x E 6 K . Using lemma 2 . 1 , i f y E and Ay S WBX E FX hence Ay E F v a r i a n t , and i s t h e r e f o r e K-reducible.
Then B must have an e i g -K F t h e n y S ax8 some cy, That i s , A l e a v e s FX i n -X T h i s r e s u l t a l l o w s u s t o f u r t h e r extend our g e n e r a l i z a t i o n of t h e Perron-Frobenius theory. Proof: By theorem 4.5, B i s a l s o K -i r r e d u c i b l e , so t h e r e e x i s t s
Then, by h y p o t h e s i s ,
B y (4.4) t h i s i m p l i e s T h i s c o n t r a d i c t i o n i m p l i e s t h a t (4.6) cannot h o l d , i . e . , x1 and y1 a r e l i n e a r l y independent, and hence i f t h e n z # 0 , z i s on t h e boundary of K , and
Let F, be t h e f a c e given by lemma 2.1. Then F, i s invariai;: ;:i;Cer A because f o r any x E F z , x S K z , some y > 0, and Ax S
hence Ax E Fz.
This c o n t r a d i c t s t h e K -i r r e d u c i b i l i t y of A, and
hence we must conclude t h a t p (A) # p (B) .
I f A i s n o t K-irreducible, then t h e above theorem i s weakened s l i g h t l y .
C o r o l l a r y :
Proof: L e t C > >K 0 , and d e f i n e A t = A + t C , B t = B + t C , t > 0 .
Then c l e a r l y A t > > 0 , hence A t i s K -i r r e d u c i b l e .
By t h e p r e v i o u s theorem and l e t t i n g t -, 0 g i v e s I n t h e c l a s s i c a l s e t t i n g , it f o l l o w s d i r e c t l y from the d e f i n it i o n s t h a t i f a m a t r i x A i s p o s i t i v e , non-negative, or i r r e d u c i b l e , t h e n t h e same i s t r u e of At.
Because of t h e s p e c t r a l c h a r a c t e r i z at i o n s given i n theorems 3.1, 4.3 and 4.4, t h e same t y p e of s t a t e m e n t -18 -
The cone which i s l e f t i n v a r i a n t by A, however, may n o t be t h e same cone which i s i n v a r i a n t under At. For example, i f K r Then A Z 0 where K = I ( x j y ) I XEO, 2lyl x}* But, K i s n o t i n v a r i a n t with r e s p e c t t o A t . The r e s u l t t h a t can be proven i s : t h e r e a r e c o n s t a n t s cr(x)> 0 , (x)> 0 , and an i n t e g e r k (x)' 0 such t h a t (n i s t h e dimension of t h e space.)
Proof: L e t y b e an a r b i t r a r y non-zero element on t h e boundary of K , and l e t F be t h e f a c e given by lemma 2.1. Then by K-irreducib i l i t y , Ay $! Fy and hence (I+A)y $! HF n o t i n K O , then it m u s t be i n a f a c e F 1 , and t h e dimension of must be g r e a t e r than t h e dimension of i ? $ . 
shows t h a t ( I +
HF,
Repeating t h i s argument n-1 
5.
A p p l i c a t i o n s -\.
I n t h i s s e c t i o n , w e w i l l show how t h e preceding r e s u l t s can be used t o g e n e r a l i z e some w e l l known theorems w h i c h can be used t o compare t h e r a t e s of convergence of i t e r a t i v e p r o c e s s e s . Then, t h e matrix H = ( I -B , ) -1 B2 e x i s t s , and e x a c t l y P (HI < P (B) < 1 P (HI = P (B) = 1 P (HI ' P (B) ' 1 w k Proof:
S i n c e p (B,) < 1, t h e series C B, converges. This k=O U shows t h a t H e x i s t s , and H I 0. L e t $ = p ( H ) and assume, f o r now, t h a t '$# 0. By 3.1, t h e r e e x i s t s an x, E K, such t h a t Hx, = fx, Hence, we m u s t conclude p (B) < 1.
I f B i s n o t K-irreducible, w e can no longer prove t h e s t r i c t i n e q u a l i t i e s . I n f a c t , t h e theorem becomes: (B2 -P) e x i s t s , P 0 < P (Hp) < P (H,) The proof follows e x a c t l y a s i n t h e c a s e where K i s t h e p o s i t i v e hyper-octant.
A s an i n d i c a t i o n t h a t t h e s e r e s u l t s a r e indeed more u s e f u l than t h e c l a s s i c a l theorems, consider a m a t r i x B w i t h elements [ b . -1 which s a t i s f y
1.3
(-1) i+J b i j Z 0.
I f B, and B2 a r e upper and lower t r i a n g u l a r , r e s p e c t i v e l y , then w e ' K have Bi Z 0 where Hence, t h e above theorems may be a p p l i c a b l e although B i s n o t nonn e g a t i v e a s r e q u i r e d by t h e standard theorems.
F i n a l l y , w e p o i n t o u t t h a t , i n a s i m i l a r manner, Varga's theory of r e g u l a r s p l i t t i n g s [ 2 ] can also be extended t o m a t r i c e s w i t h i nv a r i a n t cones. 
