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ABSTRACT
In the last few decades, coherent light-atom interactions have opened unprecedented
possibilities for the coherent control of atomic and optical quantum systems, paved the
way for the practical realization of quantum information technologies, and allowed for
the creation of novel quantum-enhanced sensors. This dissertation investigates the
interaction of multiple near-resonant optical fields with hot rubidium atoms under the
conditions of electromagnetically induced transparency. The main goal of the presented
research is to address some fundamental challenges in using such systems for practical
applications.
The EIT effect relies on the strong coupling of an optical probe field and a collective
long-lived ensemble of atomic spins by the means of a strong classical optical control field
in a Lambda configuration. While optically-thick atomic vapor is necessary to achieve
such a strong coupling regime, the increasing optical depth of the atomic ensemble also
leads to the effective enhancement of other nonlinear light-atom interactions, such as the
four-wave mixing effect. Here we discuss the possibility to control four-wave mixing in a
three-level system without deteriorating the coherent properties of EIT by introducing
an additional absorber resonant exclusively with the Stokes field.
The exclusive detection of a weak probe field in the presence of a strong control field is a
challenging experimental task, especially at the few-photon level. Many experiments
employ polarization and/or frequency filtering to compete the task. We present an
alternative filtering technique based on optical vortices for cases when the traditional
methods are not sufficient or restrict the experimental arrangements.
Finally, we demonstrate the possibility to manipulate the group velocity of a pulsed
squeezed vacuum field by using the optical dispersion modification via Zeeman spin
coherence in rubidium atoms. By changing the interaction condition, we demonstrate the
switch between the “slow” and (for the first time) “fast” light regime. We also show that
increased optical depth simultaneously leads to the enhancement of pulse advancement
and the deterioration of squeezing fidelity in the output pulses.
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OPTICAL CONTROL OF MULTI-PHOTON COHERENT INTERACTIONS IN
RUBIDIUM ATOMS
CHAPTER 1
Introduction
Realizations of strong coupling between an optical field and an ensemble of atoms that
use two-photon processes – such as electromagnetically induced transparency (EIT) [1, 2,
3, 4, 5, 6] and the off-resonant Raman interaction [7, 8, 9] – offer a simple method for
the all-optical quantum control required by many quantum information applications [10,
11, 12, 13, 14, 15, 7, 8, 16] and quantum sensor technologies [17, 18, 19]. In the last
two decades there have been a number of proposals and proof-of-principle demonstrations
for EIT- and Raman-based quantum memories for optical pulses propagating through
atomic (and atom-like) media. The generation of entanglement between optical fields and
atomic ensembles has also been demonstrated, en route to the realization of quantum
repeaters [12, 20], on-demand single-photon sources, optical buffers, etc. This dissertation
investigates various aspects of coherent light-atom interactions in an ensemble of thermal
rubidium vapors and develop the mitigation techniques for some of the existing problems
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in the realization of the proposed quantum information technologies.
Both the EIT and Raman effect rely on the strong coupling between an optical probe
field and a collective long-lived ensemble of atomic spins by means of a strong classical
optical control field in a Λ configuration [2, 3, 4, 5]. The basic theory of such interactions
is presented in Chapter 2. Since the strength of such an interaction is proportional to the
number of atoms, achieving optimal performance often requires operation in a high optical
depth regime. Unfortunately, increasing the optical depth of the atomic ensemble also
leads to the effective enhancement of other nonlinear light-atom interactions, which may
interfere with the expected performance. For example, one is no longer allowed to disregard
the off-resonant coupling of the control field with the other optical transition, giving rise
to a double-Λ system and resulting in the amplification of the optical probe field and the
generation of an additional Stokes field [21, 22, 23, 24, 25, 26, 27, 28]. While this process
is very promising for the generation of two-mode squeezing and entanglement [29, 30, 31],
it poses a serious problem for quantum memory operation because it creates uncorrelated
photons in the probe field channel [32, 33, 34, 35, 36].
In Chapter 3 we discuss the possibility of suppressing four-wave mixing in a three-level
system without deteriorating the coherent properties of EIT by introducing an additional
absorber resonant exclusively with the Stokes field. While this cannot stop Stokes photons
from being created, Four-Wave Mixing (FWM) is a stimulated process and removing Stokes
photons greatly decreases its efficiency. We demonstrate that it is possible to suppress the
four-wave mixing gain in the probe channel with sufficient Stokes absorption. That makes
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it a plausible avenue for improving quantum memory fidelity by suppressing FWM-induced
excess noise.
Chapter 4 addresses another common problem of EIT experiment – the effective sep-
aration of a weak signal field of interest and the strong control field. In thermal vapor,
the need of the two-photon Doppler shift cancellation requires a collinear propagation of
the optical fields in the interaction region. It is challenging to achieve effective filtering
of the much stronger control field without introducing losses into the signal. Here, we
demonstrate how the usage of an optical vortex mask helps to separate two optical fields
propagating at a small angle under the EIT condition.
Chapter 5 describes the demonstration of the manipulation of the group velocity of
the quantum signal (squeezed vacuum) using EIT-like coherent resonances based on the
Zeeman coherence in rubidium vapor. For the first time, we demonstrate the propagation
of the pulsed squeezed vacuum under “fast light” conditions and analyze the effect of
atomic density on pulse advancement and transmitted squeezing fidelity.
4
CHAPTER 2
EIT-FWM theory overview
In this chapter we describe the basic theory behind Electromagnetically Induced
Transparency (EIT). We start with Maxwell’s equations that govern the propagation of
electromagnetic fields through atomic media. We explain the basics of the theory using a
two-level atom as an example. Then we expand the theory to a three-level atom and show
how an effect of Electromagnetically Induced Transparency occurs. At last we describe
how the EIT conditions can lead to an effect of Four-Wave Mixing.
2.1 Classical optics
In this section we connect measurable properties of light like the electric field strength
to the properties of the atomic medium the light propagates through.
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2.1.1 Maxwell’s equations
We consider the propagation of a monochromatic electromagnetic field through atomic
vapor. We start with Maxwell’s equations in medium:
∇ · ~D = ρfree (2.1)
∇ · ~B = 0 (2.2)
∇× ~E = −∂
~B
∂t
(2.3)
∇× ~H = ~Jfree + ∂
~D
∂t
(2.4)
where ~E is the electric field, ~H is the magnetic field, ~D is the electric displacement, ~B is
the magnetic induction, ~P is the medium’s polarization, ~M is the medium’s magnetization,
ρfree is the free electric charge density and ~Jfree is the free current density. These variables
are related to each other through the following equations:
~D =  ~E = 0 ~E + ~P
~H =
1
µ
~B =
1
µ0
~B − ~M
(2.5)
where 0 is the vacuum permittivity and µ0 is the vacuum permeability. Since our atomic
medium consists of neutral rubidium atoms, there are no free charges, no free currents and
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the medium is non-magnetic:
ρfree = 0
~Jfree = 0
~M = 0
(2.6)
2.1.2 The Wave equation
We take the third Maxwell equation (2.3) and apply the curl to both sides
∇× (∇× ~E) = ∇× (−∂
~B
∂t
) (2.7)
We can use a vector calculus identity and remember that there are no free charges
( ∇ · ~E = 0 )
∇× (∇× ~E) = ∇(∇ · ~E)−∇2 ~E
= −∇2 ~E
(2.8)
The right side of the equation 2.7:
∇× (−∂
~B
∂t
) = − ∂
∂t
(∇× ~B)
= −µ0 ∂
∂t
(∇× ( ~H + ~M))
= −µ0 ∂
∂t
( ~Jfree +
∂ ~D
∂t
)
= −µ0 ∂
2
∂t2
(0 ~E + ~P )
(2.9)
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Remember that the speed of light is defined as
c2 =
1
0µ0
(2.10)
We combine both parts to get the wave equation:
(∇2 − 1
c2
∂2
∂t2
) ~E =
1
c20
∂2
∂t2
~P (2.11)
2.1.3 The slowly varying amplitudes
Let’s assume that the electric field is a linearly polarized plane wave that propagates
in the z-direction.
~E(z, t) = ~E0 cos(kz − ωt) (2.12)
We need to account for absorption by the atoms and the fact that we can have pulses of light
instead of continuous waves by replacing the amplitude E0 with a slowly varying envelope
function ε˜(z, t). We also separate the polarization into a unit polarization vector ~ε. It is
convenient to replace the cosine function with a sum of exponents.
~E(z, t) = ~ε ε˜(z, t)
1
2
(eikz−iωt + eiωt−ikz) (2.13)
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Replace the ∇2 with ∂2
∂z2
and expand the left hand side of the wave equation:
(
∂
∂z
+
1
c
∂
∂t
)(
∂
∂z
− 1
c
∂
∂t
) ~E =
1
c20
∂2
∂t2
~P (2.14)
Now we need to evaluate the expression ( ∂
∂z
− 1
c
∂
∂t
) ~E. While doing so we notice that the
slowly varying envelope of the electric field allows us to drop certain terms that are much
smaller than others:
|∂ε˜(z, t)
∂z
|  |kε˜(z, t)|
|∂ε˜(z, t)
∂t
|  |ωε˜(z, t)|
(2.15)
After a bit of math we get the following expression:
(
∂
∂z
− 1
c
∂
∂t
) ~E = 2ik ~ε ε˜(z, t)
1
2
(eikz−iωt − eiωt−ikz) (2.16)
The polarization ~P is related to the electric field ~E through the electric susceptibility
tensor χ:
~P = 0χ~E (2.17)
Our atomic medium is isotropic and the electric susceptibility χ is just a number, so the
polarization vector is parallel to the electric field vector: ~P || ~E. We can show that the
9
polarization P will have a similar slowly varying envelope function P˜ (z, t).
P = 0χE
= 0χε˜(z, t)
1
2
(eikz−iωt + eiωt−ikz)
= P˜ (z, t)
1
2
(eikz−iωt + eiωt−ikz)
(2.18)
We evaluate the right side of the wave equation and remember to drop the smaller terms
as we did with the electric field: |∂P˜ (z,t)
∂z
|  |kP˜ (z, t)|
∂2
∂t2
~P = ~ε ω2P˜ (z, t)
1
2
(eikz−iωt − eiωt−ikz) (2.19)
We combine both parts to get the wave equation for the slowly varying amplitudes
(
∂
∂z
+
1
c
∂
∂t
) ε˜(z, t) = −i k
20
P˜ (z, t) (2.20)
This equation relates the slowly varying amplitude of the electric field to the slowly varying
polarization of the atomic medium. Unfortunately we still don’t know much about the
polarization of the atoms.
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2.1.4 Connection of the macroscopic polarization to the proper-
ties of the medium
Polarization can be written as
~P =
N
V
〈~d〉 (2.21)
where N is the number of atoms in the volume V and 〈~d〉 is the dipole moment of an
individual atom averaged over the ensemble in the volume V . In the Schrodinger picture
an atomic state can be described as
|ψ(t)〉 =
∑
i
ai(t)|i〉 (2.22)
where |i〉 are the basis states which are time-independent. Although real atoms have an
infinite set of states, the physics can often be described by a limited number of states.
When dealing with atomic ensembles it is very useful to use the density matrix operator:
ρ(t) = |ψ(t)〉〈ψ(t)| (2.23)
which has the following property for its elements:
ρij(t) = 〈i|ρ(t)|j〉
= ai(t)a
∗
j(t)
(2.24)
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Now the dipole moment of an individual atom can be written in terms of the density
matrix elements:
〈~d〉 = 〈ψ(t)|~d|ψ(t)〉
=
∑
i,j
a∗j(t)ai(t)〈i|~d|j〉
=
∑
i,j
〈i|~d|j〉ρij(t)
(2.25)
〈i|~d|j〉 is a dipole matrix element of an atom corresponding to the |i〉 → |j〉 transition and
can be found in various reference tables. It is important to note that it is just a number
and is fixed in our problem. We plug our findings into equation 2.21 while also recalling
the time dependence of the macroscopic polarization from equation 2.18:
~P = ~εP˜ (z, t)
1
2
(eikz−iωt + eiωt−ikz)
=
N
V
∑
i,j
〈i|~d|j〉ρij(t)
(2.26)
Now it is clear that the density matrix elements have a slowly varying part ρ˜ij(t) and a
part oscillating fast at the frequency of the optical field. We will see this once again in the
next section. The slowly varying polarization can therefore be written as
P˜ (z, t) =
N
V
∑
i,j
〈i|~d|j〉ρ˜ij(z, t) (2.27)
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We finally obtain the wave equation for the slowly varying amplitudes:
(
∂
∂z
+
1
c
∂
∂t
) ε˜(z, t) = −i k
20
N
V
∑
i,j
〈i|~d|j〉ρ˜ij(z, t) (2.28)
In the following section we will find out how the slowly varying density matrix elements
ρ˜ij(z, t) evolve in time on an example of a two-level atom.
2.2 Two level atom
Here we discuss how a 2-level atom interacts with a single frequency electromagnetic
field. The light field is treated classically and the atom quantum-mechanically.
2.2.1 Two level atom in a monochromatic electric field
We begin with writing down the electric field. Assume it is linearly polarized, monochro-
matic field with the angular frequency ω.
~E(t) = ~εE0 cos(ωt) (2.29)
Here ~ε is the unit polarization vector and E0 is the field amplitude. The electric field is
written at the location of the atom and we ignore any spatial dependence that real laser
fields have. This is the so called dipole approximation and it is applicable because the size
of a typical atom (∼ 0.2 nm) is much smaller than the wavelength of the lasers used in our
13
FIG. 2.1: Monochromatic electric field with the frequency ω applied to a 2-level atom with
levels |g〉 and |e〉.
experiments (hundreds of nanometers). We use the cosine identity to write the electric
field in terms of exponents:
~E(t) = ~εE0
1
2
(e−iωt + eiωt)
= ~E(+)e−iωt + ~E(−)eiωt
= ~E(+)(t) + ~E(−)(t)
(2.30)
We call the E(+)(t) term positively rotating and the E(−)(t) negatively rotating.
The two level atom is presented in Figure 2.1. The ground level is labeled as |g〉 and
the excited level as |e〉. The energy difference between the levels is ~ωge and the single
photon detuning of the field from the transition is ∆ = ω − ωge. We can choose the
energy of ground level to be zero: Eg = 0. This puts the energy of the excited state to be
Ee = ~ωge.
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2.2.2 Quantum state and its evolution
In the previous subsection we talked about a single 2-level atom in an electromagnetic
field. One can use the time-dependent Schrodinger equation to describe the time evolution
for such a system.
i~
∂
∂t
|ψ(~r, t)〉 = H|ψ(~r, t)〉 (2.31)
If the system happens to be in a stationary state we can use the time-independent
Schrodinger equation:
H|ψ(~r, t)〉 = E|ψ(~r, t)〉 (2.32)
The time dependence can be separated from the wave-function:
|ψ(~r, t)〉 = e−iHt/~|ψ(~r, t = 0)〉 (2.33)
The state |ψ〉 is composed of the base states |g〉 and |e〉 with some coefficients cg and ce.
|ψ〉 = cg|g〉+ ce|e〉 (2.34)
The state |ψ〉 can also be represented by a vector with the coefficients as the elements:
|ψ〉 =
 cg
ce
 (2.35)
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The density matrix is:
ρ = |ψ〉〈ψ|
= |cg|2|g〉〈g|+ cgce∗|g〉〈e|+ cecg∗|e〉〈g|+ |ce|2|e〉〈e|
=
 |cg|2 cgce∗
cecg
∗ |ce|2

=
 ρgg ρge
ρeg ρee

(2.36)
The time derivative of the density matrix is:
∂
∂t
ρ =
∂
∂t
(|ψ〉)〈ψ|+ |ψ〉 ∂
∂t
(〈ψ|)
= − i
~
Hρ+
i
~
ρH
= − i
~
[H, ρ]
(2.37)
The Hamiltonian is composed of two parts: the atomic part HA and the interaction part
Hint. Now recall that Eg = 0 and Ee = ~ωge. We use the Schrodinger equation 2.32 to
construct the atomic Hamiltonian:
HA = Eg|g〉〈g|+ Ee|e〉〈e|
= ~ωge|e〉〈e|
(2.38)
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The interaction of an atom with an electric field in the dipole approximation is:
Hint = −~d · ~E (2.39)
We assume that the atom is located at the center of the coordinate system and has only
one electron interacting with the field. The dipole operator ~d can be written in terms of
the electron position operator:
~d = −e~re (2.40)
where e is the fundamental charge.
2.2.3 Parity of the dipole operator
Before we continue with the dipole operator we remind the reader about the identity
operator:
I = |g〉〈g|+ |e〉〈e| (2.41)
We apply the identity to the both sides of the equation 2.40 to get:
~d = (|g〉〈g|+ |e〉〈e|)(−e~re)(|g〉〈g|+ |e〉〈e|)
= −e(〈g|~re|g〉|g〉〈g|+ 〈e|~re|e〉|e〉〈e|
+ 〈g|~re|e〉|g〉〈e|〈e|+ ~re|g〉|e〉〈g|)
(2.42)
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The position operator is anti-symmetric so the matrix elements involving the same level
are zero in the electric dipole approximation:
〈g|~re|g〉 = 〈e|~re|e〉 = 0 (2.43)
We can choose the matrix element 〈g|~re|e〉 to be real and positive. This leaves us with the
following expression:
~d = −e〈g|~re|e〉(|g〉〈e|+ |e〉〈g|) (2.44)
2.2.4 Rotating Wave Approximation (RWA)
First we introduce the atomic flip operators:
σ = |g〉〈e|
σ† = |e〉〈g|
(2.45)
The atomic states are orthonormal: 〈g|e〉 = 0, 〈e|e〉 = 1. σ is the atomic lowering operator.
It acts on the excited state and produces the ground state:
σ|e〉 = |g〉〈e||e〉 = |g〉〈e|e〉 = |g〉 (2.46)
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Let’s look at the expectation value of the atomic lowering operator for some state |ψ(~r, t)〉.
〈ψ(~r, t)|σ|ψ(~r, t)〉 =
= 〈ψ(~r)|eiHt/~σe−iHt/~|ψ(~r)〉
= (c∗g〈g|+ c∗e〈e|)eiHt/~σe−iHt/~(cg|g〉+ ce|e〉)
= (c∗ge
iEgt/~〈g|+ c∗eeiEet/~〈e|)|g〉〈e|(cge−iEgt/~|g〉+ cee−iEet/~|e〉)
= c∗ge
iEgt/~cee
−iEet/~
= c∗gcee
−iωget
(2.47)
It is easy to show the same math for the atomic raising operator σ†. We get:
〈σ〉 ∼ e−iωget
〈σ†〉 ∼ eiωget
(2.48)
We rewrite the dipole operator in terms of the flip operators and separate it into the
positive and negative rotating components:
~d = −e〈g|~re|e〉(σ + σ†)
= ~d(+)(t) + ~d(−)(t)
(2.49)
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Observe the time dependance that we got from equation 2.48:
~d(+)(t) ∼ e−iωget
~d(−)(t) ∼ eiωget
(2.50)
We remind the reader about the time dependance of the electric field from equation 2.30:
~E(+)(t) ∼ e−iωt
~E(−)(t) ∼ eiωt
(2.51)
We continue with the equation 2.39.
Hint = −(~d(+)(t) + ~d(−)(t)) · ( ~E(+)(t) + ~E(−)(t)) (2.52)
Here we see that terms ~d(+)(t) · ~E(+)(t) and ~d(−)(t) · ~E(−)(t) oscillate very fast at the twice
of the optical frequency. Now we make the rotating wave approximation by ignoring
these terms. This approximation is valid if the detuning of the electric field ∆ = ω − ωge
is much smaller than the frequency of the field ω. Finally, the Interaction Hamiltonian is:
Hint = e〈g|~re|e〉(σ† ~E(+)e−iωt + σ ~E(−)eiωt)
= e〈g|~ε · ~re|e〉(σ†E(+)e−iωt + σE(−)eiωt)
(2.53)
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We define the Rabi frequency:
Ω =
2e〈g|~ε · ~re|e〉E(+)
~
=
e〈g|~ε · ~re|e〉E0
~
(2.54)
Here we chose the phase of the dipole matrix element so that the Rabi frequency is real
and positive. We also assumed that the electric field is linearly polarized. Here e is the
elemental charge, but |e〉 is the excited state.
Hint =
~Ω
2
(σ†e−iωt + σeiωt) (2.55)
Finally the full Hamiltonian is:
H = Ha +Hint
= ~ωge|e〉〈e|+ ~Ω
2
(σ†e−iωt + σeiωt)
=
 0 ~Ω2 eiωt
~Ω
2
e−iωt ~ωge

(2.56)
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2.2.5 Rotating frame
Now let’s consider the time evolution of the state |ψ〉 from equation 2.34. We apply
the Schrodinger equation 2.32 to the state and use the Hamiltonian 2.56.
∂
∂t
cg|g〉+ ∂
∂t
ce|e〉 =
= − i
~
(~ωge|e〉〈e|+ ~Ω
2
(|e〉〈g|e−iωt + |g〉〈e|eiωt))(cg|g〉+ ce|e〉)
= − i
~
(cg
~Ω
2
e−iωt|e〉+ ce~Ω
2
eiωt)|g〉+ ce~ωge|e〉)
(2.57)
We can split the equation above into two by applying 〈g| and 〈e| consecutively to both
sides:
∂
∂t
cg = −iceΩ
2
eiωt
∂
∂t
ce = −i(cgΩ
2
e−iωt + ceωge)
(2.58)
The dynamics of the system is dominated by the optical frequency ω. To see the dynamics
related to the applied laser field we make a transformation into the rotating frame of
the laser field. Define the slowly varying coefficients:
c˜e = cee
iωt
c˜g = cg
(2.59)
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Now we can rewrite the evolution equation for the coefficients in the rotating frame:
∂
∂t
c˜g = −ic˜eΩ
2
∂
∂t
c˜e − iωc˜e = −ic˜gΩ
2
− ic˜eωge
(2.60)
Recall the detuning ∆ = ω − ωge and rewrite the equations in a nicer form:
∂
∂t
c˜g = −iΩ
2
c˜e
∂
∂t
c˜e = −iΩ
2
c˜g + i∆c˜e
(2.61)
2.2.6 Unitary transformations
Now that we have determined that we want to use the rotated state we want to find
a transformation that produces the rotated state. Such transformation is carried by a
unitary matrix U :
|ψ˜〉 = U |ψ〉
U †|ψ˜〉 = |ψ〉
(2.62)
An important property of unitary matrices is:
U †U = UU † = I (2.63)
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In our case the transformation matrix takes the following form:
U = eiωt|e〉〈e| (2.64)
We check that the transformation matrix gives us the correct form of the rotated state
|ψ˜〉:
|ψ˜〉 = U |ψ〉
= eiωt|e〉〈e|(cg|g〉+ ce|e〉)
= cg|g〉+ ceeiωt|e〉
= c˜g|g〉+ c˜e|e〉
(2.65)
Now we can find the Hamiltonian in the rotating frame. Both the original state |ψ〉 and
the rotated state |ψ˜〉 must satisfy the Shrodinger equation:
i~
∂
∂t
|ψ〉 = H|ψ〉
i~
∂
∂t
|ψ˜〉 = H˜|ψ˜〉
(2.66)
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We take the original Shrodinger equation and rewrite it in terms of the the rotating matrix
and the rotated state:
i~
∂
∂t
(U †|ψ˜〉) = HU †|ψ˜〉
i~
∂
∂t
U †|ψ˜〉+ i~U † ∂
∂t
|ψ˜〉 = HU †|ψ˜〉
i~U
∂
∂t
U †|ψ˜〉+ i~UU † ∂
∂t
|ψ˜〉 = UHU †|ψ˜〉
i~
∂
∂t
|ψ˜〉 = UHU †|ψ˜〉 − i~U ∂
∂t
U †|ψ˜〉
(2.67)
We take a time derivative of the equation 2.63:
∂
∂t
(UU †) =
∂
∂t
I
(
∂
∂t
U)U † + U
∂
∂t
U † = 0
U
∂
∂t
U † = −( ∂
∂t
U)U †
(2.68)
We finally compare equations 2.66 and 2.67 to find the rotated Hamiltonian:
H˜ = UHU † − i~U ∂
∂t
U †
= UHU † + i~(
∂
∂t
U)U †
= eiωt|e〉〈e|(~ωge|e〉〈e|+ ~Ω
2
(|e〉〈g|e−iωt + |g〉〈e|eiωt))e−iωt|e〉〈e|
+ i~(
∂
∂t
eiωt|e〉〈e|)e−iωt|e〉〈e|
= ~ωge|e〉〈e|+ ~Ω
2
(|e〉〈g|e−iωt + |g〉〈e|eiωt) + i~(iω)|e〉〈e|
= −~∆|e〉〈e|+ ~Ω
2
(|e〉〈g|e−iωt + |g〉〈e|eiωt)
(2.69)
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2.2.7 Evolution equations for the density matrix
The Hamiltonian is:
H˜ = H˜a + H˜int
= −~∆|e〉〈e|+ ~Ω
2
(σ˜† + σ˜)
=
 0 ~Ω2
~Ω
2
−~∆

(2.70)
We recall equation 2.37 to find the time derivative of the rotated density matrix:
∂
∂t
ρ˜ = − i
~
[H˜, ρ˜] (2.71)
After some linear algebra we get the matrix elements:
∂
∂t
ρ˜gg = i
Ω
2
(ρ˜ge − ρ˜eg)
∂
∂t
ρ˜ge = i
Ω
2
(ρ˜gg − ρ˜ee)− i∆ρ˜ge
∂
∂t
ρ˜eg = (
∂
∂t
ρ˜ge)
∗
∂
∂t
ρ˜ee = − ∂
∂t
ρ˜gg
(2.72)
This is an important result as it allows us to trace the time evolution of the system. The
atomic populations in the rotated frame are the same as in the laboratory frame: ρ˜gg = ρgg,
ρ˜ee = ρee, but the coherences are not: ρ˜ge 6= ρge, ρ˜eg 6= ρeg.
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2.2.8 Decay terms
The equations that we got in the previous subsection lack the decay terms. We will
introduce them phenomenologically. The excited state decays with the rate Γ. The ground
state gains population with the same rate. The coherences decay with the rate Γ
2
+ γc,
where γc is a combined decay rate corresponding to all decoherence processes affecting the
atom. Γ
2
is in place to make sure that the equations are valid.
∂
∂t
ρ˜gg = i
Ω
2
(ρ˜ge − ρ˜eg) + Γρ˜ee
∂
∂t
ρ˜ge = i
Ω
2
(ρ˜gg − ρ˜ee)− (i∆ + Γ
2
+ γc)ρ˜ge
∂
∂t
ρ˜eg = i
Ω
2
(ρ˜ee − ρ˜gg) + (i∆− Γ
2
− γc)ρ˜eg
∂
∂t
ρ˜ee = i
Ω
2
(ρ˜eg − ρ˜ge)− Γρ˜ee
(2.73)
2.3 Three level atom
In this section we specify the applied fields, and then we extend the methods of the
previous section to three-level atoms. A 3-level atom is shown on Figure 2.2.
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FIG. 2.2: 3-level atom with levels |g〉, |s〉 and |e〉. A weak monochromatic electric field (probe)
with the frequency ωp is applied to the g − e transition. A strong monochromatic electric field
(control) with the frequency ωc is applied to the s − e transition. The detuning of the probe
field from the excited level |e〉 is ∆p and the detuning of the control field is ∆c = ∆. The
two-photon detuning is defined as δ = ∆p −∆.
We can write the electric field as:
~E(z, t) = ~Ep(z, t) + ~Ec(z, t)
= ~εpEp
1
2
(eikpz−iωpt + e−ikpz+iωpt) + ~εcEc
1
2
(eikcz−iωct + e−ikcz+iωct)
= (~εpEp
1
2
eikpz−iωpt + ~εcEc
1
2
eikcz−iωct) + (~εpEp
1
2
e−ikpz+iωpt + ~εcEc
1
2
e−ikcz+iωct)
= ~E(+)(z, t) + ~E(−)(z, t)
(2.74)
For the atomic Hamiltonian, we take the state |e〉 as the reference as it is coupled to
both optical fields. This is unlike the two-level atom where the ground state was chosen
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to have zero energy.
HA = Eg|g〉〈g|+ Es|s〉〈s|+ Ee|e〉〈e|
= −~ωge|g〉〈g| − ~ωse|s〉〈s|
(2.75)
The interaction Hamiltonian of an atom with an electric field in the dipole approxi-
mation is:
Hint = −~d · ~E (2.76)
The identity operator is:
I = |g〉〈g|+ |s〉〈s|+ |e〉〈e| (2.77)
We apply the identity to the both sides of the equation 2.44 to get:
~d = (|g〉〈g|+ |s〉〈s|+ |e〉〈e|)(−e~re)(|g〉〈g|+ |s〉〈s|+ |e〉〈e|)
= −e〈g|~re|e〉(|g〉〈e|+ |e〉〈g|)− e〈s|~re|e〉(|s〉〈e|+ |e〉〈s|)
(2.78)
We have observed that 〈g|~re|g〉 = 〈s|~re|s〉 = 〈e|~re|e〉 = 0 by symmetry and
〈g|~re|s〉 = 〈s|~re|g〉 = 0 because it is an electric dipole forbidden transition.
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The atomic flip operators are:
σge = |g〉〈e|
σ†ge = |e〉〈g| = σeg
σse = |s〉〈e|
σ†se = |e〉〈s| = σes
(2.79)
Recall time dependence of the flip operators:
〈σge〉 ∼ e−iωget
〈σ†ge〉 ∼ eiωget
〈σse〉 ∼ e−iωset
〈σ†se〉 ∼ eiωset
(2.80)
We rewrite the dipole operator in terms of the flip operators and reorganize it to have
positive and negative rotating components.
~d = −e〈g|~re|e〉(σge + σ†ge)− e〈s|~re|e〉(σse + σ†se)
= (−e〈g|~re|e〉σge − e〈s|~re|e〉σse) + (−e〈g|~re|e〉σ†ge − e〈s|~re|e〉σ†se)
= ~d(+) + ~d(−)
(2.81)
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Continue with the interaction Hamiltonian
Hint = −(~d(+)(t) + ~d(−)(t)) · ( ~E(+)(t) + ~E(−)(t)) (2.82)
We make the rotating frame approximation by ignoring ~d(+)(t) · ~E(+)(t) and ~d(−)(t) ·
~E(−)(t) terms.
Hint =
e〈g|~re · ~εp|e〉Ep
2
σgee
−ikpz+iωpt +
e〈g|~re · ~εc|e〉Ec
2
σgee
−ikcz+iωct
+
e〈s|~re · ~εp|e〉Ep
2
σsee
−ikpz+iωpt +
e〈s|~re · ~εc|e〉Ec
2
σsee
−ikcz+iωct +H.c.
(2.83)
where H.c. indicates Hermitian conjugate.
For now we will ignore the terms involving far-detuned transitions like σgee
−ikcz+iωct.
They are not necessary to understand Electromagnetically Induced Transparency, but will
be important later when we will consider the effect of Four-Wave Mixing. Define the Rabi
frequencies of the fields:
Ωp = −e〈g|~re · ~εp|e〉Ep~
Ωc = −e〈s|~re · ~εc|e〉Ec~
(2.84)
We finally write down the full Hamiltonian in the dipole approximation:
H = −~ωge|g〉〈g| − ~ωse|s〉〈s| − ~(Ωpσgee−ikpz+iωpt
+ Ωcσsee
−ikcz+iωct + Ωpσ†gee
ikpz−iωpt + Ωcσ†see
ikcz−iωct)
(2.85)
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We need to make a unitary transformation into the rotating frame to get rid of the
fast oscillating terms in the Hamiltonian. In the case of the two-level atom we used the
ground state as the energy reference and brought down the excited state. Here we need to
use the excited state |e〉 as the reference as it is the state that is coupled to both optical
fields.
The state vector is:
|ψ〉 = cg|g〉+ cs|s〉+ ce|e〉 (2.86)
Define the slowly varying coefficients:
c˜e = ce
c˜s = cse
−iωct
c˜g = cge
−iωpt
(2.87)
The transformation matrix is:
U = e−iωpt|g〉〈g|−iωct|s〉〈s| (2.88)
Full Hamiltonian in the rotating frame is:
H˜ = −~∆p|g〉〈g| − ~∆c|s〉〈s| − ~(Ωpσgee−ikpz
+ Ωcσsee
−ikcz + Ωpσ†gee
ikpz + Ωcσ
†
see
ikcz)
(2.89)
We see that the transformation effectively pushes up the ground states. We replace
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the detunings: ∆c = ∆, ∆p = ∆ − δ and assume that the atom is located at the origin
z = 0.
H˜ = −~(∆− δ)|g〉〈g| − ~∆|s〉〈s| − ~(Ωpσge + Ωcσse + Ωpσ†ge + Ωcσ†se) (2.90)
We are now ready to find the slowly varying density matrix elements:
∂
∂t
ρ˜ = − i
~
[H˜, ρ˜] (2.91)
We get 5 independent equations:
∂
∂t
ρ˜gg = iΩp(ρ˜eg − ρ˜ge)
∂
∂t
ρ˜ss = iΩc(ρ˜es − ρ˜se)
∂
∂t
ρ˜eg = i(∆ + δ)ρ˜eg + iΩcρ˜sg + iΩp(ρ˜gg − ρ˜ee)
∂
∂t
ρ˜es = i∆ρ˜es + iΩpρ˜gs + iΩc(ρ˜ss − ρ˜ee)
∂
∂t
ρ˜sg = iδρ˜sg + iΩcρ˜eg − iΩpρ˜se
(2.92)
We add the spontaneous decay of the state |e〉 with the rate Γe. We assume it decays
equally into levels |g〉 and |s〉. The coherences also get an energy-conserving dephasing
process with the rate γdeph:
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γeg =
1
2
(Γe + γdeph) ≡ γ
γsg =
1
2
γdeph ≡ γ0
γes =
1
2
(Γe + γdeph)
(2.93)
We get:
∂
∂t
ρ˜gg =
Γe
2
ρee + iΩp(ρ˜eg − ρ˜ge) (2.94)
∂
∂t
ρ˜ss =
Γe
2
ρee + iΩc(ρ˜es − ρ˜se) (2.95)
∂
∂t
ρ˜eg = (i(∆ + δ)− γ)ρ˜eg + iΩcρ˜sg + iΩp(ρ˜gg − ρ˜ee) (2.96)
∂
∂t
ρ˜es = (i∆− γ)ρ˜es + iΩpρ˜gs + iΩc(ρ˜ss − ρ˜ee) (2.97)
∂
∂t
ρ˜sg = (iδ − γ0)ρ˜sg + iΩcρ˜eg − iΩpρ˜se (2.98)
2.3.1 Electromagnetically Induced Transparency (EIT)
We want to evaluate equations 2.94 - 2.98 under the condition that is characteristic to
EIT: Ωp  Ωc. Atoms are prepared in the |g〉 state from the spontaneous emission from
the |e〉 state. The steady-state values of the populations are ρ˜gg ≈ 1, ρ˜ss ≈ 0 and ρ˜ee ≈ 0.
It also follows from the equation 2.97 that ρ˜es ≈ 0 because all of the components are small.
We get two non-trivial equations for ρ˜gg and ρ˜sg We couple them with the equation 2.28
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for the probe field evolution
(
∂
∂z
+
1
c
∂
∂t
) ε˜(z, t) = −i k
20
N
V
〈e|~d|g〉ρ˜eg(z, t) (2.99)
∂
∂t
ρ˜eg = (i(∆ + δ)− γ)ρ˜eg + iΩcρ˜sg + iΩp (2.100)
∂
∂t
ρ˜sg = (iδ − γ0)ρ˜sg + iΩcρ˜eg (2.101)
The equations above are useful to understand the time evolution of the system. We
want to concentrate on the spectral characteristics of the EIT resonance. To do this we
perform a Fourier transform in time to get:
(
∂
∂z
− iω
c
) ε˜(z, t) = −i k
20
N
V
〈e|~d|g〉ρ˜eg(z, t) (2.102)
−iωρ˜eg = (i(∆ + δ)− γ)ρ˜eg + iΩcρ˜sg + iΩp (2.103)
−iωρ˜sg = (iδ − γ0)ρ˜sg + iΩcρ˜eg (2.104)
We combine equations 2.18, 2.27 and 2.84 to get the following expression for the
electric susceptibility χ.
χ =
N
V
|〈g|~d|e〉|2
0~
ρ˜eg
Ωp
(2.105)
We then solve equations 2.103 and 2.104 for ρ˜eg
Ωp
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ρ˜eg
Ωp
=
δ + ω + iγ0
(i(∆ + δ + ω)− γ)(i(δ + ω)− γ0) + Ω2c
(2.106)
The electric susceptibility χ:
χ =
N
V
|〈g|~d|e〉|2
0~
δ + ω + iγ0
(i(∆ + δ + ω)− γ)(i(δ + ω)− γ0) + Ω2c
(2.107)
This is an important result as it gives us a lot of insight into the effect. We first
examine how the transmission T depends on the two-photon detuning δ. The transmission
of an electric field traveling through the medium along the z direction with the electric
susceptibility χ is given by:
T = exp(−kz Im[χ]) (2.108)
For the plots we choose the distance z to be so that the peak one-photon absorption
is just above 50%. This is typical for many experiments. Figure 2.3 (left) shows the case
of a typical EIT. The blue curve corresponds to the simplest case of a two-level atom with
levels |g〉 and |e〉 and a single electric field Ep. The width of the resonance is defined by
the life-time 1/γ of the excited state |e〉. The green curve corresponds to EIT and shows
the resonance that occurs when the two-photon detuning δ = 0 (single-photon detunings
are equal: ∆p = ∆c). It is said that the control field Ωc induces a narrow window of
transparency within otherwise absorptive media, thus giving the name to the effect.
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We can write down the refractive index n as:
n =
√
1 + χ ≈ 1 + χ
2
(2.109)
where we assumed that the electric susceptibility χ is small.
We plot the real part of the refractive index n on the right. It is clear that the
EIT effect changes the slope of the curve from negative to positive at the center of the
resonance.
This corresponds to low group velocity νg:
νg =
c
n+ δ dn
dδ
(2.110)
2.3.2 Raman absorption resonance
We continue looking at the transmission plots. EIT happens when the detuning of
the control field ∆ is near zero. If we start to increase the control field detuning we will see
an absorption resonance emerge. The effect is called the far-detuned Raman absorption
resonance and is very similar to EIT. With EIT the control field opens up a transparency
window in an otherwise absorptive media. The Raman resonance happens when the single
photon absorption is already too weak, but the control field creates a stimulated absorption
resonance. Both effects are based on the interaction of the probe field with the atomic
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FIG. 2.3: Plots of the transmission T and the refractive index n versus two-photon detuning
δ. The blue curve is a two-level single-photon case (Ωc = 0). The green curve is a typical EIT.
The parameters for these plots are: ∆ = 0, γ0 = 300 Hz, γ = 5.6 MHz and Ωc = 1.5 MHz.
They were chosen to represent a typical experiment.
coherence created by the control field. An example is shown on Figures 2.4 and 2.5.
2.3.3 Slow and stored light
From the equation 2.110 it follows that the group velocity will be reduced under
EIT conditions. It can be shown that νg ∼ |Ωc|2. This means that we can control the
propagation of optical pulses through the medium under EIT conditions by adjusting the
strength of the control field. It can be also shown that by reducing the strength of the
control field to zero (turning it off) we can achieve zero group velocity. Zero group velocity
essentially means that a pulse of light was stored as a long-lived atomic coherence. We
look at the experimental data showing how EIT enables us to observe slow and stored
light on figures 2.6 and 2.7.
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FIG. 2.4: Plot of the transmission T versus single-photon detuning ∆p of the probe field for
various single-photon detunings of the control field ∆c. Blue ∆c = 0, green ∆c = 10 MHz and
red ∆c = 60 MHz. Other parameters are same as Fig. 2.3. The two-photon resonances still
occur at δ = 0.
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FIG. 2.5: The zoom-in at the two-photon resonance on the red curve (∆c = 60 MHz) on Fig.
2.4. The absorptive resonance is called the far-detuned Raman absorption resonance.
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FIG. 2.6: Slow light: A classical weak pulse of light (blue) is sent through a glass cell containing
rubidium atoms. EIT conditions are created by a strong CW control field. The pulse is
attenuated, reshaped and delayed after traveling through the cell (red). The attenuation and
reshaping is due to imperfect transmission of the EIT resonance and its limited spectral width.
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FIG. 2.7: Stored light: We repeat the the example shown on Figure 2.6, but here we turn off the
control field while the probe pulse is propagating through the cell. The pulse is mapped onto
the atomic coherence and is therefore stored in the atomic medium. After 10 µs the control field
it turned back on to read out any remaining coherence. The decoherence rate is determined by
the strength of various decoherence processes, such as collision of the atoms with the glass cell.
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2.3.4 Four-Wave Mixing
Previous studies have shown that at a higher optical depth the system depicted on
Fig. 2.2 no longer describes the physics. In addition to the the original lambda scheme
we need to consider far off-resonance interaction of the control field with the atom. The
new system is depicted on Figure 2.8. The control field is now also acting on the |g〉 → |e〉
transition with the Rabi frequency Ω′c. An additional field called the Stokes field will be
generated. To account for this interaction we need to modify the Hamiltonian:
H = ~ωgsσss + ~ωgeσee − ~(Ωpσege−iωpt + Ωsσese−iωst + Ωcσese−iωct + Ω′cσege−iωct +H.c.)
(2.111)
We want to remove the optical frequencies and explicit time dependence from the Hamil-
tonian by moving to a rotating frame and assuming a resonant control field (∆ = 0):
H˜ = −~δσss − ~δσee − ~(Ωpσeg + Ωsσesei(ωgs+δ)t + Ωcσes + Ω′cσegei(ωgs+δ)t +H.c.) (2.112)
It is clear that the resulting Hamiltonian is not time-independent. To work around this
problem we employ Floquet analysis [37] to get an effective time-independent Hamiltonian:
H˜ = −~(δ − |Ω
′
c|2
ωgs
)σss − ~(δ − 2 |Ω
′
c|2
ωgs
)σee − ~(Ωpσeg + Ωcσes + Ω
′
cΩs
ωgs
σsg +H.c.) (2.113)
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The control field introduces a light shift to the |g〉 → |e〉 transition. We define the light
shift as δs =
|Ω′c|2
ωgs
and rewrite the Hamiltonian:
H˜ = −~(δ − δs)σss − ~(δ − 2δs)σee − ~(Ωpσeg + Ωcσes + Ω
′
cΩs
ωgs
σsg +H.c.) (2.114)
Now we can solve the Hamiltonian for the time evolution of the density matrix elements:
∂
∂t
ρ˜gg = Γegρ˜ee + iΩp(ρ˜eg − ρ˜ge) + iΩ
′
cΩs
ωgs
(ρ˜sg − ρ˜gs) (2.115)
∂
∂t
ρ˜ss = Γesρ˜ee + iΩc(ρ˜es − ρ˜se)− iΩ
′
cΩs
ωgs
(ρ˜sg − ρ˜gs) (2.116)
∂
∂t
ρ˜eg = (i(δ − 2δs)− γ)ρ˜eg + iΩcρ˜sg + iΩp(ρ˜gg − ρ˜ee)− iΩ
′
cΩs
ωgs
ρ˜es (2.117)
∂
∂t
ρ˜es = −(iδs + γ)ρ˜es + iΩpρ˜gs + iΩc(ρ˜ss − ρ˜ee)− iΩ
′
cΩs
ωgs
ρ˜eg (2.118)
∂
∂t
ρ˜sg = (i(δ − δs)− γ0)ρ˜sg + iΩcρ˜eg − iΩpρ˜se − iΩ
′
cΩs
ωgs
(ρ˜gg − ρ˜ss) (2.119)
As before we can obtain the propagation equations for both the probe field and the Stokes
field:
(
∂
∂z
+
1
c
∂
∂t
) ε˜(z, t) = −i kp
20
N
V
〈e|~d|g〉ρ˜eg(z, t) (2.120)
(
∂
∂z
+
1
c
∂
∂t
) ε˜s(z, t) = −i ks
20
N
V
〈e|~d|s〉 Ω
′
c
ωgs
ρ˜sg(z, t) (2.121)
∂
∂t
ρ˜eg = (i(δ − 2δs)− γ)ρ˜eg + iΩcρ˜sg + iΩ
′
cΩs
ωgs
(2.122)
∂
∂t
ρ˜sg = (i(δ − δs)− γ0)ρ˜sg + iΩcρ˜eg + iΩp (2.123)
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FIG. 2.8: 3-level atom with levels |g〉, |s〉 and |e〉. Weak monochromatic electric field (probe)
with the frequency ωp and the Rabi frequency Ωp is applied to the g − e transition. Strong
monochromatic electric field (control) with the frequency ωc and the Rabi frequency Ωc is
applied to the s− e transition. It is far-detuned from the g − e transition.
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CHAPTER 3
FWM reduction through selective
absorption of the Stokes field
In this chapter we discuss the possibility to control four-wave mixing in a three-level
system without deteriorating the coherent properties of EIT by introducing an additional
absorber resonant exclusively with the Stokes field. While this cannot stop Stokes photons
from being created, Four-Wave Mixing (FWM) is a stimulated process and by removing
Stokes photons its efficiency is greatly decreased. We demonstrate that in theory it is
possible to suppress the four-wave mixing gain in the probe channel with sufficient Stokes
absorption. That makes it a plausible avenue for improving the quantum memory fidelity
by suppressing FWM-induced excess noise.
The main challenge for the experimental realization of the proposal is to create an
absorption resonance with required parameters for the Stokes field without affecting the
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rest of the system. We analyze one such possibility that takes advantage of the existence
of two stable Rb isotopes with very similar resonance frequencies: one of them can be used
for realization of the quantum memory, while the other - for Stokes absorption. The two-
photon resonance from a far-detuned Raman system can be used to create an effective two
level absorption which can be tailored to absorb the FWM-generated Stokes field [38, 39].
The chapter is organized as follows. In Section 3.1 we provide a general analysis of
the effect of added Stokes absorption in a three-level system, and discuss its possible real-
ization in Rb vapor. The experimental setup is described in Section 3.2, and preliminary
experimental results are presented and analyzed in Section 3.3. Finally, a discussion of the
optimal setup is given in Section 3.4.
3.1 Theory
The theoretical description of the resonant four-wave mixing in a double-Λ configura-
tion has been already developed in previous works [25, 26, 27, 32]. Following the treatment
in [25, 32] for the double-Λ scheme in the approximation of negligible spin coherence re-
laxation rate (γgs = 0, ), the output fields can approximately be expressed for resonant
fields
aˆoutP = cosh(
Dγge
∆
)aˆinP + i sinh(
Dγge
∆
)(aˆinS )
† (3.1)
(aˆoutS )
† = −i sinh(Dγge
∆
)aˆinP + cosh(
Dγge
∆
)(aˆinS )
†, (3.2)
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FIG. 3.1: Diagram showing relevant laser fields and energy levels for two atomic systems.
A weak probe (blue) and a strong control (red) interact with the first type of atoms under
the resonant EIT conditions. The additional off-resonant coupling of the control field to the
|g〉−|e〉 transition creates four-wave mixing conditions in a resulting double-Λ system and leads
to generation of the Stokes field (black). A second strong Raman control field (green) is tuned
to induce a Raman absorption resonance for the Stokes field using the second type of atoms.
where aˆP and aˆS are the destruction operators for the probe field and the Stokes field,
correspondingly. Here D is the optical depth of the atomic medium, ∆ is the detuning
of the control field from the |g〉 − |e〉 atomic transition (that forms the second Λ link
together with the generated Stokes field), and γge is the optical decoherence rate. The
expression for the output Probe field clearly indicates two effects due to FWM. First, the
presence of the (aˆinS )
† term in Eq.(3.1) describes amplification of the output probe field if
there is an input Stokes field. Second, even if there is no input Stokes field, a number of
photons proportional to | sinh(Dγge/∆)|2 are created through FWM. Such amplification is
detrimental to the fidelity of an optical quantum memory based on EIT [32] and Raman
resonances [34], because each of these additional photons does not depend on the input
probe field and effectively adds uncorrelated noise to the optical signal.
If loss is introduced for the Stokes field, then the efficiency of FWM can be reduced.
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We first consider a general case of a hypothetical absorber with an optical depth Dabs
resonant only with the Stokes field, with no effect on the other optical fields. We start
with the Maxwell-Bloch equations:
i∂tσˆge = −iγgeσˆge − gaˆP − Ωcσˆgs, (3.3)
i∂tσˆgs = −gΩc
∆
aˆ†S − Ω∗c σˆge, (3.4)
(∂t + c∂z)aˆP = igNσˆge, (3.5)
(∂t + c∂z)aˆ
†
S = −igN
Ω∗c
∆
σˆgs − c
L
DabsaˆS. (3.6)
where Ωc is the control field Rabi frequency, N is the number of atoms, and g is the
single photon Rabi frequency for the EIT transition, c is the speed of light, and L is the
length of both EIT and absorbing media. Under the approximation of the slowly-varying
coherences, we can solve Eq.(3.3) and Eq.(3.4) adiabatically and, plugging the results into
Eqs.(3.5, 3.6), we get two equations for the probe and Stokes field operators:
∂
∂z
aˆP (z) = −ig
2N
cγge
γge
∆
aˆ†S(z), (3.7)
∂
∂z
aˆ†S(z) =
g2N
cγge
γ2ge
∆2
aˆ†S(z) + i
g2N
cγge
γge
∆
aˆP (z)− Dabs
L
aˆ†S(z). (3.8)
For two-level absorption in resonance with the idler field, and optical depth Dabs,
we can solve Eqs.(3.7,3.8) then if we assume γge  ∆ and Dabs∆  Dγge, the output
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becomes:
aˆoutP = aˆ
in
P e
D
γ2ge
∆2
D
Dabs − i
2
D
Dabs
γge
∆
(aˆinS )
†eD
γ2ge
∆2
D
Dabs . (3.9)
where the optical depth of the EIT medium is defined as
D =
g2NL
cγge
. (3.10)
Thus, if the loss we introduce is larger than the FWM gain, it significantly reduces the
effects of FWM. Now we can find the ratio of noise photons Nabs created with the additional
absorption to the number of noise photons NFWM created without absorption taken from
[32],
Nabs
NFWM
=
D2
D2abs
γ2ge
∆2
e
−2D γge
∆
(
1− γge
∆
D
Dabs
)
. (3.11)
It is easy to see that with sufficient Stokes absorption the number of noise photons in the
probe field can be greatly decreased.
The effectiveness of the proposed method is illustrated in Fig. 3.2, that depicts maxi-
mum amplitudes for the probe and Stokes fields for different values of Dabs. We chose the
parameters of the atomic system such that in the absence of the Stokes absorption there
is a significant amplification for the probe field, such that the output probe field intensity
doubled compare to its input value. Noticeable Stokes field was generated at the output
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FIG. 3.2: Suppression of the four-wave mixing gain in probe (a) and Stokes (b) channels as a
function of Dabs. The dashed line on the probe graph indicates maximum EIT transmission
with no FWM. The parameters of the EIT atomic system are chosen to represent the optical
transitions of the D1 line of
87Rb (see discussion in the text below).
of the cell as well, as expected in the four-wave mixing process. As we increased the value
of the optical depth for the resonant Stokes absorption, we observed suppression of the
Stokes field generation. Simultaneously, the output power of the probe field decreased to
its value expected from the pure EIT propagation under these conditions (≈ 95%). This
indirectly shows that the coherent properties in the EIT system were not affected by our
manipulations with the four-wave mixing channel. This is what we would expect based on
the Eqs.(3.3-3.6): if the amplitude of the Stokes field is negligible, the equations, describing
the atomic states become identical to those describing pure EIT system [3, 4, 5, 6].
Unfortunately, there is no two-level atomic system that is in exact resonance with
the generated idler field. Instead, we suggest introducing tunable absorption resonances
in a far-detuned three-level Λ-system using a different atomic species, as was done for
the refractive index control [40, 39, 41, 42]. This approach provides a lot of flexibility
in controlling the amplitude, width, and frequency of the absorption resonances for the
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Stokes field by adjusting the parameters of the strong Raman control field ΩA. The
resonant susceptibility of this alternative Λ-system is:
χabs =
3γs2r Ns2λ
3
s2
8pi2
|ΩA|2 (∆2 + iγac)−1
(δ2 + ∆2 − iγab) (δ2 − iγbc)− |ΩA|2 . (3.12)
where ΩA and ∆2 are the Rabi frequency and the applied Raman control field with detuning
and its detuning from the optical transition |a〉 − |c〉, as shown in Fig.3.1, the radiative
decay rate of the excited state |a〉 is γs2r , and this second system has wavelength λs2 and
density Ns2. The resonant two-photon susceptibility for such scheme was derived in [39]:
χ2ph =
3Ns2λ
3
s2
8pi2
|ΩA|2
∆22
γs2r
|ΩA|2/∆2 + i(γcb + γab |ΩA|2∆22 )
. (3.13)
It is easy to see that the effective optical depth due to the two-photon absorption is:
Dabs =
γab
γcb + γab
|ΩA|2
∆22
|ΩA|2
∆22
D2L, (3.14)
where D2L = 3γ
s2
r Ns2λ
3
s2/(8pi
2γab) is the peak optical depth for the corresponding two level
system. If the γcb is small enough, it is possible to achieve the level of absorption from our
effective three-level system as high as that of a bare two level absorption.
The most natural implementation of this idea is in rubidium gas, since it has two
available isotopes with closely matched transitions. In our experiments, we chose to im-
plement EIT in 87Rb atoms, and Raman absorption in 85Rb atoms. This configuration
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FIG. 3.3: Spectral diagram of laser fields, involved in the experiments using two Rb isotopes.
The color scheme is the same as in Fig. 3.1. Energy levels are not to scale.
was a natural choice, since the higher abundance of 85Rb (72%) compared to 87Rb (28%)
was expected to help ensure high enough optical depth for the Raman absorption. The
interaction arrangement, used in our experiment, is shown in Fig. 3.3. For EIT/FWM
interaction the strong control field was tuned to the 5S1/2F = 2 → 5P1/2F ′ = 1 optical
transition of 87Rb atoms. The probe field’s frequency was shifted by ∆87 ' 6.835 GHz to
the blue, to match the frequency of the 5S1/2F = 1 → 5P1/2F ′ = 1 transition. We also
sent in a non-zero input Stokes field, detuned by ∆87 to the red from the control field,
fulfilling the FWM resonance conditions.
The Raman absorption resonance at the Stokes field frequency was created by another
strong control field, shifted by ∆85 ' 3.035 GHz to the blue from the Stokes field. This
way, it formed a far-detuned Λ system, based on the 5S1/2F = 2, 3→ 5P1/2F ′ transitions of
the 85Rb atoms. The exact frequency of this Raman control field was adjusted to maximize
the absorption of the Stokes field, which was convenient to do with the seeded field.
Fig. 3.4 illustrates the evolution of the EIT and FWM resonances as the effective
optical depth of the Raman absorption increases. The reference black lines on each graph
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FIG. 3.4: Probe (top row) and Stokes (bottom row) transmission as a function of the two-
photon detuning under the FWM conditions for Dabs = 0.83 (left column), Dabs = 4.16 (middle
column) and Dabs = 41.6 (right column). The optical depth of the atomic medium for EIT is
D = 50. Black curves are the resonances without the Raman absorption, red curves are the
resonances with the Raman absorption turned on and the blue dashed curves are the shapes of
the applied absorber.
represent the lineshape of either probe or Stokes field transmission with no additional
Stokes absorption. In this case we observe a strong amplification of either signal, but
also the modification of the resonance lineshape from a traditional Loretzian lineshape.
Such distortion, observed previously in the experiments, can be explained by the effective
interference of the two-photon EIT channel and the four-photon FWM channel, each of
which modifies the amplitude and the phase of the participating optical fields [25, 43, 27].
Thus, for different values of the two-photon detuning, the contributions from these two
channels add up either constructively or destructively. Such lineshape modification can be
used to indirectly characterize the relative strength of the four-wave mixing process.
In presence of the Raman absorption resonance, the amplification of either Stokes or
probe is reduced. However, if the absorption resonance is not strong enough [Fig. 3.4(a,b)],
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the strongest suppression happens only near the bottom of the Raman resonance, and on
its wings there is no dramatic change in the four-wave mixing effect. This observation
emphasizes that another important parameter of the Raman resonance to consider is its
spectral width. Clearly, the absorption resonance should be broad enough matched to the
bandwidth of the Stokes field generation, to ensure the effective FWM suppression over its
entire spectrum. We can see that with increased strength of the Raman absorption all the
output Stokes field can be efficiently suppressed, and the probe transmission approaches
the symmetric EIT resonance with near-perfect resonant transmission, as it is expected
for an ideal EIT three-level system.
It is necessary to point out, however, that the theoretical calculations above included
only an isolated Raman resonance, without full consideration for either effects of the
Raman field on the optical transitions other than Raman transition, or for the residual
resonant absorption of the Rb atoms, involved in the formation of the Raman transition.
In practice, these effects played a crucial role in experimentally observed performance. The
level configuration, depicted in Fig. 3.3 was the most successful realization of the theoretical
proposal for the natural abundance Rb vapor cell. We also tested the configuration where
the Raman control was acting on the F = 2→ F ′ = 2, 3 transition in 85Rb, and instead of
reduction of the Stokes field we observed additional four-wave mixing gain at the frequency
of the Stokes field due to the additional strong field tuned close to the atomic transitions
(see discussion in Section 3.4). We also tried switching the isotopes around and use 85Rb
for EIT; however, in this case the low atomic density of the 85Rb atoms was not sufficient
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to create sufficient Raman absorption (maximum observed absorption resonance had an
amplitude of only 3%).
3.2 Experimental setup
In the experiment we used two lasers: an external cavity diode laser (ECDL) and a cw
Ti:Sapphire laser. Single-mode fibers (not shown) in the output of each laser ensured high
quality Gaussian transverse intensity profile. The ECDL served as a source of all optical
fields for EIT/FWM measurements (control, probe and Stokes fields, as well as a local
oscillator for detection). Part of the beam was sent through an electro-optic modulator
(EOM), that phase-modulated it at the frequency of the hyperfine splitting in 87Rb. The
+1 order modulation sideband was used as a probe field, and the −1 order modulation
sideband was used as a seeded Stokes field. After the EOM the beam passed through
an acousto-optic modulator (AOM) which shifted the frequencies of all three fields by
+80 MHz. Before entering the Rb vapor cell, the laser beams were collimated to the
diameter of approximately 1 mm, and circularly polarized. In this experiment we used a
glass cell containing natural abundance rubidium and 5 Torr of helium buffer gas, placed
inside a 3-layer magnetic shield with a heater around the innermost layer. The cell length
was 5 cm and its diameter was 2.5 cm. The magnetic shielding greatly reduced the stray
magnetic fields and the heater allowed us to regulate the atomic density of rubidium.
The ECDL was phase-locked to the Ti:Sapphire laser, which was used as a control for
the Raman absorption resonance. The Raman control was 9.870 GHz red-detuned from
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FIG. 3.5: Schematics of the experimental setup. Here ECDL and Ti:Sapphire are the External
Cavity Diode laser and a cw Ti:Sapphire laser, used in the experiment, λ/2 or λ/4 are half-
wave or quarter-wave plates, EOM is an Electro-Optic Modulator, AOM is an Acousto-Optic
Modulator, and a 50/50 BS represents a 50/50 non-polarizing beam splitter.
the EIT control, 3.035 GHz red-detuned from the Stokes field and it was linearly polarized.
For the measurements the temperature of the cell was set to either 100 ◦C or 90 ◦C,
that corresponds to the densities of 87Rb atoms of N87 ≈ 1.3 · 1012cm−3 or N87 ≈ 0.7 ·
1012cm−3, and the densities of 85Rb atoms of N85 ≈ 3.4 · 1012cm−3 or N85 ≈ 1.7 · 1012cm−3.
Laser powers used in the experiment were: EIT probe and Stokes seed - 50 µW each, EIT
control - 17 mW, Raman control - 65 mW.
We used a heterodyne detection scheme to record separately the transmission of the
probe and Stokes optical fields. A part of the ECDL output was split off on a polarizing
beam splitter before the AOM and used as a local oscillator. It was combined with the
main beam passing through the Rb vapor cell on a 50/50 non-polarizing beam splitter, and
the signal from the photo-detector was sent into a spectrum analyzer ( RBW = 5 MHz,
VBW = 3 MHz, Span = 0 Hz ), where the beat-note signal between the local oscillator
and the probe/Stokes field was detected. The probe signal was observed by setting the
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FIG. 3.6: Raman absorption resonance for the probe field and the Stokes field. The traces were
normalized to their corresponding transmission values, recorded with the Raman control field
red-detuned by 5 MHz from the absorption resonance center.
central frequency of the spectrum analyzer to 6.915 GHz and the Stokes was at 6.755 GHz.
3.3 Experimental results
We first characterized the absorption resonance, induced by the Raman control field,
produced by the Ti:Sapphire laser, for two different cell temperatures – 90 and 100 ◦C.
To do that we fix the EOM modulator frequency to maximize the probe transmission
(6.835 GHz). The frequency of the Ti:Sapphire laser was tuned 3.035 GHz to the red of
the Stokes field (and approximately 9.790 GHz to the red with respect to the ECDL laser
frequency), as shown in Fig. 3.3, to find the absorption resonance, and then scanned in its
vicinity to record the absorption profile. The results are presented on Figure 3.6.
Looking at the relative change in the transmission for the two fields, we found that for
the fixed Raman control power, the amplitude of the absorption peak increased with atomic
density, reaching ≈ 80% at 100 ◦C, as predicted by the simple theory. We also observed
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a strong effect on the probe field transmission, in particular a significant drop at the
Ti:Sapphire frequencies, corresponding to the maximum Stokes field absorption. However,
to fully appreciate this data, it is necessary to look more carefully in the character of EIT
resonances.
To do that, we recorded probe and Stokes fields transmission resonances for the same
two cell temperatures as functions of their two-photon detuning. For these measurements
the EOM modulation frequency was periodically scanned around the EIT transition fre-
quency, simultaneously changing two-photon detuning of both probe and Stokes optical
fields. The Ti:Sapphire frequency was fixed at 9.790 GHz to the red with respect to the
ECDL laser frequency and carefully adjusted so that the peak absorption coincided with
the Stokes field.
The measurements of the probe and Stokes transmission without Raman control reveal
a problem with our current experimental arrangement, caused by the strong absorption
of the probe field by 85Rb atoms. Even though this field is detuned by a few GHz away
from the 85Rb transition frequency, at high temperatures there is enough absorption at
the wing of that optical resonance to seriously interfere with the probe propagation under
EIT conditions.
While for the lower temperature [Fig. 3.7(c)] the EIT contrast was approximately 30%,
but for higher temperature [Fig. 3.7(a)] the overall height of the EIT transmission was only
< 2% of its input level. At the same time the multi-peaked shape of the EIT resonance
indicates strong effect of four-photon four-wave mixing process, as discussed in Sec. 3.1.
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FIG. 3.7: Transmission of the probe (a,c) and Stokes (b,d) fields through the cell versus two-
photon detuning at 100 ◦C (a,b) and 90 ◦C (c,d). Here we scan the EOM modulation frequency
around 6.835 GHz. The Raman control frequency is fixed to produce the absorption resonance
at the center of the EIT resonance. During the scans the detection frequency of the spectrum
analyzer remained fixed, which led to the roll-off on the plots due to the limited bandwidth of
the spectrum analyzer. The traces were normalized to the maximum value of the Stokes field
after the rubidium cell.
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It is logical to assume, however, that there is a significant four-wave mixing amplification
present for the probe field, but its effect is countered by the strong absorption by the 85Rb
atoms. A similar situation is with the seeded Stokes field: since its frequency is far away
from any of the atomic resonances, it is transmitted largely without any modifications,
although the effect of the four-wave mixing is visible at a lower temperature [Fig. 3.7 (d)].
With the Ti:Sapphire laser on, we observed an overall shift of the transmission reso-
nance by ≈ 200 kHz due to the light-shift from the additional control field. We verified
that by looking at the probe transmission when the Ti:Sapphire frequency was fixed at
10.790 GHz to the red with respect to the ECDL laser frequency, that corresponds to
a 1 GHz red detuning with respect to the Raman absorption resonance, shown on Fig-
ure 3.8. In addition to such shift, however, Fig. 3.7 clearly showed the reduction of the
probe transmission at frequencies of maximum Stokes absorption. This is expected in our
case: even though the EIT control field was tuned to the two-photon resonance, it only
could reduce the probe absorption by the 87Rb atoms. However, in spite of ≈ 2.5 GHz
detuning from the 85Rb optical resonance, these atoms imposed a strong additional probe
absorption. As a result, even under the “ideal” EIT conditions, the total probe transmis-
sion was very low, and, when the four-wave mixing was partially disabled by Stokes field
absorption, the output probe field almost completely diminished, as shown in Fig. 3.7(a)
around 0 MHz detuning. Without Stokes absorption, however, the probe transmission
seemed to be higher. However, the main reason was not improved transmission of the
initial photons, but the contribution of the the probe photons generated in the process of
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FIG. 3.8: Transmission of the probe field through the cell versus two-photon detuning at 100 ◦C.
The Ti:Sapphire laser is 1 GHz red-detuned from the Raman absorption resonance.
the four-wave mixing [22].
3.4 Further discussion
From our preliminary experimental results it is clear that further optimization of the
experimental parameters is necessary for successful realization of the proposed scheme.
To achieve better transparency, we need the EIT control Rabi frequency ΩC to obey the
following relationship
γge > |ΩC |  √γgeγgs. (3.15)
In our experiment, the linewidth of the optical transition is dominated by Doppler broad-
ening such that γge = 300 MHz. The ground-state spin decoherence rate is dominated
by the rate at which atoms leave the illuminated area, and in our case is determined
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by the diffusion of Rb atoms in the presence of the 5 Torr of helium buffer gas. This
rate can be estimated [44] giving a spin decoherence rate of γgs = 64 kHz, such that
√
γgeγgs = 4.4 MHz. Thus, for our experimental conditions, the optimal Rabi frequency
should be around ΩC = 50 MHz. Because of the technical limitations of our EIT laser, we
were not able to have high enough control laser intensities, as we can estimate that the
experimental control laser Rabi frequency was ≈ 430 kHz, much too small for perfect EIT.
However, higher control power is not the only parameter to consider. In principle,
the Raman control field can also lead to spontaneous Raman scattering in the original
system, generating a second Stokes field at a different frequency, which also induces noise.
Therefore, it is important to make sure the FWM strength of this new applied field is less
than 1. Using Rb at natural abundance, this is actually impossible because the frequency
of the applied control field for Raman gain is actually closer to resonance than the EIT
control field. To mitigate that effect, we need to switch the roles of the two isotopes, and to
make sure that the density of “Raman absorber” isotope is higher than that of the “EIT”
isotope in order to have the Raman absorption optical depth to be larger than the effective
FWM optical depth. One solution would be to use an isotope mixture, for example, with
15% 85Rb for EIT/storage and 85% 87Rb for Raman absorption. In this case the EIT
control field detuning is smaller ∆ = 3.036 GHz, leading to stronger four-wave mixing
signature [28].
With this isotope mixture at the current experimental temperature, the optical depth
for the probe field will still be high enough for efficient EIT storage (D = 15), such that
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the FWM parameter in Eqs.(3.1,3.2) is
D
γge
∆
= 1.48. (3.16)
This indicates that the FWM effect is by far the dominant term, and a “pure” EIT
quantum memory is impossible. To create the required absorption resonance at the right
frequency, the Raman control field, applied to 87Rb atoms, must be detuned by ∆2 =
14.7 GHz to match the Raman absorption to the generated Stokes frequency, as discussed
in Sect.3.1. Because of the chosen isotope ratio, the 2-level optical depth for 87Rb is
D2L = (85/15)D = 85, making it easier to achieve large enough Raman absorption depth
to overcome the four-wave mixing gain. Plugging the above values into Eq.(3.14), we see
that to have Dabs = 1.1D, one needs to have |ΩA|2/∆22 = 5 · 10−5, that can be achieved
with ΩA ' 100 MHz.
It is also important to compare the spectral width of the Raman absorption line with
the spectral width of the generated Stokes field. To fully suppress the four-wave mixing
effects, the Raman absorption bandwidth should exceed that of the EIT/FWM process,
which requires [32, 39]:
γab
|ΩA|2
∆22
+ γcb
(
1− |ΩA|
2
∆22
)
>
|ΩC |2
γge
√
D
√
2
1 +D/12
. (3.17)
With ΩA = 100 MHz and ΩC = 50 MHz, the Raman absorption width would be approx-
imately 80 kHz, which is a lot smaller than the Stokes field width of 680 kHz, estimated
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for the same experimental parameters. If we can use a more intense control field for the
Raman absorption the two can be matched if we take ΩA = 700 MHz. However, this more
intense field will lead to larger rate of spontaneous Raman scattering, when interacting
with EIT system. So under realistic conditions, we will likely have to live with a smaller
absorption width, which means only absorbing the center of the Stokes line. At the same
time, with strong absorption, the FWM will never begin and it should not matter that
our absorption does not completely cover the full gain spectral bandwidth.
On the other hand, if the Raman control field strength is kept at ΩA = 100 MHz,
then Eq.(3.11) gives:
Nabs
NFWM
≈ 5 · 10−4, (3.18)
predicting a complete elimination of the FWM noise.
We also need to consider the spontaneous Raman scattering, induced by ΩA, which
relative strength x can be estimated as:
x = D
|ΩA|
|ΩC |
γge
∆A
. (3.19)
With our experimental parameters, where ∆A = 14.677 GHz is the detuning from reso-
nance of the extra control field when applied to the 87Rb ground state, this process has
an effective strength of x = 0.64, which is negligible.
Comparing these numbers with the parameters of the experiment, it is easy to see
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that the main reason that FWM is not completely eliminated in the experiment is the
same reason that EIT was not perfect: the intensity of the control laser used to create
Raman gain was too weak. This explains why the FWM was only partially suppressed, as
well as why extra Raman scattering was not observed.
3.5 Conclusion
In this chapter we discussed the possibility to reduce the effect of the four-wave mixing
on a probe signal in a dense atomic media under electromagnetically induced transparency
conditions by selectively absorbing the Stokes optical field, also participating in the four-
wave mixing process. Our theoretical calculations demonstrate that strong resonant ab-
sorption of the Stokes field effectively suppresses the effect of the four-photon interaction
process (FWM) without affecting the two-photon EIT coupling of the probe and control
fields. To create such a tunable absorption resonance for the Stokes field, we proposed
to create a Raman absorption peak using a different atomic isotope and an additional
strong laser field. We tested this proposal using a natural abundance Rb atoms, using
87Rb for EIT and four-wave mixing, and 85Rb for two-photon absorption resonance for
the Stokes field. While our experiment did not achieve good electromagnetically induced
transparency due to residual probe absorption by the wings of 85Rb optical resonance, we
were able to demonstrate that the four-wave mixing can be partially suppressed. We also
discussed the more optimal set of experimental parameters.
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CHAPTER 4
Vortex filtering for EIT experiments
The problem of detecting a weak optical signal in the presence of other strong laser
fields is inherent to many optical experiments. In particular, this problem arises in experi-
ments involving electromagnetically induced transparency (EIT) [44, 45], in which optical
properties of a weak probe field can be coherently controlled by means of a strong classical
control field. The most common EIT configuration is a three-level Λ system, in which
the control and probe fields connect two long-lived hyperfine or Zeeman sublevels of the
electronic ground state with a common excited level. In this case, the presence of the
control field leads to a strong coupling between the probe field and a collective atomic
spin excitation that results in strong suppression of resonant absorption, and opens a nar-
row window of transparency, ΓEIT = γ0 + |ΩC |2/(
√
dγ), where γ0 is the inverse lifetime
of the Zeeman coherence, ΩC is the Rabi frequency associated with the control field, and
γ is the optical polarization decay rate. Here, we define the optical depth, 2d, such that
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the probe intensity without EIT is attenuated by e−2d. The accompanying steep normal
dispersion allows for dramatic group velocity reduction vg/L ∝ |ΩC |2/(dγ)  c (“slow
light”), where L is the length of the medium, and allows for the reversible mapping of a
probe pulse onto a long-lived atomic coherence (“stored light”) [45, 46, 47]. These phe-
nomena present promising avenues towards technologies like miniature atomic clocks and
magnetometers [48], all-optical delay lines [47], single photon sources [49, 50], efficient
quantum memories [15, 14], etc.
However, the exclusive detection of a weak probe field, especially at the few-photon
level, in the presence of a strong control field becomes a challenging experimental task.
Since the two optical fields have similar frequencies (differing by a few GHz for a Λ-
system based on different hyperfine ground state sublevels to a sub-MHz difference for
Zeeman sublevels of the same hyperfine manifold), traditional dichroic or interference
filters are not effective, and thus only narrow-band transmission elements (such as high-
finesse Fabry-Pe´rot e´talons) [50] or high-quality polarizers (for orthogonal control and
probe fields) are placed before a probe detector. These filtering methods are often very
sensitive to frequencies and polarizations of the two optical fields, and impose restrictions
on experimental arrangements. Spatial filtering has been successfully implemented in most
cold atom experiments; however, experimental realizations of EIT in a warm atom system
require nearly collinear propagation of the signal and control fields to avoid large two-
photon Doppler broadening of the EIT resonance (~kc − ~kp) · ~vatoms. Thus, an appropriate
spatial filter must efficiently discriminate two optical fields propagating at very small angle
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with respect to each other.
In this chapter, we present a proof-of-principle demonstration of an optical vortex
filter (OVF) that we used to detect a weak probe laser field in the presence of a strong
coherent control field under conditions of EIT. This filtering method is largely insensitive
to the polarizations and frequencies of two optical fields and thus lacks the complications
associated with spectral and polarization filtering mentioned above. It can also be used in
conjunction with other filtering methods, if a single filtering method is not sufficient.
4.1 Theory
An optical vortex, also known as a phase singularity or screw dislocation [51], is a
zero of optical field intensity within an otherwise non-zero field. The cross-sectional field
amplitude of a beam carrying an optical vortex can be described, in polar coordinates r
and θ, as:
E(r, θ) ∝
(
r
w0
)m
exp
[
−
(
r
w0
)2]
exp [imθ] , (4.1)
where w0 is the beam waist, and m is the topological charge of the vortex, which charac-
terizes the number of 2pi phase variations within the vortex.
In principle, an optical vortex beam is created by transmitting a Gaussian laser
beam through a transparent phase mask having azimuthally-varying thickness, d = d0 −
mλ0θ/(2pi)∆n, where d0 is the maximum thickness, λ0 is the specified wavelength, and
∆n is the refractive index difference between the mask and its surroundings. The beam
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acquires a spatial profile with an azimuthally harmonic phase φ = mθ/(2pi). In the center
of the mask, the phase is undefined, and the transmitted beam interferes destructively cre-
ating a region of zero intensity. However, due to the manufacturing difficulty of creating
a spiral phase phase of this type, a “spiral stair-case” mask is typically employed experi-
mentally. In our experiment, the phase plate had eight “steps”, such that its thickness as
a function of the azimuthal angle θ can be described as d = d0−mλ0b8θ/(2pi)c∆n, where
b. . .c indicates usage of the floor function. This phase mask produces the same destruc-
tive interference at its center—resulting in a region of zero intensity—but may produce
unwanted diffraction, owing to the sharp discontinuities at the step boundaries.
The basic idea of an OVF is the following: both overlapping optical fields are focused
on the vortex mask such that the unwanted control field is aligned with its center and
is converted into an optical vortex beam. The probe field, which propagates at a small
angle, does not impinge on the center of the mask, and thus is not affected by the mask.
As a result, after the vortex mask, the probe beam propagates within the dark core of
the control field beam, and the bright portion of the control field can be blocked with
an appropriately-sized aperture, leaving only the probe discernible. Similar OVFs have
been effectively used to distinguish a dim signal from a stronger background in several
applications, such as the detection of extra-solar planets and incoherent scattering.
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FIG. 4.1: (a) A three-level Λ-type system under conditions of EIT, where ΩC is a strong control
field, Ep is a weak probe field, ∆HFS is a hyperfine splitting between two ground state sublevels,
and δ is a two-photon Raman detuning. (b) Schematic of the experimental setup. See text for
abbreviations.
4.2 Experiment
In our experiment, we used a prototype OVF to detect the EIT resonance in a Λ system
formed by control and probe optical fields tuned to the 5S1/2F = 2 → 5P1/2F ′ = 2 and
5S1/2F = 1→ 5P1/2F ′ = 2 transitions of the D1 line of 87Rb correspondingly. Both optical
fields have the same circular polarization. The attractive feature of such a polarization
arrangement is that it can be accurately approximated by a simplified three-level Λ-system,
but so far it has been limited to experiments with weak classical probe fields, since it does
not allow polarization filtering.
The experimental setup for evaluation of the OVF performance is shown in Fig. 4.1(b).
Both probe and control fields were derived from the same external cavity diode laser
(ECDL) to preserve their mutual phase coherence. The two beams were separated on
a polarizing beam splitter. The transmitted (more powerful) beam passed through an
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acousto-optical modulator (AOM), and the first diffraction order with its frequency shifted
by −80 MHz was used as a control field in EIT experiment. The reflected beam was phase-
modulated using an electro-optical modulator (EOM) at frequency 6.7547 GHz, which
matches the hyperfine splitting of 87Rb ground state levels (6.8347 GHz) minus 80 MHz.
The +1 modulation sideband was then filtered using a temperature tuned Fabry-Pe´rot
e´talon (FPE) and served as a probe field. The other EOM modulation sideband and the
main carrier were suppressed by a factor of approximately 1 : 100; moreover, since the
modulation frequency differed from the hyperfine splitting, they do not effect probe field
propagation through nonlinear mixing. The control and probe beams were then recom-
bined in a non-polarizing beam splitter cube (NPBS) at a small angle 0.92 mrad and
converted into parallel circular polarizations by a quarter-wave plate (λ/4) placed before
the cell. Probe and control beams divergence were correspondingly 0.38 mrad
and 0.37 mrad so it was virtually impossible to separate them spatially. The
powers of the control and probe fields before entering the Rb cell were correspondingly
1.15 mW and 40 µW, and their respective diameters were 1.52 mm and 0.47 mm. A cylin-
drical Pyrex cell (length L = 7.5 cm and diameter 2.5 cm) containing isotopically enriched
87Rb and 5 Torr of Ne buffer gas was mounted inside three-layer magnetic shielding to
reduce the influence of stray magnetic fields. The temperature of the cell was maintained
at 50.0◦C, which corresponded to an optical depth of 2d = 49.
The OVF after the cell consisted of a bichromatic lens L1 (focal length f1 = 35 mm),
which focused both control and probe beams onto a spiral mask. The vortex mask was
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FIG. 4.2: (a) Attenuation of the control and probe fields after OVF. (b) An EIT resonance
in the probe field, detected after passing through the OVF (black) and without OVF (red).
For easy lineshape comparison, the background is subtracted, and the resonance amplitude is
normalized to one in both cases.
nominally designed to produce a first-order (m = 1) optical vortex at 850 nm, but it worked
well for 795 nm. The position of the mask was carefully adjusted such that the control
field was centered at the spiral and transformed into a vortex beam, as shown in Fig.
4.3(a,b). Since the probe field propagated at a small angle, it was focused away from the
vortex, and therefore its transverse intensity distribution was practically unchanged after
the mask. A 150 µm pinhole, placed after the mask was used to block the bright annulus
of the control field while passing most of the probe field. The second lens L2 (f2 = 100
mm) collimated the beams. The transverse intensity distributions of both beams were
recorded with a commercial CCD camera, and their total intensities were measured by a
photodiode (PD).
An ideal filter will completely extinguish the control field without affecting the probe
field. In reality, however, there are several factors limiting the OVF performance. For
example, the vortex mask does not have a continuous thickness, but rather consists of eight
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FIG. 4.3: Left column: Measured profiles of the control field before (a) and after (b) the phase
mask. Middle column: Recorded (c) and calculated (d) diffraction pattern of the optical vortex
(the control field after the phase mask) through the pinhole. Right column: Recorded (e) and
calculated (f) diffraction pattern of the probe field after the phase mask through the pinhole.
All images have been inverted in order to exhibit the higher order diffraction fringes.
steps with sharp boundaries that contribute to diffraction; also, any small manufacturing
imperfections in the vortex mask center break conditions for perfect destructive interference
and thus increase the amount of light in the dark part of the optical vortex beam. Also,
good spatial intensity distributions for both control and probe beams is imperative, since
it allows the smallest focal spot sizes at the vortex mask, and reduces diffraction losses at
the pinhole.
To characterize OVF performance, we measured the power of the control field with
and without the vortex mask and pinhole. The filtering factor, defined as the normalized
power reduction of the control field, as a function of a distance between the filter mask
and the pinhole, is plotted in Fig. 4.2(a). As expected, the amount of the transmitted
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control light decreases when the pinhole is placed farther from the mask. Since the focus
of the laser beam is at the vortex mask position, the size of the beam and the central dark
spot increases, and thus less light leaks into the central area where the pinhole is placed.
At the same time, even though the spatial profile of the probe field is not affected by the
vortex mask, it is still attenuated by the pinhole. By performing numerical calculations
of the beams’ propagation through OVF, we found that the size and the position of the
pinhole plays a crucial role in both control and probe field attenuation. While the pinhole
is necessary to obstruct the bright portion of the control field, diffraction of the vortex
through the pinhole can cause the brighter outer ring to leak into the dark center and
degrade the filtering quality. Furthermore, diffraction of the signal field leads to unwanted
attenuation, as energy is lost to higher order modes and imperfect matching of the pinhole
aperture size to the width of the probe beam.
For our experiments, the observation plane (i.e., the position of PD or camera) was
approximately z = 15 cm from the vortex. Thus, the diffraction criteria a2/(λz) ≈ 0.10
1, so we are in the Fraunhofer or far-field regime. The far-field diffraction pattern through
a circular aperture of radius a can be computed as follows:
U(ρ, ψ) ∝
∫ 2pi
0
∫ a
0
E(r, θ)e[−ikrρ/z cos(θ−ψ)]rdrdθ, (4.2)
where ρ and ψ are the corresponding radial and azimuthal variables in the observation
plane, placed at a distance z, and k = 2pi/λ is the wavenumber of light incident on the
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aperture. Inserting the expression for E(r, θ) given by Eq.(4.1) with m = 1, we find
U(ρ, ψ) ∝
∫ 2pi
0
∫ a
0
(
r
w0
)
e−(r/w0)
2
eiθe[−ikrρ/z cos(θ−ψ)]rdrdθ. (4.3)
The angular integral can be computed analytically, leaving the radial integral,
U(ρ, ψ) ∝ ei(ψ−pi/2)
∫ a
0
(
r2
w0
)
e−(r/w0)
2
J1(krρ/z)dr, (4.4)
which can be evaluated via infinite series or numerically. Here, J1 is the first order Bessel
function of the first kind. Similar methods can be used to calculate the diffraction pattern
formed by a Gaussian probe pulse through the aperture. Figs. 4.3(d,f) depict the results
from numerically integrating the Fraunhofer diffraction integral for both the control and
probe fields. Clearly, they are in a good qualitative agreement with experimental observa-
tions shown in Figs. 4.3(c,e). We show the inverted images to make the weaker diffraction
fringes more discernible. Such calculations can be used to determine the optimal size
of the pinhole that simultaneously yields maximum suppression of the control field and
maximum transmission of the probe field. Additionally, the calculations confirm that the
probe inefficiency is due in large part to a non-optimal aperture size.
Finally, Fig. 4.2(b) shows the measured probe EIT resonance recorded with and with-
out OV filtering (black and red curves, respectively). Although OV filtering does reduce
the signal power due to a non-optimal pinhole size, the method clearly preserves the over-
all EIT lineshape. The small discrepancy between the EIT resonance shape is caused by
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the clipping of the wings of the intensity distribution of the probe field. In this case,
we effectively detect only the part of the beam with highest and most uniform control
field intensity, which results in a more symmetric power-broadened resonance. Without
filtering, the regions with lower intensity (hence smaller power broadening) also contribute
resulting in a overall slightly narrower resonance with sharper top.
4.3 Conclusion
In conclusion, we demonstrated the possibility of using an optical vortex filter to detect
a weak coherent probe field in the presence of a much stronger control field under con-
ditions of electromagnetically induced transparency. The best demonstrated control field
suppression factor is better than 10−4. The main limitation of the proposed method—due
to the diffraction though the pinhole—can potentially be improved by carefully selecting
the pinhole size. Filtering improvement can be made by using a phase mask with higher
topological order. The proposed method may be beneficial for a wide range of optical
experiments due to its several advantages, such as weak sensitivity to the optical fields’
polarization and frequency, as well as only a weak distortion of the probe field wavefront.
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CHAPTER 5
Superluminal propagation of a
squeezed vacuum field
Manipulations of the group velocity vg of light using coherent interactions with reso-
nant atoms and atom-like structures have received much attention due to their numerous
applications in quantum information, radar steering, all-optical delay lines, etc [52, 53].
Numerous experiments have demonstrated that in a “slow light” medium (with group
index ng = c/vg > 1) both coherent optical pulses and non-classical optical fields are
similarly delayed. In particular, single-photon waveforms [54] and pulses of squeezed
vacuum [55, 56] have been delayed via interactions with Rb atoms in EIT conditions.
However, the propagation of a quantum optical field in a “fast light” medium (ng < 1)
raises some interesting fundamental questions, such as the speed of the information trans-
fer via a superluminal quantum field [57, 58, 59]. Theoretical analysis has predicted that
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increasing signal advancements must be accompanied by an unavoidable decrease in the
signal to noise ratio thus prevents superluminal information transfer.
Here we study the propagation of a squeezed optical field through a 87Rb vapor cell
under fast light conditions due to a nonlinear magneto-optical interaction [60]. In these
experiments, we let the sinusoidally-modulated minimum noise quadrature of a squeezed
optical field interact with the Rb vapor, and then compare it with the identically modulated
quantum field propagating in free space. An example of the measurement is shown in
Fig. 5.1 Our measurements clearly demonstrate that the advancement of the quantum
noise modulation is due to the interaction with the nonlinear medium. We observed an
increasing time shift for both the front and back of the modulation envelope with increased
atomic density, accompanied by higher incurred losses for the vacuum field in Rb vapor.
The modulated squeezed vacuum is produced in the first Rb vapor cell (squeezing cell)
via the polarization self-rotation effect [61, 62]. This method can be qualitatively described
using a simplified four-wave mixing process [63] shown in Fig. 5.2. Due to the difference
in the transition matrix elements, the strong linearly polarized pump field Ωω0 couples the
two hyperfine excited states (|c〉 and |d〉) with two orthogonal quantum superpositions of
the ground state Zeeman sublevels (|+〉 and |−〉). The four-wave mixing process, enhanced
by the long-lived ground-state Zeeman coherence, induces correlations between the origi-
nally independent quantum fluctuations of the orthogonally-polarized vacuum field αω0±ω,
resulting in quadrature squeezing at the detection frequency ω. Previous experiments
have demonstrated the generation of ≤ 3 dB of broadband low-frequency squeezed vac-
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FIG. 5.1: (i) Example of the modulated squeezed vacuum noise power of the bypass (a) and
after interaction with Rb atoms (b). Zero corresponds to the averaged shot noise level. (ii) and
(iii) show the zoom-ins of the averaged and normalized squeezing traces around the modulation
zero crossing.
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FIG. 5.2: Simplified interaction scheme for PSR squeezing generation. Two states |+〉 and |−〉
represent the orthogonal superpositions of the ground-state Zeeman substates that are involved
in the interactions of a linearly polarized pump optical field Ωω0 with the hyperfine excited states
|c〉 and |d〉. Here ω0 is the optical frequency of the pump field. Two optical fields that close
the four-wave mixing loop, αω0±ω, represent the quantum noise fluctuations of the orthogonally
polarized vacuum field at the detection frequency ω.
uum at several Rb optical resonance frequencies, using only a few mW of pump laser
power [64, 65, 66].
The degree of squeezing can be reduced by applying a longitudinal magnetic field
across the Rb cell, without significantly changing the orthogonal (anti-squeezed) quadra-
ture and without rotating the noise ellipse [67]. This can be qualitatively explained using
the four-wave mixing picture: the presence of the non-zero magnetic field couples the two
ground-states |+〉 and |−〉. This deteriorates (or destroys) their mutual coherence and
thus eliminates the correlations between the noise sidebands responsible for squeezing.
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FIG. 5.3: Experimental setup. See text for abbreviations.
5.1 Experiment
The general layout for the experiment is shown in Fig. 5.3. We used an external
cavity diode laser tuned and locked to the 87Rb 5S1/2F = 2 → 5P1/2F ′ = 1 transition
frequency using saturation absorption spectroscopy. We ensured a high quality of the spa-
tial mode of the input laser beam by passing it through a single-mode optical fiber; its
linear polarization was controlled using a high quality Glan polarizer (GP). Input laser
power was 10 mW. Both “squeezing” and “interaction” vapor cells used in the experiments
were 7.5 cm cylindrical Pyrex cells of identical geometry, mounted inside 3−layer mag-
netic shielding. The squeezing cell contained only isotopically enriched 87Rb vapor. The
interaction cell, in addition to 87Rb, contained a small amount of Ne buffer gas (2.5 Torr).
The laser beam was focused inside the squeezing cell using a 30 cm lens (L1) to the
minimum beam diameter of 100 µm, and then recollimated after the cell with the second
lens L2 (focal length 40 cm) to the diameter 1.9 mm. The temperature of the squeezing
cell was maintained at (66 ± 0.1)◦ C. To measure the noise quadratures of the output
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optical field, we employed a detection scheme [66] that used the strong orthogonally-
polarized pump field as a local oscillator without separating it from the squeezed vacuum
field. The relative phase of the polarizations was controlled by tilting a phase retardation
plate (PRP)- a quarter-wave plate with its ordinary axis aligned along the pump field
orientation. Then, the polarizations of both optical fields were rotated by 45◦ using a half-
wave plate (λ/2), and evenly split for two inputs of the balanced photodetector (BPD)
using a polarizing beam-splitter (PBS), with common noise rejection better than 30 dB.
We then used a spectrum analyzer to measure the noise of the BPD output, and observed
around 1.6 dB noise suppression below the shot noise in the range of detection frequencies
from 200 kHz to 2 MHz. To experimentally determine the shot noise level, we used another
polarizing beam-splitter (PBS) immediately after the squeezing cell, aligned to transmit
the pump field and to reject the orthogonally-polarized squeezed vacuum, replacing it with
a coherent vacuum.
To measure the group delay we followed the approach similar to previous experi-
ments [68, 69, 38]; however, instead of monitoring the propagation time of a weak coher-
ent optical probe field, we modulated the degree of squeezing by applying a time-varying
magnetic field in the squeezing cell, and then compared the relative shift of the sinusoidal
variation at 3 kHz in the quantum noise propagating through the Rb vapor (in the inter-
action cell) and in free space (bypass), as shown in Fig. 5.3. The modulation amplitude
(between 0.8 and 1.5 dB below the shot noise) was chosen so that the noise level of the
squeezed vacuum field stays below shot noise at all times. The rotation of the pump po-
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larization due to nonlinear Faraday effect did not exceed 2.5 mrad. To detect the time
dependence on the squeezed quadrature noise power, we utilized the spectrum analyzer as
a narrow-band filter around the detection frequency of 500 kHz (with a resolution band-
width of 30 kHz), and then monitored the video output of the spectrum analyzer on a
digital oscilloscope. A sample noise measurement is shown in Fig. 5.1, with each trace
consisting of 106 averages.
The collimated output of the squeezing cell, containing both strong pump field and
squeezed vacuum in two orthogonal polarizations, was directed through the interaction
cell. No squeezing occurred in this cell due to its lower atomic density (temperature) and
much lower average laser intensity in the unfocussed beam. At the same time, a larger
beam size and the presence of the buffer gas increased time-of-flight of atoms through
the laser beam. We can gain some information about the dispersion properties in the
interaction cell by measuring its nonlinear magneto-optical rotation (NMOR) signal [60],
since the polarization rotation angle φ of the linearly polarized optical field is proportional
to the magnetically-induced circular birefringence of the atomic medium:
φ =
L
2c
ω0 [n+(B)− n−(B)] ' L
c
ω0
(
∂n±
∂ω
)
B=0
gµBB, (5.1)
where ∂n±/∂ω|B=0 is the dispersion for the two circular components for zero magnetic
field B, L is the length of the atomic medium, µB is Bohr magneton, and g is the gyro-
magnetic ratio. In the presence of velocity-changing coherence-preserving collisions with
a buffer gas, a typical NMOR rotation spectrum, shown in Fig. 5.4, clearly indicates two
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interaction time scales. The broader rotation slope (characteristic width of approximately
2 MHz) is due to the transient time-limited interaction of light with one optical transition,
connected to the slow light propagation [68]. The narrower feature is due to the atomic
diffusion and velocity-changing collisions, resulting in the repeated coherent interactions of
light with the atoms via the both Doppler-broadened excited state hyperfine components,
F ′ = 1 and F ′ = 2 [70]. Such interaction gives rise to the polarization rotation in the
opposite direction (compared to the transient effect), indicating an anomalous dispersion
with expected superluminal signal propagation. Indeed, the negative dispersion ∂nα
∂ω
< 0
results in the advancement time ∆ta for a weak probe field propagation:
∆ta =
L
c
− L
vg
≈ L
c
|ω0∂nα
∂ω
|. (5.2)
To accurately calculate the dispersion for the broadband quantum noise, one has to con-
sider an interaction system, similar to that in Fig. 5.2, which is beyond the scope of
this work. Yet, we can use the NMOR spectrum to qualitatively explain the observed
advancement for the modulated quantum noise propagation.
The typical averaged quantum noise signals before and after interaction with Rb
vapor are shown in Fig. 5.1. While the quantum noise modulation after the interaction
cell is degraded due to inevitable optical loss, it always stays squeezed, and its shape is
well preserved. The data shown correspond to the maximum measured advancement of
∆ta = 11± 1 µs for the interaction cell temperature of (50.0± 0.1)◦ C (corresponding to
atomic density 1.05 × 1011 cm−3 [71]). However, it is hard to directly observe the time
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FIG. 5.4: Example polarization rotation signal as a function of longitudinal magnetic field B
in the interaction cell. Only the central part of the wide rotation feature is visible (as an
overall positive trend), and the region near zero magnetic field is characterized by the negative
slope due to the narrower rotation feature. The laser power is 9.5 mW at the entrance of the
interaction cell.
difference between the two traces, due to the small value of the fractional delay (limited by
the slow modulation period of > 300 µs), as well as due to the difference in the squeezing
level due to absorption. To demonstrate the relative advancement more clearly, Fig. 5.1(ii
and iii) shows the normalized modulation signals. The solid curves are the averages of
four independent measurements, and the dotted curves represent two standard deviation
boundaries. It is easy to see that the advancement is present both on the leading and
trailing fronts of one modulation period for the light traveling through the interaction cell
as compared with the bypass. We also observed that the detected time difference was not
very sensitive to small variations of the local oscillator phase.
To verify that the observed advancement of the modulated quantum noise was due
to the interaction with atoms, we repeated the measurements varying the temperature
84
FIG. 5.5: Measured advancement ∆ta of the modulated squeezed vacuum as a function of the
atomic density. The pump laser power before squeezing cell is 10 mW. Each point represents a
time difference extracted from fitting the input and output signals with the sine function. The
uncertainties of the individual fits are too small to see.
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of the interaction cell. For each temperature, we collected several traces to average over
day-to-day environmental drifts. Fig. 5.5 clearly shows that the observed pulse advance-
ment increases roughly linearly with atomic density (the dashed line represents a linear
fit). However, as expected, the squeezing transmitted through the interaction Rb cell
deteriorated at higher cell temperature due to increased optical losses.
Boyd et al. [59] calculated a simple relationship between the pulse advance ∆ta and
the noise figure F , that is defined as a change in the signal-to-noise ratios before and after
the interaction cell, for a simple absorptive resonance of the width γ as:
F = e2γ∆ta (5.3)
Fig. 5.6 shows this predicted average noise figure as a function of atomic density given our
measured advancements (∆ta) and the approximate resonance width of γ ≈ 2pi × 5 kHz
(from Fig. 5.4). We compare this to the measured noise figure F = 1/T , as defined
in Ref. [59]. Here T is the transmission coefficient for the squeezed vacuum through
the interaction cell, estimated from the experimental data using a beam-splitter model,
namely:
aˆout =
√
T aˆin +
√
1− T 2uˆ, (5.4)
where the operators aˆin and aˆout represent the input and output optical signal fields,
and uˆ corresponds to the coherent vacuum mode. This equation fits the experimental
measured squeezed noise quadratures for input and output reasonably well. Two points
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FIG. 5.6: The noise figure F , based on estimated transmission of the squeezed vacuum through
the interaction Rb cell, and estimated using Eq.(5.3) from the measured average group delay,
shown in Fig. 5.5.
are excluded from Fig. 5.6 due to some uncertainty in the local oscillator phase, which
affected the detected levels of squeezing (but not the detected time difference). Even with
the limited number of experimental points, it is clear that the increasing advancement in
the modulated quantum noise is followed by an increasing noise figure, and a simple model
in [59] is in reasonably good qualitative agreement with the experimental data.
5.2 Conclusion
In conclusion, we have successfully demonstrated the transmission of the squeezed
vacuum through a resonant Rb vapor, in which negative dispersion was produced via in-
ducing a long-lived Zeeman coherence. We observed that the modulated quantum noise
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exits the cell earlier than the analogous signal traveling in free space, indicating superlu-
minal propagation. The amount of the advancement increased linearly with the density
of atoms. The largest measured advancement (11± 1 µs) corresponds to a negative group
velocity of ≈ 7, 000 m/s. The increased advancement was accompanied by the deterio-
ration of squeezing due to optical losses, and the measured increase in the noise figure
was in the good qualitative agreement with the theoretical predictions of Ref. [59] and
recent experiments with the bright two-mode squeezed twin beams in a “fast light” atomic
medium [72, 73].
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CHAPTER 6
Conclusion
This dissertation investigated the interaction of multiple near-resonant optical fields
with hot rubidium atoms under the conditions of electromagnetically induced transparency.
The main goal of the presented research was to address some of the fundamental challenges
in using such systems for practical applications.
We have discussed the possibility of reducing the effect of four-wave mixing on a probe
signal in a dense atomic media under electromagnetically induced transparency conditions
by selectively absorbing the Stokes optical field. We tested this proposal using a natural
abundance Rb atoms, using 87Rb for EIT and four-wave mixing, and 85Rb for two-photon
absorption resonance for the Stokes field. While our experiment did not achieve good
electromagnetically induced transparency due to residual probe absorption by the wings
of 85Rb optical resonance, we were able to demonstrate that four-wave mixing can be
partially suppressed.
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We also demonstrated the possibility of using an optical vortex filter to detect a weak
coherent probe field in the presence of a much stronger control field. The best demonstrated
control field suppression factor was better than 10−4.
Finally, we showed the transmission of a squeezed vacuum through a resonant Rb
vapor, in which negative dispersion was produced by inducing a long-lived Zeeman coher-
ence. We observed that modulated quantum noise exits the cell earlier than the analogous
signal traveling in free space, indicating superluminal propagation. The amount of the
advancement increased linearly with the density of atoms. The largest measured advance-
ment (11± 1 µs) corresponds to a negative group velocity of ≈ 7, 000 m/s. The increased
advancement was accompanied by the deterioration of squeezing due to optical losses.
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