Although many state-of-the-art pattern recognition techniques have been proposed in the literature, detecting clinically significant features in medical images still poses challenges because of their low resolution and superimposed anatomical structures which often obscure the target areas. In this work, we investigate the effectiveness of "collaborative discovery" combining multi-dimensional feature vectors to improve the feature detection rate. Statistical analysis of our experimental results on chest radiographs shows the feasibility of our approach.
Introduction
Texture pattern is proved to be a rich source of visual information and a key component in medical image analysis and understanding by human experts [1] . Texture extraction and classification are two main processing steps in computer-aided detection (CAD) systems, which are designed to analyze medical images and thus reduce the workload of radiologists who otherwise have to perform visual inspection on individual images. The goal of CAD techniques is to follow the radiologist' gold standard, and achieve at least equally accurate results as the human experts. The performance of these CAD systems highly depends on the feature extraction techniques employed, and texture descriptors often play an important role in successful features extraction.
Various types of texture descriptors have been proposed and reviewed in the literature [2] . In general, they can be categorized into statistical, structural, momentsbased, signal processing-based, and model-based. However, the choice of descriptors is often application dependent and largely based on the intrinsic characteristics of the images. For example, the primitives-based structural texture descriptors are most suitable for the synthetic or industrial images, but rarely applied to medical images due to the difficulty in defining clinical related primitives.
In this paper, we choose chest radiographs (CXRs) to test our proposed approach because of their high complexity compared to the textures in other medical image modalities. Related work includes texture features such as moments of power spectrum [3] , fractal dimension [4] , and histogram based features [5] to detect interstitial changes on CXRs. Their approaches are not fully automatic and only examine a single type of texture features without analyzing the effectiveness of multi-dimensional descriptors. Motivated by their inadequacies, we propose a "collaborative discovery" approach, which analyzes and compares the performance of multi-dimensional feature vectors.
The rest of paper is organized as follows: Section 2 introduces the proposed system. Texture analysis results and discussion are presented in Section 3, followed by the conclusions in Section 4.
Proposed System
In order to validate the effectiveness of our approach, we implemented a simple system using acinar shadow (AS) as the target feature, which is defined as "round or ovoid poorly defined pulmonary opacities approximately 5-8 mm in diameter". Multiple AS usually exist in highly infectious pulmonary tuberculosis (TB) cases and create textural opacity characteristic [6] . The system contains four modules: pre-processing, feature extraction, feature classification and post-processing (Fig. 1 ).
Pre-Processing
In order to narrow the target area and improve image quality, the CXR is first cropped into the minimum bounding box which contains only the border of the lung field. Next, the image is locally contrast-enhanced using contrast-limited adaptive histogram equalization (CLAHE) method [7] .
Feature Extraction
Given the pre-processed image, local texture features are automatically extracted following the sliding window paradigm [8] . The image is divided into non-overlapping windows, whose size is fixed as 16×16 in our experiments. Multiple feature descriptions are then computed for each window generating a multi-dimensional feature vector. A variety of feature descriptors from different categories are selected and tested in our study, including histogram moments (HM) [5] , Fourier spectrum (FS) [3] , gray-level co-occurrence matrices (GLCM) [9] , fractal dimension (FD) [4] , local binary pattern (LBP) [10] , histogram of oriented gradients (HOG) [11] and Tchebichef moments (TM) [12] . The compositions of these feature descriptors are listed in Table 1 . 
Feature Classification
After obtaining the feature vectors, a classifier is trained offline to distinguish windows containing instances of AS. The test image scanned with sliding windows is then analyzed and classified using the model generated from the training set. In our experiment, Adaboost [13] is used for the classification, which can effectively combine a number of weak classifiers (e.g. decision stumps) into a strong classifier to achieve an arbitrarily low error rate.
Post-Processing
In order to reduce false positives, we introduce an efficient smoothing technique. Considering a block composed of 3×3 windows, for each center window, if five or more of its 8-surrounding windows have different classification labels from the center window, the center window is then reassigned the same label as the majority of its neighborhood. Otherwise, it keeps its label.
Results and Discussion

Experimental Setting and Ground Truth
CXRs from two image databases are used in this study. We define an area ratio R = (area of AS in the window) / (area of the window) to divide the positive and negative windows. Given a threshold value t, a positive window should satisfy R ≥ t, and vice versa.
Our system was implemented in MATLAB 2010a on a computer with 2.8GHz CPU and 2G RAM. To evaluate the performance of classification, sensitivity, specificity and precision are used and defined as follows: 
Comparison Experiments
Since the region of AS only occupies a small part of a CXR, to make the sample size between normal and abnormal cases relatively balanced in training, we randomly select 25 CXRs in D1 to obtain positive windows and 6 CXRs from D2 to D4 to get negative windows. For testing, we select the rest from D1 and randomly select 10 images from D2 to D4. The classification results using only one type of features with Adaboost are listed in Table 2 . The corresponding receiver operating characteristic (ROC) curves by tuning threshold t to different values are shown in Fig. 2 . The Area Under the Curve (AUC) is also calculated and listed in Table 2 . It is observed that LBP outperforms the other feature descriptors, followed by GLCM and HOG.
Our "collaborative discovery" hypothesis is: multiple strong features can deliver better outcome. Thus, we perform comparison experiments using different combination strategies of LBP, GLCM and HOG features. Adaboost classification results using LBP combined with other features are listed in Table 3 . The corresponding ROC curves with different t are shown in Fig. 3 . To highlight the different curves, the rectangular region in Fig. 3 is enlarged and shown in the middle of the figure. It is observed that LBP+GLCM+HOG collaboratively achieve the overall best performance.
Final AS Detection
Based on the above findings, we apply LBP+GLCM+HOG and Adaboost classifier in our AS detection implementation with t = 3/4. We conduct tests for the datasets D1 with D2, D1 with D3, and D1 with D4. The results are shown in Table 4 . Examples of AS detection results from D1 CXRs are shown in Fig. 4 . Observe that the detected positive windows are quite consistent with the ground truth drawn by radiologists. However, the specificity and precision in the test of D1D2 is relatively lower. More false positive windows are detected in the CXRs of D2 comparing to D3 and D4. Although the specificity in the tests of D1D3 and D1D4 are close to 100%, there are still several images in D3 and D4 containing false positive windows. Examples of those false positive windows are shown in Fig. 5 . To reduce the false positives, post-processing using our smoothing technique is applied. The final AS detection performance (Table 5 ) is successfully improved in specificity and precision, while keeping high sensitivity. Examples of false positive windows on CXR1, CXR3 and CXR4 in Fig. 5 are all removed except a few left on CXR2. 
Conclusion
Our study shows that a "collaborative discovery" approach integrating multiple strong features of LBP, GLCM and HOG into the Adaboost classifier can deliver better performance than adopting a single feature descriptor. The proposed multi-dimensional features approach shows an outstanding performance with more than 92% sensitivity, 97% specificity and 80% precision, which makes it an effective tool in feature recognition for radiographic images to improve diagnostic performance. 
