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1. INTRODUCTION 
The main purpose of this paper is to give some characterizations for the 
uniform asymptotic stability of the null solution of a linear Volterra 
integrodifferential equation 
i(t) = A(t)x(t) + St B(t, s)x(s) ds, (Eo) 
0 
where A(t) and B( t, t + s) are almost periodic in t. 
When Eq. (E,) is of convolution type; that is, A(t) = A (a constant) and 
B(t, s) = B(t - s), Miller [ 121 and Grossman and Miller [7] have shown 
that the null solution of (E,) with B( .) E L’(0, co) is uniformly asymptoti- 
cally stable if and only if the resolvent R(t, s) = R(t - s) for (E,) is of class 
L’(0, cc ). In Section 3, we show (Theorem 3.1) that the null solution of 
(E,) is uniformly asymptotically stable if and only if sup, a (r a o { 1 Z( t, a)[ + 
j: IZ(t, s)l ds} < co, where Z(t, s) is the principal matrix solution of (E,) 
introduced by Becker [ 11. As will be noted later, Z(t, s) is identical with 
the resolvent R(t, s). Therefore, our Theorem 3.1 is an extension of [ 12, 
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Theorem 6, Corollary 3; 7, Theorems 2.5 and 2.61 to the case of noncon- 
volution type. 
To proceed with our argument, in Section 2, we show (Theorem 2.1) that 
the null solution of (E,) is uniformly asymptotically stable if and only if it 
is totally stable, by using Hino and Murakami’s result [ 10, Theorem 31, 
which has shown that the null solution of 
i(t) = A(t)x(t)+ jr B(t, s)x(s) ds (Em) -5 
is uniformly asymptotically stable if and only if it is totally stable. 
Theorem 2.1 is an extension of Miller’s result [ 12, Theorem S] given for 
the case of convolution type. 
As an application, in Section 4, we consider the equation 
i(t)=A(t)x(t)+ j' WC s)x(s) d.Y +p(t) (Pm) 
-5 
with a forced function p, and show (Theorem 4.1) that under the assump- 
tion SUP,,~ 1; lZ(t, s)l ds < co, the function y(t) = f’oo Z(t, s) p(s) ds is 
bounded on R and satisfies Eq. (P, ) on R (such a solution is called an 
R-bounded solution) whenever p is bounded and continuous on R. In par- 
ticular, if the null solution of (E,) is uniformly asymptotically stable, then 
v(t) is the unique R-bounded solution of (P,). This result is applicable to 
many important problems. For example, if p(t) is almost periodic, y(t) 
itself is the unique almost periodic solution of (P,), because it is known 
by Hino [8, Theorem 31 that the uniform asymptotic stability of the null 
solution of (E, ) implies the existence of one and only one almost periodic 
solution of (P,). Of course, for periodic systems, this result concerns many 
results due to Becker, Burton, and Krisztin [2], Burton [3], et al. 
2. TOTAL STABILITY AND UNIFORM ASYMPTOTIC STABILITY 
Let R” be a real n-dimensional Euclidean space, and let 1x( denote the 
norm of XER”. Set IAl =sup{lAxl : 1x1 <l} for any nxn matrix A. For 
any interval Jc R, we denote by BC(J) the set of all bounded and 
continuous functions mapping J into R”, and set 1~1~ = sup{ l&s)1 : s E J} 
for cp E BC(J). Let A(t) be an n x n matrix of functions continuous for 
t E R, and let B(r, s) be an n x n matrix of functions continuous for 
- co < s < t < co. We consider the equations 
i(t)=A(r)x(r)+~‘B(r,s)x(s)ds, (Eo) 
0 
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and 
i(t) = A(t)x(t) + j’ B(t, s)x(s) ds. 
-m 
We assume the following conditions throughout this paper: 
(Hl) sup,,R{ IA( + jLm lB(t, s)l ds} =: M< ~0 
and 
(H2) for any r~ >O there exists an S(q) > 0 such that 
j::(q) IB(t, s)l ds < q for all t E R. 
Under the above conditions, given TV R+ := [0, co) (resp. r E R) and 
cp E BC( [0, r]) (resp. cp E BC(( - co, r]) there is one and only one function 
x(t) which satisfies Eq. (E,) (resp. (E, )) on [7, co) and x(t) = cp( t) on 
[0, 71 (resp. (-co, t]) (cf. [4; 11, Chap. 91). The above function x(t) is 
called a solution of (E,) (resp. (E,)) on [r, 00) through (z, cp), and is 
denoted by x(l, 7, cp, E,) (resp. x(t, 7, q, E,)). 
In addition to (Hl) and (H2), we assume the following: 
(H3) A(t) is almost periodic in t E R and B(t, t + S) is almost periodic 
in t E R uniformly for SE R- := (-co, 01, that is, for any E >O and any 
compact set Kc R-, there exists a positive number L(E, K) such that any 
interval of length L(E, K) contains a 7 for which IB(t, t + S) - B(t + 7, 
t+z+s)l <E for all tER and SCK. 
Condition (H3) yields that for any sequence (t;} with t; + co as k -+ co, 
there exists a subsequence {tk} of {t;} and functions D(t) and E(t, s) such 
that A(t+t,)+D(t) as k+m uniformly on Rand B(t+t,,t+fk+s)--t 
E( t, t + s) as k -+ co uniformly on R x K for any compact set KC R-; see 
[15]. We denote by H(A, B) the set of all pairs (D, E) which satisfy the 
above situation for some sequence { fkJ with tk -+ co as k + co. We can 
easily see that each (D, E) E H(A, B) also satisfies conditions (Hl )-(H3) 
with the same numbers M and S(q). If (D, E) E H(A, B), then the equation 
i(t)=D(t)x(t)+ j’ E(t,s)x(s)ds 
-cc 
L) 
is called a limiting equation of (E,). In particular, since (A, B) E H(A, B) by 
condition (H3), Equation (E,) is one of limiting equations of (E,). In 
what follows, we shall study the relationship among some stability proper- 
ties for Eqs. (E,) and (E, ) and limiting Eq. (L, ). 
We shall give some definitions of stabilities. 
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DEFINITION 2.1. The null solution of (E,) is uniformly stable (US, in 
short) if for any E >O there exists a 8(s) >O such that z E R+ and 
~PEBC(CO, 21) with I~PI~~,~~ < d(s) imply Ix(t, t, cp, E,)( <E for all t > r. The 
null solution of (E,) is uniformly asymptotically stable (UAS, in short) if 
it is US and moreover, if there is a Jo > 0 with the property that for each 
E > 0 there exists a T(E) >O such that r E R+ and cp E BC( [0, t]) with 
IcpICo,rI<6,imply Ix(t,z,cp,E,)I<&forall tBz+T(E). 
DEFINITION 2.2. The null solution of (E, ) is uniformly stable if for any 
.s>O there exists a d(s)>0 such that TER and ~EBC((-oo,r]) with 
l(Pl(-CO,r, <B(E) imply Ix(t, r, cp, Em)1 <E for all t >z. The null solution of 
(E, ) is uniformly asymptotically stable if it is US and moreover, if there 
is a 6,> 0 with the property that for each E > 0 there exists a 7’(s) > 0 
such that zeR and ~EBC((-co,t]) with Ic~I(~,,,,<&, imply 
Ix(t, t, cp, E,)I <E for all t > r + T(E). 
DEFINITION 2.3. The null solution of (E,) is collectively uniformly 
asymptotically stable (collectively UAS, in short) if for each limiting 
equation (L,) of (E,) the null solution of (L,) is UAS with the common 
triple (6,, 6( .), r( .)). 
DEFINITION 2.4. The null solution of (E,) is totally stable (TS, in 
short), if for any s>O there exists a d(s) >O such that ZE R+, 
~PEWCOJI), andpEBC(Cz, aI) with lc~l~~,~,<~(~) and IPI~~,~,<&E) 
imply Ix(t, z, cp, P,)l < E for all t >/ t, where x(t, z, cp, PO) is the solution of 
a(t)=A(t)x(t)+~~B(t,s)x(s)ds+p(t) 
0 
(PO) 
such that x(t) = q(t) for t E [0, r]. 
DEFINITION 2.5. The null solution of (E,) is totally stable (TS, in 
short), if for any E > 0 there exists a 6(s) >O such that z E R, 
c~~W(-a~zl) andpEBC(b, ~0)) with l(~l~-~,~,<~(~) andMLT.,,< 
B(E) imply Ix(t, r, cp, P,)( <E for all t > r, where x(t, T, cp, P,) is the 
solution of 
i(t)=A(t)x(t)+ jr B(t, s)x(s) ds +.dt) -cc (Pco) 
such that x(t)=cp(t) for tE(--cm,T]. 
A relationship between the UAS for (E,) and the collectively UAS for 
(E,) is given in [8, Lemma 33. 
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PROPOSITION 2.1. Suppose that conditions (Hl )-(H3) hold. Then the null 
solution of (E, ) is UAS if and only tf the null solution of (E,) is collectively 
UAS. 
Sufficient conditions are given in [3] for the null solution of (E,) or 
(E,) to be UAS. The following relationship between the UAS and the TS 
for a limiting equation (E, ) of (E,) is derived by Hino and Murakami 
[lo]: 
PROPOSITION 2.2. Suppose that conditions (Hl k(H3) hold. Then the null 
solution of (E, ) is UAS if and only if it is TS. 
From the following result, we know that the counterpart of Proposi- 
tion 2.2 holds for Eq. (E,). 
THEOREM 2.1. Suppose that conditions (Hl )-(H3) hold. Then the null 
solution of (E,) is UAS if and only if it is TS. 
To establish the theorem, it suffices to certify the following results by 
Propositions 2.1 and 2.2. 
THEOREM 2.2. Suppose that conditions (Hl )-( H3) hold. Then the null 
solution of (E,) is TS if and only tf the null solution of (E, ) is TS. 
THEOREM 2.3. Suppose that conditions (Hl )-(H3) hold. Then the null 
solution of (E,) is UAS if and only tf it is collectively UAS. 
Proof of Theorem 2.2. Let t E R+ and PE BC( [z, co)) be given. If 
cp E BC( [0, r]), then the solution x( t, r, cp, PO) satisfies Eq. (P,) with 
the perturbed term p(t) -j” co B(t, s)+(s) ds instead of p(t), where 
$ EBC(( -co, r]) is the extension of cp defined by $I(@ = ~(0) for 
tI GO.” Then the “if” part of the theorem follows immediately from 
the above observation and the fact that sup,>,, jym IB(t, s)l ds < 
suptaOjfnz IB(t,s)l dsQM< cc by condition (Hl). 
Next, we shall establish the “only if” part of the theorem. Suppose that 
the null solution of (E,) is TS with 6( .). Let r E R, cp E BC(( - 00, 21) and 
p~Bc([z, co)) with l~l~~,,,,<6(~/2)and Iplcr,,,<6(c/2) begiven. Select 
a sequence {tk}, tk -+ CC as k + 00, such that A(t + tk) + A(t) as k+ CO 
uniformly on R and B(t + t,, t+t,+s)+B(t, t+s) as k+oo uniformly 
on R x K for any compact set Kc R-. We may assume that tk + r E R+ for 
all k = 1, 2, . . . . For each k = 1, 2, . . . . we define functions ijk E BC( [0, tk + t]) 
and qkERC([tk+ T, 00)) by tj”(e)= cp(6- tk) for 6~ [0, tk+ T] and 
qk(t) =p(t - tk) for t E [tk +T, CO), and consider the solution xk(t) := 
x(t, T + tk, tik, PO) of (PO) (with p = qk). Put yk(t) = xk(t + tk). Then 
Ivk(t)l < 42 for tat. (2.1) 
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By (2.1) and condition (Hl), (y”(t)} is uniformly bounded and equicon- 
tinuous on [r, co). Hence, by Ascoli-Arzela’s theorem, we may assume that 
{ yk( t)} converges to some continuous function u(t) as k + cc uniformly on 
any compact set in [r, co). By noting that lim,, 3. yk(r)=u(r)= q(r), 
define a function x(t) by x(t) = u(t) if t > T, and x(t) = cp(t) if t < r. We 
shall show that x(t) = x(t, r, cp, P,); that is, x(t) is the solution of (P,) 
(with a perturbed term p) through (r, cp). First, it can be observed 
that lim,,, f’, B(s+ t,, 0 + tk)cp(%) d% = j’ 3c B(s, %)(p(%) d% for s > t, 
because 
’ 
- fk 
B(s+t,, %+tk)cp(%)d%-jr B(s,%)(p(%)d% 
-cc 
for any q > 0 and tk > S(q) - r by condition (H2). Therefore, letting k + cc 
in the equation 
yk( t) = Xk( t + tk) 
= q(r) + j” ‘lr { A(s)xk(s) + j’ B(s, %)x”(O) d% + q*(s)} ds 
T + fk 0 
= V(r)+ jr {Ah+ tk).!+k(S)+P(S)) ds 
7 
+j’{j’ B(s+t,,%+t,)(p(%)d% 
r - 14 
we have 
+ I ’ B(S + tk, 8 + tk) v”(e) d% ds, T 
+S’{S B(s, %)cp(%) d% + s’ B(s, %)u(%) d% ds. T --m r 
Since fYm B(s, %)(p(%) d% is continuous for s in virtue of condition (H2), 
the above equation implies that u(t) satisfies Eq. (P, ); hence, 
x(t)-x(t, r, rp, P,). By letting k-+ GO in (2.1), we have 
Ixtt, 5, Cp, pm,)\ = lutt)l < 42 < 6 for t2z, 
which proves that the null solution of (E, ) is TS. 
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Proof of Theorem 2.3. Suppose that the null solution of (E,) is UAS 
with the triple (a,,, 6( .), T( .)). For any (D, E)EH(A, B), we select a 
sequence {tk}, t, + cc as k + co, such that A(t + tk) + D(t) as k + co 
uniformlyonRandB(t+t,,t+t,+s) + E(t, C+S) ask+ co uniformly on 
RxK for any compact set KcR-. Let E>O and E’>O, ~GR and 
~EBC(( -co, t]) with IqIt-m,r7 <min{6(&/2), b,} be given. We may 
assume that tk + r E R+ for all k = 1, 2, . . . . For each k = 1, 2, . . . . consider the 
solution x”(t) := x(t, r + t,, $k, E,) of (E,), where $” is the function 
defined in the proof of Theorem 2.2. Put u”(t) = xk(t + tk). Then 
l.Yk(t)l < 42 for t32, 
1 yk( t) < d/2 for t > T + T(d/2). > 
(2.2) 
By repeating the same argument as in the proof of Theorem 2.2, we see that 
(y”(t)} converges to the solution x(t, t, cp, L,) of (L,) as k+ CO 
uniformly on any compact set in [r, co). Letting k + co in (2.2), we have 
144 7, 9, &)I = lu(t)l < E/2 -cc for t>z, 
Ix(t, 7, cp, L,)I = lu(t)l 6 d/2 -cc’ for 1 B r + T(d/2), 1 
which proves that the null solution of (E,) is collectively UAS with the 
triple (6,, 6( ./2), T( ./2)). 
Conversely, suppose the null solution of (E,) is collectively UAS. Since 
the null solution of (E,) is UAS, it is TS by Proposition 2.2; hence, 
Theorem 2.2 implies that the null solution of (E,) also is TS. Let 
(a,, 6( .), T( .)) and r( .) be the ones given for the collectively UAS and the 
TS of the null solution of (E,), respectively. Set &, = 8(&,/2). We claim that 
for any E > 0 there exists a F(s) > 0 such that T E R + and cp E BC( [0, r] ) 
with 1~1 Co,r, < & imply Ix(t, r, cp, E,)I <E for all t > T + p(c). If the claim is 
true, then the null solution of (E,) is UAS with the triple (&,, & .), F(. )), 
which completes the proof of the theorem. We shall prove the claim by a 
contradiction. So, we assume that there exist an s>O and sequences 
(rk)‘=R+, {flk},a,>rz,+k, (Cp”}, $‘kERC([O,r,]), such that 
I’pkl C0,wl < $0 (2.3) 
and 
Ixcgk, zk, ‘pk, &,)I 2 & (2.4) 
for k = 1, 2, . . . . Since the null solution of (E,) is TS, (2.3) implies that 
Ix(t, Tk, Vpk, EON <do/2 for tar, and k = 1, 2, .._. (2.5) 
Set t, = ok - T(E) and x”(t) = x(t + tkr ~~~ pk. Eo). Since ck - zk + co as 
k -+ co, (2.5) and condition (Hl) imply that {xk(t)} is uniformly bounded 
sos/ll9/1-9 
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and equicontinuous on any compact set in R. Thus, we may assume that 
(.x”(t)} converges to some bounded continuous function u(t) as k + cc 
uniformly on any compact set in R. Furthermore, we may assume that for 
some (D, E) E H(A, B), A( t + fk) -+ D(t) as k -+ cc uniformly on R and 
B(t+t,,t+t,+s)~E(t,t+s) as k+cc uniformly on RxK for any 
compact set KC R-. By using the same argument as in the proof of 
Theorem 2.2, we see that u(t) satisfies Eq. (L,) for all t > 0. On the other 
hand, letting k + cc in (2.4) and (2.5), we have ]u(T(s))I 2s and 
ju(t)l < &/2 for all ?E R. In particular, Ju[~-,,~, ~6,. Since the null 
solution of (E,) is collectively UAS, it follows that ]u(T(s))I <E; a 
contradiction. 
3. PRINCIPAL MATRIX SOLUTION AND STABILITIES 
Let Z(t, s), - cc < s < t < co, be the unique matrix solution of 
; Z(t, s) = A(t)Z(t, s) + j’ B(t, O)Z(e, s) de, t2s 
s 
(3.1) 
Z(s, s) = z, 
where Z is the n x n unit matrix. Z( t, s) is called the principal matrix 
solution of (E,). Becker [l] has shown that 
(Zl) Z(t,s)iscontinuousin (t,s)~S2:={(t,s)~R~:f>/~};- 
(22) the solution x( t, cr, cp, PO) of (P,) through (6, cp) is expressed by 
the variation of parameters formula as 
x(t, 0, cp, PO) = Z(t, QkJ(a) + j’ at, s) (I 
X 
is 
u B(s, @q(e) de ds+ j’ Z(t, s)p(s) ds (3.2) 
0 0 
The solution x(t, C, cp, P,) of (P,) through (a, cp) satisfies the equation 
i(t) =A(t)x(t) + j’ B(t, s)x(s) ds 
0 
+s” B(t, s)cp(s) ds +p(fL t>rJ; -02 
hence, (Z2) yields the expression 
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The stability properties for the null solution of (E,) disucssed in the 
previous section intimately relate to the asymptotic behavior of Z(t, S) as 
t + co in some sense. Indeed, we have the following result: 
THEOREM 3.1. suppose thaf ca~dit~a~s (H 1 j(H3) hold. Then the ~~~o~- 
ing statements are equ~uaIe~t~ 
(i) The null salutio~ of (E,) is UAS, 
(ii) wtra,o , , (IZO, alI +!f, Iz(t> s)l ds) < 00. 
Before proving the theorem, a comment is prepared. In case Eq. (E,) is 
of convolution type; that is A(t) z A (a constant) and B(t, s) 3 B(t - s), 
Grossman and Miller [7] and Miller [ 121 have characterized the UAS for 
the null solution of (E,) by utilizing the resolvent R(t, s) for (E,); here the 
resolvent R(f, s), - co < s < t < 00, for (E,) is the unique matrix solution of 
$R(t,s)= -R(t,s)A(s)- jfR{t,~)~(e,s~d~, sdt 
* 
(3.4) 
R(t, tf = Z. 
In fact, as will be proved soon, Z(t, s) is exactly the same as R(t, s). Hence, 
Theorem 3.1 is an extension of the results due to Grossman and Miller [7, 
Theorems 2.5 and 2.61 and Miller [ 12, Theorem 6, Corollary 31 to the case 
of nonconvolution type. 
The equality Z(t, s) = R(t, s) follows from (3.1), (3.4), and the relation 
z(t,S)--R(t,s)=Rft,e)Z(e,s)Ik=, 
+ j’ R(t, @) A(@)Z(e, s) + j” B(B, r)Z(t, s) dr de 
s s 
= $ R(t, e) + R(t, e)A(e) z(e, s) de 
+ R(t, z)B(z, e) dz z(e, s) de, 
where we used Fubini’s theorem in the last term. 
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Proof of Theorem 3.1. By (3.2), it is easy to see that (ii) implies the TS 
of the null solution of (E,). Hence we can see that (ii) implies (i) by 
Theorem 2.1. We shall show that (i) implies (ii). Since x(t, 6, 0, PO) = 
1: Z(t, s)p(s) ds by (3.2), it follows that the function Jh Z(t, s) p(s) ds 
belongs to BC( [o, co)) for each p E BC( [a, co)), because the null solution 
of (E,) is totally stable. Thus, the assertion suptroao JL IZ(t, s)l ds < 00 is 
an immediate consequence of Perron’s theorem [14]. 
Next, to prove the remainder of (ii), we consider Eq. (E,). By Theorem 
2.3 we know that the null solution of (E,) is UAS. Let (6,, 6( .), T( .)) be 
the triple given for the UAS of the null solution of (E, ). For any fixed 
e > 0, define functions cpk, k = 1, 2, . . . . by 
cpk@) = 
0 if t3 < e - I/k, 
k(e-c)+ 1 if (T - l/k < 6 < (T. 
For i = 1, . . . . n, let Zj(t, s) denote the ith column vector of Z(t, s), and set 
ei= (djl, . . . . a,), where Jii = 1 and 6, = 0 for j # i. Then, 
x(t, 0, cpkei, E,) = ZJt, a) + 1’ Z(t, s) 
IT 
X B(s, B)e,cpk(0) de 
by (3.3). Since I~:-(l,k) B(s, e)eipk(e) del <jYco IB(s, e)l de < M for 
s E CO, tl by condition (Hl ), by applying Lebesgue’s convergence theorem 
we see that 
hence, 
Zi(t, a) = )irna x(r, G, cpkei, E,), i = 1, . . . . n. (3.5) 
Since I(pkeil(-m,oj = 1, we obtain that, for all i = 1, . . . . n and k = 1, 2, . . . . 
IX(C 0, &l)cPkeiJ EmI1 < 2, t 2 0. 
Letting k + cc in the above, (3.5) yields that, for all i = 1, . . . . n, 
IziCt, a)1 <2/6(l), t 2 0, 
which shows supt a 0 a 0 IZ(t, a)1 < co. This completes the-proof. 
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The condition (ii) of Theorem 3.1 seems to be very difficult to verify 
directly in the general case. In the periodic case, however, the condition can 
be derived from a condition which is rather easy to check (cf. [2, 
Theorem 1 and Example]): 
COROLLARY 3.1. Let conditions (Hl)-(H2) hold, and suppose that 
A(t+o)rA(t), B(t+w,s+o)-B(t,s) and SU~~~,~,‘~~ IB(t,s)ldt<oo 
for an o>O. Zf sup o<s<o j: Iz(t, s)l dt < 00, then the condition (ii) of 
Theorem 3.1 holds. 
Proof: By repeating the argument in the proof of [2, Theorem 11, we 
can see that sup taa>o f: IZ(t, $)I d s < SUP,,~ fk IZ(t, s)l ds < cc. We shall 
verify that supI r s r 0 IZ(t, s)l < cc. We first note that SUP,>~ JT IZ(t, s)l dt 
= SUPO~S~W ss” IZ(t, s)l dt =: N1 < cc and sup,,, j,” IB(t, s)j dt = 
su~,...,~:lW, s)ldt=: N,<co becauseofZ(t+w,s+o)=Z(t,s)and 
R( t + CD, s+ w) - B( t, s). Since Z( t, s) satisfies Eq. (3.1), we obtain 
< fin M(t)1 Iz(t, s)l dt + j- j-ht, @I Iz(& s)l de dt s s s 
= jm IA(t)1 IZ(t, s)l dt + j- j- Mt, @I IZ(0, s)l dt de 
s s e 
d (11~11 + Nd jm Iz(t, ~11 dt s 
G Wll + NW, 
for all $20, where llAl1 =supoGrGo IA(t Therefore, 
lZ(t,s)lGIZ(s,s)l+~~~~Z(t,s)~dt 
d I4 + (11~11 +N,V, 
for all t > s 2 0, which completes the proof, 
4. BOUNDED SOLUTIONS OF EQ.(P,) 
In this section, we shall discuss the existence of R-bounded solutions of 
(P,) for any bounded and continuous function p(t). When A(t + w) = 
A(t), B(t+o,s+o)=B(t,s), and p(t+w)zp(t) for an o>O, Hino and 
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Murakami [9] have shown the existence of an w-periodic solution of (P,) 
by assuming the existence of a bounded solution of (P,). Furthermore, 
Burton [3] has shown the existence of an o-periodic solution which is 
represented as f’m Z(t, s)p(s) ds under the assumption that Z(t, 0) + 0 as 
t -+ cc and by assuming the existence of a bounded solution of (PO). For 
almost periodic systems, Hino [S] and Hino and Murakami [lo] have 
shown the existence of an almost periodic solution of (P,) by assuming the 
UAS or the TS of the null solution of (E,). As a special case of our result, 
we can recognize that one of the sufficient conditions for jCoo Z(t, s)p(s) ds 
to be almost periodic is the UAS of the null solution of (E,). 
THEOREM 4.1. Suppose that conditions (Hl )-(H3) hold and that 
SUP,,~ jb IZ(t, s)l ds < CO. Zfp E K(R), then thefunction sfoo Z(t, s)p(s) ds 
is well defined on R and is an R-bounded solution of (P,). 
Proof: Set y(t) = s’~ Z(t, s) p(s) ds. The proof will be divided into the 
following three steps: 
1st Step. The proof of boundedness of y(t). 
2nd Step. The proof of continuity of y(t). 
3rd Step. The proof of solvability of y(t) for (P,). 
1st Step. Let { tk} be the sequence given in the proof of Theorem 2.2, 
and set Zk(t,s)=Z(t+tk,s+tk) for (t,s)~G?. We first prove that 
{Z”(t, s)} is unitirmly bounded and equicontinuous on any compact set in 
Q. Since Z”(t, s) satisfies the equation 
at JS 
(4.1) 
we obtain 
and hence 
Zk(s, s) = z, 
Iz”(t, s)l < 111 + 5’ / A(u + fk)Zk(U, s) 
s 
+f’B(u+t,, 6 + tk)zk(e, s) df3 du, 
s 
Vk(t, s) < 111 + A4 j’ Vk(u, s) du 
s 
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by condition (Hl ), where Vk( t, S) = max, < u < I 1 Zk(u, s)l. Then, Gronwall’s . . 
lemma yields that 
IZk(t, s)l Q Vk(t, s) Q 111 eMctps), 
which implies that 
(4 $1 E Q, (4.2) 
(4.3) 
by (4.1) and condition (Hl). On the one hand, recall that Z(t, s) = R(t, s). 
By (3.4), (4.2), and condition (Hl), we obtain that 
Zk(t, 8)B(8 + tk, s + tk) de 
SinceB(t+t,,t+t,+s)-,B(t,t+s)ask~cOuniformlyonRxKforany 
compact set KcR-, we see that B(t+t,,s+t,)+B(t,s) as k+cc 
uniformly on any compact set in Q. In particular, (B(t + tk, s + t,)} is 
uniformly bounded on any compact set in Q, and so is { (8/&)Zk( t, s)}. 
This fact, together with (4.2) and (4.3), shows that {Z”(t, s)} is uniformly 
bounded and equicontinuous on any compact set in Q. 
Now, by Ascoli-Arztla’s theorem and the diagonalization procedure, we 
may assume that {Z”(t, s)} converges to some Z(t, s) as k + co uniformly 
on any compact set in Sz. Let k + cc in (4.1). Then 
$Z(t, s) = ~(tp(t, s) + j’ zqt, ep(e, s) de 
s 
Z(s, s) = I. 
By uniqueness, Z( t, s) = Z( t, s). Consequently, Z( t + t,, s + tk) -+ Z( t, s) as 
k + cc uniformly on any compact set in Sz. Let t > 0 be given, and let 
sup,,,Jb IZ(t, s)] ds=: N< 00. Then 
j’lZ(l+lk,s+f~)lds=~‘k+‘lZ(f+lk,S)ld~~N 
0 Ik + 0 
for all sufficiently large k. Letting k -+ co in the above, we have 
ji IZ(t, s)l ds < N for all t > a; hence, if we let 0 -+ - 00, then 
I ’ IZ(t, s)l ds< N for all t E R. -m (4.4) 
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Thus, for any p E K(R), v(t) = s’ o3 Z(t, s)p(s) ds is well defined on R, and 
it satisfies lyl,<N 1~1~. 
2nd Step. Let h be a small positive number. Then 
Y(t+ A) -Y(t) 
s tfh = I Z(t+h,s)p(s)ds+jr {Z(t+h,s)-Z(t,s)}p(s)ds --oo 
= jt+hZ(f+h,s)p(s)ds+jr {jiih~dO}p(s)ds 
f -cc f 
= ji+hZ(t+h,s)p(s)ds+j’ j’+h{A(B)Z(b) 
l --n I 
+ j” we, v)Z( v, s) dv p(s) d0 ds 
s I 
= j’+hZ(t+h,s)p(s)ds+jr+hj’ (ww3,s) 
f I -m 
+ je zw, v)z( v, s) dv } p(s) ds d6 
s 
= I”hz(~+h,s)a(s)d~+l’ih{A(e)~I z(e,s)p(s)ds}de 
f , -m 
B(8, v)Z(v, s) dv p(s) ds d9 
=:z,+z2+z3. 
Each term is evaluated by (4.2), (4.4), and condition (Hl) as follows: 
and 
IB(e, V)l Iz(V, s)i dv Ip( dS do 
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Thus, \ y(r i-h) - y(t)/ < h(l/l eh + 2MN) IpIR, which proves the continuity 
ofy. 
3rdStep. Foranya<b,setd={(t,s)ER2:--co<sSt,a<t<b6).By 
(3.1), (4.4), and condition (HI), we easily see that the function 
I(=(& s)/af)P(s)l is integrable on A. Then, from Fubini’s theorem it 
follows that 
ss dZ(& 4 - p(s) dt ds A a( 
=: ‘~dt~~(s)ds+j’ij~~dtjp(s)ds 
a 3 
z j’ -cc [Z(b, s) - Z(a, s)lp(s) cifs +jb CW, 3) - 13 ~0) ds n 
=y(b)-y(a)-j6p(s)ds; a 
thus, 
y(b)-y(a)=jjA~p(s)dtds+jCp(s)ds. 
I) (4.5) 
On the one hand, applying Fubini’s theorem again, we obtain 
s 
t i3Z(t, s) 
-P(S) ds -02 at 
= 40 At) + j’, B(t, v) Y(V) dv 
by (3.1). Substitute this equation into (4.5). Then 
y(b)-y(.)=lb{~(r)y(r)+jr B(f,v)y(v)dvfp(f)}df, b>a. 
a -0z 
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Since y is continuous, condition (H2) yields that the brace in the above 
integral is a continuous function of t. Therefore, y is differentiable and 
satisfies Eq. (P,) for all t E R. 
InthecaseofA(t)-A,B(t,s)EB(t-s)withB(.)EL’(O,oo),Grossman 
and Miller [7] have shown that the null solution of (E,) is UAS if and 
only if 
B(t) dt 1 # 0 for all s with Re s > 0. (*) 
Hence, the condition (*) implies the condition SUP,,~ jh IZ(t, s)l ds < co of 
Theorem 4.1. Furthermore, in the periodic case (with a period o), Becker, 
Burton, and Krisztin [2] have shown that J; l: /Z(t, s)l dt ds < co is 
equivalent to supt a o jhlZ( t, s) 1 d s < co under an assumption on B(t, s) (cf. 
Corollary 3.1). In the nonconvolution case and nonperiodic case, to verify 
the condition of Theorem 4.1 directly, it would be desirable to establish 
such a result as those cited above. Of course, employing the technique of 
Liapunov or Liapunov-Razumikhin type, we can do this for some special 
equations. However, the authors have not succeeded in establishing such a 
result for general equations. 
It is known [8, Theorem 3 and its proof] that if the null solution of 
(E, ) is UAS, then (P, ) has one and only one almost periodic solution. 
Hence, we have: 
COROLLARY 4.1. Suppose that conditions (Hl )(H3) hold, and that 
the nuN solution of(E,) is UAS. Thenfor anyp E IX(R), f’, Z(t, s)p(s) ds 
is a unique R-bounded solution of (P,). In particular, if p is an almost 
periodic function, then [Lm Z(t, s) p(s) ds is a unique almost periodic 
solution. 
As an example of Corollary 4.1, we consider the scalar equation 
x(t)=A(t)x(t)+ j’ B(t,s)x(s)ds, 
--no 
(Em) 
where A(t) and B(t, s) are real-valued functions which satisfy conditions 
(Hl)-(H3) and 
A(t)+j’ lB(t,s)l ds< -CX, tER, 
-cc 
for a positive constant cc Then, one can see that the null solution of (E, ) 
is UAS (cf. [S, Theorem 3; 13, Theorem 31). Therefore, Corollary 4.1 yields 
that for any p E BC(R), fLm Z(t, s) p(s) ds is a unique R-bounded solution 
of x(t)=A(t)x(t)+~‘,B(t,s)x(s)ds+p(t). 
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