Helms, Henze, Sass, and Mifsud (2006) defined good practices for internal consistency reporting, interpretation, and analysis consistent with an alpha-as-data perspective. Their viewpoint (a) expands on previous arguments that reliability coefficients are group-level summary statistics of samples' responses rather than stable properties of scales or measures and (b) encourages researchers to investigate characteristics of reliability data for their own samples and subgroups within their samples. In Study 1, we reviewed past and current reliability reporting practices in a sample of Psychological Assessment articles published across 3 decades (i.e., from the years 1989, 1996, and 2006). Results suggested that contemporary and past researchers' reliability reporting practices have not improved over time and generally were not consistent with good practices. In Study 2, we analyzed an archival data set to illustrate the real-life repercussions of researchers' ongoing misconstrual and misuse of reliability data. Our analyses suggested that researchers should conduct preliminary analyses of their data to determine whether their data fit the assumptions of their reliability analyses. Also, the results indicated that reliability coefficients varied across racial or ethnic and gender subgroups, and these variations had implications for whether the same depression measure should be used across groups. We concluded that the alpha-as-data perspective has implications for one's choice of psychological measures and interpretation of results, which subsequently affect conclusions and recommendations. We encourage researchers to recognize the people behind their data by adopting better practices in internal consistency reporting, analysis, and interpretation.
Historically, the reporting and use of reliability estimates of scale scores have been criticized by a variety of sources (Helms, Henze, Sass, & Mifsud, 2006; Vacha-Haase, Kogan, & Thompson, 2000; Willson, 1980 ). Cronbach's (1951) coefficient alpha, a measure of interitem response relatedness or internal consistency, is the most frequently used and/or misused reliability statistic (Cortina, 1993; Hogan, Benjamin, & Brezinski, 2000; Peterson, 1994) . Typically, researchers have reported internal consistency reliability data as a property of measures rather than as a characteristic of the scores from a sample of interest despite advice to the contrary . Wilkinson and the Task Force on Statistical Inference (1999) urged authors to recognize that tests are neither reliable nor unreliable but that reliability is a psychometric property of a specific sample's responses to a measure administered under specific conditions. Thus, they advised authors to "provide reliability coefficients of the scores for the data being analyzed even when the focus of their research is not psychometric" (Wilkinson & the Task Force on Statistical Inference, 1999, p. 596) .
Improper reliability reporting practices imply that "reliable" measures are appropriate for use with all populations. Yet Dawis (1987) pointed out that the magnitudes of reliability coefficients are related to sample composition (e.g., the demographic characteristics of race, ethnicity, gender, and education level). Reporting sample demographic information in research helps readers interpret and determine the relevance of findings for their samples (Helms et al., 2006; Vacha-Haase et al., 2000) . For instance, test manuals typically report score reliability for their samples' and subgroups' responses on the basis of demographic factors such as race, age, education level, and gender (e.g., Butcher et al., 1992; Myers, McCaulley, Quenk, & Hammer, 1998; Reynolds & Kamphaus, 2002) , and it appears to be common practice for researchers to induct reliability from test manuals. Yet "this induction turns on the pivotal requirement that both [referent and current] samples are comparable as regards both composition and score variability" (Vacha-Haase et al., 2000, p. 518) . Here, we focus on how better reporting of internal consistency reliability data, as well as sample demographics, has implications for whether researchers can infer that a measure is fair and appropriate for use with a particular population. In Study 1, we review past and current reliability reporting practices in a sample of articles published in the 1989 . In Study 2, we analyze archival data that were used in a previously published study to illustrate the real-life repercussions of researchers' ongoing misconstrual and misuse of reliability data.
In a recent article, recognized with an Outstanding Quantitative Contribution Award by the American Psychological Association (APA) Division of Counseling Psychology and Sage Publications, Helms et al. (2006) advocated treating Cronbach's alpha (CA) reliability coefficients as data in counseling psychology. The authors provided a user friendly list of better reliability analysis and reporting practices (a) to correct the misperception of reliability as an intrinsic characteristic of a measure or scale and (b) to aid researchers in reporting, interpreting, and analyzing internal consistency coefficients. Additionally, they advocated for an alphaas-data perspective, which encourages researchers to report, interpret, and analyze reliability data as a characteristic of the assessed sample's responses. This stance is meant to prevent researchers from incorrectly inferring that a scale or measure is appropriate for use with all populations. In other words, CA coefficients, as well as other forms of reliability, are group-level statistics that should be reported for each sample's and subsample's responses to a specific scale rather than inferring that the coefficients describe stable attributes of scales or measures per se.
The understanding and application of reliability analyses within psychology research has changed over the past 15ϩ years. In this time frame, extant reviews of reporting practices (e.g., Meier & Davis, 1990) , surveys of undergraduate (Friedrich, Buday, & Kerr, 2000) and graduate psychology statistics curricula (Aiken et al., 1990) (Cousin & Henson, 2000; Helms et al., 2006; Onwuegbuzie & Daniel, 2002; Thompson, 2003) have entered the fold of psychology literature. Yet it remains unclear whether researchers have changed their praxis to be consistent with recommended practice.
Authors of these previously cited reliability reviews, guidelines, and primers have attempted to address and redirect the improper reporting, characterization, and use of reliability coefficients, particularly CA, in research publications. For example, Willson (1980) reviewed articles published in the American Educational Research Journal from 1969 to 1978 and concluded that only 37% of those articles included reliability coefficients for their own sample's responses. He argued that recognizing the heterogeneity of the sample is fundamental to conducting between-group analyses; thus, he advised that researchers should report reliability coefficients for their own data. He also suggested that "editors and reviewers ought to routinely return papers that fail to establish psychometric properties" (Willson, 1980, p. 9) . A decade later, Meier and Davis (1990) provided evidence of the CA reporting practices in the Journal of Counseling Psychology (JCP) by aggregating reliability reporting trends over three decades (i.e., by studying articles from volumes published in the years 1967, 1977, and 1987) . They found that from 1967 to 1977, there was an increase in researchers' providing reliability coefficients for their own sample's responses; however, fewer reliability estimates were published in 1987. More specifically, whereas 85% of articles in 1977 cited previously published reliability coefficients, only 60% of articles in 1987 reported these data. Additionally, in 1977, 97% of the articles contained reliability estimates for their sample's responses, whereas only 77% of articles in 1987 provided reliability data (Meier & Davis, 1990) . Meier and Davis (1990) suggested two reasons for the inconsistent reliability reporting practices. One reason that the authors proposed was an absence of standards for documenting psychometric data. The lack of standards might have reflected silent condoning of the misrepresentation of reliability as a characteristic intrinsic to measures. Second, researchers might have perceived that reliability has no practical utility, thus accepting and perpetuating the assumption that a universal human experience can be captured by a unitary measure without regard for individual and cultural differences.
As the premier assessment journal for APA, PA should be an exemplar of good psychometric reporting practices for all APA journals in which psychological measures are used. In his inaugural editorial for PA: A Journal of Consulting and Clinical Psychology, Kazdin (1989) cited a rise in assessment articles as the impetus for creating the journal and actively solicited assessment articles that focused on developing, validating, and evaluating measurement methods. Furthermore, PA editors, including both Kazdin and Strauss (2004) , stressed the importance of creating an inclusive journal by petitioning for articles that included crosscultural samples and populations that varied in areas such as "ethnicity, minority status, gender, and sexual orientation" (Kazdin, 1989, p. 3) . Strauss (2004) indicated that "the applied focus of [PA] means that potential generalizability of findings and other aspects of external validity are important considerations in the evaluation of all submissions, especially studies of nonclinical groups" (p. 3). In other words, PA's preeminence in the psychological community relies on its role as a reference that readers can use to critically generalize and ethically translate research findings into treatment and practice with diverse populations.
Consequently, good reliability reporting practices in PA are paramount for both the researchers who submit manuscripts and the readers who use their results. That is, reliability reporting has implications for generalizability and ethical practice (AERA et al., 1999; APA, 2003; Wilkinson & the Task Force on Statistical Inference, 1999) . During the past three decades, various scholarly organizations, professional associations, and experts in psychometrics have consistently recommended that ethical assessment practices with nondominant populations (e.g., women, girls, racial and linguistic minorities) require at least two considerations by psychologists. First, "potential test users need to determine whether reliability estimates reported in test manuals [or journal articles] are based on samples similar in composition and variability to the group for whom the test will be used" (Crocker & Algina, 1986, p. 144) . Second, when no such data exist, "psychologists [should] describe the strengths and limitations of test results and interpretation" (APA, 2002 (APA, , p. 1071 .
Some of the relevant literature includes the "Ethical Principles of Psychologists and Code of Conduct" (APA, 1992 (APA, , 2002 , the Standards for Educational and Psychological Testing (AERA et al., 1999) [and] evaluate the evidence to ensure that differences in performance are related to the skills being assessed" (p. 3). From each of these documents, it is possible to infer that it is poor practice and potentially harmful to tested subgroups for researchers to assume that reliability evidence obtained with one sample (e.g., adult men) can generalize to other samples and/or populations (e.g., women, children, adolescents). Given PA's position in the measurement community and the likelihood that researchers look to PA for methodological direction, a review of the journal's reliability reporting practices seems to be in order.
Our aim in Study 1 was to examine the trends of reporting reliability information in PA, starting with its inception in 1989. To assess the state of analyzing, interpreting, and reporting reliability coefficients in recent psychological research, we adapted and integrated the Meier and Davis (1990) methodology with the Helms et al. (2006) alpha-as-data perspective for better reliability reporting practices. More specifically, we investigated whether researchers reported demographic data (e.g., gender, age, education level), scale properties (e.g., number of items), and reliability data (e.g., coefficients) for their own samples.
Study 1 Method
Sample. Similar to Meier and Davis's (1990) procedure, we reviewed a random sample of articles in PA spanning three decades (i.e., articles from PA volumes published in 1989, 1996, and 2006) to discern if reliability reporting, interpretation, and analysis practices changed over time. We chose to review volumes of PA published in 1989, 1996, and 2006 for multiple reasons. First, we sought to be as consistent as possible with previously published studies of reliability reporting practices. For example, Meier and Davis documented reliability reporting trends spanning three decades (i.e., from articles in volumes published in 1967, 1977, and 1987) in JCP. On the basis of their model, we intended to review volumes extending over three decades. Because when we began the study, 2006 was the last complete volume, we chose to review volumes of PA from 1996 and 2006. Second, the first year in which PA was published was 1989, which made it impossible for us to review articles from 1986.
Of the 180 articles published in PA during the years 1989, 1996, and 2006, only the 170 (94%) empirical studies were considered for review. To sample across the three decades and make the review process more manageable, we used an online random number generator (http://www.random.org/integers) to randomly select 40% of the empirical articles from each year to review. This represents a total of 68 articles that were eligible for review.
Given that reliability is a sample-dependent psychometric statistic, we examined internal consistency reliability reporting practices pertaining to the use of scales that measured psychological constructs. We included articles that used self-report scales designed to measure an underlying construct on which people potentially vary (e.g., identity, self-esteem, depression). A scale was operationally defined as a series of two or more items used in summative fashion to assess a construct or domain. Henceforth, scale and measure are used interchangeably throughout this article. Some measures consisted of multiple subscales. Additionally, an article was included in the current study if (a) the researcher(s) used at least one scale measuring psychological constructs and (b) original data were collected and analyzed in their study. We assumed authors collected their own data unless they reported using archival data. Researchers using original data published details about administration of measures, allowing us to verify that only self-report measures were included in our sample. In many cases, researchers' secondary analyses of existing data sets were vague about the administration procedures (e.g., participant selfassessment or rater or observer assessment). Additionally, aspects of the rater's identity (i.e., gender socialization, racial identity) might have influenced participants' responses to the assessment tool, thus potentially influencing the participants' reports of content areas. Therefore, scales completed by raters (e.g., checklists, structured diagnostic interviews) were not included in our analyses. As shown in Table 1 , 45 (66%) of the 68 articles met the inclusion criteria.
Procedure. We reviewed each article using a coding scheme devised for this study that combined Meier and Davis's (1990) data collection methods and the three categories of better practice (i.e., internal consistency reporting, analysis, and interpretation) specified by Helms et al. (2006) . We approached our sample with four levels of analysis in mind: (a) article, (b) measure, (c) subscale, and (d) scale administration. Multiple components of interest made up each level of analysis. At the article level, we collected data on how researchers described their samples. We also assessed whether they engaged in better practices of reliability reporting, interpretation, and analysis such as (a) reporting reliability data for subgroups' scores within their research samples and (b) comparing reliability data from their analyses with previously published internal consistency estimates via reliability generalization studies. At the measure level, we coded data according to whether measures consisted of subscales. We also collected data on how many scales were researcher developed versus previously developed and, for this latter group, how many were researcher modified. Additionally, given that the number of items in a scale or subscale can influence the calculation and the magnitude of reliability coefficients (Helms et al., 2006) , we identified when researchers reported the number of items in the scales or subscales they used. Finally, at the level of scale administration, we coded data according to whether researchers reported their sample's internal consistency estimates with confidence intervals and related descriptive statistical information (i.e., means, standard deviations, and standard errors of measurement) each time the scale was administered in a study (e.g., Time 1, Time 2). These four levels of analysis and their related components of interest were the foundation of our coding scheme. In our pilot study, four reviewers independently coded 10 articles and then compared results to determine if there were any discrepancies. When discrepancies occurred between raters, coding criteria were further refined and clarified. For example, initially we only coded whether authors reported reliability either for their own data or for scores from previous studies that explicitly labeled reliability by type (e.g., CA, theta, Kuder-Richardson formulas). This approach was augmented after reviewing several articles that made a general reference to internal consistency or reliability but failed to explicitly mention the type of internal consistency reported in one or more places. We opted to code such instances as CA, as this is the most frequently used internal consistency method in current literature (Helms et al., 2006; Thompson, 2003) and other methods (e.g., split-half, KuderRichardson) tended to be labeled as such when reported in the articles. Moreover, Kuder-Richardson formulas are special cases of CA for analyzing dichotomous item responses (e.g., true-false), and CA may be interpreted as the average of all possible split-half reliability coefficients. Perhaps the common oversight in identifying the type of internal consistency statistic used can be attributed to authors' unfamiliarity with the different types of reliability coefficients (e.g., split-half, CA, and Kuder-Richardson formulas) or lack of knowledge about how to choose the appropriate reliability method. (Thompson, 2003 , provided a detailed description of the various reliability coefficients.) Also, it is the case that CA is the default option in some statistical packages, and, consequently, researchers may not realize that the appropriate use of CA depends on whether one's data satisfy specific statistical assumptions.
After finalizing the coding scheme, reviewers individually coded the remaining 35 of the 45 total articles. The reviewers met several times as a group to discuss individual reviews and reach consensus when points of discrepancy emerged. This consensus approach proved to be necessary given the disparate manner in which researchers described their sample(s) and reported, analyzed, and interpreted internal consistency reliability coefficients. Thus, the results pertain to the analysis of the 45 randomly selected articles from PA from the years 1989, 1996, and 2006 that met the inclusion criteria.
Results
The results of our analyses indicated that adoption of better practices of reporting reliability data as suggested by various psychometric guidelines (AERA et al., 1999 (Cousin & Henson, 2000; Helms et al., 2006; Onwuegbuzie & Daniel, 2002; Thompson, 2003) has been inconsistent over time. As shown in Table 2 , we examined the frequency with which researchers reported quantifiable demographic data. Means and standard deviations constituted quantifiable demographic reporting for age, whereas numbers or percentages sufficed for all other demographic variables. Age, race, and gender were the most frequently reported demographics. However, the reporting of age statistics decreased in 2006, with only 43% of the sampled articles reporting both means and standard deviations, whereas in 1989 and 1996, at least 80% of articles reported that information. Likewise, education level was reported for at least 50% of the articles in 1989 and 1996, but no authors reported education levels in the 2006 articles. Geographic location, socioeconomic status (SES), and sexual orientation were the least reported demographic variables. None of the articles reviewed reported demographic information related to the sexual orientation of samples.
In Table 3 , we summarized the degree to which investigators embraced an alpha-as-data perspective by reporting reliability coefficients calculated from the scores of their own samples or subsamples rather than inferring reliability from measures used in past research (i.e., referent reliability). The trend of researchers' reporting reliability data for their own samples (e.g., subgroup reliability estimates, scale score means and standard deviations) remained consistently low across the three volumes reviewed. The fewest reports of researchers' own samples' reliability coefficients occurred in 1996 (10%). In 1989, 21% of investigators reported reliability estimates for their own samples ' responses, and in 2006 ' responses, and in , 28% included this information. Similarly, in 1989 ' responses, and in and 1996 , no authors (0%) provided reliability coefficients for subgroups' responses, and in 2006, only 1 (7%) article supplied reliability data from subgroup scores.
Equally important, there was little change in authors' reporting of referent reliability coefficients. In contrast to Meier and Davis's (1990) finding that the majority of JCP authors reported reliability estimates for previous samples' responses, our review found that PA authors minimally reported these data. Over the three time points sampled, only 6%-11% of PA authors reported previously published reliability estimates. The provision of referent reliability would have indicated whether the authors had correctly concluded that their selected measures were appropriate for use with their sample(s).
Contrary to Meier and Davis's (1990) survey of JCP articles, our investigation indicated that PA authors used more previously developed scales in their research and provided references more frequently for those scales. As the use of previously developed scales increased, researchers would have more referent reliability statistics available by which to conduct reliability generalization studies (Vacha-Haase, 1998) . Vacha-Haase (1998) , the originator of the concept of reliability generalization studies, indicated that the meta-analytic process would help researchers and practitioners understand "(a) the typical reliability of scores for a given test across studies, (b) the amount of variability in reliability coefficients for given measures, and (c) the sources of variability in reliability coefficients across studies" (p. 6). Cousin and Henson (2000) further explained that the reliability generalization method could potentially assist test users in identifying appropriate measures for use in practice and research while also specifying "sample characteristics and factors that influence and affect score data" (p. 3).
Beyond the reliability reporting practices investigated in the Meier and Davis (1990) review, we also examined how many PA authors used good standards of analyzing and interpreting reliability data, such as calculating and reporting composite alpha and confidence intervals and conducting reliability generalization studies. Unfortunately, rather than reporting composite alpha (i.e., treating scales as items) for multiscale measures, authors reported alpha for all items across scales (i.e., total-scale alpha) without regard for the likelihood that a sample may respond differently to the unique dimensions being assessed by subscales. Instead, as recommended by Helms et al. (2006) , authors should have reported composite alpha, which "provides a numerical estimate of the extent to which a shared theme runs through the subscales as opposed to the individual items" (p. 643). Thus, calculating composite alpha would have constituted a better practice. (See Cronbach, 1951 , or Helms et al., 2006 , for a more thorough explanation of composite alpha.) Moreover, no authors calculated and reported confidence intervals around their obtained sample reliability estimates or conducted reliability generalization studies. Either of these procedures would have enhanced confidence in the adequacy of the obtained reliability estimates.
In sum, the frequency of reporting the most basic reliability information (e.g., CA coefficients) was minimal. Furthermore, reporting of basic sample demographic information (e.g., age, education) and scale attributes (e.g., number of items) was inconsistent and marginal over the years. The majority of authors reported the age, race, gender, and, to a lesser degree, educational demographics of their samples. However, we inferred that authors' oversight in reporting sample demographic information pertaining to geographic location, SES, and sexual orientation implied that the authors did not study the effects of these demographic factors on CA coefficients, thus limiting the generalizability of their study's results. No authors included reliability confidence intervals, generalization studies, or standard errors of measurement in their reports; of those who reported full-scale alpha for multiscale measures, none included a related composite alpha estimate.
How Reliability Coefficients Might Matter
One factor possibly contributing to researchers' incorrect assumptions about reliability (e.g., reporting reliability as a property of a measure) could be the lack of a clear understanding as to how poor reliability practices might affect the people behind their data. When scales are used for screening or diagnostic purposes, clients or clinical populations may be over-or underassessed or misdiagnosed if reliability estimates are inaccurate; when scales are used for research purposes, insufficient reliability reporting practices influence the interpretation and application of research results and contribute to development and use of faulty measures.
Specifically pertinent to psychological testing and research, reliability coefficients matter with respect to (a) test norms, (b) validity studies, (c) the assessment of individuals, and (d) the evaluation of sensitivity of measures. A 12-item version (CES-D-12) of Radloff's (1977) Center for Epidemiologic Studies Depression Scale (CES-D) is used to elaborate on these issues.
Concerning test norms, Radloff's (1977) CES-D was developed on entirely White samples of unknown genders, and the psychometric analyses conducted on these samples' responses have been presumed to generalize to African, Latino, Asian, and Native American (ALANA) and immigrant subgroups or samples without confirming that such is the case. Yet if reliability coefficients differ among subgroups within a sample, then the interpretation of scale scores should also differ.
With respect to validity, studies to determine what construct is being measured (e.g., construct validity) are often conducted by correlating participants' scores from two construct-related measures, as, for example, two measures of depression (e.g., CES-D and days of mental health treatment). By means of the correction for attenuation, reliability coefficients may be used to "correct" validity coefficients (i.e., correlations) for imperfect reliability and, therefore, provide information about the likely magnitude of the correlation under similar measurement conditions if one or both measures had yielded scores that were perfectly reliable. Validity coefficients of subgroups with lower reliability coefficients would require more correction than analogous coefficients for subgroups with higher reliability coefficients. Sample-level scale statistics are often used to evaluate scores of individuals on measures. The standard error of measurement (SEM), which is derived in part from the sample-level reliability coefficient and standard deviation, is useful in this respect. The SEM reveals how variable a person's scores are theoretically, but its use presumes that the assessed individual is similar in important aspects (e.g., age, race or ethnicity, gender) to the group from which the reliability statistics were derived. Its use assumes that a normal distribution of scores would have occurred if the person had responded to the CES-D-12 many times, say 5,000 times, and did not remember her or his previous responses. The SEM is the hypothetical standard deviation for the person's many hypothetical test scores estimated from a sample's reliability data. Thus, the normal curve, which is demarked by standard deviations, may be used to provide a theoretical estimate of the range wherein the person's "true [depression] score" (Helms et al., 2006, p. 634) lies at some level of probability. The SEM is smaller when reliability is high and the standard deviation is small.
Test sensitivity refers to whether scores obtained from a specific test yield accurate classifications with respect to some external criterion. For example, in clinical settings, cutoff scores (e.g., 10) on the CES-D might be used in contingency tables to predict desirable (e.g., improvement following treatment) or undesirable (e.g., suicide attempts) outcomes. Correct identification of the proportions of people who actually attempted suicide, for example, and whose scale scores were above the cutoff would indicate the sensitivity of the CES-D-12 scale scores. Thus, for different subgroups (e.g., racial or ethnic groups), one would expect different numbers of people to exceed the cutoff score if the reliability coefficients of the subgroups varied; therefore, sensitivity would be different.
In sum, understanding reliability coefficients as data has implications for how researchers and practitioners use test scores, which, in turn, will have implications for the people or participants who are being assessed. Practically speaking, examination of reliability coefficients may assist test users with understanding whether or how well measures are actually assessing the psychological concepts they purport to measure.
Study 2
In Study 2, we applied the alpha-as-data perspective to archival data from the National Survey of American Life (NSAL; Jackson, Neighbors, Nesse, Trierweiler, & Torres, 2004) , a data set housed at the University of Michigan's Inter-University Consortium for Political and Social Research (n.d.). We illustrate how subgroups' responses affect reliability coefficients, as well as related analysis and interpretation practices. It was not our intent to question the integrity and usefulness of previously published studies that used NSAL data; instead, we intended to encourage use of better reliability practices more generally.
Many of the researchers who wrote the articles we reviewed did not seem to recognize that sociodemographic categories function as proxies for life experiences (Helms et al., 2006) . To investigate how contemporary researchers have used the CES-D-12 with ALANA and immigrant samples, we explored the reliability practices of Lincoln, Chatters, Taylor, and Jackson (2007) . These researchers used latent profile analysis to identify how variables (e.g., demographic, social support, and life stress) clustered, creating risk and protective profiles for depression among African American and Black Caribbean respondents. Lincoln et al. found that older age and male gender were related to lower levels of depression as measured by the CES-D-12; in contrast, female gender and low SES (a combination of educational level and income) increased risk for depression. Lincoln et al. (2007) stressed "the importance of examining heterogeneity [with respect to various combinations of demographic (e.g., age, gender, SES) and psychological (e.g., experiences of racial discrimination and social support) factors] within racial and ethnic groups" (p. 209). Yet Lincoln et al. seem not to have considered how the internal consistency coefficients (i.e., CA) of their samples' responses to the CES-D-12 were affected by the demographic factors (e.g., gender, SES, and age) that were relevant to their results and conclusions. Here, we chose to focus our investigation on the scores of subgroups categorized by race or ethnicity and gender given Lincoln et al.'s conclusion that race or ethnicity and gender were related to different levels (e.g., low vs. high) of depression reported by their participants.
According to Helms et al. (2006) , preliminary within-group examinations of the statistical properties of the data on which CA coefficients are based allow researchers and practitioners (a) to decide whether CA is an appropriate statistic for analyzing their data and (b) to better interpret their CA coefficients, if they decide that it is. Typically, researchers have not treated reliability coefficients as data, nor have they conducted the same sorts of preliminary analyses they would if they were conducting other types of statistical analyses (e.g., analyses of variance, t tests) subsumed under the family of general linear models (GLM). Perhaps, because psychometricians and statisticians often use different terminology or rationales to refer to essentially the same concept, the interrelationships among reliability and statistical analyses may not be readily apparent.
With respect to CA reliability coefficients specifically, Thompson (2003 ), quoting Dawson (1999 , noted that the GLM is evident in the calculation of CA, because CA is essentially the ratio of two variances (p. 12). Most standard texts on psychological assessment present the formula for the ratio of CA as some version of the following:
where K is the number of scale items, ͚SD k 2 is the sum of each item's response variance, and SD total 2 is the variance for the total scale scores. Thompson (2003, pp. 14 -19) pointed out that the algebraic equivalent of SD total 2 in the foregoing formula is SD total 2 ϭ ͚SD k 2 ϩ (͚COV ij ϫ 2); SD total 2 and SD k 2 are as previously described and ͚COV ij is defined as the sum of the products of the off diagonal correlation coefficients and the corresponding pairs of standard deviations (e.g., r 12 ϫ SD 1 ϫ SD 2 in a K ϫ K square matrix).
Decomposition of CA into its components makes it easier to show that, as is the case for other GLM statistics, response styles of individuals within samples ought to affect the magnitude of standard deviations of item responses as well as their variances (SD 2 ). Response-style effects occur because item-response mean values are used to calculate the standard deviation and their variances and, therefore, are hidden foundations of the variancecovariance matrices used to compute SD total 2 as previously discussed.
Oddly, it appears that researchers typically do not conduct preliminary analyses to determine whether their data meet the assumptions of GLM statistics or the tenets of classical test theory with respect to CA specifically. Moreover, preliminary analyses of the characteristics of one's data would enable the researcher to infer how or whether CA is deleteriously influenced by such characteristics and, in turn, whether CA is an appropriate reliability analysis for their data (Helms et al., 2006) . Thus, one purpose of Study 2 was to show why such preliminary analyses are important. The second purpose was to illustrate better reliability reporting and interpretive practices. The final purpose was to demonstrate how sociodemographic characteristics (i.e., proxies for different life experiences) might affect the reliability of subgroups' responses.
Method
Sample. The NSAL was a household probability sample of African Americans (n ϭ 3,570), Black Caribbeans (n ϭ 1,438), and White Americans (n ϭ 891), all 18 years of age or older (Jackson et al., 2004) . Our sample (N ϭ 5,323) consisted of African American (n ϭ 3,383), Black Caribbean (n ϭ 1,375), and White (n ϭ 565) men and women who completed the CES-D-12. Our sample is somewhat smaller than the sample described by Lincoln et al. (2007) given that we only included respondents who had no missing responses to the CES-D-12. Participants' mean age was 43.30 years (SD ϭ 16.34). The majority of participants identified as women (62.6%) with men making up 37.4% of the sample. The majority of participants were employed (78%) with unemployment affecting 9.1% of the sample. A segment of the sample (22.9%) was retired or otherwise not in the labor force. Married or cohabiting participants constituted 38.4% of the sample, with the remaining participants being either divorced (30.4%) or never married (31.2%). The sample's educational background spanned from no high school diploma (22.7%) to some college experience (23.9%) to college graduate and beyond (18.1%), with high school graduates (35.2%) constituting the largest percentage of the sample.
Measure. The CES-D-12 was developed to assess depressive symptoms experienced within the past 7 days (Radloff, 1977) . Examples of items include "I felt that I was just as good as other people" and "I felt that everything I did was an effort." Participants responded to each item using a frequency scale with responses ranging from 0 ϭ rarely or none of the time (less than 1 day) to 3 ϭ most or all of the time (5-7 days). Positively worded items were reverse scored. Summing the responses to all 12 items yielded a continuous measure of depression; higher scores indicated a greater number of depressive symptoms.
This commonly used measure has been used to assess depression with diverse samples. Seaton, Caldwell, Sellers, and Jackson Procedure. Using SPSS 16.0 Frequency and Reliability analyses and syntax we wrote, we conducted preliminary and reliability analyses of the responses from the entire selected sample, as well as for each of the racial or ethnic and gender subgroups. Readers may note the limited demographic data that we used, which seems incongruent with better practices. We chose to report demographics related to gender, race or ethnicity, age, and income level (i.e., SES) because Lincoln et al. (2007) concluded that these factors either promoted or protected against depression. In other words, gender, race or ethnicity, age, and income level were the most salient demographic factors in their study. Additionally, we used income level as a proxy for SES because we could not determine how Lincoln et al. operationally defined the variable. Here, we provide an example of how subgroup characteristics might influence their responses to a measure and therefore reliability. Thus, we opted to conduct the preliminary analyses and reliability analyses for racial or ethnic and gender subgroups' responses but recognize that examination of subgroups' scores defined by the other tabled demographic characteristics might have yielded different results.
Results
Preliminary analyses. To determine whether the data for each group fit the GLM and classical test theory assumptions underlying use and interpretation of CA, we conducted preliminary analyses. We tested the assumptions of (a) normal distributions of item responses, (b) homogeneity of variances, and (c) positive correlations among item responses. Pearson correlations (e.g., average interitem correlations) among item scores were examined to determine the extent to which the item responses were positively linearly interrelated. See Table 4 for a summary of the results of these preliminary analyses.
Effects of skewed or nonnormal response distributions. Concerns about the effects of skewed item responses on the magnitude of CA have been expressed, but only two studies (Enders & Bandalos, 1999; Norris & Aroian, 2004) have investigated effects on CA specifically rather than on correlation coefficients or standardized alpha, which is derived from correlation coefficients (Greer, Dunlap, Hunter, & Berman, 2006) . In statistical theory, it is well-known that skewed distributions affect the size of the mean. Glass and Hopkins (1996) stated that the mean of a skewed distribution "is pulled toward the tail [or skew]" (p. 59); consequently, the mean is overestimated when the skew is positive (left bunched) and underestimated when the skew is negative (right bunched). None of the studies that we located examined the effects of skewed response distributions on item means. Yet the mean is implicated in virtually all of the components of the CA formula previously discussed, including the variance and standard deviation (e.g., SD 2 ϭ ͚[X Ϫ M] 2 /N); correlation coefficient (r xy ϭ COV xy /SD x SD y ); and, therefore, the variance-covariance matrix.
Thus, in our preliminary analyses, we focused on determining whether the CES-D-12 item responses were skewed for the various groups and, if so, how the means and CA were affected. Z tests for skewness (i.e., the value of skewness divided by the standard error of skewness) and examination of histograms were used to evaluate the normality of distributions of the individual items of the CES-D-12, as well as the total scores. Spearman rank order correlations (r s ) were calculated to explore the relationships of mean item responses to levels of item skewness.
The assumption of normal distribution of item responses (i.e., lack of skewness) was violated for the full sample and each of the subgroups. We could locate no objective criteria for classifying skewness as problematic; for our purposes, we arbitrarily used the labels slight (0 to 1), moderate (1 to 2), strong (2 to 3), and very strong (3 to 4) to classify the degree of skewness. For the full sample and each of the subgroups, the distributions of each CES-D-12 item and the total score were significantly positively skewed (i.e., bunched toward the lower end of the scale) with the exceptions of one item each for White women and White men. Most of the total sample's 12 item response distributions (67%) were moderately skewed and the z test for the total score disregarding race, ethnicity, and gender was significant, as shown in Table 4 .
The degree of skewness for the subgroups' item response distributions tended to vary. For African American and Black Caribbean women, all except one of their 12 item response distributions were moderately or strongly skewed. For the African American and Black Caribbean men, 10 (83%) of their item response distributions were at the moderate to strongly skewed levels, whereas most (92% or 11) of White men's responses were in the slight to moderate ranges of skewness.
For each subgroup, the Spearman rank order correlations between the 12 item mean scores and item levels of skewness were almost perfectly inversely related (e.g., for Black Caribbean women, r s ϭ Ϫ.99; for Black Caribbean women endorsing depressive symptoms, r s ϭ Ϫ.99), indicating that higher levels of skewness were related to lower mean item responses. Even though level of skewness is also implicitly derived from item means (i.e., ͚z 3 /N), note that if the item response distributions had not been skewed or had been skewed in different or multiple directions, the correlations would not have been so high. Given the strong levels of positive skewness across subgroups, we attempted to reduce the skewness of item response distributions. Transforming item responses was not practicable, because results of analyses would not be generalizable to other studies in which the CES-D was used. Adapting an analytic procedure from item response theory (Henard, 2002), we eliminated the consistent responders (i.e., the people who gave the same response to all items).
The only consistent responders in our sample were those who answered 0 to all items on the CES-D-12 (i.e., their total score was 0). Thus, we removed these consistent responders; henceforth, we refer to them as zero responders. The proportions of zero responders for each subgroup in descending order were 14.65% of Black Caribbean women, 13.01% of African American women, 12.92% of Black Caribbean men, 12.83% of African American men, Table 4 Summary
of Preliminary Analyses of Skewness, Homogeneity of Variance, and Item-Response Correlations for the NSAL CES-D-12
Variable 4.52% of White women, and 3.79% of White men. We replicated the previous analyses with the remaining responders (i.e., those who endorsed at least one symptom). Table 4 also summarizes the results of this second set of preliminary analyses. The results were essentially the same without zero responders, but the levels of positive skewness were not as strong as when zero responders were included. Changes were that 10 rather than 12 of White women's item responses were significantly positively skewed and 11 item responses were significantly positively skewed for White men.
Thus, the assumption of normality of item responses was not supported for either the full sample and subgroups or their parallels without zero responders. Spearman rank order correlations between the 12 item response means and levels of skewness again revealed almost perfect inverse relationships for all groups in each condition, indicating that higher skewness was associated with lower means. Moreover, almost perfect redundancy between the two variables (i.e., item means and levels of item response skewness) suggests that level of skewness could be substituted for mean values in the computation of the variance-covariance matrices used to calculate CA coefficients without changing the value of CA coefficients by much, if at all. We performed these analyses and discuss the results in the Reliability Analyses section.
Homogeneity of item variances. In measurement theory, whether item response variances are equal (i.e., homogenous) determines in part whether CA is an appropriate statistic for estimating reliability (Feldt & Charter, 2003) . Item variance ratios (i.e., the largest item standard deviation divided by smallest item standard deviation) were used for determining homogeneity of variance among the item responses. To reduce the number of analyses, we compared only the largest and smallest variances because if these were not equivalent, then the assumption of equality of variances was violated.
Analyses of the item variance ratios shown in Table 4 revealed that almost all of the larger item variances were significantly different from the smaller item variances in the total samples and the subgroups well beyond the .001 level of significance. This was true even after adjusting for correlations between variances with the exceptions of the total sample without zero responders, r(4667) ϭ .13, p Ͻ .01; the total sample of African American men, r(1198) ϭ .10, p Ͻ .01; and White women with symptoms, r(336) ϭ .29, p Ͻ .01 (Snedecor & Cochran, 1967, p. 187) . Thus, the assumption that item response variances were equal was not confirmed for most of the groups. Therefore, CA coefficients might have been attenuated in most of the subgroups and the total sample.
Interitem correlations. CA is intended to assess the extent to which a set of items assesses a single attribute or is homogeneous with respect to content (e.g., depression), which is commonly expressed as the level of internal consistency. "If the average correlation among [responses to] items is very low (and thus the average correlation of [responses to] items with total scores is low), the items as a group are not homogeneous" (Nunnally, 1967, p. 255) . As shown in Table 4 , all of the average interitem correlations (r ) were large enough to suggest that the items were linearly positively related to each other with the possible exceptions of the Caribbean subgroups and African American men in the symptomatic subgroups. Yet examination of the correlation matrices revealed varying numbers of negative correlations among items for the different groups.
In both the total and zero-responder reduced total samples, all item responses were positively correlated except one pair and two pairs, respectively. The average interitem correlation was positive for each of the three subgroups of women in each sample; but one pair of interitem responses was negatively correlated for the White women in the total sample, whereas one, four, and seven negative correlations occurred for the White women, African American women, and Black Caribbean women, respectively, in the sample with at least one symptom. All total-sample interitem responses, with the exception of two, were positively correlated for the Black Caribbean men; the scores of the African American and White men's subgroups each resulted in only one pair of negatively correlated interitem responses. The numbers of negatively correlated interitem responses for symptomatic men increased to seven for Black Caribbeans and six for African Americans but remained at one for Whites.
Thus, regardless of the subgroups' characteristics (e.g., gender, race or ethnicity, and presence of depressive symptoms), the average interitem correlations for the sample and the subsamples were positive but low. Additionally, there were varying numbers of negative correlations among the within-subgroup item responses, which might have signified the presence of multidimensional or multifactorial item responses.
In sum, the assumption of normal distributions of item responses was not met due to our findings of significant positive skewness across all of the groups and the significant, almost perfect inverse relations between levels of skewness and item response means. The assumption of equality of variance was not met for the item responses within subgroups or the total samples and one or more interitem correlations were negative for each subgroup. Thus, none of the assumptions for the use of CA were met, and violation of any of them potentially would lead to attenuation of internal consistency reliability coefficients and/or misinterpretation of CA findings. Our preliminary analyses suggested that CA and internal consistency reliability statistics generally might not have been appropriate for analyzing the NSAL sample's responses to the CES-D-12, but we proceeded so that we could buttress our points about the importance of good reliability practices.
Reliability analyses. Ignoring the results of the preliminary analyses that suggested that CA might not be the best statistic for evaluating the internal consistency of subgroups' responses to the CES-D-12 because of extreme item response skewness, heterogeneity of variances, and some negative interitem response correlations for some of the subgroups, we calculated the statistic on the basis of all respondents in each of the subgroups (see Table 5 ) and subgroup respondents with all zero responders removed (see Table  6 ) for illustrative purposes. In the tables, we used better practices for summarizing reliability data (e.g., 95% confidence intervals, means, standard deviations, and CA by subgroup) for the responses of the total sample of NSAL participants (N ϭ 5,323) who completed the CES-D-12. Sample sizes for the total sample and the separate subgroups under the two conditions are shown in Tables 5 and 6 .
The 95% confidence intervals for the CA coefficients indicate the probability that the unknown true value of CA is contained within the obtained range. In our entire sample divided by race or ethnicity and gender subgroup, both men of Color ethnic groups responded to the CES-D-12 in a less internally consistent manner than did women across racial and ethnic groups and White men in the samples including zero responders, but both men of Color and Black Caribbean women's responses were less internally consistent relative to the other groups when zero responders were excluded. For the full samples, all of the midpoint coefficients and all but one (Black Caribbean men) of the CI lower limits exceeded the arbitrary standard of .70, which was the minimum value used by most of the Study 1 researchers to judge the adequacy of their scales when they reported reliability coefficients. CA coefficients without zero responders were reduced by about 6%-8% for the groups of Color but only about 1%-2% for the White groups.
In the absence of the preliminary analyses and subsequent reliability analyses summarized in Tables 5 and 6 , the results in Table 5 might have been interpreted as indicating moderate to high reliability of each individual subgroup's responses, and mean scores would have been interpreted as meaningful. However, Table 6 shows that when the levels of item response skewness were reduced but not eliminated, CA reliability coefficients decreased relative to their Table 5 values while mean CES-D-12 scores increased for all of the subgroups, although these effects were much smaller for the White men and White women than for the other groups. These findings with respect to item response variability were contrary to Greer et al.'s (2006) Monte Carlo simulation studies of the effects of skewness on another type of internal consistency reliability estimate (i.e., standardized alpha), where they found that alpha was decreased most when skewness was largest. In other words, the reliability coefficients in Table 5 (which included zero responders) should have been smaller than the reliability coefficients in Table 6 because the item skewness levels in Table 5 were larger. That is, our findings were the reverse of what might have been expected.
The explanation for the obtained skewness anomaly is that when item responses of zero (i.e., the symptom is not endorsed as self-descriptive) are used disproportionately by respondents relative to other response options, the zero values have indirect effects on the item means but strong direct effects on the item variancecovariance matrix used to calculate CA. Consider, for example, the item "I had crying spells," the most severely positively skewed item for African American men after the consistent zero responders had been removed. The proportions of respondents endorsing each response option were as follow: 0 (rarely or never), .8872; 1 (some of the time), .0669; 2 (occasionally), .031; and 3 (most or all of the time), .0153. Thus, the sample mean for this item is the sum of the products of the proportion corresponding to the response options greater than zero: [(.0669 ϫ 1) ϩ (.031 ϫ 2) ϩ (.0153 ϫ 3)] ϭ .175.
Each item mean would be calculated in like manner, and the total subgroup sample means, reported in Tables 5 and 6 , are the sums of the item means so calculated. Proportions of nonzero responses increased as the sample sizes decreased because, of course, proportions are based on total sample size; but levels of respondents' endorsement of the items did not actually change; they were just given more weight as the total numbers of (zero) respondents decreased. Thus, the zero responses exerted an indirect or a nonobvious influence on the item means and CES-D-12 total mean scores at the sample level. CA coefficients are calculated from variance-covariance matrices, where item variances are defined as item standard deviations squared and item response covariances are the cross products of item standard deviations and corresponding correlation coefficients. Mean item responses, calculated as previously described, also have an insidious effect on estimates of variance and covariance. Recall that the first step in calculating an item standard deviation is to subtract the item mean from each obtained score for each person. There can be only four obtained item responses for the CES-D-12 (i.e., 0, 1, 2, or 3). Deviations of these responses from the item means are squared, summed, and then multiplied by the respective proportions of respondents for each response option, which yields the item variances that are the diagonal values of the variance-covariance matrix used to compute CA. The square roots of the item variances are the item standard deviations.
Thus, zero values always result in the item mean being added to the item variances and the standard deviation because zero minus the item mean is the negative mean (e.g., 0 Ϫ .175 ϭ Ϫ.175), which is squared to permit computation of the item response variance (e.g., .175 2 ϭ .0306). Thus, in general, greater numbers of zero responses per item yielded higher levels of item variability and, therefore, higher CA coefficients, because the samples' item mean values were substituted a greater number of times when item responses were positively skewed. In other words, depending on their proportions in the subgroup(s), the responses of people reporting an absence of symptoms (i.e., zero values) were given more or as much weight in the internal consistency reliability analyses as the responses of people reporting some symptoms.
To explore the effects of positive skewness (i.e., zero bunching), we made use of our preliminary finding that item means and levels of item skewness were almost perfectly inversely correlated for most of the subgroups by substituting levels of item skewness for item mean values in calculating the variance-covariance matrices for the zero-responder reduced subgroups. The results of these analyses were that skewness alpha coefficients were essentially equivalent to CA within rounding error for the total sample, the total sample with at least one symptom, and the race or ethnicity and gender subsamples, with the exception of the four White and Black Caribbean men subsamples (see Table 4 ). These results suggest that for most subgroups, CA coefficients were likely a response-style (i.e., zero endorsing) rather than a content (i.e., depression) coefficient.
In sum, if we had not conducted preliminary analyses to confirm the assumptions pertaining to interpretation of CA for each of the subgroups, we might have erroneously concluded that the CES-D-12 measured the same construct (depression) across groups. Moreover, if we had followed the reliability reporting procedures of the studies reviewed in our Study 1, we would have used the magnitude of the CA for the total sample as support for our interpretation and subsequent main analyses. Our findings suggest that further analyses are necessary to determine what construct(s) the CES-D-12 measures in the NSAL data set and for whom.
General Discussion
The purpose of Study 1 was to examine the trends of reporting CA reliability information in PA, starting with the inception of PA in 1989. Overall, our stratified random review indicated that researchers continued to misconstrue reliability as a property of scales as opposed to a property of the samples' responses from which their data were derived. Prior alpha-as-data scholars have provided persuasive, well-researched treatises on the origins of this measurement fallacy (e.g., , as well as clear frameworks for circumventing it (e.g., Helms et al., 2006; Onwuegbuzie & Daniel, 2002) .
In Study 2, we highlighted that the lack of explicit attention to reliability coefficients and related statistics as data may contribute to the development and use of scales that do not have the same meaning across subgroups and perhaps the populations that they are intended to assess. More specifically, psychological measures (e.g., CES-D-12) that are frequently endorsed as reliable might not be appropriate for assessing groups (e.g., ALANAs) who were not included in the normative sample or whose presence was too small to influence the group-level statistic. If we had not conducted item-level preliminary analyses and race or ethnicity and gender subgroup analyses as recommended by Helms et al. (2006) , we might have incorrectly inferred from the CA coefficients that the CES-D-12 scores should have been interpreted similarly across groups.
Also, previous researchers seem not to have recognized that the psychometric assumption underlying the use of CA is that all items on a scale are supposed to assess a single theoretical construct (i.e., first factor concentration), in this case, symptoms of depression. Moreover, if the scale is to be used with multiple populations, the items should assess the same construct across groups. Yet several authors have indicated that depression may manifest differently for people of Color relative to their White counterparts, including populations of African descent (Ayalon & Young, 2003; Das, Olfson, McCurtis, & Weissman, 2006) . For example, Brown, Schulberg, and Madonia (1996) reported disparate types and levels of somatic symptoms, stress, and physical functioning in depressed African Americans and Whites. Also, when discussing depression, White participants were more likely to mention the changes in their affective mood, whereas African American participants tended to address their physical symptoms.
In our Study 2 analyses, the higher percentages of zero responders and zero item responses of the men and women of Color as compared with White women and White men seems consistent with the observation that different theories of depression and, therefore, scale items might be necessary to assess depression adequately across race or ethnicity and gender groups despite their scores meeting the arbitrarily defined as acceptable level of CA (e.g., .70; Helms et al., 2006) . We did not find many examples of studies in which researchers investigated the within-group psychometric characteristics of single race or ethnicity and gender subgroups' responses to the items from which their CA coefficients were derived, even when the coefficients were obtained as supplements to item-level factor analyses or structural equation modeling. In one exception, Love and Love (2006) found that zero responders to the CES-D-20 accounted for 72% (CA ϭ .91) of their community sample and 61% (CA ϭ .87) of their clinic sample of elderly Black urban men of unspecified ethnicities. Thus, the problem of allowing asymptomatic responders to define the psychometric structure of the CES-D and perhaps other scales may be as problematic as was evident from our analyses, especially for men of Color. Also, the relatively lower mean scores for the subgroups of Color in Study 2 might not necessarily indicate lower levels of depression but instead may reflect the inadequacy of the items to assess depression as it is manifested in the studied groups.
Limitations
The small sample of PA articles reviewed in Study 1 may not be representative of the state of affairs in the field as a whole, nor does the sample fully represent the past 24 years of publications in PA. However, we based our approach to this study on extant literature that used a similar methodology for exploring similar issues (e.g., Meier & Davis, 1990 ) in other journals. Furthermore, our findings are consistent with the work of previous researchers who have concluded that there is a dearth of reliability data in published articles in psychological literature (e.g., Meier & Davis, 1990; Thompson & Snyder, 1998; Willson, 1980) .
In both Study 1 and Study 2, we relied on previously published and collected data. Thus, we were constrained by the quality and/or ambiguities of the data that were available to us for analysis. For Study 1, the researchers' nonstandard reporting practices made it difficult to ascertain how to appropriately code the reliability-related data. In Study 2, when the NSAL code book and the data were inconsistent, we were forced to use our best judgment to resolve the discrepancies. For example, the NSAL code book (Inter-University Consortium for Political and Social Research, n.d.) referenced "in the past month" as the time frame for assessing symptoms of depression, whereas the actual data set refers to "in the previous week." Also in Study 2, we experienced limitations because three of the assumptions (i.e., normality of response distributions, homogeneity of item variances, and positive interitem correlations) underlying the use of CA were violated. We could find no evidence that Lincoln et al. (2007) or, for that matter, other researchers addressed these three violations of CA assumptions concurrently either in Monte Carlo studies or in real-life samples. The goal of our studies was not to recommend use of particular types of reliability. Yet it should be noted that if our findings generalize to other samples, researchers would be well advised to consider whether CA and analogous internal consistency estimates yield interpretable results for their samples-even when the magnitudes of obtained coefficients appear adequate.
Recommendations and Conclusions
We recognize that the Helms et al. (2006) alpha-as-data guidelines were articulated and published after or concurrently with our sample of articles, but the guidelines were a collection of longstanding recommendations for proper reporting and understanding of the concept of reliability generally (Gronlund & Linn, 1990; Rowley, 1976 ). Yet other than Helms et al. (2006) , previous advisories have not focused on conducting preliminary CAfocused analyses, and none of the studies we reviewed in Study 1 indicated that they had conducted such analyses. On the basis of our current findings and observations, we recommend six practical strategies for reporting, analyzing, and interpreting reliability data in psychology literature (see Appendix). We provided some easily replicable analyses that might be useful for these purposes.
Here, we focused on the reporting practices of PA, the preeminent measurement journal in professional psychology. Our studies, which are consistent with previous reviews, suggest that proper reporting of score reliability seems not to be a consistent practice in empirical articles published in journals. Ideally, our recommendations will help foster an alpha-as-data perspective. If researchers understand that reliability is calculated by using a sample's pattern of responses, then it should become apparent that internal consistency is a property of the sample rather than the scale. Thus, researchers can accurately interpret their reliability coefficients not as characteristics of measures but as data about test scores that potentially have real-life implications for the people behind the data.
