We study the Hardy type inequalities in the framework of equalities. We present equalities which immediately imply Hardy type inequalities by dropping the remainder term. Simultaneously we give a characterization of the class of functions which makes the remainder term vanish. A point of our observation is to apply an orthogonality properties in general Hilbert space, and which gives a simple and direct understanding of the Hardy type inequalities as well as the nonexistence of nontrivial extremizers.
§1. Introduction and the main results
Let Ω be a domain in R n with n ≥ 3 and assume 0 ∈ Ω. The classical Hardy inequality states that the inequality 2 is best-possible. It is also well-known that the inequality (1.1) admits no nontrivial extremizers, and this fact implies a possibility for (1.1) to be improved by adding some remainder terms. In fact, the authors in [9] proved that the following improved Hardy inequality n − 2 2 n , and ω n and |Ω| denote the Lebesgue measures of the unit ball and Ω on R n , respectively, and the absolute constant z 0 denotes the first zero of the Bessel function J 0 (z). The constant Λ is optimal if Ω is a ball, but still the inequality (1.2) admits no nontrivial extremizers. More generally, the authors in [9] obtained the inequality
(Ω), where 1 < p < 2n n−2 andΛ is a positive constant independent of u. Similar improvements have been done for the Hardy inequality not only in the L 2 -setting but in L p -setting with some remainder terms, see for instance [3, 7, 8, 21, 35] .
Hardy type inequalities are known as useful mathematical tools in various fields such as real analysis, functional analysis, probability and partial differential equations. In fact, Hardy type inequalities and their improvements are applied in many contexts. For instance, Hardy type inequalities were utilized in investigating the stability of solutions of semi-linear elliptic and parabolic equations in [9, 11] . As for the existence and asymptotic behavior of solutions of the heat equation involving singular potentials, see [10, 35] . Among others we refer to [1, 5, 16, 18, 27, 31] for the concrete applications of Hardy type inequalities. We also refer to [13, 33] for a comprehensive understanding of Hardy type inequalities.
Based on the historical remarks on the Hardy type inequalities, our purpose in this paper is to establish the classical Hardy inequalities in the frame work of equalities which immediately imply the Hardy inequalities by dropping the remainder terms. At the same time, those equalities characterize the form of the vanishing remainder terms. Our method on the basis of equalities presumably provides a simple and direct understanding of the Hardy type inequalities as well as the nonexistence of nontrivial extremizers.
In what follows, we always assume Ω = R n and the standard L 2 (R n ) norm is denoted by · 2 . Then the Hardy type inequalities in L 2 -setting that we discuss in this paper are the following:
and p > 0. The inequalities (1.3), (1.5), and (1.6) are standard (see [19] for instance), while (1.4) is rather new (see [28, 30] ). In addition, as we noticed in [30] , the logarithmic Hardy inequality (1.4) has a scaling property.
We state our main theorems. We denote by ∂ r the radial derivative defined by
under the Dirichlet norm ∇ · 2 . Also the notation S n−1 denotes the unit sphere in R n endowed with the Lebesgue measure σ. Our first theorem now reads:
Moreover, the second term in the right hand side of (1.7) or (1.8) vanishes if and only if f takes the form
for some function ϕ : S n−1 → C, which makes the left hand side of (1.7) infinite unless S n−1 |ϕ(ω)| 2 dσ(ω) = 0:
We remark that as in (1.10), functions of the form (1.9) imply the nonexistence of nontrivial extremizers for (1.3). The corresponding integral diverges at both origin and infinity. A similar result to Theorem 1 can be found in [6, 15] . However, the essential ideas for the proofs are different. Indeed, the proof in [6] is done by direct calculations with respect to the quotient with the optimizer of a Hardy type inequality. On the other hand, we shall prove Theorem 1 by applying an orthogonality argument in general Hilbert space settings. More precisely, an equality
has been observed in [6, 15] . We should remark that (1.7) and (1.11) are the same for radially symmetric functions and are not the same for nonradial functions. In fact, the Dirichlet integral is decomposed into radial and spherical components as
Next, we state the logarithmic Hardy type equalities in the critical weighted Sobolev spaces. Theorem 2. Let n ≥ 2. Then the equalities
Moreover, the second term in the right hand side of (1.12) or (1.13) vanishes if and only if f − f R takes the form
for some function ϕ : S n−1 → C, which makes the left hand side of (1.12) infinite unless S n−1 |ϕ(ω)| 2 dσ(ω) = 0:
As in (1.15) , functions of the form (1.14) imply the nonexistence of nontrivial extremizers for (1.4). The corresponding integral diverges at both origin and infinity and, in addition, on the sphere of radius R > 0.
The final theorem in this paper is one-dimensional Hardy type equalities stated as follows. (1) The equalities for some c ∈ C, which makes the left hand side of (1.16) infinite unless c = 0:
(2) The equalities
Moreover, the second term in the right hand side of (1.
17) vanishes if and only if
for some c ∈ C, which makes the left hand side of (1.17) infinite unless c = 0:
In the recent paper [26] , the authors actually extended the equalities in Theorem 2 with n = 2 in L n (R n )-settings. However, we shall re-prove Theorem 2 in this paper in order to compare the sub-critical case, the critical case and the one-dimensional case corresponding to Theorem 1, Theorem 2 and Theorem 3, respectively.
The proofs of all theorems in this paper is essentially based on orthogonality in general Hilbert space settings. Therefore, there would be a possibility to establish other equalities on the functional spaces equipped with the Hilbert structure by applying our method.
Concerning related references to Hardy type inequalities, we also refer to [9] , [12] , [14] , [21] and [32] . Indeed, when a function f is radially symmetric on the unit ball at the origin, the corresponding inequality to (1.7) or (1.8) was obtained by [9, p.454] . In [21] , authors established the Hardy inequalities with remainder terms on bounded domains by utilizing the argument used in [9] . The papers [12] , [14] and [32] proposed simple proofs of classical Hardy, Rellich and CaffarelliKohn-Nirenberg inequalities. We study the Hardy type inequalities in a different perspective from those papers above in the sense that we derive the inequalities from equalities.
We prove Theorems 1 -3 in subsequent sections. For simplicity, we prove the theorems for f ∈ C ∞ 0 (R n ; C). The proofs are completed by density (see [28, 30] ). The main idea of the proofs is given by the following "orthogonality lemma." Lemma 1.1. Let X be a scalar product space with scalar product (·|·). Let c > 0. Then the following statements are equivalent.
(1) The equality
holds for all u, v ∈ X. (2) The equality
Proof. The lemma follows by another equivalent equality:
(1.20) Re(u|u + 2cv) = 0.
Q.E.D.
The standard proof of Hardy inequality is based on the inequality
by the Cauchy-Schwarz inequality applied to (1.18) . In this paper, we regard (1.18) as the orthogonality relation (1.20) of u and u + 2cv and then we regard 2cv as a difference: 2cv = (u + 2cv) − u. The equality (1.19) gives an explicit condition for the case of equality in (1.21).
There are many papers on the Hardy type inequalities and related subjects. We refer the readers to [2] - [34] and references therein. §2. Proof of Theorem 1
We introduce polar coodinates (r, ω) = (|x|, x |x| ) ∈ (0, ∞) × S n−1 and we write the integral on the left hand side of (1.7) as
where we have carried out integration by parts in the radial variable. By Lemma 1.1 with c = Let R > 0. In the same way as in the proof of Theorem 1, we calculate
where we have carried out integration by parts in r and the contribution on the boundary vanishes since log 0; R) ), where B(0; R) = {x ∈ R n ; |x| < R}, we obtain
Similarly, we obtain
where the contribution on the boundary vanishes due to (3.1) and
In the same way as in the derivation of (3.2), we obtain
Then (1.12) follows by adding both sides of (3.2) and (3.3) . By a direct calculation, (1.13) follows from (1.12), where we notice that ∂ r f R = 0. The rest of the statements follows in the same way as in the proof of Theorem 1. §4. Proof of Theorem 3
The integral on the left hand side of (1.16) is rewritten by integration by parts as 
