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Abstract 
Parametric Optimization of Visible Wavelength Gold Lattice Geometries for 
Improved Plasmon-Enhanced Fluorescence Spectroscopy 
 
Casey A. Norville 
 
 The exploitation of spectro-plasmonics will allow for innovations in optical instrumentation 
development and the realization of more efficient optical biodetection components. Biosensors 
have been shown to improve the overall quality of life through real-time detection of various 
antibody-antigen reactions, biomarkers, infectious diseases, pathogens, toxins, viruses, etc. has led 
to increased interest in the research and development of these devices.  Further advancements in 
modern biosensor development will be realized through novel electrochemical, electromechanical, 
bioelectrical, and/or optical transduction methods aimed at reducing the size, cost, and limit of 
detection (LOD) of these sensor systems. One such method of optical transduction involves the 
exploitation of the plasmonic resonance of noble metal nanostructures. This thesis presents the 
optimization of the electric (E) field enhancement granted from localized surface plasmon 
resonance (LSPR) via parametric variation of periodic gold lattice geometries using finite 
difference time domain (FDTD) software. Comprehensive analyses of cylindrical, square, star, and 
triangular lattice feature geometries were performed to determine the largest surface E-field 
enhancement resulting from LSPR for reducing the LOD of plasmon-enhanced fluorescence 
(PEF). The design of an optical transducer engineered to yield peak E-field enhancement and, 
therefore, peak excitation enhancement of fluorescent labels would enable for improved emission 
enhancement of these labels. The methodology presented in this thesis details the optimization of 
plasmonic lattice geometries for improving current visible wavelength fluorescence spectroscopy. 
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Chapter 1  
Introduction 
 
Chapter 1 provides an overview of current challenges facing biosensor development, 
details the basics of photonic crystals (PhC), elaborates on optical biosensors differentiating 
between the label-free and labeled sensing modalities, outlines the principle of surface-enhanced 
Raman spectroscopy (SERS), explains what plasmonics is, why it is explored in the field of optical 
biosensors, and how it can be exploited to improve biosensor sensitivity and reduce their LOD. 
Finally, the goals of the research conducted in this thesis are explicitly stated. 
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1.1 Executive Summary 
 
1.1.1 Problem Statement 
The biosensor market has grown significantly over the past two decades and is forecasted 
to exceed more than a $30 billion market value by the year 2024 [1]. This incredible growth 
witnessed in the global biosensor market is driven by the following major factors: 1) significant 
technological advancements leading to the emergence of nanotechnology-based biosensors, 2) 
increased usage of biosensors to monitor biologicals such as glucose levels for diabetics, and 3) 
increased demand for home point-of-care (POC) handheld devices [1-2]. Conversely, the major 
factors restraining the global biosensor market are a slow commercialization rate, higher costs 
associated with the research and development, and a general reluctance to embrace newer 
treatment practices [1-2]. The global biosensor market can be segmented by application, type, 
product type, regional analysis, and product purchase incentive. Applications include POC, home 
diagnostics, research laboratories, biodefense, and environmental monitoring [2, 11]. Biosensors 
can be classified as either electrochemical, piezoelectric, optical, thermal, or nanomechanical that 
can be either wearable or non-wearable [2]. The high selectivity, sensitivity, and simplicity of 
monitoring fluorescence emission (i.e., fluorescence spectroscopy) for the detection of a target 
molecule(s) lends to its usefulness as a metric in integrated lab-on-chip (LOC) biomedical 
microdevices [11, 40, 46, 53, 57-58, 60, 86, 98, 105, 160]. Despite its advantages, fluorescence 
spectroscopy suffers multiple limitations such as low-intensity emission, relatively high sample 
background signal, system dark current (i.e., transducer noise), and low photo-stability [4-10, 12-
13, 17-18]. While there are multiple non-radiative factors that adversely affect the fluorescence 
emission process (e.g., internal conversion, intersystem crossing, quenching, etc.), optimizing the 
excitation rate of an isotropic ensemble of emitters can directly result in an increased emission rate 
of those emitters [4-10, 12-13, 17-18]. The centerpiece of plasmon-enhanced biosensing is to boost 
and control the spontaneous emission rate of fluorophore(s) utilized in the detection of specific 
pathogens (e.g., Aspergillus fumigatus, Burkholderia mallei, Burkholderia pseudomallei, cancer 
biomarkers, toxins, viruses, etc.) via the combination of fluorescent probes with noble metal 
nanostructures [158-174].  
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The resonant interaction of strong fluorescent emitters with plasmonic materials, known as 
plasmon-enhanced fluorescence (PEF), is a powerful mechanism driving improvements in 
fluorescence biosensing methodologies [8-9, 42, 66, 91, 143, 149, 164, 171]. PEF offers a means 
of achieving fluorescent emission enhancement coupled with decreased label lifetimes, therefore 
providing viability for emitters of lower quantum efficiency (QE) [15, 18, 72, 114, 125, 127]. 
Controlling spontaneous fluorescence emission provides a method of reducing the LOD by 
maximizing the emission rate of these labels near metal nanostructures, consequently granting 
real-time analyte detection capabilities [7-9, 40, 60, 99, 156-174]. 
 
1.1.2 Research Goals 
The goal of the Dawson research group at West Virginia University is to design nanophotonic 
and nanoplasmonic lattice structures engineered to boost fluorescence emission and subsequent 
detection through the development of cost-effective and efficient LOC system architectures for 
real-time identification of labeled biological and chemical specimens. The quick-time diagnosis of 
various diseases allows for earlier detection of a wide variety of target analytes including cancer 
biomarkers and many infectious pathogens leading to a decrease in the mortality rates associated 
with these diseases [11, 25, 158-174]. The goal of the research effort presented in this thesis is to 
improve the fluorescence enhancement of fluorophores used as analyte labels in fluorescence 
spectroscopy by exploiting the LSPR of periodic gold nanoparticle (NP) arrays. The metallurgy of 
noble metals such as gold have been the topic of much research regarding fluorescence 
enhancement because of the ability of these metals to control and modify optical fields at the 
micro- to nano-scale via surface plasmons, or collective oscillations of electrons and charge 
density on and around a noble metallic surface via optical excitation [3-11, 13-19, 37-62, 73]. By 
exploiting and optimizing the plasmonic response, one can enhance the emission rate of these 
fluorescent probes by significantly enhancing their excitation rate, consequently reducing the LOD 
(i.e., the more photons being emitted per unit time, the higher the probability that a photodetector 
can detect the presence of an analyte in a biological sample). A fluorophore in proximity to a gold 
NP has been shown to directly influence the emission intensity of the fluorophore due to the strong 
plasmonic field induced by the irradiated NP [3-18, 22, 41-43, 46-56, 59-103].  
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This plasmonic field is controllable via selective clustering, functionalization, and sizing of the 
gold NPs with a plethora of biomedical applications such as bio-imaging, environmental 
monitoring, genomics, and faster medical diagnoses [11, 158-174]. The obtainable fluorescence 
emission in the presence of these gold NPs can be up to hundreds of times greater than that in the 
absence of gold NPs and is directly related to an overlap between the plasmonic resonance of gold 
NPs and the fluorescence emission wavelength [3-18].  
Despite the multiple advantages offered within the scope of fluorescence spectroscopy, 
plasmonics faces a handful of important challenges. One of the main challenges confronting SP-
based nanophotonics is the loss-confinement tradeoff arising from the short propagation length of 
the tightly confined SP modes [14, 48, 59-71]. This characteristic coupled with the fact that all 
electro-, magneto-optical, thermo-, etc. are inherently weak material effects prove problematic in 
the realization of compact active, efficient, and low-loss SP-based optical components. This 
disadvantage complicates the design of a plasmonic circuit or lattice that can be easily integrated 
into several active and passive devices [79-102]. Furthermore, despite the wide usage of SP-
capable metals like gold and silver, these noble metals exhibit low melting points complicating 
their usage in CMOS (complementary metal-oxide semiconductors) and other conventional 
plasmonic applications [29, 88, 118]. Another detriment of plasmonics lies in the challenge of 
spatially resolving the extreme nm-scale field changes [61-65]. Consequently, more sophisticated 
optical characterization methods will need to be developed to resolve nm-scale plasmon 
resonances associated with the strong confinement and variation of these plasmon-enhanced fields 
[3-105]. Additionally, due to the confined nature of LSPR, a fluorophore or other quantum emitter 
must be present in the enhanced E-field occupying a very small effective volume for excitation 
and emission enhancement to occur [42, 61-65, 74]. 
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The tasks associated with this research effort are as follows:  
• Determine the optimal plasmonic lattice parameters for a large-area (~30 μm x 30 μm) 
square lattice containing an array of multiple feature geometries engineered to yield 
peak E-field enhancement using finite difference time domain (FDTD) software 
• Compare the resulting E-field enhancement factors found from the simulations at the 
resonant conditions of each feature geometry, respectively 
• Based on the optimization results, determine which commercially available 
fluorescent label(s) (where applicable) possess an emission spectrum that overlaps 
with, or whose peak lies within, the resonance condition of each optimized lattice 
geometry, respectively 
• Relate the simulated E-field enhancement factors to fluorescence emission to 
calculate theoretical fluorescence emission enhancement using the reported quantum 
efficiencies (if available) of the selected fluorophore(s) 
If successful, this work will provide a systematic means of evaluating a multivariable parameter 
space to aid in the construction of plasmonic lattice structures engineered for improved 
fluorescence spectroscopy. This will be realized by exploiting the LSPR of an array of gold 
nanostructures to enhance the excitation and subsequent emission rate of fluorescent probes 
employed in PEF. 
 
1.2 Optical Transduction for Biosensing Applications 
The fundamental principle governing optical transduction involves taking energy from one 
form and transferring it into another, quantifying that energy change/input, and measuring the 
optical response [21, 120-121]. This methodology can be specifically tailored for plasmonic 
affinity biosensors incorporating infrared (IR) or ultraviolet (UV) electromagnetic (EM) energy 
with analyte-bioreceptor interactions [7, 9, 40, 99, 156-174]. Optical transduction techniques either 
directly, or indirectly, probe analyte(s) of interest using a photodetector to quantify the optical 
response typically performed by comparing some optical characteristic of the reflected radiation 
from the sample to that of the source beam (e.g., amplitude, and/or phase information) [21, 23-29]. 
Optical transducers can be used in conjunction with a radiative probe, or to directly measure the 
EM interaction between the sample and source.  
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An interesting example of optical sensing where functionalized nanostructures plays a role is 
in surface-enhanced Raman spectroscopy (SERS) [23-29, 51, 69-71, 97, 99, 126]. In SERS, the 
Raman signal generated from a sample can be greatly enhanced when the sample itself is in 
proximity (nanoscale) to a flat or NP-patterned surface. This technique has been used within the 
field of biosensing by utilizing gold NPs as the SERS substrate and conjugating analyte(s) of 
interest to the surface(s) of the NP(s) [23-29, 69-71]. SERS will be later explored in Section 1.5. 
A common detector for this optical sensing modality is the charge-coupled device (CCD). CCDs 
are planar arrays of metal-oxide semiconductor capacitors (MOSCAPs) forming integrated circuits 
(ICs) etched onto a surface, typically silicon (Si), creating light-sensitive elements known as 
pixels. Incident photons generate charge packets on the CCD IC that can be electronically read 
and then transcribed into a digital copy of the light on the serial device [29, 120-121]. CCDs come 
in a variety of sizes and types with applications in areas like astronomy, biomedical detection and 
imaging systems, cell phone cameras, dental X-rays, mammography, and security surveillance 
camera technology [29, 120-121]. Figure 1.1 below visualizes the image detection and processing 
of a general CCD. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 CCD image detection and processing schematic including analog signal processing, analog-to-digital converter (ADC), and 
digital image representation (adapted from [29]). 
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1.3 Photonic Crystals 
Nanophotonic devices such as PhCs, diffracted Bragg reflectors (DBRs), fiber optics, and 
resonance cavities allow for the control of directionality, propagation, transmission, and other 
optical properties of incident light [17, 19, 31-36]. Photonic crystals (PhCs) are dielectric 
structures designed with periodically varying geometric constraints in one, two, or three 
dimensions (Figure 1.2) engineered to control the propagation of light at specific wavelengths [17, 
19, 31-36]. In conjunction with a periodic variation in dielectric constant, photonic crystals also 
exhibit a periodic modulation in refractive index (n). 
Figure 1.2 Photonic crystals periodic in 1D (left), 2D (center), and 3D (right) [36]. 
 
If the length scale of the modulation is at the same length scale as the wavelength of light with a 
sufficiently large index contrast, a photonic band gap (PBG) is created prohibiting the propagation 
of light at that wavelength. More specifically, the bandgap of a photonic crystal is directly related 
to the size and spacing between the structures comprising the crystal structure [19, 31-36, 186]. 
Introducing defects into the PhC lattice creates tunable cavity modes [30-36, 186]. PhCs can be 
configured for use in both active and passive optical systems. In active configurations, the 
parameters of the PhC can be dynamically varied (e.g., feature length, hole depth, pillar height, 
slab thickness, etc.) and, consequently, alter the optical properties of the crystal [19, 30-36, 186].  
Conversely in a passive configuration, these feature and lattice parameters are fixed, 
specifically engineered to either permit or prohibit certain wavelengths of light dependent upon 
the application [19, 34-36, 186]. These photonic lattice structures can be observed in nature in the 
structural coloring of various species of beetles, butterflies, some sea animals, and in peacock 
feathers [19, 33].  
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PhCs have proven useful for a variety of applications such as spontaneous emission control, LED 
frequency tuning, solar cells, and LOC biosensing technologies. [17, 30-36, 105, 186]. In LOC 
fluorescent biosensors, the photonic bandgap of the PhC can be engineered for the spatial 
confinement or redirection of photons designed to enhance the E-field amplitude/intensity via 
resonant coupling (i.e., enhanced photon extraction vs. enhanced excitation, respectively) [30-36, 
74-75, 186]. Fluorescence biosensing systems can utilize one or both of the methodologies 
mentioned above to enhance the fluorescence emission rate granting enhancement capabilities of 
up to three orders of magnitude [17-18, 34, 47, 186]. A notable drawback of using passive PhCs 
for fluorescence enhancement lies in the fact that enhancement relies on the interaction between 
the emitted photons and the crystal structure itself [30-36, 186]. This is an important issue to 
consider since the interaction volume of analyte(s) in solution is quite small for passive PhC 
configurations. The use of an active PhC lattice lies beyond the scope of this work.  
The goal of this thesis is to optimize fluorescence enhancement by incorporating a 
biocompatible, plasmon-capable metal like gold onto an engineered lattice of sub-micron dielectric 
pillars, much like a passive PhC device, for decreasing the LOD of  visible wavelength 
fluorescence biosensors. The construction of this optimized plasmonic lattice will overcome the 
main drawback facing PhCs regarding fluorescence enhancement via localized regions of 
enhanced E-field in conjunction with a larger interaction volume. The uniform enhancement 
regions of a plasmonic lattice provide a larger operational area whereby the excitation 
enhancement rate of an ensemble of emitters can be enhanced. 
 
1.4 Optical Biosensors 
Biosensors capable of detecting disease-specific biomarkers are paramount across the field of 
healthcare ranging from initial detection and subsequent diagnosis to providing optimal therapy 
and treatment options [39-46, 53-58]. Such biosensors must be capable of specifically quantifying 
biologicals with higher temporal resolution. Additionally, these biosensors must be capable of 
monitoring the evolution of a target analyte [53-66]. Accounting for these multi-faceted 
operational requirements can be quite challenging considering the large number of different 
biomolecules present in a clinical sample while attempting to detect a single, or a small ensemble 
of, an analyte(s) of interest [59-66, 129-173].  
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The development of personalized medical care will demand highly selective, sensitive, and 
multiplexed platforms capable of meeting the above requirements. Highly sensitive biosensors are 
crucial since biochemical analytes like DNA, RNA, protein chains, single proteins, viral capsids, 
etc. are often only present in incredibly small concentrations (i.e., pg/mL to fg/mL) [40, 53-66, 
156-173, 178]. The microarray offers a powerful option for detecting miniscule amounts of 
biological sample volumes [40].  
Microarrays are incredibly useful for predictive and early disease diagnosis technologies 
[40]. In each microarray, thousands of reaction spots are functionalized over large areas typically 
spanning at least a few square centimeters (i.e., a biochip). It is a remarkably versatile and useful 
platform, particularly when dealing with very limited sample volumes in areas like cellomics, 
genomics, glycomics, metabolomics, proteomics, and transcriptomics [40, 157, 172, 183]. More 
sophisticated experimentation is possible by non-specialized, less technically endowed users via 
automated signal readouts, condition controlling systems, and partially automated dispensing 
systems [40]. Protein microarrays are primarily engineered to perform two main functions: 1) 
identify and quantify protein abundance, which is applicable across a range of cancer studies 
namely biomarker screening and searching and in the diagnosis of particular cancers via distinctive 
biological fingerprints, and 2) study biomolecular and protein functions involving the 
intermolecular interactions that reveal new molecular insight and/or important characteristics such 
as binding parameters, enzymatic functions and novel biomolecular interactions [40, 53-66, 156-
173]. Consequently, numerous specifically tailored protein microarrays have been researched.  
Promising modalities of protein analysis span across a wide range of microarray device 
technologies including DNA/RNA detection, whole protein detection (i.e., antibody/antigen and 
whole-proteomes), and peptide detection (i.e., α-helical peptides, β-turn peptides, sugar-modified 
peptides, and protein sequence peptides [9, 40, 47, 156-173]). Protein microarrays are supported 
by three (3) key functional criteria: 1) production of functionalized ‘receptor’ molecules, 2) surface 
chemistry, and 3) the development of high-throughput detection methods [40, 156-173]. These 
systems must often be integrated to selectively detect the activity and/or presence of specific 
proteins [40]. Microarrays designed for protein detection can be performed with or without the use 
of any label. Section 1.4.1 details labeled and label-free techniques in transducing nano-biological 
events. 
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1.4.1 Labeled Optical Biosensors 
Labels used within the realm of biodetection are defined as any molecule foreign to the 
experimental environment chemically or temporarily conjugated to an analyte of interest for 
detecting the activity or presence of a molecule [127, 174]. Labeled detection methods require a 
preparation step usually with labels of lower quantum yield, sample synthesis, and purification 
[37-50]. Fluorescent and NP labeling typically involves the covalent bonding of the species via 
chemical coupling. For labeled modalities, fluorescent biosensors can take advantage of the 
plasmonic properties of thin metal films, single metal NPs, and metal NP arrays [81-96, 156-173]. 
Labeled biosensors have emerged as an alternative method for detection of DNA enabling lower 
cost and higher sensitivity [37-50, 156-173]. Fluorescent label detection methodologies are the 
most common and convenient modalities for transducing molecular events [4-12, 17-18, 42, 62-
66, 110-111, 127, 131-136]. These probes come in many forms including fluorescent proteins, 
quantum dots (QDs), and small organic molecules [116, 118, 174, 182-183, 185]. Moreover, these 
probes possess a wide range of quantum yields and other material properties capable of meeting 
multiple application requirements and sensor limitations [11, 37-49]. Specifically, fluorescent 
probes offer a plethora of advantages in optical biosensing due to their chemical stability, easy 
manipulability, high sensitivity, and excitation and emission maxima that reside in the visible to 
IR regime of the EM spectrum [4-10, 23, 42-44, 174]. Other single quantum emitters, such as 
fluorescent semiconductor QDs and fluorescent carbon dots, are also capable of coupling to 
plasmonic nanostructures and can also be incorporated into labeled biodetection methods [127, 
174, 182-183].  
The demand for compact, low costing, and simple devices that can effectively detect very 
low (nanomolar (nM) to femtomolar (fM)) concentrations of biologicals in a sample has increased 
in recent years [37, 41-42, 57, 80, 91, 99]. More advanced fluorescence techniques like 
biomolecular fluorescence complementation (BFC), fluorescence correlation spectroscopy (FCS), 
and fluorescent resonance energy transfer (FRET) allow for the analysis of samples as small as 1 
femtoliter (fL); a significant reduction of the LOD [99, 161-166]. Detecting trace amounts of an 
analyte is possible via the employment of specific fluorescing probes designed to bind with the 
target analyte. Labeled methods use a secondary receptor molecule designed to bind to the analyte 
of interest, altering the natural state of the biological material, and possibly its molecular behavior 
[4-10, 23, 41-44, 57, 80, 91, 161-166, 174].  
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Techniques requiring the unaltered natural state of a target molecule are not practical for 
label-based methods. Labeled biosensing methods do have certain advantages over their label-free 
counterparts through their ease of use, high sensitivity, lower cost, and dual-confirmation (i.e., 
analyte-fluorophore conjugation and subsequent fluorescence emission) leading to their 
implementation into applications like DNA/RNA detection and DNA electrophoresis [47, 50, 156, 
158]. Figure 1.3 depicts the general layout and process flow of labeled fluorescence flow system 
for LOC biosensing. The research effort presented herein pursues plasmon-capable metal-coated 
lattice features for integrated LOC systems used in labeled fluorescence detection methods. 
 
Figure 1.3 Process overview of fluorescent-labeled (F) flow system for integrated LOC biosensing technologies (adapted from [37], [40-41]). 
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1.4.2 Label-Free Optical Biosensors 
Label-free detection methods exploit the biophysical properties of a molecule such as 
molecular charge, molecular weight, or refractive index to determine the presence and/or activity 
of an analyte of interest [40, 53, 57-60]. Examples of label-free detection are anomalous reflections 
of gold surfaces, LSPR, mass spectrometry, microbalance, microcantilevers, quartz-crystal 
microbalance, and surface plasmon resonance (SPR) [59, 61-68, 70]. As previously elaborated, 
these methods can be used to detect and track molecular events in real-time allowing for a quicker 
time to diagnosis and treatment. LSPR and SPR can be used as a reference for label-free biosensing 
where the shift in the resonance peak delineates the presence of molecules. More specifically, this 
red-shift in the transduced signal is due to a change in the refractive index of the surface and is 
indicative of molecular presence (i.e., SERS) [23-28, 51, 69, 71, 97-99]. A label-free sensor 
commonly involves the immobilization of antibodies on the substrate surface creating functional 
capturing agents for antigens [37-44, 57-60]. Figure 1.4 delineates the previously mentioned label-
free device design. 
Figure 1.4 Label-free sensor transducer showing immobilized antibodies on the substrate surface (red) and antigens (blue) depicting some 
bonding between the two (adapted from [40], and [57-58]). 
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Intermolecular interactions are typically transduced electrically, mechanically, or optically 
and are unencumbered by the use of any application-specific label probes; an advantage offered 
by label-free methods [40, 53, 57-60]. Label-free detection schemes also enable continuous 
monitoring of the affinity reaction, provide quantitative information on binding affinity and 
kinetics, and remove the need for multiple washing stages between assay steps that can complicate 
sample preparation requirements [40]. Direct and specific detection of biological analytes 
regarding their physical properties like charge, mass, or physical size pose multiple challenges in 
the development of a selective and sensitive label-free biosensor [57-60]. As a result, most 
biochemical assays exploit the high affinity of a receptor molecule to bond with a specific 
biomarker. In the case of protein detection, this receptor molecule is typically an antibody raised 
against the specific protein antigen while a complementary single stranded DNA is used for 
specific DNA detection [9, 40, 47, 156]. Following molecular bonding to, the receptor molecule 
can then be functionalized with a label that is easily measurable and quantifiable.  
 
1.5 Surface-Enhanced Raman Spectroscopy 
SERS is an optical detection technique that offers several analytical, biological, and 
engineering advantages over other traditional detection schemes [23-28, 51, 69, 71, 97, 99, 126]. 
The advantages characteristic of SERS includes an extremely high level of sensitivity, inherent 
molecular specificity for label-free targets, and sharp spectral bands [23-28]. In SERS, the target 
analyte is placed in proximity to a sub-micron or nanoscale metallic surface (e.g., aluminum, 
copper, gold, platinum, or silver) possessing nanoscopically defined features smaller than the 
wavelength of incident light [3-10, 47-55]. This incident monochromatic light leads to a surface 
plasmon mode which enhances EM energy surrounding the target molecule and results in a 
significant enhancement of inelastically scattered light (i.e., the Raman signal). This Raman signal 
is directly associated with the excitation of the localized surface plasmons (LSPs). SERS can 
provide resolution below the diffraction limit, with a spatial resolution defined by the wavelength 
of the laser and the numerical aperture of the microscope lens objective (𝑟𝑆 =
0.61𝜆𝑙𝑎𝑠𝑒𝑟
𝑁𝐴
) [23-25]. 
The inelastic scattering of light is due to a change in the wavelength reflected from the 
sample/substrate indicative of the discrete vibrational modes of polarizable molecules allowing for 
qualitative biochemical measurements [23-28, 51].  
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Weak scattering pertains to the polarizability of a molecule and is determined by the electron cloud 
of that molecule interacting with an E-field (i.e., a softer molecule like benzene more strongly 
scatters light than harder molecules like water) [25-27]. In short, LSPR greatly contributes to 
SERS, resultant of both chemical and EM mechanisms.  
Enhanced EM fields and photon scattering result from electron oscillations in the 
conduction band within a metal surface [5-39]. The chemical mechanism of SERS is not as easily 
understood as the EM response, but is attributed to the intermediate state charge transfer 
manifesting from strong electron coupling between the analyte and the metal surface [5-28]. Both 
mechanisms have been demonstrated experimentally, and both play important roles in SERS [25-
28]. Despite chemical and EM contributions, it is believed that the EM enhancement is the greater 
of the two governing forces on the arousal of SERS [25-28, 47-55]. The SERS technique aims to 
increase the weak Raman signal intensity associated with the spontaneous scattering of light. 
Generally, there are two means through which SERS detection can be realized: 1) homogenously, 
where the target analyte is conjugated or absorbed onto metal NPs in solution (i.e., Raman 
enhancers), and 2) heterogeneously, where the targets in solution directly interact with SERS 
active sites at the particle(s) surface(s) [27-28]. Both homogeneous and heterogeneous reactions 
share the same advantages of ease of implementation, fast reaction rates, as well as uniform and 
repeatable SERS enhancement since NP synthesis is a highly uniform process [40-46]. 
An obvious disadvantage of the homogenous SERS reaction is, relatively speaking, low 
detection sensitivity since the Raman enhancers are dispersed in solution. However, this relatively 
low sensitivity can be circumvented via the use of enhanced microscopy techniques [40-46]. While 
heterogenous SERS reactions do generally enable greater sensitivity than homogenous SERS 
reactions, the time of analysis is typically longer, and chip fabrication is often more complicated 
[40]. SERS architectures can be engineered in a plethora of ways dependent on experimental needs, 
championing its versatility in optical transduction [21, 57, 120-121]. Figure 1.5 visualizes the 
SERS technique. In this work, periodic arrays of various gold NP geometries (i.e., SERS substrate) 
were modeled in FDTD software for determining the optimal lattice parameters yielding the peak, 
LSPR-enhanced E-field  for reducing the LOD inherent of labeled fluorescence spectroscopy.  
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Figure 1.5 SERS technique employing the use of gold NPs (adapted from [25-28]). 
 
1.6 Fundamentals of Plasmonics 
The field of plasmonics explores the interaction between light and metal surfaces, and the 
corresponding oscillation of the electron density wave produced from this excitation [3-16, 41-43, 
47-53, 55-56, 61-70, 72-73, 75-78, 80-105, 108-113, 131-143, 145-156]. In its simplest form, a 
plasmon can be described as a quanta of plasma oscillation or as mechanical oscillations of the 
electron gas of a noble metal [41-55]. Due to the strong frequency dependence of the complex 
permittivity of a metal, these plasmons also exhibit significant variations with frequency, giving 
rise to LSPR and SPR [59-72]. A common method of biosensor operation involves the exploitation 
of LSPR to achieve highly sensitive and selective detection capabilities [42, 62, 146-148, 156-
173]. This type of biosensing method can employ a variety of different nanostructure geometries, 
with some of the most frequently used being single LSP-supporting metal NPs [11, 49, 59-78].  
LSPs remain tightly bound to the metal surface because of a high degree of surface energy 
confinement and have been shown to cause an associated enhanced E-field at the metal surface 
[59-100].  
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E-field enhancement is particularly useful in biological and chemical sensing technologies, 
specifically fluorescence-based detection methods, due to the relationship between fluorescence 
emission and E-field [42, 62, 129] which will be discussed in greater detail in Chapter 2. Literature 
has shown that spontaneous emission of a single emitter, namely a fluorescent molecule, is 
significantly enhanced when coupled to photonic crystals, metallic NPs, and surface or multilayer 
metal structures [66, 74-75, 110, 146-148]. For most noble metals, the wavelength (λ) of LSPR 
typically resides in the visible to near-infrared (NIR) regime of the EM spectrum [66, 110, 146-
148]. Metal-coated nanopillar arrays are ideal for use in E-field enhancement-based sensors 
because they yield large, reproducible, and uniform enhancement factors over the entire surface 
area of the patterned lattice structure [42, 69, 113].  
Since these structures were designed specifically for biological detection, biocompatibility 
was of the utmost concern. For this reason, gold was chosen because it is chemically stable, non-
reactive, compatible in most biological environments, easily conjugated with DNA and other 
biomolecules, largely resists oxidation and tarnishing effects that are characteristic of other metals 
like copper and silver, and has a plasmon resonance within the visible regime of the EM spectrum 
[16, 73, 76, 85, 97, 100, 141, 176-177]. This work presents a heuristic approach for optimizing the 
critical lattice parameters of gold-coated nanopillar arrays of four different pillar geometries 
engineered to yield peak E-field enhancement at the surfaces of these sub-micron pillars. The 
research effort described herein explores the phenomena associated with the interaction of light 
with nanopillar arrays for optimizing optical transduction methods in modern plasmon-enhanced 
biosensor technologies. 
 
1.7 Research Goals 
The goals of this research are to use FDTD simulation software to extract the optimal lattice 
parameters of select gold NP lattice geometries yielding peak E-field enhancement, compare the 
resulting E-field enhancement factors of each optimized plasmonic lattice geometry at their 
respective resonance conditions, directly relate these simulated E-field enhancement factors to 
fluorescence enhancement, and select label(s) (if available/where applicable) whose emission 
spectra overlaps with and/or whose peak lies within the resonance condition of each optimized 
lattice geometry, respectively.  
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The remainder of this thesis is arranged as follows: Chapter 2 details the theory behind the 
scope of the field of plasmonics including SPR, surface plasmon polaritons (SPP), LSPR, Mie 
Theory, Gans Theory, the field of PEF biosensors and their functionalization as well as the various 
metal architectures explored throughout plasmonics literature (i.e., thin metal films, single metal 
NPs, and arrays of metal NPs). In conjunction, Chapter 2 details the stimulated and spontaneous 
fluorescence emission enhancement (i.e., the Purcell factor) of single metal NPs and arrays of 
metal NPs. Finally, applicable labels such as QDs and commercially available fluorophores will 
be analyzed for potential integration with the optimized plasmonic lattices. Chapter 3 chronicles 
the FDTD method including specific software settings pertaining to the simulation region, mesh 
refinement, source specifications, and why it is widely used to model nanophotonic interactions. 
Additionally, metal skin depth and the Poynting vector is discussed and related to the Fabry- Pérot 
interferometer that was modeled as an introductory FDTD simulation problem with the goal of 
observing the cavity’s resonance condition using a transverse electric (TE)-polarized dipole 
source. A comparison of TE and transverse magnetic (TM) modes, metal skin depth, and resonance 
conditions of real metals vs. a perfect electrical conductor (PEC) was performed with a 
presentation of the obtained cavity simulation results. Finally, the methodology detailing how the 
plasmonic lattice parameters were optimized is outlined. Chapter 4 presents the parametric 
optimization simulation results of multiple square plasmonic lattices comprised of select pillar 
geometries comparing the resulting E-field enhancement factors and intensities. The schematic 
view of a potential biosensor architecture incorporating an optimized plasmonic transducer can be 
seen in Figure 1.6. Chapter 5 outlines the conclusion of this thesis and future work including a 
fabrication process for the construction of the optimized plasmonic lattices with an accompanying 
method for characterizing NP size, morphology, and overall process flow for physical 
experimentation.  
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Figure 1.6 Device schematic highlighting the functional regions for portable and rapid biosensing involving microfluidic flow channels. The 
entire sample is pumped in, the analyte DNA undergoes polymerase chain reaction (PCR) for amplification and is then separated from other 
biologicals present in the sample via hydrogel, the specific bonding regions of the analyte DNA are separated from the rest of the analyte DNA 
strand (i.e., electrophoresis), these separated bonding regions are then conjugated with fluorescing labels engineered to bind to these regions, then 
passed over a plasmonic lattice structure for fluorescence enhancement (adapted from [252]). An overview of the free flow process is also 
included showing the labeled sample passing over the localized enhancement regions of the plasmonic lattice. 
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Chapter 2  
Theoretical Background 
 
Chapter 2 delves into the theory governing the field of plasmonics including SPR, SPP, 
and LSPR, Mie theory, Gans theory PEF, fluorescence quenching, PEF biosensor 
functionalization, the Purcell factor, various metal nanostructure morphologies such as continuous 
metal films, single metal NPs, and arrays of metal NPs, fluorescent molecules like fluorophores 
and QDs, and the history of FDTD simulation software as well as why it is used in modeling the 
plasmonic phenomenon by its efficiency in solving Maxwell’s equations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
20 
 
2.1  Plasmonics 
 
2.1.1 Surface Plasmon Resonance  
As previously mentioned, the field of plasmonics seeks to gain control over light absorption 
and emission by enhancing optically transduced signals (via LSPR, SPP, and/or SPR) for analysis 
across a vast range of applications including BFC, enhanced bioluminescence, enhanced 
chemiluminescence, FCS, FRET, shell-isolated nanoparticle-enhanced fluorescence (SHINEF), 
shell-isolated nanoparticle-enhanced Raman spectroscopy (SHINERS), SERS, surface-enhanced 
resonance Raman scattering (SERRS), tip-enhanced Raman spectroscopy (TERS), etc. [48, 59-73, 
70, 76-87, 90-108, 126]. The high sensitivity of LSPR and SPR to refractive index changes via 
biomolecular interactions provide a powerful means for improving label-free and labeled 
biodetection modalities previously discussed in Section 1.4.1 and 1.4.2. Since its commercial 
launch in 1990, SPR sensing has proven to be key apparatus in the research of clinical analyses, 
environmental monitoring, food quality, and pharmaceutical development [11, 59-73, 80, 178-
180]. SPR occurs when the frequency of an evanescent EM wave propagating incident on a metal-
dielectric interface is in resonance with the collective oscillation frequency of a metal’s conduction 
band electrons [70, 80, 93-95, 103]. SPR sensor construction generally utilizes the Kretschmann 
configuration whereby a high refractive index prism coupler (ηp) is used to guide the excited TM 
nature of the SP wave (k) to a smooth thin metal film [70, 80, 93, 103].  
The Kretschmann configuration exploits the higher refractive index of the prism compared 
to the refractive index of the surrounding medium (ηP > ηD) at a specific incident angle (ϴ) and 
wavelength of incident light (λ) [59-73]. By employing a high refractive index material, the 
Kretschmann configuration permits the wave vector of incident light (k) to couple with the wave 
vector of the surface plasmon (βSP) at the SPR resonance condition. Resonance at the metal-
dielectric interface can be optimally coupled by parallel (p)-polarized light at a given wavelength 
and angle of incidence and occurs when the SP wave vector equals the propagation constant of the 
incident light [59-73, 80, 93-95].  
 
 
 
 
21 
 
The plasmon resonance condition of the Kretschmann configuration is postulated below:  
 
𝑘𝑋 = 𝛽𝑆𝑃  (propagation constant)                                                                              (1)  
𝛽𝑆𝑃 =  𝑅𝑒 { 
2𝜋
𝜆
√
𝜀𝑀𝜀𝐷
𝜀𝑀+ 𝜀𝐷
 }                                                                                    (2) 
 
Here, εM is the real part value of the dielectric constant of the metal and εD is the real part value of 
the dielectric constant of the surrounding medium [80, 103]. 
 
2𝜋
𝜆
·  𝜂𝑝 · sin(𝛳) =  𝑅𝑒 {
2𝜋
𝜆
√
𝜀𝑀𝜀𝐷
𝜀𝑀+ 𝜀𝐷
 }                                                                                                            (3) 
 
Rearranging (3) solving for the SPR incident angle: 
 
𝛳 =  𝑠𝑖𝑛−1 [(
1
𝜂𝑝
) ·  𝑅𝑒√
𝜀𝑀𝜀𝐷
𝜀𝑀+ 𝜀𝐷
]                                                                                                    (4) 
 
Another factor of importance is the propagation length (LX) of the SP wave: 
 
𝐿𝑋 =  
𝜋
2𝜆
𝜀𝑖𝑀
𝜀𝑀
2  (
𝜀𝑀𝜀𝐷
𝜀𝑀+ 𝜀𝐷
)
3/2
                                                                                                                                            (5) 
 
In (5) above, εiM is the imaginary value of the metal-dielectric constant which corresponds with 
the broadening of the resonance peak (i.e., damping) [80, 103]. In the generation of SP modes, the 
wavelength of interest requires the configuration be tailored to match the propagation constant of 
the incident light at a specific angle of incidence [80]. Exploration priority and sensor 
configuration is determined by the light source preference (i.e., for a polychromatic light source, 
determining the SPR reflectivity profile requires wavelength interrogation while, for a 
monochromatic light source, the SPR reflectivity profile requires angular interrogation) [41, 65, 
80, 103]. Figure 2.1 delineates the Kretschmann configuration.  
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Figure 2.1 Kretschmann configuration for analyte analysis using SPR (adapted from [41], [80], and [103]). 
 
The high refractive index prism is connected to a flow cell where coupling  of incident EM 
radiation to the surface plasmons of a thin metal film by evanescent waves occurs. p-polarized 
light is guided to the prism coupler attached to a flow cell containing the biomolecular probe(s). 
These reflections are captured by the CCD camera recorded as variations in reflection intensities 
at a fixed incidence for specified areas of interest. Specific interactions with the analyte of interest 
causes a reaction from the specific probe resulting in localized changes in the intensity of the 
reflected light [41, 80]. These changes in reflection intensities translate into a black-white image 
contrast that the CCD camera then uses to render a digital image of in real-time [80]. 
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2.1.2 Surface Plasmon Polaritons 
SPPs are TM longitudinal electron density fluctuations (plasma oscillations) propagating 
along a metal or dielectric surface at an eigenfrequency (ωp) caused via optical excitation [93, 95, 
101, 103, 146]. SPPs, specifically, consist of a surface plasmon coupled with a photon (polariton) 
and can be seen in Figure 2.2 [101, 103, 146].  
Figure 2.2 SPP wave propagation and field decay length over a given distance [101]. 
 
Maxwell’s theory of electromagnetism shows that these EM surface waves can propagate along a 
metal surface across a broad range of eigenfrequencies (0 ≤ ω ≥ ωp√2) [80, 101, 103]. By 
combining Maxwell’s two curl equations with Jext = ρext = 0: 
 
∇ × ∇  × E = −𝜇0
𝜕2
𝜕𝑡2
 →  ∇2𝐸 −
𝜀
𝑐2
𝜕2𝐷
𝜕𝑡2
= 0           (6) 
 
Assuming harmonic time dependence where k0 = ω/c results in the Helmholtz equation : 
 
𝐸(𝑟, 𝑡) = 𝐸(𝑟)𝑒−𝑖𝑤𝑡  →   ∇2𝐸 − 𝑘0
2𝜀𝐸 = 0                     (7) 
 
For the defined geometry, ε = ε(z) wave propagation can be described as the following: 
 
𝐸(𝑥, 𝑦, 𝑧) = 𝐸(𝑧)𝑒𝑖𝛽𝑥                (8) 
 
The exponential above contains the propagation constant presented in (1).  
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Inserting (8) into the Helmholtz equation results in the wave equation: 
 
𝜕2𝐸(𝑧)
𝜕𝑧2
 +  (𝑘0
2 − 𝛽2)𝐸 = 0               (9) 
 
The wave equation above contains two sets of solutions: 
 
𝐸𝑥, 𝐸𝑍, 𝐻𝑦 ≠ 0        (TM (p) Mode)    (10) 
𝐻𝑥, 𝐻𝑍, 𝐸𝑦 ≠ 0        (TE (s) Mode)     (11) 
 
 
 
 
 
 
 
Figure 2.3 Confined longitudinal wave nature of the TM SPP modes [101]. 
 
Note that SPPs only exist for the TM polarization mode [101, 103]. For the TM SPP modes at a 
metal/dielectric interface (Figure 2.3), the longitudinal SPP waves are governed by the following 
equations: 
 
𝐻𝑦(𝑧) = 𝐴2𝑒
𝑖𝛽𝑥𝑒−𝑖𝑘2,𝑧𝑧              (12) 
𝐸𝑥(𝑧) = 𝑖𝐴2
1
𝜔𝜀0𝜀2
𝑘2𝑒
𝑖𝛽𝑥𝑒−𝑘2,𝑧𝑧           (13) 
𝐸𝑧(𝑧) = −𝐴1
1
𝜔𝜀0𝜀2
𝑒𝑖𝛽𝑥𝑒−𝑘2,𝑧𝑧                        (14) 
𝐻𝑦(𝑧) = 𝐴1𝑒
𝑖𝛽𝑥𝑒𝑘1,𝑧𝑧              (15) 
𝐸𝑥(𝑧) = −𝑖𝐴1
1
𝜔𝜀0𝜀1
𝑘1𝑒
𝑖𝛽𝑥𝑒𝑘1,𝑧𝑧           (16) 
𝐸𝑧(𝑧) = −𝐴2
1
𝜔𝜀0𝜀1
𝑒𝑖𝛽𝑥𝑒𝑘1,𝑧𝑧                        (17) 
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Above, Re[ε1] < 0 and 1/kz define the evanescent decay length perpendicular to the metal/dielectric 
interface leading to wave confinement. The dispersion relations (valid for both real and complex 
values of ε) contained in equations (12) - (17) are as follows: 
 
𝛽 = 𝑘0√
𝜀1𝜀2
𝜀1+ 𝜀2
              (18) 
𝑘𝑖,𝑧 =  𝑘0√
𝜀𝑖
2
𝜀1+ 𝜀2
              (19) 
 
Figure 2.4 details the confined SPP wave vector and charge oscillation across a metal/dielectric 
interface. 
 
Figure 2.4 Confined SPP wave vector and charge oscillation across a metal/dielectric interface in accordance with Helmholtz [101]. 
 
Figure 2.5 delineates the locations of plasmon resonance conditions for various metal surfaces in 
a vacuum. 
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Figure 2.5 Regions of SPP resonance via irradiation for bulk materials, thin metal films, and spherical metal NPs [101]. 
 
Along with plasmon polariton generation, other elementary excitations including lattice 
vibrations (phonons) and bound states between excited electron-hole pairs (excitons) also arise 
from incident EM radiation [95, 101, 103]. The amplitude of the propagating SPP wave decays 
exponentially increasing with distance and can be analogized to the ripple effect observed in a 
body of water. As shown, the SPPs are tightly confined to the metal surface or metal-dielectric 
interface leading to an enhancement of the EM fields at the surface or interface [95, 101, 103]. The 
application of devices employing the high sensitivity of SPR and/or SPPs are widely used across 
bio- and chemi-sensor modalities including fluorescence spectroscopy, LSPR, SERS, surface 
adsorbates, surface roughness, TERS, waveguides, etc. and provide significant flexibility in the 
engineering of optical transducers [11, 59-73, 80, 101, 103, 146]. In the consideration of SPPs, 
one must first consider the dielectric constant of the metal: 
 
𝜀𝑚(𝜔) = 1 − (
𝜔𝑃
𝜔
)
2
              (20) 
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In the case where ω < ωp → εm < 0, there are no propagating EM modes since the plane wave 
vector of light in the medium is imaginary. In the case where ω > ωp → εm → 1, the SPPs are 
altered by intraband transitions within the noble metal [101]. Since the oscillating E-field of the 
irradiating plane wave is responsible for the excited SPs, light possessing a high angle of incidence 
(i.e., where the wave vector (k) is nearly parallel to the surface), coupling between incident light 
and the SP modes is most efficient [80, 93, 95, 101, 103]. The wavelength of the propagating SPP 
along a metal or dielectric surface is the following: 
 
𝜆𝑠𝑝𝑝 = 𝜆0√
𝜀𝑀 + 𝜀𝐷
𝜀𝑀𝜀𝐷
              (21) 
 
Contained in (21) is the wavelength of the incident plane wave (λ0), the dielectric constant of the 
medium (εM), and the dielectric constant of the metal (εD). When the SP mode is confined to a NP 
whose size is comparable to the wavelength of incidence (i.e., the free electrons of the NP 
participate in resonant collective oscillation) localized regions of surface plasmon resonance are 
produced [61, 68, 87, 93, 95, 101, 115, 131, 137, 172-173]. 
 
2.1.3 Localized Surface Plasmon Resonance  
LSPR occurs when the frequency of an incident EM wave resonates with the collective 
conduction band electrons of a metallic NP [4-10, 41-55, 61, 68]. The oscillation of the electron 
cloud causes a charge imbalance and produces localized regions of enhanced E-field capable of 
coupling with an optical wave vector [9, 75, 115, 132, 147, 152, 172-173]. The manipulability and 
predictability of LSPR renders itself useful for applications like SERS and fluorescence 
spectroscopy because of the strong localized regions of enhanced E-field. The overlap between a 
metal’s LSPR condition and the molecular absorption and emission spectra of a fluorescent label 
has been experimentally shown to yield the highest fluorescence enhancement [42, 61, 82, 111, 
134, 138, 150-151, 175]. Additionally, metal nanostructures are known for their ability to interact 
with organic compounds to significantly improve the photostability and fluorescence intensity of 
many fluorescent dye molecules [12, 127, 129, 135, 174].  
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The coupling of light with LSPs can strongly confine of EM fields capable of interacting 
with fluorophores at their absorption and emission wavelengths [41-42, 61, 93, 95, 175]. This 
interaction alters transitions between the ground state and excited sates of a fluorophore with 
excitation originating with an irradiated incident EM wave possessing an E-field at the absorption 
wavelength (λab) of the fluorophore [12, 42, 61, 68, 82, 111, 134, 138, 150-151, 175]. Figure 2.6 
provides visualization of an irradiated gold NP and the resulting LSPR excitation among other 
transpiring physical processes. Sensing applications of LSPR-active NPs involve the detection of 
changes in the bulk refractive index of the experimental environment via shifts in LSPR peak 
wavelength [111, 134, 138, 150-151, 175]. Shifts in the LSPR peak are detected through the use 
of spectral extinction measurements on a dense metal film or a single metal NP. NP features can 
either be immobilized on the substrate surface or directly patterned via electron beam lithography, 
micro-contact (μCP) printing, photolithography, etc. and then coated with a plasmon-capable metal 
[34, 82, 154, 187]. Physical LSPR sensor construction of the plasmonic lattices studied within the 
scope of this thesis will be detailed in Chapter 3. 
Figure 2.6 Metal NP electron cloud oscillation resulting from incident EM radiation. Accompanying radiative and non-radiative 
processes arising from an irradiated metal NP including heat dissipation, MEF, LSPR, SERS, and electron scattering are also shown (adapted 
from [175]). 
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2.1.3.1 Mie Theory 
In the early portion of the 20th century, Gustav Mie postulated an analytical approach to 
solving Maxwell’s equations governing light absorption and scattering by a spherical NP where 
the size of the NP is much smaller than the wavelength of light (d << λ) [61, 106]. Mie found that 
the scattering fields produced by a plane wave incident on a homogenous conducting sphere 
behave similar to Rayleigh scattering, and that the total absorption, extinction, and scattering cross-
sections can be described as: 
 
𝜎𝑎𝑏𝑠 = 𝜎𝑒𝑥𝑡 −  𝜎𝑠𝑐𝑎𝑡             (22) 
𝜎𝑠𝑐𝑎𝑡 =  
2𝜋
|𝑘|2
∑ (2𝐿 + 1)(|𝑎𝐿|
2 + |𝑏𝐿|
2)∞𝐿=1                    (23) 
𝜎𝑒𝑥𝑡 =  
2𝜋
|𝑘|2
∑ (2𝐿 + 1)[𝑅𝑒(𝑎𝐿 + 𝑏𝐿)]
∞
𝐿=1                (24) 
 
In these expressions, k is the incident wave vector and L are integers values representing scattering 
dipole, quadrupole, and other higher multipoles [61, 106]. Additionally, the parameters aL and bL 
are composed of the Riccati-Bessel functions ψL and χL [61, 188]: 
 
𝑎𝐿 =
𝑚ψ𝐿(𝑚𝑥)ψ𝐿
′ (𝑥)−ψ𝐿
′ (𝑚𝑥)ψ𝐿(𝑥)
𝑚ψ𝐿(𝑚𝑥)χ𝐿
′ (𝑥)−ψ𝐿
′ (𝑚𝑥)χ𝐿(𝑥)
          (25) 
𝑏𝐿 =
ψ𝐿(𝑚𝑥)ψ𝐿
′ (𝑥)−mψ𝐿
′ (𝑚𝑥)ψ𝐿(𝑥)
ψ𝐿(𝑚𝑥)χ𝐿
′ (𝑥)−𝑚ψ𝐿
′ (𝑚𝑥)χ𝐿(𝑥)
           (26) 
 
Above, m = ñ/nm where ñ = nR + inI is the complex refractive index of the metal, nm is the real 
refractive index of the surrounding medium, x = kmr where r is the radius of the sphere, and km = 
2π/λm represents the wavenumber of the medium [61, 188]. In cases where the NP is very small in 
comparison to wavelength (x << 1), the Riccati-Bessel functions can then be approximated by 
power series [61, 188].  
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Keeping the terms on the order x3, equations (25) and (26) can be simplified to (27) and (28): 
 
𝑎1 ≈ −
𝑖2𝑥3
3
𝑛𝑅
2  − 𝑛𝐼
2 + 𝑖2𝑛𝑅𝑛𝐼 − 𝑛𝑚
2
𝑛𝑅
2  − 𝑛𝐼
2 + 𝑖2𝑛𝑅𝑛𝐼+ 2𝑛𝑚
2              (27) 
𝑏1 ≈ 0               (28) 
 
Accounting for the complex dielectric function of the metal: 
 
𝜀̃ = 𝜀1 + 𝑖𝜀2                 (29) 
𝜀1 =  𝑛𝑅
2 − 𝑛1
2               (30) 
𝜀2 =  2𝑛𝑅𝑛1               (31) 
 
Switching back to the dielectric function of the medium from refractive index: 
 
𝜀𝑚 =  𝑛𝑚
2                (32) 
 
Substitution of the above conversion into (25): 
 
𝑎1 ≈
2𝑥3
3
−𝑖𝜀1
2 − 𝑖𝜀1𝜀𝑚 + 3𝜀2𝜀𝑚 − 𝑖𝜀2
2 + 𝑖2𝜀𝑚
2  
(𝜀1+2𝜀𝑚)2 + (𝜀2)2
           (33) 
 
Substituting (33) into (24) taking the dipole term exclusively yields the NP plasmon resonance. 
The extinction cross-section then becomes: 
 
𝜎𝑒𝑥𝑡 =  
18𝜋𝜀𝑚
3/2
𝑉
𝜆
𝜀2(𝜆)
[𝜀1(𝜆) + 2𝜀𝑚]2+ 𝜀2(𝜆)2
           (34) 
 
where V is the volume of the NP.  
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Through similar substitution, the following scattering cross-section becomes: 
 
𝜎𝑠𝑐𝑎𝑡 =  
32𝜋4𝜀𝑚
2 𝑉2
𝜆4
(𝜀1− 𝜀𝑚)
2 + (𝜀2)
2
(𝜀1 + 2𝜀𝑚)2 + (𝜀2)2
           (35) 
 
Despite the fact that these approximations strictly apply to very small NP (<10 nm in diameter), 
the predictions offered on dielectric sensitivity are still accurate in the application to larger NPs 
[61]. When considering bulk (pertaining to materials with a large extent in all three dimensions 
compared to the wavelength light) plasmons, these electron oscillations occur at the plasma 
frequency of the metal with the following energy: 
 
𝐸𝑃 = ђ√
𝑛𝑒2
𝑚𝜀0
               (36) 
 
In (36), ε0 is free-space permittivity (8.85 x 10-12 F/m), n is the electron density, e is the electric 
charge, and m is the mass of an electron (9.10938356 x 10-31 kg) [61]. The plasma frequency of a 
metal is shown below: 
 
𝜔𝑃 = √
𝑛𝑒2
𝑚𝜀0
                        (37) 
 
It can be seen that ωP corresponds to a species’ typical electrostatic oscillation in response 
to a small separation of charge [119]. The observance of plasma oscillations only occurs when 
studied over periods of time (𝜏) longer than the lifetime of the plasmon (1/𝜏P) and if an external 
action changes the system at a rate less than or equal to ωP [119]. The Drude model provides an 
accurate approximation of noble metal conductivity and dispersion describing the electronic 
structure of metals accounting for collisions between free-moving electrons and a lattice of heavy, 
stationary ionic cores. The Drude model: 
 
𝜀𝑚 = 1 − 
𝜔𝑃
2
𝜔2+ 𝛾2
= 1 − 
𝜔𝑃
2
𝜔2+ 𝑗𝜔𝛾
           (38) 
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Here again, ωP is the plasma frequency of the metal and γ is the damping parameter of the bulk 
metal [119]. For visible and NIR wavelengths, where γ << ωP, the Drude model can be further 
simplified: 
 
𝜀1 = 1 − 
𝜔𝑃
2
𝜔2
                       (39) 
 
Setting ε1 equal to the resonant condition (-2εM) where the extinction cross-section of the metal NP 
is maximized according to Mie theory [61, 119], the following expression for the LSPR peak 
frequency (ωmax) is obtained: 
 
𝜔𝑚𝑎𝑥 =  
𝜔𝑃
√2𝜀𝑚+1
               (40) 
 
Converting angular frequency to wavelength (λ = 2πc/ω) and dielectric constant to refractive index 
(εM = n2) yields: 
 
𝜆𝑚𝑎𝑥 = 𝜆𝑃√2𝑛𝑚2 + 1             (41) 
 
Again, λmax is the LSPR peak wavelength with λP is the equivalent wavelength of the bulk metal’s 
plasma frequency. Referencing experimental values determined by [176] and [177] it can be seen 
that the dependence of λmax on nm should be linear in approximation at optical frequencies [61].  
 
2.1.3.2 Gans Theory 
Mie’s formulations are only applicable to spherical metal NPs [61, 107]. In an attempt to 
apply Mie’s theoretical model to small spheroidal particle geometries, Richard Gans in 1912 
proposed a new theory applicable to prolate spheroids of any aspect ratio (AR).  
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Analogous to the absorption cross-section put forth by Mie, Gans found that, for a prolate (i.e., 
generated by the revolution of an ellipse about its longer axis) spheroid is: 
 
𝜎𝑎𝑏𝑠 =  
𝜔
3𝑐
𝜀𝑚
3/2
𝑉 ∑
(1/𝑃𝑗
2) 𝜀2
{𝜀1+[
1− 𝑃𝑗
𝑃𝑗
]𝜀𝑚} 2+ 𝜀2
2
𝑗             (42) 
 
Three dimensions of the NP are considered here and account for the sum over j. Pj includes PA, 
PB, and PC (depolarization factors) for each of the particle’s three axes where A > B = C in the 
case of the aforementioned prolate spheroid [61, 107]. Anisotropic alteration of ε1 and ε2 via these 
depolarization factors occurs resulting in LSPR peaks: 
 
𝑃𝐴 =  
1−𝑒2
𝑒2
[
1
2𝑒
ln (
1+𝑒
1−𝑒
) − 1]             (43) 
𝑃𝐵 = 𝑃𝐶 =  
1−𝑃𝐴
2
               (44) 
 
e is a factor that includes NP AR and is expressed as: 
 
𝑒 = [1 − (
𝐵
𝐴
)
2
]
1/2
=  (1 − 
1
𝑅2
) 1/2            (45) 
 
The resulting spectrum from (42) contains two peaks – one corresponding to the x and y 
contributions of the transverse plasmon modes to the total sum and the other corresponding to the 
longitudinal plasmon sum from the z-direction [61]. Equation (42) also provides insight into the 
role AR plays on the LSPR peak wavelength. The factor εm is equal to 2 for spherical particles. 
However, this quantity equals [(1-Pj)/Pj] for prolate spheroids and increases with AR (i.e., this 
weighting factor can be significantly larger than 2) [61]. As a result, red shifting of the LSPR peak 
occurs with an increase in particle AR coupled with an increased sensitivity to the surrounding 
medium, specifically the dielectric constant of that medium [61, 77-78].  
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Particle morphology also plays a substantial role in the determination of the LSPR 
condition for metal NPs but, contrary to those of spheres (Mie) and prolate spheroids (Gans), the 
LSPR spectrum of other NP geometries must be explored numerically [61]. Numerical methods 
available for approaching non-spheroid geometries include the discrete dipole approximation 
(DDA), finite element method (FEM), and FDTD with the latter discussed in further detail in 
Chapter 3. The coupling between the frequency of fluorescence emission and NP resonance can 
cause the metal to radiate light with enhanced intensity at the same frequency (i.e., elastic 
scattering) as the frequency of fluorescence emission [4-10, 12-13, 42, 62, 72, 82, 96, 110-111, 
131-134, 138-140]. This phenomenon is often referred to as metal-enhanced fluorescence (MEF), 
a sub-section of PEF [8-9, 42, 66, 91, 143, 149, 164, 171]. 
 
2.1.4 Plasmon-Enhanced Fluorescence 
The first PEF biosensor was implemented in the early 1990s reintroduced less than a 
decade later as surface plasmon-enhanced fluorescence spectroscopy (SPFS) [42]. PEF pertains to 
the fabrication of specific nanostructures tailored to enhance the fluorescence emission process 
aimed at understanding the interactions or coupling between plasmonic nanomaterials and 
individual (or an ensemble of) emitters [42, 62, 72, 82, 96]. The PEF approach takes advantage of 
fluorescence enhancement by probing a metal sensor surface with SPPs that are excited in 
resonance with the absorption wavelength of the fluorophore used and then utilizing these SPPs to 
collect fluorescent light at the emission wavelength of the fluorophore (i.e., surface plasmon-
coupled emission (SPCE)) [42, 161]. This aforementioned methodology is rooted in ab initio 
electronic structures, quantum electrodynamics, and quantum plasmonics [42]. PEF, originally 
referred to as surface-enhanced fluorescence (SEF), is a spectroscopy technique that has had a 
profound impact in the stimulation of new analytical detection, single molecule detection and 
imaging, diagnostics, and nanoplasmonic fabrication protocols [8-9, 42, 66, 91]. The obtainable 
single-molecule sensitivity allows for the detection of weakly emitting low QE labels otherwise 
undetectable by more conventional fluorescence detection methods [12-13, 110-111, 131-134, 
138-140]. PEF possesses a wide scope of applications including biomedical diagnostics, enhanced 
solar cell and organic photovoltaic performance, and an expansion of bio- and chemosensors [8, 
41-42, 61, 105].  
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Recent reviews of plasmonic biosensor applications have been presented by [37], [41-42], 
and [91]. One of the strategies to improve the sensitivity of fluorescence-based biosensors is by 
placing the fluorophore in the high E-field generated by light confinement within metallic NPs, 
therefore improving the detection sensitivity by enhancing fluorescence emission. The coupling 
between the emitted frequencies of a fluorophore and the plasma resonance of the metal 
nanostructure can cause light to be radiated by the metal with an enhanced intensity at the same 
frequency of the fluorescence emission [8, 41-42, 61, 105]. This experimental and theoretical study 
of PEF is commonly known as metal-enhanced fluorescence (MEF) [42, 62]. 
MEF is a special case of plasmonic biosensors involving the study of fluorophores near 
metal nanostructures. The increased E-field around the nano-patterned plasmonic lattice directly 
improves the excitation and emission enhancement of the fluorophores, which in turn reduces the 
LOD [6, 8, 41-42, 62, 110, 158, 162]. Fluorescence enhancement is due to the localized surface 
plasmon polaritons associated with metal nanostructures, which increases the E-field at and around 
the nanostructure surface. The fluorescent molecules are modified by the increased E-field around 
the nanostructures, resulting in an enhanced excitation rate and subsequent fluorescence emission 
enhancment. As a result, MEF is widely investigated for labeled biosensor applications, 
particularly for fluorescent dyes with low quantum yield [6, 42, 62, 110, 158, 162]. The PEF 
experimental process attempts to correlate the role external excitation frequency, source 
polarization, optical properties of the emitter (e.g., extinction coefficient, lifetime, and quantum 
yield), spatial orientation, and coupling to LSPR ‘hotspots’ play on the fluorescence emission 
process [42, 51, 61-62]. Surface plasmon-induced augmentation of a fluorophore’s excitation and 
decay rates can be classically illustrated by Maxwell’s equations by using the absorption (μab) and 
emission (μem) electric dipole moments of the fluorophore [42]. The excitation rate of a fluorophore 
(γe) irradiated by an incident EM wave possessing an E-field (E) at the fluorophore’s λab can be 
expressed as the following: 
 
𝛾𝑒 ∝ |𝐸 × 𝜇𝑎𝑏|
2               (46) 
 
Fluorescence yield is a key parameter of an elementary emitter and is the product of two factors: 
1) E-field intensity enhancement factor (G) for the excitation light source, and 2) the quantum 
yield (Q) of the emitter near metallic NPs [42, 62].  
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This relationship is presented below:  
 
𝐹 = 𝐺𝑄 = |
𝐸
𝐸0
|
2
× (
𝛾𝑟
𝛾𝑟 + 𝛾𝑛𝑟
=
𝛾𝑟
𝛾𝑡𝑜𝑡𝑎𝑙
)            (47) 
Here,  F is the fluorescence enhancement factor, γr is the radiative decay rate of the emitter, γnr is 
the non-radiative decay rate of the emitter, γtotal is the total decay rate (the sum of the radiative and 
non-radiative decay rates) of the emitter, E is the amplitude of the enhanced E-field in the presence 
of metal NP(s), and E0 is the default source amplitude of the incident radiation (typically 1 V/m) 
[62]. The increased E-field creates an additional radiative decay source when the fluorescent 
molecule is near metallic nanostructures. Expanding upon (47) and accounting for this produces a 
modified quantum yield (η) [42, 129-133]: 
 
𝜂 =
𝛾𝑟
𝛾𝑟
0
(
𝛾𝑟
𝛾𝑟
0)+(
𝛾𝑎𝑏𝑠
𝛾𝑟
0 )+(
(1−𝜂0)
𝜂0
)
             (48) 
𝛾𝑟 + 𝛾𝑛𝑟 = 𝛾𝑎𝑏𝑠 + 𝛾𝑛𝑟
0              (49) 
 
γabs is the metal-enhanced absorption decay rate that directly competes with the NP-enhanced 
radiative decay rate, shortens the excited lifetime of the fluorophore, and reduces the amount of 
optical energy stored vs. the amount of optical energy lost to the surrounding environment (i.e., 
the quality factor (Q)). Taking into consideration the directionality of surface-plasmon coupled 
emission (f), the metal NP-modified radiative (γr) and non-radiative decay rates (γnr) resulting from 
an increased local density of optical states (LDOS) at the emission wavelength of the fluorophore 
results in: 
 
𝐹𝐸 = |
𝐸
𝐸0
|
2
× {
𝛾𝑟
𝛾𝑟
0
(
𝛾𝑟
𝛾𝑟
0)+(
𝛾𝑎𝑏𝑠
𝛾𝑟
0 )+(
(1−𝜂0)
𝜂0
)
} × 𝑓           (50) 
𝑓 = 𝑚𝑎𝑥 {
4𝜋𝛾𝑟(𝛳,𝜙)
∬ 𝛾𝑟(𝛳,𝜙)𝑠𝑖𝑛(𝛳)𝑑𝛳𝑑𝜙
}            (51) 
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Denoted in (50) are the intrinsic radiative and non-radiative decay rates of the fluorophore 
superscripted with ‘0’ as well as the intrinsic quantum yield of the fluorophore (η0). Note that  γr  
and γnr are associated with the plasmon-enhanced E-field intensity [42, 129-133]. Some examples 
of γnr include excimer formation, exciplex formation, electron transfer, FRET, intramolecular 
charge transfer, internal conversion, photochemical transformation, and proton transfer [127, 129, 
174, 183, 185]. Here, γr(ϴ,ϕ) is the radiative decay rate density at the emission wavelength 
integrated over all polar (ϴ) and azimuthal (ϕ) angles, and γe is the plasmon-enhanced excitation 
rate [129-133]. Encompassing (42), (43), and (45) yields the enhancement factor of detected 
fluorescence intensity with respect to the measured fluorescence intensity of a free fluorophore in 
a homogeneous aqueous environment: 
 
𝐸𝐹 ∝
𝛾𝑒
𝛾𝑒
0 ×
𝜂
𝜂0
× 𝑓               (52) 
 
Although the above equations accurately describe fluorescence intensity, there are various 
other factors on which fluorescence enhancement depends such as the intrinsic quantum yield of 
the emitter, its concentration in solution, the surrounding medium, etc. [42, 174, 183, 185]. The 
lifetime a fluorophore’s excited state is: 
 
𝜏 =
1
𝛾𝑟+𝛾𝑛𝑟
                (53) 
 
Figure 2.7 depicts an excited fluorophore with a visualization of the electronic and vibrational 
energy levels of the QDs used in experimentation within the scope of this thesis. 
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Figure 2.7 Jablonski diagram representing  A) the energy levels of an excited cadmium-selenium zinc/sulfide (CdSe/ZnS) QD (as used in 
experimentation) of this label (a TE dipole behaving as an oscillating point charge) inlaid, and B) the electronic and vibrational energy levels 
resulting from excitation of the single quantum emitter and the subsequent radiative and non-radiative decay processes (adapted from [8]). 
 
The singlet and triplet states shown in Figure 2.7 are split into vibrational and rotational 
sub-levels. The process of fluorescence emission generally results from a thermally equilibrated 
excited state (i.e., the lowest vibrational state of S1) [8]. Optical absorption accounts for the largest 
cross-section of the excitation process and is typically on the femtosecond (fs) timescale [8]. The 
emission of an isolated fluorophore is characterized by its quantum yield and lifetime previously 
stated in (48) and (53). The relaxation of the fluorescent molecule (typically in picoseconds (ps)), 
involves internal conversion from higher vibrational states to the level vibrational level of the first 
excited state [127, 174]. Relaxation is immediately followed by radiative decay (typically in 
nanoseconds (ns)) with the emission of light embodying a mirror image of S0 to S1 absorption and 
not that of the total absorption spectrum [8, 127, 174]. Table 2.1 summarizes the timescale range 
for the transitional states characteristic of the fluorescence process presented in Figure 2.7.  
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Table 2.1 Timescale ranges for the various processes in fluorescence [127, 174]. 
Transition Process Rate Constant Timescale (s) 
S(0) → S(1) or S (n) Absorption (Excitation) Instantaneous 10-15 
S(n) → S(1) Internal Conversion k(ic) 10-14 to 10-10 
S(1) → S(1) Vibrational Relaxation k(vr) 10-12 to 10-10 
S(1) → S(0) Fluorescence k(f) or Γ 10-9 to 10-7 
S(1) → T(1) Intersystem Crossing k(pT) 10-10 to 10-8 
S(1) → S(0) Non-Radiative Relaxation/Quenching k(nr), k(q) 10-7 to 10-5 
T(1) → S(0) Phosphorescence k(p) 10-3 to 100 
T(1) → S(0) Non-Radiative Relaxation/Quenching k(nr), k(qT) 10-3 to 100 
 
As stated earlier, single-molecule detection and imaging is possible due to highly sensitive 
nature of fluorescence. The coupling of fluorophores with plasmons on a metal surface allows for 
the amplification of the intensity of detected fluorescence. Fluorescence emission intensity can be 
enhanced through three main avenues: 1) increasing the excitation rate via plasmon-enhanced field 
intensity at the absorption wavelength of the fluorophore, 2) enhancing the quantum yield of the 
fluorophore, and 3) a higher directionality of plasmon-coupled emission at the emission 
wavelength of the fluorophore [8, 41-42, 62, 129-133]. It is important to note that the fluorescence 
enhancement factor strongly depends on the orientation of the fluorophore due to the sensitivity of 
LSPR to polarization [42]. Since fluorophore orientation is typically random, the enhancement for 
an ensemble of emitters is averaged across all possible orientations of the absorption and emission 
dipole moments (μab and μem), respectively. Additionally, PEF amplification is a highly surface-
sensitive mechanism only occurring at distances below the surface plasmon probing depth (Lp) 
[42, 62]. PEF can therefore provide a means for better distinguishing between the specific 
fluorescence signal from background noise that originates from bulk effects like auto-fluorescence 
and/or scattering [8, 42]. Common fluorophores employed in PEF are organic dye molecules 
characterized by aromatic rings or conjugated carbon chains; however, QDs have also seen 
extensive study in PEF experimentation [66, 79, 114-116, 118, 127, 174, 181-185]. Fluorescence 
emission quantum yield is defined as the following: 
 
𝜙𝑒𝑚 =
# 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑒𝑚𝑖𝑡𝑡𝑒𝑑
# 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑
              (56) 
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Fluorescent labels, such as rhodamines, display some of the highest emission intensities due to 
their incredibly high, near unity quantum yields [42, 114, 174, 183-185]. The rate equation 
governing the rate at which these emitters go from their ground states to higher energy excited 
states is shown below:  
 
𝑑𝑛𝑠1
𝑑𝑡
= 𝑘𝐴𝑛𝑠0 − (𝑘𝑟 + 𝑘𝑛𝑟)𝑛𝑠1             (57) 
 
For an emitter concentration at constant optical excitation: 
 
𝑑𝑛𝑠1
𝑑𝑡
= 0               (58) 
 
Combing (57) and (58) results in the expression for the number of emitters in an excited state: 
 
𝑛𝑠1 =
𝑛𝑠0𝑘𝐴
(𝑘𝑟+𝑘𝑛𝑟)
              (59) 
 
In equations (57)-(59), 𝑛𝑠1is the number of emitters at higher energy excited states for a given 
concentration, 
𝑑𝑛𝑠1
𝑑𝑡
 is the rate per unit time these emitters reach their excited states, 𝑛𝑠0is the 
number of emitters at grounded states at the same concentration, 𝑘𝐴is the excitation rate 
enhancement (|
𝐸
𝐸0
|
2
), 𝑘𝑟 is the radiative decay rate of the emitters, and 𝑘𝑛𝑟 is the non-radiative 
decay rate of the emitters [114].  
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2.1.4.1 Fluorescence Quenching 
Fluorophore emission can be directly influenced by the interaction of a fluorophore with 
other fluorescent or non-fluorescent molecules. These intramolecular interactions can quench or 
prevent emitted fluorescence from the excited fluorophore [15, 18, 72, 114, 127, 183]. 
Fluorescence quenching is often used to determine the activation status of proteins or identify gene 
expression that can be designed for introduction into, or removal from, a particular biological 
response [183]. Methods of fluorescent quenching include FRET, collision quenching, and contact 
quenching. In the case of FRET, incident excitation light causes a fluorophore to reach an excited 
state resulting in the release of a photon (i.e., a “donor” molecule) [183]. Another fluorophore or 
a non-fluorescent molecule is placed in proximity to the donor fluorophore to absorb the emitted 
photon (i.e., an “acceptor” molecule) effectively quenching, or stifling, the emitted light in the case 
of non-fluorescent molecules [183]. Using a fluorophore to quench the photonic emission of 
another fluorophore is often used to detect the quenched state of the donor fluorophore whereby, 
instead of detecting fluorescence at a known wavelength in response to the excitation of the donor 
fluorophore, photonic emission of the quenched fluorophore would occur at the wavelength of the 
quenching fluorophore [183]. Figure 2.8 shows the FRET spectral overlap and with the types of 
quenching visualized in Figure 2.9. 
 
 
 
 
 
 
 
 
 
 
Figure 2.8 FRET spectral overlap [183]. 
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Figure 2.9 Types of fluorescence quenching (adapted from [183]). 
 
Fluorescence quenching is directly related with the distance-dependent decay rate of an 
emitter and occurs when an excited quantum emitter transfers its energy to a metal or dielectric 
surface (typically when d < 15 nm) [15, 18, 72, 114, 127, 183]. Quenching, therefore, is simply 
the reduction in the quantum yield of an emitter exacerbated by the non-radiative energy transfer 
from the emitter to a nearby NP preventing radiative decay, or emission [15, 127]. The signature 
of the EM origin of the plasmonic component, this metal-molecule distance dependence has been 
both demonstrated and explored throughout PEF biosensor literature by many research groups [15, 
17-18, 66, 72]. A continuous transition from fluorescence enhancement to quenching is observed 
by varying the molecule-NP distance. One of the main ways to overcome the real issue of 
fluorescence quenching is to deposit a SiOx spacer layer atop the plasmonic nanostructure(s) 
introducing separation between the emitter and the metal surface. It has been shown that, when 
spacer layer thickness increases from d = 0, luminescence intensity of the emitter is observed [15, 
18, 127, 174]. The extent of quenching depends on the nature of the quencher molecule 
(fluorophore or non-fluorophore), the type of interaction, and the wavelength of energy emitted by 
the fluorophore.  
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Amplifying the fluorescence signal for detection requires functionalized sensors containing 
biomolecular recognition elements (BREs) capable of capturing specific analytes from solution 
[42, 179-180]. 
 
2.1.4.2 PEF Biosensor Functionalization 
Since surface chemistries have been extensively subjected to reviews in [179] and [180], 
the focus of this subsection is on bio-interfacial systems adopted for local and selective attachment 
of analytes at plasmonic hotspots (i.e., LSP regions) [12, 42, 51, 61, 68, 82, 111, 134, 138, 150-
151]. Local functionalization of these plasmonic hotspots is favorable because of the high 
fluorescence signal is associated with the binding event. However, there is an accompanied lower 
concentration, or average density, of BREs present on the surface of the sensor leading to a lower 
probability of analyte capture [42]. These conflicting effects inherent in PEF biosensor 
technologies can stymie their overall sensitivity [8, 41-42]. A popular class of materials for use in 
biosensing applications are self-assembled monolayers (SAMs) due to their ability to tailor 
transducer/liquid interfacial properties [42, 178-180]. Alkanethiol SAMs reliably conjugate 
analytes to the surface of a noble metal through amine coupling, his-tag, and biotin-streptavidin 
interactions [42, 178-180]. Silane-based surface chemistries are preferred for use with oxide layers 
(i.e., spacer films) that provide for distance control between the fluorophore and metal surface [15, 
18, 127, 174]. S-layer protein SAMs have been employed for modifying the surface of plasmonic 
biosensors incorporating specific fusion proteins bearing biotin tag- or immunoglobulin (IgG)-
reacting functional groups [161-163]. Metallic surface functionalization can also exploit natural or 
synthetic polymers that, when attached to the metal surface, provide an open 3D structure 
accommodating larger quantities of biomolecules compared to 2D SAM systems [42, 179]. Precise 
attachment of BREs to plasmonic hotspots is crucial for witnessing the large fluorescence signal 
amplification endowed by PEF on metallic nanostructures since only the molecular binding events 
occurring in plasmonic hotspots are capable of producing a strongly amplified fluorescence signal 
[4-10, 12-13, 42, 66, 110, 146-148, 158-171, 178].  
In PEF biosensors the measured sensor(s) signal is calibrated against the concentration of 
a target analyte being analyzed in a sample (cα). In the case of fluorescence-based heterogenous 
assays, the measured fluorescence signal (F) is proportional to the product of the enhancement 
factor and number of molecules captured on specific sensing spots [42].  
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The relationship between the number of captured molecules and depends on cα depends on the 
means analyte transfer from sample to surface, the density of the BREs (cβ), dissociation affinity 
binding constant (Kd), and the reaction time. Via the Langmuir isotherm, the equation describing 
the fluorescence signal is: 
 
𝐹 ∝ 𝐸𝐹 ∝∙ 𝑆
𝑐𝛼
𝐾𝑑
𝜉𝑐𝛽
+
𝑆
𝑉
               (60) 
 
Equation (60) holds for analyte concentrations smaller than the dissociation affinity binding 
constant (cα << Kd) and surface reaction at equilibrium [42]. V represents the volume of the sample 
analyzed with cα, S is the surface area of the sensing spot, and ξ is the fraction of the total surface 
area occupied by plasmonic hotspots functionalized by cβ. For a larger V and small S, the response 
of the sensor is proportional to EFξScβcα. The effect of strong PEF amplification in this limit at 
sparsely distributed plasmonic hotspots will not yield a substantial improvement in detection 
sensitivity due to the fact that large enhancement factors are typically associated with the strong 
EM confinement occurring for low ξ [42]. Equation (60) indicates that PEF is highly favorable on 
the local functionalized hotspots for small V when high affinity BREs are present. For the case 
where cβS >> KdV [42], equation (60) translates to a situation where nearly all molecules present 
are captured at the plasmonic hotspots and all contribute to an amplified fluorescence signal: 
 
𝐹 ∝ 𝐸𝐹𝑉𝑐𝛼               (61) 
 
Tables 2.2-2.4 summarize select biological and chemical compounds used in PEF biosensing 
including information on analysis time, analyzed matrix, assay format, and LOD. 
 
Table 2.2 Select model analytes analyzed in PEF including analysis time, analyzed matrix, assay format, and LOD. 
Model Analytes (SP Mode) Matrix LOD Detection Time Assay Type Reference 
DNA (SPP) Buffer 30 pM 10 min Direct [156] 
DNA (SPP) Buffer 1.57 pM 30 min Direct [157] 
RNA (LSP) Buffer 25 pM 30 min Sandwich [158] 
Streptavidin (SPP) Buffer 50 pM 10 min Direct [160] 
Human IgG (SPP) Buffer 1 pg/ml (6.7 fM) 1 hr Sandwich [161] 
Human IgG (LSP) Buffer 86 pg/ml (0.57 pM) 1 hr Sandwich [162] 
Human IgG (LSP) Buffer 0.3 fM 1 hr Direct [163] 
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Table 2.3 Select biomarkers analyzed in PEF biosensing including information on analysis time, analyzed matrix, assay format, and LOD. 
Biomarkers (SP Mode) Matrix LOD 
Detection 
Time 
Assay Type Reference 
f-PSA (LRSPP) Buffer/Serum 34/330 pM 35 min Sandwich [164] 
Total PSA (LSP) Buffer/Serum 0.4/1.8 pg/ml (12/52 fM) 1 hr Sandwich [165] 
TNF-α (LSP) N/A 3 pM 2 hr Sandwich [166] 
Troponin I (LSP) Buffer/Blood 5/50 pg/ml (0.22/4.3 pM) 1 min Sandwich [167] 
C-Reactive Protein (SPP) Buffer/Serum 16/26 ng/ml (0.15/0.25 nM) 30 min Sandwich [168] 
UL16-Binding Protein 2 (LSP) Serum 18 pg/ml (0.75 fM) 4.3 hr Sandwich [169] 
 
Table 2.4 Select pathogens and toxins analyzed in PEF biosensing including information on analysis time, analyzed matrix, assay format, and 
LOD. 
Pathogens and Toxins (SP Mode) Matrix LOD 
Detection 
Time 
Assay Type Reference 
Aflatoxin M1 (LRSPP) Buffer/Milk 0.6 pg/ml (1.8 pM) 53 min Inhibition [170] 
E. coli 157 (LRSSP) Buffer 6 cfu/ml 20 min Sandwich [171] 
SARS-CoV (LSP) Buffer 13.9 pg/ml N/A Sandwich [172] 
S-OIV (LSP) Buffer/Serum 0.1/1 pg/ml  N/A Sandwich [173] 
Anthrax Protective Antigen (LSP) Buffer 0.1 pg/ml 40 min Inhibition [178] 
 
Controlling the emission rate of the fluorescent label is vital in fluorescence emission enhancement 
and will be discussed in Section 2.1.5. 
 
2.1.5 Purcell Factor 
In 1946, E. M. Purcell found that the spontaneous emission rate of a single emitter (e.g., 
an atom, molecule, or QD) can be amplified through the resonant coupling of an emitter to its 
surrounding environment (i.e., the Purcell Effect). The lifetime of an excited emitter is governed 
by both the radiative decay rate relating to photon emission as well as the non-radiative decay rate 
relating to energy dissipation into the surrounding environment [15, 62, 74-75, 79, 109-110, 123].  
The spontaneous emission rate of a single fluorescent emitter can be significantly enhanced when 
coupled to metallic NPs, multilayer or surface metal films, PhCs, and resonant cavities [62, 74-75, 
79, 109-110]. For a system to be effectively coupled to an EM resonator, the spontaneous emission 
probability is increased over its bulk value yielding a recombination time reduced by the following 
factor: 
 
𝐹𝑃 =
3
4𝜋2
(
𝑄
𝑉
) (
𝜆
𝜂
)
3
               (62) 
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The parameters contained in (62) are the quality factor (Q), the mode volume (V), and the 
wavelength in the material (λ) [62, 74-75, 79]. The quality factor of the cavity mode is defined as: 
 
𝑄 =
𝑓𝑐
∆f
=
2𝜋𝑓𝑐𝐸
𝜌
=
𝜏𝜔0
2
                (63) 
 
fc is the resonant frequency of the cavity mode and ∆f is the full-width half-maximum, or 
bandwidth of the frequency response, E is the total energy stored in the cavity mode, τ is the 
average lifetime of a resonant photon in the cavity mode (directly proportional to Q), and the 
expression for power dissipation ρ = -dE/dt. Q pertains to the ratio of energy stored to the energy 
dissipation per optical cycle. Additionally, Q represents the maximum amount of energy stored vs. 
power loss at an angular frequency (ω0) at which stored energy and power loss are measured. Note 
that a low Q delineates an overdamped system with a high Q delineating an underdamped system 
[79, 109]. Furthermore, τ is directly proportional to Q. Expanding on (62): 
 
𝐹 =
𝑅𝑠𝑝,𝑐𝑎𝑣
𝑅𝑏𝑢𝑙𝑘
                (64) 
Rsp,cav is the spontaneous emission rate into the resonant cavity mode per unit time and Rbulk is the 
total spontaneous rate per unit time in the bulk medium absent of the resonant cavity [79]. The 
Purcell factor shown in (62), in the case of an ideally matched single quantum emitter, is equal to 
the Purcell factor shown in (64) [79].  
 
The spontaneous emission coupling factor (β) is explicitly defined as the fraction of photonic 
emission coupled to the cavity mode: 
𝛽 =
𝑅𝑠𝑝,𝑐𝑎𝑣
𝑅𝑠𝑝,𝑐𝑎𝑣+𝑅𝑙
               (65) 
 
Above, Rl is the emission rate per unit time into other modes [79]. It can be observed that that β 
can be enhanced substantially by ensuring Rl is suppressed, even in the case where Rsp,cav = Rbulk 
(without any Purcell enhancmenet).  
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The photonic emission rate for a homogenously broadened two-level atom in a resonant cavity can 
be directly derived from Fermi’s golden rule: 
 
𝑅𝑒𝑚 =
2𝜋
ђ2
∫ |〈𝑓|𝐻|𝑖〉|2𝜌(𝜔)𝐿(𝜔)𝑑𝜔
∞
0
           (66) 
 
ρ(ω) is the LDOS per unit of angular frequency (ω), L(ω) is the homogeneous broadening line 
shape, H is the atom-field Hamiltonian, i represents the initial transition states, and f represents the 
final transition states [79]. The cavity line shapes for the cavity and emitter are both typically 
Lorentzian. Considering an electric dipole transition and a single cavity mode taking a density 
matrix approach with artificial discretization of the LDOS yields the following matrix element: 
 
|〈𝑓|𝐻|𝑖〉| = 𝐸0(𝑟𝑒𝑚)?̂? ∙ 𝑑𝑖 𝑓√𝑁𝑝ℎ + 1           (67) 
𝐸0(𝑟𝑒𝑚) = √(ђ𝜔/2𝜀0𝜀𝑟𝑎𝑉)𝑒(𝑟𝑒𝑚)            (68) 
 
Nph is the number of photons within the mode, 𝐸0(𝑟𝑒𝑚) is the field magnitude per photon at the 
emitter’s position (𝑟𝑒𝑚), ?̂? is a unit vector inidicating polarization, here again 𝜀0 is the free-space 
permittivity, 𝜀𝑟𝑎 is the relative dielectric constant in the active material, and V, again, is the mode 
volume [79]. Equation (67) denotes stimulated emission while equation (62) denotes spontaneous 
emission. The dimension-less mode function (𝑒(𝑟)) is then normalized to |𝑒(𝑟)|𝑚𝑎𝑥 = 1. For an 
optimally positioned point-like emitter: 
 
|〈𝑓|𝐻|𝑖〉| = √
ђ𝜔
2𝜀0𝜀𝑟𝑎𝑉
?̂? ∙ 𝑑𝑖 𝑓√𝑁𝑝ℎ + 1          (69) 
Defining the atomic dipole moment: 
 
𝑑𝑖 𝑓 = |〈𝜓𝑖|𝑑|𝜓𝑓〉|              (70) 
 
The parameter 𝑑 is the dipole operator, 𝜓𝑖 is the upper level wavefunction of the atom, and 𝜓𝑓is 
the lower level wavefunction of the atom [79].  
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The mode volume (V) is designated by the energy normalization condition of the field per photon 
(E0) and, in the case of a non-dispersive dielectric cavity, produces: 
 
∫ 2𝜀 (𝑟)|𝐸0(𝑟)|
2𝑑3𝑟 = ђ𝜔             (71) 
 
Therefore, the expression for the cavity mode volume becomes: 
 
𝑉 =
∫ 𝜀𝑉 (𝑟)|𝐸(𝑟)|
2𝑑3𝑟
𝑚𝑎𝑥(𝜀(𝑟)|𝐸(𝑟)|2)
              (72) 
 
ε(r) is the electric permittivity of the material at position r [79, 124]. Based on the discussion 
presented in [124], (72) assumes the case of an ideally oriented and positioned dipole yielding the 
highest Purcell factor. The Purcell factor in (62) considers a cavity whose fundamental mode is in 
resonance with the transition frequency of a dipole in alignment with the polarization of the cavity 
mode at a position of maximum field [74]. Consequently, experimental observation of the Purcell 
effect is relatively challenging in the field of optics because a significant emission increase requires 
specialized optical resonators capable of confining and storing light comparable to the wavelength 
[79]. Due to the wider cavity resonance line widths (i.e., a wider frequency response or spectrum) 
of the plasmonic lattice geometries modeled using FDTD (Chapter 3) compared to the line width 
of applicable fluorescent labels, the case championed in Figure 2.10 will now be explored.  
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Figure 2.10 Relationship between cavity mode resonance and the transition spectrum of the emitter in the case where the line width of the cavity 
mode is broader than the transition line width of the emitter [79]. 
 
With a uniform dielectric constant throughout the entirety of the cavity: 
 
𝑉 = ∫|𝑒(𝑟)|2𝑑3𝑟              (73)  
 
Spontaneous and stimulated emission processes will be analyzed using equations (66), (67), and 
(69) considering the case where ρ(ω) is nonzero within a narrow line width (i.e., a single optical 
mode in the gain spectrum depicted in Figure 2.10) where the matrix element is frequency-
independent and can therefore be removed from equation (66) [79, 124].  An average dipole 
moment (𝑑𝑖 𝑓 = 〈?̂? ∙ 𝑑𝑖 𝑓〉) is assumed for emitters possessing dipole moments oriented along 
different directions [79]. The photon creation rate via spontaneous and stimulated emission in the 
cavity mode for a point-like optimally positioned emitter, maintaining the assumption |𝑒(𝑟𝑒𝑚)| =
1, becomes: 
 
𝑅𝑠𝑝,𝑠𝑡,𝑐𝑎𝑣 =
𝜋
ђ𝜀0𝜀𝑟𝑎
𝑑𝑖 𝑓
2
𝑉
(𝑁𝑝ℎ + 1) ∫ 𝜌(𝜔)𝐿(𝜔)𝑑𝜔
∞
0
         (74) 
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For a narrow emitter (∆𝜔𝑒𝑚 ≪ ∆𝜔𝑐𝑎𝑣 pictured in Figure 2.10) and assuming the emitter is in 
resonance with the cavity mode (ω = ωcav), the Lorentzian optical mode densities at the emission 
frequency: 
 
𝜌(𝜔𝑒𝑚) ≅
2
𝜋∆𝜔𝑐𝑎𝑣
               (75) 
 
Approximating the spontaneous and stimulated emission rates in the cavity mode (i.e., L(ω) as a 
Dirac delta function):  
 
𝑅𝑠𝑝,𝑠𝑡,𝑐𝑎𝑣 ≅
2
ђ𝜀0𝜀𝑟𝑎
𝑑𝑖 𝑓
2 𝑄
𝑉
(𝑁𝑝ℎ + 1)           (76) 
 
As previously mentioned in (63), Q=ωcav/∆ωcav, and ωcav is the resonant frequency of the 
cavity. Dividing equation (76) by the bulk emission (Rbulk) for the case of spontaneous emission 
(Nph = 0), the originally postulated Purcell factor in (62) is obtained [74, 79]. The factor Q/V holds 
true only in specific cases where the transition frequency of the emitter is narrow [79]. The photon 
creation rate via spontaneous and stimulated emission of a single QD operating at cryogenic 
temperature directly depends on the ratio Q/V. This ratio essentially states that the spontaneous 
emission rate can be Purcell-enhanced [74, 79, 109]. A prime example of the Purcell-enhanced 
photonic emission of a single emitter has been exemplified in the Fabry-Pérot interferometer and 
will be probed in Section 3.3.  
 
2.1.6 Metallic Nanostructures 
The subsequent subsections discuss the Purcell factors (where appropriate) and plasmon 
resonances of the following metallic nanostructures: thin metal films, single metal NPs, and NP 
arrays. FDTD simulation analysis of metal NP arrays will be presented in the latter portion of 
Chapter 3. Table 2.5 compares field intensity enhancement for small distances from select 
plasmon-supporting metallic surfaces (d ~ 10-20 nm) as well as the associated fabrication 
techniques and resonance conditions, respectively.  
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Despite the stronger field intensity enhancements obtainable using silver, especially for 
wavelengths less than 600 nm [42], this thesis will delve into the slightly weaker plasmon-
enhanced field intensities of gold nanostructures due to gold’s biocompatibility and chemically 
stability. 
 
Table 2.5 Comparison of respective field intensity enhancements, fabrication techniques, and resonance conditions of select SPP- and LSP-
supporting metal nanostructures [42], [131], [133-140]. 
Plasmonic Mode and Structure 
Intensity 
Enhancement 
(|E|2/|E0|
2) 
Wavelength Reference 
SPP: Flat and Corrugated Au Films ~ 90 λ = 630 nm [42] 
SPP: Flat and Corrugated Au Films ~ 45 λ = 630 nm [42] 
LSPR: Au Nanoshell and Spherical NPs 
 
~ 10 
181 
λ = 617 nm 
λ = 780 nm 
[42] 
LSPR: Au NP Dimers 
 
~ 350 
~ 100 
λ = 780 nm 
λ = 630 nm 
[42] 
SPP and LSPR: Au Nanodisk and Nanohole 
Arrays 
~ 10 λ ~ 630 nm [42] 
LSPR: Ag Bow Tie NP Arrays ~ 100 λ ~ 780 nm [42] 
SPP and LSPR: Concentric Gratings with 
Nanoholes 
~ 10 λ ~ 633 nm [42] 
LSPR and SPP: Diffractive Arrays of 
Cylindrical NPs 
~ 200 λ = 630 nm - 670 nm [42] 
SPR: Ag Cylindrical Channel Nanopillars 52,900 λ ~ 1,015 nm [76] 
LSPR: Arrays of Au Square Nanopillars ~ 13.69 λ = 560 nm – 565 nm [240] 
LSPR: Au Nanospheres ~ 6.25 λ ~ 525 nm [241] 
LSPR: Au Nanostars ~ 36 - 256 λ ~ 575 nm - 750 nm [241] 
LSPR: Au Nanospheres ~ 1,600 λ ~ 505 nm [242] 
LSPR: Au Nanostars ~ 133,225 λ ~ 625 nm [242] 
LSPR: Au Nanotriangles ~ 8,100 λ ~ 525 nm [242] 
LSPR: Au Nanotriangles 10,000 λ ~ 649 nm [243] 
LSPR: Au Nanostars 
21,025 
27,225 
62,001 
λ = 594 nm 
λ = 717 nm 
λ = 804 nm 
[244] 
LSPR: Au Nanorods 1,000 λ = 650 nm [245] 
LSPR: Au Nanorods 
324 
324 
λ = 526 nm 
λ = 630 nm 
[246] 
LSPR: Au Nanotriangle 400 λ = 803 nm [247] 
LSPR: Au Nanocone Arrays 
25 
25 
25 
25 
λ = 395 nm 
λ = 406 nm 
λ = 411 nm 
λ = 430 nm 
[248] 
LSPR: Au Nanospheres 2.56 λ = 520 nm [249] 
LSPR: Au Nanorods 1.44 λ = 925 nm [249] 
LSPR: Au Nanostars 256 λ = 720 nm [249] 
 
 
2.1.6.1 Continuous Metallic Films 
SPPs on continuous metal surfaces (films) were traditionally used for enhancing the excitation 
field strength at the absorption wavelength of the metal (λab) and exploiting the resulting SP-driven 
emission (λem) [42, 70, 93-95]. SPPs have been demonstrated as effective collectors of fluorescence 
light (more than 50 % photons) at λem when in close proximity to a metallic surface [42, 70, 93-95, 
101-103].  
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Figure 2.11 presents a reverse Kretschmann configuration showing how SPPs can tunnel through 
a thin metal film into the neighboring dielectric substrate whereby the light forms a conically 
shaped, highly directional far-field propagation (i.e., SPCE) [42, 161]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11 Reverse Kretschmann device architectures employ attenuated total internal reflection (ATIR) methodologies showing polar (ϴ) and 
azimuthal (ϕ) angles. Confined fields SPP and LSP modes coupled with a nearby fluorophore at λem (adapted from [42]).  
 
This particular type of emission at λem  can be combined with the SPP excitation at λab that occurs 
at a slightly different angle [42, 93-95, 101-103]. A thin continuous metal film supports SP modes 
on both of its surfaces allowing for tunability in these SP modes traveling along the surface [93-
95, 101-103]. These SP modes become coupled with the thickness of the metal film (dm) when dm 
is comparable to the approximately 10 nm plasmon penetration depth into the metal and when the 
metal is surrounded by a dielectric material(s) or medium(s) of a similar refractive index [101-
103]. Note that coupled symmetric and antisymmetric SPP modes are established by the spatial 
overlap and phase matching between SPPs [42]. Similar to SPR spectrometers, the reverse 
Kretschmann device architecture shown in Figure 2.11 can utilize ATIR or periodically grated 
metallic surfaces to extract emitted radiation [42, 93, 95, 101-103]. Grated, sub-diffractive metallic 
surfaces can also excite coupled SPP modes [42, 102-103].  
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Diffraction on a periodically corrugated metal surface presents an alternative methodology for 
simultaneous SPP-enhanced excitation at λab and the subsequent extraction of SPP-driven emission 
at λem [42, 93, 95, 101-103].  
Such periodicity permits the interaction between counterpropagating SPPs opening an SPP 
dispersion relation bandgap [42, 132, 164, 170-171]. At the edges of the bandgap, two Bragg-
scattered surface plasmon polariton (BSSPP) modes manifest with localized field intensities 
present in the valleys and/or peaks of the periodic modulation [42]. To further amplify this field 
intensity, arrays of nanoholes can be perforated into the film allowing one to confine the SPP fields 
to the metal surface. These perforations act as a diffractive grating for SPP excitation 
simultaneously supporting laterally confined LSPs [42, 93, 95, 101-103]. Long range surface 
plasmon polaritons (LRSPPs) specifically pertain to SPP modes with an antisymmetric profile of 
the parallel E-field component (E||) with short range surface plasmon polaritons (SRSPP) relating 
to symmetric SPP modes [132, 164, 170-171]. The weak-natured LRSPPs are guided by the metal 
film and exhibit decreased Ohmic losses allowing them to propagate to longer distances [42, 93, 
95, 101-103]. Additionally, their fields are capable of probing to longer distances (Lp) from the 
surface of the metal [42, 101-103]. The expressions governing SPP and SPR field propagation and 
enhancement have been previously elaborated on in Section 2.1.1 and Section 2.1.2. Table 2.6 
presents experimental fluorescence enhancement factors of certain fluorescent labels and their 
intrinsic quantum yields (where available) used in conjunction with continuous metallic films and 
the type of SP modes exploited through the use of these films, respectively. 
 
Table 2.6 Experimental fluorescence enhancement factors of certain fluorescent labels used in conjunction with continuous metallic films, the 
intrinsic quantum yields of the fluorophores (where available), and the type of SP modes supported by these nanostructures, respectively. 
Plasmonic Nanostructure (SP Mode) EF Fluorophore (η0) f Reference 
Gold ATIR-Coupled (SPP) 32 Rhodamine-6G (0.95) High [143] 
Gold ATIR-Coupled (SPP) 17 MR 21 (N/A) N/A [144] 
Silver 2D Grating-Coupled (SPP) 100 Cy5 (0.28) High [145] 
Gold 1D Grating-Coupled (SPP) 13 CdSe/ZnS QD (0.45) High [146] 
Gold 1D Grating-Coupled (SPP) 24 Cy5 (0.28) High [147] 
Gold “Bull’s Eye” Hybrid (SPP and LSP) 77 AF 647 (0.3) High [139] 
Silver 1D Grating, SPP 30 Rhodamine-6G (0.95) High [148] 
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2.1.6.2 Single Metallic Nanoparticles 
Arguably one of the most heavily investigated plasmonic nanostructures is the spherical 
metal NP [41-43, 73, 75, 91, 95, 100]. If the diameter of the metal sphere (D) is much smaller than 
the resonance condition, only a dipole LSP mode is supported. Consequently, the plasmon-
enhanced field intensity decreases as distance from the NP (d) increases: 
 
|
𝐸
𝐸0
|
2
~
𝐷
[0.5𝐷+𝑑]3
               (77) 
 
(77) provides an estimation of the probing depth of the LSP field that roughly scales with NP 
diameter (Lp ~ D) [42]. LSPR occurs at longer wavelengths on spherical NPs possessing a 
dielectric core and a thin metal layer shell cap (nanoshell). The interaction between LSP modes at 
the inner metal-dielectric interface and the outer shell cause a red-shift in the LSPR wavelength 
and a higher field intensity [100-104]. Asymmetrical NPs support multiple LSP modes at varying 
wavelengths. For instance, elongated gold nanorods support LSP modes with a dipole moment 
oscillating both parallel and perpendicular to the NP axis [77-78, 100].  
For small gold nanorods, the ensemble extinction has two strong peaks corresponding to 
the transverse and longitudinal modes of the NP, but the single-particle scattering is too weak to 
be seen as the extinction is dominated by absorption [75, 77-78]. However, for larger nanorods, 
scattering makes up a larger portion of the extinction and can be measured experimentally [77-78].  
Introducing asymmetry in a single metal NP results in a significant red-shift of the LSP resonant 
wavelength [77-78, 100]. The case of a single spherical metal NP placed in the vicinity of an 
InGaN/GaN quantum well (QW) as pictured in Figure 2.12 will now be explored. 
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Figure 2.12 Isolated nanosphere (NS) in the vicinity of an active InGaN QW is GaN (adapted from [75]). 
 
Determining the effective SP eigenmode volume supported by the metal NS with the z-axis 
perpendicular to the sample plane first requires one to obtain the dipole field inside and outside of 
the metal sphere with radius a [75]: 
 
𝐸(𝑟, 𝜃) = {
3𝜀𝐷
𝜀𝑚+2𝜀𝐷
𝐸0?̂?}       r < a      (78) 
𝐸(𝑟, 𝜃) = {𝐸0 (
𝜀𝑚−𝜀𝐷
𝜀𝑚+2𝜀𝐷
)
𝑎3
𝑟3
[2𝑐𝑜𝑠(𝜃)?̂? − 𝑠𝑖𝑛(𝜃)?̂?]}   r > a      (79) 
 
Recalling the Drude model: 
 
𝜀𝑀 =
𝜔𝑝
2
𝜔2+𝑗𝜔𝛾
              (80) 
 
Where ωp is the plasmon frequency, γ is the metal loss, and εD is the dielectric constant of the 
medium surrounding the metal NS. The field inside the NS remains despite the absence of the 
outside z-polarized driving E-field when the following condition is met: 
 
𝜀𝑀(𝜔0) + 2𝜀𝐷 = 0              (81) 
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The expression shown in (81) details and unambiguous indication of an eigenmode oscillating at 
resonance: 
 
𝜔0 =
𝜔𝑝
(1+2𝜀𝐷)1/2
               (82) 
 
In the event where r = a, the field surrounding the surface of the NS is at its maximum [75]: 
 
𝐸𝑚𝑎𝑥 =
6𝜀𝐷𝐸0
𝜀𝑀+2𝜀𝐷
               (83) 
 
The emission process (pictured in Figure 2.13) of a single quantum emitter is treated as a two-step 
process: 1) material polarization coupling into a closely confined SP eigenmode with a Purcell-
enhanced radiative rate (1/τrad) that competes with the non-radiative decay rate of the emitter 
(1/τnrad), and 2) energy coupling from the SP mode into the radiation continuum rate (γrad) [75]. 
This coupling competes with the non-radiative loss (γnrad) because of the absorption in the metal 
[42, 75], and can be defined as: 
 
𝜂𝑝𝑟 =
𝛾𝑟𝑎𝑑
(𝛾𝑟𝑎𝑑+𝛾𝑛𝑟𝑎𝑑)
               (84) 
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Figure 2.13 An illustration of the two-step emission process and coupling rates: 1) energy transfer from the emitter into SP modes, and 2) the 
radiative coupling of those SP modes into radiation modes (adapted from [75]). 
 
In general, the more tightly confined the modes with larger Purcell enhancements have a 
relatively large non-radiative loss and, based on this tradeoff, the greatest overall enhancement can 
be realized through the optimization of nanostructure parameters [75]. If the emission frequency 
is assumed to be close to the SPR of the metal NS: 
 
𝜀𝑀(𝜔0) ≈ −2𝜀𝐷                (85) 
 
The effective volume (Veff) of the eigenmode via the total energy can be calculated: 
 
𝑈 = ∫
1
2
𝜀0
𝜕(𝜔𝜀𝑀)
𝜕𝜔
𝐸2𝑑3𝑟 + ∫
1
2
𝜀0𝜀𝐷𝐸
2𝑑3𝑟
𝑟>𝑎𝑟<𝑎
=
1
2
𝜀0𝜀𝐷𝐸𝑚𝑎𝑥
2 𝑉𝑒𝑓𝑓        (86) 
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Solving for Veff: 
 
𝑉𝑒𝑓𝑓 =
4
3
𝜋𝑎3 (1 +
1
2𝜀𝐷
)              (87) 
 
A noteworthy observation is the effective volume found in (87) is very close to the volume of a 
sphere [75]. Considering a dipole oriented normal to the surface in the z-direction and positioned 
a distance (d) from the particle surface, the effective SP mode densities are: 
 
𝜌𝑆𝑃 =
𝐿(𝜔)
𝑉𝑒𝑓𝑓
(
𝑎
𝑎+𝑑
)
6
               (88) 
 
The normalized Lorentzian line shape of the dipole oscillation is: 
 
𝐿(𝜔) =
𝛾𝑑/2𝜋
(𝜔−𝜔0)2+𝛾𝑑
2/4
              (89) 
 
The SP frequency contained above in (89) is given in (82). As shown in equation (48), the decay 
rate of the dipole combines the radiative and non-radiative components. The non-radiative decay 
rate can be estimated as the SP mode energy decay due to metal absorption: 
 
(
𝑑𝑈
𝑑𝑡
)
𝑛𝑟𝑎𝑑
= ∫
1
2
𝜀0𝐼𝑚 [
𝜕(𝜔𝜀𝑀)
𝜕𝜔
] 𝜔𝐸2𝑑3𝑟
𝑟<𝑎
= (
4
3
𝜋𝑎3) {
1
2
𝜀0𝐼𝑚 [
𝜕(𝜔𝜀𝑀)
𝜕𝜔
] 𝜔𝐸2}     (90) 
 
(
𝑑𝑈
𝑑𝑡
)
𝑛𝑟𝑎𝑑
= −
𝛾
2
𝑈              (91) 
 
∴  𝛾𝑛𝑟𝑎𝑑 =
𝛾
2
               (92) 
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One can infer from (92) that essentially half of the total energy is contained within the metal [75]. 
Using the standard dipole radiation formula, the radiative decay rate becomes: 
 
 𝑝 = 4𝜋𝜀0
𝜀𝑀−𝜀𝐷
3𝜀𝐷
𝑎3 (
3𝜀𝐷
𝜀𝑀+2𝜀𝐷
𝐸0) ≈ −2𝜋𝜀0𝑎
3𝐸𝑚𝑎𝑥          (93) 
The radiating power of the dipole at the SPR frequency is: 
 
𝑃𝑟𝑎𝑑 = − (
𝑑𝑈
𝑑𝑡
)
𝑟𝑎𝑑
=
𝜔0
4𝜂3
12𝜋𝜀0𝑐3
𝑝2 = (
2𝜋𝑎
𝜆𝑑
)
3 𝜔0
1+2𝜀𝐷
𝑈         (94) 
 
Above, c is the free-space speed of light, η is the refractive index of the dielectric, and λD = λ/η is 
the wavelength of emission in the dielectric. (94) holds true only for small NP sizes relative to the 
wavelength [75]. This leads to the following simplification: 
 
𝛾𝑟𝑎𝑑 = (
2𝜋𝑎
𝜆𝑑
)
3 𝜔0
1+2𝜀𝐷
                      (95) 
 
which then results in the radiative coupling efficiency of the SP mode: 
 
𝜂𝑝𝑟 =
𝛾𝑟𝑎𝑑
𝛾𝑟𝑎𝑑+𝛾𝑛𝑟𝑎𝑑
=
𝑄𝜒3
1+𝑄𝜒3
            (96) 
 
χ is the normalized sphere radius (2πa/λD) and Q is the effective quality factor: 
 
𝑄 =
2𝜔0
(1+2𝜀𝐷)𝛾
               (97) 
 
For an Au/GaN system, Q = 0.38 at an SPR frequency (ђ𝜔) equal to 1.95 eV [75]. Radiative 
coupling efficiency increases as NP volume increases and is due to the increase in the number of 
free electrons present in the particle (i.e., an increased collective effect of the electrons in the metal 
emitting in phase) [75].  
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Assuming a z-polarized SP dipole, the mode densities of the radiation continuum becomes: 
 
𝜌𝑟𝑎𝑑 =
1
3𝜋2
(
2𝜋
𝜆𝐷
)
1
𝜔0
              (98) 
 
The Purcell factor at resonance can thus be represented as: 
 
𝐹𝑃(𝜔0) =
𝜌𝑆𝑃
𝜌𝑟𝑎𝑑
= [𝑉𝑒𝑓𝑓
−1 𝐿(𝜔0) (
𝑎
𝑎+𝑑
)
6
] [
1
3𝜋2
(
2𝜋
𝜆𝐷
)
3 1
𝜔0
]
−1
=
9𝜀𝐷𝑄
𝜒3(1+𝑄𝜒3)
(
𝜒
𝜒+𝜒𝑑
)
6
     (99) 
 
where χd = 2πd/λD. The Purcell factor above exhibits a strong dependence on the size of the metal 
NP and diminishes rapidly as the separation distance (d) between the NP and the emitter increases 
[75]. In conjunction, the Purcell factor undergoes an initial increase with the radius of the sphere 
(adhering to the factor (χ/χ + χd)6 contained in (99)), but then decreases with an increase in sphere 
volume (χ3) [75]. For emitters close to the sphere’s surface (χd  << χ), the Purcell factor decreases 
with sphere volume. This aforementioned trend between the Purcell factor and sphere volume is 
fundamentally opposite of that of the coupling efficiency laid out in (96). If the radiative decay 
rate of the SP mode contained in the Lorentzian shape denominator in (89) is set to γd = γnrad = γ/2 
(as in (92)), these opposing trends cancel [75]. This negation effectively means that the overall 
enhancement efficiency is independent of the size of the NP with the answer derivable from a 
quasi-static model [75]. Consideration of radiative decay revises the overall picture of 
enhancement resulting in a strong size-enhancement factor dependence. Thus, the enhancement 
factor calculation must be transformed to the ratio of luminescence efficiency while in the presence 
of SP modes: 
 
𝜂𝑆𝑃 =
𝜏𝑟𝑎𝑑
−1 +𝜏𝑟𝑎𝑑
−1 𝐹𝑝𝜂𝑝𝑟
𝜏𝑛𝑟𝑎𝑑
−1 +𝜏𝑟𝑎𝑑
−1 (𝐹𝑝+1)
            (100) 
 
The original radiative efficiency: 
 
𝜂𝑟𝑎𝑑 =
𝜏𝑟𝑎𝑑
−1
𝜏𝑟𝑎𝑑
−1 +𝜏𝑛𝑟𝑎𝑑
−1             (101) 
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Therefore, the enhancement factor arising due to a single metal NP: 
 
𝐹𝑆𝑃 =
𝜂𝑆𝑃
𝜂𝑝𝑟
=
1+𝐹𝑃𝜂𝑝𝑟
1+𝐹𝑃𝜂𝑟𝑎𝑑
           (102) 
 
Equation (102) suggests that, for any enhancement via a single metal NP to occur (i.e., Fsingle > 1), 
the SP mode’s radiative coupling efficiency must be of greater magnitude than the original 
radiative efficiency of the quantum emitter [75]. Considering quantum emitters of low intrinsic 
radiative efficiency (i.e., Fpηrad << 1): 
 
𝐹𝑠𝑖𝑛𝑔𝑙𝑒 ≈ 1 + 𝐹𝑃𝜂𝑝𝑟 = 1 +
9𝜀𝐷𝑄
2
(1+𝑄𝜒3)2
(
𝜒
𝜒+𝜒𝑑
)
6
        (103) 
 
In the case of small NPs (Qχ3) where the non-radiative decay rate of the SP modes 
dominates, the result is virtually identical to the quasi-static approximation where the enhancement 
factor is weakly dependent upon NP size [74-75]. However, when the emitter is in close proximity 
to the NP surface (i.e., χd ≈ 0), the resulting enhancement shows close to zero dependence on NP 
size [75]. Interpretation of this observation leads one to conclude that, for an emitter with a small 
original radiative efficiency (ηrad << 1), the foremost concern is the energy transfer from the emitter 
into SP modes prior to any non-radiative processes [74-75, 174]. This process overwhelmingly 
favors small NP sizes for a small effective SP mode volume, but small effective mode volumes 
result in small radiative coupling efficiency [75]. Consequently, the enhancement factor increase 
due to a reduction in NP volume rapidly saturates for emitters with small intrinsic radiative 
efficiencies, but changes when examining emitters with nonzero radiative decay rates – a strong 
dependence on NP size [75]. The enhancement factor therefore exhibits a strong dependence on 
NP dimensions with peak enhancement occurring where particle radius is still small enough to 
furnish smaller Veff and an enhanced Purcell factor, yet sufficiently large enough to ensure strong 
radiative coupling of the SP mode [75]. For a higher original radiative efficiency, energy transfer 
(like FRET) from the emitter to SP modes becomes less of a concern while the concern of how 
efficient energy transfer from the SP modes into free-space radiation modes grows [75].  
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Table 2.7 presents experimental fluorescence enhancement factors of certain fluorescent labels and 
their intrinsic quantum yields (where available) used in conjunction with chemically synthesized 
metallic NPs and the type of SP modes supported by these nanostructures, respectively. Table 2.8 
lists the same, but for NPs fabricated using lithography.  
 
Table 2.7 Experimental fluorescence enhancement factors (EF) of certain fluorescent labels used in conjunction with chemically synthesized 
metallic NPs, the intrinsic quantum yields of the fluorophores (where available), and the type of SP modes supported by these nanostructures, 
respectively. 
Chemically Synthesized Single NPs (SP Mode) EF Fluorophore (η0) f Reference 
Gold Core Dielectric Shell (LSP) 40 IR800 (0.07)  [142] 
Silver NS (LSP) 13-15 AF488 (0.92)  [111] 
Gold NS (LSP) 8-10 Nile Blue (0.8)  [149] 
Aggregated Silver NSs (LSP) 170 Atto 655 (0.13)  [150] 
Silver NS on Silver Film (SPP coupled with LSP) 1,000 Perylene Diimide  High [151] 
Gold Nanorod (LSP) 20.8 Oxazine-725  [12] 
Hollow Silver NS (LSP) 300 Cy5 (0.28)  [152] 
Silver Core Dielectric Shell (LSP) 94 Octadecyl Rhodamine B (R18)  [153] 
 
Table 2.8 Experimental fluorescence enhancement factors (EF) of certain fluorescent labels used in conjunction with metallic NPs 
fabricated using lithography, the intrinsic quantum yields of the fluorophores (where available), and the type of SP modes supported by these 
nanostructures, respectively. 
Lithography Fabricated Single NPs EF Fluorophore (η0) Reference 
Bow-Tie NP (LSP) 1,340 TPQDI (0.025) [134] 
Gold Gap Antenna (LSP) 1,100 Alexa Fluor 647 with Quencher (0.08) [136] 
Silver Nanodisks (LSP) 15 Cy3 (0.04) [154] 
Gold Nanodisks (LSP) 15 CdSe/ZnS QDs (0.3-0.5) [66] 
Gold Nanoholes (Hybrid LSP and SPP) 82 Oxazine-720 (0.6) [4] 
Silver Nanoholes (Hybrid LSP and SPP) 110 Cy5 (0.28) [145] 
Gold Nanodisks on Metal Film (LSP) 600 IR800 (0.07) [155] 
Gold Nanotriangle (LSP) 83 Alexa Fluor 790 (0.04) [138] 
 
NP arrays must then be considered for applications involving both efficient energy transfer with 
specific power and/or wavelength requirements (e.g., larger area devices like LEDs, PhCs, etc.) 
[4, 14, 45, 48, 50, 66, 69, 75, 83-84, 86, 97, 113, 130, 137, 157, 163, 186]. 
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2.1.6.3 Arrays of Metallic Nanoparticles 
Periodic 2D metal NP arrays provide a mechanism for field intensity enhancement through 
long- and short-distance LSP-coupling [42]. For distances between the NPs similar to the incident 
wavelength, diffraction (i.e., long-distance) interactions dominate with a narrower LSPR 
absorption band manifesting itself [43, 61, 68, 87, 115, 131, 137, 172-173]. Conversely, for shorter 
distances comparable to the LSP decay length (Lp), near-field LSP interactions grow and exhibit 
an associated LSPR wavelength shift and altered NP-enhanced field intensity profile [42]. 
Moderate enhancement can be observed for near-field (>10 nm) interactions between plasmon-
capable NPs. Diffractive coupling between metal NPs within the array are capable of achieving 
larger LSPR field enhancement [41-42, 61]. Collective LSPs (cLSPs) arise from this interaction 
and are particularly strong for symmetrical NP geometries where the refractive index above is 
equivalent to the refractive index below the array (i.e., phase matching of LSPs at wavelengths 
coinciding with the LSPR band(s) of the individual NPs comprising the array) [42]. Compared to 
the LSPs of single NPs, cLSPs trap light at the surfaces of the NPs more efficiently and show 
strong field enhancement due to the decreased radiative damping [42]. Pictured in Figure 2.14 is 
the angular dependence as expressed in (46) of SP-coupled emission from SPPs and LRSPPs of 
an array of gold nanodisks in the reverse-Kretschmann configuration. 
 
 
 
 
 
 
 
 
 
 
Figure 2.14 Angular distribution of SP-coupled emission resulting from SPPs and LRSPPs observed in the simulation of a reverse-Kretschmann 
system architecture comprised of an LSPR-supporting array of metal NPs coupled with a dipole point-source showing polar (ϴ) and azimuthal 
(ϕ) angle directionality (f)  [42, 128-132, 139-140, 159]. 
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As stated in Section 2.1.3.1 and Section 2.1.3.2, physical models governing light absorption 
and scattering are only applicable to spherical (Mie) and prolate spheroid (Gans) NPs. A 2D array 
of NSs separated by distance R atop an active QW emitter (Figure 2.15) similar to the case 
presented in Figure 2.12 of Section 2.1.6.2 will now be explored.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.15 2D array of metal NPs atop the active QW region of a LED (adapted from [75]). 
 
SP modes will propagate in x and  y as a result of the coupling between the dipoles of neighboring 
metal NPs characterized by the relationship between frequency and the 2D SP mode wave vectors 
(i.e., 2D dispersion) [75]. Accounting for the interactions between only the closest neighboring 
NPs, this dispersion can be mathematically obtained considering the motion for the mth, nth dipole 
(pm,n): 
 
𝜕2𝑝𝑚,𝑛
𝑑𝑡2
= −𝜔0
2𝑝𝑚,𝑛 − 𝜔0
2𝑝𝑚−1,𝑛
𝐸𝑜𝑢𝑡(𝑅,𝜃)
𝐸𝑖𝑛
− 𝜔0
2𝑝𝑚+1,𝑛
𝐸𝑜𝑢𝑡(𝑅,𝜃)
𝐸𝑖𝑛
−
𝜔0
2𝑝𝑚,𝑛−1
𝐸𝑜𝑢𝑡(𝑅,𝜃)
𝐸𝑖𝑛
− 𝜔0
2𝑝𝑚,𝑛+1
𝐸𝑜𝑢𝑡(𝑅,𝜃)
𝐸𝑖𝑛
        (104) 
 
Ein and Eout are the dipole field magnitudes inside (r < a) and outside (r > a) of the sphere as 
exhibited in equations (78) and (79), respectively [75].  
 
65 
 
These fields are related at near resonance (shown in (85)) by: 
 
𝐸𝑜𝑢𝑡(𝑅, 𝜃) = 𝐸𝑖𝑛
𝑎3
𝑅3
[1 + 3𝑐𝑜𝑠2(𝜃)]         (105) 
 
For TM-polarized dipole sources where θ = π/2: 
 
𝐸𝑜𝑢𝑡(𝑅, 𝜃) = 𝐸𝑖𝑛
𝑎3
𝑅3
            (106) 
 
Taking the above case and applying it to the dipole motion equation (104) yields: 
 
𝜕2𝑝𝑚,𝑛
𝑑𝑡2
= −𝜔0
2𝑝𝑚,𝑛 − 𝜔0
2 𝑎
3
𝑅3
(𝑝𝑚−1,𝑛 + 𝑝𝑚+1,𝑛 + 𝑝𝑚,𝑛−1 + 𝑝𝑚,𝑛+1)    (107) 
 
Substituting: 
 
𝑝𝑚,𝑛 = 𝑝0𝑒
𝑖(𝑞𝑥𝑚𝑅+𝑞𝑦𝑛𝑅−𝜔𝑞𝑡)           (108) 
 
into equation (107) produces the dispersion relationship in the following tight-band approximation: 
 
𝜔𝑞
2 = 𝜔0
2 (1 + 2
𝑎3
𝑅3
[𝑐𝑜𝑠(𝑞𝑥, 𝑅) + 𝑐𝑜𝑠(𝑞𝑦 , 𝑅)])        (109) 
 
Presented in (109) is the broad SP band in which each mode is characterized by a wave vector: 
 
𝑞 = 𝑞𝑥?̂? + 𝑞𝑦?̂?             (110) 
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The wave vector (i.e., the SP mode dispersion relationship) above can be visually interpreted below 
in Figure 2.16.  
Figure 2.16 2D array SP mode dispersion relationship [75]. 
 
The corresponding luminescence then becomes efficiently coupled into the multiple modes inside 
the broad SP band: 
 
∆𝜔𝑆𝑃 ≈ 4 (
𝑎
𝑅
)
3
𝜔0                        (111) 
 
As an aside, only modes with a small wave vector (|q| < kD = 2π/λD) within the narrower band are 
capable of coupling into free-propagating dielectric modes [75].  
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These free-propagating dielectric modes are confined within a narrow bandwidth of frequencies 
near the top of the band (as shown in Figure 2.16): 
 
𝜔0
′ = (1 + 4
𝑎3
𝑅3
)
1/2
𝜔0            (112) 
 
It can be seen that these radiative modes only account for a small fraction of all of the SP modes: 
 
𝑔𝑟𝑎𝑑 =
𝜋𝑘𝐷
(2𝜋/𝑅)2
=
𝜋𝑅2
𝜆𝐷
2             (113) 
 
The quantity above equals unity for sparsely spaced metal arrays where R > λD/√𝜋 and, since each 
radiative SP mode contained in the radiative band (Δωrad) is a collective oscillation of 𝑔𝑟𝑎𝑑
−1  SP 
dipoles nearly in phase, the radiative decay time should be then be reduced by roughly the same 
factor 𝑔𝑟𝑎𝑑 [75]. The radiative out-coupling efficiency can be modified to: 
 
𝜂𝑝𝑟,𝑎𝑟𝑟𝑎𝑦 =
𝛾𝑟𝑎𝑑𝑔𝑟𝑎𝑑
−1
𝛾𝑟𝑎𝑑𝑔𝑟𝑎𝑑
−1 +
𝛾
2
=
𝑄𝜒3
𝑔𝑟𝑎𝑑+𝑄𝜒3
         (114) 
 
For densely packed NSs with small radiative SP modes (𝑔𝑟𝑎𝑑 << 1), the coupling efficiency 
approaches unity [75]. These broadening radiative modes then become: 
 
𝛾𝑑,𝑎𝑟𝑟𝑎𝑦 = (
𝜆𝐷
2
𝜋𝑅2
) 𝛾𝑟𝑎𝑑 +
𝛾
2
           (115) 
 
The normalized line shape undergoes transformation to: 
 
𝐿𝑟𝑎𝑑(𝜔) =
𝛾𝑑,𝑎𝑟𝑟𝑎𝑦/2𝜋
(𝜔−𝜔0
′ )
2
+𝛾𝑑,𝑎𝑟𝑟𝑎𝑦
2 /4
           (116) 
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The resulting combined Purcell factor: 
 
𝐹𝑃,𝑟𝑎𝑑 = 𝑔𝑟𝑎𝑑
9𝜋𝜀𝐷𝛾𝑄
4𝜒3
?̅?𝑟𝑎𝑑(𝜔0
′ )
𝑎6
[(𝑎+𝑑)2+
𝑅2
6
]
3        (117) 
 
Accounting for the average separation between the emitters and the 2D metal NSs: 
 
?̅?2 = (𝑎 + 𝑑)2 +
𝑅2
6
               (118) 
 
Taking the average of the normalized Lorentzian line shape within Δωrad results in: 
 
?̅?𝑟𝑎𝑑(𝜔0
′ ) =
∫ 𝐿𝑟𝑎𝑑(2𝜋𝑞)𝑑𝑞
𝑘𝑑
0
∫ (2𝜋𝑞)𝑑𝑞
𝑘𝑑
0
           (119) 
 
The non-radiative modes remaining of a larger wave vector (|q| > kD = 2π/λD) within ΔωSP have a 
broadening of γ/2 with a normalized Lorentzian line shape: 
 
𝐿𝑛𝑟𝑎𝑑(𝜔) =
𝛾/2𝜋
(𝜔−𝜔0
′ )
2
+𝛾2/4
          (120) 
 
The combined Purcell factor of the electroluminescent coupling into these modes is: 
 
𝐹𝑃,𝑛𝑟𝑎𝑑 = (1 − 𝑔𝑟𝑎𝑑)
9𝜋𝜀𝐷𝛾𝑄
4𝜒3
?̅?𝑛𝑟𝑎𝑑(𝜔0
′ )
𝑎6
[(𝑎+𝑑)2+
𝑅2
6
]
3      (121) 
 
No emission at all will occur in the case put forth in equation (121) [75]. Describing the non-
radiative band (Δωnrad): 
 
∆𝜔𝑛𝑟𝑎𝑑 = ∆𝜔𝑆𝑃 − ∆𝜔𝑟𝑎𝑑          (122) 
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The average of the normalized Lorentzian line shape (?̅?𝑛𝑟𝑎𝑑(𝜔0
′ )) within Δωnrad can be numerically 
derived similar to (116) only taking the average within the first Brillouin zone where |q| > kD [75]. 
The Purcell factor obtained from a 2D array of metal NSs is at least one order of magnitude less 
than that of a single NS having equal separation between the emitter and the metal NS [75]. This 
disparity in Purcell factors has two origins: 1) the fact that energy transfer from the emitter into 
the SP modes of the 2D NS array can no longer be resonant since the SP modes of the array spread 
into ΔωSP , and 2) the average separation between the emitter and metal NSs is effectively larger 
[75]. Finally, the fluorescence enhancement factor of a 2D array of metal NSs reads: 
 
𝐹𝑎𝑟𝑟𝑎𝑦 =
1+𝐹𝑃,𝑟𝑎𝑑𝜂𝑝𝑟,𝑎𝑟𝑟𝑎𝑦
1+(𝐹𝑃,𝑟𝑎𝑑+𝐹𝑃,𝑛𝑟𝑎𝑑)𝜂𝑟𝑎𝑑
          (123) 
 
Compared to the enhancement factor due to a single metal NS in equation (102), the 
enhancement granted from a 2D array of metal NSs is significantly reduced by fluorescent 
coupling to the non-radiative modes within ΔωSP via the Purcell factor FP,nrad [72-75]. The 
enhancement of the 2D metal NS array depends on both the radii of the spheres and the spacing 
between them [75]. In summary, a 2D array of smaller NSs provide better fluorescent enhancement 
for inefficient, lower quantum yield emitters, while an array of larger 2D NSs can be utilized to 
improve the enhancement of emitters that are intrinsically more efficient. This trend is explained 
by the fact that FP is larger for smaller metal NPs while ηpr,array is larger for larger metal NPs. In 
cases of smaller ηrad, FP is of greater importance while ηpr,array tends to dominate for higher ηrad 
[75].  
 
2.2  Fluorescent Molecules 
 
2.2.1 Fluorophores 
Fluorescent molecules, fluorophores, or fluor are particles that respond distinctly to light 
compared to other molecules [127, 183]. An incident excitation photo is absorbed by an electron 
of the fluorophore causing the fluorophore to go from equilibrium (i.e., ground) to a higher energy 
excited state [114]. During this excitation, some energy is dissipated by intramolecular collisions, 
or transferred to a molecule in proximity to the fluorophore (i.e., quenching) [15, 18, 72, 127, 183].  
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Figure 2.17 Excitation and emission spectra of a fluorophore including the correlation between the amplitude of photonic excitation and the 
intensity of photonic emission [183]. 
 
Presented above in Figure 2.17 is the spectra for both mono- and polyatomic fluorophores 
indicating the wavelengths corresponding to the excitation and emission minimum and maximum 
signal intensities [183]. An important point to note is that, while the emission wavelength is 
independent of the excitation due to the partial energy loss prior to emission, the intensity of the 
emission is directly proportional to the amplitude of the excitation wavelength (Ex1 and Ex2 and 
the respective emission intensities they correspond to - Em1 and Em2) [183]. Fluorophore 
brightness is a quantity determined by two factors: 1) molar extinction coefficient (ε) and quantum 
yield. ε is defined as the amount of light that a fluorophore is capable of absorbing at a given 
wavelength (M-1 cm-1) while the quantum yield is the ratio of photons emitted by the fluorophore 
to the number of photons absorbed (equation (56)) [114, 127, 183, 185].  
The energy remaining causes photon emission (i.e., fluorescence) as the fluorophore’s 
electron settles down to its ground state. The emitted photon resulting from the ground-excitation-
ground process usually carries less energy than the excitation photon, resulting in a longer, red-
shifted wavelength distinguishable from the wavelength of excitation [127, 183]. The fluorescence 
process is cyclical meaning that, unless the fluorophore itself becomes irreversibly damaged (i. e., 
photobleached), it can be excited repeatedly [183]. As long as this case holds true, the fluorophore 
is capable of emitting numerous photons. Photobleaching is the irreversible damage sustained by 
a fluorophore due to either prolonged exposure to the excitation source or to high-intensity light 
[183]. The experimental catastrophe of photobleaching can be minimized or avoided entirely by 
exposing the fluorophore(s) to the lowest possible excitation intensity for the shortest period of 
time still allowing for signal detection.  
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Optimal detection methods to combat photobleaching include the use of high sensitivity CCD 
cameras, high numerical aperture objective, and/or the wide bandpass emission filters [183]. Other 
approaches include using fluorophores of higher photostability and/or using antifade reagents to 
protect the fluor(s) against photo bleaching [183]. Similar to QDs, fluorophores possess excitation 
and emission spectra unique to the label itself [114, 127, 183, 185]. These wavelengths are discrete 
for monoatomic fluorophores; however, for polyatomic fluorophores, these spectra are much 
broader [183].  
Quantum yield, as previously mentioned in Section 2.1.4, describes the optical efficiency 
of the fluorophore with a maximum obtainable value of unity [8, 62, 127, 183]. Fluorophores have 
seen extensive use in biological research over the past century undergoing significant development 
courtesy of advancements in fluorescence chemistry and other technical discoveries [183]. The 
seemingly boundless selection of fluorophores available today provides tremendous flexibility, 
performance, and variation across a plethora of research and medical applications [127, 174, 183]. 
Selection criteria for a fluorophore include its initial brightness, photostability in buffer, stain 
index, laser line, common filter set, excitation and emission maxima, and performance in super-
resolution microscopy (SRM) [183]. Buffer photostability is a relative measurement of the 
percentage of initial fluorescence remaining after 30 seconds of continuous illumination using a 
40x/1.4NA objective with a 100 W mercury (Hg) arc lamp light source using a phosphate buffer 
to mount the samples. Stain index is a normalized value derived by subtracting the mean 
fluorescence intensity (MFI) of the negative population from the MFI of the positive population 
and then dividing that result by twice the standard deviation of the negative population; this allows 
the user to compare the brightness of various fluorescent dyes in cytometry applications. Laser 
line denotes the commonly used laser line(s) for cytometry flow detection. Common filter set 
represents the standard microscope filter set that produces the best or ideal imaging results. The 
excitation and emission maxima are the excitation and emission peaks of the fluorophore. Finally, 
SRM performance is a normalized value that allow for the comparison of various fluorophore 
brightness in SRM applications determined within the optimum buffer type for each fluorophore, 
respectively [183]. Fluorophores can be categorized into three main groups: 1) organic dye 
molecules, 2) biological fluorophores, and 3) QDs.  
 
72 
 
 Fluorescent compounds first saw use in biological research through the introduction of the 
synthetic organic dye molecule fluorescein [127, 174, 183]. Multiple derivatives of fluorescein 
have been produced to improve the photostability and solubility in bioconjugation techniques, 
namely fluorescein isothiocyanate (FITC), rhodamine (tetramethyl rhodamine isothiocyanate 
(TRITC)) and other commercial variants [183]. Advantages inherent to organic dye molecules 
compared to other biological fluorophores include their visible wavelength excitation and emission 
spectra, macromolecule (i.e., antibodies, Avidin, and biotin) crosslinking biocompatibility, 
optimal quantum yield, and smaller size [183].  
The first biological fluorophore employed in research applications occurred in the 1990s 
with the cloning of the green fluorescent protein (GFP) from the naturally bioluminescent jelly 
fish Aequorea victoria [183]. This clone fluorophore was initially a gene expression reporter later 
used to derive other proteins including phycobiliproteins (allophycocyanin), phycocyanin, 
phycoerythrin, phycoerythrocyanin, among many others designed specifically for biological 
expression strategies. A glaring advantage of biological fluorophores and fluorescent proteins lies 
in the use of expression plasmids. Expression plasmids can be introduced into either bacteria, cells, 
organs or whole organisms to drive the expression of the fluorophore either alone or fused to a 
protein of interest depending on application [183]. However, the use of fluorescent proteins can 
lead to the expression of large amounts of light-producing, reactive oxygen (O2) species producing 
proteins that introduce spurious artifacts or toxicity and can be quite time consuming [183]. 
Additionally, the larger size of the fluorescent protein can modify the normal biological function 
of the fluorophore-conjugated cellular protein(s) and lacks the level of photostability, and 
sensitivity offered by synthetic fluorescent dyes [183]. General fluorescence detection involves 
the use of an excitation source (i.e., a lamp (xenon (Xe) arc and mercury (Hg) vapor) laser, or 
photodiode), a selected fluorophore, a filter for the isolation of specific wavelengths used in the 
excitation of the fluorophore, and a detector used for recording the electronic output of the 
fluorescence signal [183]. Common fluorescence instrumentation includes the following 
configurations: 1) a fluorescent microscope that detects localized fluorophores both two and three 
dimensional samples, 2) a fluorescence scanner like a microarray reader that detects fluorophores 
in a two dimensional sample space, 3) a spectrofluorometer and microplate reader used to record 
the average fluorescence intensity in a sample, and 4) flow cytometers used to analyze the 
fluorescence of individual cells in a sample [183].  
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Advancements in fluorescence signal quantification allow for the measurement of a broad 
range of parameters of interest including the amount of DNA, RNA, or protein present in a sample, 
the amount of fluorophore localized cells or discrete cellular compartments, cell number, specific 
DNA, RNA or protein sequences, enzyme activity, rate of cell movement in intracellular 
components, rate of gene expression in protein synthesis, and viability [183]. Specialized software 
is required for quantization of the fluorescence signal and, depending on experimental approach, 
fluorescent standards may be required to calibrate the instrumentation used [183]. Additionally, 
covalent attachment (i.e., conjugation) of a fluorophore to a functional group present in another 
molecule (antibody, nucleic acid, protein, etc.) is necessary for successful labeling in order for the 
fluorescence process to occur [174, 183]. Tables 2.9-2.10 summarize some commercially available 
fluorophores/fluorescent compounds including their excitation and emission maxima, quantum 
yields, excited state lifetimes (where available), molar mass (MM) (where available), and 
extinction coefficients (ε) (where available). 
 
Table 2.9 Other commonly used fluorescent labels showing label name, excitation and emission peak wavelengths, and reported quantum yield 
[174, 185]. 
Fluorescent Label Excitation Peak (λ) Emission Peak  (λ) Quantum Yield 
Acridine Orange 493 nm 535 nm 0.46 
Benzene 248 nm 300 nm – 350 nm 0.04 
Chlorophyll-A 440 nm 685 nm 0.23 
CFP 433 nm 475 nm 0.4 
Cy3 554 nm 568 nm 0.14 
Cy5 652 nm 672 nm 0.18 
DAPI 350 nm 470 nm 0.58 
Eosin 521 nm 544 nm 0.16 
Fluorescein 437 nm 515 nm 0.92 
GFP 488 nm 507 nm 0.6 
mCherry 587 nm 610 nm 0.22 
Rhodamine-B 555 nm 627 nm 0.97 
R-Phycoerythrin 565 nm 573 nm 0.84 
YFP 516 nm 529 nm 0.76 
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Table 2.10 Alexa fluorophores (fluor) available from ThermoFisher Scientific showing label name, excitation and emission peak wavelengths, 
reported quantum yield, lifetime of excited state, molar mass (MM), and extinction coefficient (ε) [182]. 
Fluorophore Excitation Peak (λ) Emission Peak  (λ) 
Quantum 
Yield 
Lifetime 
(ns) 
MM 
(g/mol) 
ε (M-1 cm-1) 
Alexa Fluor 350 346 nm 442 nm - - 410 19,000 
Alexa Fluor 405 401 nm 421 nm - - 1,028 35,000 
Alexa Fluor 488 490 nm 525 nm 0.92 4.1 643 73,000 
Alexa Fluor 532 532 nm 554 nm 0.61 2.5 721 81,000 
Alexa Fluor 546 556 nm 573 nm 0.79 4.1 1,079 112,000 
Alexa Fluor 555 555 nm 580 nm 0.10 0.3 ~1,250 155,000 
Alexa Fluor 568 578 nm 603 nm 0.69 3.6 792 88,000 
Alexa Fluor 594 590 nm 617 nm 0.66 3.9 820 92,000 
Alexa Fluor 647 650 nm 665 nm 0.33 1.0 1,155.06 270,000 
Alexa Fluor 680 679 nm 702 nm 0.36 1.2 ~1,150 183,000 
Alexa Fluor 750 749 nm 775 nm 0.12 0.7 ~1,300 290,000 
 
2.2.2 Quantum Dots 
QDs, also known as nanoparticle semiconductors or fluorescent nanocrystals, are a specific 
type of fluorophore that were theorized in the 1970s and created in the early 1980s [181-182]. 
When these semiconducting nanoparticles are sufficiently small, quantum effects become 
important and limit the energies at which electrons and holes can exist within the particles [66, 
115-118, 146, 181]. The optical properties of QDs can be acutely tuned depending on their 
composition, morphology, and size allowing for tight control over the spectral characteristics of 
fluorescence (i.e., their absorbance and emission at specific wavelengths) [66, 115-118, 146, 181]. 
The aforementioned tunability of QDs render them useful across a broad range of applications 
such as catalysis, various electronic display and lighting systems, information storage, medical 
research, and photovoltaics [66, 115-118, 146, 181]. QDs are reliable in fluorescence biosensors 
because of their atom-like energy states that contribute to special optical properties such as a 
particle-size dependent fluorescence.  
To date, colloidal QDs provide the widest range of applications across bioanalytics and 
biolabeling [181-182]. Research throughout bioengineering and medical literature has allowed for 
the observation and study of cell process at the single molecule level which has resulted in 
improved diagnoses and treatment options for life-threatening diseases like breast cancer, 
leukemia, prostate cancer, etc. [181-182].  
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The early detection, diagnosis, and subsequent treatment and therapy of cancer is achieved by 
utilizing QDs as active sensor elements in high-resolution cellular imaging devices whereby the 
fluorescence properties of the QDs are changed as a result of their interaction with an analyte. 
Additionally, QDs can be employed in passive biosensor architectures where select receptor 
molecules are physically conjugated to the QD surface [181-182].  
The primary concern facing QD usage in medical applications is their toxicity due to the 
existence of heavy metals like cadmium (Cd) and lead (Pb) present in their composition; thus, 
prohibiting their direct injection into the human body as well as introducing potential 
environmental hazards [181]. To combat the rise of nanomaterial incorporation in biomedical 
applications, the above issues must be addressed. Ideally, biocompatible QDs will need to be 
developed if they are to truly revolutionize medical detection and diagnostics [181]. Figure 2.18 
shows the overall structure of a QD probe conjugate including structural elements drawn roughly 
to scale. Table 2.11 contains manufacturer provided specifications of CdSe/ZnS core-shell QDs. 
More commercially available QDs and their specifications can be found in the Appendix. 
 
 
 
 
 
 
 
 
 
 
Figure 2.18 Structure of a QD probe conjugated with a biomolecule including structural elements, roughly drawn to scale (adapted from [182]). 
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Table 2.11 Cadmium-selenide/zinc-sulfide (CdSe/ZnS) core-shell QDs coated with octadecylamine (ODA) stabilizing ligand in toluene available 
from NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, and 
concentration in solution [184]. 
Label Excitation Peak Range (λ) Emission Peak Range (λ) Quantum Yield 
Concentration 
(nmol/mg) 
CZ500 500 ± 10 nm 535 nm - 550 nm >0.40 2.5 
CZ520 520 ± 10 nm 530 nm – 545 nm >0.40 2.0 
CZ540 540 ± 10 nm 545 nm – 565 nm >0.40 2.0 
CZ560 560 ± 10 nm 565 nm – 580 nm >0.40 1.0 
CZ580 580 ± 10 nm 585 nm – 600 nm >0.40 1.0 
CZ600 600 ± 10 nm 600 nm – 620 nm >0.40 1.0 
CZ620 620 ± 10 nm 620 nm – 640 nm >0.40 1.0 
CZ640 640 ± 10 nm 640 nm – 660 nm >0.40 1.0 
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2.2.3 History of the FDTD Method 
 
Table 2.12 Timeline of significant events in the history of FDTD [190]. Continues. 
Year Event 
1966 Kane S. Yee’s initial proposal - the beginning of what would become the FDTD method 
1975 Taflove and Brodwin first apply Yee’s method to biological heating and EM scattering 
1977 Holland introduces THREDE – first software program based on Yee’s algorithm for transient EMP simulation 
1977 Weiland pioneers the Finite-Integration Technique (FIT) 
1980 Taflove introduces the FDTD acronym 
1981 Holland and Simpson develop a sub-cell model for modeling thin wires 
1981 Mur introduces first second-order absorbing boundary for FDTD 
1981 Gilbert and Holland propose thin-cell sub-cell model 
1982-1983 
Umashankar and Taflove introduce the TF/SF plane-wave boundary and the near-field to far-field transformation in two and 
three dimensions 
1983 Holland derives first non-orthogonal FDTD (N-FDTD) method 
1986 Higdon’s Absorbing Boundary Operators 
1987 Umashankar, et al., develop sub-cell thin-wire model for FDTD 
1988 Sullivan, Gandhi and Taflove – first full human model via the FDTD method 
1989 Chu and Chadhuri apply FDTD to optical structures 
1990 
Sheen, et al., compute the scattering-parameters of printed circuits using the FDTD 
method 
1990 
Shankar, et al., and Madsen and Ziolkowski introduce Finite-Volume Time-Domain 
(FVTD) methods 
1990 Sano and Shibata are the first to apply FDTD to opto-electronics 
1990-1991 
Luebbers, et al., and Joseph, et al., develop stable and accurate FDTD models for 
frequency-dependent linear dispersive media 
1991 Maloney, et al., apply the FDTD method to antenna modeling 
1992 
Computer Simulation Technology (CST) markets the first FDTD-based commercial software MAFIA based on FIT form of 
FDTD 
1992 
Maloney and Smith develop FDTD method to treat frequency dependent surface 
impedance boundary conditions and thin-material sheets 
1992 Goorjian, et al., apply FDTD to solve wave propagation in non-linear media 
1992 Jurgens, et al., introduce the Conformal Patch FDTD method 
1992 Betz and Mittra introduce an ABC that absorbs evanescent waves 
1992-1993 
Sui, et al.¸and Toland, et al, first to model non-linear circuit devices within the 
FDTD method 
1993 Schneider and Hudson apply FDTD to anisotropic media 
1993 Kunz and Luebbers publish the first textbook on FDTD 
1994 Luebbers, Langdon and Penney form Remcom, Inc., and market XFDTD 
1994 Thomas, et al., couple FDTD model with SPICE for high-speed circuit simulation 
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Table 2.13 Continued. Timeline of significant events in the history of FDTD [190]. 
Year Event 
1994 
J.-P. Berenger pioneers the Perfectly Matched Layer (PML) absorbing media for 
simulating unbounded regions with the FDTD method 
1994 Chew and Weedon derive a stretched-coordinate form of the PML 
1995 FDTD algorithm for massively parallel computers 
1995 
Madsen introduces the discrete surface integral (DSI) method applying an FDTD-like 
algorithm to unstructured grids 
1995 Taflove publishes textbook on FDTD (2nd edition in 2000, and 3rd in 2005) 
1995-1996 
Sacks, Kingsland, Lee, and Lee and Gedney develop an anisotropic media form of 
the PML 
1996 Bourgeois and Smith develop a full three-dimensional model of a ground penetrating radar 
1996 Dunn, et al., apply FDTD to study the scattering of light by biological cells 
1997 Dey-Mittra conformal-FDTD method for PEC boundaries 
1997 
Hagness, et al, apply FDTD in the area of photonics and model an optical 
directional coupler 
1998 
Roden, et al., develops a stable FDTD analysis of periodic structures with oblique 
incidence 
1998 
Hagness, et al., apply FDTD method for microwave imaging for breast cancer 
detection 
2000 
Zheng, Chen and Zhang develop the first unconditionally stable 3D alternating 
direction implicit (ADI) FDTD method 
2000 
Roden and Gedney develop the Convolutional PML method for the complex frequency 
shifted PML parameters 
2001 Teixeira, et al., introduce a conformal PML for general coordinate frames 
2001 Ziolkowski and Heyman develop FDTD models for negative metamaterials 
2002 Chavannes develops stable multi-nested sub-grid modeling method 
2004 Akyurtlu and Werner develop an FDTD model for bi-anisotropic media 
2004 
Chang and Taflove combine FDTD with a quantum mechanical atomic model to 
simulate a four-level atomic system 
2005 FDTD modeling of photonic nanojets from nanoparticles (Li, et al) 
2006-2007 Ong, et al., use FDTD to simulate solar cells with nanotube array cathodes 
2007 Zhao, et al., use FDTD to model “spatially” dispersive media 
2008, 2009 
Using the FDTD method, Kong, et al., showed that subwavelength pits in a metal 
substrate can be used for high-density optical data storage 
2010 Argyropoulos, et al., use FDTD to model the “optical black hole” 
 
2.2.4 Maxwell’s Equations 
 
Table 2.14 Quantities and coefficients contained within Maxwell’s equations. Note μ0 = 4π x 10
-7 N/A2 [194]. 
E = electric field M = magnetization 
B = magnetic induction intensity i = electric current 
H = magnetic field strength J = current density 
D = electric displacement c = speed of light 
ρ = charge density P = polarization 
ε0 = free-space electric permittivity σ = electrical conductivity 
μ0 = free-space magnetic permeability  
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Maxwell’s equations in integral form in the absence of magnetic or polarizable media:  
 
∮ ?⃗? ∙ 𝑑𝐴 =
𝑞
𝜀0
     Gauss’ Law for Electricity               (124) 
∮ ?⃗⃗? ∙ 𝑑𝐴 = 0     Gauss’ Law for Magnetism     (125) 
∮ ?⃗? ∙ 𝑑𝑠 = −
𝑑𝜙𝐵
𝑑𝑡
     Faraday’s Law of Induction     (126) 
∮ ?⃗⃗? ∙ 𝑑𝑠 = 𝜇0𝑖 +
1
𝑐2
𝜕
𝜕𝑡
∫ ?⃗? ∙ 𝑑𝐴       Ampere’s Law       (127) 
 
Maxwell’s equations in differential form in the absence of magnetic or polarizable media:  
 
∇ ∙ E =
𝜌
𝜀0
= 4𝜋𝑘𝜌     Gauss’ Law for Electricity               (128) 
∇ ∙ B = 0      Gauss’ Law for Magnetism     (129) 
∇ × E = −
𝜕𝐵
𝜕𝑡
     Faraday’s Law of Induction     (130) 
∇ × B =
4𝜋𝑘
𝑐2
𝐽 +
1
𝑐2
𝜕𝐸
𝜕𝑡
=
𝐽
𝜀0𝑐2
+
1
𝑐2
𝜕𝐸
𝜕𝑡
  Ampere’s Law      (131) 
 
where k = 1/4πε0 (i.e., Coulomb’s constant) and c2 = 1/μ0ε0. Note that ∇ ∙ and ∇ × represent the 
vector operations divergence and curl, respectively [194]. Maxwell’s equations in differential form 
in the presence of magnetic or polarizable media:  
 
∇ ∙ D = 𝜌      Gauss’ Law for Electricity           (132) 
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where D = ε0E + P (general case), D = ε0E (free space), and D = εE (isotropic linear dielectric) 
[194].  
 
∇ ∙ B = 0      Gauss’ Law for Magnetism     (133) 
∇ × E = −
𝜕𝐵
𝜕𝑡
     Faraday’s Law of Induction     (134) 
∇ × H = 𝐽 +
𝜕𝐷
𝜕𝑡
     Ampere’s Law      (135) 
 
where B = μ0(H + M) (general case), B = μ0H (free space), and B = μH (isotropic linear magnetic 
medium) [194]. Here again, ∇ ∙ and ∇ × represent the vector operations divergence and curl, 
respectively [194]. The basic principle of FDTD is to numerically solve Maxwell’s differential 
equations: 
 
∇ × E⃗⃗ = −
𝜕?⃗⃗?
𝜕𝑡
             (136) 
∇ × H⃗⃗⃗ = 𝐽 +
𝜕?⃗⃗?
𝜕𝑡
             (137) 
 
where: 
 
?⃗⃗? = 𝜀?⃗?              (138) 
?⃗⃗? = 𝜇?⃗⃗?              (139) 
𝐽 = 𝜎?⃗?              (140) 
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Chapter 3  
FDTD Simulation Methodology 
 
Chapter 3 summarizes the background of the FDTD method and each of the critical 
software settings including the simulation region settings, boundary conditions, mesh refinement 
options, excitation source settings and specifications, monitor types and configurations. 
Additionally, background on the Fabry- Pérot interferometer simulated as an introductory problem 
using FDTD is discussed as well as supplementary information such as dipole source polarization, 
the skin depths of metals, the Poynting vector, and select cavity simulation results. Following the 
Fabry- Pérot simulation results is the presentation of the initial plasmonic lattice parameter 
optimization methodology. 
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3.1 FDTD Background 
The FDTD method was proposed by Kane S. Yee in 1966 [190, 193]. Yee proposed 
discrete solutions to Maxwell’s equations based on central difference approximations of spatial 
and temporal derivatives of the curl equations. In his work, Yee staggered the E- and H-fields in 
both space and time in order to obtain second order accuracy [190, 193]. Subsequently, Yee 
derived a three-dimensional formulation that he later used to validate two-dimensional problems 
[190, 193]. For nearly a decade Yee’s method went unnoticed until Taflove and Brodwin in 1975 
used his approach to simulate biological heating and light scattering by dielectric cylinders [190].  
Due to continuous advances in computer technology, FDTD has seen persistent growth since its 
founding in the late 1970s [190]. Factors driving the significant growth of FDTD in both academia 
and industry include its fast algorithm and overall simplicity [190].  The fast algorithm of FDTD 
lies in the following: if there are N degrees of freedom in a three-dimensional space, each iteration 
in time only requires 0(N) floating-point operations. This introduces a caveat whereby the discrete 
mesh must fill the full three-dimensional space and, therefore, N grows cubically with linear 
dimension(s) within the domain of interest [190]. Despite this aforementioned caveat, the method 
is extremely useful in solving sophisticated engineering problems.  
FDTD is currently the most popular method in computing EM phenomena seeing extensive 
use in modeling, solving, and studying of Maxwell’s equations across multiple complex 
geometries [189-192]. Due to its accuracy, simplicity, and versatility, FDTD has been successfully 
applied to a broad scope of simulation applications such as antennas, CMOS image sensors, 
diffractive optics, PhCs, graphene, integrated photonic components, liquid crystals and organic 
light-emitting diodes (OLEDs), metal and/or dielectric-induced light scattering, metamaterials, 
microstrip circuits, solar cells/photovoltaics, surface metrology, and plasmonics [190-192, 196]. 
Computational electromagnetics can be divided based on the domain (either frequency or time) in 
which Maxwell’s equations are being explored. Time domain computational methods include 
FDTD and transmission line matrix (TLM) while frequency domain methods include finite 
element method (FEM), finite difference frequency domain (FDFD), method of moments (MoM), 
and the fast multipole method (FMM) [191]. FDTD has been commonly used as an optical solver 
of Maxwell’s equations specifically regarding dipole point sources, the Gaussian beam, wave 
optics, and ray optics for feature sizes on the order of wavelength [192].  
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In FDTD, both space and time are divided into discrete segments. Space is divided up into 
box-shaped cells (i.e., the Yee cell – the basis for any FDTD simulation) with the E-field 
components located at the edges of the cell with the H-field components positioned on the faces 
[192-193, 195-196]. The field orientation of the Yee cell is such that every E component is 
surrounded by four H components and every H component is surrounded by four E components 
[192-193, 195-196]. Figure 3.1 delineates the Yee cell showing the locations of the E and H-field 
components.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 The Yee cell showing the positions of the various field components with the E-field components located at the points of the cell with 
the H-field components located in the center of each face of the cell [193]. 
 
Time is quantized into small steps (i.e., the time-step setting in FDTD simulations) 
representing the amount of time required for the field to travel from one Yee cell to the next, 
referred to as the Courant stability criterion [195-197]. The Courant stability criterion states that, 
for stability reasons, a field component cannot propagate more than one cell size in the time-step 
(Δt): 
 
∆𝑡 ≤
∆𝑧
𝑐0
              (141) 
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since the wave travels at the speed of light (c0). The above stability condition solely applies to one-
dimensional problems [197]. It can be proven that, in general, the Courant condition is given by: 
 
∆𝑡 ≤
∆
𝑐√𝑑
             (142) 
 
with d = 1, 2, 3 for one-, two-, or three-dimensional problems, respectively, and Δ is the smallest 
Yee cell size [197]. A common choice for the time step in one-, two-, and three-dimensional cases: 
 
∆𝑡 =
∆
2𝑐0
              (143) 
 
The FDTD method discretizes Maxwell’s equations in both space and time in order to find 
the E and H fields at different locations in space and steps in time [195]. Furthermore, FDTD can 
be conveniently applied to simulating EM scattering and radiation from a particle of complex 
shape as well as non-uniform dielectric objects by adjusting the number, size, and other properties 
of the Yee cell [195]. In a Cartesian coordinate system, (136) and (137) are equivalent to the 
following scalar equations: 
 
𝜕𝐸𝑧
𝜕𝑦
−
𝜕𝐸𝑦
𝜕𝑧
= −𝜇
𝜕𝐻𝑥
𝜕𝑡
            (144) 
𝜕𝐸𝑥
𝜕𝑧
−
𝜕𝐸𝑧
𝜕𝑥
= −𝜇
𝜕𝐻𝑦
𝜕𝑡
            (145) 
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
= −𝜇
𝜕𝐻𝑧
𝜕𝑡
            (146) 
𝜕𝐻𝑧
𝜕𝑦
−
𝜕𝐻𝑦
𝜕𝑧
= 𝜀
𝜕𝐸𝑥
𝜕𝑡
+ 𝜎𝐸𝑥            (147) 
𝜕𝐻𝑥
𝜕𝑧
−
𝜕𝐻𝑧
𝜕𝑥
= 𝜀
𝜕𝐸𝑦
𝜕𝑡
+ 𝜎𝐸𝑦            (148) 
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
= 𝜀
𝜕𝐸𝑧
𝜕𝑡
+ 𝜎𝐸𝑧            (149) 
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Using the function f(x, y, z, t) to denote the E or H field in the Cartesian coordinate system, the 
following form can be obtained: 
 
𝑓(𝑥, 𝑦, 𝑧, 𝑡) = 𝑓(iΔ𝑥, jΔ𝑦, kΔ𝑧, nΔ𝑡) = 𝑓𝑛(𝑖, 𝑗, 𝑘)        (150) 
 
Then, f(x, y, z, t) can be discretized via the central difference approximation in both space and time 
yielding the following expressions: 
 
𝜕𝑓(𝑥,𝑦,𝑧,𝑡)
𝜕𝑥
≈
𝑓𝑛(𝑖+
1
2
,𝑗,𝑘)−𝑓𝑛(𝑖−
1
2
,𝑗,𝑘)
∆𝑥
     for x = iΔx    (151) 
𝜕𝑓(𝑥,𝑦,𝑧,𝑡)
𝜕𝑦
≈
𝑓𝑛(𝑖,𝑗+
1
2
,𝑘)−𝑓𝑛(𝑖,𝑗−
1
2
,𝑘)
∆𝑦
     for y = jΔy    (152) 
𝜕𝑓(𝑥,𝑦,𝑧,𝑡)
𝜕𝑧
≈
𝑓𝑛(𝑖,𝑗,𝑘+
1
2
)−𝑓𝑛(𝑖,𝑗,𝑘−
1
2
)
∆𝑧
     for z = kΔz    (153) 
𝜕𝑓(𝑥,𝑦,𝑧,𝑡)
𝜕𝑡
≈
𝑓
𝑛+
1
2(𝑖,𝑗,𝑘)−𝑓
𝑛−
1
2(𝑖,𝑗,𝑘)
∆𝑡
      for t = nΔt    (154) 
 
The above sampling method of the EM field components contained within the Yee cell is 
most favorable to the differential calculation of Maxwell’s equations and is consistent with 
Faraday’s law of magnetic induction [195]. The size of the Yee cell is the most important constraint 
for obtaining an accurate field distribution in an FDTD simulation and must be significantly 
smaller than the smallest excitation wavelength [195]. A general consideration in specifying size 
Yee cell size is typically 10 cells per wavelength, or cells ≤ 1/10λ of the shortest excitation 
wavelength of interest [195]. Due to computational limitations, the size of the cell cannot be 
infinitely small. Therefore, the cell size selected must consider computational resources available 
and the requisite calculation accuracy [195]. Section 3.2 details the simulation settings of 
Lumerical, Inc.’s  FDTD simulation software used within the scope of this research. 
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3.2 FDTD Software Settings 
Lumerical’s FDTD Solutions contains a wide array of settings spanning every aspect of 
the simulation environment. The following subsections detail noteworthy software settings that 
must be properly configured for obtaining the most accurate results possible. All subsequent 
information regarding Lumerical FDTD software settings is referenced directly from Lumerical’s 
Knowledge Base [192]. 
 
3.2.1 Simulation Region 
The simulation region contains three general settings: 1) dimension – two- or three-
dimensional simulation environment, 2) background index – the refractive index of the 
surrounding medium of the simulation region, and 3) simulation time – the maximum duration of 
the simulation being performed. Additionally, the size of the simulation region can be specified 
geometrically in x, y, and z including center position, minimum and maximum position, and span 
(minimum position to maximum position). Within the specified geometric constraints of the 
simulation region exist supported boundary conditions that define the properties of the simulation 
region at its boundaries. 
 
3.2.1.1 Boundary Conditions 
Boundary conditions supported by Lumerical’s FDTD software will now be discussed. 
1. Perfectly Matched Layer (PML): PML boundaries absorb EM waves incident upon 
them effectively simulating an “open”, reflection-less boundary. Moreover, the PML 
is an artificial material which attempts to match the impedance of the adjacent materials 
to prevent reflection while also absorbing any light that is incident. Lumerical FDTD 
allows the user to specify all of the parameters that control the absorption properties of 
the PML including the number of PML layers and PML profile (custom, stabilized, 
standard, or steep angle). The custom PML profile allows the user to specify every 
setting of the PML, the stabilized PML profile contains 42 layers, the standard PML 
profile contains 8 layers, and the steep angle profile contains 12 layers. Typically, the 
standard PML profile is sufficient for use in most simulations. The stabilized PML 
profile is used primarily as a troubleshooting option for simulations that diverge (i.e., 
simulation instability either due to the dt stability factor or the PML itself).  
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The steep angle PML profile is best suited for use in cavity problems where light can 
hit the PML boundaries at very sharp, or steep, angles. Unlike conventional boundary 
conditions, PML boundaries have a finite thickness (i.e., they occupy a finite volume 
surrounding simulation region). It is within this volume where light absorption 
happens. 
• LAYERS: For discretization purposes, the PML regions are divided into layers. 
• KAPPA, SIGMA, ALPHA: The absorption properties of the PML regions are 
controlled by three parameters. Kappa is unitless by definition, but sigma and 
alpha must be entered into the PML settings table as normalized unitless values. 
Kappa, sigma and alpha are all graded inside the PML regions using polynomial 
functions. Parameter alpha is sometimes described as a complex frequency shift 
(CFS) in the literature whose primary function is to improve numerical stability. 
Increasing the ratio alpha/sigma will make a PML boundary more stable but 
reduces its absorption effectiveness and is why the stabilized profile requires a 
greater number of layers. To recover the SI unit values of alpha and sigma, it is 
necessary to multiply by twice the permittivity of free space and divide by the 
time-step employed in the simulation. 
• POLYNOMIAL: Specifies the order of the polynomial used to grade kappa and 
sigma. 
• ALPHA POLYNOMIAL: Specifies the order of the polynomial used to grade 
alpha. 
• MIN LAYERS, MAX LAYERS: Enforces a sensible range of values for the 
number of PML layers. During a given simulation, the EM fields are calculated 
both within the simulation area and within the boundary condition area. Since 
the fields are still being propagated in the boundary conditions, it is important 
that the material properties are also defined here (i.e., the reason why, by 
default, structures are extended through the PML). If the “extend structure 
through PML” option is selected, it will extend any structures that touch the 
inner PML boundary in the direction normal to the boundary. An interface in 
this area will act like any other interface and cause reflections.  
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All structures should extend completely through the boundary condition area to 
minimize these reflections and is especially important when using many PML 
layers. As more layers of PML are added, the boundary condition area will 
become larger.  
2. Metal: metal boundary conditions are used to specify boundaries that behave as a 
perfect electric conductor (PEC). In this boundary condition, the component of the E-
field parallel to the metal boundary is zero and the component of the H-field 
perpendicular to the metal boundary is zero. Metal boundaries are perfectly reflecting 
allowing for no energy to escape the simulation volume along the boundary. 
3. Perfect Magnetic Conductor (PMC): PMC boundary conditions are the magnetic 
equivalent to metal (PEC) boundary conditions. The component of the H-field parallel 
to a PMC boundary is zero and the component of the E-field perpendicular to the PMC 
is zero. 
4. Periodic: periodic boundary conditions are used when both the fields and the structures 
are periodic. This boundary condition can be employed in one or more directions to 
simulate a structure(s) periodic in one direction, but not necessarily in other 
direction(s). 
5. Antisymmetric/Symmetric: antisymmetric/symmetric boundary conditions are used in 
simulations that exhibit one or more planes of symmetry - both the structure and source 
must be symmetric. Antisymmetric boundary conditions are anti-mirrors for the E-field 
and mirrors for the H-field. Symmetric boundary conditions act as mirrors for the E-
field and anti-mirrors for the H-field.  
The boundary condition tab contains the following options: 
• XMIN, XMAX, YMIN, YMAX, ZMIN, ZMAX BOUNDARIES: These fields describe 
the boundary conditions to be applied along the perimeter of the simulation region. 
Symmetric and asymmetric boundary conditions should be applied to the lower 
boundary conditions. 
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• ALLOW SYMMETRY ON ALL BOUNDARIES: By default, symmetric and anti-
symmetric conditions can only be used on the lower boundaries (x min, y min and 
z min). This box allows you to also use symmetry and anti-symmetric conditions 
on the upper boundaries in order to simulate periodic structures that exhibit 
symmetry. 
• PML SETTINGS - TYPE: Sets the type of PML boundary formulation to be used. 
The options are a PML based on a stretched coordinate formulation or a PML based 
on a uniaxial anisotropic material formulation (i.e., the legacy option). 
• PML SETTINGS - SAME SETTINGS ON ALL BOUNDARIES: When unchecked, 
this option allows users to set different PML settings for the XMAX, YMIN, 
YMAX, ZMIN and ZMAX boundaries. When checked, the same PML settings are 
used for all boundary conditions. 
• PML SETTINGS - TABLE: Sets the PML profile to be used on each boundary.  
 
3.2.1.2 Simulation Region Mesh Settings 
By default, an automatically generated, graded mesh is used in regions where no mesh 
overrides are present. The mesh step size of the automatic mesh is based on the mesh accuracy 
setting specified under the Boundary Conditions tab of the FDTD solver region object. Three types 
of mesh generation algorithms are available in Lumerical FDTD:  
1. Auto Non-Uniform: default setting where a non-uniform mesh is automatically 
generated based on the mesh accuracy slider bar.  It is strongly recommended to start 
with a mesh accuracy of 1-2 for faster initial run times.  
Higher mesh accuracies can be used for convergence testing if necessary. The MESH 
ACCURACY parameter is an integer from 1-8, where 1 is the lowest accuracy and 8 is 
highest accuracy (i.e., a finer mesh).  Many factors go into the meshing algorithm, 
including source wavelength, material properties and structure geometry. The number 
of mesh points per wavelength (ppw) is a major consideration for the meshing 
algorithm. Accuracy 1 corresponds to a target of 6 ppw. Acc 2 corresponds to 10 ppw, 
Acc 3 corresponds to 14ppw, and so on in increments of 4 ppw per point on the slider 
bar.  
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It is important to remember that wavelength is inversely proportional to the refractive 
index. In high index materials, the effective wavelength is smaller, meaning that the 
meshing algorithm will use a smaller mesh for higher index materials. 
2. Custom Non-Uniform: this setting allows additional options for customizing how the 
non-uniform mesh is generated. If setting the mesh cells using wavelength, the default 
setting of 10 is generally sufficient, but may be reduced to 6-8 for coarse simulations. 
The grading factor determines the maximum rate at which the mesh can be modified. 
The grading factor should be between 1 and 2 and is √2 by default. 
3. Uniform: a uniform mesh is applied to the entire simulation volume regardless of any 
material properties. If a mesh override region is used in conjunction with this option, 
the override region will force the mesh size everywhere not just within the override 
region (since the mesh is uniform).  
The following time-step settings are also contained within the simulation region mesh settings: 
• DT STABILITY FACTOR: A setting which determines the size of the time-step used 
during the simulation, defined as a fraction of the Courant numerical stability limit.  
A larger number will result in faster simulation times, and a smaller number will 
result in slower simulation times. The Courant stability condition requires that this 
setting must be less than 1 for the FDTD algorithm to remain numerically stable.  
• DT: The time-step of the FDTD/Propagator simulation determined by the values of 
the spatial grid to ensure numerical stability (not user definable). 
 
3.2.2 Mesh Refinement Options 
Mesh override regions can be used in regions where a finer mesh than the automatically 
generated mesh is desired such as when attempting to accurately resolve the thickness of a layer. 
Lumerical's Conformal Mesh Technology (CMT) employs a rigorous physical description of 
Maxwell's integral equations near the interface between two materials capable of incorporating 
Lumerical's Multi-Coefficient Materials (MCMs). At optical frequencies, the dispersive nature of 
commonly used materials must be considered. Lumerical’s MCMs allows for the simulation of 
highly dispersive materials used in applications including biosensors, CMOS image sensors, and 
solar cells.  
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Lumerical’s CMT can handle interfaces between arbitrary dispersive media generally 
providing greater accuracy for a given mesh size making it possible to run simulations much faster 
without sacrificing accuracy. Due to the 1/dx4 dependence of the simulation time on the mesh size, 
results can often be achieved in roughly 1/10 the time. While FDTD is ideally suited in principle 
to provide broadband performance data for nanoscale photonic devices, the standard Yee cell 
FDTD algorithm relies on discretizing the underlying structure onto a Cartesian mesh. The 
resulting discretized structure is unable to account for structure variations that occur within any 
single Yee cell, resulting in a "staircase" permittivity mesh coinciding with the Cartesian mesh. In 
general, conformal mesh methods try to account for sub-cell features by solving Maxwell’s 
integral equations near structure boundaries. As an extension of general conformal mesh 
algorithms to handle dispersive materials, it is easily possible to generate more simple conformal 
mesh models like the Yu-Mittra model from Lumerical’s CMT. Lumerical’s CMT is capable of 
generating significant accuracy improvements relative to staircasing results that can be illustrated 
by applying the CMT to a multilayer stack - a common element incorporated within various 
photonic designs. Also, the CMT provides sub-mesh sensitivity to changes in geometrical 
parameters greatly facilitating design optimization. Owing to its inherent compatibility with 
Lumerical’s MCMs, CMT allows designers to more efficiently prototype broadband nano-scale 
photonic design concepts in high index contrast and dispersive materials. Mesh refinement options 
contained within Lumerical FDTD are as follows: 
1. Conformal Variant 0: CMT is not applied to interfaces involving metals or PECs. 
2. Conformal Variant 1: CMT is applied to all materials including metals and PECs. 
3. Conformal Variant 2: The Yu-Mittra method 1 is applied to interfaces involving metals 
and PECs with CMT applied to all other interfaces. 
4. Yu-Mittra Method 1: Introduced by Yu and Mittra to provide greater accuracy when 
modeling PEC/dielectric interfaces. Lumerical's formulation is a slight extension of the 
original Yu-Mittra formulation that can be used with arbitrary dispersive media. In 
Figure 3.2 below, the original formulation where the presence of a PEC is considered 
by reducing the contour integral C to include only the region outside the PEC where 
the E-field is non-zero (C1). In Lumerical’s implementation, when updating the B-field, 
the contour C1 is evaluated in material 1, while the contour C2 = (C-C1) is evaluated 
in material 2.  
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In the event that one of the materials is a PEC (where E = 0), this is identical to the 
original Yu-Mittra formulation for PEC. If more than two materials are found in a 
single cell, the method reverts to Staircasing for that cell.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 Yu-Mittra method one. The presence of a PEC is accounted for by reducing the contour integral C to include only the region outside 
the PEC where the E-field in non-zero [192]. 
 
5. Yu-Mittra Method 2: Introduced by Yu and Mittra to provide greater accuracy when 
modeling dielectric interfaces. Lumerical's formulation is a slight extension of the 
original Yu-Mittra method that can be used with arbitrary dispersive media. An 
effective permittivity is assigned to each permittivity component in the Yee cell 
weighted by the fraction of the mesh step that is inside material one or material two. If 
more than two materials are found in a single cell, the method reverts to Staircasing for 
that cell. 
6. Staircasing: The material at each position of the Yee cell is evaluated to determine 
which material it is in, and the E-field at that location uses only that single material 
property.  
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The resulting discretized structure is unable to account for structure variations that 
occur within any single Yee cell, resulting in a "staircase" permittivity mesh that 
coincides with the Cartesian mesh. Furthermore, any layers are effectively moved to 
the nearest E-field position on the Yee cell, meaning that layer thickness cannot be 
resolved to better than dx. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 Yu-Mittra method two. An effective permittivity is assigned to each permittivity component in the Yee cell weighted by the fraction 
of the mesh step inside material one or material two. If more than two materials are found in a single cell, the method reverts to Staircasing for 
that cell [192]. 
 
The Yu-Mittra method is illustrative of the approach used by all conformal meshing 
methods that can be used to improve accuracy when modeling curved PEC surfaces. While this 
method is simple to implement and accurately describes the interaction of EM radiation at 
microwave and radio frequencies with most metallic materials it does not provide accurate results 
for many types of simulations conducted at optical frequencies. In addition to the user-definable 
simulation region and mesh refinement settings, an appropriate EM source must be chosen and 
properly configured. 
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3.2.3 Source Types and Specifications 
Lumerical FDTD software is capable of incorporating multiple EM sources into the 
simulation environment. The following explores common EM sources relevant to the 
nanophotonic simulations performed in this work: 
1. Dipole (Point) Sources - Oscillating dipoles act as sources in Maxwell's equations for 
producing EM fields. Their position and direction are both specified in terms of their center 
position and orientation via the angles theta (θ) and phi (ϕ). The orientation of the dipole 
source is partially dependent upon the polarization of the propagator simulation (i.e., TE 
or TM). General and frequency/wavelength dipole source specifications are detailed below: 
• DIPOLE TYPE: A pull-down menu in which the point source can be configured as 
an oscillating point charge (electric dipole) or a current loop (magnetic dipole). The 
radiation patterns of these dipoles are similar, but not identical. 
• AMPLITUDE: Source amplitude whose units depend on the type of dipole source. 
• BASE AMPLITUDE: This is the amplitude that will generate a radiated CW power 
of 10 nW/m in two-dimensional simulations and 1 fW in three-dimensional 
simulations. 
• TOTAL AMPLITUDE: The product of the AMPLITUDE and the BASE 
AMPLITUDE - this is the amplitude actually used in simulation. 
• PHASE: The phase of the point source measured in degrees. This setting is only 
useful for setting relative phase delays between multiple radiation sources. 
• THETA (θ): The angle with respect to the z-axis of the dipole vector 
• PHI (ϕ): Angle with respect to positive x-axis of the dipole vector. 
The Frequency/Wavelength tab can be accessed through the individual source properties 
or the global source properties. Note that the plots on the right-hand side of the window 
update with updates to the parameters. The window contains three figures: 1) the top figure 
shows wavelength content, 2) the middle figure shows frequency content, and 3) the bottom 
figure shows the temporal content of the source settings.  
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The time domain settings can be modified with full consideration of the following temporal 
attributes: 
• PULSE DURATION: Choose a pulse duration that can accurately span your 
frequency or wavelength range of interest. Note that very short pulses contain many 
frequency components and, therefore, rapidly disperse. Consequently, short pulses 
require more points per wavelength for an accurate simulation. 
• PULSE OFFSET: This parameter defines the temporal separation between the start 
of the simulation and the center of the input pulse. To ensure that the input pulse is 
not truncated, the pulse offset should be at least two times the duration of the pulse. 
Doing this will ensure that the frequency distribution around the center frequency 
of the source is close to symmetrical, and the initial fields are close to zero at the 
beginning of the simulation. 
• SOURCE TYPE: In general, standard and broadband source types can be selected. 
Standard sources consist of a Gaussian pulse at a fixed optical carrier, while the 
broadband sources consist of a Gaussian pulse with a varying optical carrier across 
the pulse envelope. Broadband sources can be used to perform simulations in which 
wideband frequency data is required; this type of frequency range cannot be 
accurately simulated using the standard source type. 
• BANDWIDTH: The FWHM frequency width of the time domain pulse. 
• ELIMINATE DISCONTINUITY: Enabled by default, ensures the function has a 
continuous derivative (i.e., smooth transitions from/to zero) at the start and end of 
a user defined source time signal. 
• OPTIMIZE FOR SHORT PULSE: Use the shortest possible source pulse. This 
option is enabled by default that should only be disabled when it is necessary to 
minimize the power injected by the source that is outside of the source range (e.g., 
convergence problems related to broadband steep angled injection).  
The following results are returned after a successful simulation run: 
• DIPOLEPOWER: Returns the power injected into the simulation region by a 
dipole. The units will be in W if continuous wave (CW) normalization is used and 
W/Hz2 if no norm is used. CW normalization will be discussed later. 
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• PURCELL: Returns the Purcell factor by utilizing the power measurement and the 
emission rate enhancement of a spontaneous emitter inside a cavity or resonator. 
• TIME SIGNAL: Time domain signal of the source pulse.   
• SPECTRUM: The Fourier transform of the time signal. 
2. Plane Wave Sources - Plane wave sources are used to inject laterally uniform EM energy 
from one side of the source region. In two-dimensional simulations, the plane wave source 
injects along a line and injects along a plane in three-dimensional simulations. It is also 
possible to inject a plane wave at an angle. The plane wave source is identical to the 
Gaussian source, with the only difference being the SOURCE SHAPE setting. 
 
Sources in FDTD Solutions always inject a pulse (i.e., broadband), even when the user is only 
interested in collecting data at a single frequency. Pulsed sources are more efficient for collecting 
broadband information and are at least as efficient when collecting information at a single 
frequency. Therefore, there is no reason to use CW sources. The CW response of a structure can 
easily be obtained from a simulation that used a pulse source. To understand CW normalization, 
one must remember that FDTD is a time domain method whereby the EM fields are calculated as 
a function of time. In an FDTD simulation, the system is excited by some EM source (dipole, 
Cauchy/Lorentzian beam, Gaussian beam, plane wave, etc.) and the time signal of the source (s(t)) 
is a pulse. As an example, this source pulse could be: 
 
𝑠(𝑡) = 𝑠𝑖𝑛(𝜔0(𝑡 − 𝑡0))𝑒
(−
(𝑡−𝑡0)
2
2(∆𝑡)2
)
          (155) 
 
whose Fourier transform is: 
 
𝑠(𝜔) = ∫ 𝑒(𝑖𝜔𝑡)𝑠(𝑡)𝑑𝑡            (156) 
 
Ideally, s(t) would be a dirac delta function where s(ω) = 1 allowing one to obtain the response of 
the system at all frequencies by running a single simulation. Consequently, it is more efficient and 
numerically accurate to excite the system with a short, chirped pulse such that the spectrum 
(|𝑠(𝜔)|2) is reasonably large in value over all frequencies of importance.  
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Without CW normalization (i.e., “nonorm”), the power and profile monitors return the response 
of the system to the simulated input pulse s(t): 
 
?⃗?𝑠𝑖𝑚(𝜔) = ∫ 𝑒
(𝑖𝜔𝑡)?⃗?(𝑡)𝑑𝑡           (157) 
 
The simulated E-field as a function of angular frequency (Esim(ω)) depends on both the source 
pulse used (s(t)) and the system being studied. With CW normalization, the power and profile 
monitors return the impulse response of the system: 
 
?⃗?𝑖𝑚𝑝(𝜔) =
?⃗?𝑠𝑖𝑚(𝜔)
𝑠(𝜔)
             (158) 
 
The impulse response of the system is of greater significance because it is completely independent 
of the source pulse used in the excitation of the simulated system. Exemplified below is a beam 
source injected into free space at z = z0 with the source time signal from (155). The E-field at the 
source injection plane takes the following form: 
 
𝐸(𝑥, 𝑦, 𝑧0, 𝑡) = 𝐸0(𝑥, 𝑦, 𝑧0)𝑠(𝑡)           (159) 
 
The field returned via CW normalization is the field that would exist if a CW source of amplitude 
E0 had been used at the angular frequency (ω). Any frequency dependence is removed due to the 
finite pulse length of the excitation source possessing returned fields in the same units as the time 
domain fields: 
 
𝐸(𝑥, 𝑦, 𝑧, 𝜔) = 𝐸0(𝑥, 𝑦, 𝑧)           (160) 
 
By default, the simulation run time is set to 1,000 fs. In order to get accurate frequency 
domain monitor results, enough optical cycles are required for the full source pulse to be injected, 
for the fields to propagate through the simulation region, and for those fields to fully decay. If the 
fields in the time signal are truncated suddenly when the simulation ends early, artifacts in the 
Fourier transform used to obtain frequency domain results can result. 
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3.2.4 Monitor Types and Data Returned 
Lumerical FDTD has three monitors available for collecting simulation data: 1) time domain 
monitors, 2) frequency domain EM field monitors, and 3) absorption monitors.  
1. Time Domain Monitors – Provide time domain information for fields components over the 
course of the simulation run-time. Time domain monitors can consist of point, surface, or 
volume geometries to capture temporal information over different spatial extents contained 
within the simulation region. 
2. Frequency Domain EM Field Monitors – Collect CW, steady-state EM field data in the 
frequency domain within the simulation region. 
3. Absorption Monitors – Directly return information about total absorption and absorption 
distribution within the monitor volume. The data collected is normalized to the power 
injected into the simulation region (i.e., source power). 
 
Another useful feature in Lumerical FDTD is monitor apodization. Monitor apodization allows 
for the exclusion of effects that occur near the start and/or end of a simulation run from the 
monitor’s Fourier transform. Any three settings of this option can be useful in cavity resonator 
problems where resonance takes a long time to decay (i.e., filtering away short-lived transients 
that occur when the system is excited with a dipole source). Monitor apodization applies a window 
function to simulation fields (E(t)) before the monitor performs its Fourier transform to obtain 
E(ω); this makes it possible to calculate E(ω) from a portion of the time signal. In order to avoid 
the sudden truncation of the fields in the time signal, monitor apodization can be utilized. 
Apodization, in general, will invalidate any source normalization performed and is therefore not 
suitable for accurate power or field intensity measurement. This setting applies a filter in the time 
domain to gradually ramp down the amplitude of the fields removing the need to run the simulation 
for the full time that it takes for the fields to completely decay from the simulation volume. Figure 
3.4 details all three apodization settings available in Lumerical’s FDTD. 
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Figure 3.4 Start (left), End (right), and Full (center bottom) monitor apodization options in Lumerical FDTD [192]. 
 
Section 3.3 presents the usage of Lumerical FDTD to model the Fabry-Pérot 
interferometer, or etalon – a ‘simple’ cavity problem initially undertaken in this research with the 
goal of gaining a more in-depth understanding of the software, its settings, and the physics behind 
the software results. Note, the knowledge obtained from the modeling and simulation of the Fabry-
Pérot interferometer were applied to the plasmonic lattice simulations performed later in Section 
3.4. 
 
 
3.3 The Fabry-Pérot Interferometer 
A Fabry- Pérot interferometer was first modeled in this research as a simple problem with 
the goal of comparing the resonance conditions of the cavities constructed with various materials 
aimed at understanding the physics of FDTD and interpreting the returned results. 
 
3.3.1 Theoretical Background 
Interferometry is a family of techniques based on the superposition of waves. Developed 
in 1899, the Fabry-Pérot interferometer makes use of multiple reflections between two closely 
spaced reflective surfaces applicable in astronomy, spectroscopy, and telecommunication [222]. A 
portion of the light is transmitted each time the light reaches the second surface which results in 
offset beams that can interfere with one another.  
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The large number of interfering light rays produces an interferometer of high resolution similar to 
multiple slits of a diffractive grating that, when focused, forms an interference pattern of concentric 
circles [221-222]. According to Snell’s law, when light travels from a less optically dense medium 
into a more optically dense medium (i.e., from air to glass or a metallic mirror), it undergoes 
refraction: 
 
𝑛1𝑠𝑖𝑛(𝜃1) = 𝑛2𝑠𝑖𝑛(𝜃2)            (161) 
 
In the Fabry-Pérot interferometer, once the light reaches the second mirror it splits into two 
fractions: 1) a smaller fraction transmitted through the mirror, and 2) a larger fraction reflected 
within the cavity region between the two mirrors [220-222]. During this process, two changes 
occur: 1) an amplitude change resulting from a split in the wave at the boundary whereby the 
amplitude is distributed between the reflected and transmitted waves (Aincident > Areflected > 
Atransmitted), and 2) a phase change of λ/2 of the reflected wave resulting from the incident wave 
reflecting off of the more optically dense medium (mirror) compared to the medium through which 
the light travels. Most of the light is reflected back toward the first mirror with only a small fraction 
being transmitted through the second mirror. This allows for a large quantity of subsequent 
reflections and transmissions between the two mirrors resulting in multiple interfering waves being 
focused onto a screen [220-222]. The focused light enables high resolutions in the interferometer 
whose resolution is: 
 
𝜆
∆𝜆
=
𝑚𝜋√𝑟
1−𝑟
              (162) 
 
where m is the order of interference (approximately 2d/λ for small angles).  Expanding on (162) 
shows the least separation of two spectral lines is: 
 
∆𝜆 =
𝜆(1−𝑟)
𝑚𝜋√𝑟
              (163) 
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This separation means that the Rayleigh criterion is satisfied by the two wavelengths [222]. The 
interferometer can also be characterized by its free spectral range, or the change in wavelength 
necessary to shift the fringe system by one fringe:  
 
𝜕𝜆 =
𝜆2
2𝑑
              (164) 
 
The purpose of the mirrors, with surfaces characterized by a reflection coefficient (r), is to create 
pathlength differences between the subsequently transmitted waves equal to: 
 
2AB̅̅ ̅̅ − CD̅̅ ̅̅ = 2dcosα            (165) 
 
The multiple transmitted waves are focused through a lens onto a screen where they 
interfere. Interference occurs when two or more waves superimpose, and the amplitude of the 
waves and their corresponding positions at each point in space combine to form a singular wave. 
As previously mentioned, the interference (fringe) pattern is one of concentric circles comprised 
of light and dark bands. The intensity of the light bands is determined by the extent to which the 
waves constructively interfere. Complete constructive interference produces the brightest bands 
with partial constructive interference producing the darker bands [220-222]. A varying distance 
(d) between the mirrors alters the observed fringe pattern. Relating the pathlength difference to the 
constructive interference patterns, one observes an intensity maximum of the reflecting light when 
the pathlength equals the integer number of wavelengths: 
 
2𝑑𝑐𝑜𝑠(𝛼) = 𝑚𝜆              (166) 
 
Interpretation of (163) shows that the interferometer can be used to determine unknown 
wavelengths with a known gap distance and/or incident angle, or vice-versa, as well as whether or 
not the light source is monochromatic [222]. In summary, interferometers see use in industry and 
research for determining changes in refractive index, measuring small distances, and surface 
irregularities [221-222].  
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The Fabry-Pérot interferometer was recently used by the Laser Interferometer 
Gravitational-Wave Observatory (LIGO) to detect and measure gravitational waves produced by 
the merging of two black holes billions of years ago [221]. Small holes, of dimensions l, have been 
known as poor transmitters of acoustic, EM, or other disturbances in cases where λ << l [198]. 
Defined as the ratio between power transmitted and that incident upon the aperture, hole, or slit 
has a normalized transmittance (TN) that is, at best, of the order l
4/λ4. It has been shown that periodic 
arrays of small apertures in a metallic film can lead to extraordinary enhancement of optical 
transmission arising from the excitation of particular modes of the metallic structures [223]. This 
aforementioned discovery has led to advances in applications including light harvesting, near-field 
microscopy, and sensing that directly benefit from concurrent enhancement of the E-field in the 
vicinity of the apertures [198, 223].  
The physical mechanisms underlying the extraordinary transmission granted by periodic 
arrays of small apertures, particularly for EM waves, distinct and cooperative roles played by 
surface modes (i.e., SPPs), and Fabry-Pérot resonances have been well established. Conversely, 
the mechanisms behind enhanced optical transmission through single apertures, however, have not 
[198]. While utilization of geometric and plasmon resonances for enhancing optical transmission 
through small, isolated apertures has been considered extensively, a comprehensive physical 
framework connecting the various approaches has yet to emerge [224-232]. Proposed is a model 
coupled to an EM oscillator yielding perfect transmission (TN ~ λ2/l2) in the absence of all radiative 
losses. Applied in this model are openings in the resonance cavity and aperture-induced localized 
states in the waveguide in conjunction with approaches to geometric resonances for which the 
resonant condition decreases with aperture size [198]. The model extends to open-boundary 
apertures by specifically considering optical transmission through a pair of pinholes in a two-
dimensional waveguide where a localized mode bound to the pinholes whose frequency is below 
that of the onset of the extended-mode continuum exists. When resonance between the incident 
wave and the localized mode occurs, perfect transmission results [198]. As is the case with 
funneling, the key resonance is of the Fabry-Pérot type. However, unlike funneling, transmittance 
does not decrease with a decrease in slit width but is identical to the incident power for arbitrarily 
small hole sizes [198].  
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The model considers a small aperture defined by a closed boundary contained within a 
conductive wall with an accompanying resonant system with natural frequency (Ω) to which the 
aperture is coupled. Focusing on EM waves, m is taken to be the induced effective magnetic dipole 
of the opening and H0 to be the tangential component of the time-harmonic magnetic field existing 
in the absence of the opening. Note, a similar criterion applies to the effective electric dipole arising 
when the boundary problem involves the normal E-field component [198]. Assuming a diagonal 
magnetic polarizability tensor and that the only effect of the coupling is an introduction of poles 
at ω ≈ ± Ω: 
 
𝑚 =
Ω2𝑙3𝐻0
𝜔2−Ω2−𝑖𝜔/𝜏
              (167) 
 
where l is the length of the aperture, ω = 2πc/λ is the angular frequency, and τ < ∞ accounts for 
losses. Understood here is a time dependence e-iωt [198]. In the absence of other dissipation 
sources, the lifetime (τ) can be obtained by equating the power delivered via the magnetic field: 
 
𝑃𝐷(𝜔) =
𝑅𝑒(𝑖𝜔𝑚∗𝐻0)
2
            (168) 
 
to the power radiated by the dipole: 
 
𝑃𝑅(𝜔) =
𝜔4|𝑚|2
3𝜋𝑐3
              (169) 
 
Consistent with the general theory of small apertures [233], (169) gives m ≈ -l3H0 for ω << Ω and, 
therefore, PR α l6/λ4 [198]. Thus, the known off-resonance expression, TN ~ λ4/l4, mentioned earlier 
is obtained. In the case where: 
 
|𝜔2 − Ω2| ≪
𝜔
𝜏
              (170) 
 
 
 
104 
 
the following quantities become: 
 
|𝑚| ≈ 𝛺𝜏𝑙3𝐻0              (171) 
  
and:  
 
𝜏 =
3𝜋𝑐3
2Ω4𝑙3
              (172) 
 
Using the above values, the resulting radiated power is: 
 
𝑃𝑅(Ω) =
3𝑐𝜆2𝐻0
2
16𝜋
              (173) 
 
which is comparable to that of a focused incident beam down to a spot size on the order of the 
wavelength [198]. The anticipated result TN (Ω)~ λ2/l2 is returned setting a fundamental 
transmittance boundary. As per Babinet’s principle [234], it can be seen that the transmission 
enhancement and the enhanced cross-section of resonant antennas are closely related phenomena 
[198]. Similar to antennas, the ideal (λ/l)6 enhancement over the condition ω << Ω will be 
significantly reduced due to conduction losses inherent to real metals [198].  
The analysis done above for (173) accounts for the interaction between single openings 
and single plasmons and geometric resonances and, with a select few adjustments, for transmission 
through a pair of holes in a resonance cavity [198]. However, (173) is not applicable to cases 
involving extended waveguided modes that do not directly interact with the external field. Another 
interesting observation is that when |𝑚| doubles in value, PR increases by a factor of four if the 
aperture radiates into half space causing the reflected beam of a tightly focused EM wave to change 
its phase by a factor of π [198]. The above arguments can be extended to transmission through a 
slotted parallel-plate waveguide.  
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Considering wave transmission for slotted parallel plates where d is the gap distance between the 
two plates and Δ is the half-width of the slots, the two-dimensional Helmholtz equation needed to 
be solved: 
 
(
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑧2
+ 𝑘2) 𝜙 = 0            (174) 
 
In (174), ϕ is a physically representation of either one of the Cartesian components of the fields in 
Maxwell’s equations, or the free-space quantum wave function in the Schrödinger equation where 
k = 2π/λ where λ is the vacuum or deBroglie wavelength [198]. Noting that the condition for perfect 
transmission requires TN ~ λ/Δ the waveguide walls are assumed to be infinitesimally thin and 
made of a perfect electrical conductor (PEC) such that the components of the magnetic (electric) 
field perpendicular (parallel) to the plates boundary condition at the walls is ϕ = 0. Furthermore, ϕ 
is taken to embody the y component of the E-field (Ey). It has been shown in [235] that the TM 
case where the E-field is perpendicular to the axis of interest does not result in perfect transmission. 
The following subsections detail the modeling and simulation of the Fabry-Pérot interferometer 
using Lumerical FDTD in an attempt to reproduce the results presented in [198]. Materials 
considered for the waveguide walls in the simulation of the Fabry-Pérot interferometer discussed 
later in Section 3.3.5 were real metals, specifically aluminum (Al), silver (Ag), and gold (Au), as 
well as a PEC. Additionally, the EM source used was a TE-polarized dipole source. 
 
3.3.2 Dipole Sources and Polarizability 
A dipole moment is defined as the following: 
 
𝑝 = 𝛿?⃗?             (175) 
 
Dipoles sources can be classified as either electric or magnetic. 
• Electric Dipole – an electric dipole moment, or electric dipole, is a measure of the polarity 
of a system of electric charges. In (175), x is the displacement vector pointing from the 
negative charge(s) to the positive charge(s). This fact implies that the electric dipole 
moment vector also points from the same negative charge(s) to the positive charge(s).  
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The E-field lines run opposite of the displacement and dipole moment vectors running 
away from the positive charge(s) to the negative charge(s). Despite these differences, there 
is no confliction here since the electric dipole moment pertains to charge position, not field 
lines [236]. Furthermore, an electric dipole can be conceptualized as an oscillating point 
charge. The polarization, or net electric dipole density (?⃗?), is given by: 
 
?⃗? = 𝑁𝑝             (176) 
 
with the polarization being in units of Coulombs per square meter (C/m2), N is the number 
of dipoles per unit volume (m-3), and ?⃗? is the average electric dipole moment (C∙m) [236]. 
Presented in Figure 3.5 is the polarization, or net electric dipole moment density. 
 
 
 
 
 
 
 
 
Figure 3.5 Polarization, or net electric dipole density [236]. 
 
• Magnetic Dipole – a magnetic dipole moment, or magnetic dipole, originates from a 
circulating charge. The magnetic dipole moment is a quantity that determines the torque it 
will experience in the presence of an external H-field. A magnetic dipole can be considered 
to be a vector quantity with a magnitude and direction where the magnetic moment points 
from its south pole to its north pole. Furthermore, a magnetic dipole can be conceptualized 
as a current loop. The effect of an applied magnetic field on a magnetic material is to create 
a net magnetic dipole moment per unit volume. The magnetization or net magnetic dipole 
moment density is given by: 
 
?⃗⃗⃗? = 𝑁?⃗⃗⃗?             (177) 
107 
 
with the magnetization being in units of Amperes per meter (A/m), N is the number of 
dipoles per unit volume (m-3), and ?⃗⃗⃗? is the average magnetic dipole moment (A∙m2) [236]. 
 For some materials, the H-field produced is proportional to its magnetic dipole moment 
per unit volume: 
 
?̅? = 𝜒𝑚?̅?             (178) 
 
where  ?̅? is the induced magnetization, 𝜒𝑚 refers to magnetic susceptibility, and  ?̅? is the 
magnetic field (both  ?̅? and  ?̅? are in units of A/m) [236]. Presented in Figure 3.6 is the 
magnetization, or net magnetic dipole moment density. 
 
 
 
 
 
 
 
 
Figure 3.6 Magnetization, or net magnetic dipole moment density [236]. 
 
• Polarization Density – also known as electric polarization or just polarization, is the density 
of permanent or induced electric dipole moments in a dielectric material measured in units 
of C/m2 [236]. The density of dipoles is given by: 
 
?⃗? = 𝑁𝑝 = 𝑁𝛿?⃗? = 𝑁𝛼?⃗?            (179) 
 
The E-field polarizes molecules in or around the field itself: 
 
?⃗? = 𝜀0𝜒𝑒?⃗?                 (180) 
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where  𝜒𝑒 is the electric susceptibility of a dielectric material – a measure of how easily 
the electric dipole polarizes in response to an external E-field [236]. Polarizability, 
therefore, provides information on how easily charge distribution can be disturbed like the 
electron cloud of an atom or molecule from its normal shape by an external E-field [236]. 
Polarizability can be classified into four categories: 1) electronic polarizability (αe) – 
polarization of localized electrons, 2) ionic polarizability (αi) – displacement of ions, 3) 
dipolar polarizability (αd) – reorientation of polar molecules, and 4) space charge 
polarizability (αs) – long range charge migration [236]. Figure 3.7 contrasts the differences 
between low and high dipole densities. 
 
 
 
 
 
 
 
 
 
 
Figure 3.7 Differences between low and high dipole densities [236]. 
 
3.3.2.1.1 TE vs. TM Modes 
The technical definition of polarization conventions will now be discussed. The 
polarization of incident light upon a grating is defined by the orientation of the E and H-fields 
relative to the plane of incidence. The plane of incidence is defined by the two vectors being the 
vector of propagation of the illumination and the grating normal [237]. The three conventions used 
to describe light polarization are transverse electric (TE), transverse magnetic (TM), and 
unpolarized. 
1. TE – polarized light characterized by its E-field being perpendicular to the plane of 
incidence. For TE-polarized light, the H-field is always perpendicular to the E-field 
in isotropic materials, and thus lies within the plane of incidence. 
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2. TM – polarized light characterized by its H-field being perpendicular to the plane 
of incidence. For TM-polarized light, the E-field is always perpendicular to the H-
field in isotropic materials, and thus lies within the plane of incidence.  
3. Unpolarized – unpolarized light equivalent to the average of TE and TM efficiency 
for the purpose of defining the diffraction efficiency of a grating. 
 
3.3.3 Skin Depth of Real Metals 
The classical theory of absorption in dielectrics is due to Lorentz and in metals to Drude. 
Both models treat the optically active electrons in a material as classical oscillators. In the Lorentz 
model, the electron is considered to be bound to the nucleus by a harmonic restoring force. In this 
manner, Lorentz’s picture is that of the nonconductive dielectric. Drude considered the electrons 
to be free and set the restoring force in the Lorentz model equal to zero. Both models include a 
damping term in the electron’s equation of motion that, in more modern terms, is recognized as a 
result of electron-phonon collisions [238]. These models solve for the electron’s motion in the 
presence of the EM field as a driving  force. From this, it is possible to write an expression for the 
polarization induced in the medium and from that to derive the dielectric constant [238]. The 
Lorentz model for dielectrics gives the relative real and imaginary parts of the dielectric constant 
ε1R and ε2R in terms of N, the number of dipoles per unit volume, e and m, charge and mass of the 
electron, Γ, the damping constant, ω and ω0, the radian frequencies of the field and the 
harmonically bound electron, and ε0, the permittivity of free space [238].  
The range of frequencies where ε1 increases with frequency is referred to as the range of 
normal dispersion, and the region near where ω = ω0, it decreases with frequency is called the 
range of anomalous dispersion. Since the ionic polarizability is much smaller than the electronic 
polarizability at optical frequencies, only the electronic terms are considered when evaluating 
optical absorption using the Lorentz model for dielectrics. The Drude model for metals assumes 
that the electrons are free to move. This effectively means the Drude model is identical to the 
Lorentz model, except that is ω0 equals zero in the Drude model [238]. The real and imaginary 
parts of the dielectric constant are given by: 
 
𝜀1𝑅 = 1 − (𝑁𝑒
2𝜀0𝑚)
1
𝜔2+𝛤2
          (181) 
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𝜀2𝑅 = (𝑁𝑒
2𝜀0𝑚)
𝛤
𝜔(𝜔2+𝛤2)
          (182) 
 
The quantity Γ is related to the mean time between electron collisions with lattice vibrations, and 
by considering electronic motion in an E-field possessing a radian frequency (ω), an expression 
for the average velocity can be obtained. An expression for the conductivity (σ) and the parts of 
the dielectric constant can then be restated. At low EM frequencies, it can be shown that  ε2 >> ε1, 
and therefore follows: 
 
𝛼 = (
𝜔𝜇𝜎
2
)
1/2
             (183) 
Based on (183), optical properties and the conductivity of a metal are related by the motion 
of free electrons [238]. At high frequencies, transitions involving conduction or valence 
band electrons are possible that will cause a noticeable deviation from the Drude model; 
however, experimental data reported for most metals are in congruence with Drude 
predictions at wavelengths as short as 1 μm [238]. Taking (183) further, it is clearly 
observable that an EM field propagating in a metal will attenuate by a factor of 1/e when 
it has traveled a distance: 
 
𝛿 = (2/𝜔𝜇𝜎)1/2            (184) 
 
The above quantity is known as skin depth, or the skin effect, and is approximately 50 nm 
for most metals at optical frequencies. Additionally, after light has propagated one skin 
depth into a metal, its intensity reduces to 1/e of its value at the surface of the metal [238]. 
 
3.3.4 Poynting Vector 
EM waves possess energy densities associated with the E- and H-fields as the waves pass 
through space [239]. Per unit area, the rate of transport, known as the Poynting vector, is defined 
as: 
 
𝑆 =
1
𝜇0
?⃗? × ?⃗⃗?            (185) 
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Since the H-field is perpendicular to the E-field, the magnitude of the Poynting vector can be 
modified: 
 
𝑆 =
1
𝜇0
𝐸𝐵              (186) 
S is perpendicular to both E and B following the direction of propagation of the wave [239]. A 
solution to the plane wave equation given Bm = Em/c is:  
 
𝑆 =
1
𝑐𝜇0
𝐸𝑚
2 𝑠𝑖𝑛2(𝑘𝑥 − 𝜔𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1
𝑐𝜇0
𝐸𝑚
2
2
         (187) 
 
(187) above relies on the fact that the average of the square of a sinusoidal function over a whole 
number of periods is equal to 1/2 [239]. 
 
3.3.5 Fabry-Pérot Cavity Resonance Comparisons 
A Fabry-Pérot cavity mode was modeled and simulated using FDTD to determine cavity 
resonance and power transmission through the cavity itself. The cavity dimensions as shown in 
Figure 3.8 were as follows: four PEC plates 65-nm thick and 1,000-nm long, d = 500 nm, and gap 
widths of 100 nm. PEC plates were initially used in modeling and determining resonance, however 
real metal plates such as aluminum (Al), gold (Au), and silver (Ag) were also investigated for 
comparison (Figure 3.9). Figure 3.10 shows power recorded as a function of monitor distance from 
the cavity opening opposite of the dipole source. 
 
 
 
 
 
 
 
 
 
 
Figure 3.8 Cavity geometry. Fabry-Pérot interferometer simulation layout with dimensions similar to the cavity geometry presented in [198]. 
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3.3.5.1 Cavity Mode Simulation Results 
 
Figure 3.9 Resonance comparison of the Fabry-Pérot cavity mode for Al, Ag, Au, and PEC plates. 
 
Figure 3.10 Recorded power on far side of cavity (opposite of the dipole source) as a function of dipole distance from the near side of the cavity. 
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3.4  Plasmonic Lattices of Arrays of Gold Nanoparticles 
The purpose of the various parametric analyses conducted initially in this thesis was to find 
a set of lattice parameters that will optimize the emission enhancement of cadmium selenide/zinc 
sulfide (CdSe/ZnS) QDs suspended in toluene possessing an emission spectrum centered at 
approximately 565 nm. Specifically, this optimization effort began with the exploitation of surface 
plasmons across a periodic plasmonic lattice of square pillar geometries to optimize the excitation 
and, ideally, the emission rate enhancement of an ensemble of fluorophores for LOC fluorescence 
biosensing as presented in [187]. Although these simulations were engineered for enhancing the 
excitation rate of CdSe/ZnS QDs suspended in toluene, these optimized plasmonic lattice 
parameters are applicable to other commercially available QDs and fluorophores possessing 
emission spectra that overlap with the resonance condition of the lattice. 
 
3.4.1 Parametric Sweeps of Critical Lattice Parameters 
The design layout of the original periodic structure constructed in the simulation 
environment based on [187] can be seen in Figure 3.11 with the initial composition and 
dimensionality provided in Figure 3.12. Contained in Section 4.1.1 to Section 4.1.4 are the initial 
E-field enhancements found square, cylindrical, equilateral star, and equilateral triangle nanopillar 
geometries. Detailed here is the methodology behind the initial parameter optimization effort for 
a plasmonic lattice comprised of arrays of square nanopillars as presented in [187]. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11 3D Perspective Simulation View of Initial Square Lattice Comprised of Square Pillars. 
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Figure 3.12 Cross-Sectional View of Initial Pillar Composition and Dimensions. 
 
 
The QDs were modeled in the software as a pulsed plane wave source for determining the 
resonance of the plasmonic lattice. A 200-nm thick silicon (Si) base was used as the substrate upon 
which the periodic plasmonic lattice was built. A 3x3 array of square silicon dioxide (SiO2) 
nanopillars was created atop the Si substrate each with the following dimensions: 115 nm in length 
(l), 100 nm in height (h), and a lattice constant (a) of 200 nm. A 5-nm thick layer of titanium (Ti) 
was added over the entire substrate and each pillar to serve as the adhesive layer between the SiO2 
and Au. A 65-nm thick Au layer was then layered atop the Ti-covered substrate and pillars. Finally, 
a 5-nm thick SiO2 spacer layer was inserted atop the lattice structure to reduce the effects of 
quenching. The boundary conditions of the simulation were configured as follows: periodic in the 
x and y-directions, and perfectly matched layer (PML) in the z-directions.  
Periodic boundary conditions are utilized when both the physical structures and EM fields 
are repeated throughout the system, allowing the user to accurately observe the entire response of 
the system by simulating a single unit cell [192]. In the software tool, the PML forces the boundary 
conditions to match the impedance of the adjacent materials to prevent reflection while also 
absorbing any incident light; essentially simulating an open boundary [192]. The refractive index 
(n) of the simulation region was set to 1.497 corresponding to the n of the toluene solution in which 
the QDs are suspended. The simulation run time was set to 1,000 fs to allow for enough optical 
cycles respective to the pulse length of the plane wave source injected into the simulation region. 
For mesh refinement, the ‘conformal variant 1’ option was selected because of the Au layers 
present in the plasmonic device design. The parameters investigated for the square pillars 
comprising the array were as follows: a, l, and h. The first parameter a directly impacts the other 
geometric parameters and fabrication options (i.e., a restricts l, and h).  
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This parametric analysis was prefaced with an original set of features corresponding to the 
emission λ of the CdSe/ZnS QDs as previously discussed in [187]. More explicitly, prior to 
carrying out the parametric sweep of a, l was kept at 115 nm, h was set to 170 nm, comprised of a 
100-nm thick SiO2 layer, 5-nm thick Ti layer, and a 65-nm thick Au layer, with a pulsed plane 
wave source ranging from 300 nm to 800 nm positioned 1 μm above the array. A point monitor 
was placed at the surface of the center pillar within the 3x3 array configured to record the E-field 
at that location.  
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Chapter 4  
Simulation Results 
 
Chapter 4 contains all of the simulation results obtained from both the initial parametric 
optimizations and the final parametric optimizations. The initial lattice parametric sweeps were 
based on those presented in [187] where the optimization began with a given parameter set with 
the final optimization effort evaluating a much larger parameter space by treating each critical 
lattice parameter independently.  
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4.1 Initial Critical Lattice Parameter Optimizations 
 
4.1.1 Square Nanopillars 
The E-field data obtained from this point monitor were compared at each a ranging from 
150 nm to 400 nm in 5-nm increments. The data was recorded and analyzed to observe which a 
yielded the greatest E-field enhancement at the surface of the structure given the initial parameters 
from [187]. Figure 4.1 shows the E vs. a vs. λ data obtained used for the comparison of the E-field 
enhancement for determining the optimal value of a (aoptimal) that yielded the greatest E-field 
enhancement at the structure surface. Upon analysis of the data, it was found that aoptimal was 270 
nm for the square nanopillars. 
Figure 4.1 E vs. a vs. λ parametric sweep data obtained from the point monitor showing peak E-Field occurred at a = 270 nm. 
 
After optimizing a, l was varied from 50 nm to 215 nm in 5-nm increments with a = 270 
nm. Figure 4.2 shows the E vs. l vs. λ data from which the optimal value of l (loptimal) was 
determined. Here, the point monitor data obtained from the parametric sweep of l delineated that 
the greatest E-field enhancement occurred at l = 50 nm.  
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Figure 4.2 E vs. l vs. λ parametric sweep data obtained from the point monitor showing peak E-Field occurred at l = 50 nm. 
 
Next, h was parametrically swept from 115 nm to 210 nm in 5-nm increments incorporating 
aoptimal and loptimal into the sweep. Note that h was varied by sweeping the height, or thickness (t), 
of the Au layer atop the square nanopillars. This was done because of the nature of the fabrication 
process where the SiO2 layer and the Ti adhesion layer remained constant at h = 100 nm and h = 
5 nm, respectively. Figure 4.3 shows the E vs. h vs. λ data from which the optimal value of h 
(hoptimal) was determined. The data showed that the greatest E-field enhancement occurred at h = 
175 nm, or a 70-nm thick Au layer.  
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Figure 4.3 E vs. h vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-Field occurred at h = 175 
nm (70-nm thick Au Layer). 
 
Upon completion of the parametric optimizations, a final simulation was performed with 
each of the optimized parameters incorporated into the device design. Like each of the previous 
parametric sweeps, the plane wave source pulse ranged from 300 nm to 800 nm to determine 
resonance. Data analysis of the optimized plasmonic lattice structure indicated that the peak E-
field at the structure surface occurred where λ = 596.593 nm. While not at the peak emission λ of 
the CdSe/ZnS QDs, this λ does lie within their emission spectrum (~500 nm – ~610 nm) [187]. 
Finally, the same simulation was repeated with a CW plane wave emitting at λ = 596.593 nm. 
Figure 4.4 shows a top-down view of the plasmonic lattice excited at this λ. Multiple peaks within 
the 500 nm to 600 nm range of the visible regime were observed throughout each sweep for each 
geometry, consistent with the Au NP plasmonic range. Also visualized in Figure 4.4 is the 
optimized lattice structure exposed to a plane wave source at λ = 565 nm for comparison against 
the results obtained from the initial structure design in [187]. Table 4.1 catalogues each of the 
optimal lattice parameters found for the square nanopillar geometry. 
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Figure 4.4 (Top Center) surface-enhanced E-field enhancement (|E|/|E0|) of 6 reproduced from [240] with a plane wave source emitting at λ = 565 
nm, (Bottom Left) surface-enhanced E-field enhancement (|E|/|E0|) of 61 of the parametrically optimized lattice with a plane wave source emitting 
at λ = 596.593 nm, and (Bottom Right), surface-enhanced E-field enhancement (|E|/|E0|) of 30 of the parametrically optimized lattice with a plane 
wave source emitting at λ = 565 nm. The same dynamic range of 0 (dark blue) to 50 (red) was used for direct comparison. 
 
Table 4.1 Parameter ranges swept for the square nanopillar geometry. 
 
 
 
 
 
As visualized in Figure 4.4, the optimization effort based on the nanostructure dimensions 
presented produced E-field enhancements over an entire order of magnitude than that reported in 
[240] (61 at λ = 596.593 nm and 30 at λ = 565 nm from this optimization versus ~4 at λ = 565 nm). 
The subsequent parametric analyses performed followed a very similar approach to that of the 
square pillars except the feature size sweeps began at l = 50 nm (triangular pillars), r = 25 nm 
(cylinders), and l = 50 nm (nanostars) based on the square loptimal.  
Parameter Sweep Range (nm) Optimal (nm) 
a 150 - 400 270 
l 50 - 215 50 
h 115 - 210 175 
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Basing the feature length and radii sweeps on the results obtained from the square pillar parameter 
sweeps allowed for a greater range in the sweep of a. Additionally, the same square lattice 
configuration pictured in Figure 3.11 was used for the other three feature geometries analyzed. 
The following subsections provide the contour plots for the other three aforementioned pillar 
geometries showing the parameter sweeps as well as the top-down and cross-sectional E-field 
intensity plots incorporating the optimal parameters observed.  
 
 
4.1.2 Cylindrical Nanopillars 
 
 
 
 
 
 
 
 
 
 
Figure 4.5 E vs. a vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-field occurred at a = 275 nm. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6 E vs. r vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-field occurred at r = 35 nm. 
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Figure 4.7 E vs. h vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-Field occurred at h = 205 nm (100-
nm thick Au Layer). 
 
Table 4.2 summarizes the optimal quantities observed for each of the critical parameters for the 
cylindrical pillars with Figure 4.8 delineating the simulated lattice of cylindrical nanopillars at 
resonance incorporating the optimal parameters. 
 
 Table 4.2 Parameter ranges swept for the cylinder nanopillar geometry. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8 Surface-enhanced E-field (|E|/|E0|) of the parametrically optimized lattice with a plane wave source emitting at λ = 599.7 nm. 
Parameter Sweep Range (nm) Optimal (nm) 
a 75 - 400 275 
r 25 - 110 35 
h 105 - 210 205 
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4.1.3 Equilateral Star Nanopillars 
 
 
 
 
 
 
 
 
 
 
Figure 4.9 E vs. a vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-field occurred at a = 400 nm. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10 E vs. r vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-Field occurred at rcenter-to-vertices = 45 
nm, rinner-points = 22.5 nm. 
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Figure 4.11 E vs. h vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-field occurred at h = 155 nm (50-nm 
thick Au Layer). 
 
Table 4.3 summarizes the optimal quantities observed for each of the critical parameters for the 
equilateral nanostar pillars with the simulated lattice of equilateral nanostar nanopillars at 
resonance incorporating the optimal parameters shown in Figure 4.12. 
 
Table 4.3 Parameter ranges swept for the equilateral star nanopillar geometry. 
 
 
 
 
 
Parameter Sweep Range (nm) Optimal (nm) 
a 75 - 400 400 
l 25 - 100 90 
h 105 - 205 155 
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Figure 4.12 Surface-enhanced E-field (|E|/|E0|) of the parametrically optimized lattice with a plane wave source emitting at λ = 601.205 nm. 
 
 
4.1.4 Equilateral Triangular Nanopillars 
 
 
 
 
 
 
 
 
 
 
Figure 4.13 E vs. a vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-field occurred at a = 265 nm. 
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Figure 4.14 E vs. l vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-field occurred at l = 50 nm. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15 E vs. h vs. λ parametric sweep data obtained from the point monitor. The data shows the peak E-Field occurred at h = 165 nm (60-
nm thick Au Layer). 
 
Table 4.4 summarizes the optimal quantities observed for each of the critical parameters for the 
equilateral triangular pillars with the simulated lattice of the equilateral triangular nanopillars at 
resonance incorporating the optimal parameters shown in Figure 4.16. Table 4.5 lists all 
enhancements and respective resonance conditions found for each lattice feature geometry. 
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Table 4.4 Parameter ranges swept for the equilateral triangle nanopillar geometry. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.16 Surface-enhanced E-field (|E|/|E0|) of the parametrically optimized lattice with a plane wave source emitting at λ = 598.202 nm. 
 
 
Table 4.5 Optimized surface E-Field enhancements observed for each pillar geometry. 
 
 
 
 
 
 
 
 
 
 
Presented above was the initial methodology of optimizing various plasmonic lattice 
feature geometries yielding maximum surface E-field enhancement for labeled fluorescence-based 
biosensing applications. Upon analysis of the surface enhancements of the various plasmonic 
lattice feature geometries, it was discovered that the equilateral triangular pillar geometry yielded 
the greatest enhancement observed among all the pillar geometries inspected with an E-field 
enhancement of 77 at λ = 598.202 nm. Every optimized plasmonic lattice exhibited a resonant 
condition within ± 5 nm of 600 nm, irrespective of pillar geometry. 
Parameter Sweep Range (nm) Optimal (nm) 
a 75 - 400 265 
l 50 - 215 50 
h 105 - 205 165 
Pillar Geometry Surface E-Field Enhancement λ (nm) 
Non-Optimized 
Squares 
6 565 
Optimized Squares 61/30 596.593/565 
Cylinders 63 599.7 
Triangles 77 598.202 
Stars 24 601.205 
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4.2 Final Critical Lattice Parameter Optimizations 
Similar to the metal nanostructures catalogued in Table 2.5, the periodic plasmonic lattice 
features optimized in this section were designed for integration into two biosensor device 
architectures: 1) free-flow microfluidic systems with analytes suspended in solution over the 
plasmonic lattice, and 2) systems incorporating antibody affinity sites attached to the nanopillar 
surfaces where regions of highest E-field enhancement exist. Furthermore, the described 
parametric optimization methodology is extensible to any fixed lattice structure engineered for 
PEF. Parametric analyses of a periodic plasmonic lattice comprised of cylindrical, equilateral star, 
square, and equilateral triangular nanopillars using Lumerical’s FDTD Solutions were performed 
with the goal of determining the optimal lattice parameters yielding peak surface E-field 
enhancement. The parameters investigated for the four nanopillars were the following: a, l (or d in 
the case of the cylinder nanopillars), and t where, as previously mentioned, a is lattice constant, l 
(d) is feature length (diameter), and t is the Au thickness at the top of the nanopillars (previously 
referred to as h in the initial parameter optimizations described in Section 4.1). The first parameter 
a directly impacts the other geometric parameters and fabrication options (i.e., a restricts l, d, and 
t). Consequently, l, d, and t must be based on a. The feature basis of the plasmonic lattices 
constructed and simulated using FDTD were based on the fabrication methodology presented in 
[187]. In the aforementioned paper, a hydrogen silsesquioxane (HSQ)-based electron beam resist 
was used due to its chemical composition whereby, after exposure to oxygen plasma, the patterned 
resist cures into silicon dioxide (SiO2). The HSQ-based resist was then spun onto the surface of 
the silicon (Si) substrate, patterned using EBL with nanometer pattern generation system (NPGS) 
software, and then cured into SiO2 nanopillars approximately 100 nm in height. After curing, a 5-
nm layer of titanium (Ti) was deposited to ensure the successful bonding of Au with the top of the 
nanopillars. The material properties and optical constants of the Au and Ti layers used in 
simulation followed those described in [177]. 
Following the above fabrication constraints, the FDTD simulation architecture was the 
following for all four nanopillar geometries: The refractive index (n) of the simulation region was 
set to 1.497 corresponding to the n of the toluene solution in which the QDs are suspended, a 1 μm 
x 1 μm Si base used as the substrate upon which a 3x3 periodic array of SiO2 nanopillars 100 nm 
in height each capped with a 5-nm Ti layer were constructed.  
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Atop of each 5-nm Ti layer, t was added and swept ranging from 5 nm up to 105 nm in 25-nm 
increments. l and d were swept over a range beginning at 50 nm up to 200 nm in 25-nm increments. 
Finally, a was swept over a range beginning 25 nm greater than the smallest l and d (i.e., 75 nm) 
up to a maximum value of 400 nm (λmax/2). A TE-polarized plane wave source at normal incidence 
(θ = 0⸰) was used to model a uniform ensemble of emitters possessing a 500-nm bandwidth (Δλ) 
ranging from 300 nm to 800 nm sampled at a rate of one point per wavelength (SR). The parameter 
sweeps for all four nanopillar geometries began at t = 5 nm and a = 75 nm. A point monitor was 
positioned at the top center of t (tzmax) of the centermost nanopillar set to record E-field data at each 
wavelength (i.e., 501 frequency points). The simulation environment was discretized in space by 
establishing a mesh step size (dx, dy, dz) of 10 nm to avoid lengthier run times upwards of 24 hours 
for each of the 385 simulations per feature geometry. Time was discretized (dt) in 0.99 fs 
increments with each simulation set to run for 1,000 fs. The boundary conditions of the simulation 
region were set to periodic in the positive and negative x- and y-directions since both the physical 
structures and electromagnetic fields were repeated in those directions [192] and PML in the 
positive and negative z-directions. An XZ cross-sectional perspective of the device architecture 
modeled in FDTD can be seen in Figure 4.17. Table 4.6 details the ranges of all lattice feature 
parameters swept. 
 
 
 
 
 
 
 
Figure 4.17 XZ cross-sectional perspective of the lattice structure including nanopillar composition and labeled parameters simulated in FDTD. 
 
Table 4.6 Plasmonic lattice parameters swept. Shown in parentheses are the number of data sets recorded from each a and t sweep for each l. 
Length or Diameter (l, d) (nm) Lattice Constant Sweep (a) (nm) Au Thickness (t) (nm) 
l1, d1 - 50 a1: 75 - 400 (14) t1: 5 - 105 (5) 
l2, d2 - 75 a2: 100 - 400 (13) t2: 5 - 105 (5) 
l3, d3 - 100 a3: 125 - 400 (12) t3: 5 - 105 (5) 
l4, d4 - 125 a4: 150 - 400 (11) t4: 5 - 105 (5) 
l5, d5 - 150 a5: 175 - 400 (10) t5: 5 – 105 (5) 
l6, d6 - 175 a6: 200 - 400 (9) t6: 5 – 105 (5) 
l7, d7 - 200 a7: 225 - 400 (8) t7: 5 – 105 (5) 
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Contrary to the initial parametric sweeps described in Section 3.4.1, the following parameter 
optimization effort did not follow the fixed parameter set outlined in [240]. Instead, each of the 
investigated parameters were treated independently. This independence resulted in a total of 
192,885 total combinations of parameters for the same four nanopillar geometries examined 
following: 
 
𝐶𝑃 = (∑ 𝑎𝑙𝑡𝑙
7
𝑖=1 ) × 𝑆𝑅             (188) 
 
Figures 3.30 through 3.33 show every parameter combination following (188) for all four pillar 
geometries explored. Shown in Table 3.9 are al and tl representing the number of datasets recorded 
for each l shown in parentheses, respectively.  
 
Figure 4.18 Simulated E-field enhancement as a function of λ, a, d, and t from parameter sweeps for the cylinder nanopillar geometry with dx, 
dy, and dz = 10 nm. Highlighted in red is the maximum E-field enhancement factor of 18.27 found at λ = 744 nm, a = 375 nm, d = 50 nm, and t = 
5 nm. Inlaid is the point monitor located at tzmax of the center nanopillar in the 3x3 array where the data was collected. 
 
 
 
 
131 
 
Figure 4.19 Simulated E-field enhancement as a function of λ, a, l, and t from parameter sweeps for the square nanopillar geometry with dx, dy, 
and dz = 10 nm. Highlighted in red is the maximum E-field enhancement factor of 22.87 found at λ = 588 nm, a = 325 nm, l = 50 nm, and t = 80 
nm. Inlaid is the point monitor located at tzmax of the center nanopillar in the 3x3 array where the data was collected. Also included is the result 
found in [187] verified by these data. 
 
Figure 4.20 Simulated E-field enhancement as a function of λ, a, l, and t from parameter sweeps for the equilateral star nanopillar geometry with 
dx, dy, and dz = 10 nm. Highlighted in red is the maximum E-field enhancement factor of 18.73 found at λ = 599 nm, a = 350 nm, l = 75 nm, and 
t = 30 nm. Inlaid is the point monitor located at tzmax of the center nanopillar in the 3x3 array where the data was collected. 
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Figure 4.21 Simulated E-field enhancement as a function of λ, a, l, and t from parameter sweeps for the equilateral triangle nanopillar geometry 
with dx, dy, and dz = 10 nm. Highlighted in red is the maximum E-field enhancement factor of 19.45 found at λ = 617 nm, a = 275 nm, l = 75 nm, 
and t = 80 nm. Inlaid is the point monitor located at tzmax of the center nanopillar in the 3x3 array where the data was collected. 
 
Parametric sweeps of the lattice of cylindrical nanopillars (Figure 4.18) produced an 
enhancement factor of 18.27 and intensity of 333.79 at d = 50 nm, a = 375 nm, t = 5 nm, and λ = 
744 nm. Parametric sweeps of the lattice of square nanopillars (Figure 4.19) resulted in an 
enhancement factor of 22.87 and intensity of 523.04 at l = 50 nm, a = 325 nm, t = 80 nm, and λ = 
588 nm. Highlighted within Figure 3.31 is the enhancement factor of approximately 3.7 and 
intensity of 13.69 at l = 115 nm, a = 200 nm, t = 60 nm, and λ = 560 nm previously obtained via 
FDTD simulation by the Dawson Research Group at West Virginia University [187]. Parametric 
sweeps of the lattice of star nanopillars (Figure 4.20) saw an enhancement factor of 18.73 and 
intensity of 350.81 at l = 75 nm, a = 350 nm, t = 30 nm, and λ = 599 nm. Finally, parametric sweeps 
of the lattice of triangular nanopillars (Figure 4.21) yielded an enhancement factor of 19.45 and 
intensity of 378.30 at l = 75 nm, a = 275 nm, t = 80 nm, and λ = 617 nm. Once more, the plane 
wave source used for all four parametric optimization sweeps possessed the same Δλ containing 
all visible wavelengths. All optimized lattice parameters and resulting enhancements displayed in 
Figure 4.18 through Figure 4.21 are listed in Table 4.7. 
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Table 4.7 Optimal parameters determined from the parametric analyses performed including E-field enhancement factors, E-field intensities, Δλ, 
and λ where peak enhancement was observed for the four nanopillar feature geometries, respectively. 
Feature 
Geometry 
l or d (nm) a (nm) t (nm) 
Enhancement 
(|E|/|E0|) 
Intensity 
(|E|2/|E0|
2) 
Δλ (nm) λ (nm) 
Cylinders 50 375 5 18.27 333.79 300 - 800 744 
Squares 50 325 80 22.87 523.04 300 - 800 588 
Stars 75 350 30 18.73 350.81 300 - 800 599 
Triangles 75 275 80 19.45 378.30 300 - 800 617 
 
Based on these results, single simulations of each plasmonic lattice incorporating the 
optimal parameters found for each nanopillar geometry were performed, respectively. In each of 
these four simulations, the mesh accuracy was refined by reducing dx, dy, dz to 1.5 nm. In 
conjunction, Δλ was reduced from 500 nm down to 100 nm sampled at the same SR (i.e., 101 
frequency points) set to include the resonant condition for each nanopillar geometry determined 
from the parameter sweeps shown in Figure 4.18 through Figure 4.21. A planar monitor was 
configured to include the entire 3x3 lattice in all four simulations to determine the updated λ (i.e., 
convergence) where peak surface E-field enhancement of the entire lattice was observed. The 
optimized lattice of cylindrical nanopillars resulted in an enhancement factor of 51.98 and intensity 
of 2,701.92 at λ = 701 nm.  
The optimized lattice of square nanopillars resulted in an enhancement factor of 211.10 
and intensity of 44,563.21 at λ = 614 nm. The optimized lattice of star nanopillars resulted in an 
enhancement factor of 335.39 and intensity of 112,486.45 at λ = 625 nm. Finally, the optimized 
lattice of triangular nanopillars resulted in an enhancement factor of 251.52 and intensity of 
63,262.31 at λ = 648 nm. Figure 4.22 shows each optimized 3x3 plasmonic lattice at their 
respective λ. Table 4.8 summarizes the E-field enhancements, E-field intensities, Δλ, and λ for all 
four parametrically optimized plasmonic lattice feature geometries. 
 
Table 4.8 Peak E-field enhancement factors, E-field intensities, Δλ, and λ for the four optimized nanopillar feature geometries, respectively. 
 
 
Feature 
Geometry 
l or d (nm) a (nm) t (nm) 
Enhancement 
(|E|/|E0|) 
Intensity 
(|E|2/|E0|
2) 
Δλ (nm) λ (nm) 
Cylinders 50 375 5 51.98 2,701.92 700 - 800 701 
Squares 50 325 80 211.10 44,563.21 550 - 650 614 
Stars 75 350 30 335.39 112,486.45 550 - 650 625 
Triangles 75 275 80 251.52 63,262.31 550 - 650 648 
134 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.22 FDTD planar monitor data (|E|/|E0|) for all parametrically optimized lattice structures post-processed using MATLAB: (a) peak 
surface E-field enhancement factor of 51.98 for the lattice of cylindrical nanopillars at λ = 701 nm, (b) peak surface E-field enhancement factor of 
335.39 for the lattice of equilateral star nanopillars at λ = 625 nm, (c) peak surface E-field enhancement factor of 211.10 for the lattice of square 
nanopillars at λ = 614 nm, and (d) peak surface E-field enhancement factor of 251.52 for the lattice of equilateral triangle nanopillars at λ = 648 
nm. The same dynamic range of 0 (dark brown) to 50 (white) was used in (a) through (d) for direct comparison. 
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Chapter 5  
Conclusion and Future Work 
 
Chapter 5 outlines a method of fabrication for creating the lattice feature geometries 
explored in this thesis including the use of a confocal microscope to visualize the fluorescence 
experimental process shown in Figure 1.6. All findings of this work are summarized, and an 
applicable fluorophore is selected for use in experimentation involving the optimized plasmonic 
lattice of star nanopillars since this geometry yielded the highest E-field intensity of all lattice 
geometries investigated. 
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5.1  Conclusion 
The goals of this research were to use FDTD simulation software to extract the optimal lattice 
parameters of select gold NP lattice geometries yielding peak E-field enhancement, compare the 
resulting E-field enhancement factors of each optimized plasmonic lattice geometry at their 
respective resonance conditions, directly relate these simulated E-field enhancement factors to 
fluorescence enhancement, and select label(s) (if available/where applicable) whose emission 
spectra overlaps with and/or whose peak lies within the resonance condition of each optimized 
lattice geometry, respectively. 
This thesis presented the parametric optimization of four plasmonic lattice feature 
geometries using FDTD for integration into visible wavelength fluorescence spectroscopy. It was 
observed that these E-field data resulting from FDTD simulations were localized at the outer edges 
of the features, consistent with plasmonic literature. Each of the four optimized plasmonic lattice 
geometries exhibited resonance conditions within the visible regime of the electromagnetic 
spectrum. The modeled E-field intensity of 44,563 at λ = 614 nm for the array of square nanopillars, 
63,262 at λ = 648 nm for the array of equilateral triangle nanopillars, and 112,486 at λ = 625 nm 
for the array of equilateral star nanopillars shown in this paper are greater than all E-field intensities 
outlined in Table 2.5 except for the E-field intensity of 133,225 at λ ~ 625 nm reported in [241] 
for Au nanostars. Furthermore, the square nanopillar array results previously reported by the 
Dawson Research Group at West Virginia University in [187] were optimized by over an entire 
order of magnitude. Although every parameter obtained from this optimization effort adhered to 
specific dimensional, fabrication, and spectral constraints, the methodology described in this work 
is extensible to any fixed lattice structure and/or any NP morphology engineered for PEF 
spectroscopy. The parametric optimization methodology described herein could be furthered 
improved by incorporating a supercomputer and/or parallel processing to perform all parametric 
analyses at the highest simulation accuracy currently available in FDTD software (i.e., dx, dy, and 
dz = 0.25 nm) [192]. This higher accuracy feature analysis could then be coupled with machine 
learning algorithms aimed at discovering other parameter combinations yielding comparable, or 
greater, E-field enhancement factors. The task of obtaining feature geometries for a desired 
electromagnetic response remains a challenging and time-consuming task [249-251]. In more 
recent years, nanophotonic devices have been designed via deep-learning and/or neural network 
algorithms aimed at hyper-parameterization optimization [249-251].  
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Neural networks artificially replicate the way by which the human brain processes different 
pieces of information and, like the human brain comprised of interconnected neural networks, 
computers can be programmed to process and learn from a given dataset. Deep-learning algorithms 
enable the computer to train itself to process and learn from the datasets over which it supervises. 
The FDTD parametric analyses performed in this work could incorporate such an algorithm to 
further increase the total number of critical parameter combinations explored. Specifically, a deep-
learning and/or neural network algorithm would enable the probing of a much larger parameter 
space adapting itself as E-field simulation data is recorded. Future research efforts will include the 
fabrication of these optimized plasmonic lattices for physical fluorescence experimentation using 
commercially available fluorophores possessing emission spectra centered at any of the resulting 
λ depending on the application. Taking the highest intensity of 112,486.45 at λ = 625 nm yielded 
by the star nanopillars and referring to Table 2.9, the Rhodamine-B fluorophore would be best 
suited for use in experimentation since its emission λ is closest to the resonance condition of the 
lattice (λ = 627 nm) and possesses a very high η of 0.97.  
 
5.2 Future Work – Fabrication of the Optimized Plasmonic Lattice 
This section details the equipment and materials needed for fabricating any optimized 
plasmonic lattice presented in this work.  
 
5.2.1 Sample Cleaning and Preparation 
Device fabrication begins with the substrate - 100 mm p-type silicon (Si) wafers from 
MEMC Electronic Materials Inc. oriented in (100) are cut into 1 cm x 1 cm squares using a hand 
diamond scribe. Scribed samples are then degreased in a sonication bath of acetone and methanol 
separately for five minutes each. Deionized (DI) water is used to rinse the samples of any 
remaining chemical traces and surface contaminants. Samples are then dried using a nitrogen (N) 
gun and placed in a 120⸰ C oven for 20 minutes to remove any remaining moisture. After baking, 
samples are removed and allowed to cool to room temperature. 
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5.2.2 Electron Beam Resist 
Hydrogen Silsesquioxane (HSQ), chemical formula H8Si8O12, is a spin-on-dielectric 
material utilized in the electronics industry. Through the recent use of HSQ-based resins, it was 
discovered that exposure to electron beam energy could cure the material. HSQ-based resins have 
shown the capability of rendering features below 10 nm. Additionally, subsequent oxygen (O2) 
plasma curing of developed HSQ materials can chemically transform the material to silicon 
dioxide (SiO2). Other electron beam resists require additional steps (e.g., deposition, lift off, 
etching, etc.) to achieve similar results. As previously described, the chemical properties of HSQ 
provide an overall reduction in fabrication steps and increase throughput capabilities. Dow 
Corning’s XR-1541-006 HSQ-based electron beam resist is deposited by spin coating with a 
Laurel Technologies 600 spinner. To obtain the desired 100-nm coating, a spin process of 1200 
rpm for 60 seconds at an acceleration of 1740 is required. Immediately after spinning, any 
remaining solvent is evaporated by placing the coated samples onto a 95⸰ C hotplate for four 
minutes.  
 
5.2.3 Electron Beam Lithography 
EBL is the process of pattern transfer onto the surface of a substrate by scanning and 
exposing a layer of electron beam resist via a precisely controlled and focused electron beam. 
Subsequently, the exposed or non-exposed regions of the resist are removed by a special solvent 
(i.e., development). EBL grants high-density micro- to nano-scale feature resolution and does not 
suffer from diffraction limitations characteristic of typical optical lithography methods such as 
photolithography [199-204, 205-215].  Although EBL does have a wide variety of advantages, it 
is time consuming for some processes resulting in lower throughput [214-215]. Feature-size 
variance is one of the highest priorities in using this technique to produce repeatable results; 
however, critical dimension accuracy is affected by a common issue experienced in the electron 
beam exposure technique - the proximity effect. During the process of electron beam energy 
exposure, a number of primary beam electrons contribute to form secondary electrons that are 
generated by the electron interaction with the materials present [207]. These electrons do not 
possess enough energy to completely expose the resist. This leads to the interaction of low-energy 
secondary electrons with high-energy primary electrons triggering a scattering effect of the 
primary electrons.  
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This scattering phenomenon ultimately results in either the enlargement and/or reduction of the 
designed feature sizes [208] and affects critical dimension accuracy. The proximity effect is 
usually observed when writing high-density features or repeating patterns, as reported by several 
groups [208-213]. The extent of the proximity effect has been shown to relate to the acceleration 
voltage of the electron beam. At higher acceleration voltages (≥ 100kV) the effects seem to be 
worsened. At lower acceleration voltages (< 1kV), the proximity effects are significantly reduced, 
but with a tradeoff resulting in poor resist sensitivity and longer writing speeds [205-215] (Figure 
5.1). The JEOL JSM-7600F SEM system with EBL capabilities was used in conjunction with 
nanometer pattern generation system (NPGS) software to create the features upon which metal 
would be deposited.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Illustration of the proximity effect that occurs in EBL a) generation of secondary electrons b) interaction of the secondary electrons 
with the primary electrons c) graphic of the proximity effect in high-density patterning resulting in either enlargement or reduction of designed 
features [252]. 
 
5.2.4 Development 
After exposure, resist-coated samples are then placed in a development bath of MF-26A 
developer heated to 80⸰ C for two minutes and 30 seconds. The samples were then lightly rinsed 
in DI water and dried using an N gun. Extra caution must be exercised during the moisture removal 
as features can be blown off by air blasts that are too strong.  
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5.2.5 Oxygen Plasma Ashing 
A March PX-250 plasma asher operating at a power of 300 W and 300 mTorr for 600 
seconds is used to fully expose and cure the patterned features. Developed XR-1541 transforms 
into SiO2 through O2 plasma exposure. The HSQ-based EBL method performed in this work 
allows for direct feature curing into SiO2 via O2 plasma which then creates an immediate feature 
base. Additional processes can be performed on these features for the construction of a wide range 
of devices with a plethora of applications, namely a plasmonic lattice. 
 
5.2.6 Metal Deposition 
Titanium (Ti) is first deposited onto the samples using a Kurt J. Leskar electron beam 
evaporation system to serve as an adhesive between the cured SiO2 patterned features and the gold 
(Au) layer. Immediately following Ti deposition, a layer of Au of a specified thickness is deposited 
to achieve the plasmonic effect. The full step-by-step metal deposition process is shown below in 
Figure 5.2.  
Figure 5.2 Overview of the HSQ- and non-HSQ-based electron beam lithography techniques [252]. 
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5.2.7 Spacer Layer Deposition 
The Temescal BJD 2000 electron beam evaporation system is used for the deposition of a 10 
nm spacer layer of Si of SiO2 atop the Au layer to reduce quenching. For optimal enhancement, 
spacer layer thickness should be significantly small (i.e., between 1 nm – 10 nm)  [16-17]. Figure 
5.3 outlines the entire process flow for both non-HSQ-based and HSQ-based device fabrication. 
 
 
 
 
 
 
 
 
 
Figure 5.3 Process flow for plasmonic device fabrication using HSQ-based resist including metal and dielectric layer deposition [252]. 
 
5.2.8 Characterization and Experimentation 
Characterization of fluorescence enhancement can be performed using a FITC filtered Ziess 
optical microscope outfitted with a digital observation camera, lasing source, filter array, and computer 
imaging software. A diagram of the microscope setup used to visualize a potential biosensor utilizing 
an optimized plasmonic transducer from this thesis as depicted previously in Figure 1.6 is shown below 
in Figure 5.4. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4 Diagram of the characterization set up for testing of the plasmonic lattice (adapted from [252]). 
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Appendix 
 
 
Table 7.1 QDs containing antibody or streptavidin conjugates available from ThermoFisher Scientific showing label name with absorbance 
(excitation) wavelength ranges and emission peaks [182]. 
Label Excitation Range (λ) Emission (λ) 
Qdot® 525 < 525 nm 525 nm 
Qdot® 565 < 565 nm 565 nm 
Qdot® 585 < 585 nm 585 nm 
Qdot® 605 < 605 nm 605 nm 
Qdot® 625 < 625 nm 625 nm 
Qdot® 655 < 655 nm 655 nm 
Qdot® 705 < 705 nm 705 nm 
Qdot® 800 < 800 nm 800 nm 
 
Table 7.2 QD cell labeling kits available from ThermoFisher Scientific showing label name with excitation wavelength ranges and emission 
peaks [182]. 
Label Excitation Peak Range (λ) Emission (λ) 
Qtracker® 525 Cell Labeling Kit 405 nm - 485 nm 525 nm 
Qtracker® 565 Cell Labeling Kit 405 nm - 525 nm 565 nm 
Qtracker® 585 Cell Labeling Kit 405 nm - 545 nm 585 nm 
Qtracker® 605 Cell Labeling Kit 405 nm - 565 nm 605 nm 
Qtracker® 625 Cell Labeling Kit 405 nm - 585 nm 625 nm 
Qtracker® 655 Cell Labeling Kit 405 nm - 615 nm 655 nm 
Qtracker® 705 Cell Labeling Kit 405 nm - 665 nm 705 nm 
Qtracker® 800 Cell Labeling Kit 405 nm - 760 nm 800 nm 
 
Table 7.3 Non-targeted fluorescent QDs available from ThermoFisher Scientific showing label name with excitation wavelength ranges and 
emission peaks for in vivo imaging of tumor and non-tumor vasculature in mice [182]. 
Label Excitation Peak Range (λ) Emission Peak (λ) 
Qtracker® 565 non-targeted QDs 405 nm - 525 nm 565 nm 
Qtracker® 655 non-targeted QDs 405 nm - 615 nm 655 nm 
Qtracker® 705 non-targeted QDs 405 nm - 665 nm 705 nm 
Qtracker® 800 non-targeted QDs 405 nm - 760 nm 800 nm 
 
Table 7.4 Cadmium-selenide (CdSe) core QDs coated with octadecylamine (ODA) stabilizing ligand in toluene available from NNCrystal, US 
Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, and concentration in solution 
[184]. 
Label Excitation Peak Range (λ) Emission Peak Range (λ) Quantum Yield 
Concentration 
(nmol/mg) 
CSE480 480 ± 10 nm 485 nm - 510 nm >0.30 20.0 
CSE500 500 ± 10 nm 505 nm – 530 nm >0.30 20.0 
CSE520 520 ± 10 nm 525 nm – 550 nm >0.30 20.0 
CSE540 540 ± 10 nm 545 nm – 570 nm >0.30 20.0 
CSE560 560 ± 10 nm 565 nm – 570 nm >0.30 15.0 
CSE580 580 ± 10 nm 585 nm – 610 nm >0.30 10.0 
CSE590 590 ± 10 nm 595 nm – 620 nm >0.30 4.0 
CSE600 600 ± 10 nm 610 nm – 625 nm >0.30 3.0 
CSE610 610 ± 10 nm 620 nm – 635 nm >0.30 2.0 
CSE620 620 ± 10 nm 615 nm – 650 nm >0.30 1.0 
CSE640 640 ± 10 nm 645 nm – 670 nm >0.30 1.0 
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Table 7.5 Cadmium-selenide/zinc-sulfide (CdSe/ZnS) core-shell QDs coated with carboxylic acid stabilizing ligand in water available from 
NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, and 
concentration in solultion [184]. 
Label-Emission Color Excitation Range (λ) Emission Peak Range (λ) Quantum Yield 
Concentration 
(nmol/mg) 
CZW-Dark Red < 700 nm 640 nm - 660 nm ≥0.20 1.0 
CZW-Green < 600 nm 520 nm – 550 nm ≥0.20 2.0 
CZW-Orange < 625 nm 590 nm – 615 nm ≥0.20 1.0 
CZW-Red < 675 nm 620 nm – 640 nm ≥0.20 1.0 
CZW-Yellow < 600 nm 575 nm – 585 nm ≥0.20 1.0 
 
Table 7.6 Cadmium-sulfide (CdS) core QDs coated with oleic acid stabilizing ligand in toluene available from NNCrystal, US Corporation 
showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, and concentration in solultion [184]. 
Label Excitation Peak Range (λ) Emission Peak Range (λ) 
Quantum Yield Concentration 
(nmol/mg) 
CS360 360 ± 10 nm 365 nm - 390 nm ≥0.20 20.0 
CS380 380 ± 10 nm 385 nm – 410 nm ≥0.20 15.0 
CS400 400 ± 10 nm 405 nm – 430 nm ≥0.20 10.0 
CS420 420 ± 10 nm 425 nm – 450 nm ≥0.20 6.0 
CS440 440 ± 10 nm 445 nm – 470 nm ≥0.20 4.5 
CS460 460 ± 10 nm 465 nm – 490 nm ≥0.20 3.0 
 
Table 7.7 Cadmium-telluride (CdTe) core coated with octadecylphosphoric (ODPA) acid in toluene available from NNCrystal, US Corporation 
showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, and concentration in solultion [184]. 
Label Excitation Peak Range (λ) Emission Peak Range (λ) 
Quantum Yield Concentration 
(nmol/mg) 
CT640 < 615 nm 640 ± 10 nm ≥0.20 6.0 
 
Table 7.8 Cadmium-telluride/selenium-sulfide (CdTe/SeS) type-II core-shell QDs coated with octadecylamine (ODA) stabilizing ligand in 
toluene available from NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum 
yield, concentration in solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum 
Yield 
Concentration 
(nmol/mg) 
FWHM 
CTSS700 < 1,000 nm 700 ± 50 nm +0.30 3.7 61 nm 
CTSS800 < 1,000 nm 800 ± 50 nm +0.30 2.9 105 nm 
CTSS900 < 1,000 nm 900 ± 50 nm +0.30 2.4 132 nm 
 
Table 7.9 Cadmium-selenide/zinc-sulfide (CdSe/ZnS) QD microspheres coated with carboxylic acid or streptavidin stabilizing ligands in water 
available from NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, 
concentration in solultion, and full-width half-maximum (FWHM) [184]. 
Label 
Excitation Peak Range 
(λ) 
Emission Peak Range 
(λ) 
Quantum Yield 
Concentration (μM) FWHM 
QDM-525 300 nm - 450 nm 525 ± 10 nm ≥0.60 1.0 ≤30 nm 
QDM-565 300 nm - 450 nm 565 ± 10 nm ≥0.60 1.0 ≤30 nm 
QDM-585 300 nm - 450 nm 585 ± 10 nm ≥0.60 1.0 ≤30 nm 
QDM-610 300 nm - 450 nm 610 ± 10 nm ≥0.60 1.0 ≤30 nm 
QDM-625 300 nm - 450 nm 625 ± 10 nm ≥0.60 1.0 ≤30 nm 
QDM-655 300 nm - 450 nm 655 ± 10 nm ≥0.60 1.0 ≤30 nm 
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Table 7.10 Lead-selenide (PbSe) core QDs coated with oleic acid stabilizing ligand in toluene available from NNCrystal, US Corporation 
showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, concentration in solultion, and full-width 
half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum 
Yield 
Concentration 
(nmol/mg) 
FWHM 
PbSe1200 < 1,550 nm 1,200 ± 50 nm +0.0 9.0 137 nm 
PbSe1300 < 1,600 nm 1,300 ± 50 nm +0.40 6.0 138 nm 
PbSe1400 < 1,650 nm 1,400 ± 50 nm +0.40 4.3 136 nm 
PbSe1500 < 1,650 nm 1,500 ± 50 nm +0.40 3.1 138 nm 
PbSe1600 < 1,800 nm 1,600 ± 50 nm +0.40 2.4 139 nm 
PbSe1700 < 2,000 nm 1,700 ± 50 nm +0.40 1.8 144 nm 
PbSe1800 < 2,000 nm 1,800 ± 50 nm +0.40 1.4 145 nm 
 
Table 7.11 Lead-sulfide (PbS) core QDs coated with oleic acid stabilizing ligand in toluene available from NNCrystal, US Corporation showing 
label product number, absorbance (excitation) and emission peaks, reported quantum yield, concentration in solultion, and full-width half-
maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum Yield 
Concentration 
(nmol/mg) 
FWHM 
PbS900 < 1,050 nm 900 ± 50 nm +040 10.6 122 nm 
PbS1000 < 1,100 nm 1,000 ± 50 nm +0.40 8.4 128 nm 
PbS1100 < 1,200 nm 1,100 ± 50 nm +0.40 5.6 132 nm 
PbS1200 < 1,350 nm 1,200 ± 50 nm +0.40 4.0 136 nm 
PbS1300 < 1,400 nm 1,300 ± 50 nm +0.40 3.5 136 nm 
PbS1400 < 1,500 nm 1,400 ± 50 nm +0.40 2.7 137 nm 
PbS1500 < 1,600 nm 1,500 ± 50 nm +0.40 2.1 131 nm 
PbS1600 < 1,700 nm 1,600 ± 50 nm +0.40 1.6 138 nm 
 
Table 7.12 Copper-indium-sulfide/zinc-sulfide (CuInS/ZnS) core-shell QDs coated with oleic acid/oleyamine stabilizing ligands in toluene 
available from NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, 
concentration in solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum Yield 
Concentration 
(nmol/mg) 
FWHM 
CIS530 < 700 nm 530 ± 15 nm 0.20 9.1 69 nm 
CIS560 < 700 nm 560 ± 15 nm 0.20 7.1 84 nm 
CIS590 < 700 nm 590 ± 15 nm 0.20 5.2 92 nm 
CIS620 < 700 nm 620 ± 15 nm 0.20 3.5 99 nm 
CIS650 < 700 nm 650 ± 15 nm 0.20 1.7 100 nm 
CIS700 < 700 nm 700 ± 15 nm 0.20 1.2 120 nm 
CIS750 < 700 nm 750 ± 15 nm 0.20 1.0 111 nm 
CIS800 < 700 nm 800 ± 15 nm 0.10 0.95 102 nm 
CIS850 < 700 nm 850 ± 15 nm 0.10 0.91 100 nm 
 
Table 7.13 Copper-indium-sulfide/zinc-sulfide (CuInS/ZnS) core-shell QDs coated with carboxylic acid stabilizing ligand in water available 
from NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, 
concentration in solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak 
Range (λ) 
Quantum Yield 
Concentration 
(nmol/mg) 
FWHM 
CISW530 < 700 nm 530 ± 10 nm >0.15 9.1 69 nm 
CISW560 < 700 nm 560 ± 10 nm >0.15 7.1 84 nm 
CISW590 < 700 nm 590 ± 10 nm >0.15 5.2 92 nm 
CISW620 < 700 nm 620 ± 10 nm >0.15 3.5 99 nm 
CISW650 < 700 nm 650 ± 10 nm >0.15 1.7 100 nm 
CISW700 < 700 nm 700 ± 10 nm >0.15 1.2 120 nm 
CISW750 < 700 nm 750 ± 10 nm >0.15 1.0 111 nm 
CIS800 < 700 nm 800 ± 15 nm >0.15 0.95 102 nm 
CIS850 < 700 nm 850 ± 15 nm >0.15 0.91 100 nm 
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Table 7.14 Indium-phosphide/zinc-sulfide (InP/ZnS) core-shell QDs coated with oleyamine stabilizing ligand in toluene available from 
NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, concentration in 
solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Peak Range (λ) Emission Peak Range (λ) Quantum Yield 
Concentration 
(nmol/mg) 
INP530 < 575 nm 530 ± 15 nm >0.20 6.5 
INP560 < 600 nm 560 ± 15 nm >0.20 5.5 
INP590 < 650 nm 590 ± 15 nm >0.20 4.0 
INP620 < 700 nm 620 ± 15 nm >0.20 3.0 
INP650 < 725 nm 650 ± 15 nm >0.10 3.0 
 
Table 7.15 Indium-phosphide/zinc-sulfide (InP/ZnS) core-shell QDs coated with carboxylic acid stabilizing ligand in water available from 
NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, concentration in 
solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum Yield 
Concentration 
(nmol/mg) 
FWHM 
INPW530 < 700 nm 530 ± 15 nm >0.10 6.5 52 nm 
INPW560 < 700 nm 560 ± 15 nm >0.10 5.5 50 nm 
INPW590 < 700 nm 590 ± 15 nm >0.10 4.0 55 nm 
INPW620 < 700 nm 620 ± 15 nm >0.10 3.0 57 nm 
INPW650 < 700 nm 650 ± 15 nm >0.10 3.0 59 nm 
 
Table 7.16 Manganese-doped zinc-selenide (Mn: ZnSe, or D-dots) QDs coated with oleyamine stabilizing ligand in toluene available from 
NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, concentration in 
solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum Yield 
Concentration 
(nmol/mg) 
FWHM 
DD600 < 700 nm 600 ± 10 nm >0.50 2.0 60 nm 
DD620 < 700 nm 620 ± 10 nm >0.50 1.5 70 nm 
 
Table 7.17 Manganese-doped zinc-selenide (Mn: ZnSe, or D-dots) QDs coated with carboxylic acid stabilizing ligand in water available from 
NNCrystal, US Corporation showing label product number, absorbance (excitation) and emission peaks, reported quantum yield, concentration in 
solultion, and full-width half-maximum (FWHM) [184]. 
Label Excitation Range (λ) 
Emission Peak Range 
(λ) 
Quantum Yield 
Concentration 
(nmol/mg) 
FWHM 
DDW600 < 700 nm 600 ± 10 nm >0.30 2.0 60 nm 
DDW620 < 700 nm 620 ± 10 nm >0.30 1.5 70 nm 
 
 
