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Abstract  1 
Brain-computer interfaces and neural prostheses based on the detection of electrocorticography (ECoG) 2 
signals are rapidly growing fields of research. Several technologies are currently competing to be the 3 
first to reach the market; however, none of them fulfil yet all the requirements of the ideal interface 4 
with neurons. Thanks to its biocompatibility, low dimensionality, mechanical flexibility and electronic 5 
properties, graphene is one of the most promising material candidates for neural interfacing. After 6 
discussing the operation of graphene solution-gated field-effect transistors (SGFET) and characterizing 7 
their performance in saline solution, we report here that this technology is suitable for μ-ECoG 8 
recordings through the studies of spontaneous slow wave activity, sensory evoked responses on the 9 
visual and auditory cortices, and synchronous activity in a rat model of epilepsy. An in depth 10 
comparison of the signal-to-noise ratio of graphene SGFETs with that of platinum black electrodes 11 
confirms that graphene SGFET technology is approaching the performance of state-of-the art neural 12 
technologies.   13 
 14 
Introduction 15 
The progress of neural technologies over the last twenty years brings new hope for people with neural 16 
disorders or motor and sensory functional loss. Thanks to the development of new brain interfaces for 17 
both recording and stimulation, novel techniques are now available to control artificial limbs through 18 
brain computer interfaces (BCI) [1], and to alleviate the trembling in Parkinson’s disease [2] or  treat 19 
pharmaco-resistive depression by means of deep brain stimulation (DBS) [3]. Other preclinical studies 20 
have also reported promising results to restore locomotion in paraplegic rats [4] or to recruit healthy 21 
brain regions to perform new tasks for neural rehabilitation after brain injuries [5]. Most of these 22 
techniques rely on efficient electric neural interfaces for recording or stimulation. Electrical recordings 23 
of the brain have been performed for long using non-invasive electroencephalography (EEG). However, 24 
the spatial resolution offered by this technique is poor because of the skull’s filtering and is not able to  25 
provide enough information to decipher neural signals with the precision required for an efficacious 26 
application of neural interfaces [6,7].  27 
Neuroscientists and neurosurgeons are thus looking for technologies that could ideally record the whole 28 
brain with a high spatial and temporal resolution. Electrocorticography (ECoG) is the current clinical 29 
solution to obtaining brain recordings with high temporal resolution. ECoG consists in placing arrays 30 
of large-diameter electrodes (few millimeters) directly on the cortex. To overcome the spatial resolution 31 
issue, microelectrode arrays (MEAs) with electrode diameters ranging from 10 to 100 μm and electrode-32 
to-electrode separation down to 30 μm have been developed, offering very good spatial and temporal 33 
resolutions [8]. MEAs opened a new field of ECoG called μ-ECoG, which is a very powerful technique 34 
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to investigate neural network function but also to establish novel diagnostic procedures, and will 1 
certainly be a major component for future neural prostheses[9,10]. Nevertheless the surface covered by 2 
the MEAs is limited due to the spatial constraints of the connections to the recording system [8]. 3 
Furthermore, covering an important part of the brain with the density of the MEAs would require 4 
hundreds of thousands of channels that cannot be acquired nor analysed in parallel with the currently 5 
available computing technologies. Emerging ideas thus suggest developing a mesoscale technology 6 
able to record on large surfaces with an intermediate spatial resolution [11],[12]. The goal is to record the 7 
low-frequency (below 500 Hz) signals coming from a large number of cortical columns that are 8 
separated by around 1 mm in the human brain.  9 
In the last 10 years, significant efforts have been made to develop μ-ECoG technologies capable of 10 
providing good signal–to-noise ratios and high flexibility (reaching conformability and stretchability) 11 
with a strong emphasis on the materials used for the transducing elements of the neural interfaces[12],[13]. 12 
So far most of the electrode materials recently investigated are based on porous metals, oxides or 13 
conductive polymers. The current μ-ECoG technology offers arrays of transducing elements, electrodes 14 
or transistors, with up to 360 recording sites[12]. However, chronic studies of neural signals are still 15 
precluded by the electric recording interface; partly because the mismatch of the Young moduli and the 16 
chemical nature of the transducing material induce fast degradation of the quality of recorded signals. 17 
The substrate used for the scaffold of the implant also plays an important part in the efficiency of 18 
technology. The substrate must be very flexible, even more than the transducing material, to reach the 19 
conformability of the full device to the brain shape, highly biocompatible and highly stable. So far the 20 
most commonly used flexible substrates are parylene, polydimethylsiloxane (PDMS), polyimide and 21 
SU8[14]. Some other more advanced bio-inspired polymers are under investigation to improve the 22 
substrates’ performance [15].   23 
  24 
Thanks to their suitability for flexible technology and their high biocompatibility, graphene-based 25 
materials are considered as material platform with very high potential for neural interfaces[16–19]. 26 
Additionally, graphene exhibits extraordinary electrical properties such as high carrier mobility[20], 27 
chemical stability[21] and very good mechanical conformability[22], features that only few materials such 28 
as conductive polymers can offer [23]. This helps to create a very intimate interface between the tissue 29 
and the transducing system. Moreover, single layer graphene prepared by chemical vapour deposition 30 
(CVD) provides optical transparency[24]. This feature is very interesting for the study of neural networks 31 
and especially of cortical features where optogenetics and calcium imaging can provide complementary 32 
information[22,25]. Before graphene was tried for neural recording, only few materials such as indium tin 33 
oxide[26] or conductive polymers[27] offered the transparency required to combine optogenetics and 34 
electrical neural recordings. 35 
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Previous in vivo studies using single layer CVD graphene have used the electrode configuration; 1 
nonetheless, we propose here the use of a transistor configuration. The main reason for this choice is 2 
certainly the local pre-amplification that is inherent to the transistors configuration. As a consequence, 3 
no electronic amplification module needs to be added as close as possible to the recording site to 4 
minimize the environmental noise. Prior to graphene transistors, PEDOT:PSS (poly(3,4-5 
ethylenedioxythiophene) doped with poly(styrene sulfonate) anions) transistors already proved that this 6 
type of active devices can provide very good performance for μ-ECoG[28]. They will be used here as a 7 
reference to benchmark the properties of the graphene transistors. 8 
In this Feature Article we explain the fundamentals of the graphene solution-gated field-effect transistor 9 
and present a deep analysis of the performance of the flexible graphene transistors we have so far 10 
developed. A full description of the fabrication technology and of the custom characterization electronic 11 
system is also presented. The transistors are fully characterized in terms of transconductance and noise 12 
level in saline solution with an emphasis on the homogeneity of the performance. The devices are finally 13 
used in in vivo experiments in which the transconductance and noise are first characterized during slow 14 
wave activity followed by the recording of visual and auditory evoked activity as well as of synchronous 15 
activity in a rat model of epilepsy. The in vivo performance is compared to platinum black (Pt black) 16 
electrodes, in order to benchmark graphene transistors against highly porous materials. The results 17 
presented here are also compared to the available literature on graphene devices used for neural 18 
interfaces. 19 
 Graphene solution-gated field-effect transistor 20 
a. Concept of the flexible graphene solution-gated field-effect transistor 21 
The first solution-gated field-effect transistor was developed by Bergveld in 1970 using silicon[29]. The 22 
main difference between the working principle of a metal-oxide-semiconductor field-effect transistor 23 
(MOSFET) and the working principle of a SGFET is the way in which the current is modulated by the 24 
gate electrode. In a MOSFET, the current through the transistor is usually gated by a metal, which is 25 
separated from the channel by a thin insulating (oxide) layer. In a SGFET, on the other hand, the gate 26 
voltage is applied by a reference electrode immersed in an electrolyte. The possibility of using graphene 27 
in a solution-gated transistor configuration in aqueous medium is due to the special interface that is 28 
created between the graphene and a polarisable electrolyte. Electrochemical studies have shown that 29 
graphene behaves nearly as an ideal polarizable electrode[30],[31]; i.e. in an electrolyte without any redox 30 
species that could react under the electrochemical window of water (around 1.2 V), no charge is 31 
transferred across the interface[32]. Instead, ions accumulate at the surface of  graphene when a potential 32 
is applied between a reference electrode and graphene. The graphene-electrolyte interface can be 33 
modelled as a series combination of two capacitors (Fig. 1a). The first component is the typical electrical 34 
double layer capacitance (EDLC), accounting for two layers of ions that are created at the surface of a 35 
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polarized electrode. The first layer is constituted of ions of opposite charges to those present in the 1 
electrode part, and the second layer is composed of ions of both positive and negative charges that 2 
progressively reach the potential of the solution far from the electrode. In addition, the quantum 3 
capacitance accounting for the variation of charge carriers induced by the change of the potential in the 4 
graphene layer must also be considered to fully model the graphene-electrolyte interface. In the case of 5 
graphene, the quantum capacitance is small near the charge neutrality point where the density of states 6 
is low [33]. Therefore, at low charge carrier densities, the quantum capacitance becomes lower than the 7 
EDLC and thus prevails in the interfacial capacitance (see figure 1). 8 
 9 
Figure 1: The graphene electrolyte interface and the concept of graphene solution-gated field-effect 10 
transistors. a) Simulation of the graphene-electrolyte capacitance at different polarizations. The 11 
interfacial capacitance (Cint) is the series combination of the double layer capacitance (Cdl) and the 12 
quantum capacitance (Cq). b) Cross section of the graphene solution-gated field-effect transistor device. 13 
The gate-source polarisation is applied on the gate and the drain source polarisation is applied on the 14 
drain. The drain source current Ids is measured on the drain side.  c) Simplified momentum-energy 15 
diagrams of the graphene-electrolyte interface in the case of the Ag/AgCl reference electrode 16 
(electrochemical potential, μref, around 4.7eV) and their related drain-source current to voltage gate are 17 
shown. The work function of the graphene, Wgr, is around 4.6eV. The electronic transport is governed 18 
by holes when the graphene electrode is positively biased and by electrons when negatively biased. 19 
 20 
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The graphene solution-gated field-effect transistor consists of a single layer graphene sheet, the channel, 1 
connected by two metallic contacts, namely the drain and the source, interfaced by an electrolyte in 2 
which a reference electrode (typically Ag/AgCl) is immersed to be used as the gate terminal that 3 
modulates the conductivity of the graphene sheet (Fig. 1b). A simplified version of the energy band 4 
diagram of the graphene electrolyte interface explains the modulation of the conductivity of the 5 
graphene sheet when sweeping the gate bias (Fig. 1c). It shows that by applying a voltage between the 6 
reference electrode and graphene, the Fermi level in graphene is shifted, consequently modulating the 7 
number of free carriers in graphene. The minimum of free carriers, and thus the minimum of 8 
conductivity, is reached when the valence and the conduction band meet at a point called the Dirac 9 
point; the gate bias potential at which the Fermi level reaches the Dirac point is the charge neutrality 10 
point (CNP). Depending on the position of the Fermi level with respect to the CNP, the transport in the 11 
graphene channel will be dominated by holes or electrons (Fig. 1c). Graphene transistors are thus 12 
ambipolar devices, a characteristic feature of its particular band diagram. The exact gate voltage 13 
corresponding to the CNP point depends on many factors such as the doping level of the graphene sheet 14 
(either from graphene-substrate interaction or due to microfabrication residues [34]),  the electrochemical 15 
potential of the reference electrode,  or the properties of the electrolyte solution such as pH or ionic 16 
strength. This capability has been exploited to demonstrate pH sensors using graphene SGFETs [35],[36].  17 
The drain-source current Ids flowing in the transistor’s channel depends on the width-to-length ratio 18 
(W/L), the charge carrier mobility (µ), and the total charge carrier density (n), which is obtained by 19 
integrating along the graphene channel taking into account the voltage drop due to the graphene-metal 20 
contact resistance ( 𝑅𝑐) (see Equation 1)
[37]. At the same time, the charge carrier density has two terms: 21 
One is the gate-induced charge density that depends on both the total interfacial capacitance (𝐶𝑖𝑛𝑡) and 22 
the gate-source voltage applied (𝑉𝑔𝑠) with respect to the CNP; the other term is the minimum carrier 23 
concentration (𝑛𝑜) (Eq.2)
[37], which finds its origin in substrate impurities and charge traps [15].  The 24 
efficiency of the modulation of the drain-source current by the gate voltage is given by the so-called 25 
transconductance (gm), which is defined as the derivative of the  Ids-Vgs tranfer curve.  26 
 
 𝐼𝑑𝑠 =
𝑊
𝐿
𝜇 ∫ 𝑛 (𝑉) 𝑑𝑉
 𝑉𝑑𝑠− 𝐼𝑑𝑠 𝑅𝑐
 𝐼𝑑𝑠 𝑅𝑐
 
 
(1) 
 27 
 𝑛(𝑉) ≈ √𝑛𝑜2 + [𝐶𝑖𝑛𝑡(𝑉) · [𝑉𝑔𝑠 − 𝑉 − 𝐶𝑁𝑃]/𝑞 ]2 (2) 
 28 
The transconductance is thus proportional to the mobility of the graphene sheet and the interfacial 29 
capacitance. The values of carrier mobilities in graphene can reach theoretically up to 2 000 000 30 
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cm2/Vs[38]. Experimentally, mobilities up to 140 000 cm2/Vs at room temperature have been reported[39]. 1 
These values are far larger than in any other materials typically used for solution-gated field-effect 2 
transistors such as silicon, diamond or III/V semiconductors, which can hardly reach 3000 cm2/Vs[40],[41] 3 
. Unlike standard field-effect technology, such as MOSFET technology, that uses a dieletric to create a 4 
capacitor, solution gating allows achieving a very high capacitance, leading to a very strong capacitive 5 
coupling. Actually, the thickness of the electrical double layer capacitor is extremelly thin so the electric 6 
field generated at the surface of the material is extremely high. It is thus possible to tune the number of 7 
carriers with lower applied gate bias than with a standard dielectric capacitor[42]. Even though solution 8 
gating is now widely used with ionic liquid to modulate the charge density in many semiconductors[43], 9 
only carbon materials such as graphene, diamond and carbon nanotubes (CNTs) are polarizable in 10 
acqueous electrolyte solution. In the case of graphene and diamond, the double layer capacitance is 11 
often reported to be about 2 μF/cm2, which is one order of magnitude higher than for solution-gated 12 
transistors based on typical semiconductors. Indeed, for silicon or GaN, a passivation layer is required 13 
to avoid electron transfer with the solution, thus leading to a decrease in the electric field generated at 14 
their surface. Hence, the high values of interfacial capacitance and mobility allow graphene SGFET to 15 
have a very high transconductance, and thus high sensitivity to changes of the gate potential. 16 
Transconductance values of up to 4 mS/V (actually, this value corresponds to the transconductance 17 
normalized by the drain-source voltage) for a transistor of 20x10 μm2 have been reported[44]. Moreover, 18 
such high transconductance allows to use drain-source bias voltages of graphene field-effect transistors 19 
in a narrow potential window below hundred millivolts. This feature is particularly important for neural 20 
interfaces because i) high applied potentials (above 1V) can have a significant influence on neural 21 
activity, and ii)  low bias voltages result in low power consumption, a critical issue for chronic 22 
applications where the devices require an external battery.  23 
b. The different kind of single layer graphene  24 
As mentioned previously, the carrier mobility of graphene plays an important role in the performance 25 
of graphene SGFETs. The mobility is strongly affected by the crystal quality of the graphene; thus, the 26 
graphene quality and its preparation method is crucial to obtain very sensitive devices. The best 27 
performance of graphene is obtained using exfoliated graphene flakes. As previously mentioned carrier 28 
mobilities of up to 140 000 cm2/V have been reported using exfoliated graphene[39]. However, exfoliated 29 
graphene cannot be seriously considered a source for commercial production of transistor arrays due to 30 
the poor up-scaling offered by this preparation technique. The most common method to obtain graphene 31 
with a fairly good quality over a large area is chemical vapour deposition. In the last decade big efforts 32 
have been done to develop high quality CVD graphene on a large scale. The growth of CVD graphene 33 
has been widely studied and developed in the industry using catalytic substrates (mainly copper) 34 
because these substrates offer the possibility to transfer the grown graphene layers onto other substrate. 35 
It is now possible, thanks to this technique, to produce and transfer graphene at a rather low cost over 36 
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30 inch wafers[45], or even squared meters[46]; mobilities superior to 2 000 cm2/Vs can be regularly 1 
obtained on silicon dioxide substrates[47]. Higher mobilities, with values similar to those obtained with 2 
exfoliated graphene, have been reported for CVD graphene on hexagonal boron nitride (h-BN)[20].  3 
c. Technology of flexible graphene field effect transistor 4 
Various technology procedures have been reported for the fabrication of flexible transistors, but they 5 
all rely on very similar concepts (see Fig. 2). The first step consists in depositing a polymer, such as 6 
parylene, polyimide or SU8, on a silicon substrate. In order to ease the release of the device at the end 7 
of the fabrication process, a thin sacrificial aluminium layer could be deposited previous to the 8 
deposition of the polyimide[18]. The aluminium is chemically etched at the end of the process. Then the 9 
graphene is transferred from the growth substrate onto the polymer. To improve the resistivity of the 10 
contacts, the graphene can be transferred onto a substrate where the metallic tracks have already been 11 
defined. In order to define the shape of the transistor channel, the graphene is typically etched using 12 
oxygen plasma or reactive ion etching. A second metal layer for the contact is deposited and then 13 
insulated using a passivation layer, e.g. SU8 or polyimide. The quality of the graphene obtained on the 14 
growth substrate should not be affected by the technology process. For instance, it is very important to 15 
minimize any contamination of the graphene surface, such as the resist residues that are likely to remain 16 
after each photolithography step or after the transfer process of graphene. The impact of the transfer 17 
process is being discussed in the literature and is considered one of the limiting factors affecting 18 
graphene technology[48].  19 
Figure 2b shows a photograph of a 4-inch wafer with 20 neural probes fabricated using the procedure 20 
described above. Figure 2c is a micrograph revealing the active area of a 4x4 array of graphene SGFETs, 21 
where one can notice the presence of circular perforations crossing the neural probes which main 22 
functions are to release the built-in stress during the fabrication procedures and to improve the adhesion 23 
of the probes to the cortex. Once the fabrication procedure is finalized the flexible probes are released 24 
from the silicon sacrificial wafer; Figure 2d shows an image of a released free standing neural probe 25 
(total thickness 10 µm) with its connector.  26 
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  1 
Figure 2: Technology of graphene SGFET arrays. a) Schematic of the graphene SGFET array. The 2 
explosive view shows the different components. b) Photograph of a 4-inch wafer containing 20 neural 3 
probes. c) Optical microscope picture of the active area of a 4x4 graphene SGFET array. d) Array of 4 
graphene SGFETs used for in vivo experiments connected to a zero insertion force connector. 5 
d.  Characterization of the flexible graphene field-effect transistors 6 
Two standard sets of electrical characterizations are usually performed in saline solution to evaluate the 7 
performances of the transistors. We will refer to them as transistor transfer curve (I-V) characterization 8 
and noise characterization. In both cases, the experimental setup is the following. The probe is immersed 9 
in a buffered physiological-like solution, mostly phosphate buffered saline (PBS) or sodium chloride. 10 
An Ag/AgCl electrode is used as a reference. As mentioned previously, the position of the CNP depends 11 
on the pH and on the ionic concentration of the solution, so buffered solutions are preferred in order to 12 
keep the same pH from one measurement to another. 13 
The I-V characterization consists in measuring the drain-source current Ids for a fixed drain-source 14 
voltage Vds as a function of the gate voltage Vgs. This characterization allows extracting the value of the 15 
transconductance gm of the transistor and gives access to the value of the CNP. In this work the presented 16 
transconductance values are normalized by the applied Vds, and the resulting units are [S/V]. These 17 
parameters help to evaluate the quality of the technology process. The typical transfer curves of a 18 
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graphene SGFET is sketched in figure 3a (solid black lines). There are several physical parameters such 1 
as the CNP, carrier mobility (µ), contact resistance (Rc) and minimum charge carrier concentration (no) 2 
that affect the transfer curve and transconductance (Fig. 3a). The CNP is strictly related to the doping 3 
of the graphene, and of course to the electrochemical potential of the used reference electrode. If the 4 
crystal is p-doped the CNP shifts to more positive values of Vgs and if it is n-doped to more negative 5 
values. The doping normally arises from post processing residues, as well as from charge traps in the 6 
substrate or from foreign atoms in the graphene lattice. The dotted line in Figure 3a represents the I-V 7 
curve a transistor with a p-type doping higher than that of the transistor represented by the solid line.  8 
The influence of mobility, contact resistance and minimum carrier density is shown in Figure 3a: the 9 
coloured  areas correspond to simulations performed using a physical current-voltage model [37] in which 10 
one single parameter (µ, Rc, no) is varied between values higher and lower than that represented by the 11 
solid line. As can be seen, no and Rc have their main effect close to CNP or far from CNP, respectively. 12 
Furthermore, increasing Rc results in an increase of the non-linearity of the transistor curve. The 13 
mobility affects the overall shape of the transfer curve and has a strong impact on the maximum values 14 
of the transconductance. 15 
 16 
 17 
 18 
Figure 3: Standard characterization of graphene SGFETs in saline solution. a) Effect of mobility (µ), 19 
contact resistance (Rc) and minimum carrier concentration (no) on drain-source (Ids) current and 20 
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transconductance (gm) for different gate bias (Vgs). Dashed line indicates the shift induced by a change 1 
in the charge neutrality point (CNP). b) Measurement of the current fluctuation, determination of the 2 
power spectrum density (PSD) and the related root mean square (RMS) current noise and equivalent 3 
gate noise for different gate biases. 4 
In order to characterize the electrical intrinsic noise of the device, the fluctuations of the Ids are measured 5 
over time at fixed 𝑉𝑑𝑠 and 𝑉𝑔𝑠. The fluctuations are then analyzed in the frequency domain and the 6 
power spectral density (PSD) of the current SI is calculated (Fig. 3b). Graphene SGFETs exhibit 1/f 7 
noise, a type of noise also observed in other semiconductors and metals. The 1/f noise is fitted with 8 
𝑆𝐼 =
𝑎
𝑓𝑏
𝐼2 where a and b are the fitting parameters; typically, the b parameter is between 0.8 and 1.2 9 
for graphene SGFETs. The a parameter corresponds to the amplitude of the low frequency noise at 1 10 
Hz and is employed to understand the origin of the noise. A more useful noise figure of merit of the 11 
transistor as a sensor is the root mean square (RMS) drain-source current noise (𝐼𝑑𝑠
𝑅𝑀𝑆), which can be 12 
extracted from the current PSD by integrating over the frequency bandwidth of interest. The equivalent 13 
effective gate voltage fluctuation (𝑉𝑔𝑠
𝑅𝑀𝑆) is finally obtained by dividing 𝐼𝑑𝑠
𝑅𝑀𝑆 by the transconductance. 14 
An example of typical curves of the equivalent gate voltage noise as a function of the gate voltage are 15 
presented in Figure 3b. The equivalent RMS gate voltage noise is the relevant figure of merit used to 16 
evaluate the ultimate recording resolution of the transistor.  17 
 18 
Flexible graphene solution-gated field-effect transistors for μ-ECoG recordings 19 
This section summarizes different studies demonstrating the use of graphene SGFETs to record neural 20 
activity from the cortex surface. Arrays of transistors of 80x30 μm2 (equivalent to an electrode of 55 21 
μm of diameter) and 100x50 μm2 (equivalent to an electrode of 80 μm of diameter) were used in the 22 
study. The fabrication procedure of the arrays is described in the Methods section. Directly after 23 
fabrication, the devices are first characterized in PBS. To obtain the transistor transfer curve, the gate 24 
voltage was swept between -0.3V and 0.6V and the drain-source voltage was fixed at 100 mV. Figure 25 
4 shows the I-V transistor curves of one 80x30-μm2 transistor array with all the transistors functional 26 
(Fig. 4a). The SGFETs in the array exhibit a mean transconductance (normalized by the drain-source 27 
voltage) of 2.4 mS/V with a standard deviation of 0.25 mS/V and a maximum value of 3.1 mS/V (see 28 
Fig. 4b). The mean CNP is 0.31 V vs Ag/AgCl with a standard deviation of 0.01 V. The mean field-29 
effect mobility extracted from the transconductance is 863 cm2/Vs with a standard deviation of 92 30 
cm2/Vs. The in saline characterization reveals a good homogeneity of the graphene SGFET performance 31 
for a given array.  32 
As the capacitor formed at the graphene-electrolyte interface is constituted of ions that have a low 33 
mobility, the amplitude of interfacial capacitance might strongly depend on the frequency that is applied 34 
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on the gate even for frequencies below 1 kHz. This would result in a decrease of the transconductance 1 
with the frequency. This information is very important for calibrating the signals recorded with the 2 
transistors and also to assess the transistor behaviour in the frequency range of neural activity.  3 
Therefore, transconductance spectroscopy (Fig. 4c), which is the evolution of the transconductance with 4 
the frequency of the signal applied on the gate, was performed using a protocol defined in the Methods 5 
section. The module of the transconductance is rather constant up to 10 kHz and its dependency with 6 
the gate voltage is consistent with the transistor transfer curve. Thus, the values obtained when 7 
measuring the transistor transfer curve can apply to the recording of higher frequency signals. The grey 8 
shadowed areas in the curve correspond to the bandwidth limited by the analog filters of our setup 9 
(between 0.1 Hz and 10 kHz). It is thus possible that graphene SGFETs can be operated at gate 10 
frequencies even higher than 10 kHz.   11 
  12 
13 
 
 1 
Figure 4: Characterization of the 80x30-μm2 transistor array in PBS using Vds=100mV. a) Transistor 2 
transfer curves. The insert shows the dispersion of the position of the charge neutrality point (CNP). b) 3 
Normalized transconductance curves of the transistors shown in part a. c) Normalized transconductance 4 
spectroscopy for various gate voltages. The response in the shadowed areas is dominated by the cutoff 5 
frequencies of the analog filters built in the recording equipment (see Methods section). d) Power 6 
spectral density of the drain source current for various gate voltages. e) RMS drain source current versus 7 
gate voltage. f) Equivalent RMS gate noise versus gate voltage. 8 
14 
 
Regarding noise, the mean equivalent gate noise is 21 μV RMS (integrated between 1Hz and 5kHz) 1 
with a standard deviation of 2 μV. A minimum value down to 18 μV RMS was obtained in the case of 2 
the 80x30 μm2 arrays (Fig. 4d) and down to 15 μV in the case of the 100x50 μm2 arrays.  3 
Several experiments were conducted to evaluate the performance of graphene FET for recording μ-4 
ECoGs. Platinum (Pt) black electrodes with a diameter of 50 μm were used together with the graphene 5 
SGFETs as a reference control. The transistor transfer curve (Fig. 5a) and the transconductance (Fig. 6 
5b) were measured before all the in vivo recordings for selecting the optimum gate bias and for 7 
calibrating the recorded signals. Typically, the gate voltage is fixed at a value where the value of the 8 
transconductance is the highest; in the particular case of the experiment shown in Figure 5, the gate was 9 
fixed at 100 mV versus the used reference electrode and the drain-source voltage at 50 mV.  The 10 
transistor array, together with the Pt electrode array,  are placed on the surface of the cortex of the 11 
anesthetised rat to record the slow wave activity during anaesthesia, which is a pattern of spontaneous 12 
rhythmic activity that alternates between periods of neural firing (Up states) and periods of silence 13 
(Down sates) at a frequency around 1 Hz [49,50]. This low frequency signal results from a synchronized 14 
state of the cortex and leads to high amplitude activity originating in neural assemblies; this well-15 
studied, spontaneous activity pattern is consequently a convenient scheme to assess the performance of 16 
recording devices.    17 
As shown in Figure 5c, graphene SGFETs are able to detect the slow wave activity with a similar 18 
amplitude to the one detected by Pt black electrodes. In order to further investigate the performance of 19 
the two sensors, the PSD of the Up and Down states recorded with the transistor array of 100x50 μm2  20 
and with the Pt black electrodes are calculated and plotted in Figure 5e. The signal-to-noise ratio over 21 
frequency can be extracted (Fig. 5f) from the PSD (power spectral density) using a procedure described 22 
in the Methods section[51]. In this particular case, graphene transistors exhibit a better performance than 23 
Pt black electrodes below 5 Hz. Between 5 Hz and 100 Hz, graphene transistors present a SNR as good 24 
as or slightly lower than the electrodes. Above 100 Hz, the SNR of the transistors becomes lower than 25 
that of the Pt black electrodes. This frequency analysis also shows that graphene transistors can measure 26 
signals up to nearly 1 kHz.  27 
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 1 
Figure 5: Recording of slow wave activity with graphene SGFET and comparison with platinum black 2 
electrodes. Recordings were obtained from the cerebral cortex in Wistar rats. a) In vivo transistor 3 
transfer curves using Vds = 50mV. The insert shows the dispersion of the position of the charge 4 
neutrality point (CNP).  b) Normalized transconductance versus gate noise for the devices shown in part 5 
a. c-f, recordings with graphene SGFET (red line) and platinum black electrodes (black line). c) 6 
Spontaneous oscillatory activity. d) Spectrograms of the spontaneous oscillatory activity. e) Power 7 
spectral density of the Up states (solid line) and Down States (dash line). f) Signal-to-noise ratio versus 8 
frequency extracted from the PSD for graphene SGFETs (light red lines) and platinum black electrodes 9 
(grey lines). The mean values are given by the bold lines.  10 
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To further assess the use of the flexible graphene transistors for future μ-ECoG clinical applications 1 
such as epilepsy diagnosis before surgical intervention, the WAG rat model of epilepsy [52,53] was used. 2 
Synchronous activity of WAG rats was recorded using the transistor array of 80x30 μm2: 11 out of 12 3 
transistors of the array can successfully record brain activity (Fig. 6a). The time-frequency analysis of 4 
the synchronous activity shows 3 - 4 Hz oscillations (Fig 6b).  5 
 6 
Figure 6. Synchronous activity recorded from the cerebral cortex of the WAG rat model of epilepsy.  a) 7 
Simultaneous local field potential (LFP) recordings with an array of 11 working transistors. Towards 8 
the center of the recording, a synchronous activity characterized by a 3 – 4 Hz frequency  starts. b) 9 
Spectrogram of one representative channel. Notice the 3 - 4 Hz discharge towards to last third of the 10 
17 
 
displayed recording Sensory evoked responses were also analysed to explore neural network activity 1 
given that they constitute a critical signal for the design of neural prostheses. 2 
 3 
A good neural interface should be able to detect the evoked activity after one or few trials. To evaluate 4 
the potential of graphene transistors for possible applications involving sensory-evoked responses, 5 
visual and auditory evoked activity was investigated in each respective primary cortical region. Visual 6 
activity was evoked using a light stimulus provided by a white LED.  An On-Off visually evoked-7 
response occurred 40 ms after the stimulus and could be detected already after one single stimulus (Fig. 8 
7a). The signal shows a main component with a frequency around 20 Hz with maximum amplitude of 9 
250 μV and that lasts 70 ms. 10 
 11 
Figure 7: Sensory evoked potentials. Recordings were obtained from the primary visual (a,b) and 12 
primary auditory (c,d) cortices of  Wistar rats during sensory stimulation protocols. a) Visual evoked 13 
potential (the dark red curve is the mean value of 10 events and the light red shadow represents the 14 
standard deviation). b) Spectrogram of visual evoked potential. c) Auditory evoked potential (the dark 15 
red curve is the mean value of 74 events and the light red shadow represents the standard deviation). d) 16 
Spectrogram of visual evoked potential. 17 
Similarly, the graphene flexible implants with 80x30 μm2 transistors were placed on top of the auditory 18 
cortex to record the evoked activity induced by sound following the protocol described in the methods 19 
section. A typical signal composed of two waves (P17 and N32) occurring around 10 ms after the 20 
stimulation could be detected (Fig. 7c) [51]. The signal shows a main component with a frequency around 21 
25 Hz with a maximum amplitude of 15 μV and that lasts around 45 ms (Fig 7d). The low amplitude of 22 
18 
 
the signal is partly due to the background noise but might also indicate that the probe was not placed 1 
close enough to the area responding to the 8 kHz stimulus. 2 
 3 
Discussion 4 
Graphene-based devices using an electrode configuration have already been used to suggest that 5 
graphene is an interesting material platform for neural recordings[22,54]. In this Feature Article, we 6 
present and evaluate the performance of graphene SGFETs for the recording of several types of μ-ECoG 7 
signals. Hence, spontaneous slow wave activity during anaesthesia, synchronous activity in WAG rats 8 
and evoked visual and auditory potentials were studied using graphene SGFETs. These types of signals 9 
are very important for brain activity mapping, for the understanding of behavioural studies and for the 10 
development of neural prostheses. Recordings with graphene transistors have been benchmarked 11 
against the recordings obtained with Pt black electrodes. 12 
The characterizations in PBS showed that the normalized transconductance of graphene transistors is 13 
around 3 mS/V, which is similar to the reported performance of organic electrochemical transistors 14 
(OECTs) based on  PEDOT:PSS[55]; a direct comparison between these two devices might not be 15 
correct, since both type of transistors are based on different physical principles.  The technology 16 
presented in this work results in graphene SGFETs exhibiting very homogenous transconductance and 17 
doping levels, which is important for the transistors to work at their best performances since only one 18 
gate potential can be applied to all the transistors. Moreover, the transconductance of graphene SGFETs 19 
was found to be constant  up to at least 10 kHz, while PEDOT-based OECTs  show a cutoff frequency 20 
of around 1 kHz [55]. It is worth mentioning that the cutoff frequency reported in our work is limited by 21 
the analog filters built in the custom recording electronic system (see Methods section).  22 
In neural recordings, the intrinsic noise of the recording devices is one of the most relevant figures of 23 
merit. Even though local field potentials are signals with a rather large amplitude (above 70 μV) 24 
compared to spikes (10-20 μV), the recording device should offer an intrinsic noise level far below this 25 
value to achieve a high signal-to-noise ratio. The typical minimum RMS equivalent gate noise 26 
(frequency range between 1 Hz and 5 kHz) obtained with our flexible graphene transistor technology  27 
is between 18 μV and 23 μV for the 80x30 μm2 array design and around 10 μV for the 100x50 μm2 28 
design. These values are in the range of or slightly above the ones commonly reported in the litterature 29 
for in vitro graphene SGFET. However, these values are still lower than the ones reported for doped 30 
graphene electrodes of 50x50 μm2 (40 μV) thus showing a first advantage of transistor over electrodes 31 
[22]. The origin of the noise in graphene SGFETs is an active field of research and different sources of 32 
noise have been suggested. First, noise sources could be associated to the graphene quality. Single layer 33 
graphene layer presenting too many defects or second nucleation areas will result in electronic devices 34 
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with large noise because of charge scattering processes [56–58] . Second, it has been shown that the 1 
coupling between the graphene layer and the substrate can influence the electronic noise of the device: 2 
reports on the use of h-BN as a substrate for graphene or suspended graphene showed a significant 3 
improvement in the noise performance, which has been tentatively attributed to a reduction of interfacial 4 
traps and the roughness of the substrate [59]. In our study the value of the field-effect mobility of our 5 
graphene SGFETS on polyimide substrates is below 1000 cm2/Vs, rather low compared to that obtained 6 
for graphene SGFETs prepared on silicon dioxide substrates using the same graphene quality which is 7 
around 2500 cm2/Vs. Thus, the polyimide substrate might thus contribute significantly to the electronic 8 
noise of our devices. Finally, the contact resistance can be an important source of noise [60]: achieving 9 
very low contact resistance with 2D materials is indeed very challenging[61] , but we believe that it is a 10 
prerequisite for the development of low noise devices. 11 
The flexibility of  graphene SGFETs is one of their most interesting features for in vivo neural interfaces. 12 
Several strategies to assess the behaviour of the graphene transistor under stress can be explored. In 13 
order to investigate the stability of the flexible devices it is important to evaluate the impact of the 14 
bending on the performance of the transistors. Recently, our team has measured the transistor transfer 15 
curves when the transistor array is bent in a concave or a convex way[44]. We could show that the 16 
transistor transfer curves of flexible SGFETs remain the same as that of the flat array configuration 17 
when the devices are bent in concave and convex configurations, confirming that the devices 18 
performance is not affected by the curvature ( bending radii was 10 mm). Going a step further, some 19 
studies have reported the use of graphene kirigami to achieve extremely flexible and stretchable  20 
SGFETs. In their studies, the authors show that even with a strain of 240% no change in the 21 
transconductance can be observed[62]. This structure has never been reported in an array configuration 22 
for μ-ECoG recording. However, this suggests that the graphene SGFET can be extremely folded to fit 23 
the shape of the brain gyri and sulci. This would help to have the device very close to the region of 24 
interest. On top of that, this extreme flexibility might provide tremendous advantages for surgical 25 
procedures in which the full device could be injected with a syringe like the neural electrode web 26 
developed  by Lieber et al[63]. 27 
When placed on the cerebral cortex, graphene transistors exhibit similar performance (transconductance 28 
of 1 mS/V ) as in PBS even though the gate is  placed directly on top of the cortex. This indicates that 29 
the conductance of the neural tissue is sufficient to ensure a good modulation of the graphene channel.  30 
For the in vivo experiments described here, the drain-source voltage was fixed at 50 mV, leading to 31 
typical drain-source currents of 25 μA. The input power is thus around 1.25 μW for a single transistor. 32 
Given that the channel resistance is around 1 kΩ, this results in a local heating power of 0.625 μW. The 33 
gate voltage was fixed at around 100 mV where the transconductance was found to be the highest on 34 
the transistor curve. This gating voltage was found to be even closer to 0 V in a previous report[18]. Such 35 
low bias values are interesting not only to avoid local changes in neural activity but also for lower power 36 
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consumption. In comparison, PEDOT:PSS OECTs  are reported to be biased with -400 mV for the 1 
drain-source voltage and a gate voltage of 300 mV, leading to a drain-source current of 200 μA[28]. The 2 
input power of the PEDOT:PSS transistors is thus around 80 μW, almost two orders of magnitude 3 
higher than that of the graphene SGFETs we report here. A low input power is of utmost importance, 4 
in terms of thermal dissipation and power consumption, to ensure the scalability of transistor arrays in 5 
which hundreds of recording transistors will be operating simultaneously.  6 
During the recording of neural activity, we have demonstrated that flexible graphene SGFETs have a 7 
good capability for the detection of local field potentials, attested by the clear recordings of slow wave 8 
activity (see Figure 5). The signal-to-noise ratio of graphene SGFETs is similar to the SNR of platinum 9 
black electrodes, in particular for frequencies under 100 Hz. It is worth to notice that graphene SGFETs 10 
exhibit better performance than Pt black electrodes for very low frequency signals. This feature can be 11 
very interesting for studying very low frequency processes such as spreading depression[64]. The 12 
graphene SGFETs present a limit of detection at around 1 kHz, as shown in Figure 5f. This limit is fully 13 
sufficient for the recording of local field potential as well as multiunit activities above 200Hz. 14 
Furthermore, we show here that graphene transistors can also be used for studying neural networks as 15 
well as for clinical diagnosis. The recordings of synchronous activity from the surface of the cortex 16 
discussed in this work are very clear, suggesting that graphene field-effect transistors can be used as a 17 
tool for detecting epileptic foci. Similarly, auditory and visual sensory-evoked potentials can be clearly 18 
distinguished after an average of 10 to 74 events and can thus be used for cortical mapping. In the case 19 
of the visual evoked potential, a single event is sufficient to detect the signal thus allowing on-line 20 
treatment of the information using recognition pattern algorithms for neural prostheses [65–67]. 21 
Graphene is the first atomically thin material able to detect such signals. This means that the challenge 22 
to achieve very low invasive devices relies now more on the development of the substrates or the surgery 23 
of implantation than on the sensing device itself. Thanks to the relatively good integration of graphene 24 
on any kind of substrate it would be possible to incorporate graphene SGFETs in transparent, extremely 25 
thin, flexible and stretchable substrates for spinal cord regeneration or intracortical recording, 26 
applications where the thickness and the rigidity of the devices should be as low as possible. 27 
The next generation of graphene transistors might benefit greatly from the development of other 2D 28 
materials such as h-BN. Actually, carrier mobilities of up to 50 000 cm2/Vs at room have been reported 29 
with CVD graphene on h-BN[20]. This will certainly help increase the sensitivity and decrease the power 30 
consumption of graphene transistors. Furthermore, h-BN substrate has also been shown to help reduce 31 
the noise of the graphene transistors[59]. If noise levels close to 1 μV are reached, it will be possible to 32 
record not only the multiunit activity at the surface of the cortex but also spiking activity once the 33 
transistors are used in penetrating configurations. This would open the path to simultaneous detection 34 
of surface local field potentials and deeper structure spike detection using graphene FETs.  35 
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An additional characteristic of the transistor configuration of graphene SGFETs is that they could 1 
potentially pave the way for chronic implants containing a very large number of recording sites. The 2 
current state-of-the art technology for clinical recording of the activity of epileptic foci is based on 30 3 
to 256 electrodes[68–70]. This implies that up to 256 wires have to go from the brain to the recording 4 
systems. One of the solutions to overcome this issue is to use multiplexed electrode arrays, which would 5 
allow to reduce the number of connections from n2 (non multiplexed nxn array) to 2n+1(multiplexed 6 
nxn array). Being two-terminal active devices, transistors offer advantages over electrodes for the 7 
design and implementation of multiplexed arrays. Indeed, the design of a multiplexed array of 8 
electrodes implies a higher level of complexity because it typically requires a buffer transistor connected 9 
to the electrode [12], which is not necessary in the case of the transistor configuration. Multiplexed 10 
technology is expected to be necessary for the development of chronic implants on large surfaces with 11 
a fairly high density of recording sites.  12 
 13 
Conclusion 14 
In this Feature Article we have discussed the current status of our technology for flexible graphene 15 
solution-gated field-effect transistor arrays. We have shown that transistor arrays fabricated on 16 
polyimide 4-inch wafers can be obtained with high homogeneity in terms of transconductance and 17 
position of the charge neutrality point, which reflects the quality of the CVD graphene layer as well as 18 
the relatively good maturity of the technology process. The intrinsic gate noise level of these transistors 19 
is around 20 μV rms, which is far below the amplitude of the local field potential than can be recorded 20 
at the surface of the cortex. In vivo, when placed on the surface of cortex for the recording of neural 21 
activity, graphene transistors exhibited signal-to-noise ratio similar to platinum black electrodes in the 22 
frequency range below 100 Hz and showed a recording limit for signals above 1kHz. Successful 23 
recordings of slow wave activity, synchronous activity and evoked potentials on the auditory and visual 24 
cortices have been demonstrated with flexible arrays of graphene SGFETs. Even at this early stage of 25 
development, graphene solution-gated field-effect transistor arrays already fulfil most of the 26 
requirement for μ-ECoG recordings. Additional improvement in implant design technology and 27 
combination with other 2D materials can now be tested to further improve this technology. Finally, we 28 
show that graphene SGFET exhibit similar performance than PEDOT:PSS OECTs, which are currently 29 
considered the state-of-the art flexible transistor technology for neural recordings. Graphene SGFETs 30 
provide significant advantage over PEDOT:PSS-based OECTs when considering the gate frequency 31 
response as well as power consumption. Compared to the graphene electrodes reported for μ-ECoG, 32 
additionally to the local amplification of the transistor—which is a clear advantage upon the electrode 33 
technology—, graphene SGFET exhibit lower noise and offer the possibility to develop multiplexing 34 
technology with a lower level of complexity. Considering that graphene SGFETs combine flexibility, 35 
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even stretchability if built in a proper design, biocompatibility and excellent neural recording 1 
performance, we believe that graphene SGFETs represent a very powerful technology that can help to 2 
advance the current knowledge and technology boundaries of in vivo neural electrophysiology. 3 
Materials and Methods 4 
Graphene CVD growth and transfer 5 
Graphene was grown by chemical vapour deposition on a 4.5x7 cm2 copper foil (Alfa Aesar Coated). 6 
Prior to the growth, the copper foil is electropolished during 5 min at fixed current density of 62 7 
μA/cmin a solution containing H20 (1 L) + H3PO4 (0.5 L) + ethanol (0.5 L) + isopropanol (0.1 L) and 8 
urea (10 g)[71].  Then the copper foil is loaded in a planar quartz tube (1600x60 mm) heated by a three 9 
zone oven. A first annealing step at 1015ºC under a 400 sccm Argon flow at 100 mbar during 1 h is 10 
followed by a 15-min growth step at 12 mbar under a gas mix of 1000 sccm Argon, 200 sccm hydrogen  11 
and 2 sccm methane. 12 
A wet chemical method is used to transfer the graphene from the copper foil to the polyimide. First, a 13 
poly(methyl methacrylate) PMMA A2 is deposited on the graphene / copper foil and is let dry for 12 h. 14 
Subsequently, the back side graphene is etched. To achieve this, the sample is laid at the surface of an 15 
etchant solution composed of FeCl3 / HCl (0.5M / 2M) for 2 min. The back of the sample side is then 16 
flushed with water. This operation is repeated at least three times to be sure that no residuals remain. 17 
The sample is laid on the etchant solution to remove the copper for at least 6h. Then the sample is 18 
cleaned several time in water and transferred onto the polyimide wafer previously activated by oxygen 19 
plasma. The wafer is dried for 30 min at 40ºC on a hot plate and then gradually up to 180ºC annealed 20 
in a vacuum oven. Finally the PMMA is dissolved in acetone and isopropanol. 21 
 22 
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Figure 8: Schematic of the custom characterization setup used to interface commercial neural recording 1 
systems with the arrays of graphene SGFETs.  2 
 3 
Custom characterization set up. 4 
The commercially available electronics for recording electrophysiological signals has been commonly 5 
based on low noise voltage amplifiers, which amplify directly the signal provided by the electrodes. 6 
The developed SGFETs are not passive devices like the electrodes. SGFETs are active devices that 7 
provide local amplification by converting the input voltage signal into a current signal. Therefore, to 8 
make the SGFETs technology compatible with the commonly used recording systems a different input 9 
stage is required. Figure 8 shows the experimental setup used to perform the in vivo recordings. It is 10 
based on custom electronics that provide the current-to-voltage conversion and the bias control for each 11 
channel (up to 16 channels). It also splits the converted signals into DC (frequency < 0.1HZ) and AC 12 
(0.1 Hz < frequency > 5 kHz) components. Then, the AC signals can be directly acquired by a 13 
commercial electrophysiological recording system while the DC signals and bias control are managed 14 
by a data acquisition system (National Instruments USB-6353). The flexible samples are connected to 15 
our home made electronics via a 16-contact zero insertion force (ZIF) connector.  16 
To perform the devices characterization both signals DC and AC are manged by the data acquisition 17 
system (National Instruments USB-6353). The transconductance spectroscopy is obtained by applying 18 
a signal in the reference gate electrode. This signal contains several harmonics in the frequency range 19 
of study. Then, the AC acquired signal is demodulated to obtain the transconductance for each evaluated 20 
frequency. 21 
Device fabrication 22 
A 10 µm thick biocompatible polyimide (PI) 2611 layer (HD MicroSystems) was spin-coated on a 23 
Si/SiO2 wafer and cured under nitrogen atmosphere at 350ºC [72,73]. The first layer of Ti/Au (10 nm/100 24 
nm) metal contacts are deposited by electron-beam vapour deposition and then structured in terms of 25 
optical lithography. Afterwards, CVD graphene is transferred to the wafer using a PMMA wet etching 26 
process as described in the previous section. The graphene active area W x L= 80x30 μm2 or 100x50 27 
μm2 of the sensors is then defined by oxygen plasma in a reactive ion etching system (RIE). A second 28 
metallization layer of Ni/Au (20 nm/200 nm) is then evaporated and lithographically defined followed 29 
by a lift-off step. In order to avoid damaging the graphene with the ultrasounds of the sonicator, the lift-30 
off is achieved by leaving the wafer 1 h in acetone and by flushing acetone with a syringe. Ni was 31 
chosen as the top source-drain contact for our graphene devices as it is one of the metals that forms 32 
strong chemical bonds with graphene through orbital hybridization, and more importantly, Ni appears 33 
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to provide the low contact resistance to graphene [74,75]. At this point the samples are then thermally 1 
annealed at 290ºC in ultra-high vacuum. To electrically insulate the device, a 2-µm-thick SU-8 epoxy 2 
photoresist (SU-8 2005 Microchem) layer is spin-coated and defined in such a way that only the 3 
graphene area is left uncovered. 4 
Finally, the PI probes are cut by reactive ion etching using a protective Aluminum mask with the shape 5 
of the implants. To do so, the wafer is spin coated with a resist in order to protect the graphene. On top 6 
of the resist, a 500 nm-thick Al layer is sputtered and structured by photolitography and wet etching. 7 
Then the wafer is placed in the RIE system where the polyimide is cut in the unprotected regions. Once 8 
the PI is cut down to the Si/SiO2 substrate the Al is removed completely by wet etching and the resist 9 
with acetone and isopropanol.  10 
The flexible PI implant with the graphene sensors are then peeled and released from the sacrificial 11 
Si/SiO2 wafer. 12 
Animal and surgery procedure for slow oscillation and visual evoked potential recordings 13 
For the in vivo experiments, adult male Wistar (n=15; 225-418g) and WAG (Wistar Albino 14 
Glaxo; n=4; 137-265g) rats from Charles River Laboratories International, Inc. were used. All 15 
experiments were supervised and approved by the university committee and were carried out 16 
in accordance with the present laws of animal care, EU guidelines on protection of vertebrates 17 
used for experimentation (Strasbourg 3/18/1986) and the local law of animal care established 18 
by the Generalitat of Catalonia (Decree 214/97, 20 July). The animals were placed in an 19 
anesthesia induction chamber for 5 minutes at 100% of O2. Next, anesthesia was induced by 20 
raising the isoflurane concentration to 5% (0.6 L/min, 1 bar) for 5 more minutes always 21 
watching out respiration. We next set the concentration of isoflurane to 3% for one more minute 22 
before the rat was placed in the stereotaxic apparatus with mask delivering isoflurane and 23 
oxygen. For the rest of the surgery, 1.5-2% of isoflurane was used to maintain deep anesthesia. 24 
Heart rate was continuously monitored and maintained at ca. 300 bpm. A subcutaneous 25 
injection of atropine (0.05 mg/kg) was given to prevent respiratory secretions. All pressure 26 
points and tissues to be incised were sprayed with lidocaine before surgery. Body temperature 27 
was maintained at 37ºC. A craniotomy of 4 mm ML and 5 mm AP was performed in the left 28 
hemisphere revealing different cortical areas such motor (M1), somatosensory (S1) and visual 29 
primary (V1) cortices. Electrode recordings were pre-amplified with a multichannel system 30 
(Multichannel Systems, Germany) while graphene SGFET recordings were treated and pre-31 
amplified with an electronic system developed by CNM (Centro Nacional de Microelectronica, 32 
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in Barcelona). The electronic system, controlled by MATLAB® 2014, consists in a 32-channel 1 
current-to-voltage converter Printer Circuit Board (PCB). Both were digitized at 10 KHz with 2 
a CED 1401 acquisition board and Spike2 software (Cambridge Electronic Design, UK). At 3 
the end of the experiments the animals were administered a lethal dose of sodium pentobarbital. 4 
Slow oscillations recordings and SNR analysis 5 
Spontaneous Slow Oscillations were recorded simultaneously using graphene SGFET probes and black 6 
platinum MEAs covering different areas of the cerebral cortex (S1, M1, V1). Signal analysis was 7 
performed using MATLAB® 2012a (The MathWorks Inc., Natick, MA). From the raw signal, Up and 8 
Down state detection was performed by using a reconstruction of the signal based on the principal 9 
component analysis (PCA) of three resulting signals obtained from applying different filters to the raw 10 
signal: smoothing filter with a 5-ms moving window, bandpass filter from 15 to 100 Hz[76], and MUA 11 
bandpass filter from 200 to 1500 Hz[77]. A threshold was set on the reconstructed signal to classify the 12 
parts of the recording with more frequency content (Up states) and less frequency content (Down states). 13 
For electrodes where the detection did not work, we used the detection times from the nearest electrode. 14 
Once the detection was performed, the PSD with a resolution of 4096 points of the fast Fourier 15 
transform (FFT) was calculated for every Up and Down state separately using Welch’s method. The 16 
mean PSD of the Up states and Down states in the recording fragment were calculated. The Spectral 17 
SNR was calculated for every transistor and electrode recording dividing the PSD (power spectral 18 
density) of Up states by the PSD of Down states and expressed it in decibels (dB). 19 
Visual evoked response in in vivo recordings 20 
 Black platinum MEA and a graphene SGFET array were placed very close to each other primary visual 21 
cortex (V1; 7.3 mm AP, 3.5 mm ML). Only certain recording sites were successfully placed in V1. To 22 
evoke visual responses in the cortex, a white light-emitting diode (LED) was placed in front of the right 23 
eye (contralateral to the recording site) of the rat and a flash of 100 ms was automatically delivered 24 
every 4 to 5 s (random delay).  25 
 26 
 27 
 28 
Synchronous activity recording using WAG rat model 29 
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Spontaneous epileptic activity were recorded simultaneously using graphene SGFET probes and black 1 
platinum MEAs placed side-by-side and covering different areas of the cerebral cortex (S1, M1) in 2 
anesthetized WAG rats.  3 
Animals and surgical procedure for auditory evoked field potential recording  4 
Auditory evoked potential recordings were performed in adult male rats (OFA, Charles Rivers). 5 
Animals were housed at 24ºC, 22 Pa, in a 12-h light/dark cycle in cages with free access to food and 6 
water. All experimental procedures were performed in accordance with the recommendations of the 7 
European Community Council and French legislation for care and use of laboratory animals. The 8 
protocols have been approved by the Grenoble ethical committee (ComEth) and authorized by the 9 
French ministry (number 04815.02). Animals were anesthetized initially with 4% isoflurane induction 10 
in an inlet box (Vetflurane 2 L/min, 1.8 L air + 0.2 L O2) and then with an intraperitoneal injection of 11 
ketamine - xylazine (ketamine 100 mg/kg : Imalgene 0.9 ml;  xylazine 5 mg/kg : Rompun 2% 0.1 ml). 12 
Additional half doses were provided when necessary in order to suppress hind paw reflex movements. 13 
Temperature was monitored with a heating pad coupled to a rectal thermometer to maintain an average 14 
rectal temperature of 36 °C. The rat was placed in a Narishige stereotaxic frame with ear bars to maintain 15 
the head horizontal and fixed. A skin incision was made from between the eyes to the neck with a sterile 16 
scalpel. The skin and muscles of the left cheek were reflected with pliers and scissors to perform a wide 17 
craniotomy to expose a large part of the left hemisphere. The craniotomy ran from 2 to 7 mm posterior 18 
to bregma and from 1 to 5 mm laterally down to about 5 mm ventrally to expose the left dorsal and part 19 
of the lateral aspect of the brain down to the auditory cortex. The dura was removed and transistor arrays 20 
were placed on the surface of the cortex. Rats were then exposed to a series of 8kHz pure tones (100-21 
ms duration with 3-ms rise and 30-ms fall times) delivered in a free field condition by a CED Power 22 
1401 DAQ through an amplified speaker (M-Audio BX5). Data were acquired by the same CED Power 23 
1401 controlled by Spike2 v7 software. At the end of the recording, animals were sacrificed with a letal 24 
intracardiac injection of pentobarbital (Dolethal 1 ml/kg, Vetoquinol). 25 
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