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THE PRODUCT ON SMOOTH AND GENERALIZED
VALUATIONS
SEMYON ALESKER AND ANDREAS BERNIG
Abstract. The product of smooth valuations on manifolds is described
in terms of differential forms, Gelfand transforms and blow-up spaces.
It is shown that the product extends partially to generalized valuations
and corresponds geometrically to transversal intersections. This result
is used to prove a general kinematic formula on compact rank one sym-
metric spaces.
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2 SEMYON ALESKER AND ANDREAS BERNIG
1. Introduction
Roughly speaking, a valuation is a finitely-additive functional on some
system of sets. Classical examples are valuations on convex sets or on convex
polytopes. Recently, a detailed study of valuations on manifolds was carried
out in [3, 4, 7, 5, 6]. On a smooth manifold X, one considers the system
P of all compact submanifolds with corners and calls a finitely additive
functional a valuation on X. Under an important, but technical assumption
of smoothness, there is a surprisingly rich algebraic structure on the space
of valuations on X. By [7, 5], the space V∞(X) of smooth valuations on X
is an algebra satisfying a version of Poincare´ duality.
Let us recall the main steps of that product construction. The product of
polynomial convex valuations is constructed in [2], using the solution of P.
McMullen’s conjecture [1]. This product is then extended in [3] to smooth
valuations on affine space. Then the product of smooth valuations on a
general smooth manifold is obtained in [7] by gluing together the products
from [3] on affine spaces in each coordinate chart. The major problem in
this approach is to show that the product is independent of various choices
involved: the construction of the product on affine spaces in [3] uses a very
special and non-unique way of presentation of smooth valuations; the general
case in [7] uses a choice of affine coordinate charts. In both steps analytical
difficulties have arose, and in the second step [7] they were resolved using
some geometric measure theory.
In this paper we give a new construction of this product in different terms.
This construction is motivated by the previous one, but has a number of
advantages over it. First, it is more invariant, in particular independent of
the coordinate charts. Second, the analytic difficulties arising in working
with this construction seem to be easier. This allows us to obtain some
applications of the new construction which will be discussed below.
Let us describe our main results in greater detail. Let n := dimX and
set PX := P+(T
∗X) for the cosphere bundle of X. First, we construct an
exterior product, which associates to a smooth valuation on a manifold X
and a smooth valuation on a manifold Y some (non-smooth) valuation on
X × Y and extends the exterior product constructed in [3]. For the notion
of transversal sets and transversal valuations (denoted by Vtr(X × Y )), we
refer to Section 4.
Theorem 1. Let X and Y be smooth manifolds. There exists a unique
bilinear map
⊠ : V∞(X) × V∞(Y )→ Vtr(X × Y )
with the following properties:
(1) (Invariance under open embeddings) If φ : X ′ → X and ψ : Y ′ → Y
are smooth maps with open images and which are diffeomorphisms
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onto their images, then for µ1 ∈ V
∞(X), µ2 ∈ V
∞(Y ) and transver-
sal P ∈ P(X ′ × Y ′) we have
(µ1 ⊠ µ2)((φ × ψ)(P )) = (φ
∗µ1 ⊠ ψ
∗µ2)(P ). (1)
(2) (Affine case) If X and Y are affine spaces, then µ1⊠µ2 is the exterior
product introduced in [3].
The product of two valuations on X is the restriction of the exterior
product on the diagonal in X×X. Our main theorem describes the product
explicitly in terms of differential forms and Gelfand transforms. Below we
assume for simplicity of notation that X is oriented.
A smooth valuation µ on X can be represented by a pair of smooth
differential forms (ω, φ) ∈ Ωn−1(PX)× Ω
n(X) as
µ(P ) =
∫
N(P )
ω +
∫
P
φ
for all compact manifolds with corners P . Here N(P ) is the conormal cycle
of P (which is an oriented closed Lipschitz manifold).
These forms are not unique. The pairs (ω, φ) which induce the trivial
valuation are characterized in [16] using a second-order differential operator
on contact manifolds, which is called Rumin operator and denoted by D
(compare Theorem 2.1 in Section 2).
In Section 3 we will construct a double fibration
P¯
p¯
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ Φ¯
$$■
■■
■■
■■
■■
■
PX PX ×X PX
where P¯ is some blow-up space over PX ×X PX and p¯, Φ¯ are natural projec-
tion maps.
This double fibration induces a Gelfand transform GT : Ω∗(PX ×X PX)→
Ω∗−n(PX) defined by GT = p¯∗Φ¯
∗, where Φ¯∗ is the pull-back operation, and
p∗ is the operation of integration along the fibers. With q1, q2 : PX ×X PX →
PX denoting the canonical projections; s : PX → PX denoting the natural
involution map; and π : PX → X the projection map, our main theorem is
the following.
Theorem 2. Let X be an n-dimensional oriented manifold; let µi ∈ V
∞(X)
be represented by (ωi, φi) ∈ Ω
n−1(PX)×Ω
n(X). Then the product µ1 · µ2 is
represented by
ω = GT(q∗1ω1 ∧ q
∗
2Dω2) + ω1 ∧ π
∗π∗ω2 ∈ Ω
n−1(PX),
φ = π∗(ω1 ∧ s
∗(Dω2 + π
∗φ2)) + φ1 ∧ π∗ω2 ∈ Ω
n(X).
Notice that the assumption on orientation of X may be removed, but the
notation will become more complicated. Using the new construction of the
product, we prove the following theorem.
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Theorem 3. Let µ be a smooth valuation on an n-dimensional manifold X.
For an entire function f(z) =
∑∞
k=0 akz
k, ak ∈ C, the power series
∞∑
k=0
akµ
k
converges to a smooth valuation denoted by f(µ).
Since the product on valuations satisfies Poincare´ duality, it is possible to
introduce a class V−∞(X) of generalized valuations as a completion of V∞
with respect to some weak topology (see [5] for the details or Section 2.1
below). Every smooth valuation is also a generalized valuation. Moreover,
a manifold with corners A induces a generalized valuation ΞP(A). It was
conjectured in [6] that the product of smooth valuations can be partially
extended to generalized valuations and that this extension corresponds to
transversal intersections. We show a version of this conjecture by proving
the following two theorems.
Theorem 4. There exists a partial product on V−∞(X) which is commuta-
tive and associative and extends the product of smooth valuations.
We refer to Theorem 8.3 for the precise conditions under which the prod-
uct of two generalized valuations exists.
Theorem 5. If P (1), P (2) are compact submanifolds with corners which in-
tersect transversally, then the product of ΞP(P
(1)) and ΞP(P
(2)) exists and
equals ΞP(P
(1) ∩ P (2)).
In the case where X is real-analytic and P (1), P (2) are subanalytic, we
conjecture that an analogous statement holds true, but we were not able to
prove it.
The main application of this theorem is to the integral geometry of com-
pact rank one symmetric spaces. If X = G/H is a compact rank one sym-
metric space, then the space V∞(X)G of smooth G-invariant valuations has
a finite basis ϕ1, . . . , ϕN and there are kinematic formulas∫
G
µ(P1 ∩ gP2)dg =
N∑
i,j=1
cµijϕi(P1)ϕj(P2), P1, P2 ∈ P.
They can be encoded by the map
kG : V
∞(X)G → V∞(X)G ⊗ V∞(X)G
µ 7→
N∑
i,j=1
cµijϕi ⊗ ϕj .
Let mG : V
∞(X)G⊗V∞(X)G → V∞(X)G denote the multiplication map.
Consider the bilinear map V∞(X)G ⊗ V∞(X)G → C given by (φ,ψ) 7→ (φ ·
ψ)(X). By the Poincare´ duality this is a non-degenerate pairing. Consider
the induced map pG : V
∞(X)G → V∞(X)G∗.
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Theorem 6. The following diagram commutes
V∞(X)G
kG

pG
// V∞(X)G∗
m∗G

V∞(X)G ⊗ V∞(X)G
pG⊗pG
// V∞(X)G∗ ⊗ V∞(X)G∗
,
Thus the coefficients of the kinematic formulas are closely related to the
product structure on the space of smooth valuations. A similar theorem in
the affine, translation invariant case was proved in [17]. It was the starting
point to write down in an explicit form all kinematic formulas for the groups
U(n) [18], SU(n) [14], G2 and Spin(7) [15].
Remark 1.1. Compact rank one symmetric spaces have been classified by
E. Cartan (see e.g. [25], [19]). Cartan’s list of simply connected compact
rank one symmetric spaces is as follows:
Sn,CPn,HPn,CaP2 = F4/Spin(9).
Plan of the paper. In Section 2 we collect some important material on
valuations and geometric measure theory. The blow-up spaces which will
be needed in the paper are constructed in Section 3. In Section 4 we in-
troduce transversal sets and transversal valuations and prove a formula for
the Minkowski sum of a transversal set with a product set. The exterior
product of smooth valuations is constructed in Section 5. The construction
of the product is contained in Section 6. Section 7 contains the proof of
Theorem 3. The partial extension of the product to generalized valuations
is contained in Section 8, where we give precise conditions under which the
product exists. It is shown in Section 9 that these conditions are satisfied
in the case of a transversal intersection of manifolds with corners and that
Theorem 5 holds. The integral geometry of compact rank one symmetric
spaces is studied in Section 10, which contains the proof of Theorem 6.
Acknowledgments. We wish to thank J. Fu for many interesting discus-
sions related to this work. The first author thanks J. Bernstein for intro-
ducing him to the theory of wave front sets, and D. Kazhdan for very useful
stimulating discussions. Part of the results in this paper were proved during
our mutual visits at the University of Fribourg and the Institute of Advanced
Studies in Jerusalem and we thank these institutions for their hospitality.
We thank F. Schuster for his kind invitation for both of us to the Technical
University of Vienna, where we could finish the typing of this manuscript.
We thank the anonymous referee for various very useful remarks on this
text.
2. Background
2.1. Smooth valuations on manifolds. The general reference for smooth
valuations on manifolds is the series of papers [3, 4, 7, 5] as well as the survey
[6].
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A valuation on a smooth manifoldX is a functional µ on the space P(X) of
compact manifolds with corners which is finitely additive. Roughly speaking,
µ is called finitely additive if it satisfies an inclusion-exclusion principle
whenever it makes sense, see [4] for the precise definition.
Let us now suppose that X is an oriented, n-dimensional manifold. Every
P ∈ P(X) admits a conormal cycle N(P ), which is a closed Legendrian n−1-
dimensional Lipschitz submanifold of the cosphere bundle PX := P+(T
∗X).
The orientation of N(P ) is fixed in such a way that
π∗N(P ) = ∂P, (2)
where π : PX → X is the projection map.
A valuation µ on X is called smooth if it can be represented by differential
forms ω ∈ Ωn−1(PX) and φ ∈ Ω
n(X) in the following way:
µ(P ) =
∫
N(P )
ω +
∫
P
φ.
The support of a valuation is defined in the obvious way. If µ is compactly
supported, then by [5], Lemma 2.1.1, one can choose ω and φ to be compactly
supported as well. The integration functional∫
: V∞c (X)→ C
is defined by
∫
µ := [φ] ∈ Hnc (X) = C. Slightly oversimplifying,
∫
µ = µ(X).
Let s : PX → PX , (x, [ξ]) 7→ (x, [−ξ]) be the natural involution on PX .
If a smooth valuation µ is represented by (ω, φ), then ((−1)ns∗ω, (−1)nφ)
represents a smooth valuation σµ. The involution σ : V∞(X) → V∞(X) is
called Euler-Verdier involution (see [4], Section 3.3).
The pull-back of a smooth valuation µ under a diffeomorphism φ : X ′ →
X is defined by
φ∗µ(P ) := µ(φ(P )).
The space V∞(X) carries a natural commutative and associative product.
Its construction is involved: first a product on smooth valuations on an
affine space is constructed in [2] and [3] (using the solution of P. McMullen’s
conjecture [1]). Then it is shown in [7] that it can be extended to smooth
valuations on an arbitrary manifold X by using local charts. The hard part
of this construction is to show that the result is independent of all choices.
In Section 6 we will give a much simpler construction of the product which
works on the level of differential forms.
One interesting property of the product is the following Poincare´ duality:
the pairing
V∞(X)× V∞c (X)→ C,
(µ1, µ2) 7→
∫
µ1 · µ2
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is perfect [5] (see also [13] for a simpler proof). Setting
V−∞(X) := (V∞c (X))
∗
one gets an embedding with dense image
Ξ∞ : V
∞(X)→ V−∞(X).
Elements of V−∞(X) are called generalized valuations. There is a canonical
embedding with dense image
ΞP : P(X)→ V
−∞(X),
P 7→ [µ 7→ µ(P )].
2.2. The Rumin operator. Let M be a contact manifold of dimension
2n − 1. Recall that this means that M is given a smooth distribution of
codimension 1 (i.e. a smooth field of hyperplanes in the tangent bundle)
which is completely non-integrable. More explicitly, locally there exists a 1-
form α such that the field of hyperplanes is equal to kerα with the property
that α∧ dαn−1 6= 0. This form α, which is called contact form, is unique up
to multiplication by a non-vanishing smooth function.
A form ω ∈ Ω∗(M) is called vertical if it vanishes on the contact distri-
bution. Given a local contact form α, ω is vertical if and only if ω = α ∧ φ
for some φ ∈ Ω∗(M).
Given ω ∈ Ωn−1(M), there exists a unique vertical form ω′ ∈ Ωn−1 such
that d(ω + ω′) is vertical (see [27]). We define the projection operator Q :
Ωn−1(M) → Ωn−1(M) by setting Qω := ω + ω′. This operator is a first
order differential operator containing vertical forms in its kernel. The Rumin
operator is the second order differential operator
D := d ◦Q : Ωn−1(M)→ Ωn(M).
The Rumin operator is the main ingredient in some differential complex,
called Rumin-de Rham-complex, whose cohomology is isomorphic to the de
Rham cohomology [27]. We shall not use this isomorphism in the sequel.
If X is a smooth manifold, the cosphere bundle PX := P+(T
∗X) is defined
as the quotient of the cotangent bundle T ∗X with the zero section removed
by the natural action of the multiplicative group R>0 of positive real num-
bers. This space PX carries a natural contact structure. Let π : PX → X
denote the projection map. The link between smooth valuations and the
Rumin operator D is given by the following theorem.
Theorem 2.1. [16] The smooth valuation represented by (ω, φ) ∈ Ωn−1(PX)×
Ωn(X) is trivial if and only if
Dω + π∗φ = 0; (3)
π∗ω = 0. (4)
The first condition is a second order differential equation, while the second
condition is a topological condition.
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2.3. Geometric measure theory. We refer to [21] for all notions from
geometric measure theory.
In order to fix the notation, we just recall some of the most important
definitions. Given an oriented Lipschitz manifoldM , the current integration
over M will be denoted by [[M ]],
∫
M
or just by M .
The boundary of a k-dimensional current T is the k− 1-dimensional cur-
rent ∂T such that ∂T (ω) = T (dω). For M as above, ∂[[M ]] = [[∂M ]]. A
current T with ∂T = 0 is called a cycle. The support sptT is defined in the
usual way. The space of k-dimensional currents on X is denoted by Dk(X).
If f : X → Y is a smooth function (or just a Lipschitz function) such
that f |sptT is proper, then one can define the push-forward f∗T , which is a
current on Y .
We will need the following simple fact: if T is a k-dimensional current of
finite mass on a Riemannian manifold X, then there exists a measure ‖T‖
on X and a simple k-vector field ~T such that ‖~T‖ = 1 a.e. and
T (ω) =
∫
X
〈ω, ~T 〉d‖T‖, ω ∈ Ωk(X).
In particular, rectifiable currents have such representations. In this case
~T spans the tangent space of sptT at ‖T‖-almost all points.
We recall that an integral current is a rectifiable current whose boundary
is also rectifiable. The space of integral currents of degree k is denoted by
Ik(X).
We will use at several places the following lemma.
Lemma 2.2. Let X be a smooth manifold of dimension n, P ∈ P(X)
and N(P ) ∈ In−1(PX) its normal cycle. Assume that the boundary ∂P is
connected. If T ∈ In−1(PX) is a cycle with sptT ⊂ sptN(P ), then there
exists an integer m with T = mN(P ).
Proof. The support of N(P ) is some finite union of open manifoldsMi which
is homeomorphic to ∂P and hence to an n − 1-dimensional sphere. If we
orient the Mi correctly, then N(P ) =
∑
i[[Mi]].
Let T ∈ In−1(PX) be a cycle with sptT ⊂ ∪iMi. Applying the constancy
theorem from geometric measure theory ([21], 4.1.31) to the restrictions
T |Mi , we get T =
∑
imi[[Mi]] with some integers mi. Since ∂T = 0, the
mi’s are all equal. 
2.4. Wave fronts. We recall the main properties of the wave front of a
generalized function referring for more details to [26] or [24], Ch. VI.
Let X be a smooth manifold (always countable at infinity, in particu-
lar paracompact). Let E → X be a finite dimensional vector bundle; for
definiteness we assume that E is a complex bundle though for real bundles
the theory is exactly the same. We denote by C∞(X, E) the space of C∞-
sections of E . It is a Fre´chet space with topology of uniform convergence on
compact subsets of X of all partial derivatives. We denote by C∞c (X, E) the
THE PRODUCT ON SMOOTH AND GENERALIZED VALUATIONS 9
space of C∞-sections of E with compact support. Naturally C∞c (X, E) is a
locally convex topological vector space with topology of (strict) countable
inductive limit of Fre´chet spaces. The inclusion
C∞c (X, E) →֒ C
∞(X, E)
is continuous and has dense image.
Let us denote by |ωX | the line bundle over X of complex densities; thus
the fiber of |ωX | over a point x ∈ X is equal to the one dimensional space
of complex valued Lebesgue measures on the tangent space TxX.
We have a separately continuous bilinear map
C∞(X, E) × C∞c (X, E
∗ ⊗ |ωX |)→ C
given by (f, g) 7→
∫
X
〈f, g〉. This map is a non-degenerate pairing. In other
words the induced map
C∞(X, E)→ (C∞c (X, E
∗ ⊗ |ωX |))
∗
is continuous, injective and has a dense image when the target space is
equipped with the weak topology.
Definition 2.3. The space (C∞c (X, E
∗ ⊗ |ωX |))
∗ is called the space of gen-
eralized sections of E. It is denoted by C−∞(X, E).
Thus C∞(X, E) ⊂ C−∞(X, E). Generalized sections of the trivial line
bundle are called generalized functions. Generalized sections of E = |ωX |
are called generalized densities.
Remark 2.4. In our previous notation, the space of generalized functions
is Dn(X) where n = dimX.
A main technical tool in the following will be wave front sets. We will not
reproduce here their definition, but summarize only the main properties of
it relevant for our applications.
Proposition 2.5. ([26] or [24], Ch.VI §3).
Let u ∈ C−∞(X, E).
(i) The wave front WF(u) is a closed R>0-invariant subset of T
∗X\0,
where 0 denotes the zero-section.
(ii) WF(u) = ∅ if and only if u is infinitely smooth.
(iii)
WF(u⊠ v) ⊂ (WF(u)×WF(v)) ∪ (WF(u)× 0) ∪ (0×WF(v)) .
Let f : Y → X be a smooth map, E → X be a vector bundle. Then one
has the obvious pull-back map on smooth sections
f∗ : C∞(X, E)→ C∞(Y, f∗E).
It turns out that f∗ can be extended in a natural way to some general-
ized sections of E satisfying appropriate assumptions. Now we are going to
discuss these assumptions referring for details to [24], Ch. VI §3.
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Let us fix a closed conic subset Λ ⊂ T ∗X\0. Let us consider the linear
subspace C−∞Λ (X, E) ⊂ C
−∞(X, E) consisting of generalized sections of E
with the wave front contained in Λ. The space C−∞Λ (X, E) has certain
natural locally convex topology which is stronger than the weak topology
induced from C−∞(X, E) (notice that if Λ = T ∗X\0 then both spaces are
equal as topological vector spaces).
Definition 2.6. Let Λ ⊂ T ∗X\0 be a closed conic subset. A smooth map
f : Y → X is transversal to Λ if for any ξ ∈ T ∗
f(y)X ∩Λ one has df
∗
y (ξ) 6= 0.
Note that a submersion is transversal to each Λ ⊂ T ∗X\0.
Proposition 2.7. If a smooth map f : Y → X is transversal to a closed
conic subset Λ ⊂ T ∗X\0 then there is a unique linear sequentially continuous
map1, also called pull-back,
f∗ : C−∞Λ (X, E)→ C
−∞
df∗Λ(Y, f
∗E)
where
df∗(Λ) := {(y, η) ∈ T ∗Y | η ∈ df∗y (Λ|f(y))}
whose restriction to smooth sections of E is equal to the pull-back on smooth
sections discussed above.
We denote by T ∗AM the conormal bundle of any smooth submanifold
A ⊂M .
Remark 2.8. Let Y be a closed submanifold of X, and f : Y → X be
the identity imbedding. Then Proposition 2.7 says in particular that f∗u is
defined provided
WF(u) ∩ T ∗YX = ∅.
From Proposition 2.5 and Remark 2.8 one can easily deduce the following
result on product of generalized sections (see [24], Ch. VI §3, Proposition
3.10). Below we denote by s : PX → PX the involution s((x, [ξ])) = (x, [−ξ]),
and for a subset Z ⊂ PX we denote by Z
s the image s(Z).
Proposition 2.9. Let E1, E2 → X be two vector bundles. Let Λ1,Λ2 be
closed conic subsets of T ∗X\0. Let us assume that
Λ1 ∩ Λ
s
2 = ∅. (5)
Let us define a new subset Λ ⊂ T ∗X\0 such that for any point x ∈ X
Λ|x = (Λ1|x + Λ2|x) ∪ Λ1|x ∪ Λ2|x. (6)
Then Λ is also a closed conic subset, and moreover there exists a unique
bilinear jointly sequentially continuous map
C−∞Λ1 (X, E1)× C
−∞
Λ2
(X, E2)→ C
−∞
Λ (X, E1 ⊗ E2)
whose restriction to smooth sections is the tensor product map.
1A map of topological spaces is called sequentially continuous if it maps every conver-
gent sequence into convergent one. The pull-back map on generalized functions, as in this
theorem, is sequentially continuous, but not topologically continuous in general.
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We will need two further technical propositions.
Proposition 2.10. Let A be a smooth submanifold of M . Let M˜A denote
the oriented blow up of M along A (see Section 3 below). Let f : M˜A →M
be the natural map. Let T ∈ D(M). Then f∗T ∈ D(M˜A) is defined provided
T ∗AM ∩WF(T ) = ∅.
Proof. Let x ∈ M˜A. If x 6∈ f
−1(A) then clearly f∗T is well defined in a neigh-
borhood of x. Thus let us assume that x ∈ f−1(A). Let ξ ∈ WF(T )|f(x).
We have to show that (df)∗ξ ∈ T ∗xM˜A does not vanish, or, equivalently, that
the restriction of ξ to df(TxM˜A) does not vanish.
Since df(TxM˜A) is a (dimA+1)-dimensional subspace of Tf(x)M contain-
ing Tf(x)A, the assumption implies that the restriction of ξ to Tf(x)A does
not vanish. 
Proposition 2.11. Let M˜A
f
−→ M
g
−→ R be smooth maps where f is the
oriented blow up map as in Proposition 2.10, and g is a submersion. Then
(gf)∗T is well defined provided the following condition is satisfied:
for any a ∈ A and any ζ ∈WF(T ) ∩ T ∗
g(a)R the restriction of ζ to dg(TaA)
does not vanish.
Proof. Since g is a submersion, g∗T is defined, and by Proposition 2.7
WF(g∗T )|a ⊂ (dga)
∗(WF(T )|g(a)). (7)
By Proposition 2.10 f∗(g∗T ) is defined provided
T ∗AM ∩WF(g
∗T ) = ∅.
By (7) this condition is satisfied provided that for any a ∈ A
(T ∗AM)|a ∩ (dga)
∗(WF(T )|g(a)) = ∅.
The last condition is equivalent to the assumption of the proposition. 
Now let us discuss the push-forward of generalized sections. Let f : Y →
X be a smooth proper map. Let E → X be a smooth vector bundle as above.
One can define the push-forward map
f∗ : C
−∞(Y, f∗(E ⊗ |ωX |
∗)⊗ |ωY |)→ C
−∞(X, E)
as the dual map to
f∗ : C∞c (X, E
∗ ⊗ |ωX |)→ C
∞
c (Y, f
∗(E∗ ⊗ |ωX |)).
Note that f∗ indeed takes compactly supported sections to compactly
supported ones due to the properness of our map f .
Remark 2.12. Let us take E = |ωX |. Then we get the push-forward map
on generalized densities:
f∗ : C
−∞(Y, |ωY |)→ C
−∞(X, |ωX |).
In the case when f is a proper submersion, f∗ is integration along the
fibers.
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For a closed conic subset W ⊂ T ∗Y \0 let us define a new conic subset
df∗W := {(x, η) ∈ T
∗X \ 0 | ∃y ∈ f−1(x) such that (y, df∗y (η)) ∈W |x ∪{0}}.
Since f is proper, df∗W is closed.
One has the following result (see [24], Ch. VI §3, Proposition 3.9).
Proposition 2.13. Let W ⊂ T ∗Y \0 be a closed conic subset. Then
f∗ : C
−∞
W (Y, f
∗(E ⊗ |ωX |
∗)⊗ |ωY |)→ C
−∞
df∗W
(X, E)
is a sequentially continuous linear map.
Later on we will need the following technical proposition.
Proposition 2.14. Let X be a smooth manifold. Let a Lie group G act
smoothly and transitively on X. Let E → X be a G-equivariant vector
bundle. Let Γ ⊂ T ∗X\0X be a closed conic subset. Let u ∈ C
−∞
Γ (X, E).
Let {µj} be a sequence of smooth compactly supported measures on G with
integral 1 and whose supports converge to the identity element e ∈ G. Then
uj :=
∫
G
(g∗u) · dµj(g)
are smooth sections of E which converge to u in C−∞Γ (X, E) as j →∞.
Proof. The smoothness of uj follows from the transitivity of the action of G
on X. Next, for simplicity of notation we will assume that E is the trivial
G-equivariant line bundle. Thus u ∈ C−∞Γ (X) is a generalized function.
Multiplying u by a smooth compactly supported function, we may assume
that u has a compact support.
Let us fix an arbitrary closed conic neighborhood Γ1 of Γ in T
∗X\0X .
Next we can find a compact symmetric neighborhood K of e ∈ G such that
K(Γ∩π−1X (supp(u))) ⊂ Γ1, where the action of G (and hence of K) on T
∗X
is the induced one, and πX : T
∗X → X it the natural map.
Let pX : G × X → X, pG : G × X → G be the obvious projections. Let
m : G×X → X be the action map. Let us denote
µ˜j := p
∗
Gµj ∈ C
∞(G×X, p∗G|ωG|).
Also we will consider only large j such that
supp(µj) ⊂ K.
Now let us observe the following identity
uj :=
∫
G
(g∗u) · dµj(g) = pX∗(µ˜j ·m
∗u).
It is easy to see that
µj → δe in C
−∞
T ∗eG\0G
(G, |ωG|).
Hence by Proposition 2.7
µ˜j → p
∗
Gδe in C
−∞
(T ∗e G\0G)×0X
(G×X, p∗G|ωG|).
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But it is easy to see that (T ∗eG× 0X) ∩ (m
∗Γ) = ∅. Then by Proposition
2.9 we have a well defined product
C−∞(T ∗e G\0G)×0X
(X ×G, p∗G|ωG|)× C
−∞
m∗Γ(X ×G)→ C
−∞
Λ (X ×G, p
∗
G|ωG|) (8)
where Λ = {(y, ξ + η)| (y, η) ∈ m∗Γ or η = 0; (y, ξ) ∈ T ∗eG × 0X}. Also
the product (8) is a jointly sequentially continuous bilinear map again by
Proposition 2.9.
Next the push-forward map pX∗ : C
−∞
Λ (X × G, p
∗
G|ωG|) → C
−∞
Γ1
(X) is
sequentially continuous by Proposition 2.13 since one can easily see that
dpX∗(Λ) ⊂ Γ1. Thus finally we deduce that for fixed u
uj = pX∗(µ˜j ·m
∗u)→ u in C−∞Γ1 (X).
Since Γ1 was an arbitrary closed conic neighborhood of Γ, uj → u in
C−∞Γ (X). The proposition is proved. 
2.5. Manifolds with corners.
Definition 2.15. A closed subset P of an n-dimensional smooth manifold
X is called a submanifold with corners of dimension k if any point p ∈ P
has an open neighborhood U ∋ p and a C∞-diffeomorphism φ : U
∼
→ Rn such
that for some r ≥ 0
φ(p) = 0,
φ(P ∩ U) = Rk−r≥0 × R
r × 0Rn−k
where 0Rn−k is the zero element of R
n−k. The set of submanifolds with
corners is denoted by P(X).
The number r is defined uniquely by the point p, but may depend on it.
This r is called type of a point p.
Example 2.16. (1) Any smooth submanifold of X with or without bound-
ary is a submanifold with corners.
(2) A convex compact n-dimensional polytope P ⊂ Rn is a submanifold
with corners if and only if P is simplicial, namely every vertex has
exactly n adjacent edges. The vertices are precisely the points of type
0.
A submanifold with corners P ⊂ X has a natural finite stratification by
locally closed smooth submanifolds as follows. For any integer r, 0 ≤ r ≤ n
let us denote by Sr(P ) the union of all points of type r. Then the Sr(P ) are
locally closed smooth disjoint submanifolds of X and
P =
dimP⊔
r=0
Sr(P ).
This stratification of P will be called canonical stratification.
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Definition 2.17. Let P and Q be two closed submanifolds with corners
of X. We say that P and Q intersect transversally if each stratum of the
canonical stratification of P is transversal to each stratum of the canonical
stratification of Q.
2.6. Double fibrations and Gelfand transform. Let π : M → A be
a smooth fiber bundle between oriented manifolds M and A with compact
fibers. The fiber integration (πA)∗ : Ω
∗(M) → Ω∗(A) decreases the degree
of a form µ by the dimension of the fiber, i.e. by l := dimM − dimA. It is
defined by ∫
A
α ∧ (πA)∗µ =
∫
M
π∗Aα ∧ µ
for all compactly supported differential forms α on A. Other sign conven-
tions can be found in the literature (e.g. [10]); the above one corresponds to
the one in [9]. Note that the fiber integration changes its sign if we change
the orientation of M or of A.
It is easily checked that if M has no boundary then
d((πA)∗µ) = (πA)∗dµ (9)
and that for a form α on A the following projection formula holds:
(πA)∗(π
∗
Aα ∧ µ) = α ∧ (πA)∗µ. (10)
Lemma 2.18. Let
N1
ρ1

N2
ρ2

M1
pi1
  ❇
❇❇
❇❇
❇❇
❇
M2
pi2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
be a diagram of smooth oriented fiber bundles. We set
M1 ×A M2 := {(m1,m2) : π1(m1) = π2(m2)}
and
N1 ×A N2 := {(n1, n2) : π1 ◦ ρ1(n1) = π2 ◦ ρ2(n2)}.
Let p1, p2 be the natural projections from M1 ×A M2 to M1 and M2; let
q1, q2 be the natural projections from N1 ×A N2 to N1 and N2. Then for
ν1 ∈ Ω
k1(N1) and ν2 ∈ Ω
k2(N2) we have
(ρ1×ρ2)∗q
∗
1ν1∧q
∗
2ν2 = (−1)
(dimN1+dimM1)(k2+dimN2+dimA)p∗1(ρ1)∗ν1∧p
∗
2(ρ2)∗ν2.
Definition 2.19. A double fibration is a diagram
M
piA
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ piB
  ❆
❆❆
❆❆
❆❆
❆
A B
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where
(1) πA : M → A and πB : M → B are smooth fiber bundles;
(2) πA × πB : M → A×B is a smooth embedding.
The Gelfand transform of a differential form β on B is the form GT(β) :=
(πA)∗π
∗
Bβ.
Lemma 2.20. Let
M
ρM

piB
// B
ρB

M ′
piB′
// B′
be a cartesian square (i.e. M ≃M ′×B′ B as oriented manifolds). Then for
β ∈ Ω∗(B)
(ρM )∗ ◦ π
∗
Bβ = π
∗
B′ ◦ (ρB)∗β.
From the lemma, one gets the following functorial property of the Gelfand
transform ([8], Thm. 2.2).
Let
A
ρA

M
ρM

piB
//
piA
oo B
ρB

A′ M ′
piA′
oo
piB′
// B′
be a morphism of double fibrations (i.e. a commutative diagram of fibra-
tions) such that the right hand part of the diagram is a cartesian square.
Then, with GT = (πA)∗ ◦π
∗
B and GT
′ = (πA′)∗ ◦π
∗
B′ we have for β ∈ Ω
∗(B)
(ρA)∗GT(β) = GT
′((ρB)∗β). (11)
We now suppose that the left hand part of the above diagram is a cartesian
square. Then for β′ ∈ Ω∗(B′)
GT(ρ∗Bβ
′) = ρ∗AGT
′(β′). (12)
Given a current T in A, the current π∗AT on M defined by
π∗AT (ω) := T ((πA)∗ω)
is called the lift of T and was studied by Brothers [20] and Fu [22]. In the case
of a product bundleM = A×F , the lift of T is simply T × [[F ]]. Moreover,
lifting currents is natural with respect to bundle operations, increases the
dimension by the dimension of the fiber and commutes with the boundary
operator ∂ if F is without boundary.
Definition 2.21. The Gelfand transform of T is the current GT(T ) :=
(πB)∗π
∗
AT in B.
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3. Blow-up space
Let X,Y be smooth oriented manifolds of dimensions n and m respec-
tively. We set
PX := P+(T
∗X),PY := P+(T
∗Y ),P := P+(T
∗(X × Y )).
PX consists of pairs (x, [ξ]) where x ∈ X, ξ ∈ T
∗
xX \ 0, the brackets
mean equivalence class with respect to the action of R+ on T ∗X \ 0, and
0 means the zero section of the cotangent bundle. Similarly, PY consists of
pairs (y, [η]) with y ∈ Y and η ∈ T ∗y Y \ {0}. Finally, P consists of triples
(x, y, [ξ : η]) with x ∈ X, y ∈ Y , ξ ∈ T ∗xX, η ∈ T
∗
y Y not both equal to zero.
These manifolds are canonically oriented.
We define canonical projection maps by the following diagram.
PX
piX

PX ×PY
qX
oo
qY
// PY
piY

X X × Y
pX
oo
pY
// Y
P
piX×Y
OO
Let M1 ∼= PX ×Y ⊂ P be the submanifold consisting of triples (x, y, [ξ :
0]) ∈ P. Similarly, let M2 ∼= X × PY consisting of triples (x, y, [0 : η]).
We set
M :=M1 ∪M2;
clearly the union is disjoint.
Now we are going to describe the oriented blow up of P along M. Let us
consider the fiber bundle
P0 := P×X×Y (PX ×PY )
above X × Y . In other words, P0 is the set of 5-tuples (x, y, [ξ : η], [ξ
′], [η′]),
where x ∈ X, y ∈ Y , [ξ : η] ∈ P+(T
∗
(x,y)(X × Y )), [ξ
′] ∈ P+(T
∗
xX) and
[η′] ∈ P+(T
∗
y Y ).
Set
P
1
0 := {(x, y, [ξ : η], [ξ], [η]) : (x, y, [ξ : η]) ∈ P \(M1 ∪M2)} ⊂ P0
and Pˆ := cl(P10), where the closure is taken inside P0.
The restriction of the natural projection P0 → P to Pˆ is denoted by
L : Pˆ→ P .
Note that L|
P
1
0
: P10 → P \(M1 ∪M2) is a diffeomorphism. We orient Pˆ in
such a way that L|
P
1
0
is orientation preserving.
We set
Ni := L
−1(Mi), i = 1, 2
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and
N := N1 ∪ N2.
Note that
N1 = {(x, y, [ξ : 0], [ξ], [η]) : (x, [ξ]) ∈ PX , (y, [η]) ∈ PY } ;
N2 = {(x, y, [0 : η], [ξ], [η]) : (x, [ξ]) ∈ PX , (y, [η]) ∈ PY } .
In particular, there are natural diffeomorphisms τi : Ni → PX ×PY , i = 1, 2
and
dimN1 = dimN2 = 2(n +m)− 2.
The following diagram commutes.
N1


//
τ1

Pˆ
L

PX ×PY
id×piY
// PX ×Y ∼=M1


// P .
Lemma 3.1. Pˆ is a 2(n +m)− 1 manifold with boundary N .
Proof. Take a sequence of points (xi, yi, [ξi : ηi], [ξi], [ηi]) in P
1
0, converging
to a point (x, y, [ξ : η], [ξ′], [η′]) ∈ P0 \P
1
0. Then either (ξ = 0 and η
′ = η) or
(η = 0 and ξ′ = ξ). In the first case, the limit point is in N1, in the second
case it is in N2. Therefore,
P0 = P
1
0 ∪N .
Let us next show that a neighborhood of N1 is diffeomorphic to an open
subset of PX ×PY ×R≥0. For this, we choose Riemannian metrics on X
and Y . They induce metrics on the cotangent bundles. A neighborhood of
N1 in P0 consists of points of the form (x, y, [ξ : η
′], [ξ], [η]) with ξ, η 6= 0
and η′ = λη for some λ ≥ 0. Sending such a point to
(
x, [ξ], y, [η], ‖η
′‖
‖ξ‖
)
∈
PX ×PY ×R≥0 gives the diffeomorphism we looked for. The image of N1
under this diffeomorphism is PX ×PY ×{0}.
One can prove in a similar way that a neighborhood of N2 is diffeomorphic
to PX ×PY ×R≥0, with N2 being sent to PX ×PY ×{0}. 
Note that N = ∂Pˆ inherits an orientation from the orientation of Pˆ and
that τi is orientation preserving.
We define a map Φ by
Φ : Pˆ→ PX ×PY ,
(x, y, [ξ : η], [ξ′], [η′]) 7→ ((x, [ξ′]), (y, [η′])).
The restriction of Φ to Ni is the diffeomorphism τi.
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4. Transversal subsets in X × Y
Let Z be a smooth manifold. Let P ∈ P(Z). Let us have few remarks on
the structure of the normal cycle N(P ). First notice that in general N(P )
is not a smooth submanifold (even not with corners), but it is a Lipschitz
submanifold which can be ”stratified” in a nice way as explained below.
As in Section 2.5 we denote by Sr(P ) the subset of P of points of type r.
We have
P =
dimP⊔
r=0
Sr(P ).
Each Sr(P ) is a locally closed smooth submanifold of P of dimension r
(without corners or boundary). Let us represent it as a union of its connected
components
Sr(P ) = S
1
r (P )
⊔
· · ·
⊔
Slrr (P ).
Let us denote the closure
N jr (P ) := N(P ) ∩ π
−1
Z (S
j
r(P ))
where πZ : PZ → Z is the natural projection as usual. Clearly
N(P ) =
dimP⋃
r=0
lr⋃
j=1
N jr (P ).
Moreover any N jr (P ) ⊂ PZ is a compact submanifold with corners of di-
mension dimN jr (P ) = dimZ− 1(= dimN(P )). They have pairwise disjoint
relative interiors.
Let us consider all the strata of the canonical stratification of all N jr (P )’s.
Let {Sl}l denote the (finite) collection of all connected components of all
these strata. Thus N(P ) is a disjoint union
N(P ) =
⊔
l
Sl.
Moreover each N jr (P ) is a disjoint union of some subfamily of the Sl’s.
Notice that Sl are locally closed smooth submanifolds of PZ whose closures
Sl are compact submanifolds with corners. Every stratum of the canonical
stratification of Sl is equal to a union of some other Sj ’s.
We can define the smooth part N sm(P ) of N(P ) by setting
N sm(P ) :=
⊔
dimSl=dimN(P )
Sl.
N sm(P ) is open and dense in N(P ). The complement N(P )\N sm(P ) has
codimension ≥ 1 in N(P ).
In what follows we will apply these notions for a product manifold Z =
X × Y .
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Definition 4.1. A set P ∈ P(X × Y ) is called transversal if the smooth
submanifold M ⊂ PX×Y (defined in Section 3) intersects transversally all
the strata Sl of N(P ).
Let us denote by Nˆ(P ) the closure of the preimage in Pˆ of N(P )\M.
Since P is a transversal set, Nˆ(P ) can be described as follows:
Nˆ(P ) =
⊔
l
Sˆl
where Sˆl is the oriented blow up of Sl along M∩ Sl which is well defined
because Sl is a locally closed smooth submanifold of PX×Y intersecting M
transversally; also there is a natural imbedding Sˆl ⊂ Pˆ. It is easy to see
that Sˆl are locally closed submanifolds with boundary in Pˆ. Their closures
Sˆl are compact submanifolds with corners. Moreover the intersection of
any number of them is again a compact submanifold with corners, and
any connected component of any stratum of the canonical stratification of
such an intersection is equal to a connected component of a stratum of the
canonical stratification of some single Sˆj .
Nˆ(P ) ⊂ Pˆ is a Lipschitz submanifold with boundary. In order to describe
its boundary let us denote
Ni(P ) := Nˆ(P ) ∩ Ni, i = 1, 2,
these are oriented Lipschitz manifolds of dimension n +m − 2. Ni(P ) can
be stratified as
Ni(P ) =
⊔
l
(Sˆl ∩ Ni)
where Sˆl ∩ Ni are locally closed smooth submanifolds. Define the smooth
part of Ni(P ) by
N smi (P ) :=
⊔
dimSl=dimN(P )
(Sˆl ∩ Ni).
N smi (P ) is open and dense in Ni(P ). The complement Ni(P )\N
sm
i (P ) has
codimension ≥ 1 in Ni(P ).
It is easy to see that
∂Nˆ(P ) = N1(P ) +N2(P ) (13)
in particular in the sense of currents.
In the case where X and Y are affine spaces, we can define transversal
compact convex sets in an analogous way.
Definition 4.2. A transversal valuation is a functional µ which is defined
on transversal sets P ∈ P(X × Y ) and which has the following valuation
property: whenever P1, P2, P1 ∩P2, P1 ∪P2 ∈ P(X ×Y ) are transversal sets,
then
µ(P1 ∪ P2) + µ(P1 ∩ P2) = µ(P1) + µ(P2).
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The space of transversal valuations is denoted by Vtr(X × Y ).
Lemma 4.3. Let ω1 ∈ Ω
∗(PX) be a vertical form and ω2 ∈ Ω
∗(PY ) an
arbitrary form. Then, for transversal P ∈ P(X × Y ),∫
N1(P )
τ∗1 (q
∗
Xω1 ∧ q
∗
Y ω2) = 0.
In particular, this holds if ω1 = π
∗
Xφ1 for some φ1 ∈ Ω
n(X).
Proof. If v is a tangent vector to N sm1 (P ), then dL(v) ∈ T P is tangent
to N sm(P ) and thus horizontal. This implies that d(qX ◦ τ1)v ∈ T PX is
horizontal and the assertion follows. 
Lemma 4.4. Let P ∈ P(X × Y ) be transversal. Then
((id × πY ) ◦ τ1)∗N1(P ) = 0, (14)
((πX × id) ◦ τ2)∗N2(P ) = 0. (15)
Proof. Let us prove the first equation. The tangent plane to N sm1 (P ) ⊂ N1
at a point (x, y, [ξ : 0], [ξ], [η]) ∈ N1 is generated by lifts of tangent vectors
at (x, y, [ξ : 0]) of N sm(P ) ∩M1 and by vectors which are tangent to the
fiber L−1(x, y, [ξ : 0]). The latter are in the kernel of (id× πY ) ◦ τ1.
If m > 1, then it follows that ((id× πY ) ◦ τ1)∗N1(P ) = 0.
In the case m = 1, we consider the involution
sY : N1 → N1,
(x, y, [ξ : 0], [ξ], [η]) 7→ (x, y, [ξ : 0], [ξ], [−η]).
Then sY switches the orientation of the fiber of L and
(sY )∗N1(P ) = −N1(P ).
Applying ((id× πY ) ◦ τ1)∗ to this equation yields
((id× πY ) ◦ τ1)∗N1(P ) = −((id × πY ) ◦ τ1)∗N1(P )
and we are done. The proof of the second equation is similar. 
Let us assume that X,Y are vector spaces and that A ∈ Ksm(X) (the
space of compact convex subsets of X with smooth boundary and positive
curvature) and B ∈ Ksm(Y ). Let hA : X
∗ → R and hB : Y
∗ → R denote the
support functions. They are smooth outside the origin and 1-homogeneous.
In particular the maps ξ 7→ dξhA and η 7→ dηhB are homogeneous of degree
0, hence well-defined on PX .
We define HA,HB by
HA : PX → PX
(x, [ξ]) 7→ (x+ dξhA, [ξ]),
HB : PY → PY
(y, [η]) 7→ (y + dηhB , [η]).
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Let us introduce the following maps:
H : Pˆ→ P
(x, y, [ξ : η], [ξ′], [η′]) 7→ (x+ dξ′hA, y + dη′hB , [ξ : η])
H˜1 : [0, 1] ×N1 →M1
(t, x, y, [ξ : 0], [ξ], [η]) 7→ (x+ dξhA, y + tdηhB , [ξ : 0])
H˜2 : [0, 1] ×N2 →M2
(t, x, y, [0 : η], [ξ], [η]) 7→ (x+ tdξhA, y + dηhB , [0 : η]).
Then we have the following commutative diagram:
Pˆ
H
//
Φ

P
piX×Y

PX ×PY
piX◦HA×piY ◦HB
// X × Y
(16)
Proposition 4.5. Let K ⊂ X × Y be a transversal compact convex set.
Then for A ∈ Ksm(X) and B ∈ Ksm(Y ) we have
N(K +A×B) = H∗Nˆ(K)− (H˜1)∗([0, 1]×N1(K))− (H˜2)∗([0, 1]×N2(K)).
(17)
In particular,
N(K) = L∗Nˆ(K). (18)
Proof. Let T be the right hand side of (17). The composition of H˜i with
the inclusion Ni →֒ [0, 1] ×Ni, n 7→ (1, n) equals the restriction of H to Ni
(i = 1, 2).
LetHsi for i = 1, 2 and s = 0, 1 be the composition of H˜i with the inclusion
Ni →֒ [0, 1] × Ni, n 7→ (s, n). Then H
0
1 is the composition of the map
(id×πY ) ◦ τ1 with the map PX ×Y →M1, (x, [ξ], y) 7→ (x+ dξhA, y, [ξ : 0]).
Lemma 4.4 implies that (H01 )∗N1(K) = 0. Similarly, (H
0
2 )∗N2(K) = 0.
We have H1i = H|Ni . By the homotopy formula for currents, T is a cycle.
Next, we will see that T is Legendrian. Since T is integral, it suffices to
see that T annihilates vertical forms.
The current H∗Nˆ(K) is the image of the restriction of N(K) to P \M
under the contactomorphism
HA×B = H ◦
(
L|
Pˆ\N
)−1
: P \M → P \M
(x, y, [ξ : η]) 7→ (x+ dξhA, y + dηhB , [ξ : η]).
Since N(K) annihilates vertical forms, the same holds true for H∗Nˆ(K).
22 SEMYON ALESKER AND ANDREAS BERNIG
Let us consider the second term. We have a commuting diagram
[0, 1] ×N1
H˜1
//
qX◦τ1

M1

PX
HA
// PX
where the vertical map on the right is given by (x, y, [ξ : 0]) 7→ (x, [ξ]).
If v ∈ T(x,y,[ξ:0],[ξ],[η])N1 is a tangent vector to N
sm
1 (K), then (qX ◦ τ1)∗v
is a horizontal vector in T(x,[ξ]) PX (see the proof of Lemma 4.3). Noting
that a tangent vector to M1 is horizontal if and only if its image in PX is
horizontal and that HA : PX → PX is a contactomorphism, it follows that
(H˜1)∗v is horizontal.
Therefore the image under H˜1 of almost each tangent plane of N
sm
1 (K)
is contained in the horizontal distribution. This, together with the obvious
fact that (H˜1)∗
(
∂
∂t
)
is a horizontal vector, implies that (H˜1)∗([0, 1]×N1(K))
annihilates vertical forms. The last term is treated in a similar way.
In order to prove (17), it remains to show that T and N(K + A × B)
have the same support function. Let us recall some notation from [12]. Set
V := X×Y . We may identify P+(V ∗) with the space of oriented hyperplanes
in V . Let B be the oriented fiber bundle over P+(V
∗) whose fiber over a
point [ξ : η] is given by the oriented line V/ ker[ξ : η].
There is a natural map
u : P→ B
(x, y, [ξ : η]) 7→ (x, y)/ ker[ξ : η].
Let π2 : P→ P+(V
∗) be the natural projection. Note that π2◦HA×B = π2.
Let TA×B : B → B be the translation map
TA×B((x, y)/ ker[ξ : η]) = (x+ dξhA, y + dηhB)/ ker[ξ : η].
Then the following diagram commutes
P \M
HA×B
//
u

P \M
u

B
TA×B
// B
(19)
The support function of a compact convex set K ⊂ V can be considered
as a Lipschitz function hK : P+(V
∗) → I0(B), where I0(B) is the space of
0-dimensional integral currents on B, i.e. finite sums of delta distributions.
More precisely, [ξ : η] ∈ P+(V
∗) is mapped to the delta distribution sup-
ported at sup{u(x, y, [ξ : η])|(x, y) ∈ K} ∈ B. See [12] and [11] for details.
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The support function of a compactly supported integral Legendrian cycle
T on P = P+(T
∗V ) is the almost everywhere defined function
hT : P+(V
∗)→ I0(B)
[ξ : η] 7→ u∗〈T, π2, [ξ : η]〉.
Here, the brackets 〈, 〉 mean taking slice in the current-theoretic sense [21].
If T = N(K), then these constructions are compatible in the sense that
hT = hK .
Let, as before, T be the right hand side of (17). Let [ξ : η] ∈ P+(V
∗) be
a generic point. In particular, ξ 6= 0, η 6= 0. Then
hT ([ξ : η]) = u∗〈T, π2, [ξ : η]〉
= u∗〈(HA×B)∗N(K), π2, [ξ : η]〉
= u∗(HA×B)∗〈N(K), π2, [ξ : η]〉 (by [21], Thm. 4.3.2 (7))
= (TA×B)∗hK([ξ : η]) (by (19))
= hK+A×B([ξ : η]),
where the last equation follows from the fact that support functions are
additive with respect to Minkowski addition. We thus get that the support
functions of T and of N(K+A×B) agree almost everywhere, which suffices
to deduce that T = N(K +A×B).
Equation (18) follows from (17) by taking A = B = {0}, in which case
H = L. 
5. Exterior product
The exterior product of smooth valuations on affine spaces X,Y is con-
structed in [3]. If µ1 ∈ V
∞(X) is of the form µ1(K) = φ1(K + A) with
A ∈ Ksm(X) (i.e. A is a smooth convex body with strictly convex bound-
ary) and φ1 a smooth density on X; and if µ2 ∈ V
∞(Y ) is of the form
ν(K) = φ2(K +B) with B ∈ K
sm(Y ) and φ2 a smooth density on Y , then
µ⊠ ν(K) := φ1 × φ2(K +A×B), K ∈ K(X × Y ).
This definition was extended in [3], Lemma 4.1.1, to smooth valuations on
affine spaces.
In this section, we extend this exterior product to smooth valuations
on arbitrary smooth manifolds X,Y . The construction is local, so we will
assume for simplicity of notation that X and Y are oriented.
Proof of Theorem 1. Uniqueness is clear from Properties (1) and (2). Let
us prove existence.
Let µ1 be a smooth valuation on X which is represented by (ω1, φ1) ∈
Ωn−1(PX) × Ω
n(X). Let furthermore µ2 be a smooth valuation on Y , rep-
resented by (ω2, φ2) ∈ Ω
m−1(PY )× Ω
m(Y ).
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Let qX , qY : PX ×PY → PX ,PY be the projection maps. Set n :=
dimX,m := dimY . Recall from Section 2 thatQ is an operator on Ωn−1(PX)
(resp. Ωm−1(PY )) and that D = d ◦Q.
Let us define forms in Ωn+m−1(Pˆ) by
γ0 := Φ
∗(q∗XQω1 ∧ q
∗
Y (Dω2 + π
∗
Y φ2)), (20)
γ′0 := Φ
∗(q∗X(Dω1 + π
∗
Xφ1) ∧ q
∗
YQω2), (21)
κ := Φ∗(q∗Xπ
∗
Xφ1 ∧ q
∗
YQω2), (22)
κ′ := Φ∗(q∗XQω1 ∧ q
∗
Y π
∗
Y φ2). (23)
Next, we define forms γi, i = 1, 2 by
γi := τ
∗
i (q
∗
XQω1 ∧ q
∗
YQω2) ∈ Ω
n+m−2(Ni). (24)
For transversal P ∈ P(X × Y ) we define
µ1⊠µ2(P ) =
∫
Nˆ(P )
(γ0+(−1)
nκ)+(−1)n
∫
N1(P )
γ1+
∫
P
p∗Xφ1∧p
∗
Y φ2. (25)
We have to show that this definition is independent of the choices of
ωi, φi, i = 1, 2. Since vertical forms are in the kernel of Q and D = d ◦ Q,
we may suppose that Qωi = ωi and thus Dωi = dωi, i = 1, 2.
Let us first prove that the exterior product is symmetric, namely taking
into account the orientations, let us show that the following equation holds:∫
Nˆ(P )
(γ0+(−1)
nκ)+(−1)n
∫
N1(P )
γ1 =
∫
Nˆ(P )
((−1)nγ′0+κ
′)+(−1)n+1
∫
N2(P )
γ2.
(26)
Since P 7→ Nˆ(P ), P 7→ N1(P ), P 7→ N2(P ) are valuations, it suffices to
show this equation for all P which are contained in some product U × V
with U ⊂ X and V ⊂ Y contractible. Choose ρ1 ∈ Ω
n−1(U) with dρ1 = φ1
on U and ρ2 ∈ Ω
m−1(V ) with dρ2 = φ2 on V . Set
γ˜0 := Φ
∗(q∗X(ω1+π
∗
Xρ1)∧q
∗
Y (ω2+π
∗
Y ρ2)) ∈ Ω
n+m−2(Pˆ∩Φ−1(π−1X U×π
−1
Y V )).
Then
dγ˜0 = γ
′
0+(−1)
n−1γ0+Φ
∗(q∗X(dω1+φ1)∧q
∗
Y ρ2)+(−1)
n+1Φ∗(q∗Xρ1∧q
∗
Y (dω2+φ2)).
Integrating this equality over Nˆ(P ) and using (13) and Lemma 4.4, one
easily proves (26).
Next, we prove that the above product is well-defined, i.e. independent
of the choices of (ω1, φ1) and (ω2, φ2). Suppose that (ω2, φ2) represents the
zero valuation. By Theorem 1 of [16], we obtain
dω2 + π
∗
Y φ2 = 0 (27)
and
(πY )∗ω2 = 0. (28)
Trivially, it follows that γ0 = 0.
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Working locally as above, me may assume that φ2 = dρ2 for some ρ2 ∈
Ωm−1(V ). Then d(ω2 + π
∗
Y ρ2) = 0 on π
−1
Y (V ) and, using (28), there exists
τ ∈ Ωm−2(PY ∩π
−1
Y V ) with ω2 + π
∗
Y ρ2 = dτ on π
−1
Y (V ).
For transversal P ∈ P(U × V ),
∫
N1(P )
γ1 =
∫
N1(P )
τ∗1 (q
∗
Xω1 ∧ q
∗
Y dτ) (by Lemma 4.4)
= (−1)n
∫
N1(P )
τ∗1 (q
∗
Xdω1 ∧ q
∗
Y τ) (since ∂N1(P ) = 0)
= 0 (by Lemma 4.3).
Next, we compute that
(−1)n
∫
Nˆ(P )
κ+
∫
P
p∗Xφ1 ∧ p
∗
Y φ2 = (−1)
n
∫
Nˆ(P )
κ+ (−1)n
∫
∂P
p∗Xφ1 ∧ p
∗
Y ρ2
= (−1)n
∫
Nˆ(P )
κ+ (−1)n
∫
Nˆ(P )
Φ∗(π∗Xφ1 ∧ π
∗
Y ρ2)
= (−1)n
∫
Nˆ(P )
Φ∗(π∗Xφ1 ∧ π
∗
Y dτ)
=
∫
N1(P )
τ∗1 (q
∗
Xπ
∗
Xφ1 ∧ q
∗
Y τ)
+
∫
N2(P )
τ∗2 (q
∗
Xπ
∗
Xφ1 ∧ q
∗
Y τ)
= 0 (by Lemma 4.3 and (15)).
We deduce that the right hand side of (25) is independent of the choice
of (ω2, φ2). Taking into account (26), similar arguments show that it is also
independent of the choice of (ω1, φ1).
Property (1) follows from the construction. Let us check Property (2).
Suppose that X and Y are affine spaces, µ1 is given by µ1(K) = φ1(K +A)
with A ∈ Ksm(X) and φ1 a smooth density on X; µ2(K) = φ2(K +B) with
B ∈ Ksm(Y ) and φ2 a smooth density on Y .
We fix ρ1 ∈ Ω
n−1(X) with dρ1 = φ1. Similarly, let ρ2 ∈ Ω
m−1(Y ) with
dρ2 = φ2.
The normal cycle of K +A is given by
N(K +A) = HA(N(K)). (29)
26 SEMYON ALESKER AND ANDREAS BERNIG
Using this equation, and the relation (πX)∗N(K) = ∂K for all compact
convex K ⊂ X, we obtain
µ1(K) = φ1(K +A)
=
∫
K+A
φ1
=
∫
∂(K+A)
ρ1
=
∫
N(K+A)
π∗Xρ1
=
∫
N(K)
H∗Aπ
∗
Xρ1.
It follows that the form ω˜1 := H
∗
Aπ
∗
Xρ1 ∈ Ω
n−1(PX) represents µ1. Sim-
ilarly, ω˜2 := H
∗
Bπ
∗
Y ρ2 ∈ Ω
m−1(PY ) represents µ2. Note that, with HA and
HB being contactomorphisms, dω˜i is vertical.
Define a homotopy
H˜A : [0, 1] × PX → X
(t, x, [ξ]) 7→ x+ tdξhA
between πX ◦HA and πX .
Then
[[K +A]] = [[K]] + (H˜A)∗([0, 1] ×N(K)). (30)
Let rX : [0, 1] × PX → PX , rY : [0, 1] × PY → PY and rˆi : [0, 1] × Ni →
Ni, i = 1, 2 denote projections.
Lemma 2.18 (with A = M1 := {0}, N1 := [0, 1],M2 = N2 := PX , ρ2 = id)
implies that
[0, 1] ×N(K) = (−1)nr∗XN(K),
hence (30) implies that
µ1(K) =
∫
K+A
φ1 = (−1)
n
∫
N(K)
(rX)∗H˜
∗
Aφ1 +
∫
K
φ1.
Setting ω1 := (−1)
n(rX)∗H˜
∗
Aφ1, the pair (ω1, φ1) ∈ Ω
n−1(PX) × Ω
n(X)
represents the valuation µ1. Then
dω1 = dω˜1 − π
∗
Xφ1;
which is vertical.
Similarly, with ω2 := (−1)
m(rY )∗H˜
∗
Bφ2, the pair (ω2, φ2) ∈ Ω
m−1(PY ) ×
Ωm(Y ) represents µ2 and
dω2 = dω˜2 − π
∗
Y φ2 (31)
is vertical.
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By definition of the exterior product in the affine case (which is also
denoted by ⊠), we obtain for transversal K
µ1 ⊠ µ2(K) = φ1 × φ2(K +A×B)
=
∫
K+A×B
p∗Xφ1 ∧ p
∗
Y φ2
=
∫
∂(K+A×B)
p∗Xρ1 ∧ p
∗
Y φ2
=
∫
N(K+A×B)
π∗X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2)
Using (17) we thus get
µ1 ⊠ µ2(K) =
∫
Nˆ(K)
H∗π∗X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2)
−
∫
[0,1]×N1(K)
H˜∗1π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2)
−
∫
[0,1]×N2(K)
H˜∗2π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2). (32)
Lemma 2.18 (with A = M1 = {0}, N1 = [0, 1], N2 = M2 = Ni, ρ2 =
id, k2 = n+m− 2) implies that
[0, 1] ×Ni(K) = (−1)
n+mrˆ∗iNi(K), i = 1, 2. (33)
Next, using (16) we see that
H∗π∗X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2) = Φ
∗(q∗XH
∗
Aπ
∗
Xρ1 ∧ q
∗
YH
∗
Bπ
∗
Y φ2)
= Φ∗(q∗X ω˜1 ∧ q
∗
Y dω˜2). (34)
We apply (12) and Lemma 2.18 (with A = {0}) to the morphism of double
fibrations
N1
τ1

[0, 1] ×N1
rˆ1
oo

H˜1
//M1
piX×Y

PX ×PY PX ×([0, 1] × PY )
id×rY
oo
(piX◦HA)×H˜B
// X × Y
where the vertical map in the middle is given by the composition of id× τ1
and the natural map [0, 1] × PX ×PY → PX ×[0, 1] × PY . The left hand
square is a cartesian square, but the given orientation of N1 is opposite to
the induced one. We obtain that
(rˆ1)∗H˜
∗
1π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2) = −τ
∗
1 (q
∗
X(πX ◦HA)
∗ρ1 ∧ q
∗
Y (rY )∗H˜
∗
Bφ2)
= (−1)m+1τ∗1 (q
∗
X ω˜1 ∧ q
∗
Y ω2). (35)
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Similarly, the diagram
N2
τ2

[0, 1] ×N2
rˆ2
oo
H˜2
//
id×pi2

M2
piX×Y

PX ×PY ([0, 1] × PX)× PY
rX×id
oo
H˜A×(piY ◦HB)
// X × Y
,
commutes. The left hand square is a cartesian square of oriented manifolds
and therefore
(rˆ2)∗H˜
∗
2π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2) = (−1)
m+1τ∗2 (q
∗
X(rX)∗H˜
∗
Aρ1 ∧ q
∗
Y dω˜2).
Since ∂Nˆ(K) = N1(K) +N2(K), we compute that
∫
N2(K)
(rˆ2)∗H˜
∗
2π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2) = (−1)
m+1
∫
Nˆ(K)
Φ∗(q∗Xd(rX)∗H˜
∗
Aρ1 ∧ q
∗
Y dω˜2)
+ (−1)m
∫
N1(K)
τ∗1 (q
∗
X(rX)∗H˜
∗
Aρ1 ∧ q
∗
Y dω˜2).
(36)
Next, it is easily computed that
d((rX )∗H˜
∗
Aρ1) = (rX)∗H˜
∗
Aφ1 + (−1)
n+1(πX ◦HA)
∗ρ1 + (−1)
nπ∗Xρ1
= (−1)nω1 + (−1)
n+1ω˜1 + (−1)
nπ∗Xρ1. (37)
From the fact that N1(K) is closed and from (31) and (37), we deduce
that
∫
N1(K)
τ∗1 (q
∗
X(rX)∗H˜
∗
Aρ1∧q
∗
Y dω˜2) =
∫
N1(K)
τ∗1 (q
∗
X(ω˜1−ω1−π
∗
Xρ1)∧q
∗
Y (ω2+π
∗
Y ρ2)).
(38)
By (13) and Lemma 4.4
∫
N1(K)
τ∗1 (q
∗
Xπ
∗
Xρ1 ∧ q
∗
Y ω2) =
∫
∂Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y ω2)
=
∫
Nˆ(K)
Φ∗(q∗Xπ
∗
Xφ1 ∧ q
∗
Y ω2)
+ (−1)n−1
∫
Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y dω2). (39)
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We obtain
µ1 ⊠ µ2(K) =
∫
Nˆ(K)
Φ∗ (q∗X ω˜1 ∧ q
∗
Y dω˜2)
+ (−1)n+m+1
∫
N1(K)
(rX)∗H˜
∗
1π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2)
+ (−1)n+m+1
∫
N2(K)
(rY )∗H˜
∗
2π
∗
X×Y (p
∗
Xρ1 ∧ p
∗
Y φ2)
(by (32), (34),(33))
=
∫
Nˆ(K)
Φ∗ (q∗X ω˜1 ∧ q
∗
Y dω˜2)
+ (−1)n
∫
N1(K)
τ∗1 (q
∗
X ω˜1 ∧ q
∗
Y ω2)
+ (−1)n
∫
Nˆ(K)
Φ∗(q∗Xd(rX )∗H˜
∗
Aρ1 ∧ q
∗
Y dω˜2)
+ (−1)n+1
∫
N1(K)
τ∗1 (q
∗
X(rX)∗H˜
∗
Aρ1 ∧ q
∗
Y dω˜2)
(by (35), (36)).
Replacing (31) and (37) into this equation gives us
µ1 ⊠ µ2(K) =
∫
Nˆ(K)
Φ∗(q∗X ω˜1 ∧ q
∗
Y (dω2 + π
∗
Y φ2))
−
∫
Nˆ(K)
Φ∗(q∗X(−ω1 + ω˜1 − π
∗
Xρ1) ∧ q
∗
Y (dω2 + π
∗
Y φ2))
+ (−1)n
∫
N1(K)
τ∗1 (q
∗
X ω˜1 ∧ q
∗
Y ω2)
+ (−1)n+1
∫
N1(K)
τ∗1 (q
∗
X(ω˜1 − ω1 − π
∗
Xρ1) ∧ q
∗
Y (ω2 + π
∗
Y ρ2))
The sum of the first two terms is∫
Nˆ(K)
Φ∗(q∗X(ω1 + π
∗
Xρ1) ∧ q
∗
Y (dω2 + π
∗
Y φ2))
=
∫
Nˆ(K)
γ0+
∫
Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y dω2)+
∫
Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y π
∗
Y φ2),
while the sum of the last two terms is, by Lemma 4.4,
(−1)n
∫
N1(K)
τ∗1 (q
∗
X(ω1 + π
∗
Xρ1) ∧ q
∗
Y ω2)
= (−1)n
∫
N1(K)
γ1 + (−1)
n
∫
N1(K)
τ∗1 (q
∗
Xπ
∗
Xρ1 ∧ q
∗
Y ω2)
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From (2) and (18) we infer that
(πX×Y ◦ L)∗Nˆ(K) = (πX×Y )∗N(K) = ∂K,
and therefore
∫
Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y π
∗
Y φ2) =
∫
Nˆ(K)
(πX×Y ◦ L)
∗(p∗Xρ1 ∧ p
∗
Y φ2)
=
∫
∂K
p∗Xρ1 ∧ p
∗
Y φ2
=
∫
K
p∗Xφ1 ∧ p
∗
Y φ2.
Next, by Lemma 4.4 and Stokes’s theorem, we have∫
N1(K)
τ∗1 (q
∗
Xπ
∗
Xρ1 ∧ q
∗
Y ω2) =
∫
∂Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y ω2)
=
∫
Nˆ(K)
dΦ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y ω2)
=
∫
Nˆ(K)
κ+ (−1)n−1
∫
Nˆ(K)
Φ∗(q∗Xπ
∗
Xρ1 ∧ q
∗
Y dω2)
This gives us
µ1 ⊠ µ2(K) =
∫
Nˆ(K)
(γ0 + (−1)
nκ) + (−1)n
∫
N1(K)
γ1 +
∫
K
p∗Xφ1 ∧ p
∗
Y φ2,
which finishes the proof of Theorem 1. 
6. Product
The product of two smooth valuations is defined to be the restriction of
the exterior product to the diagonal in X × X. In this section, we give a
description of the product in terms of differential forms.
The following commutative diagram may help to understand the definition
of the various maps which will be introduced in this section.
N i
p¯◦ι¯i

ι¯i
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
N 0
ι¯0

(L¯◦ι¯0)|N¯0
// N0

Ni
vv❧❧
❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
❧❧
PX
pi

P¯
q1◦Φ¯

L¯
//
Φ¯
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
p¯
oo Pˆ
L
//
Φ

P∩π−1X×X∆
p1◦piX×X

X PX
pi
oo
ρ
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
PX ×X PX
pi◦q2
//
q1
oo X
Let X be a smooth oriented n-dimensional manifold.
Let us fix the following notation: let q1, q2 : PX ×X PX → PX , π : PX →
X and πX×X : P→ X ×X be the natural projections. By ∆ we will denote
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the diagonal embedding from X to X ×X and also the diagonal in X ×X.
The projections from X ×X to its factors are denoted by p1, p2.
Let us consider the fiber bundle overX consisting of tuples (x, [ξ : η], [ξ′], [η′], [ζ])
with x ∈ X, [ξ : η] ∈ P+(T
∗
(x,x)X ×X), [ξ
′] ∈ P+(T
∗
xX), [η
′] ∈ P+(T
∗
xX) and
[ζ] ∈ P+(T
∗
xX).
Let P¯ be the closure of the set of all such tuples with ξ 6= 0, η 6= 0, ξ+η 6= 0
and [ξ′] = [ξ], [η′] = [η], [ξ+η] = [ζ]. Then P¯ is a compact 3n−1-dimensional
manifold with boundary. More precisely, the boundary consists of three
disjoint submanifolds:
∂P¯ = N¯0 ∪ N¯1 ∪ N¯2 =: N¯ .
Here N¯0 is the set of all tuples of the form (x, [ξ : −ξ], [ξ], [−ξ], [ζ]); N¯1 is
the set of all tuples of the form (x, [ξ : 0], [ξ], [η′], [ξ]) and N¯2 is the set of all
tuples of the form (x, [0 : η], [ξ′], [η], [η]).
We set ι¯i : N¯i →֒ P¯, i = 0, 1, 2 for the embeddings.
Recall the definition of Pˆ from Section 3. Here we modify the definition
by letting Pˆ the closure (inside Pˆ0) of the set
{(x, x, [ξ : η], [ξ], [η])|(x, x, [ξ : η]) ∈ P \(M1 ∪M2)} .
In other words, we only take the part of the previously defined Pˆ where x = y.
Then Pˆ is a 3n− 1-dimensional manifold with boundary. Instead of writing
(x, x, [ξ : η], [ξ′], [η′]), we will use the simpler notation (x, [ξ : η], [ξ′], [η′]).
Let
L¯ : P¯→ Pˆ,
(x, [ξ : η], [ξ′], [η′], [ζ]) 7→ (x, [ξ : η], [ξ′], [η′])
be the natural projection and set Φ¯ := Φ ◦ L¯ : P¯→ PX ×X PX .
Note that N¯i = (L¯ ◦ ι¯i)
−1(Ni) where N1,N2 are defined as before and N0
is the set of tuples of the form (x, [ξ : −ξ], [ξ], [−ξ]).
Define
p¯ : P¯→ PX ,
(x, [ξ : η], [ξ′], [η′], [ζ]) 7→ (x, [ζ]).
Note that p¯ ◦ ι¯i : N¯i → PX is a fiber bundle whose fiber is diffeomorphic to
Sn−1.
There is a commuting diagram of fiber bundles
P¯
pi◦p¯

L◦L¯
// P∩π−1X×X(∆)
p1◦piX×X

X
id
// X
(40)
We orient P¯ in such a way that the restriction of L ◦ L¯ to each fiber of
π ◦ p¯ is an orientation preserving diffeomorphism to its image (which is a
dense open subset of the corresponding fiber of p1 ◦ πX×X).
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Consider the double fibration
P¯
p¯
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ Φ¯
$$■
■■
■■
■■
■■
■
PX PX ×X PX
and the corresponding Gelfand transform
GT : Ω∗(PX ×X PX)→ Ω
∗−n(PX)
ω 7→ p¯∗Φ¯
∗ω.
Lemma 6.1. Let ω ∈ Ωk(P¯). Then
dp¯∗ω = p¯∗dω + (−1)
n−k−1
2∑
i=0
(p¯ ◦ ι¯i)∗ι¯
∗
iω. (41)
Proof. Recall that the push-forward (or fiber integration) p¯∗ : Ω
∗(P¯) →
Ω∗−n(PX) is defined by the relation∫
PX
β ∧ p¯∗ω =
∫
P¯
p¯∗β ∧ ω, ∀β ∈ Ω∗(PX).
From this, we obtain for β ∈ Ω3n−k−2(PX)∫
P¯
d(p¯∗β ∧ ω) =
∫
P¯
p¯∗dβ ∧ ω + (−1)n−k
∫
P¯
p¯∗β ∧ dω
=
∫
PX
dβ ∧ p¯∗ω + (−1)
n−k
∫
PX
β ∧ p¯∗dω
= (−1)n−k−1
∫
PX
β ∧ dp¯∗ω + (−1)
n−k
∫
PX
β ∧ p¯∗dω.
On the other hand, by Stokes’s theorem,∫
P¯
d(p¯∗β ∧ ω) =
2∑
i=0
∫
N¯i
ι¯∗i (p¯
∗β ∧ ω) =
2∑
i=0
∫
PX
β ∧ (p¯ ◦ ι¯i)∗ι¯
∗
iω.

Lemma 6.2. If ωi ∈ Ω
∗(PX), i = 1, 2 are vertical forms, then GT(q
∗
1ω1 ∧
q∗2ω2) is vertical.
Proof. First note that
π ◦ q1 ◦ Φ¯ = π ◦ q2 ◦ Φ¯ = π ◦ p¯. (42)
Fix a point (x, [ξ : η], [ξ], [η], [ζ]) ∈ P¯ \ N¯ and representatives ξ, η, ζ of the
corresponding equivalence classes. Then ξ + η = cζ for some c > 0. Set
α1 := π
∗ξ, α2 := π
∗η, α := π∗ζ. Since ω1 is vertical, it is (at the point
(x, [ξ])) divisible by α1. Similarly, ω2 is divisible by α2. Applying (42), we
obtain
Φ¯∗(q∗1α1 ∧ q
∗
2α2) = p¯
∗α1 ∧ cp¯
∗α.
THE PRODUCT ON SMOOTH AND GENERALIZED VALUATIONS 33
The same argument applies to each point of the fiber p¯ and shows that
Φ¯∗(q∗1ω1 ∧ q
∗
2ω2) is divisible by p¯
∗α. The push-forward of such a form under
p¯ is a multiple of α by the projection formula (10). 
Let us introduce a map r¯0 := q1 ◦ Φ¯ ◦ ι¯0 and the diffeomorphisms
ρ : PX → N0,
(x, [ξ]) 7→ (x, [ξ : −ξ], [ξ], [−ξ]);
s : PX → PX ,
(x, [ξ]) 7→ (x, [−ξ]).
Then we have a commutative diagram
N¯0
L¯◦ι¯0
//
r¯0

N0
Φ|N0

PX
(id,s)
//
ρ
88qqqqqqqqqqqq
PX ×PX
(43)
Lemma 6.3. Let P ∈ P(X). Then ∆(P ) ∈ P(X ×X) is transversal in the
sense of Definition 4.1. If moreover P is diffeomorphic to a simplex then
Nˆ(∆P ) = L¯∗p¯
∗N(P ) + ρ∗π
∗P (44)
Ni(∆P ) = (−1)
n(L¯ ◦ ι¯i)∗(p¯ ◦ ι¯i)
∗N(P ), i = 1, 2. (45)
Proof. First let us show the claim about transversality. Since the claim is
local we may and will assume that X is the germ of Rn at the point 0 and
P = Rk−l≥0 × R
l × 0n−k.
Then we have to show that M intersects transversally any stratum of
Sl(∆(P )). Let T be an arbitrary such stratum. Up to a linear change
of coordinates in Rn, T has the following form. There exists m ≤ k− l such
that T consists of the elements of the form (x, x, ζ) where x = (0k−l, y, 0n−k)
with y ∈ Rl is arbitrary, and ζ ∈ Rn × Rn belongs to the submanifold T ′
of the unit sphere of Rn × Rn = R2n (here we identify Rn∗ with Rn via the
standard pairing) defined by the following two conditions:
(a) |ζ| = 1;
(b) ζ = (κ, κ)+(ω,−ω) where ω ∈ Rn is arbitrary, κ = (κm, 0k−l−m, 0l, λ)
with κm ∈ R
m
<0, λ ∈ R
n−k.
By the symmetry it suffices to show that M1 intersects T transversally.
Since M1 is invariant under the translations by X ×X, it suffices to show
that the manifold T ′ intersects transversally in S2n−1 with another subman-
ifold
M ′ := {(ξ, 0n)| ξ ∈ R
n, |ξ| = 1}.
Let us denote by T ′′ and M ′′ the cones over T ′ and M ′ respectively in
R
n × Rn. It suffices (in fact equivalent) to show that T ′′ and M ′′ intersect
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transversally everywhere, except possibly 0. We have
M ′′ = {(ξ, 0n)|ξ ∈ R
n}.
On the other hand T ′′ consists of vectors satisfying the condition (b) above.
Clearly M ′′ is a linear subspace of R2n, and T ′′ is an open convex cone in
the linear subspace T˜ consisting, by definition, of the vectors
ζ = (κ, κ) + (ω,−ω)
where ω ∈ Rn is arbitrary, κ = (κm, 0k−l−m, 0l, λ) with κm ∈ R
m, λ ∈ Rn−k.
It suffices to show that the linear subspacesM ′′ and T˜ intersect transversally,
i.e. M ′′ + T˜ = R2n. But this is obvious.
Let us prove now the second part of the lemma. Set
T := L¯∗p¯
∗N(P )
Q := ρ∗π
∗P
Ti := (L¯ ◦ ι¯i)∗(p¯ ◦ ι¯i)
∗N(P ), i = 0, 1, 2.
Clearly sptTi ⊂ Ni for i = 0, 1, 2.
Since N(P ) is closed and using Lemma 6.1 we compute that
∂T = (−1)n(T0 + T1 + T2). (46)
Tangent vectors to the fibers of p¯◦ι¯i, i = 1, 2 are in the kernel of d(L◦L¯◦ι¯i),
and hence L∗T1 = 0, L∗T2 = 0. Since ∂P = π∗N(P ), applying (12) to the
morphism of double fibrations
PX
pi

N¯0
r¯0

p¯◦ι¯0
oo
L¯◦ι¯0
// N0
id

X PX
ρ
//pioo N0
yields T0 = (−1)
n+1∂Q. It follows that
∂L∗(T +Q) = 0.
The integral current L∗(T + Q) is given by integration over a submanifold
of P. This submanifold is contained in the support of N(∆P ). Lemma 2.2
implies that L∗(T +Q) = mN(∆P ) for some m ∈ Z.
In order to fix m, we let P shrink to a point x ∈ X. Then Q weakly
converges to 0; T weakly converges to L¯∗p¯
∗N({x}) and N(∆P ) weakly con-
verges to N({(x, x)}). Applying Lemma 2.20 to (40) yields
L∗L¯∗p¯
∗N({x}) = (L ◦ L¯)∗p¯
∗π∗δx
= (p1 ◦ πX×X)
∗δx
= N({(x, x)}).
We deduce that m = 1 and thus Nˆ(∆P ) = T + Q. Now (46) implies that
Ni(∆P ) = (−1)
nTi, i = 1, 2. 
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Proposition 6.4. Given (ωi, φi) ∈ Ω
n−1(PX)×Ω
n(X), i = 1, 2, define forms
ω, φ ∈ Ωn−1(PX)× Ω
n(X) by
ω = GT(q∗1ω1 ∧ q
∗
2Dω2) + ω1 ∧ π
∗π∗ω2 ∈ Ω
n−1(PX),
φ = π∗(ω1 ∧ s
∗(Dω2 + π
∗φ2)) + φ1 ∧ π∗ω2 ∈ Ω
n(X). (47)
Then
Dω + π∗φ = GT(q∗1(Dω1 + π
∗φ1) ∧ q
∗
2(Dω2 + π
∗φ2))
+ π∗π∗ω1 ∧ (Dω2 + π
∗φ2) + π
∗π∗ω2 ∧ (Dω1 + π
∗φ1) (48)
π∗ω = π∗ω1 ∧ π∗ω2. (49)
Proof. By Lemma 6.2 and the fact that vertical forms are in the kernel of
D, we may assume that dωi = Dωi, i = 1, 2.
We apply (12) to the morphism of double fibrations
PX
pi

N¯0
r¯0

p¯◦ι¯0
oo
Φ¯◦ι¯0
// PX ×X PX
id

X PX
pi
oo
(id,s)
// PX ×X PX
.
It follows that
(p¯ ◦ ι¯0)∗ι¯
∗
0Φ¯
∗(q∗1ω1 ∧ q
∗
2Dω2) = (−1)
n+1π∗π∗(ω1 ∧ s
∗Dω2).
We have a morphism of double fibrations
PX
id

N¯1
p¯◦ι¯1

Φ¯◦ι¯1
//
p¯◦ι¯1
oo PX ×X PX
id×pi

PX PX
id
oo
(id,pi)
// PX ×XX
(50)
From Lemma 2.18 and (11) we deduce that
(p¯ ◦ ι¯1)∗ι¯
∗
1Φ¯
∗(q∗1ω1 ∧ q
∗
2Dω2) = (id, π)
∗(id× π)∗q
∗
1ω1 ∧ q
∗
2Dω2
= ω1 ∧ π
∗π∗Dω2.
Similarly,
PX
id

N¯2
p¯◦ι¯2

Φ¯◦ι¯2
//
p¯◦ι¯2
oo PX ×X PX
pi×id

PX PX
id
oo
(pi,id)
// X ×X PX
,
commutes and we get
(p¯ ◦ ι¯2)∗ι¯
∗
2Φ¯
∗(q∗1ω1 ∧ q
∗
2Dω2) = (−1)
n(π, id)∗(π × id)∗q
∗
1ω1 ∧ q
∗
2Dω2
= (−1)nπ∗π∗ω1 ∧Dω2.
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From Lemma 6.1 we get
dω = GT(q∗1Dω1 ∧ q
∗
2Dω2)− π
∗π∗(ω1 ∧ s
∗Dω2)
+ π∗π∗ω1 ∧Dω2 +Dω1 ∧ π
∗π∗ω2,
which is vertical by Lemma 6.2.
Note that (42) implies that
GT(q∗1π
∗φ1 ∧ q
∗
2Dω2) = GT(q
∗
1Dω1 ∧ q
∗
2π
∗φ2) = GT(q
∗
1π
∗φ1 ∧ q
∗
2π
∗φ2) = 0.
(51)
Indeed, tangent vectors to the n-dimensional fibers of p¯ are in the kernel of
d(π ◦ q1 ◦ Φ¯); and are mapped to horizontal vectors under d(q2 ◦ Φ¯).
Hence
Dω + π∗φ = GT(q∗1Dω1 ∧ q
∗
2Dω2) + π
∗π∗ω1 ∧ (Dω2 + π
∗φ2) + (Dω1 + π
∗φ1) ∧ π
∗π∗ω2
= GT(q∗1(Dω1 + π
∗φ1) ∧ q
∗
2(Dω2 + π
∗φ2))
+ π∗π∗ω1 ∧ (Dω2 + π
∗φ2) + π
∗π∗ω2 ∧ (Dω1 + π
∗φ1).
The degree of GT(q∗1ω1 ∧ q
∗
2Dω2) equals the dimension of the fiber of the
map π ◦ p¯. Since all vectors which are tangent to the fiber are mapped to
horizontal vectors under q2 ◦ Φ¯ and since Dω2 is vertical, it follows that
π∗GT(q
∗
1ω1 ∧ q
∗
2Dω2) = 0. Hence (49) follows from the second part of (47)
and the projection formula (10). 
Proof of Theorem 2. Let X be an n-dimensional (oriented) manifold; let
µi ∈ V
∞(X) be represented by (ωi, φi) ∈ Ω
n−1(PX) × Ω
n(X). We have to
show that the product µ1 · µ2 is represented by the forms ω, φ in (47).
Let P ∈ P(X). Triangulating it, we may assume that P is diffeomorphic
to a simplex. We use the forms γ0, κ, γ1 which were defined in (20)-(24). By
definition of the product and Theorem 1 (and using [[∆P ]] = 0), we obtain
µ1 ·µ2(P ) = µ1⊠µ2(∆P ) =
∫
Nˆ(∆P )
(γ0+(−1)
nκ)+ (−1)n
∫
N1(∆P )
γ1. (52)
From (51) and the definition of GT we obtain
∫
L¯∗p¯∗N(P )
γ0 =
∫
N(P )
GT (q∗1ω1 ∧ q
∗
2(Dω2 + π
∗φ2))
=
∫
N(P )
GT (q∗1ω1 ∧ q
∗
2Dω2); (53)∫
L¯∗p¯∗N(P )
κ =
∫
N(P )
GT (q∗1π
∗φ1 ∧ q
∗
2ω2) = 0. (54)
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By (43) we get∫
ρ∗pi∗P
(γ0 + (−1)
nκ) =
∫
pi−1P
(ω1 ∧ s
∗(Dω2 + π
∗φ2) + (−1)
nπ∗φ1 ∧ s
∗ω2)
=
∫
P
φ. (55)
From (11), (50), and Lemmas 2.18 and 6.3 we deduce that∫
N1(∆P )
γ1 = (−1)
n(L¯ ◦ ι¯1)∗(p¯ ◦ ι1)
∗N(P )(τ∗1 (q
∗
1ω1 ∧ q
∗
2ω2))
= (−1)n
∫
N(P )
(id, π)∗(id× π)∗(q
∗
1ω1 ∧ q
∗
2ω2)
= (−1)n
∫
N(P )
ω1 ∧ π
∗π∗ω2. (56)
From (52), (53), (54), (55), (56) and Lemma 6.3 we get
µ1 · µ2(P ) =
∫
N(P )
GT(q∗1ω1 ∧ q
∗
2Dω2) +
∫
N(P )
ω1 ∧ π
∗π∗ω2 +
∫
P
φ,
=
∫
N(P )
ω +
∫
P
φ.
which finishes the proof of Theorem 2. 
7. Functional calculus on valuations
We will use Theorem 2 in order to introduce a system of seminorms on
V∞(X) which behaves well under the product and defines the usual Fre´chet
topology on V∞(X) introduced in [5], Section 3.2. This will enable us to
show Theorem 3.
Proof of Theorem 3. Let µ be a smooth valuation on an n-dimensional man-
ifold X. Let f(z) =
∑∞
k=0 akz
k, ak ∈ C be an entire function. We have to
show that
f(µ) :=
∞∑
k=0
akµ
k (57)
converges in V∞(X). Given a compact subset K ⊂ X, a Riemannian metric
g on X and m ∈ N, we let ‖ · ‖K,g,m denote the usual C
m-seminorm on
smooth forms on X (with respect to K and g) and let ‖ · ‖pi−1(K),g˜,m be
the Cm-seminorm on forms on PX (with respect to π
−1(K) and the Sasaki
metric g˜ on PX).
We define a semi-norm on V∞(X) by setting
‖µ‖K,g,m := inf
{
‖ω‖pi−1(K),g˜,m + ‖φ‖K,g,m
}
,
where the infimum is over all pairs (ω, φ) ∈ Ωn−1(PX)× Ω
n(X) which rep-
resent µ.
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This topology is precisely the quotient space topology of Ωn−1(PX) ×
Ωn(X). The system of seminorms ‖ · ‖K,g,m defines the Fre´chet topology on
V∞(X). Given (ωi, φi) ∈ Ω
n−1(PX) × Ω
n(X) (i = 1, 2), define ω and φ by
(47) and set µ := µ1 · µ2. Since the Rumin operator D is a second order
differential operator, we obtain
‖ω‖pi−1(K),g˜,m ≤ CK,g,m‖ω1‖pi−1(K),g˜,m · ‖ω2‖pi−1(K),g˜,m+2
with a constant CK,g,m depending on K, g,m. Similarly,
‖φ‖K,g,m ≤ C
′
K,g,m‖ω1‖pi−1(K),g˜,m
(
‖ω2‖pi−1(K),g˜,m+2 + ‖φ2‖K,g,m
)
+ ‖φ1‖K,g,m · ‖ω2‖pi−1(K),g˜,m.
These inequalities imply
‖µ1 · µ2‖K,g,m ≤ C
′′
K,g,m‖µ1‖K,g,m · ‖µ2‖K,g,m+2.
In particular, for every smooth valuation µ ∈ V∞(X)
‖µ2‖K,g,m ≤ C
′′
K,g,m‖µ‖K,g,m · ‖µ‖K,g,m+2.
By iteration
‖µk‖K,g,m ≤ (C
′′
K,g,m)
k−1‖µ‖K,g,m‖µ‖
k−1
K,g,m+2. (58)
We multiply (58) by |ak| and sum over all k to obtain that (57) converges in
the ‖ ·‖K,g,m-norm. Since this holds for all K, g,m, the theorem follows. 
8. Product of generalized valuations
A generalized valuation on a manifold X is an element of the dual space
V−∞(X) := (V∞c (X))
∗.
Recall that compactly supported valuations can be represented by classes
of pairs (ω, φ) ∈ Ωn−1c (PX)× Ω
n
c (X) modulo the equivalence relation
(ω1, φ1) ≃ (ω2, φ2) ⇐⇒ Dω1 + π
∗φ1 = Dω2 + π
∗φ2, π∗ω1 = π∗ω2. (59)
The embedding Ξ∞ : V
∞(X) →֒ V−∞(X) which is given by
Ξ∞(µ)(ν) =
∫
µ · ν
can be described as follows. If µ is represented by the pair (ω, φ), then
Ξ∞(µ) is given by the pair of currents
T = PXxs
∗(Dω + π∗φ) ∈ Dn−1(PX),
C = Xxπ∗ω ∈ Dn(X).
This follows at once from Theorem (2) (and was earlier proved in [13]).
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By (59) we obtain that generalized valuations are in one-to-one corre-
spondence with pairs (T,C) ∈ Dn−1(PX) × Dn(X) satisfying the following
three conditions:
T is a cycle, i.e. ∂T = 0; (60)
T is Legendrian; (61)
π∗T = ∂C. (62)
Lemma 8.1. A generalized valuation ξ ∈ V−∞(Rn) which corresponds to a
pair of C∞-smooth currents (T,C) belongs to V∞(Rn).
Proof. Since T is smooth, there is a smooth n-form κ on PRn such that
T (ω) =
∫
PRn
κ ∧ ω
for each ω ∈ Ωn−1c (PRn).
Similarly, since C is smooth, there is some smooth function ι on Rn such
that
C(φ) =
∫
Rn
ι ∧ φ
for each φ ∈ Ωnc (R
n).
By conditions (60), (61) and (62), κ is closed and vertical, and π∗κ =
(−1)ndι. Since s is a contactomorphism, s∗κ is also closed and vertical.
The de Rham cohomology group Hn(PRn) vanishes and hence there is some
ω′ ∈ Ωn−1(PRn) with Dω
′ = dω′ = s∗κ.
Then
dπ∗ω
′ = π∗dω
′ = π∗s
∗κ = (−1)nπ∗κ = dι.
Hence π∗ω
′ − ι ≡ c for some constant c.
Let ρ ∈ Ωn−1(PRn) be a transgression form, i.e. dρ = 0 and π∗ρ ≡ 1.
Set ω := ω′ − cρ. Then Dω = Dω′ = s∗κ and π∗ω = ι. It follows that
T = PRnxs
∗Dω and C = Xxπ∗ω which means, by Theorem 2, that the
generalized valuation ξ is represented by (ω, 0) ∈ Ωn−1(PRn) × Ω
n(Rn), in
particular it is smooth. 
For closed conic subsets Λ ⊂ T ∗X\0, Γ ⊂ T ∗ PX \0, such that dπ∗Γ ⊂ Λ,
let us denote by V−∞Λ,Γ (X) the space of generalized valuations corresponding
to pairs (T,C) such that
WF(T ) ⊂ Γ, WF(C) ⊂ Λ.
Then V−∞Λ,Γ (X) is identified with a subspace of C
−∞
Γ (PX ,Ω
n−1)⊕C−∞Λ (X)
which is readily seen to be closed. We equip V−∞Λ,Γ (X) with the induced
topology.
Lemma 8.2. Let ξ ∈ V−∞Λ,Γ (R
n) be a generalized valuation on Rn given by
a pair of currents (T,C) ∈ Dn−1(PRn)×Dn(R
n), namely
WF (C) ⊂ Λ, WF (T ) ⊂ Γ.
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Then there exists a sequence of smooth valuations {ξj} ⊂ V
∞(Rn) corre-
sponding to currents (Tj , Cj) such that ξj → ξ in V
−∞
Λ,Γ (X).
Proof. Let G be the group of all affine transformations of Rn. Let µj be a
sequence of smooth compactly supported measures on G with integral 1 and
whose support converge to the identity element e ∈ G. Define
ξj :=
∫
G
(g∗ξ)dµj(g).
Then ξj corresponds to the pair of currents
(Tj , Cj) =
(∫
G
(g∗T )dµj(g),
∫
G
(g∗C)dµj(g)
)
.
Since G acts transitively on Rn and on PRn the currents Cj and Tj are
smooth by Proposition 2.14. Then by Lemma 8.1 ξj ∈ V
∞(Rn). The rest of
the statements follows from Proposition 2.14.

The next theorem defines the partial product on generalized valuations
under appropriate technical conditions. These conditions are formulated in
the language when X is affine; however the conditions do not depend on
on a choice of local coordinates, and it is not hard to rewrite them in an
invariant way.
Theorem 8.3. Let Λ1,Λ2 ⊂ T
∗X\0, Γ1,Γ2 ⊂ T
∗
PX \0 be closed conic
subsets such that dπ∗(Γi) ⊂ Λi, i = 1, 2. Let us assume that these subsets
satisfy the following conditions:
(a) Λ1 ∩ Λ
s
2 = ∅.
(b) Γ1 ∩ (dπ
∗(Λ2))
s = ∅.
(c) Γ2 ∩ (dπ
∗(Λ1))
s = ∅.
(d) If (x, [ξi], ui, 0) ∈ Γi for i = 1, 2, then u1 6= −u2.
(e) If (x, [ξ]) ∈ PX and
(u, η1) ∈ Γ1|(x,[ξ])
(−u, η2) ∈ Γ2|(x,[−ξ])
then
dθ∗(0, η1, η2) 6= (0, l,−l) ∈ T
∗
(x,[ξ],[ξ])(PX ×X PX),
where θ : PX ×X PX → PX ×X PX is defined by θ(x, [ξ1], [ξ2]) =
(x, [ξ1], [−ξ2]).
Then there is a unique jointly sequentially continuous bilinear map, called a
partial product,
V−∞Λ1,Γ1(X)× V
−∞
Λ2,Γ2
(X)→ V−∞(X)
satisfying the properties (1)-(3) below.
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(1) Commutativity: If µ1, µ2 ∈ V
−∞(X), then
µ1 · µ2 = µ2 · µ1 (63)
whenever both sides are defined.
(2) Associativity: If µ1, µ2, µ3 ∈ V
−∞(X), then
(µ1 · µ2) · µ3 = µ1 · (µ2 · µ3) (64)
whenever both sides are defined.
(3) Extension of the smooth product: If µ1, µ2 ∈ V
∞(X), then Ξ∞(µ1) ·
Ξ∞(µ2) exists and
Ξ∞(µ1) · Ξ∞(µ2) = Ξ∞(µ1 · µ2). (65)
Proof. We keep the same notations as in Section 6. Let generalized valua-
tions µi ∈ V
−∞
Λi,Γi
(X), i = 1, 2, be represented by pairs (Ti, Ci) ∈ Dn−1(PX)×
Dn(X) with Ti a Legendrian cycle and π∗Ti = ∂Ci. We define
T := (−1)nGT(q∗1T1 ∩ q
∗
2T2) + π
∗C1 ∩ T2 + T1 ∩ π
∗C2 ∈ Dn−1(PX), (66)
C := C1 ∩ C2 ∈ Dn(X) (67)
and let µ1 · µ2 ∈ V
−∞(X) be represented by (T,C). This is motivated by
the above remark concerning the embedding Ξ∞ and Proposition 6.4.
To prove part (1), we have to show that under the conditions (a)-(e) the
currents T and C exist, that T is a Legendrian cycle and that π∗T = ∂C.
Since q1, q2 are submersions, the pull-backs q
∗
i Ti are well-defined currents
by Proposition 2.7.
By definition,
q∗1T1 ∩ q
∗
2T2 := (q
∗
1T1 ⊠ q
∗
2T2) ∩ [PX ×X PX ]
once the right hand side is defined. Using Remark 2.8 and Proposition 2.5
(iii), this is the case provided
(Γ1 ⊠ Γ2) ∩ T
∗
PX ×X PX (PX ×PX) = ∅ (68)
where we denote Γ1 ⊠ Γ2 = (Γ1 × Γ2) ∪ (Γ1 × 0) ∪ (0× Γ2).
The fiber of T ∗
PX ×X PX
(PX ×PX) at an arbitrary point (x, x, [ξ1], [ξ2]) ∈
PX ×X PX is equal to
T ∗PX ×X PX (PX ×PX)|(x,x,[ξ1],[ξ2]) = {(u, 0,−u, 0)|u ∈ T
∗
xX}. (69)
Hence (68) is equivalent to condition (d).
Note that, if condition (d) is satisfied, by Proposition 2.5(iii) a point in
WF(q∗1T1 ∩ q
∗
2T2) has one of the following three forms:
(x, [ξ1], [ξ2], u1+u2, η1, η2), (x, [ξ1], [ξ2], u1, η1, 0), (x, [ξ1], [ξ2], u2, 0, η2), (70)
where (x, [ξi], ui, ηi) ∈ Γi, i = 1, 2.
Let us consider the map Φ¯ = Φ ◦ L¯ where
P¯
L¯
−→ Pˆ
Φ
−→ PX ×X PX .
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Recall that Φ is a submersion with fibers diffeomorphic to a closed seg-
ment, and L¯ is the oriented blow up of Pˆ along the smooth submanifold
(without boundary)
A := {(x, [ξ : −ξ], [ξ], [−ξ])} ⊂ Pˆ.
Let us denote by ∆ the diagonal
∆ := {(x, [ξ], [ξ])} ⊂ PX ×X PX .
Fix an arbitrary point a = (x, [ξ : −ξ], [ξ], [−ξ]) ∈ A and set
b := Φ(a) = (x, [ξ], [−ξ]) ∈ PX ×X PX ,
c := θ(b) = (x, [ξ], [ξ]) ∈ ∆.
Clearly the Φ-image of A is a smooth submanifold Φ(A) which is equal to
θ(∆) (where, we recall, θ is the involution θ(x, [ξ1], [ξ2]) = (x, [ξ1], [−ξ2])).
Thus
dΦ(TaA) = dθ(Tθ(a)∆). (71)
Note that
T ∗∆(PX ×X PX)|c = {(0, l,−l)| l ∈ T
∗
[ξ] PX}.
If ζ ∈WF(q∗1T1∩q
∗
2T2)|b is of the form (x, [ξ], [−ξ], u1, η1, 0) or (x, [ξ], [−ξ], u2, 0, η2),
then clearly dθ∗(ζ) 6∈ T ∗∆(PX ×X PX)|c.
If ζ is of the form (x, [ξ], [−ξ], u1 + u2, η1, η2) with (x, [ξ], u1, η1) ∈ Γ1
and (x, [−ξ], u2, η2) ∈ Γ2, then condition (e) of Theorem 8.3 implies that
dθ∗(ζ) 6∈ T ∗∆(PX ×X PX)|c.
Using (70) we get that for any ζ ∈WF(q∗1T1 ∩ q
∗
2T2)|b the restriction of ζ
to the subspace (71) does not vanish. Thus by Proposition 2.11 the pullback
Φ¯∗(q∗1T1 ∩ q
∗
2T2) is well defined, which implies that the first term in (66) is
defined.
By Propositions 2.7, 2.9 and conditions (b) and (c), the intersections
π∗C1 ∩ T2 and T1 ∩ π
∗C2 exist. Similarly, condition (a) implies that the
intersection C1 ∩ C2 exists.
This shows that T and C are well-defined. The joint sequential continuity
of the map
((T1, C1), (T2, C2)) 7→ (T,C)
follows from the sequential continuity properties in Propositions 2.7, 2.9,
and 2.13.
Before we show that T is a Legendrian cycle and π∗T = C, let us prove
(65). Suppose that µi, i = 1, 2 is presented by (ωi, φi) ∈ Ω
n−1(PX)×Ω
n(X)
and that the product µ1 · µ2 is represented by (ω, φ). Setting
Ti := [PX ]xs
∗(Dωi + φi)
T := [PX ]xs
∗(Dω + φ)
Ci := [X]xπ∗ωi
C := [X]xπ∗ω
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we have to show that (66) and (67) are satisfied.
Since π∗ω = π∗ω1 ∧ π∗ω2 by (49), we clearly get C = C1 ∩ C2. Now we
compute
GT(q∗1T1 ∩ q
∗
2T2) = p¯∗Φ¯
∗([PX ×X PX ]xq
∗
1s
∗(Dω1 + π
∗φ1) ∧ q
∗
2s
∗(Dω2 + π
∗φ2))
= p¯∗[P¯]xΦ¯
∗(q∗1s
∗(Dω1 + π
∗φ1) ∧ q
∗
2s
∗(Dω2 + π
∗φ2))
= (−1)n(3n−1−2n)[PX ]xp¯∗Φ¯
∗(q∗1s
∗(Dω1 + π
∗φ1) ∧ q
∗
2s
∗(Dω2 + π
∗φ2))
= [PX ]xGT(q
∗
1s
∗(Dω1 + π
∗φ1) ∧ q
∗
2s
∗(Dω2 + π
∗φ2))
= (−1)n[PX ]xs
∗GT(q∗1(Dω1 + π
∗φ1) ∧ q
∗
2(Dω2 + π
∗φ2)).
Next,
π∗C1 ∩ T2 = [PX ]xπ
∗π∗ω1 ∩ [PX ]xs
∗(Dω2 + π
∗φ2)
= [PX ]xs
∗(π∗π∗ω1 ∧ (Dω2 + π
∗φ2))
and similarly
T1 ∩ π
∗C2 = [PX ]xs
∗(π∗π∗ω2 ∧ (Dω1 + π
∗φ1)).
These three equations and (48) imply
(−1)nGT(q∗1T1 ∩ q
∗
2T2) + π
∗C1 ∩ T2 + T1 ∩ π
∗C2 = [PX ]xs
∗(Dω + π∗φ) = T.
Now let us return to the situation of generalized valuations. Recall that
we have to show that if µi ∈ V
−∞
Λi,Γi
(X), i = 1, 2, and T,C are defined by
(66), (67) then T is a Legendrian cycle and π∗T = C. First observe that if µi
are smooth valuations then this is true because of just proven compatibility
of the partial product on generalized valuations with the product on smooth
valuations (in this case the pair (T,C) corresponds to the valuation µ1 ·µ2).
In general, the question is local hence we may and will assume that X = Rn.
By Lemma 8.2 there exist two sequences of smooth valuations µi,j → µi in
V−∞Λi,Γi(X) as j →∞, i = 1, 2. Then by joint sequential continuity µ1,j ·µ2,j →
µ1 · µ2 in V−∞(X). This means that when j → ∞ one has Ci,j → Ci in
Dn−1(X), Ti,j → Ti in Dn(PX). The result follows by continuity.
Commutativity and associativity of the product on generalized functions
(i.e. equations (63) and (64)) are easily proven, using the fact that the
intersection product ∩ is (graded) commutative and associative whenever it
is defined.
The uniqueness of the partial product follows from joint sequential conti-
nuity of it, property (3) of the theorem, and the fact that V∞(X) is sequen-
tially dense in V∞Λ,Γ(X) by Lemma 8.2.

9. Product and intersection of manifolds with corners
In this section, we give a precise form to the statement that the product
of valuations corresponds to taking the intersection of sets. In a slightly
more general form, this was conjectured in [6].
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The space P(X) of compact submanifolds with corners is also embedded
in V−∞(X), by the map
ΞP : P(X) →֒ V
−∞(X)
P 7→ (µ 7→ µ(P )).
Proof of Theorem 5. Let P (1), P (2) be compact submanifolds with corners
which intersect transversally. We have to show that the product of the
generalized valuations ΞP(P
(1)) and ΞP(P
(2)) exists and equals ΞP(P
(1) ∩
P (2)).
Let us first show existence.
Let us fix two submanifolds with corners P (1), P (2) ⊂ X. Assume more-
over that they intersect transversally in sense of Definition 2.17. Let
Ti := N(P
(i)) ∈ Dn−1(PX),
Ci := P
(i) ∈ Dn(X), i = 1, 2.
We have to check the conditions (a)-(e) of Theorem 8.3.
Let us fix an arbitrary point x0 ∈ P
(1)∩P (2). Since P (i) are submanifolds
with corners, in a neighborhood of x0 there exist smooth functions
f
(i)
1 , . . . , f
(i)
ki
, g
(i)
1 , . . . , g
(i)
li
, i = 1, 2,
such that
• these functions vanish at x0;
• in a neighborhood of x0
P (i) = {x| f
(i)
1 (x) = · · · = f
(i)
ki
(x) = 0, g
(i)
1 (x) ≥ 0, . . . , g
(i)
li
(x) ≥ 0};
• for each i = 1, 2 the sequence
∇f
(i)
1 (x0), . . . ,∇f
(i)
ki
(x0),∇g
(i)
1 (x0), . . . ,∇g
(i)
li
(x0) ∈ T
∗
x0
X (72)
is linearly independent.
By the assumption of transversality of P (1), P (2) the union of sequences
(72) over i = 1, 2
∇f
(1)
1 (x0), . . . ,∇f
(1)
k1
(x0),∇g
(1)
1 (x0), . . . ,∇g
(1)
l1
(x0),
∇f
(2)
1 (x0), . . . ,∇f
(2)
k2
(x0),∇g
(2)
1 (x0), . . . ,∇g
(2)
l2
(x0)
is linearly independent. We can choose smooth functions h1, . . . , he such
that the union of the former sequence with ∇h1(x0), . . . ,∇he(x0) form a
basis of T ∗x0X. Then in a neighborhood of x0 all the functions
{f
(1)
j }, {f
(2)
j }, {g
(1)
j }, {g
(2)
j }, {hj}
form a coordinate system.
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Thus we may assume that
X = Ra × Rb × Rc × Rd ×Re, (73)
P (1) = 0× Rb × Rc≥0 × R
d × Re, (74)
P (2) = Ra × 0× Rc × Rd≥0 × R
e (75)
and x0 = 0. Here we abuse the notation and denote a = k1, b = k2, c =
l1, d = l2.
To check (a) we note that the fibers of the wave front at 0 satisfy
WF(P (1))|0 ⊂ R
a∗ × 0×Rc∗ × 0× 0, (76)
WF(P (2))|0 ⊂ 0×R
b∗ × 0× Rd∗ × 0. (77)
It follows that WF(P (1))|0 ∩WF(P
(2))s|0 = ∅, which is condition (a).
Let us denote
L := Ra × Rc,
M := Rb × Rd × Re.
Thus Rn = L×M . By Proposition 2.11, for any (x, [ξ]) ∈ PX
WF(π∗C1)|(x,[ξ]) ⊂ dπ
∗(WF(C1)) = {(l, 0)| l ∈WF(C1)|x}.
Hence
WF(π∗C1)|(0,[ξ]) ⊂ (L
∗ × 0M∗)× 0T ∗
[ξ]
P+(Rn∗) (78)
where 0T ∗
[ξ]
P+(Rn∗) denotes the zero vector in the cotangent space T
∗
[ξ] P+(R
n∗).
Next P (2) = L×M1 where M1 = 0× R
d
≥0 × R
e. Hence
N(P (2)) = L×N(M1) ⊂ P+(T
∗(L×M)).
Then by Proposition 2.5(iii)
WF(T2)|(0,[ξ]) ⊂ (0L∗ ×M
∗)× T ∗[ξ](P+(R
n∗)). (79)
Clearly (78)-(79) imply that
WF(π∗C1)|(0,[ξ]) ∩WF(T2)
s|(0,[ξ]) = ∅.
This is condition (c); condition (b) follows by symmetry.
To check the condition (d) let us assume that (0, [ξ1], [ξ2]) ∈ PX and
(u, 0) ∈WF(T1)|(0,[ξ1]) ⊂ T
∗
(0,[ξ1])
(PX),
(−u, 0) ∈WF(T2)|(0,[ξ2]) ⊂ T
∗
(0,[ξ2])
(PX).
Using Proposition 2.5(iii), the equations (74), (75) imply respectively
u ∈ Ra∗ × 0× Rc∗ × 0× 0, − u ∈ 0× Rb∗ × 0× Rd∗ × 0
and hence u = 0. But this is impossible since (u, 0) ∈ WF(T1). Thus
condition (d) is satisfied.
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Let us check conditions (e). Let us fix (0, [ξ]) ∈ PX . Assume that
(u, η1) ∈WF(T1)|(0,[ξ]),
(−u, η2) ∈WF(T2)|(0,[ξ]).
For an R>0-invariant set U let us denote P+(U) := (U\{0})/R>0. It is
easy to see that the fibers of N(P (i)) over 0 are equal to
N(P (1))|0 = P+
(
R
a∗ × 0× Rc∗≥0 × 0× 0
)
,
N(P (2))|0 = P+
(
0× Rb∗ × 0× Rd∗≥0 × 0
)
.
We easily conclude that
[ξ] ∈ P+
(
R
a∗ × 0× Rc∗≥0 × 0× 0
)
∩ P+
(
0× Rb∗ × 0× Rd∗≥0 × 0
)
= ∅.
This is a contradiction. Hence condition (e) is vacuous.
This establishes the existence of the product ΞP(P
(1)) · ΞP(P
(2)). It re-
mains to show that this product equals ΞP(P
(1) ∩ P (2)).
We define T and C by (66) and (67) and want to see that T = N(P (1) ∩
P (2)), C = P (1) ∩ P (2). The second equation is obvious. For the first one,
we let (x, [ζ]) ∈ sptGT(q∗1T1 ∩ q
∗
2T2). Then there exist (x, [ξ]) ∈ sptT1 and
(x, [η]) ∈ sptT2 with ξ + η = ζ. This implies (x, [ζ]) ∈ N(P1 ∩ P2).
If (x, [ζ]) ∈ sptπ∗C1 ∩ T2, then x ∈ P1 and (x, [ζ]) ∈ sptT2. Again we
deduce that (x, [ζ]) ∈ N(P (1) ∩ P (2)). A similar argument gives sptT1 ∩
π∗C2 ⊂ N(P
(1) ∩ P (2)).
We have shown that
sptT ⊂ N(P (1) ∩ P (2)).
By Lemma 2.2,
T = mN(P (1) ∩ P (2))
for some integer m.
In order to fix m, we compute
mπ∗N(P
(1) ∩ P (2)) = π∗T = ∂C = ∂(P
(1) ∩ P (2)) = π∗N(P
(1) ∩ P (2)).
Hence m = 1. 
10. Kinematic formulas in compact rank one symmetric spaces
Let X = G/H be a compact rank one symmetric space. Since X is two-
point homogeneous, the induced action of G on PX = P+(T
∗X) is transitive.
Since we can average over the G-action, every smooth G-invariant valu-
ation µ on X is represented by a pair (ω, φ) ∈ Ωn−1(PX) × Ω
n(X) of G-
invariant forms. In particular, V∞(X) is finite-dimensional. Let ϕ1, . . . , ϕN
be a basis of V∞(X)G.
Let dg be the unique Haar measure of volume 1 on G. Fu, using a slightly
different language, showed in [22] that for each µ ∈ V∞(X)G, there exist
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constants cµij ∈ C such that for all P1, P2 ∈ P(X) the following kinematic
formula holds true:∫
G
µ(P1 ∩ gP2)dg =
N∑
i,j=1
cµijϕi(P1)ϕj(P2). (80)
Similarly as in [23], we define a map
kG : V
∞(X)G → V∞(X)G ⊗ V∞(X)G,
µ 7→
N∑
i,j=1
cµijϕi ⊗ ϕj .
Let
mG : V
∞(X)G ⊗ V∞(X)G → V∞(X)G
be the restriction of the multiplication to smooth G-invariant valuations.
The Poincare´ duality proved in [5] implies that there is an isomorphism
p : V∞(X)→ V−∞(X)
such that
〈p(µ), ν〉 =
∫
µ · ν = (µ · ν)(X), µ, ν ∈ V∞(X).
With iG : V
∞(X)G →֒ V∞(X) being the natural inclusion map, we let
pG := i
∗
G ◦ p ◦ iG : V
∞(X)G → V∞(X)G∗.
Proof of Theorem 6. Let us fix a basis ϕ1, . . . , ϕN of V
∞(X)G. We set gij :=
〈pGϕi, ϕj〉. This is an invertible symmetric matrix, whose inverse will be
denoted by (gij).
For φ ∈ V∞(X), the valuation φG :=
∫
G
g∗φdg is invariant. Hence we can
express it in terms of our basis as
φG =
N∑
i,j=1
〈pGϕj , φ
G〉gjiϕi =
N∑
i,j=1
〈pϕj , φ〉g
jiϕi.
For ν ∈ V−∞(X)G we obtain that
〈ν, φ〉 = 〈ν, φG〉 =
N∑
i,j=1
gji〈ν, ϕi〉〈pϕj , φ〉
and thus
ν = p

 N∑
i,j=1
gji〈ν, ϕi〉ϕj

 (81)
is smooth. In other words, everyG-invariant generalized valuation is smooth.
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We have to show that the following diagram commutes
V∞(X)G
kG

pG
// V∞(X)G∗
m∗
G

V∞(X)G ⊗ V∞(X)G
pG⊗pG
// V∞(X)G∗ ⊗ V∞(X)G∗
,
Fix µ ∈ V∞(X)G and P1, P2 ∈ P(X). Whenever g1, g2 are such that
g1P1 ∩ g2P2 intersect transversally strata by strata we can apply Theorem
5 to get
µ(g1P1 ∩ g2P2) = 〈ΞP(g1P1 ∩ g2P2), µ〉 = 〈ΞP(g1P1) · ΞP(g2P2), µ〉 .
Integrating this equality over G×G we find∫
G
µ(P1 ∩ gP2)dg =
∫
G×G
µ(g1P1 ∩ g2P2)d(g1, g2)
=
〈∫
G
ΞP(g1P1)dg1 ·
∫
G
ΞP(g2P2)dg2, µ
〉
. (82)
By (81) we have ∫
G
ΞP(gP )dg =
N∑
i,j=1
gijϕj(P )pϕi.
Plugging this into (82) and using (65), we find
∫
G
µ(P1 ∩ gP2)dg =
〈
p

 N∑
i,k=1
gikϕi(P1)ϕk ·
N∑
j,l=1
gjlϕj(P2)ϕl

 , µ
〉
=
N∑
i,j=1

 N∑
k,l=1
gikgjl〈p(ϕk · ϕl), µ〉

ϕi(P1)ϕj(P2).
Comparing with (80), we see that
cµi,j =
N∑
k,l=1
gikgjl〈p(ϕk · ϕl), µ〉 =
N∑
k,l=1
gikgjl〈pGµ,ϕk · ϕl〉.
For s, t = 1, . . . , N we obtain
pG ⊗ pG ◦ kG(µ)(ϕs, ϕt) =
∑
i,j
cµi,j〈pGϕi, ϕs〉〈pGϕj , ϕt〉
=
∑
i,j,k,l
gikgjlgisgjt〈pGµ,ϕk · ϕl〉
= 〈pGµ,ϕs · ϕt〉
= m∗G ◦ pG(µ)(ϕs, ϕt〉.

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Remarks:
(1) A similar theorem in the translation invariant case was proven in [17],
based on [23]. Roughly speaking, the algebra structure on V∞(X)G
(respectively ValG in the translation invariant case) determines the
kinematic formulas for the group G and vice versa. This observation
was used in [18] to write down explicitly the principal kinematic
formula for hermitian vector spaces. We hope that Theorem 6 will
be the starting point for a similar treatment of kinematic formulas
on compact rank one symmetric spaces.
(2) We used the compactness hypothesis at several places. It would be
interesting to have an analogue of Theorem 6 in the non-compact
case.
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