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THE CENTRAL LIMIT THEOREM FOR FUNCTION SYSTEMS ON
THE CIRCLE
TOMASZ SZAREK AND ANNA ZDUNIK
Abstract. The Central Limit Theorem for iterated functions systems on the circle is
proved. We study also ergodicity of such systems.
1. Introduction
In this paper we deal with an iterated function systems (ifs – for short) generated by
finite families of homeomorphisms of the circle.
Our main goals are the following: first, to prove the Central Limt Theorem (CLT) for
Lipschitz continuous observables, and the Markov process generated by the ifs. This is
done under natural mild assumptions, i.e, minimality of the action of the corresponding
semigroup on the circle. No additional regularity of the maps is required. In this way, we
answer the question which was left open in our previous paper [12]. The proof is based
on the result due to Maxwell and Woodroofe (see [9]) which provides a sufficient condition
for the Central Limit Theorem for an arbitrary stationary Markov chain. It is worth
mentioning here that our considerations allow us to show the CLT for ifs’s starting at an
arbitrary initial distribution. Similar result has been obtained recently by Komorowski
and Walczuk (see [7]) but developed techniques allow them to consider only Markov chains
satisfying spectral gap property in the Wasserstein metric.
Our second purpose is to provide some insights into Markov operators with the e-
property. The e–property is a very useful tool in studying ergodic properties of Markov
operators and semigroups of Markov operators. It was introduced to deal with stochastic
partial differential equations in infinite dimensional Hilbert spaces (see for instance [6]) but
it is also very helpful while studing ifs’s.
In Sections 3 and 4 we show how this property can be easily verified and then used to
provide alternative proofs of some known results: ergodicity and asymptotic stability of
the iterated function systems, again, under natural mild assumptions.
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2. Notation and basic information about Markov operators.
Since we shall deal with systems on the circle, we restrict this short presentation to the
case of compact metric spaces. The general theory is developed for Polish spaces.
Let (S, d) be a compact metric space. By M1(S) we denote the set of all probability
measures on the σ–algebra of Borel sets B(S). By C(S) we denote the family of all
continuous functions equipped with the supremum norm ‖ · ‖ and by Lip(S) we denote the
family of all Lipschitz functions. For f ∈ Lip(S) by Lip f we denote its Lipschitz constant.
For brevity we shall use the notion of scalar product:
〈f, µ〉 :=
∫
S
f(x)µ(dx)
for any bounded Borel measurable function f : S → R and µ ∈M1(S).
An operator P :M(S)→M(S) is called a Markov operator if it satisfies the following
two conditions:
1) positive linearity: P (λ1µ1+λ2µ2) = λ1Pµ1+λ2Pµ2 for λ1, λ2 ≥ 0, µ1, µ2 ∈M(S);
2) preservation of the norm: Pµ(S) = µ(S) for µ ∈M(S).
A Markov operator P is called a Feller operator if there is a linear operator U : C(S)→
C(S) such that ∫
S
Uf(x)µ(dx) =
∫
S
f(x)Pµ(dx) for f ∈ C(S), µ ∈M.
A Markov operator P : M(S) → M(S) is called nonexpansive (with respect to the
Wasserstein metric) if
W1(Pµ, Pν) ≤W1(µ, ν) for any µ, ν ∈M1(S).
A measure µ∗ is called invariant if Pµ∗ = µ∗. An operator P is called asymptotically
stable if it has a unique invariant measure µ∗ ∈ M1(S) such that the sequence (P nµ)n≥1
converges in the ∗–weak topology to µ∗ for any µ ∈M1(S), i.e.,
lim
n→∞
∫
S
f(x)P nµ(dx) =
∫
S
f(x)µ∗(dx)
for any f ∈ C(S).
For any Markov operator P we define the the multifunction P : 2S → 2S by the formula
P(A) =
⋃
x∈A
suppPδx for A ⊂ S.
3. E-property
The e–property seems to be a very useful tool in studying ergodic properties of Markov
operators and semigroups of Markov operators on Polish spaces. Following [6], we say
that a Feller operator P satisfies the e–property if for any x ∈ S and a Lipschitz function
f ∈ C(S) we have
lim
y→x
sup
n∈N
|Unf(y)− Unf(x)| = 0,
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i.e., if the family of iterates {Unf : n ∈ N} is equicontinuous.
Proposition 1. Let P be a Feller operator. If P satisfies the e–property, then
supp µ ∩ supp ν = ∅
for any different ergodic invariant measures µ, ν ∈M(S).
Proof The proof may be derived from [3] (see also [5, 6]). Indeed, in Lemma 3.4 we proved
that if x ∈ supp µ, where µ ∈ M1(S) is an ergodic invariant measure, then the sequence
(n−1
∑n
i=1 P
nδx)n≥1 converges in the ∗–weak topology to µ. Hence our assertion follows
immediately. •
D. Worm slightly generalized the e–property introducing the Cesa´ro e–property (see
[13]). Namely, a Feller operator P will satisfy the Cesa´ro e–property at x ∈ S if for any
Lipschitz function f ∈ C(S) we have
lim
y→x
sup
n∈N
∣∣∣∣∣ 1n
n∑
k=1
Ukf(y)− 1
n
n∑
k=1
Ukf(x)
∣∣∣∣∣ = 0.
For Feller operators with the Cesa´ro e–property the following proposition holds. Its
proof is the same as the proof of Proposition 2 in [5].
Proposition 2. Let (S, d) be a compact metric space and let P be a Feller operator.
Assume that there exists an open subset S0 ⊂ S such that P(S0) ⊂ S0 and µ(S0) = 1
for any invariant measure µ ∈ M1(S). If P satisfies the Cesa´ro e–property at any point
x ∈ S0, then for any ergodic invariant measure µ∗ ∈ M1(S) and every x ∈ S0 ∩ supp µ∗
the sequence ( 1
n
∑n
k=1 P
nδx)n≥1 converges weakly to µ∗.
4. Ergodicity for iterated function systems on the circle
Iteration of homeomorphisms on the circle has been widely studied recently. For further
references see [1, 2, 11, 12] and the references therein. The main purpose of this section is to
prove that Markov operators corresponding to iterated function systems on the circle have
strong metric properties, i.e. nonexpansiveness, the e–property and Cesa´ro e-property.
These properties imply straightforwardly the ergodic properties of the systems. In this
way we may easily derive ergodicity under the most general condition on the system (see
[8]).
Let S1 denote the circle with the counterclockwise orientation. We will denote by [x, y]
the closed interval form x to y according to this orientation. The distance between x, y ∈ S1
is the shorter of the lengths of the intervals [x, y] and [y, x]. We will denote this distance
by d(x, y).
By H+ we shall denote the set of all orientation preserving circle homeomorphisms. Let
Γ = {g1, . . . , gk} ⊂ H+ be a finite collection of homeomorphisms. Put Σn = {1, . . . , k}n,
and let Σ∗ =
⋃∞
n=1Σn be the collection of all finite words with entries from {1, . . . , k}. For
a sequence i ∈ Σ∗, i = (i1, . . . , in), we denote by |i| its length (equal to n). We denote by
Σ the product space {1, . . . , k}N.
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We consider the action of the semigroup generated by Γ, i.e., the action of all composi-
tions gi = gin,in−1,...,i1 = gin ◦ gin−1 ◦ · · · ◦ gi1 , where i = (i1, . . . in) ∈ Σ∗.
Definition 3. The orbit of a point x ∈ S1 is the set
O(x) = {gi(x) : i ∈ Σ∗}.
In the case when all the orbits are dense the action of Γ is called minimal. Equivalently,
the action of Γ is minimal if for every Γ–invariant closed subset A ⊂ S1 either A = ∅ or
A = S1.
Let p = (p1, . . . pk) be a probability distribution on {1, . . . , k}. We denote by P the
product probability distribution on Σ. Clearly, p defines a probability distrubution p on
Γ, by putting p(gj) = pj . We assume that all pi’s are strictly positive. The pair (Γ,p) will
be called an iterated function system.
The Markov operator P :M(S1)→M(S1) of the form
Pµ =
∑
g∈Γ
p(g)µ ◦ g−1,
where µ◦g−1(A) = µ(g−1(A)) for A ∈ B(S1), describes the evolution of distribution due to
action of randomly chosen homeomorphisms from the collection Γ. It is a Feller operator,
i.e., the operator U : C(S1)→ C(S1) given by the formula
Uf(x) =
∑
g∈Γ
p(g)f(g(x)) for f ∈ C(S1) and x ∈ S1
is its dual. We shall illustrate usefulness of the notion of the e-property, providing a very
simple proof of the following:
Proposition 4. Let Γ−1 = {g−11 , . . . , g−1k } act minimally and let p = (p1, . . . pk) be a
probability distribution on {1, . . . , k}. Then the operator P corresponding to the iterated
function system (Γ,p) satisfies the e–property. Moreover, P admits a unique invariant
measure.
Proof Let µ˜ ∈M1(S1) be an arbitrary invariant measure for the iterated function system
(Γ−1, p). Since Γ−1 acts minimally, the support of µ˜ equals S1. We easily check that µ˜
has no atoms. To do this take the atom u with maximal measure. From the fact that µ˜
is invariant for P we obtain that F = {v ∈ S1 : µ˜({v}) = µ˜({u})} is invariant for Γ and
consequently it is also invariant for Γ−1, i.e., gi(F ) = F and g
−1
i (F ) = F for i = 1, . . . , k.
This contradicts the assumtion that Γ−1 acts minimally. Indeed, from the fact that
µ˜({v}) =
k∑
i=1
piµ˜({gi(v)}),
we obtain that µ˜({gi(v)}) = µ˜({v}) for all i = 1, . . . , k. Since gi are homeomorphisms and
the set F is finite we obtain that gi(F ) = F and g
−1
i (F ) = F for i = 1, . . . , k, which is
impossible, since the action of Γ−1 is minimal.
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Define the function χ : S1 × S1 → R+ by the formula
χ(x, y) = min (µ˜([x, y]), µ˜([y, x])) for x, y ∈ S1.
It is straigtforward to check that χ is a metric and convergence in χ is equivalent to the
convergence in d.
Further, we may check that for any function f : S1 → R satisfying |f(x)−f(y)| ≤ χ(x, y)
for x, y ∈ S1 we have
|Uf(x)− Uf(y)| ≤ χ(x, y) for x, y ∈ S1.
This follows from the definition of the operator U and the fact that |f(x)−f(y)| ≤ µ˜([x, y])
and |f(x)− f(y)| ≤ µ˜([y, x]). Indeed, we have
|Uf(x)− Uf(y)| ≤
∑
g∈Γ
p(g)|f(g(x))− f(g(y)| ≤
∑
g∈Γ
p(g)µ˜([g(x), g(y)] = µ˜([x, y])
and analogously
|Uf(x)− Uf(y)| ≤
∑
g∈Γ
p(g)|f(g(x))− f(g(y)| ≤
∑
g∈Γ
p(g)µ˜([g(y), g(x)] = µ˜([y, x])
and hence
|Uf(x)− Uf(y)| ≤ χ(x, y)
for any x, y ∈ S1. This finishes the proof of the e-property of the operator P .
To complete the proof of our theorem we would like to apply Proposition 2. Therefore
we have to check that supp µ∩ supp ν 6= ∅ for any µ, ν ∈M1(S1) invariant for P . Assume,
contrary to our claim, that supp µ ∩ supp ν = ∅. Take the set Λ of all intervals I ⊂
S1 \ (suppµ∪ supp ν) such that one of its ends belongs to supp µ but the second to supp ν.
Observe that µ˜(I) > 0 for all I ∈ Λ and that, by compactness, there exists I0 such that
µ˜(I0) = infI∈Λ µ˜(I). We easily see that g(I0) ∈ Λ. Indeed, we have
(1) µ˜(I0) =
∑
g∈Γ
p(g)µ˜(g(I0))
and since the interval g(I0) has the ends belonging to supp µ and to supp ν, for I0 had and
g(suppµ) ⊂ suppµ and g(supp ν) ⊂ supp ν for all g ∈ Γ, we obtain that there is J ∈ Λ
such that J ⊂ g(I0). Hence µ˜(g(I0)) ≥ µ˜(J) ≥ µ˜(I0) and from equation (1) it follows
that µ˜(g(I0)) = µ˜(I0) and consequently g(I0) ∈ Λ. Otherwise there would be h ∈ Γ and
J ⊂ h(I0), J ∈ Λ and µ˜(J) < µ˜(h(I0)) ≤ µ˜(I0), by the fact that supp µ˜ = S1, contrary to
the definition of I0. Finally, observe that the set
H = {J ∈ Λ : µ˜(J) = µ˜(I0)}
is finite and all its elements are disjoint open intervals. Further g(H) ⊂ H and consequently
g(H) = H for any g ∈ Γ, by the fact that g is a homeomorphism. Consequently, for any g
and the finite set F of all ends of the intervals J from H we have g(F ) ⊂ F and therefore
g(F ) = F . Hence g−1(F ) = F for any g ∈ Γ and consequently Γ−1 is not minimal, contrary
to our assumption. •
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The following theorem was proved in [8], with the proof involving a generalization of
Lyapunov exponents. We want to provide a very simple argument, based only on the
(independently proved) e-property.
Theorem 5. If Γ = {g1, . . . , gk} acts minimally, then for any probability vector p =
(p1, . . . pk) the iterated function system (Γ,p) admits a unique invariant measure.
Proof The iterated function system (Γ−1,p) satisfies the e–property. Denote by P˜ and U˜
the Markov operator and the dual operator corresponding to (Γ−1,p), respectively. From
the proof of the previous proposition it follows that the hypothesis holds provided the
unique invariant measure µ˜ for (Γ−1,p) satisfies the condition supp µ˜ = S1.
Now assume that S1 \ supp µ˜ 6= ∅. Let (a, b) ⊂ S1 \ supp µ˜. Set
S0 =
∞⋃
n=1
⋃
(i1,...,in)∈Σn
gi1,...,in((a, b))
and observe that S0 is open and dense in S
1, by the minimal action of Γ. Let µ∗ ∈M1(S1)
be an ergodic invariant measure for (Γ, p). Since supp µ∗ = S
1 and gi(S0) ⊂ S0 for any
i = 1, . . . , k we have µ∗(S0) > 0 and U1S0 = 1S0 . Thus µ∗(S0) = 1, by ergodicity of µ∗.
We are going to apply Proposition 2 therefore we have to check that the Cesa´ro e-property
holds at any x ∈ S0. To do this fix x ∈ S0 and ε > 0. Let I ⊂ S0 be an open neighbourhood
of x. Let f : S1 → R be a Lipschitz function with the Lipschitz constant L. Choose a finite
set {x0, . . . , xN} ⊂ S1 such that |[xi−1, xi]| < ε/L. Since 1n
∑n
k=1 P˜
kδx converges weakly to
µ˜ for any x ∈ S1 and µ˜(I) = 0 we have
1
n
n∑
k=1
U˜k1I(x)→ 0 as n→∞.
On the other hand, we have
1
n
n∑
k=1
U˜k1I(x) =
1
n
n∑
k=1
∑
(i1,...,ik)∈Σk
pi1 · · · pik1I(g−1i1 ◦ · · · ◦ g−1ik (x))
=
1
n
n∑
k=1
∑
(i1,...,ik)∈Σk
pi1 · · · pik1gi1,...,ik (I)(x)
=
1
n
n∑
k=1
∑
(i1,...,ik)∈Σk
pi1 · · · pik1{x}(gi1,...,ik(I)).
Consequently, we have
1
n
n∑
k=1
∑
(i1,...,ik)∈Σk
pi1 · · · pik1{x0,...,xM}(gi1,...,ik(I))→ 0 as n→∞.
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Thus, for any x, y ∈ I, the interval gi1···ik([x, y]) typically will be located between some
points xi−1 and xi, so that its length will be less than ε/L. Hence
lim sup
n→∞
∣∣∣∣∣1n
n∑
k=1
Ukf(x)− 1
n
n∑
k=1
Ukf(y)
∣∣∣∣∣
≤ lim sup
n→∞
1
n
n∑
k=1
∑
(i1,...,ik)∈Σk
pi1 · · · pik |f(gi1 ◦ · · · ◦ gik(x))− f(gi1 ◦ · · · ◦ gik(y))|
≤ lim sup
n→∞
L
n
n∑
k=1
∑
(i1,...,ik)∈Σk
pi1 · · · pik |gi1,...,ik([x, y])| ≤ Lε/L = ε.
Since ε > 0 was arbitrary, the operator P satisfies the Cesa´ro e–property. This completes
the proof. •
5. Central Limit Theorem
Let Γ = {g1, . . . , gk} be a family of homeomorphisms on S1 and let p = (p1, . . . pk) be
a probability vector. Let µ∗ ∈ M1(S1) be an invariant measure for the iterated function
system (Γ,p). By (Xn)n≥0 we shall denote the stationary Markov chain corresponding
to the iterated function system (Γ,p). Let ϕ : S1 → R be a Ho¨lder continuous function
satisfying
∫
S1
ϕdµ∗ = 0. Set
Sn := Sn(ϕ) = ϕ(X0) + . . .+ ϕ(Xn)
and
S∗n =
1√
n
Sn for n ≥ 1.
Our main purpose in this section is to prove that S∗n is asymptotically normal (the CLT
theorem). Maxwell and Woodroofe in [9] studied general Markov chains and formulated a
simple sufficient condition for the CLT which in our case takes the form
(2)
∞∑
n=1
n−3/2‖
n∑
k=1
Ukϕ‖L2(µ∗) <∞,
where ‖ · ‖L2(µ∗) denotes the L2(µ∗) norm. More precisely, the result proved in [9] says
that if (2) holds, then the limit σ2 = limn→∞E(S
∗2
n ) exists and is finite, and then the
distribution of S∗n tends to N (0, σ).
We start with recalling some properties of iterated function systems obtained by D.
Malicet (see Theorem A and Corollary 2.6 in [8]):
Proposition 6. Let Γ = {g1, . . . , gk} be a familiy of homeomorphisms on S1 such that
there is no measure invariant by Γ. Let p = (p1, . . . pk) be a probability vector. If Γ acts
minimally, then there exists q ∈ (0, 1) such that:
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• for every x ∈ S1 there exists an open neighbourhood I of x and Σ˜ ⊂ Σ with P(Σ˜) > 0
such that for i = (i1, i2, . . .) ∈ Σ˜ we have
|gin,...,i1(I)| ≤ qn;
• (asymptotic stability) for any x ∈ S1 the sequence (P nδx)n≥1, where P is the Markov
operator corresponding to (Γ, p), converges in the ∗–weak topology to the unique
invariant measure µ∗.
First, let us note that Proposition 6 implies the e-property:
Proposition 7. Under the hypothesis of Proposition 6 the operator P corresponding to
(Γ, p) satisfies the e–property. Moreover, for any open interval I ⊂ S1 there exists m ∈ N
such that
inf
x∈S1
Pmδx(I) > 0.
Proof From Proposition 6 it follows that P is asymptotically stable. Since supp µ∗ = S
1,
in particular IntS1 supp µ∗ 6= ∅, from Theorem 4.8 in [4] we obtain that P satisfies the
e–property.
Now fix an open interval I ⊂ S1. Since the operator P corresponding to (Γ,p) is
asymptotically stable and it satisfies the e–property, for any x ∈ S1 there exists Nx ∈ N
such that
(3) P nδx(I) > µ∗(I)/2 > 0
for all n ≥ Nx. On the other hand, from the e–property it follows that for every x ∈ S1 we
may choose some neighbourhood Ux of x such that the above property will be satisfied if we
replace x with an arbitrary y from Ux. By compactness of S
1 we may find x1, . . . , xk ∈ S1
such that S1 =
⋃k
i=1 Uxi . Then for any m ≥ max{Nx1, . . . , Nxk} we have
inf
x∈S1
Pmδx(I) > µ∗(I)/2 > 0
and the proof is completed. •
We are going to introduce the following notation: for ϕ : S1 → R, x ∈ S1, ω =
(i1, i2, . . . ) ∈ Σ or ω = (i1, . . . ir) ∈ Σr, r ≥ n, by Snϕ(ω, x) we shall denote the sum:
Snϕ(ω, x) =
n∑
l=1
ϕ(gil,...,i1(x)).
Lemma 8. Let Γ = {g1, . . . , gk} act minimally and there is no measure invariant by Γ.
Assume that p1 = · · · = pk = 1/k and let ϕ : S1 → R be an arbitrary Lipschitz continous
function with Lipschitz constant 1. Then there exist α ∈ (0, 1), m ∈ N and γ > 0 such that
for an arbitrary pair of points x, y ∈ S1 there exist two collections of measurable pairwise
disjoint sets P1, P2 . . . ⊂ Σ and P ′1, P ′2, . . . ⊂ Σ such that: for every l ≥ 1
Σ = P1 ∪ P2 ∪ · · · ∪ Pl ∪ Bl, Σ = P ′1 ∪ P ′2 ∪ · · · ∪ P ′l ∪ B′l,
where the sets Bl, B
′
l are unions (possibly infinite) of some disjoint cylinders and a (measure
preserving) bijection bl : Σ→ Σ satisfying
THE CENTRAL LIMIT THEOREM FOR FUNCTION SYSTEMS ON THE CIRCLE 9
(P1) bl(Pj) = P
′
j for every j = 1, . . . l;
(P2) P(Bl) ≤ (1− α)l;
(P3) for every n ≥ 0 and ω ∈ Pj, j = 1, . . . l, we have
|Snϕ(ω, x)− Snϕ(bl(ω), y)| ≤ j (2(m+ 1)||ϕ||∞ + γ) ;
(P4) for every cylinder set C from the collection of cylinders forming Bl, n ≤ s, where
s is the length of the cylinder C, we have
|Snϕ(ω, x)− Snϕ(bl(ω), y)| ≤ j (2(m+ 1)||ϕ||∞ + γ) ω ∈ C;
(P5) the bijection bl+1 coincides with bl on the set P1 ∪ · · · ∪ Pl.
Proof By Proposition 6 there exist an open interval I ⊂ S1, q ∈ (0, 1) such that the set Σ˜
of all sequences ω ∈ Σ satisfying the following condition:
(4) |gin,in−1,...,i1(z)− gin,in−1,...,i1(w)| ≤ qn for all n ≥ 0, all z, w ∈ I
has positive P- measure. Further, from Proposition 7 it follows that there exists m ∈ N
such that
β := inf
x∈S1
Pmδx(I) > 0.
Set
α := βP(Σ˜) and γ := (1− q)−1.
Fix x, y ∈ S1. Then there exist a collection G ⊂ Σm of sequences i = (i1, . . . , im) such
that gim,im−1,...,i1(x) ∈ I, and, similarly, a collection G ′ of sequences i′ = (i′1, . . . i′m) such
that gi′m,i′m−1,...,i′1(y) ∈ I. We may also assume that G := #(G) = #(G ′) > kmβ. Fix an
arbitrary bijection
i 7→ i′
between sequences in G and G ′, respectively.
Put
P1 = {ij : i ∈ G, j ∈ Σ˜} and P ′1 = {i′j : i′ ∈ G ′, j ∈ Σ˜}.
Obviously P(P1) ≥ α. The bijection b1 : P1 → P ′1 is defined simply by
(5) b1(ij) = i
′j for every j ∈ Σ˜.
Set B1 = Σ \ P1 and observe that P(B1) ≤ 1 − α and (P2) is satisfied. Now we define
the bijection b1 on B1. It is done in two steps: first, there are k
m − G finite sequences l
and l′ of length m outside G and G ′, respectively. Choose an arbitrary bijection between
them and define the bijection b1 on the cylinder set defined by l by
(6) b1(lj) = l
′j
for every j ∈ Σ. Hence (P1) holds.
Further from the definition of the set Σ˜ it follows that the complement Σ \ Σ˜ is a union,
possibly infinite, of some disjoint cylinder sets, say
Σ \ Σ˜ =
⋃
k∈K
Ck.
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Also, let us note that for k ∈ K we still have the estimate
(7) |gin,...,i1(z)− gin,...,i1(w)| ≤ qn for z, w ∈ I and n < r,
where r is the length of k.
It remains to define b1 on the complement Ci \P1, for each sequence i ∈ G. Since Σ\ Σ˜ is
a union of some collection of disjoint cylinders Ck, k ∈ K in Σ, the set Ci \P1 is the union
of cylinder sets Cik, k ∈ K and, similarly, the set Ci′ \ P ′1 is the union of the cylinders
Ci′k, k ∈ K. This defines a natural measure preserving bijection Cik → Ci′k. Thus the
definition of b1 : Σ→ Σ is completed.
We shall check that (P3) is satisfied. First, for ω ∈ P1, ω = ij and ω′ = b1(ω) we have,
for n ≥ m:
(8)
|Snϕ(ω, x)− Snϕ(ω′, y)| =
|Smϕ(i, x)− Smϕ(i′, y) + Sn−mϕ(j, gi(x))− Sn−mϕ(j, gi′(y))|
≤ 2m||ϕ||∞ + γ.
If n ≤ m, then (8) holds trivially and (P3) holds.
Now, let C be a cylinder from the collection forming B1. If C is of length m then
(P4) is trivially satisfied. Now, if C is of the form ik, so that the length of C is equal to
s = m+ r > m, then (P4) still holds for n ≤ s. Indeed, applying (7) for r, and z = gi(x),
w = gi′(y), gives
|Sn−mϕ(j, gi(x))− Sn−mϕ(j, gi′(y))| ≤ 2||ϕ||∞ + γ
for n ≤ s (i.e., n−m ≤ r), so that
|Snϕ(ω, x)− Snϕ(ω′, y)| ≤ 2m||ϕ||∞ + 2||ϕ||∞ + γ = 2(m+ 1)||ϕ||∞ + γ,
where ω′ = b1(ω).
First step in our induction argument is done.
Next, assume that hypotheses hold for 1, . . . l. We shall construct the set Pl+1 ⊂ Bl, and
put Bl+1 = Bl \ Pl+1. The construction goes as follows: Let C = C(i1,...ir) be a cylinder
set form the collection forming Bl, and let C
′ = bl(C) = C(i′1,...i′r). Again, there exist
collections, both of cardinality G of sequences of length m (ir+1, . . . , ir+m), (i
′
r+1, . . . , i
′
r+m)
such that both gir+m,...,ir+1,ir ,...,i1(x) and gi′r+m,...,i′r+1,i′r,...,i′1(y) are in I. Choose an arbitrary
bijection between them (ir+1, . . . , ir+m) 7→ (i′r+1, . . . , i′r+m). Put i = (i1, . . . , ir+m) and
i′ = (i′1, . . . , i
′
r+m) and consider the subsets of the cylinder sets defined by i and i
′:
{ij : j ∈ Σ˜} and {i′j : j ∈ Σ˜},
and the natural bijection bl+1 between them: ij 7→ i′j. Let bl+1(ω) = bl(ω) for all ω ∈
Σ \ Pl+1. Thus (P5) holds. Obviously (P1) is also satisfied.
The set Pl+1 (respectively: P
′
l+1) is then defined as the union of all such sets (ij) con-
structed above, over all cylinder sets in Bl.
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It follows from the structure of Σ˜ that Bl+1 = Bl\Pl+1 is, again , a union of some cylinder
sets. The construction gives also the estimate P(Pl+1) ≥ αP(Bl), so P(Bl+1) ≤ (1− α)l+1
and (P2) holds.
Condition (P3) now holds for Pl+1. Indeed, take one of cylinder sets C = C(i1,...ir)
forming the set Bl, and follow the above construction, i.e. extend the sequence to i =
(i1, i2, . . . ir, ir+1, . . . ir+m) and repeat the same procedure for for C
′. Take ω ∈ Pl+1, ω = ij
and ω′ = bl+1(ω) = i
′j. Then, by inductive assumption,
|Sr+m(i, x)− Sr+m(i′, y)| ≤ l(2(m+ 1)||ϕ||∞ + γ) + 2m||ϕ||∞.
and for every n > r +m
|Sn(j, gi(x))− Sn(j, gi′(y))| ≤ γ.
Summing these two estimates we obtain (P3) for Pl+1. Similarly we check that (P4) holds.
The proof is complete. •
We may formulate the main result of our paper saying that the iterated function system
under quite general assumptions fulfils the Central Limit Theorem.
Theorem 9. Let ϕ : S1 → R be an arbitrary Lipschitz continuous function. If Γ =
{g1, . . . , gk} acts minimally and there is no measure invariant by Γ, then for any proba-
bility vector p = (p1, . . . pk) the iterated function system (Γ,p) satisfies the Central Limit
Theorem for the function ϕ.
Proof First we assume that ϕ is Lipschitz continuous; one can also assume that the
Lipschitz constant of the function ϕ is equal to 1.
At the first step of the proof we shall assume that all the probabilities p1, . . . pk are equal,
i.e., p := p1 = p2 = · · · = pk = 1k . The general case will be deduced from this special case
at the end of the proof.
Fix n ∈ N. Observe that
(9)
n∑
k=1
Ukϕ(x) = pn
∑
ω∈Σn
Snϕ(ω, x)
So, for x, y ∈ S1 we have
(10) |
n∑
k=1
Ukϕ(x)−
n∑
k=1
Ukϕ(y)| = |pn
∑
ω∈Σn
Snϕ(ω, x)− pn
∑
ω∈Σn
Snϕ(ω, y)|
Let β ∈ (0, 1) and let Σ = P1 ∪ P2 ∪ · · · ∪ P[nβ ] ∪ B[nβ ], where P1, P2, . . . , P[nβ ] and B[nβ ]
are given by Lemma 8. Then∑
ω∈Σ
Snϕ(ω, x) =
∑
ω∈P1∪···∪P[nβ ]
Snϕ(ω, x) +
∑
ω∈B
[nβ ]
Snϕ(ω, x)
and, similarly, we also have
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∑
ω∈Σ
Snϕ(ω, y) =
∑
ω∈P ′1∪···∪P
′
[nβ ]
Snϕ(ω, y) +
∑
ω∈B′
[nβ ]
Snϕ(ω, y),
where P ′i = b[nβ ](Pi) for i = 1, . . . , [n
β ] and B′[nβ ] = b[nβ ](B[nβ ]).
We need to estimate pn
(∑
ω∈Σn
(Snϕ(ω, x)− Snϕ(ω, y))
)
. Using the bijecton b[nβ ] and
defining b[nβ ](ω) = ω
′ we have
pn
(∑
ω∈Σn
(Snϕ(ω, x)− Snϕ(ω, y))
)
= pn

 ∑
ω∈P1∪···∪P[nβ ]
Snϕ(ω, x)−
∑
ω′∈P ′1∪···∪P
′
[nβ ]
Snϕ(ω
′, y)


+ pn
∑
ω∈B
[nβ
]
(Snϕ(x, ω)− Snϕ(y, ω′)) := I + II.
By (P3) and (P4) in Lemma 8 we can estimate the above summands:
|I| ≤ P(P1 ∪ · · · ∪ P[nβ])nβ(2(m+ 1)||ϕ||∞ + γ) ≤ nβ(2(m+ 1)||ϕ||∞ + γ),
|II| ≤ 2n||ϕ||∞ · P(B[nβ ]) ≤ 2n||ϕ||∞ · (1− α)nβ .
Summarizing, we obtain the following estimate:
(11) |
n∑
k=1
(Ukϕ(x)− Ukϕ(y))| ≤ Cnβ ,
where C is some constant depending on m, γ, β, α and ||ϕ||. Therefore,
|
n∑
k=1
Ukϕ(x)| = |
n∑
k=1
Ukϕ(x)−
∫
S1
ϕ(y)µ∗(dy)| = |
∫
S1
[
n∑
k=1
Ukϕ(x)− Ukϕ(y)]µ∗(dy)|
≤
∫
S1
|
n∑
k=1
(Ukϕ(x)− Ukϕ(y))|µ∗(dy) ≤ Cnβ.
Clearly, this uniform estimate implies that
||
n∑
k=1
Ukϕ||L2(µ∗) ≤ Cnβ := an.
The above estimate can be performed for every β ∈ (0, 1). Choosing some β ∈ (0, 1/2),
e.g., β = 1/4), we see that the series
∑∞
n=1
an
n3/2
is convergent. Thus, condition (2) holds
and the stationary sequence (ϕ(Xn))n≥1 satisfies the CLT.
To show that the CLT theorem holds for a sequence (ϕ(Xxn))n≥1 starting at arbitrary
x ∈ S1 it is enough to prove that
(12)∣∣∣∣E exp
(
it
ϕ(Xx1 ) + . . .+ ϕ(X
x
n)√
n
)
− E exp
(
it
ϕ(X1) + . . .+ ϕ(Xn)√
n
)∣∣∣∣→ 0 as n→∞.
or, in our notation, that the following difference
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∫
Σ
exp
(
it
Snϕ(ω, x)√
n
)
P(dω)−
∫
Σ
∫
S1
exp
(
it
Snϕ(ω, y)√
n
)
µ∗(dy)P(dω)
=
∫
Σ
∫
S1
(
exp
(
it
Snϕ(ω, x)√
n
)
− exp
(
it
Snϕ(ω, y)√
n
))
µ∗(dy)P(dω)
converges to 0 as n→∞.
With x and y fixed, the expression in the brackets can be estimated by
pn√
n
∣∣∣∣∣
∑
ω∈Σn
Snϕ(ω, x)−
∑
ω∈Σn
Snϕ(ω, y)
∣∣∣∣∣ = 1√n
∣∣∣∣∣
n∑
k=1
(Ukϕ(x)− Ukϕ(y))
∣∣∣∣∣ .
Using (11), again for β = 1/4, we conclude that (12) holds.
Since
E exp
(
it
ϕ(X1) + . . .+ ϕ(Xn)√
n
)
→ exp(−t2σ2/2) as n→∞,
we obtain
E exp
(
it
ϕ(Xx1 ) + . . .+ ϕ(X
x
n)√
n
)
→ exp(−t2σ2/2) as n→∞
and we are done.
Now, assume that an arbitrary probability vector p = (p1, . . . pk) is given. We shall
deduce the CLT for this general case from the previous case of equal probabilities.
First, assume that all p1, . . . pk are rational; say pi =
mi
n
, i = 1, . . . k. Consider a modified
symbolic space Σˆ: this is the space of infinite sequences built with N := m1+m2+ . . .mk
digits:
1(1), . . . , 1(m1); 2(1), . . . , 2(m2); . . . k(1), . . . , k(mk).
Assigning equal probabilities (= 1
N
) to each digit, we obtain a new probability space (Σˆ, Pˆ),
and a new (formally) IFS, assigning to each digit i(t), t = 1, . . . , mi the same map gi for
i = 1, . . . , k. Denote by Uˆ the operator corresponding to this new IFS. Note that the
natural projection Π : (Σˆ, Pˆ) → (Σ,P) is measure preserving, i.e. Pˆ(Π−1A) = P(A) for
every measurable set A. Thus, the systems Γ and Γ˜ share the same stationary measure µ∗,
and
Ukϕ = Uˆkϕ.
Therefore, estimate (11) implies that the identical estimate holds unchanged for the system
(Γ,p). Since this is all what we need to conclude CLT, we are done for this (rational) case.
Fixing say, β = 1/4, recall that the constant C depends on ||ϕ||, and on the constants
m, γ, α, where m comes from (3), γ = (1 − q)−1, where q appears in the definition of Σ˜,
see (4) and α = βP(Σ˜), where β = µ∗(I)/2.
Finally, let p = (p1, . . . pk) be an arbitrary probability vector, let µ∗ be the unique
invariant measure for this system. Fix m satisfying (3). Choose the set Σ˜, as in (4), and
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the constant δ coming from the definition of Σ˜. Put β = µ∗(I)/2 and α = βP(Σ˜), as
before.
Now, choose and fix some n ≥ m. Note that if a rational probability vector pˆ, generating
the product probability distribution Pˆ on Σ is close to p then (3) still holds for the modified
system, with the same m. Similarly, if pˆ is close to p and µˆ∗ is the corresponding stationary
measure then µˆ∗(I) is close to µ∗(I).
The estimates leading to (11) for this rational approximation depend also, formally,
on lower estimate of Pˆ(Σ˜), the probability which may change after this approximation.
However, it is easy to see that, with this fixed n, the only lower bound which is used to
obtain condition (11) is that of Pˆn(Σ˜n), where Σ˜n is the union of all cylinder sets of length
n which intersect Σ˜. Clearly, given n, one can find a rational approximation of pˆ so that
Pˆn(Σ˜n) is as close to Pn(Σ˜n) as we wish. Thus, (10), and, in consequence, CLT holds for
(Γ,p). The proof is complete. •
Remark 10. The same theorem holds for a Ho¨lder continuous observable ϕ. The above
proof goes through with obvious modifications.
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