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Abstract
In this note integrals of the type
Iij(t; k1; k2; k3) =
∫ t
0
ek3i(; k1)j(t − ; k2) d; i; j = 0; 1;
with
0(t; k) = I0(2
√







will be evaluated. It is possible to expand Iij in a threefold power expansion in k1t, k2t, k3t, see (25). Moreover, it is
also possible to expand these integrals into a single sum with Bessel functions In and Laguerre polynomials Ln, see (45)
and (46). c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
During a study to &nd analytical expressions for the respective solutions of a coupled system of
partial di7erential equations (see [3]), the following type of integrals turned up (as kernel in the
integral representation of these solutions)
Iij(t; k1; k2; k3) =
∫ t
0
ek3i(; k1)j(t − ; k2) d; i; j = 0; 1; (1)
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with
0(t; k) = I0(2
√







with I0, I1 the mod&ed Bessel functions. So, e.g.,







k2(t − )) d:
The following system of coupled partial di7erential equations was studied, for −∞¡x¡∞; t ¿ 0,
@c1
@t
= 1Lc1 + a11c1 + a12c2 + a13c3; c1(x; 0) = f1(x);
@c2
@t
= 2Lc2 + a21c1 + a22c2 + a23c3; c2(x; 0) = f2(x);
@c3
@t
= 3Lc3 + a31c1 + a32c2 + a33c3; c3(x; 0) = f3(x);
(3)
with i, aij, 16i; j63, constants and with L any linear elliptic second-order di7erential operator in
x, with coeCcients which are allowed to be dependent on x. For the case 1 = 2=3 the solution of
this system can be written in a closed form integral expression in which the solution of the simpler
partial di7erential equation
@wi=@t = Lwi; wi(x; 0) = fi(x); −∞¡x¡∞; t ¿ 0; i = 1; 2; 3; (4)
is part of the integrand. The function c1(x; t), e.g., as solution of (3), with f1(x) = 0, f2(x) =
f3(x) = 0, can be written as




w1(x; 11 + 2(t − 1))ea111+1(t−1)
√
d11
t − 1 I1(2
√




w1(x; 11 + 2(t − 1))ea111+2(t−1)
√
d21
t − 1 I1(2
√

















t − 1 − 2 I1(2
√
d21(t − 1 − 2)) d2
}
d1; (5)
in which i, di, i = 1; 2, are expressions in aij, i; j = 1; 2; 3:
1;2 =
a22 + a33 ±
√
(a22 − a33)2 + 4a23a32
2
;
d1 = a12A21 + a13A31; d2 = a12B21 + a13B31;
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where
A21 =
1a21 − a33a21 + a23a31
1 − 2 ; B21 =
−2a21 + a33a21 − a23a31
1 − 2 ;
A31 =
1a31 − a22a31 + a32a21
1 − 2 ; B31 =
−2a31 + a22a31 − a32a21
1 − 2 :
Here it is assumed that (a22 − a33)2 + 4a23a32¿ 0, so that 1 = 2 are real. For c2(x; t) and
c3(x; t) analogous expressions are valid, see Veling [3]. In the last two lines of (5) the integral
I11(t−1;d11; d21; 1−2) turns up. We remark that this part of the kernel is independent of the oper-
ator L. Therefore, it is of independent mathematical interest to specify these kernels in closed form to
exhibit the dependence of the parameters. Firstly, these integrals will be expanded as triple expansions
in k1t, k2t, and k3t. But, it is also possible to give single expansions by means of the Bessel func-
tions In and Laguerre polynomials Ln and L(1)n . Our main results are summarized in Formulas (25),
(37)–(40), and (45)–(48). We admit that the integrals do not pose particular numerical problems
at evaluation, since the integrands behave nicely, so, in practical situations numerical evaluation of
these integrals by standard numerical integration might be also an option.
2. Basic properties of Iij












= 2t sin cos; (6)
then the integrals become





2; k1)j(t cos2; k2) sin cos d; i; j = 0; 1: (7)
If one introduces the notation
u= k3t; z2 = 4k1t; Z2 = 4k2t; (8)
these integrals can be written as (with Iij(t; u; z; Z) = Iij(t; k1; k2; k3))




2I0(z sin)I0(Z cos) sin cos d;




2I1(z sin)I0(Z cos) cos d;




2I0(z sin)I1(Z cos) sin d;




2I1(z sin)I1(Z cos) d:
(9)
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In general,




2Ii(z sin)Ij(Z cos)(sin)1−i(cos)1−j d; i; j = 0; 1:
(10)
Furthermore, we note the following relationship:
Iij(t; k1; k2; k3) = ek3t Iji(t; k2; k1;−k3); i = 0; 1; (11)
which can be established easily by a change of the integration variable (′= t− ). Written with the
variables u; z; Z this means
Iij(t; u; z; Z) = euIji(t;−u; Z; z); i = 0; 1: (12)
Between the Iij(t; u; z; Z) there exists the following relationships:










z′I00(t; u; z′; Z) dz′;










Z ′I00(t; u; z; Z ′) dZ ′;










z′I01(t; u; z′; Z) dz′;










Z ′I10(t; u; z; Z ′) dZ ′;













z′I00(t; u; z′; Z ′) dz′ dZ ′:
(13)
3. Some ingredients





m! ( + m+ 1)
; (14)





I(zsin ")(sin ")+1(cos ")2!+1 d"= I+!+1(z); (15)
cf. [1, (11.4.10)], Sonine’s &rst &nite integral [4, (12.11(1))], and, there holds, see [4, (12.13(1))],
Sonine’s second &nite integral:∫ =2
0








E.J.M. Veling / Journal of Computational and Applied Mathematics 134 (2001) 201–212 205
The next relation is well known, see [1, (6.2.1)]∫ =2
0







 (x + y)
: (17)
For the following integral see [1, (13.2.1)]∫ 1
0
ezt ta−1(1− t)b−a−1 dt =  (b− a) (a)
 (b)
M (a; b; z); Re b¿Re a¿ 0; (18)
with M (a; b; z) the conJuent hypergeometric function of Kummer (see [1, (13.1.2)]):







; b = 0; (19)
(a)0 = 1; (a)i = a(a+ 1) · · · (a+ i − 1); i¿1:
So, based on (18)∫ =2
0
eu sin





euttx−1(1− t)y−1 dt = 1
2
 (x) (y)
 (x + y)
M (x; x + y; u): (20)
4. Expansion of the integrals Iij as triple expansions
In the sequel, the Bessel functions in integral (10) will be expanded straightforwardly by means
of (14), and the corresponding integral will be evaluated with (20)


























k! (i + k + 1)
((Z cos)=2) j+2(n−k)




















k!(n− k)! (i + k + 1) (j + n− k + 1)
×1
2
 (k + 1) (n− k + 1)
 (n+ 2)







 (i + k + 1) (j + n− k + 1) (n+ 2)
×M (k + 1; n+ 2; u): (21)
For the special case i = j = 0, u= 0, the following result will be found, if one uses (14)





















z2 + Z2): (22)
See relation (16).
If one inserts the expansion for M (a; b; z) (see (19)) into the result (21) one &nds











 (k + 1 + l)
 (k + 1)
 (n+ 2)












 (k + 1 + l)
 (k + 1)
× 1
 (n+ 2 + l)
(z=2)2k(Z=2)2(n−k)
 (i + k + 1) (j + n− k + 1) : (23)











p=0; [p= n− k]):









(i + k)!(j + p)!
 (k + l+ 1)
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This, together with (24) implies for Iij(t; k1; k2; k3), 06i; j61;










(i + k)!(j + p)!(p+ k + l+ 1)!l!k!
(k3t)l(k1t)k(k2t)p: (25)
5. Other expansions
As can be seen easily, the functions Iij are in fact convolutions:
Iij(t; k1; k2; k3) = (ek3ti(t; k1)) ∗ j(t; k2); i; j = 0; 1:
If one takes the Laplace transform one &nds
L[Iij(t; k1; k2; k3)](p) =L[i(t; k1)](p− k3)×L[j(t; k2)](p); i; j = 0; 1: (26)
































k1=(p−k3)(ek2=p − 1); (31)
L[I11] = (ek1=(p−k3) − 1)(ek2=p − 1): (32)
To &nd other expansions of the speci&ed integrals (1) we expand (29)–(32) either in powers of
1=(p(p− k3)) or powers of 1=(p− k3).
5.1. Expansion of L[Iij] in powers of 1=(p(p− k3))










































































































Apply now (27) and (11) to &nd














































So, it follows that (see (8) and (12))
















































In the same way, it is possible to derive general formulas for Iij, 06i; j61. Firstly, we introduce










m; i = 0; 1:
Then, the general expressions for Iij(t; k1; k2; k3) and Iij(t; u; z; Z) read (recall that )ij = 1, if i = j,
otherwise )ij = 0), 06i; j61;
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+ (I0(2
√
(k1 + k2)t)− I0(2
√













































k2t))i1(1− )j1) + ek3t(I0(2
√







































































−I0(Z))i1(1− )j1) + eu(I0(
√












5.2. Expansions of L[Iij] in powers of 1=(p− k3)








































































































Apply now (27) to &nd


































since the summation over m is just equal to the Laguerre polynomial Ln(−k1=k3), see ([1], (22:3:9)).
Using (11) there holds














Of course, this can be written by (8) and (12) also as
























In the same way, it is possible to derive general formulas for Iij. Then, the general expressions
for Iij(t; k1; k2; k3) and Iij(t; u; z; Z) read, 06i; j61;

































1 + (2n+ 1))j1
; (46)
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1 + (2n+ 1))j1
: (48)
Here, the Laguerre polynomials L(0)n (x) (which equals Ln(x)) and L
(1)
n (x) occur. Their de&nition reads































dx = In(Z)− 12nn! :
Although the Laguerre polynomials are de&ned for positive argument, we use the summation ex-
pressions (49) and (50) also for negative arguments in a formal way.
6. Discussion
For the particular value k3=0 (or u=0) the singularity in the argument of the Laguerre polynomials
L( j)n (k2=k3), (or L
(i)
n (−z2=4u)) (see (45), or (47)) is balanced by the factor kn3 , or un, respectively,
but there remains an in&nite sum. In contrast with these formulas, the values for Iij for k3 = 0 (or
u= 0) are easy to express from formula (39)





z2 + Z2); (51)
I10(t; 0; z; Z) = I0(
√
z2 + Z2)− I0(Z); (52)
I01(t; 0; z; Z) = I0(
√
z2 + Z2)− I0(z); (53)




z2 + Z2)− zI1(z)− ZI1(Z))=(2t): (54)
Moreover, some interesting identities can be derived by comparing the di7erent formulas for partic-
ular values for z = 0 or Z = 0. Since 1(t; 0) = 0 (see (2)) particular values are
I10(t; u; 0; Z) = 0; (55)
I01(t; u; z; 0) = 0; (56)
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I11(t; u; 0; Z) = 0; (57)
I11(t; u; z; 0) = 0: (58)
So, from (56) and (39) there follows

































n−2mxn−my2m = exI0(y): (60)
The same conclusion can be derived from (55) and (40). Finally, from (58) and (39)







































n−2mxn+1−my2m = (ex − 1)I1(y): (62)













n−2mxn−my2m = exI1(y); (63)
which can also be found after some manipulation by di7erentiation of (60) with respect to y.
Relations (60), (62), (63) can also be derived directly.
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