We address some questions concerning indecomposable polynomials and their behaviour under specialization.
Introduction
Let x be an indeterminate. A non-constant polynomial f (x) ∈ k[x] with coefficients in a field k is said to be decomposable in k [x] if it is of the form u(g(x)) with g and u in k[x] of degree 2, and indecomposable otherwise.
For polynomials in several variables, the definition is slightly different: for an integer n 2 and a n-tuple x = (x 1 , . . . , x n ) of indeterminates, a non-
if it is of the form u(g(x)) with u ∈ k[t] of degree 2 and g(x) ∈ k[x]; unlike for n = 1, the case deg(g) = 1, deg(u) 2 is allowed.
The central theme of the paper is the following general problem. Let
A be an integral domain with quotient field K and f (x) ∈ A[x] be an indecomposable polynomial in K [x] . Given a ring morphism σ : A → k with k a field, the question is whether the polynomial f σ (x) obtained by applying σ to the coefficients of f (x) is also indecomposable.
We have a first general statementà la Bertini-Noether under the assumption that deg(f ) is prime to the characteristic of K 1 : the answer is positive "generically", that is, for all σ such that I σ f = 0 where I f is some non-zero element of A depending only on f (proposition 2.3). Based on a general decomposition result for polynomials, established in [2] , our approach leads to quite explicit versions of the Bertini-Noether conclusion. For polynomials in several variables, similar conclusions had already been proved (see [3] , [4] , [5] ); the single variable case is somewhat different.
We investigate further two typical situations. The first one is for A = Z and σ : Z → F p a reduction morphism modulo p. The Bertini-Noether conclusion is here that f σ (x) is indecomposable if p is suitably large. Our method leads to the following explicit version. To our knowledge no such bound as the one below was previously available. We then focus on the situation where A = k[t] with t = (t 1 , . . . , t r ) an r-tuple of indeterminates (r 1), k a field and σ : k[t] → k a specialization morphism sending each t i to a special value t * i ∈ k, i = 1, . . . , r. In this situation, the Bertini-Noether conclusion is that if
and of degree prime to the characteristic of k, then for all t * = (t * 1 , . . . , t * r ) ∈ k r but in a proper Zariski closed subset, the specialized polynomial f (t * 1 , . . . , t * r , x) is indecomposable in k[x]. The indecomposability assumption excludes polynomials f of the form u(t, g(t, x)) with u, g ∈ k[t, x]. It is natural to ask whether the Bertini-Noether conclusion extends to such polynomials and more generally to all polynomials that are indecomposable in k[t, x] (as (r +1)-variable polynomials). Although this is not true in general (take for example f (t, x) = tx 4 ), we show nevertheless that the desired conclusion does hold up to some change of variables. Specifically we obtain the following result.
Assume that k is of characteristic p = 0 or p > deg(f ). Then we have the following:
(a) if α = (α 1 , . . . , α r ) is an r-tuple of indeterminates, the polynomial
(b) for all (α * 1 , . . . , α * r ) ∈ k r off a proper Zariski closed subset, the polynomial
Combined with the standard fact that
x], theorem 1.2 has the following consequence which makes it easy to produce indecomposable polynomials in one variable.
Assume that k is of characteristic p = 0 or p > deg(f ). Then for all (α * 1 , . . . , α * r , t * 1 , . . . , t * r ) ∈ k 2r off a proper Zariski closed subset, the polynomial
The assumption on the characteristic of k in theorem 1.2 guarantees that
x] under the condition that it is indecomposable in k [t, x] . This follows from [3, theorem 4.2] . A similar result holds for polynomials in one variable [7, lemma 21.8.11 ]. We will use these results in several occasions. We will further show that this assumption on the characteristic of k cannot be removed in theorem 1.2 (see remark 4.3). A main step in theorem 1.2 is to go from two to one variable (that is, the case r = 1). A key ingredient is a partial differential equation satisfied by the roots of a polynomial equation (Burger's equation lemma 4.4) due to Wood [13] and investigated further by Lecerf and Galligo [8] .
Acknowledgments. The second author thanks G. Lecerf and A. Galligo for interesting discussions about Burger's equation. Remark 2.1. Using this decomposition, one easily deduces the following statement which can be compared to theorem 2 of [1] :
Preliminaries and first results
prime to the characteristic of k and m be a divisor of
.
Deduce that the m-decomposition
Next we recall from [2] this more technical information on the decomposition (m-dec) that we will use later: the polynomial g(x) is the approximate
where the coefficients c j 1 ...j i−1 are the multinomial coefficients defined by the following formula:
Once g has been obtained we get the full decomposition as follows: first (1) and h (2) = h (1) + αx i . Then iterate the process with f (1) replaced by f (2) .
Further degree estimates for polynomials in two variables. Let
A be an integral domain and f (t, x) ∈ A[t, x] of degree d, monic in x:
Let m|d and write the decomposition f = u(g) + h associated to m, where f is viewed as a one variable polynomial in x over A[t]. We have
Lemma 2.2. Under the assumptions and notation above, we have
Proof. The first item follows from the definition of the approximate m-root and the existence of such a decomposition. We prove below a refinement of the second point.
in the difference between f and powers of g.
If d
m divides i, let j such that i = j d m and denote the former coefficient by
Conjoining the two cases, conclude that deg t h d.
This gives the second item and deg
2.3. The Bertini-Noether conclusion. If σ : A → B is a ring morphism, we denote the image of elements a ∈ A by a σ . For p(x) ∈ A[x], we denote the polynomial obtained by applying σ to the coefficients of p by p σ (x).
General statement.
Fix an integral domain A with quotient field K.
prime to the characteristic p 0 of K. Then there exists a non-zero element I f ∈ A such that the following holds. For every morphism σ :
Proof. Let a 0 be the coefficient of
As h σ m = 0 for all m, (f /a 0 ) σ , and so also f σ , is indecomposable in k[x]. for all suitably large p, the reduced polynomial f (x) modulo p is indecompos-
This example will be refined in section 3.
with k a field and t = (t 1 , . . . , t r ) some indeterminates. → k that maps t = (t 1 , . . . , t r ) to an r-tuple t * = (t * 1 , . . . , t * r ) ∈ k r yields the following:
for all t * off a proper Zariski closed subset of k r , the specialized polynomial
This example will be refined in section 4. To We say that a polynomial p(x) = p 0
This definition depends on f ∞ and not on p ∞ . Of course f is itself f -tame of order d.
Using the system (S), it follows by induction on
is the coefficient of the highest monomial α i x d−i in the difference between f and powers of g.
If d m divides i, say i = j d m , then pick the coefficient α i of the highest monomial above and set u j = α i : this is the coefficient of x m−j in u(x).
Deduce that |u
. . , m) for some constants γ j , γ.
This implies that u j g m−j is f -tame of order d (even if it is a polynomial
Proof of theorem 1.2
First note that assertions (b) and (c) immediately follow from assertion (a) and proposition 2.3. We are left with proving assertion (a). With no loss of generality we may assume that deg t i f 0. And this, due to the assumption on the characteristic of k, amounts to ∂f /∂t i = 0, i = 1, . . . , r. Also recall that due to the assumption on the characteristic of k, the polynomial f (t, x)
We divide the proof into two stages. Assume that ∂Q/∂x 1 = 0. Then if α 1 is a new indeterminate, the polynomial
Stage 2: from two to one variable.
Here we show that for r 1,
From stage 1, we are reduced to proving the special case r = 1 of theorem 1.2 (a), which we restate below. and ab = α, then we have x p 2 + x p + t + αx = (x p + bx) p + a(x p + bx) + t.
Preliminary lemmas.
The following three lemmas will be used in the proof of theorem 4.2. The first one is due to Lecerf and Galligo [8] . It expresses in a simple and algebraic way a result already obtained by J.A. Wood [13] . We denote partial derivatives ∂ ∂α and ∂ ∂t by ∂ α and ∂ t . 
Proof. Condition ∂ x q(α, t, φ) = 0 guarantees that ∂ α and ∂ t uniquely extend to k(α, t, φ). Differentiate then q(α, t, φ) = 0 with respect to α and with respect to t. Using next the special form q(α, t, x) = f (t + αx, x) of q, this leads to the following formulas:
which yields what we want. 
Adding a constant c ∈ k to f (x, y) changes f (t + αx, x) to f (t + αx, x) + c and does not affect the decomposability assumption nor the desired conclusion. Note next that deg x (f (αx, x)) = d. As p = 0 or p > d, it follows from lemma 4.5 that some element c ∈ k can be found such that the polynomial f (αx, x) + c has only simple roots in k(α). Up to replacing f by f + c we may and will assume that this is the case for f (αx, x) itself. (g(α, t, x) − λ j ), so that φ 1 , . . . , φ d ∈ k(α, t) are the roots ofq, and λ 1 , . . . , λ m ∈ k(α, t) are the roots of u. Furthermore, by uniqueness of factorization, there exists a partition of {1, . . . , d} into subsets I 1 , . . . , I m of {1, . . . , d} such that:
We will use Newton's identities: for a polynomial p(x) = x n + p 1 x n−1 + · · · + p n−1 x + p n = n i=1 (x − φ i ), setting S = n i=1 φ i , we have:
(N) S + p 1 S −1 + · · · + p −1 S 1 + p = 0 ( = 1, . . . , n)
Applied to g(α, t, x) − λ j (for which only the constant term depends on j), this provides the following: for every = 1, . . . , d m − 1 and j = 1, . . . , m,
At this stage we use our initial reduction to the situation that f (αx, x) has only simple roots in k(α). This implies first thatq(α, t, x) has only simple roots in k(α, t), and, second, that these roots, φ 1 , . . . , φ d , can be viewed in the ring k(α) [[t] ] of formal power series in t with coefficients in k(α), via some embedding k(α, t)(φ 1 , . . . , φ d ) ⊂ k(α)((t)); such an embedding indeed exists thanks to Hensel's lemma.
Differentiation of (*) for = d m − 1 with respect to α then provides
Use lemma 4.4 to deduce that
and to conclude that
Use this conclusion for j = 1 to write i∈I 1 φ Multiply the equalityq = v(G) by f d (α, 1) to get that q is decomposable
. For all but finitely many α * ∈ k, specialization of α to α * of this decomposition provides the non-
Explicit versions.
We explain here how our method can be used to get explicit results. For simplicity, we restrict to polynomials in two variables. if for each divisor m of d there exists i 0 such that h m,i 0 (α * , t * ) = 0, then
Proof. The proof is a variation of that of lemma 2.2 or of theorem 1.1. Set
Due to the assumption deg f = d we get:
In particular a 0 (α, t) = a 0 (α) does not depend on t. is α-tame of order δ if each c i (α) can be written (i = 0, . . . , δ):
Note that a 0 (α) comes fromq and is fixed.
The following properties can easily be proved:
(1)q(α, t, x) is α-tame of order d.
(2) The sum of two α-tame polynomials of order δ is α-tame of order δ.
(3) The product of a α-tame polynomial of order δ and a α-tame polynomial of order δ is α-tame polynomial of order δ + δ .
(4) The k-power a α-tame polynomial of order δ is α-tame of order kδ.
(5) An α-tame polynomial of order jd is an α-tame polynomial of order md (j = 1, . . . , m). By inspection of system (S), we have in the decompositionq = u m (g m ) + h m , that g m is α-tame of order d. The proof is very similar to the one in lemma 2.2. Then by item 4, g j m are α-tame of order jd, and by item 5,q and g j m are α-tame of order md, (j = 1, . . . , m). As in lemma 2.2 we distinguish two cases: 
