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ABSTRACT In recent years, with the rapid development of Internet technology, online shopping has become
a mainstream way for users to purchase and consume. Sentiment analysis of a large number of user reviews
on e-commerce platforms can effectively improve user satisfaction. This paper proposes a new sentiment
analysis model-SLCABG, which is based on the sentiment lexicon and combines Convolutional Neural
Network (CNN) and attention-based Bidirectional Gated Recurrent Unit (BiGRU). In terms of methods, the
SLCABGmodel combines the advantages of sentiment lexicon and deep learning technology, and overcomes
the shortcomings of existing sentiment analysis model of product reviews. The SLCABG model combines
the advantages of the sentiment lexicon and deep learning techniques. First, the sentiment lexicon is used to
enhance the sentiment features in the reviews. Then the CNN and the Gated Recurrent Unit (GRU) network
are used to extract the main sentiment features and context features in the reviews and use the attention
mechanism to weight. And finally classify the weighted sentiment features. In terms of data, this paper
crawls and cleans the real book evaluation of dangdang.com, a famous Chinese e-commerce website, for
training and testing, all of which are based on Chinese. The scale of the data has reached 100000 orders of
magnitude, which can be widely used in the field of Chinese sentiment analysis. The experimental results
show that the model can effectively improve the performance of text sentiment analysis.
INDEX TERMS Attention mechanism, CNN, BiGRU, sentiment analysis, sentiment lexicon.
I. INTRODUCTION
With the rapid development and popularization of e-commerce
technology, more and more users like to shop on various
e-commerce platforms. Compared with the way of off-line
shopping in physical stores, users can shop at any time and
any where, and do not have to wait for the weekend to go
shopping, which saves time and effort. Moreover, the prod-
ucts on e-commerce platforms are full of varieties and styles,
and consumers can buy the desired products without leaving
home [1]. However, while online shopping brings conve-
nience to consumers, due to the virtuality of the e-commerce
The associate editor coordinating the review of this manuscript and
approving it for publication was Alberto Cano .
platforms, there are many problems in the products sold
on the platforms, such as inconsistency between descriptive
information and real goods, poor quality of goods, imperfect
after-sales of goods and so on [2]. Therefore, it is of great
significance to conduct sentiment analysis on the commodity
evaluation of the purchased products on electronic commerce
platforms.
Analyzing the sentiment tendency of consumer evaluation
can not only provide a reference for other consumers but also
help businesses on e-commerce platforms to improve service
quality and consumer satisfaction.
Sentiment analysis for product reviews, also known as text
orientation analysis or opinionmining, refers to the process of
automatically analyzing the subjective commentary text with
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the customer’s emotional color and deriving the customer’s
emotional tendency [3].
At present, the main methods of text mining are rule-
based method, machine learning method and combined
method. Among them, the rule-based method also includes
the lexicon-basedmethod.Machine learningmethods include
traditional machine learning methods such as conditional
random fields and deep learning methods. In the rest of
this paper, the machine learning techniques we mentioned
all refer to traditional machine learning techniques. Deep
learning methods have been widely used in various fields,
such as image recognition [4], [5], object detection [6],
[7], transportation [8], network optimization [9], sensor net-
works [10]–[14], system security [15], etc. In recent years,
many researchers have integrated traditional machine learn-
ing methods and deep learning methods into the field of text
sentiment analysis by constructing the sentiment lexicon, and
achieved good results [16].
The core of the sentiment lexicon-based approach is to
construct a sentiment lexicon. The corresponding sentiment
lexicon is constructed by selecting appropriate sentimental
words, degree adverbs, and negative words, and the sen-
timental intensity and sentimental polarity are marked for
the constructed sentiment lexicon. After the text is input,
the words in the input text are matched with the sentiment
words in the sentiment lexicon, and the matched sentiment
words areweighted and summed to obtain the sentiment value
of the input text, thereby determining the sentimental polarity
of the input text according to the sentiment value.
Although there are already some methods to automati-
cally obtain the word vector features of the text such as
Word2Vec, FastText, and Glove, the traditional machine
learning method still needs to extract the emotional fea-
tures of the structured data from the input text through
human intervention, vectorize the text, and then use the
traditional machine learning model to classify the sen-
timent text features [17]. This method usually requires
human intervention to obtain the sentiment category of the
input text. Traditional machine learning methods commonly
used include naive bayes, support vector machine, maxi-
mum entropy, random forest and conditional random fields
model [18], [19].
In recent years, deep learning has made great achievements
in many fields. Compared with traditional machine learning
methods, deep learning does not need human intervention
features, but deep learning needs massive data as support.
Deep learning-based methods automatically extract features
from different neural network models and learn from their
own errors [20]. The neural network model is usually com-
posed of multiple hierarchies, which can be a layer-by-layer
abstraction, and the layers can bemapped by nonlinear activa-
tion functions, so it can fit very complex features and learn the
hidden deep features between texts [21]. The deep learning
models commonly used in the field of text sentiment analysis
are CNN, Recurrent Neural Network (RNN), LSTM, and
Gated Recurrent Unit (GRU) [22].
In order to improve the performance of existing sentiment
analysis models in the sentiment analysis field of product
reviews, this paper proposes a SLCABG model based on the
advantages of the sentiment lexicon and deep learning tech-
niques. The main contributions of this paper are as follows:
1. We propose a new sentiment analysis model based
on the advantages of sentiment lexicon, word vec-
tors, CNN, GRU and the attention mechanism, and
experiment on the book review dataset from the real
e-commerce book website to verify the effectiveness
of the model.
2. We analyzed the influence of related factors such as the
size of the thesaurus, the length of the input sentence
and the number of iterations of the model on the per-
formance of the model, and conducted experiments to
optimize our model.
The rest of the paper is organized as follows: Section II
introduces the relevant research progress of text sentiment
analysis, Section III describes our proposed SLCABG model
in detail, and Section IV describes the experimental pro-
cess and results of our validation of the SLCABG model.
Section V and Section VI discusses and summarizes the
experiments we conducted.
II. RELATED WORKS
This section reviews the work done in the field of text sen-
timent analysis from three aspects: sentiment analysis meth-
ods based on sentiment lexicon, sentiment analysis methods
based on machine learning and sentiment analysis methods
based on deep learning.
A. SENTIMENT ANALYSIS BASED ON SENTIMENT
LEXICON
Taboada et al. [23] proposed the Semantic Orientation Cal-
culator to extract sentiment from text using dictionaries of
words annotated with polarity and strength. Jurek et al. [24]
proposed a new lexicon-based sentiment analysis algorithm
using namely sentiment normalization and evidence-based
combination function. In addition to using sentiment terms,
Asghar et al. [25] also integrated emoticons, modifiers and
domain specific terms to analyze sentiment analysis of online
user comments. Bandhakavi et al. [26] proposed a uni-
gram mixture model (UMM) based DSEL by using labeled
and weakly-labeled emotion text to extract effective fea-
tures for emotion classification. Dhaoui et al. [27] used
the LIWC2015 lexicon and RTextTools machine learning
package to compare the sentiment analysis method based
on lexicon and machine learning. Khoo and Johnkhan [28]
proposed a general sentiment lexicon called WKWSCI Sen-
timent Lexicon and compares it with the existing senti-
ment lexicons. Zhang et al. [29] analyzed text sentiment
of Chinese microblog by using extended sentiment lexicons
of added degree adverb lexicon, network word lexicon and
negative word lexicon. Keshavarz and Abadeh [30] used a
combination of corpus and lexicons to construct adaptive
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sentiment vocabulary to improve the sentiment classification
accuracy of Weibo. Feng et al. [31] constructed a two-layer
graph model using emoji and candidate sentiment words,
and selected the top words in the model as sentiment words.
Although the sentiment lexicon-based approach can achieve
great performance, there are significant limitations in differ-
ent fields and its manual maintenance requires extremely high
costs. Therefore, the machine learning-based method that
automatically extracts sentiment features with a little manual
intervention has become a better choice for researchers.
B. SENTIMENT ANALYSIS BASED ON MACHINE LEARNING
Manek et al. [32] proposed the method of feature extraction
based on gini index and classification by support vector
machine (SVM). Hai et al. [33] proposed a new probabilistic
supervised joint emotion model (SJSM), which could not
only identify semantic sentiments from the comment data
but also infer the overall sentiment of the comment data.
Singh et al. [34] used naive bayes, J48, BFTree and OneR
four machine learning algorithms for text sentiment analysis.
Huang et al. [35] proposed a multi-modal joint sentiment
theme model. Based on the introduction of user personality
features and sensitive influence factors, the model uses latent
dirichlet allocation (LDA) model to analyze the hidden user
sentiments and topic types in Weibo text. Huq et al. [36] used
SVM and k-nearest neighbors (KNN) algorithms to analyze
the sentiment of twitter data. Long et al. [37] used SVM to
classify stock forum posts using additional samples contain-
ing prior knowledge. Although the machine learning-based
method can automatically extract features, it often relies on
manual feature selection. However, the deep learning-based
approach does not require manual intervention at all. It can
automatically select and extract features through the neural
network structure and can learn from its own errors.
C. SENTIMENT ANALYSIS BASED ON DEEP LEARNING
Jianqiang et al. [38] used the contextual semantic features and
the co-occurrence statistical features of the words in the tweet
and the n-gram feature input convolutional neural network to
analyze the sentiment polarity. Hyun et al. [39] proposed a
target-dependent convolutional neural network (TCNN). The
model uses the distance relationship between the target word
and the surrounding words to learn the influence of surround-
ing words on the target words. Attention mechanisms arise
because each word in a sentence has a different effect on the
emotional polarity of the sentence. In order to combine the
dominant and recessive features in the sentence,Ma et al. [40]
proposed an extended LSTM called Sentic LSTM. Themodel
unit includes a separate output gate for inserting token level
memory and concept level input. Based on the mathematical
theory of regression neural network, Chen et al. [41] proposed
the LSTM model for the detailed emotional analysis of Chi-
nese product reviews. Wen et al. [42] proposed a memristor-
based long short-term memory (MLSTM) network hardware
design using memristor crossbars. Abid et al. [43] proposed
a joint structure that combines CNN and RNN. The structure
uses the RNN to locate the CNN and uses the global average
pool layer to capture long-term dependencies with CNN.
Chen et al. [44] proposed a divide-and-conquer method,
which first uses a neural network-based sequence model to
classify sentences, and then inputs each set of sentences into
a convolutional neural network for sentiment classification.
Hu et al. [45] performed sentiment analysis of short texts by
constructing a keyword vocabulary and combining the LSTM
model.
III. METHODS
To improve the accuracy of sentiment analysis on product
reviews, we combined the advantages of sentiment lexicon,
CNN model, GRU model and attention mechanism to pro-
pose SLCABG model. First, the sentiment lexicon is used to
enhance the sentiment features in the reviews. Then the CNN
and GRU networks are used to extract the main sentiment
features and context features in the reviews and use the atten-
tion mechanism to weight. Finally, the weighted sentiment
features were classified. The model consists of six layers:
an embedded layer, a convolutional layer, a pooled layer,
a BiGRU layer, an attention layer, and a fully connected layer.
The model structure is shown in Figure 1.
FIGURE 1. The structure of the SLCABG model.
For the rest of this section, we will describe the SLCABG
model in detail.
Suppose the input text statement is S =
{w1,w2, · · · ,wi, · · · ,wn}, where wi represents a word in S,
and the task of our model is to predict the sentimental polarity
P of the statement S.
A. CONSTRUCTING AN SENTIMENT LEXICON
The function of the sentiment lexicon is to give each word wi
in S a corresponding sentimental weight swi.
Commonly used Chinese open source sentiment dictio-
naries are: HowNet [46], the sentiment vocabulary ontology
library of Dalian University of Technology [47] and the sim-
plified Chinese sentiment polarity lexicon of Taiwan Uni-
versity(NTUSD) [48]. Commonly used English open source
sentiment dictionary is mainly WordNet [49].
Our sentiment lexicon is based on the emotional vocab-
ulary ontology library of Dalian University of Technology.
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Remove the sentiment words that represent neutrality and
both sexes, and retain the sentiment words that represent
derogatory and derogatory, that is, retain words with polar-
ities of 1 and 2. Sentiment words are divided into five cat-
egories according to their sentiment intensity, namely, 1, 3,
5, 7 and 9, with their sentiment intensity as their sentiment
weight, and sentiment words with negative sentiment polarity
multiply their sentiment weight by −1.
The expression of the sentiment weight of the word after
construction is:
senti (wi) =
{
swi, wi ∈ SD
1, wi /∈ SD (1)
where wi represents a word, swi represents the weight of
the word wi in the sentiment lexicon, and SD represents the
sentiment lexicon.
B. EMBEDDED LAYER
The main function of this layer is to represent the text state-
ment S as a weighted word vector matrix.
In traditional natural language processing tasks, words in
text data are usually represented by discrete values, namely
One-Hot encoding. The One-Hot encoding method combines
all the words in the lexicon to form a long vector. The
dimension of the vector is equal to the number of words in
the lexicon. Each dimension corresponds to one word.
The value of a word corresponding to a dimension is 1,
and the value of other dimensions is 0. The biggest advan-
tage of One-Hot encoding is that it is simple. However,
the One-Hot vector of each word is independent and cannot
reflect the relationship between words and words. Moreover,
when the number of words in the lexicon is large, the dimen-
sion of the word vector will be very large, and a dimensional
disaster will occur.
To solve the problem of one-Hot coding, the researchers
proposed the encoding of word vectors [50]. The core idea
is to represent words as a low-dimensional continuous dense
vector, and words with similar meanings will be mapped to
similar positions in the vector space. Commonly used word
vector implementation models are Word2Vec [51], Glove
[52], ELMo [53] and BERT [54].
The BERT model is a new pre-trained language model
proposed by Google for use in the field of natural language
processing. It is a model that truly implements a bidirectional
language and has better performance than other word vector
models.
In our model, we use the BERT model to train word
vectors.
Each word wi in S is converted to a word vector vi using
a BERT model, where vi is a 768-dimensional vector. Then,
weigh the word vector using sentiment weights.
v′i = vi ∗ senti(wi) (2)
We use the weighted word vector matrix as the output of
the embedded layer.
C. CONVOLUTION LAYER
Themain function of this layer is to extract themost important
local features of the input matrix [55]. In the field of natural
language processing, theword vector representation of aword
is usually a whole. Therefore, the convolution kernel width
in the convolutional layer usually takes the dimension of the
word vector.
For the input matrix V = [v′1, v′2, · · · ,v′i, · · · ,v′n], the con-
volution operation is:
v
′′
i = f (W · V[i:i+k−1] + b) (3)
where W ∈ Rk∗m represents a weight matrix, k and m
represents the height and width of the convolution kernel, b
represents the offsets, and f represents the activation function
ReLU.
After the convolution operation is completed, the eigenvec-
tor matrix V ′ is expressed as
V ′ = [v1′′, v2′′, · · · , vi′′, · · · , vn−k+1′′] (4)
D. POOLING LAYER
The main function of this layer is to compress the text
features obtained by the convolutional layer and extract the
main features. Pooling operations are usually divided into
average pooling andmax pooling. For text sentiment analysis,
the most influential is usually a few words or phrases in the
sentence, so we use the k-max pooling.
For the input vector vi′′, its k-max pooling operation is:
x = [x1, x2, · · · , xi, · · · , xm−k+1] (5)
xi = max(vi′′, vi+1′′, · · · , vi+k−1′′) (6)
where m represents the dimension of the vector v′′i , and max
represents the maximum function.
E. BiGRU LAYER
The main function of this layer is to extract the context
features of the input matrix. The GRU model is a variant of
the recurrent neural network model and is commonly used to
process sequence information. It can combine the historical
information of the previous moment to influence the current
output, and extract the context features in the sequence data.
In the text data, both the preceding and the following words
affect the current word, so we use the BiGRUmodel to extract
the contextual features of the input text.
The BiGRU consists of a forward GRU and a reverse GRU,
which are used to process forward and reverse information,
respectively. For the input xt at time t, the hidden states
obtained by the forward GRU and the reverse GRU are h′t
and h′′t , respectively.
h′t =
−−→
GRU (xt , h′t−1) (7)
h
′′
t =
←−−
GRU (xt , h
′′
t−1) (8)
The combination h′t and ht ′′ is ht = [h′t ;ht ′′] as the hidden
state output at time t.
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F. ATTENTION LAYER
In a text statement, each word has a different influence on
the sentiment polarity of the whole sentence. Some words
have a decisive effect on the sentiment of the whole sentence,
while others do not affect the sentence sentiment. So we use
the attention mechanism to give different weights to different
words in a sentence.
For the hidden state hi of the BiGRU layer output,
the weight ai is expressed as:
ui = tanh(W · hi + b) (9)
ai = e
uTi ·uw∑
i e
uTi ·uw
(10)
where W represents the weight matrix, b is the offset, and
uw represents a global context vector (the parameters to be
learned).
The weight ai and the hidden layer output hi are weighted
and summed as a feature vector representation of the input
sentence S.
X =
∑
i
ai · hi (11)
G. FULLY CONNECTED LAYER
The main function of this layer is to classify the input feature
matrix.
Its output is defined as:
Y = f (W · X)+ b (12)
where f represents the activation function sigmoid, w repre-
sents the weight matrix, and b represents the offset.
This layer maps the input feature to a value in the interval
[0,1]. The closer the value is to 0, the closer the senti-
ment polarity of the input text S is to the negative direc-
tion. Conversely, if the value is closer to 1, it represents
the input text S. The sentiment polarity is closer to the
positive.
IV. EXPERIMENTS
In this section, we evaluate our model for sentiment analysis
tasks.
A. DATASET
The dataset used in this experiment is the data of book
reviews collected from Dangdang using web crawler tech-
nology. The book reviews in the original data are divided
into five levels, one to five stars, we divide the five lev-
els into two categories, 1-2 stars are defined as nega-
tive reviews, 3-5 stars are defined as positive reviews.
We manually screen these product reviews by star rating to
ensure that all reviews in the positive dataset are positive
reviews and all reviews in the negative dataset are negative
reviews. We take the dataset after manual processing as the
dataset of this paper. The dataset includes 100000 reviews,
of which 50000 are positive and 50000 are negative. We have
submitted the data and code to the open source commu-
nity (https://github.com/ly2014/sentimen-analysis-based-on-
sentiment-lexicon-and-deep-learning.git), which can be used
by other researchers in the Chinese sentiment analysis field.
B. PERFORMANCE METRICS
The model evaluation metrics used in this paper are accuracy,
precision, recall, and F1 score, which are consistent with
those used in other studies.
The calculation parameters are defined as follows:
(1) TP: the number of comments categorizing positive mer-
chandise comments as positive.
(2) FP: the number of comments that classify negative prod-
uct comments as positive.
(3) TN: the number of negative comments classified as neg-
ative comments.
(4) FN: the number of comments categorizing positive mer-
chandise reviews as negative.
(5) Accuracy: the ratio of correctly predicted comments to
the total comments.
accuracy = TP+ TN
TP+ TN + FP+ FN (13)
(6) Precision: the ratio of correctly predicted positive com-
ments to the total predicted positive comments.
precision = TP
TP+ FP (14)
(7) Recall: the ratio of correctly predicted positive comments
to the all comments in actual class.
recall = TP
TP+ FN (15)
(8) F1: the weighted average of precision and recall.
F1 = 2 ∗ precision ∗ recall
precision+ recall (16)
C. DATA PREPROCESSING
(1) Use the python word segmentation tool jieba package to
perform word segmentation on the comment data in the data
set. Add the emotional words in the sentiment dictionary to
jieba’s custom dictionary to prevent the emotional words in
the sentence from being separated into two words.
(2) Remove stop words and non-Chinese characters
(including English characters and Chinese characters) in the
word segmentation results.
(3) The number of different words in the dataset after the
pre-processing is counted, the number of occurrences of each
word, the length of the largest word included in each review,
and the length of the word contained in each review in the
calculated dataset. The average review length is used as the
fixed length of words in each review. If the review length is
larger than the fixed length, it is intercepted, and if the review
length is smaller than the fixed length, 0 will be added.
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TABLE 1. The model parameters.
TABLE 2. The cross-validation results.
TABLE 3. The effect of the fixed length of the input statement on the
model.
D. EXPERIMENTAL RESULTS
The model parameters used in this experiment are shown
in Table 1.
In order tomore accurately evaluate the performance of our
proposed SLCABG model, we use 10-fold cross-validation
[56] and 5∗2 cross-validation [57] to divide the dataset we
use. In the 10-fold cross-validation method, we randomly
divide the data set into 10 parts, using 9 of them as the training
set in turn, and the remaining 1 part as the verification set,
taking the mean of these 10 results as the evaluation result of
our model. In the 5∗2 cross-validation method, we randomly
divided the dataset into two parts, used one of them as the
training set in turn, and the remaining part as the test set, and
the average of the five results was taken as the evaluation
result of our model. Tables 2 show the experimental results
of the SLCABG model under 10-fold cross-validation and
5∗2-fold cross-validation, respectively.
Since the length of the text statement in the dataset is
different, we will take the length of the statement to a certain
value when we input the model. We select the maximum
sentence length and the average sentence length in the dataset
to conduct experiments. The experimental results are shown
in Table 3. We find that using the average sentence length as
the fixed length of the input sentence results in the loss of a
part of the context feature for sentences longer than the aver-
age sentence length, which in turn affects the performance of
the model.
In the experiment, we found that the number of words in
the thesaurus has a certain impact on the performance of
the model. We start with the number of words in the the-
saurus starting from 50000, and the frequency of occurrence
TABLE 4. The impact of the thesaurus size on the model.
TABLE 5. The effect of the number of iterations on the model.
TABLE 6. The impact of the dropout value on the model.
of the words in the thesaurus is reduced from the words
with the lowest frequency, and an experiment is repeated
for every 5000 words. The experimental results are shown
in Table 4 and Figure2. As can be seen from the table,
when the number of words in the lexicon is in the appro-
priate number of 35,000 words, the performance of the
model is optimal. As the number of words in the the-
saurus increases or decreases, the performance of the model
decreases.
In the experiment, different iterations of themodel will also
affect the performance of the model. As the number of iter-
ations of the model increases, the performance of the model
will first rise and then fall. It can be seen from Table 5 and
Figure 3 that when the number of iterations of the model is
less than 8 times, the performance of themodel increases with
the number of iterations.When the number of iterations of the
model is greater than 8 times, the model gradually overfits,
resulting in the model. The performance is degraded.
To improve the generalization performance of our model,
we used dropout in the model. By selecting different dropout
values for experiments, we found that when the value of
dropout is 0.4, the performance of the model is optimal. The
experimental results are shown in Table 6 and Figure 4.
In order to explore the influence of the word vector
weighted by the sentiment lexicon on our model, we use the
weighted word vector and the unweighted word vector to
experiment. The comparison results are shown in Table 7.
It can be seen from the table that the word vector weighted
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FIGURE 2. The impact of the thesaurus size on the model.
FIGURE 3. The effect of the number of iterations on the model.
TABLE 7. The impact of the weighted word vector on the model.
by the sentiment lexicon can enhance the sentiment features
expressed in the sentence, so the model can obtain better
performances than the ordinary word vector.
We compared the sentiment analysis effects of the
SLCABGmodel with the common sentiment analysis models
(NB, SVM, CNN, and BiGRU) on the dataset. The compar-
ison results are shown in Table 8 and Figure 5. The experi-
mental results show that the classification performance of the
deep learningmodel (CNN andBiGRU) is significantly better
than the machine learning model (NB and SVM). Adding
the attention mechanism based on the deep learning model
can improve the classification performance of the model. The
classification performance of the SLCABG model proposed
by our comprehensive sentiment dictionary, CNN, BIGRU
and Attention are also improved compared with the com-
monly used deep learning model.
V. DISCUSSION
This paper presents a new sentiment analysis model
(SLCABG). Before inputting the word vector matrix of the
text into the network model, the sentiment dictionary is
TABLE 8. Performance comparison of different sentiment analysis
models.
FIGURE 4. The impact of the dropout value on the model.
FIGURE 5. Model performance comparison.
used to weight the word vector of the sentiment words in the
text to enhance the sentiment features in the text. Then use
CNN to extract the important features in the input matrix,
then use BiGRU to consider the order information of the
input text, extract the text context features, and then use the
attention mechanism to assign different weights to different
input features, highlight the sentiment features of the text,
and finally use Fully connected to classify sentiment features.
Compared with other methods, our method enhances the
sentiment features of the input text, and integrates the text
context features and main features to enhance the classifica-
tion performance of the sentiment analysis model.
In addition, we explored the impact of the length of
the input text statement on the performance of the model.
We selected the maximum sentence length and the average
sentence length in the data set as the fixed length of the input
sentence. We found that the performance of the model is
better than the average sentence length when the input length
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is fixed to the maximum sentence length. When the input
length is averaged, the statement with a length greater than the
average sentence length loses some of the context features,
which affects the final performance of the model. The size of
the lexicon we selected will also affect the performance of the
model. Through experiments, we found that the performance
of the model is optimal when the size of the word in the lex-
icon takes a certain intermediate value. Because some words
in a sentence belong to a universal word and do not affect the
sentiment features of the sentence, we should exclude these
words when constructing the thesaurus. The difference in the
number of iterations of themodel also affects the performance
of the model. Initially, as the number of iterations increases,
the model can better fit the data, and the performance of
the model is gradually improved. After reaching a certain
value, the performance of the model is optimal. Then, as the
number of iterations increases, the model appears to have a
fitting phenomenon, and the excessive fitting of the training
data leads to a gradual decrease in the performance of the
model on the test set. In order to improve the generalization
performance of the model, we used dropout in the model.
We experimented with different dropout values. The exper-
imental results show that when the value of dropout is 0.4,
our model performance is optimal.
VI. CONCLUSION
With the rapid development of e-commerce platforms in
recent years, the sentiment analysis technology of product
reviews has gained more and more attention. In this paper,
a SLCABG model for sentiment analysis on product reviews
is constructed using sentiment dictionary, BERT model,
CNN model, BiGRU model, and attention mechanism. First,
the sentiment lexicon is used to enhance the sentiment fea-
tures in the reviews. Then the CNN and GRU networks are
used to extract the main sentimental and contextual features
of the reviews, and attention mechanism is used to weight
them. Finally, the weighted sentiment features are classified.
By analyzing the experimental results, it can be found that the
model has better classification performance than other senti-
ment analysis models. By using our model to analyze user
reviews, we can help merchants on e-commerce platforms to
obtain user feedback in time to improve their service quality
and attract more customers to patronize.
Besides, with the continuous enrichment of the sentiment
lexicon and the increase of the dataset, the classification
accuracy of the model will gradually improve.
However, the approach proposed in this paper can only
divide sentiment into positive and negative categories, which
is not suitable in areas with high requirements for sentiment
refinement. Therefore, the next step is to study the sentiment
fineness classification of text.
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