Abstract. In the present paper we study nonlinear dynamics of quantum quadratic operators (q.q.o) acting on the algebra of 2 × 2 matrices M 2 (C). First, we describe q.q.o. with Haar state as well as quadratic operators with the Kadison-Schwartz property. By means of such a description we provide an example of positive q.q.o. which does not the Kadision-Schwartz operator. Then we study stability of dynamics of q.q.o.
Introduction
It is known that the theory of Markov processes is a rapidly developing field with numerous applications to many branches of mathematics and physics. However, there are physical systems that can not be described by Markov processes. One of such systems is given by quadratic stochastic processes (see [2] ). Quadratic stochastic processes are related to the notion of a quadratic stochastic operator, which was introduced in [1] . The problem of studying the behavior of trajectories of quadratic stochastic operators was stated in [21] . The limit behavior and ergodic properties of trajectories of quadratic stochastic operators were studied in [7, 9, 10, 14, 22] . However, such kind of operators do not cover the case of quantum systems. Therefore, in [4, 5] quantum quadratic operators acting on a von Neumann algebra were defined and studied. Certain ergodic properties of such operators were studied in [15, 16] . In those papers basically dynamics of quadratic operators were defined due to some recurrent rule which makes a possibility to study asymptotic behaviors of such operators. However, with a given quadratic operator one can define also a non-linear operator whose dynamics (in noncommutative setting) are not studied yet. Very recently, in [6] convergence of ergodic averages associated with mentioned non-linear operator are studied by means of absolute contractions of von Neumann algebras. Actually, it is not investigated nonlinear dynamics of convolution operators. Therefore, a complete analysis of dynamics of quantum quadratic operator is not well studied.
In the present paper we are going to study nonlinear dynamics of quantum quadratic operators acting on the algebra of 2 × 2 matrices M 2 (C). Since positive, trace-preserving maps arise naturally in quantum information theory (see e.g. [18] ) and other situations in which one wishes to restrict attention to a quantum system that should properly be considered a subsystem of a larger system with which it interacts. Therefore, after preliminaries (Sec. 2) in section 3, we describe quadratic operators with Haar state (invariant with respect to trace), namely certain characterizations of q.q.o, Kadison-Schwartz operators, which are invariant w.r.t. trace, are given. By means of such a description in Section 4, we shall provide an example of positive q.q.o. which is not a Kadision-Schwartz operator. On the other hand, the such a characterization is related to the separability condition, which plays an important role in quantum information. It is worth to mention that similar characterizations of positive maps defined on M 2 (C) were considered in [11, 12] . Further, in section 4 we study stability of dynamics of quadratic operators. Note that in [17] we have studied very simple dynamics of quadratic operators. Moreover, we note that the considered quadratic operators are related to quantum groups introduced in [23] . Certain class of quantum groups on M 2 (C) were investigated in [20] .
Preliminaries
In what follows, by M 2 (C) we denote an algebra of 2 × 2 matrices over complex filed C. By M 2 (C) ⊗ M 2 (C) we mean tensor product of M 2 (C) into itself. We note that such a product can be considered as an algebra of 4 × 4 matrices M 4 (C) over C. In the sequel 1 I means an identity matrix, i.e. 1 I = 1 0 0 1 . By S(M 2 (C)) we denote the set of all states (i.e. linear positive functionals which take value 1 at 1 I) defined on M 2 (C).
is said to be (a) -a quantum quadratic operator (q.q.o.) if it satisfies the following conditions: (i) unital, i.e. ∆1 I = 1 I ⊗ 1 I; (ii) ∆ is positive, i.e. ∆x ≥ 0 whenever x ≥ 0; (b) -a quantum convolution if it is a q.q.o. and satisfies coassociativity condition:
where id is the identity operator of
One can see that if ∆ is unital and KS operator, then it is a q.q.o. A state h ∈ S(M 2 (C)) is called a Haar state for a q.q.o. ∆ if for every x ∈ M 2 (C) one has
Remark 2.2. Note that if a quantum convolution ∆ on M 2 (C) becomes a * -homomorphic map with a condition
then a pair (M 2 (C), ∆) is called a compact quantum group [23, 20] . It is known [23] that for given any compact quantum group there exists a unique Haar state for ∆.
. If a q.q.o. ∆ satisfies U∆ = ∆, then ∆ is called a quantum quadratic stochastic operator. Such a kind of operators were studied and investigated in [15, 17] .
One can define an operator V ∆ by
which is called a quadratic operator (q.o.). Thanks to the conditions (i),(ii) of Def. 2.1 the operator V ∆ maps S(M 2 (C)) to S(M 2 (C)). In some literature operator V ∆ is called quadratic convolution (see for example [6] ).
3. Quantum quadratic operators on M 2 (C)
In this section we are going to describe quantum quadratic operators M 2 (C) as well as find necessary conditions for such operators to satisfy the Kadison-Schwartz property.
Recall [3] that the identity and Pauli matrices {1 I, σ 1 , σ 2 , σ 3 } form a basis for M 2 (C), where
In this basis every matrix x ∈ M 2 (C) can be written as x = w 0 1 I + wσ with w 0 ∈ C, w = (w 1 , w 2 , w 3 ) ∈ C 3 , here wσ = w 1 σ 1 + w 2 σ 2 + w 3 σ 3 .
Lemma 3.1.
[19] The following assertions hold true: (a) x is self-adjoint iff w 0 , w are reals; (b) Tr(x) = 1 iff w 0 = 0.5, here Tr is the trace of a matrix x; (c) x > 0 iff w ≤ w 0 , where
As well as any state ϕ ∈ S(M 2 (C)) can be represented by
where
Here as before ·, · stands for the scalar product in C 3 . Therefore, in the sequel we will identify a state with a vector f ∈ R 3 . In what follows by τ we denote a normalized trace,
which means that τ is an invariant state for ∆.
Let us write the operator ∆ in terms of a basis in M 2 (C) ⊗ M 2 (C) formed by the Pauli matrices. Namely,
Now we want to describe all q.q.o. which has a Haar state τ . Note that the positivity of ∆ implies that ∆x * = (∆x) * , therefore we have
This yields that
ji (k = 1, 2) and b ml,i = b ml,i , i.e. all coefficients are real numbers.
Now the invariance of ∆ w.r.t.
The equality (2.2) with h = τ yields that
Hence, ∆ has the following form
Let us turn to the positivity of ∆. Given vector
by E ϕ we denote the canonical conditional expectation defined by E ϕ (x ⊗ y) = ϕ(x)y, where x, y ∈ M 2 (C).
By B(f) we denote a norm of the matrix B(f) associated with Euclidean norm in C 3 . Put
Proposition 3.2. Let ∆ be a q.q.o. with a Haar state τ , then |B | ≤ 1.
Proof. Let x ∈ M 2 (C) be a positive element. Note that for any x = w 0 1 I + wσ ∈ M 2 (C) from (3.2) one finds
here we have denoted we b ml = (b ml,1 , b ml,2 , b ml,3 ) and as before ·, · stands for the scalar product in C 3 . Therefore, we have
where ϕ(x) = w 0 + f, w , f = (f 1 , f 2 , f 3 ) ∈ S, and we have used ϕ(σ i ) = f i and
Positivity of x yields that E ϕ (∆(x)) is positive, for all states ϕ, since E ϕ is a conditional expectation. Hence, according to Lemma 3.1 positivity of E ϕ (∆(x)) equivalent to B(f)w ≤ w 0 for all f and w with w < w 0 . Consequently, one finds that B(f) = sup w ≤1 B(f)w ≤ 1, which yields the assertion. Now we are ready to formulate a description result for q.q.o.
with a Haar state τ , then it has the following form:
where x = w 0 + wσ, b ml = (b ml,1 , b ml,2 , b ml,3 ) and the coefficients {b ml,k } satisfy |B | ≤ 1.
Remark 3.4. Note that similar characterizations of positive maps defined on M 2 (C) were considered in [12] (see also [8] ). Characterization of completely positive mappings from M 2 (C) into itself with invariant state τ was established in [19] .
Next we would like to find some conditions for q.q.o. to be Kadison-Schwartz operators. To do it, we need some auxiliary results.
Lemma 3.5. Let a, c ∈ C 3 . Then one has
The proof is straightforward.
be a linear operator with a Haar state τ , then it has a form (3.5). We would like to find some conditions to the coefficients {b ml,k } when ∆ is a Kadison-Schwartz operator. Given x = w 0 + wσ denoting x ml = b ml , w one has
Putting x m = (x m1 , x m2 , x m3 ), m = 1, 2, 3 and using this notation we rewrite the last term of the equality (3.9) as follows 3 m,l=1
According to Lemma 3.5 the last equality equal to
Then from (3.8), (3.9) one gets that
Now take an arbitrary state ϕ ∈ S(M 2 (C)) and consider
where ϕ(σ m ) = f m . Denote
By π we shall denote mapping {1, 2, 3, 4} to {1, 2, 3} defined by π(1) = 2, π(2) = 3, π(3) = 1, π(4) = π(1). Then one can find
3)), and substituting the last equality (3.12) to (3.10) we obtain
So, thanks to Lemma 3.1 the right hand side of (3.14) is positive if and only if
Note that here the numbers α ml are skew-symmetric, i.e. α ml = −α ml , therefore, the equality (3.17) has a sense.
According to Theorem 3.3 we obtain the following
be a Kadison-Schwartz operator with a Haar state τ , then it has the form (3.5) and the coefficients {b ml,k } satisfy conditions
for all f ∈ S, w ∈ C 3 . Here as before x m = b m1 , w , b m2 , w , b m3 , w , b ml = (b ml,1 , b ml,2 , b ml,3 ) and q(f, w), α ml and γ ml are defined in (3.13),(3.11), respectively.
be a Kadison-Schwartz operator given by (3.5), then the coefficients {b ml,k } satisfy the following conditions
The proof immediately follows from the previous Theorem 3.6 when we take f = (1, 0, 0) in (3.17), (3.17) . 
Dynamics of quantum quadratic operators
4.1. General case. In this section we are going to study dynamics of convolution operator V ∆ associated with a q.q.o. ∆ defined on M 2 (C).
Let ∆ :
be a liner operator with a Haar state τ . Then due to Theorem 3.3 ∆ has a form (3.5). Take arbitrary states ϕ, ψ ∈ S(M 2 (C)) and f, p ∈ S be the corresponding vectors (see (3.1)). Then one finds that
Thanks to Lemma 3.1 the functional ∆ * (ϕ ⊗ ψ) is a state if and only if the vector
satisfies f ∆ * (ϕ,ψ) ≤ 1. So, we have the following 
From the proof of Proposition 3.2 and the last proposition we get Let us find some sufficient condition for the coefficients {b ij,k } to satisfy (4.1).
be satisfied, then (4.1) holds.
Proof. Let (4.2) be satisfied. Take any f, p ∈ S, then
|b ij,k | 2 which implies the assertion.
Let us consider the quadratic operator, which is defined as V ∆ (ϕ) = ∆ * (ϕ⊗ϕ), ϕ ∈ S(M 2 (C)). From Theorem 3.3 and Corollary 4.2 one can see that the defined operator V ∆ maps S(M 2 (C)) into itself if and only if |B | ≤ 1. From (3.5) we find that
This suggests us to consider a nonlinear operator V : S → S defined by
where f = (f 1 , f 2 , f 3 ) ∈ S. Furthermore, we are going to study dynamics of V . Since S is a convex compact set, then due to Schauder theorem V has at least one fixed point. One can see that one of the fixed points is (0, 0, 0). Furthermore, we will be interested on uniqueness (stability ) of this fixed point.
Let us take f, p ∈ S and consider the difference
where k = 1, 2, 3. Therefore, one can calculate that
Theorem 4.4. If α < 1 then V is a contraction, hence (0, 0, 0) is a unique stable fixed point.
Let us investigate more weaker conditions than given in Theorem 4.4. Take any f ∈ S and denote γ f = max{|f 1 |, |f 2 |, |f 3 |}. It is clear that γ f ≤ 1. Put
Define a new operatorṼ :
Then one can see that
Similarly, we find
Hence, using mathematical induction one can get
So, if γ f < 1 and the sequence {Ṽ n (d) k } is bounded, then (4.7) implies that V (f) k → 0 as n → ∞. 
Proof. From (4.8) we conclude that δ k ≤ 1 for every k = 1, 2, 3. Therefore, it follows from (4.6) that
Now we are interested when the sequence {Ṽ n (d)} converges to 0.
Lemma 4.6. Assume that (4.8) is satisfied. Then following assertions hold true:
(ii) If there is k 0 ∈ {1, 2, 3} such that δ k 0 < 1 and for every k = 1, 2, 3 one can find i 0 ∈ {1, 2, 3} with
It is clear that 0 < v < 1. Then from (4.6) one getsṼ
Iterating this procedure we obtainṼ n+n 0 (d) k ≤ v 2 n for every n ∈ N, k = 1, 2, 3. This yields the assertion.
(ii) Take any k ∈ {1, 2, 3}. Due to (ii) one can find i 0 such that
Then from (4.6) with (4.8) we have
which due to (i) implies the required assertion.
So, we have the following Theorem 4.7. Let V be a quadratic operator (4.3) associated with a q.q.o. ∆ and f ∈ S. If one of the following conditions hold (i) If γ f < 1 (which means that at least two coordinates of f are not zero) and a sequence {Ṽ (d)} is bounded, where d = (δ 1 , δ 2 , δ 3 ) and δ k is given by (4.5).
(iv) Let (4.8) be satisfied and there is k 0 ∈ {1, 2, 3} such that δ k 0 < 1 and for every k = 1, 2, 3 one can find i 0 ∈ {1, 2, 3} with
4.2. Diagonal case. In this subsection we are going to investigate more concrete case called diagonal operators.
We call a quadratic operator V with coefficients {b ml,k } is diagonal if b ij,k = 0 for all i, j with i = j. in what follows for the sake of shortness we write b ik instead of b ii,k . Hence from (4.3) one finds (4.9) (V (x)) k = Lemma 4.8. Let V be a diagonal quadratic operator with coefficients {b ij }. Assume that one holds
Proof. Let us check (4.1). Take any f, p ∈ S, then taking into account the definition of diagonal operator and our notation we get
which implies the desired inequality.
One can see that (4.10) is weaker than (4.2). Now denote a k := max for every n ≥ 2. From (4.10) we know that γ ≤ 1. Assume that γ < 1, then (4.12) implies that V n (x) → 0 as n → ∞ for every x ∈ S. Hence we can formulate the following Theorem 4.9. Let V be a diagonal quadratic operator (4.9) with coefficients {b ij }. Assume that then the operator has a unique stable fixed point (0, 0, 0). Now consider an example for which (4.13) is not satisfied. We shall see that in this case quadratic operator may have more than one fixed points. Hence, by means of (4.20) and the last equality we find that (3.18) reduces to
Letting w 3 = 0 in the last inequality, one gets
which is equivalent to |a| + |b| ≤ 1. 
