Abstract. We analyze a technique for unconstrained minimization without derivatives.
1. Introduction. Given a method for unconstrained minimization that requires knowledge of derivatives, it is usually possible to derive a derivative-free method by suitably approximating derivatives by differences. However, many methods have been proposed which are not of this type; and of these, the method of Powell [1] seems to be the most widely used. This maintains a set of « search directions (where « is the dimension of the problem), and these are suitably updated so as to converge to a mutually conjugate set in a bounded number of steps. The method thus has the advantage of quadratic termination but suffers two drawbacks. Firstly, there is a danger of linear dependence in the search directions even for a quadratic; and precautions taken to ensure that the directions span the complete space of variables often adversely affect efficiency. Zangwill [2] and Brent [3] have both proposed techniques to overcome this. Secondly, generation of conjugate directions is tied to accuracy of the line searches, which must, in theory, be exact.
Brodlie's method [4] gets around both these difficulties. The search directions used are always orthogonal and are updated as the algorithm progresses, so that they converge for a quadratic to mutual conjugacy. This updating process is not dependent upon accuracy of line searches. Brodlie proves that the algorithm, applied to the quadratic i//(*) with Hessian A, exactly parallels a cyclic Jacobi process in the sense that successive approximations to the set of eigenvectors of A are identical. Unlike Powell's method, Brodlie's algorithm does not possess a quadratic termination property, though numerical evidence has shown it to be satisfactory in practice. Seeking the set of eigenvectors of A as Brodlie's algorithm does would also seem unnecessarily costly, since the directions they define are unique when eigenvalues of A are distinct.
Here we discuss some theoretical aspects of an algorithm that relaxes the requirement that a unique set of directions be generated but shares the advantages of Brodlie's method. It is based upon a technique for generating conjugate directions developed by Powell [5] . The two theorems that form the basis of this technique are stated in Section 2, and we develop a particular algorithm that bears some similarity to the cyclic Jacobi process. This is a straightforward generalization of the two-variable case considered by Powell . In subsequent sections we study certain central issues which pertain to this technique, namely, convergence of the search directions to mutual conjugacy and cases when cycling occurs; finally we develop a class of 'cyclic patterns' for which convergence to mutual conjugacy is proven.
2. The Algorithm.
2.1. Powell's Theorems. We use the notation AD to mean the absolute value of the determinant of the matrix D.
Theorem 2.1 (Powell, 1964) . Given a quadratic function i//(*) = a + bTx + %xTAx where A is positive definite and symmetric, let id,, ... , dn) be any set of n directions satisfying the normalization conditions
i.e., d¡ are defined to be of unit length in the A-norm. IfD is the matrix whose columns are the directions (d1; . . . , dn), then the maximum value of AD is attained if and only if the directions d, (t = 1.n) are mutually conjugate. D Theorem 2.2 (Powell, 1972) . Let (J,, . . . , dn) be any set of n directions normalized to satisfy (2.1a). Let D be the matrix whose columns are the directions idy, . . . , dn), and let £2 be any orthogonal matrix. 2.2. Normalization. Suppose (<Jj,. .., dn) are a set of unnormalized search directions at the current iterate *c. In order to satisfy the normalization condition (2.1a), each direction d. must be divided by idfAd^)1^2. For a quadratic i/>(*) this may be obtained by estimating the value of the second derivative of i/í(*) at Xe in the direction dp since: iK*c + H) = Hxc) + Kb + Axc)Tdt + iX2/2)dfAdj Aix°) and 0 < X < 1.
2.3. The Resulting Algorithm and Questions to be Discussed. The algorithm derived by Powell from these two theorems is as follows: A set of « search directions is maintained. At any iteration a search is conducted in sequence along each direction of this set, and the current estimate of the minimum improved in some way. It is an easy matter to estimate second derivatives along each direction. Thus, each direction may be normalized and the set of search directions revised by post-multiplying by a suitably chosen orthogonal transformation. This completes an iteration of the algorithm.
We shall denote the unnormalized search directions at the start of iteration k by the columns of D^k\ the normalized search directions by columns of D^ and the orthogonal transformation used by ü,^k\ In general, knowledge of the off-diagonal elements of £>(k) AD^k' is not explicitly available without further work. When the above algorithm is applied to a quadratic function i/>(*), convergence of D^k' to mutual conjugacy is not assured. The optimal choice of Sl^ are the eigenvectors of D^ AD^k\ These are expensive to obtain. Thus one must restrict attention to a well chosen class of orthogonal transformations from which fî^ is selected. Certain questions then arise quite naturally. Provided that no search direction is neglected, will convergence of the search directions to mutual conjugacy for a quadratic always occur? If not, can cases be exhibited for which one obtains nonconvergence or cycling? Can convergence always be be assured by judiciously choosing, at each iteration, an orthogonal transformation from the class? What is the ultimate rate of convergence? Settling these questions is crucial to understanding the algorithm's behavior, particularly in the neighborhood of a minimum, where it will usually be well approximated by a quadratic. The best 6 to choose is the angle that makes d^pk+1^ and dqk+1^ conjugate. Thus (2.4b) tan 20 = 2d£>Ad<»l(d¡*>Adf> -dqk">Adqk\
Since d^ and dqk^ axe normalized, the denominator = 0. Thus 6 = ±7r/4 unless d^Adqk^ = 0, in which case any 6 will do.
We note that knowledge of the magnitude of dpk^Adqk^ is not needed. (ii) Conduct a linear search, not necessarily exact, in sequence along the pth and <7th search directions and improve the estimate of the minimum. Normalize these two directions by estimating the second derivative along each direction during the search (as discussed in 2.2) thus obtaining directions dpk^ and dqk^. All other directions remain unaltered.
(iii) Post-multiply the matrix whose columns consist of the set of search directions by £2^ = U or Up . This gives directions (2.4c) ap+D = -|(iiW , ¿J*)), ap+i) = -j=(±dW + ¿W), and all other directions remain unaltered. Then start iteration ik + 1). D
The algorithm is initiated with a set of linearly independent directions d[1^, . . . , dn1^ and terminates using, at step (ii), some suitable criterion, based upon change in current estimate of the minimum value and change in function value during a complete cycle. See e.g. Brodlie [4] .
2.5. Basic Relations. Consider Algorithm C applied to a quadratic iA(*). Let D^ he the initial normalized set of search directions andD^ the normalized directions at the start of iteration k. These are not explicitly maintained by Algorithm C but are License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use introduced for the purpose of analysis. Let us postulate also a diagonal normalizing matrix N^k\ again not explicitly maintained, which restores the search directions at the end of iteration k to unit length in the A-noxxn.
We want A^ in (2.4g) to converge to the unit matrix /, whence D^ must tend, as k -► °°, to a matrix whose columns are mutually conjugate. Henceforth, when we say that the set of search directions converge to mutual conjugacy we mean that A(k) _*. j N0te that this does not imply that the search directions converge to a fixed set of mutually conjugate directions.
After carrying out the kih iteration of Algorithm C with (p, q) the current pair for a quadratic \p(x) = a + bTx + M.xTAx, where A > 0 d<*> + d<*> ±<i<fc>4-rf<k>
where both upper or both lower signs are taken together. Also, d(k+l> = <i<fc) for all r # p or (7.
Given any such /•, we have l^+D^+Dl = id«c)AdW ± dqkUdW)H\\dpV ± dqk\), \dqk+iU4k+i>\ = (±4*>i4d<*> + df>Ai<fc>)/(ii±d<*> + dqk\). Definition 1. We call \dik^Adjk^\ the weight of pair (1, /) at iteration fc. Note that in defining the weight we are using the normalized search directions.
Definition 2. If (p, q) is the current pair at the fcth iteration, then for any r ¥= p or q, we say that (p, r) and (17, r) axe linked during the &th iteration.
3. Convergence Using an Arbitrary Cyclic Pattern. Theorem 3.1. Consider Algorithm C applied to a quadratic i//(*) using an arbitrary cyclic pattern. Then there always exists a sequence fi.(l\ S2^2\ . . . , Í2**), . . . , chosen from S iwith Sî(fc) G {Upq, Upq} ifip, q) is the current pair) s.t. the search directions converge to mutual conjugacy.
Two lemmas stated below are necessary. Proofs of the lemmas and of Theorem 3.1 may be found in Nazareth [6] and, being quite straightforward, are not included here. Note that Theorem 3.1 is nonconstructive since it does not enable one to know beforehand whether a particular policy for choosing £2^ will succeed. Lemma 3.1. Let (p, q) be the current pair at iteration k. Suppose \dpk^Ad^\ > p for some pair (p, r), r¥=q.
Then at least one of the two choices, Í2**> = U and Í2^ = Up must give directions that satisfy \dpk+1)Ad(rk+1)\ > p\2.
Corollary.
If the weight on pair (p, r) exceeds p and the pair (p, q) is revised, then the weight on at least one of the pairs (p, r) and iq, r) must exceed p\2 after the revision, for Í2<*> Ê {Upq, U^}.
Lemma 3.2. Suppose at iteration t the current pair is (p, r), Í2(f) € {U , Upr} and [dp^Ad^^ = y, where 0 < y < 1. 77ze«
where AD^ denotes the absolute value of the determinant of D^.
4. Cycling in Algorithm C. A misguided policy for choosing £2^ can lead to cycling of the elements of D^ AD^k\ We exhibit an example of this related to one published by Hansen [7] for the Jacobi eigenvalue process. Cycling in Algorithm C has certain distinctive features not shared by the Jacobi process.
4.1. Example of Cycling. Given a quadratic function in four variables, let us seek its minimum using Algorithm C, with cyclic pattern These are then repeated in sweeps of 12 iterations.
We find that after six iterations Thus, the search directions generated by the sequence (4.1b) do not converge to mutual conjugacy.
Note, however, that D(1) and £)(13) may be distinct. It is possible that the search directions will also cycle. The above example is somewhat unsatisfactory in that search directions dpk' and dqk^ that are already conjugate are nevertheless revised. This may be justified on the grounds that the information needed to recognize this is not available to Algorithm C without further function evaluations. In Nazareth [6] somewhat more satisfactory examples are discussed for which the current pair always has nonzero weight. We also discuss the implication of these examples for a threshold policy analogous to that used in the cyclic Jacobi process It is for reasons given in this section that proofs of convergence of D^k' to mutual conjugacy, using an arbitrary cyclic pattern, are difficult to obtain.
Convergence Proofs for a Restricted
Class of Cyclic Patterns. We now show that convergence of the search directions to mutual conjugacy can be proven for all cyclic patterns within a certain class P.
The motivation behind choosing this class P is to exclude patterns containing a subsequence of the form (4.le). Note, however, that there exist cyclic patterns which do not contain a subsequence (4.le) and are also not in P.
5.1. Definition of the Class of Cyclic Patterns P.
5.1.1. The class P of cyclic patterns is defined recursively using the following procedure. This is called with input consisting of a set of directions G and returns with a cyclic pattern in L. After the formal definition a detailed illustration is given.
Procedure PiG, L). Local Variables H, T.
Step A. Given a set of directions G, partition them into two groups, G1 and G2. If G contains only a single member, return.
Step B. Form a list of pairs as follows: Either (i) Pick one member of the first group G, and pair it with every member of the second group G2 taken in any order. Repeat until all members of G, axe exhausted; or (ii) Carry out (i) with G, and G2 interchanged.
Step C. Call PiG1, H) i.e., carry out a recursive call to Procedure P with the set of directions G, (in place of G). The list of pairs formed is returned from this recursive call in H.
Step D. Call P(G2, T) i.e., call P recursively with the set G2. The list from this call is returned in T.
Step The proof is by contradiction. Suppose, when Algorithm C is applied to a quadratic i//(*) = a + bTx + 1áxtAx, A > 0, the search directions D^ do not converge to mutual conjugacy for some cyclic pattern G P. Since, from Powell's second theorem (cf. 2.1) Dî s a monotonically nondecreasing bounded sequence, it must tend to a limit as k -*■ °°. Assume also that a sufficiently large number of iterations have been carried out, so that ADW > iAA)~~l /2 -Ô -e for some positive e as small as we wish, and that we are at the start of a fresh cycle of iterations.
// we can claim that in proceeding through this cycle of iterations we must come across some current pair, say (p, q) with weight > M(«)j3, (where Min) is a fraction dependent only on «), then we are practically home; because when pair (p, q) is revised, we can obtain a contradiction to our assumption AD^ -*■ (A,4)_1/2 -6, from below.
This follows from Lemma 3.2 and from AD(fc) > iAA)'1'2 -S -e; by taking e sufficiently small we may show that AD{k) > (AA)~l/2 -6, after revising the current pair (p, <7). D Most of our effort, therefore, goes into verifying the above claim. We utilize a series of lemmas leading to this result. Before each lemma we try to give some motivation for it. Detailed proofs are given in Appendix A. A closely related proof has also been used to show convergence of the cyclic Jacobi process for cyclic patterns in P, Nazareth [8] .
Theorem 5.1. Suppose Algorithm C is applied to a quadratic and uses some cyclic pattern G P. The current pair (p, q), at iteration k, is selected according to this cyclic pattern, with £2(k) either Upq or U^q (ifdpk)Adqk) = 0 the directions may either be revised or left unaltered).
Then D^ converges to mutual conjugacy, as k -*■ °°.
To prove this theorem we shall need the following notation and several lemmas. Notation, (i) When it is unnecessary to specify the iteration number, we shall denote the rth direction in the set by d\ * and the matrix whose columns from the set of directions by £>*■ '.
(ii) Given a set of search directions dn\ cf^|,,..., d\ \ ... , d^ Figure 5 .3 develops the notation for certain sets of pairs of these directions.
The following simple lemma will prove useful later. (ii) Some current pair during these (w + 1) iterations has weight > K3im)e. Then there exists a nonzero fraction M(n) dependent only on n, such that the weight on some current pair during this cycle is > Ai(«)e.
Theorem 5.1 is proved as outlined earlier in subsection 5.2 using these lemmas. See Appendix A. 6 . Conclusion. In earlier sections we have studied an attractive and simple way to revise the search directions that does not require knowledge of off-diagonal elements of Z)(*) AD^k'. One potential disadvantage is as follows. Assume convergence to mutual conjugacy and suppose the off-diagonal elements of D(k)TAD^ axe Oie), where e is small. Let us consider a pair (p, r) which has just been revised, so that its weight has been reduced from 0(e) to zero. The next time a pair which involves p ox r is revised, the weight on (p, r) could build up again to 0(e). In order to curb this buildup it may be worthwhile, in the later stages of the iterative process, to incur the additional function evaluations needed to estimate dpk"> ADqk\ If we then use (2.4a) and (2.4b) to revise the current pair and renormalize p and q to be of different lengths in the ,4-norm, we observe the following. When the off-diagonal elements of Z)(fc) AD^ axe Oie), then |sin 0| is also 0(e). A formal argument establishes that the total buildup of weight of a revised pair during a complete cycle of iterations is 0(e2).
The convergence is thus ultimately quadratic. Ultimate quadratic convergence of the cyclic Jacobi process applied to a matrix A with distinct eigenvalues is proven in a similar way, Wilkinson [9] . An important difference between the two processes, however, is that regardless of eigenvalues we can always bound 6, by ensuring that the denominator in (2.4b) does not vanish. In the Jacobi process renormalizations are not possible, since they would change the eigenvalues.
We have seen why it may be profitable to switch in later stages of the iteration from using fixed matrices chosen from 5 to using more general plane rotations. The Suppose the lemma is true for all values up to (m -1). We must show it to be true for m. 
