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1. introduction
La localisation de sources a suscité une abondante littérature
depuis ces vingt dernières années. L’estimation de la DDA
(Direction D’Arrivée) d’un signal sur une antenne multicapteur
est d’un très grand intérêt dans bien des applications, notam-
ment en Radar et en Télécommunication. Ainsi dans les sys-
tèmes de radiocommunication, l’estimation des DDA permet de
séparer les signaux utiles, par rapport à d’éventuels brouilleurs.
D’une manière générale, on demande aux systèmes actuels de
localiser des sources en nombre de plus en plus important, le
pouvoir de résolution de ces systèmes se doit donc d’être accru.
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Les performances théoriques que présentent les méthodes à
« haute résolution », telles que la méthode MUSIC, sont sédui-
santes.
Cependant les méthodes d’estimation à haute résolution néces-
sitent la connaissance exacte de la réponse des antennes du
réseau. Les techniques de mesure de cette réponse, peuvent être
longues et coûteuses à mettre en œuvre. La calibration d’une
antenne dans les deux dimensions (azimut et élévation) avec la
précision exigée par les algorithmes d’estimation pose de nom-
breux problèmes. La mémoire nécessaire au stockage de la
réponse des capteurs fait accroître la taille et le prix des sys-
tèmes. En plus de ce problème de calibration initiale du réseau
des antennes, vient s’ajouter celui de la maintenance de cette
calibration. Plusieurs facteurs contribuent à modifier la réponse
du réseau dans le temps : la dérive graduelle de la réponse des
capteurs, des circuits électroniques entre les capteurs et la sortie
numérique du signal destinée au traitement, de l’environnement
des antennes. Il en découle une dégradation significative des
performances des algorithmes d’estimation.
Une solution pour éviter ces problèmes de calibration est d’esti-
mer conjointement les DDA et les paramètres de calibration du
réseau. Cette opération simple en apparence, peut s’avérer diffi-
cile en pratique à cause du nombre relativement important de
paramètres que le modèle inclut. Les techniques d’estimation
« optimales », telles que l’estimateur du maximum de vraisem-
blance, mettent en œuvre une recherche globale dans un espace
des paramètres de grande dimension, et sont donc très coûteuses
en temps de calcul. Des méthodes d’autocalibration ont par
conséquent été élaborées dans le but de réduire cette recherche
systématique et onéreuse.
Parmi les études qui ont été menées dans le domaine de l’auto-
calibration, on peut citer les travaux de Paulraj et Kailath [11],
Friedlander et Weiss [5], Brown et al [4], Zhang et Zhu [16], et
d’autres encore [1] [7] [10] [14]. Dans ces publications, des
algorithmes de localisation de sources avec un réseau non cali-
bré sont proposés. Les auteurs montrent comment les para-
mètres de calibration de gain/phase des capteurs ainsi que les
DDA des signaux peuvent être estimés, en émettant quelques
hypothèses sur les signaux et sur le bruit : les signaux sont
décorrélés entre-eux, le bruit et les signaux sont indépendants.
D’autres méthodes prennent en compte des propriétés statis-
tiques particulières des signaux, et consistent à utiliser l’infor-
mation a priori sur le signal afin d’améliorer les performances
du traitement. Ainsi dans [15], les propriétés de cyclostationna-
rité des signaux sont mises à profit.
Dans ce même objectif, des études sur les caractéristiques des
signaux aléatoires complexes ont révélé un intérêt particulier
pour les signaux non circulaires [9] [12]. En effet, parmi les
signaux utilisés dans de nombreuses applications récentes
comme les systèmes de communications satellitaires, on trouve
des signaux non circulaires.
Nous présentons dans cet article une méthode d’autocalibration
tenant compte de la non circularité des signaux. L’algorithme
proposé est une extension de la méthode de Friedlander et Weiss
[5], au cas des signaux non circulaires.
Dans la deuxième section de cet article, nous rappelons le modè-
le standard des signaux. La troisième section est consacrée aux
propriétés des signaux non circulaires ainsi qu’au modèle éten-
du à la non circularité. Dans la quatrième section, nous décri-
vons l’algorithme proposé. Enfin, les performances de la métho-
de sont illustrées par des simulations dans la cinquième section. 
2. le modèle standard
Dans cette partie, nous décrivons le modèle des signaux com-
munément utilisé dans la littérature. Considérons une antenne
réseau constituée de M capteurs. K sources rayonnent sur le
réseau. Le signal observé à la sortie du capteur m peut être
décrit par le modèle mathématique suivant :
zm(t) =
K∑
k=1
αmsk(t− τm(θk)− φm) + nm(t)
−T/2  t  T/2 m = 1, 2, . . . ,M
(1)
où {sk(t)}k=1,K est une suite des signaux complexes délivrés
par les sources, les éléments de {nm(t)}m=1,M sont les échan-
tillons complexes d’un bruit généré par un processus stochas-
tique et T est la durée d’observation.  {θk}k=1,K sont les DDA
des K sources. Le paramètre τm(θk) est le retard associé au
temps de propagation d’onde de la source sk de DDA θk, au cap-
teur m de l’antenne. Ce paramètre est intéressant puisqu’il
contient l’information sur la position angulaire de la source k
par rapport au réseau. Enfin, les paramètres αm et φm sont le
gain et le retard caractérisant le capteur m. 
Nous supposons que les sources sont suffisamment éloignées du
réseau pour justifier leur modélisation par des ondes planes.
Nous faisons aussi l’hypothèse que les signaux émis par les
sources sont à bande étroite, leur spectre est donc concentré
autour de la fréquence angulaire ω , avec une largeur de bande
très petite devant 2π/T. Dans le domaine temporel, la représen-
tation complexe en bande de base des signaux reçus en tenant
compte des hypothèses ci-dessus s’écrit :
zm(t)=
K∑
k=1
gme
−jωτm(θk)sk(t) + nm(t) m = 1, 2, . . . ,M (2)
où gm = αme−jωφm est le gain complexe regroupant le gain et
le décalage de phase introduits par le capteur m. L’expression
(2) peut être écrite en utilisant la notation matricielle :
z(t) = GAs(t) + n(t) (3)
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dans laquelle :
z(t) = [z1(t) z2(t) . . . zM (t)]
T
s(t) = [s1(t) s2(t) . . . sK(t)]
T
n(t) = [n1(t) n2(t) . . . nM (t)]
T
G = diag{g1 g2 . . . gM}
où (·)T est l’opérateur de transposition. La matrice A contient  la
réponse en phase due uniquement à la géométrie du réseau des
capteurs, pour chacune des sources. Chacun des éléments de A
est par conséquent un complexe dont le module est égal à l’uni-
té et dont l’argument est le retard de phase lié au temps de pro-
pagation τm(θk) . La description mathématique de cette matrice
est donc la suivante :
[A]mk = e−jωτm(θk) m = 1, 2, . . . ,M k = 1, 2, . . . ,K (5)
Ainsi chacune des lignes de la matrice A est relative à un cap-
teur du réseau et chacune des colonnes de A est relative à une
source. On définit la matrice V telle que :
V = GA (6)
La matrice V est la matrice des vecteurs directionnels ou des
vecteurs de pointage. Chaque colonne vk (k = 1, 2, . . . , K) de
la matrice V représente le vecteur de pointage relatif à la k ième
source.
La matrice de covariance des observations est définie par :
R = E[zzH ] (7)
où  (·)H est l’opérateur de transposition-conjugaison. Nous sup-
posons que le vecteur signal s(t) et le vecteur bruit n(t) sont
stationnaires centrés gaussiens, que les sources ne sont pas
complètement corrélées entre elles, et que le bruit et les sources
sont indépendants. La matrice de covariance R des observations
peut alors être écrite comme la somme de la matrice de cova-
riance du signal et de la matrice de covariance du bruit :
R = Rs + Rn (8)
La matrice de covariance du signal Rs contient des informations
sur les signaux incidents ainsi que sur la réponse du réseau des
capteurs :
Rs = VΓsVH (9)
Γs = E[ssH ]
Le bruit est considéré blanc spatialement, et de même puissance
sur chaque capteur. La matrice de covariance du bruit Rn est par
conséquent une matrice identité affectée d’un coefficient de
puissance du bruit σ2 :
Rn = σ2I (10)
3. modèle de signaux
non circulaires
3.1. circularité au second ordre 
d’une variable aléatoire
La circularité est une propriété importante des variables aléa-
toires. Elle a été abordée notamment dans [9] et [12]. La notion
de circularité est directement issue de l’interprétation géomé-
trique des variables aléatoires complexes. Une variable aléatoire
complexe scalaire peut être décrite par son module et sa phase.
Pour que cette variable aléatoire soit circulaire, il faut et il suffit
que les propriétés de sa phase soient invariantes par rotation,
c’est-à-dire que la phase soit une variable aléatoire équirépartie
entre 0 et 2π. Dans le cas des variables aléatoires multidimen-
sionnelles, on forme des vecteurs aléatoires, dont les éléments
sont des variables aléatoires scalaires. Un vecteur aléatoire x est
circulaire si x et xejθ ont les mêmes propriétés statistiques quel
que soit l’angle θ. La circularité d’une variable aléatoire, à une
ou plusieurs dimensions, n’est complètement définie qu’en pré-
cisant son ordre. L’ordre de circularité d’une variable aléatoire
est déterminé par ses moments et ses cumulants. Dans cet
article, nous ne considérons que les propriétés de la circularité
au second ordre.
À l’ordre 2, la définition de la circularité de la variable aléatoi-
re x est d’une grande simplicité, les seuls moments à considérer
sont la moyenne E[x], la matrice de covariance E[xxH ] , et la
matrice de relation E[xxT ], aussi appelée matrice de covarian-
ce elliptique. Ainsi, un vecteur aléatoire est circulaire à l’ordre 2
si sa moyenne et sa matrice de relation sont nulles. Les proprié-
tés statistiques d’un vecteur aléatoire circulaire au second ordre
se résument donc à sa matrice de covariance.
3.2. vecteur aléatoire non circulaire 
au second ordre
Un vecteur aléatoire non circulaire à l’ordre 2 est un vecteur
dont la matrice de relation est non nulle. Dans [6] et [8], les
auteurs montrent que des signaux modulés en amplitude (AM)
sont non circulaires. 
Afin d’illustrer simplement notre propos, prenons une variable
aléatoire scalaire non circulaire, x, telle que le moment E[xx]
soit non nul. En supposant que le module et l’argument de la
variable aléatoire sont indépendants, on peut alors écrire :
E[xx] = E[|x|2] E[ej2 arg(x)] (11)
L’argument de x, étant une variable aléatoire stationnaire,
l’équation (11) s’écrit aussi:
E[xx] = E[xx∗] mejψ (12)
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où m et ψ sont des nombres constants, et (·)∗ est l’opérateur de
conjugaison complexe. Supposons maintenant que la variable
aléatoire, x, soit l’expression en bande de base d’un signal
modulé en phase de façon binaire (BPSK). L’argument de x
s’écrit alors :
arg(x) = ρ+ φ (13) 
où φ est la phase propre de la porteuse du signal et ρ est une
variable aléatoire prenant la valeur 0 ou π de façon équiprobable.
Dans ce cas l’espérance mathématique E[ej2 arg(x)] = ej2φ , et
l’égalité (12) est vérifiée pour m = 1 et ψ = 2φ . De la même
manière, un résultat similaire est obtenu pour un signal modulé
en amplitude (AM).
L’équation (12) peut être généralisée au cas multidimensionnel.
Le vecteur x , est alors un vecteur aléatoire dont les composantes
sont des signaux non circulaires. Supposons que ces signaux
soient non corrélés entre-eux et de moyenne nulle, alors la
matrice de covariance et la matrice de relation du vecteur  x sont
diagonales, et sont liées par :
E[xxT] = E[xxH] MΨ (14)
où M et Ψ sont aussi des matrices diagonales. Dans le cas de
signaux BPSK ou AM, la matrice M égale la matrice identité, la
relation (14) devient alors :
E[xxT] = E[xxH] Ψ (15)
3.3. non circularité et traitement 
d’antenne
En traitement d’antenne, la circularité est une propriété qui
apparaît naturellement dans l’analyse des signaux à bande étroi-
te, signaux qui comportent souvent une phase aléatoire équiré-
partie entre 0 et 2π. Elle n’est pas pour autant universelle et il
existe dans ce domaine de nombreux exemples de signaux non
circulaires. 
Pour tous signaux, circulaires ou non, les traitements classiques
n’utilisent que la matrice de covariance E[xxH ] . Lorsque les
signaux sont non circulaires, ces traitements sont sous-opti-
maux, puisqu’ils ne prennent pas en compte la matrice de rela-
tion E[xxT ] qui est non nulle dans ce cas.
3.4. modèle étendu [6] [8]
Afin d’exploiter au mieux la non circularité des signaux, on doit
considérer conjointement les signaux et leurs complexes conju-
gués. Dans le cas de sources non circulaires vérifiant la relation
(15), les deux composantes complexes conjuguées d’une même
source sont corrélées, elles occupent donc un seul degré de liberté
dans l’espace des observations. Le modèle étendu permet ainsi
d’agrandir l’espace des observations tout en gardant la dimen-
sion de l’espace signal inchangée. Le modèle étendu accroît
alors les possibilités de l’antenne.
Le vecteur des observations temporelles znc(t) du modèle étendu
est obtenu en concatenant dans un vecteur de longueur double, la
composante non conjuguée et la composante conjuguée du modèle
classique (3) :
znc(t)=
[
z(t)
z∗(t)
]
=
[
GA 0
0 G∗A∗
] [
s(t)
s∗(t)
]
+
[
n(t)
n∗(t)
]
(16)
À partir de ce vecteur d’observation étendu, on peut comme
dans le modèle classique, estimer la matrice de covariance éten-
due des observations :
Rnc = E[znc(t)zncH(t)] =
[
E[zzH ] E[zzT ]
E[z∗zH ] E[z∗zT ]
]
(17)
Le vecteur des sources s(t) est un vecteur non circulaire, dont les
éléments sont des variables aléatoires indépendantes. Sa matrice
de relation s’écrit donc en fonction de la matrice de covariance
Γs du vecteur des sources, comme nous l’avons montré au para-
graphe précédent (14) :
E[s(t)sT (t)] = ΓsMΨ (18)
Les expressions des matrices de covariance et de relation du
vecteur des observations peuvent alors être développées :{
E[zzH ] = GAΓsAHG∗ +E[nnH ]
E[zzT ] = GAΓsMΨATG +E[nnT ] (19)
Le bruit est circulaire, sa matrice de relation vaut donc
E[nnT ] = 0. On rappelle que la matrice de covariance du bruit
E[nnH ] = σ2I selon les hypothèses du modèle classique.
L’écriture de la matrice de covariance étendue (17) peut être
développée à l’aide des équations (19) :
Rnc=
[
GAΓsAHG∗ GAΓsMΨATG
G∗A∗ΓsMΨ∗AHG∗ G∗A∗ΓsATG
]
+σ2I (20)
Comme il a été montré au paragraphe précédent, lorsque les
signaux émis par les sources sont de type AM ou BPSK, la
matrice M est l’identité matricielle, et la matrice de covariance
étendue peut alors s’écrire :
Rnc =
[
GA
G∗A∗Ψ∗
]
Γs
[
GA
G∗A∗Ψ∗
]H
+ σ2I (21)
La dimension de la matrice de covariance étendue est
(2M × 2M). Le rang de la matrice Γs étant égal au nombre de
sources K, il est possible de distinguer un sous-espace signal et
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un sous-espace bruit. La décomposition en éléments propres de
la matrice de covariance (20) s’écrit Rnc = UΣUH. Le sous-
espace signal est engendré par les K vecteurs propres associés
aux K valeurs propres maximales de la matrice Rnc, et le sous-
espace bruit est engendré par les 2M −K vecteurs propres res-
tant de Rnc. Le modèle étendu permet donc d’accroître la
dimension de l’espace des observations, et d’estimer jusqu’à
2(M − 1) sources non corrélées, alors que la capacité du modè-
le standard n’excède pas (M − 1). Le nombre d’éléments
constituant l’antenne réseau est en quelque sorte augmenté, le
modèle étendu synthétise une antenne virtuelle plus grande que
le réseau réel, ceci permet donc d’améliorer les performances
d’estimation, et de localiser des sources en plus grand nombre. 
3.5. l’algorithme MUSIC non circulaire
Dans [6], Galy propose un algorithme original de localisation
angulaire de sources, qui prend en compte la nature non circu-
laire des signaux. L’algorithme de Galy est une extension de la
méthode MUSIC au cas des signaux non circulaires, tels que les
signaux modulés BPSK et AM. Cet algorithme étant utilisé dans
notre procédure pour estimer les DDA, nous le rappelons briè-
vement.
Le nombre de sources K étant connu, les 2M −K vecteurs
propres associés aux valeurs propres minimales de la matrice de
covariance Rnc sont rassemblés pour former la matrice Un. En
accord avec le principe de la méthode MUSIC standard [13] et
le modèle étendu (16), la fonctionnelle à maximiser est alors :
f(θ, ψ) =
1
vHnc(θ, ψ)UnUHn vnc(θ, ψ)
(22)
où  vnc(θ, ψ) =
[
Ga(θ)
G∗a∗(θ)e−jΨ
]
est le vecteur directionnel
théorique du modèle étendu, et où la matrice G est ici connue.
Pour chaque θ donné, il est possible de calculer analytiquement la
valeur de ψ qui maximise (22). En remplaçant la valeur optimale
de ψ dans (22), et après simplification, l’auteur de [6] montre que
les DDA peuvent être estimées en maximisant la fonction sui-
vante :
f(θ) =
1
a˜H(θ)Un1UHn1a˜(θ)− ‖a˜T (θ)Un2UHn1a˜(θ)‖
(23) 
où a˜(θ) = Ga(θ) , et où la matrice Un est partitionnée en deux
sous-matrices de même dimension, telle que :
Un =
[
Un1
Un2
]
(24)
4. algorithme d’autocali-
bration sous l’hypo-
thèse de signaux non
circulaires
Dans cette section, nous proposons une méthode d’autocalibra-
tion basée sur la décomposition en éléments propres de la matri-
ce de covariance étendue. La méthode proposée est une exten-
sion de la méthode de Friedlander et Weiss [5] au cas des
signaux non circulaires.
4.1. la fonction de coût
L’algorithme proposé repose sur la propriété d’orthogonalité
entre les vecteurs propres du sous-espace bruit et les vecteurs
directionnels de sources. Notre algorithme estime les paramètres
de gain/phase des capteurs du réseau par la minimisation de la
fonction de coût suivante :
J =
K∑
k=1
∥∥∥∥UHn [G 00 G∗
] [
a(θk)
a∗(θk)e−jΨk
]∥∥∥∥2 (25)
où a(θk) est la k ième colonne de la matrice A (5).
La matrice G étant une matrice diagonale, il est possible de
définir le vecteur colonne g tel que G = diag{g} . De la même
manière il est possible de définir la matrice diagonale A˜k, à par-
tir du vecteur a(θk), telle que A˜k = diag{a(θk)}. La fonction
de coût (25) s’écrit alors :
J =
K∑
k=1
∥∥∥∥UHn [ A˜k 00 A˜∗ke−jΨk
] [
g
g∗
]∥∥∥∥2 (26)
En développant cette dernière expression, elle devient :
J =
K∑
k=1
(
[gH gT ]
[
A˜∗kUn1U
H
n1A˜k e
−jΨkA˜∗kUn1U
H
n2A˜
∗
k
ejΨkA˜kUn2UHn1A˜k A˜kUn2U
H
n2A˜
∗
k
] [
g
g∗
])
(27)
soit encore :
J =
K∑
k=1
(
gHA˜∗kUn1U
H
n1A˜kg + g
T A˜kUn2UHn2A˜
∗
kg
∗
+e−jΨkgHA˜∗kUn1U
H
n2A˜
∗
kg
∗ + ejΨkgT A˜kUn2UHn1A˜kg
)
(28) 
Tous les termes sous le symbole de sommation dans l’équation
(28) sont des scalaires complexes. Plusieurs observations per-
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mettent de simplifier cette expression :
• la somme globale des quatre termes de l’équation (28) est réel-
le non négative puisqu’elle est issue du calcul de la norme d’un
vecteur dans l’expression (26),
• les deux premiers termes sont des scalaires réels, ils peuvent
alors être remplacés par leur expression conjuguée,
• le troisième terme est égal au transposé-conjugué du quatrième
terme, la somme de ces deux termes scalaires n’est autre que le
double de leur partie réelle.
La prise en compte de ces observations mène à l’écriture sui-
vante :
J =
K∑
k=1
(
gHA˜∗k(Un1U
H
n1 + U∗n2UTn2)A˜kg
+2R{ejΨkgT A˜kUn2UHn1A˜kg}
)
(29)
où R{·} désigne l’opérateur de partie réelle. Il est de plus
démontré dans [6] que :
U∗n2U
T
n2 = Un1UHn1 (30)
La fonction de coût (29) s’écrit alors plus simplement :
J=
K∑
k=1
gHA˜∗kUn1U
H
n1A˜kg +R{ejΨkgT A˜kUn2UHn1A˜kg}
(31)
4.2. minimisation de J par rapport à Ψ
Dans cette partie, nous considérons que les DDA des signaux
sont connues, ainsi que le gain et la phase des capteurs. Cette
première étape consiste à minimiser la fonction de coût J don-
née par (31), suivant la matrice diagonale des phases propres Ψ.
Le premier terme, sous le symbole de sommation dans l’expres-
sion (31), est indépendant de la matrice Ψ. Il résulte de cette
constatation que la fonction de coût J est minimale suivant Ψ
lorsque le second terme est minimum, c’est-à-dire négatif pour
chacun des indices k . Cette condition est réalisée lorsque :
ψk = π − arg(gT A˜kUn2UHn1A˜kg) (32)
Notons que ce résultat a aussi été énoncé par Galy dans sa
méthode MUSIC non circulaire [6], mais n’est utilisé qu’impli-
citement pour estimer les DDA des signaux non circulaires.
Connaissant désormais les éléments de Ψ qui minimisent la
fonction de coût (31), nous cherchons maintenant à minimiser J
par rapport aux paramètres de gain/phase du vecteur g.
4.3. minimisation de J par rapport à g
Dans cette seconde étape, la valeur des DDA et la matrice Ψ
sont connues, la minimisation de la fonction de coût J par rap-
port aux paramètres de gain/phase du vecteur g s’exprime :
ming J = ming(gHS1g +R{gTS2g}) (33)
où nous avons

S1 =
K∑
k=1
A˜∗kUn1U
H
n1A˜k
S2 =
K∑
k=1
A˜kUn2UHn1A˜ke
jΨk
(34)
Avant d’estimer les paramètres de l’antenne, il est nécessaire de
fixer la valeur de la réponse d’un des capteurs du réseau afin
d’éviter la solution triviale : g = 0 . Une contrainte d’unité de la
réponse du premier capteur est par conséquent introduite dans la
minimisation. Le problème se résume alors à déterminer les élé-
ments du vecteur g minimisant l’équation (33) sous la contrain-
te gTw = 1 où w = [1 0 . . . 0]T . Le résultat de cette minimisa-
tion est obtenu par la méthode des multiplicateurs de Lagrange.
Après quelques calculs, détaillés en annexe, nous obtenons les
paramètres de gain/phase du réseau qui minimisent la fonction
de coût J. Le vecteur g solution est donné par :
g = C−1[λ(S∗2)−1 − λ∗(S∗1)−1]w (35)
où 
C = (S∗1)−1S2 − (S∗2)−1S1
λ =
c∗2 + c1
|c2|2 − |c1|2
c1 = wTC−1(S∗1)−1w
c2 = wTC−1(S∗2)−1w
(36)
4.4. minimisation de J par rapport 
aux DDA
Lorsque les paramètres de gain/phase de l’antenne sont connus,
il est alors possible de déterminer plus précisément les DDA des
signaux sur l’antenne ; c’est la troisième étape. Cette estimation
est réalisable par la méthode MUSIC standard, ainsi que par tout
autre algorithme de localisation de sources. Cependant la
méthode de Galy [6], brièvement décrite dans un paragraphe
précédent, est plus intéressante car elle exploite la propriété de
non circularité des sources. Les valeurs des DDA qui minimisent
J sont alors données par la position des maxima de la fonction-
nelle (23). A partir de cette estimation des DDA, l’algorithme
peut alors être rebouclé. Les trois étapes de minimisation de la
fonction de coût J peuvent être répétées jusqu’à la convergence
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de l’algorithme.
4.5. algorithme de la méthode 
proposée
Début :
• Estimer la matrice de covariance étendue Rnc donnée par
l’équation (17).
• Estimer le nombre de sources par observation des valeurs
propres de la matrice Rnc , et construire la matrice Un à l’ai-
de des vecteurs propres appropriés.
Initialisation : (i = 0)
• À partir de la valeur initiale des paramètres de gain/phase
g(i=0) des capteurs, faire une estimation grossière des DDA
{θ(i=0)k }k=1,K des signaux. 
Boucle principale :
• i = i+ 1.
• Minimiser J par rapport à Ψ, en calculant les éléments diago-
naux de la matrice  Ψ (32).
• Calculer les matrices S1 et S2 données par les équations (34),
puis la matrice C et le scalaire λ par les équations (36). 
• Minimiser J par rapport à g à l’aide de l’équation (35), pour
obtenir une nouvelle estimation des paramètres de gain/phase
g(i).
• Estimer les DDA {θ(i)k }k=1,K par la méthode MUSIC non cir-
culaire (23).
• Evaluer le critère d’arrêt :
v(i) =
1
K
K∑
k=1
(
θ
(i)
k − θ(i−1)k
)2
(37)
• Répéter jusqu’à ce que v(i) < ε (une tolérance pré-définie). 
Fin.
5. résultats de simulations
Dans ce paragraphe, nous donnons quelques exemples afin
d’illustrer la performance de notre algorithme. Considérons un
réseau circulaire composé de 6 capteurs équirépartis sur un
cercle de diamètre égal à la longueur d’onde des signaux reçus.
Les sources en présence émettent des signaux non circulaires
(modulation BPSK) décorrélés. La matrice de covariance des
observations est estimée à partir de 200 échantillons par capteur.
Les paramètres de gain/phase des capteurs sont choisis aléatoi-
rement. gm étant le gain complexe du capteur m, lors de l’étape
d’initialisation de l’algorithme le gain et la phase sont pris tels
que :
{
|g(i=0)m | = |gm|+ 0.9 ·Ω
arg(g(i=0)m ) = arg(gm) + 30◦ ·Ω
(38)
où Ω est un générateur aléatoire de loi uniforme sur l’intervalle
[−0.5 , 0.5] . Dans nos simulations, le choix des DDA à l’ini-
tialisation est aussi confié à une fonction aléatoire. Pour chaque
source k :
θ
(i=0)
k = θk + 5
◦ ·Ω (39)
Le premier exemple, met en avant la capacité de notre algorith-
me à estimer les paramètres de gain/phase afin d’estimer cor-
rectement les DDA, lorsque le nombre de sources est supérieur
au nombre de capteurs. La figure (1) représente le pseudo-
spectre spatial donné par l’équation (23). 7 sources sont locali-
sées à l’aide du réseau circulaire de 6 capteurs, le rapport signal-
sur-bruit (RSB) est de 20 dB pour chacune des sources. La cour-
be en traits discontinus donne la réponse du réseau avant l’opé-
ration d’autocalibration. La courbe en traits pleins représente
l’estimation des DDA par notre algorithme lors de la 14 ième ité-
ration. Enfin, le tracé en traits pointillés désigne la réponse du
réseau lorsque les paramètres de gain/phase sont parfaitement
connus. La ressemblance entre ces deux dernières courbes
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Figure 1. – Localisation de 7 sources à l’aide d’un réseau circulaire 
de 6 capteurs.
Tableau 1. – Moyenne et variance des DDA.
θ(◦) – 80 – 60 – 30 5 30 50 75
E[θ] – 80,005 – 60,015 – 29,993 4,993 29,943 50,028 74,987
V [θ] 0,053 0,038 0,029 0,140 0,165 0,105 0,091
montre la précision de l’estimation compte tenu de la situation.
Sur la figure (2), sont reportées les courbes des résultats d’esti-
mation de notre algorithme effectué 20 fois, avec des réalisa-
tions de bruit indépendantes, et ce dans les mêmes conditions
que le premier exemple. On constate une très faible dispersion
des pics d’estimation des DDA. On donne dans la table (1), la
moyenne et la variance pour chacune des 7 DDA estimées. La
première ligne de la table contient les valeurs exactes des angles
à estimer. On montre ainsi la fiabilité et la fidélité de notre algo-
rithme dans de telles conditions d’estimation.
Dans l’exemple suivant, on considère 3 sources de DDA −15◦,
5◦ et 35◦ . Nous avons réalisé 200 simulations de façon indé-
pendante, afin de calculer la racine carrée de l’erreur quadra-
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Figure 2. – Superposition de résultats d’estimation.
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Figure 3. – RMSE de l’estimation de la DDA en fonction du nombre 
d’itérations de l’algorithme.
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Figure 4. – RMSE de l’estimation du gain des capteurs en fonction du
nombre d’itérations de l’algorithme.
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Figure 5. – RMSE de l’estimation de la phase des capteurs en fonction du
nombre d’itérations de l’algorithme.
tique moyenne (Root Mean Square Error) de l’estimation de
chacune des DDA, du gain et de la phase de chacun des cap-
teurs. Les figures (3), (4) et (5) donnent respectivement la
moyenne arithmétique des RMSE des DDA, du gain et de la
phase des capteurs. Les courbes sont tracées en fonction du
nombre d’itérations effectuées par l’algorithme. Les simulations
ont été réalisées pour des RSB de 5 dB , 10 dB et 20 dB .
Notons que l’algorithme converge très rapidement, et que la pré-
cision de ses estimations dépend du RSB.
Afin d’illustrer l’apport de la prise en compte de la non circula-
rité des signaux dans l’autocalibration, nous allons comparer en
terme de performance, l’algorithme proposé avec celui de
Friedlander et Weiss [5]. Dans les simulations qui suivent, le
réseau circulaire de 6 capteurs reçoit 2 signaux BPSK non cor-
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Figure 6. – RMSE  de l’estimation de la DDA en fonction de la séparation
angulaire, avec la méthode proposée (ligne continue) et avec la méthode
de Friedlander et Weiss (ligne pointillée).
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Figure 7. – RMSE de l’estimation du gain du capteur 2 en fonction de la
séparation angulaire, avec la méthode proposée (ligne continue) et avec la
méthode de Friedlander et Weiss (ligne pointillée).
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Figure 8. – RMSE de l’estimation de la phase du capteur 2 en fonction de
la séparation angulaire, avec la méthode proposée (ligne continue) et avec
la méthode de Friedlander et Weiss (ligne pointillée).
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Figure 9. – RMSE de l’estimation de la DDA en fonction du RSB, avec la
méthode proposée (ligne continue) et avec la méthode de Friedlander et
Weiss (ligne pointillée).
rélés, dont nous allons faire varier la séparation angulaire. Les 2
signaux sont de même puissance et le RSB égale 20 dB . Pour
chaque séparation angulaire entre les sources, 200 simulations
sont réalisées de façon indépendante, en vue de calculer les
RMSE des paramètres à estimer. Les figures (6), (7) et (8) mon-
trent les résultats obtenus pour la 2 ième DDA, le gain et la phase
du capteur 2, respectivement. Nous constatons que la proximité
des sources, en terme de séparation d’angles, est moins préjudi-
ciable pour l’algorithme prenant en compte la non circularité des
signaux.
Dans les dernières simulations, nous faisons varier le RSB de 
3 signaux BPSK dont les DDA sont −15◦, 5◦ et 35◦ . Nous
effectuons 50 simulations de l’algorithme proposé et de l’algo-
rithme de Freidlander et Weiss, de façon indépendante. Les
résultats des estimations de la 2 ième DDA, du gain et de la phase
du capteur 2 sont reportés dans les figures (9), (10) et (11), res-
pectivement. Nous remarquons que la méthode proposée pré-
sente de meilleurs résultats d’estimation.
6. conclusion
Nous avons présenté une méthode d’autocalibration, permettant
d’estimer les paramètres de gain/phase d’un réseau de capteurs
pour la localisation de sources. Notre approche originale consis-
te à exploiter d’une façon optimale l’information apportée par la
non circularité des signaux reçus. La méthode est basée sur la
décomposition en éléments propres de la matrice de covariance
des observations. Des résultats de simulations ont montré la
capacité de l’algorithme à calibrer le réseau, même lorsque le
nombre de sources est supérieur au nombre de capteurs.
L’apport de la prise en compte de la non circularité des signaux
reçus a été illustré à travers des simulations. La vitesse de
convergence ainsi que la précision des estimations de la métho-
de sont jugées satisfaisantes.
7. annexe
Dans cette annexe, est donné le détail du calcul de la minimisa-
tion de la fonction de coût J par rapport à g, sous la contrainte
gTw = 1 où w = [1 0 . . . 0]T .
Rappelons l’expression de J :
J = gHS1g +R{gTS2g} (40) 
où g est un vecteur complexe, S1 est une matrice hermitienne,
et S2 est une matrice symétrique d’éléments complexes. La
fonction J est une fonction scalaire réelle non négative. La solu-
tion la plus évidente minimisant la fonction J est g = 0, cepen-
dant elle n’est évidemment pas satisfaisante. Afin d’éviter cette
solution nulle, et d’obtenir une autre solution, une contrainte est
imposée sur le vecteur g. On met en œuvre la méthode des mul-
tiplicateurs de Lagrange. Comme dans [3], la fonctionnelle à
minimiser est alors la suivante :
L(g) = gHS1g +R{gTS2g}+ 2R{λ∗(gTw − 1)} (41)
où λ est un multiplicateur dont la valeur est inconnue. Cette
fonctionnelle s’écrit aussi :
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Figure 10 – RMSE  de l’estimation du gain du capteur 2 en fonction du
RSB, avec la méthode proposée (ligne continue) et avec la méthode de
Friedlander et Weiss (ligne pointillée).
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Figure 11 – RMSE de l’estimation de la phase du capteur 2 en fonction du
RSB, avec la méthode proposée (ligne continue) et avec la méthode de
Friedlander et Weiss (ligne pointillée).
L(g) = gHS1g +
1
2
gTS2g +
1
2
gHS∗2g
∗
+λ∗(gTw− 1) + λ(gHw− 1) (42)
Selon les résultats de dérivations énoncés dans [3], la dérivée de
la fonctionnelle L(g) par rapport au vecteur g vaut :
∂L(g)
∂g
= S∗1g∗ + S2g + λ∗w (43)
Suivant la méthode des multiplicateurs de Lagrange, cette déri-
vée égale zéro. Il est alors possible d’écrire :
g∗ = −(S∗1)−1S2g − λ∗(S∗1)−1w (44)
Depuis la forme conjuguée de la dérivée (43), on peut obtenir
une écriture similaire :
g∗ = −(S∗2)−1S1g − λ(S∗2)−1w (45)
Les équations (44) et (45) mènent alors à l’expression du vec-
teur g :
g = C−1[λ(S∗2)−1 − λ∗(S∗1)−1]w (46)
avec 
C = (S∗1)−1S2 − (S∗2)−1S1 (47)
Le multiplicateur λ reste à déterminer. L’équation de contrainte
gTw = 1 permet d’écrire :
gTw = 1 = c2λ+ c1λ∗ (48)
où les variables scalaires c1 et c2 sont :{
c1 = wTC−1(S∗1)−1w
c2 = wTC−1(S∗2)−1w
(49)
Il est alors aisé de montrer que le multiplicateur de Lagrange
vaut :
λ =
c∗2 + c1
|c2|2 − |c1|2 (50)
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