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TWO BIPOLYNOMIAL ROTH THEOREMS IN R
XUEZHI CHEN, JINGWEI GUO, AND XIAOCHUN LI
Abstract. We give two Roth theorems, related to the nonlinear con-
figuration x, x+P1(t), x+P2(t) involving two polynomials, for sets in R
of positive density and of fractional dimensions. The proof uses Fourier
analysis.
1. Introduction
The polynomial Szemere´di theorem of Bergelson and Leibman [1] asserts
that if P1, . . . , Pm ∈ Z[t] all have zero constant term, then any subset S of
[N ] := [1, N ] ∩ N containing no nontrivial polynomial progression
x, x+ P1(t), . . . , x+ Pm(t)
satisfies |S| = o(N). This gives a qualitative description on size of S which
contains the polynomial progression mentioned above. It becomes much
more challenging and interesting to find quantitative bounds of |S|. Among
many partial progresses are a pair of papers [16, 17] by Peluse and Pren-
diville recently, in which they obtained bounds for subsets of [N ] lacking the
nonlinear Roth configuration x, x+ t, x+ t2.
In the setting of real numbers, Bourgain [2] proved that given ε > 0 and
integer d ≥ 2 there is a δ > 0 such that if S is a measurable set of [0, N ],
|S| > εN , then there is a triple x, x+ t, x+ td in S with t > δN1/d. Durcik,
Guo and Roos [5] further studied nonlinear patterns x, x + t, x + P (t) for
a monic polynomial P with P (0) = 0 and deg(P ) ≥ 2. In particular P is
allowed to have a linear term and δ depends only on ε, deg(P ) and an upper
bound of the ℓ1-sum of coefficients of P . Krause [11] investigated the case
when P is a non-flat curve.
Our first result is the following theorem, related to the Roth configuration
x, x+P1(t), x+P2(t) involving polynomials of different degrees, for sets in
R of positive density.
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Theorem 1.1. Let Pi : R → R (i = 1, 2) be two polynomials satisfying
1 ≤ deg(P1) < deg(P2) and P1(0) = P2(0) = 0. For any ε > 0 there exists a
δ = δ(ε, P1, P2) with
(1.1) δ ≥ exp
Ä
− exp
Ä
cε−6
ää
for some constant c = c(P1, P2) > 0, such that, given any measurable set
S ⊂ [0, N ] with N > 1 and measure |S| ≥ εN , it contains a triplet
x, x+ P1(t), x + P2(t)
with t > δN1/ deg(P2).
Let us outline some ideas in the proof of Theorem 1.1, whose details
will be presented in Section 2–6. Firstly we argue similarly as in Bourgain
[2] and Durcik, Guo and Roos [5] to reduce the problem to proving certain
bilinear estimate containing two given polynomials. Since P1(t) is not simply
a linear function any more, we use a substitution to make it linear in order
to apply Bourgain’s convolution trick, which is something slightly different
from previous work. See Section 2.
A key step in our proof of the desired bilinear estimate is, by changing
variables, to transform the pair of polynomials into (up to errors) the form
of {c1ω, c2ω + c3ω
ν} for some positive ν 6= 1 (see Section 4). This novelty
transformation turns out to be handy for the bipolynomial case. Surprisingly
we will see in Section 5 that the influence of errors cannot be ignored in some
circumstance. This indicates that the errors cannot be dropped trivially.
This phenomenon does not occur in the work in [2, 5]. Hence, we are forced
to seek new technical power to resolve this difficulty. As a preparation for
later sections, in Section 4 we formulate and establish results concerning
sizes or asymptotics of the kernel K, which can be proved by a delicate
application of the method of stationary phase and integration by parts.
If c2 6= 0, we deal with the case when two polynomials have the same
smallest power. In the special case when P1(t) = t and P2(t) has a linear
term (corresponding to an integer ν ≥ 2), [5, Section 4.3] took advantage of
the nonlinearity of the nonlinear term of P2(t) and showed that certain key
mixed derivative has a small lower bound (which decreases exponentially as
m increases) outside finitely many short intervals of length O(2−γm). Based
on that they established the desired bilinear estimate. A key ingredient in
our proof of the bipolynomial case is that we are able to show that the key
mixed derivative is always nonvanishing and has a lower bound independent
of m. This information enables us to give a simple proof of the desired
estimate with a clearer and better decay rate, which leads to a better range
of β in our next theorem on the bipolynomial progress in fractional R. In
the proof we use Ho¨rmander’s [10, Theorem 1.1] and need to be clear about
what its implicit constant depends on (see Theorem (A.1)). See Section 5.
To prove its lower bound one can first derive a formula of the mixed
derivative by a routine computation. If ν 6= 2, although the formula is
really long its structure is quite clear—one can separate it into several parts
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with each part having different magnitude. In particular the error caused
by the transformation from the polynomials to a simple form (mentioned
above) has no essential influence. Hence one can determine the size of the
mixed derivative readily. If ν = 2, however, the influence of the error is
relatively significant and the above separation is not attainable. This is a
new enemy, never appearing in any known work. To overcome this difficulty
we manage to express the mixed derivative as a product of some nonzero
factors and a polynomial factor. Once we prove the polynomial is nontrivial,
we know it must have a lower bound which is possibly much smaller than 1.
If c2 = 0, we follow the strategy developed by the third author in [14]
to prove desired bilinear estimates as what has been done in [5]. Besides
oscillatory integrals, the proof relies heavily on a concept called σ-uniformity.
This concept was inspired by Gowers’ work in [7] and crucial in [14]’s study
of bilinear Hilbert transforms along monomials. Such a strategy involving
the σ-uniformity was later often used to study variants of the bilinear Hilbert
transform, for example, the polynomial case in [15], the general curve case
in [8] and the bipolynomial case in [4]. Since we have transformed the
bipolynomial to a general curve, our treatment in Section 6 is similar to
those in [14, 8].
Our second result is the following theorem, related to the Roth configura-
tion x, x+ P1(t), x+ P2(t) involving linearly independent polynomials, for
sets in R of fractional dimensions.
Theorem 1.2. Let Pi : R → R (i = 1, 2) be two linearly independent
polynomials satisfying P1(0) = P2(0) = 0. Assume that E ⊂ [0, 1] is a
closed set which supports a probability measure µ satisfying
(A) µ([x, x+ ǫ]) ≤ C1ǫ
α for all 0 < ǫ ≤ 1,
(B) |µ̂(k)| ≤ C2(1− α)
−B |k|−
β
2 for all k ∈ Z \ {0},
where 0 < α < 1 and 8/9 < β ≤ 1. If α > 1 − ǫ0 for a sufficiently small
constant ǫ0 > 0 depending only on P1, P2, C1, C2, B and β, then E contains
a triplet
x, x+ P1(t), x + P2(t)
for some t > 0.
 Laba and Pramanik [13] first showed that, under the dimensionality and
Fourier decay assumptions (A) and (B) with 2/3 < β ≤ 1, if α is sufficiently
close to 1 then the set E contains an arithmetic progression x, x+ t, x+ 2t
for some t > 0. Recently Fraser, Guo and Pramanik [6] proved that, under
the same assumptions (A) and (B) with 1− s0 < β < 1 for certain constant
s0 depending only on a given polynomial P with deg(P ) ≥ 2 and P (0) = 0,
if α is sufficiently close to 1 then the set E contains a nonlinear configuration
x, x+ t, x+ P (t) for some t > 0. Krause [12] studied the same polynomial
configuration problem with an emphasis on assuming only sufficiently large
Hausdorff dimension.
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For other interesting related results, especially in high dimensions, see for
example Chan,  Laba and Pramanik [3], Henriot,  Laba and Pramanik [9] and
references therein.
Our result extends the main result in [6] to a bipolynomial setting with
8/9 < β ≤ 1. The estimates with a better decay rate obtained in Case
4.1 and 4.2 (see Section 5 and Subsection 6.1) allow us to strengthen the
implicit value s0 in [6] to an explicit value 1/9, which leads to a better range
of β. One key point in the proof of Theorem 1.2 is to prove a general-
ized Sobolev improving estimate involving information of two polynomials.
Another interesting point is that we only assume that two polynomials are
linearly independent rather than of different degrees since the existence of
the desired Roth configuration is only proved for some small t.
Notations. For real X and nonnegative Y , we use X . Y to denote
|X| ≤ CY for some constant C. We write X .p Y to indicate that the
implicit constant C depends on a parameter p. If X is nonnegative, X & Y
means Y . X. The Landau notation X = Op(Y ) is equivalent to X .p Y .
The notation X ≍ Y means that X . Y and Y . X. We let Z+ = N ∪ {0}
and e(x) = exp(2πix). The Fourier transform of f is f̂(ξ) = F(f)(ξ) =∫
R
f(x)e(−ξx) dx. a ≫ (≪) b means a is much greater (less) than b. 1E
represents the characteristic function of a set E.
2. Reduction of Theorem 1.1
Throughout this paper we denote two real polynomials by
(2.1) P1(t) = aσ1t
σ1 + aσ1+1t
σ1+1 + · · ·+ ad1t
d1
and
(2.2) P2(t) = bσ2t
σ2 + bσ2+1t
σ2+1 + · · · + bd2t
d2 ,
where aσ1 , ad1 , bσ2 , bd2 are nonzero, 1 ≤ σ1 ≤ d1 and 1 ≤ σ2 ≤ d2.
For Theorem 1.1 we assume d1 < d2. To prove Theorem 1.1 it suffices to
prove that there is a δ = δ(ε, P1, P2) with (1.1) such that
(2.3)
∫ N
0
∫ N1/d2
0
f(x)f (x+ P1(t)) f (x+ P2(t)) dtdx > δN
1+ 1
d2
for all measurable functions f on R with supp(f) ⊂ [0, N ], 0 ≤ f ≤ 1 and∫N
0 f ≥ εN . Then the desired result follows easily by taking f = 1S .
Equivalently, by rescaling, it can be reduced to prove that
(2.4)
∫ 1
0
∫ 1
0
f(x)f
Å
x+N−1P1
Å
N
1
d2 t
ãã
f
Å
x+N−1P2
Å
N
1
d2 t
ãã
dtdx > δ
for all measurable functions f on R with supp(f) ⊂ [0, 1], 0 ≤ f ≤ 1 and∫ 1
0 f ≥ ε.
We follow the approach used in [2] and also [5, Section 2] to reduce the
problem to the following bilinear estimate.
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Let τ be a nonnegative smooth bump function supported in [1/2, 2] with
integral 1. Let τl(t) = 2
lτ(2lt). We state our main proposition as follows.
Proposition 2.1. Let P1 and P2, denoted by (2.1) and (2.2), be such that
d1 < d2. There exist b > 0 and sufficiently large Γ1 ∈ N such that for any
m ∈ Z+, j ∈ Γ1(2Z+), l ∈ Γ1(Z+\2Z+)
∗and Schwartz functions f and g
with supp(ĝ) ⊂ {ξ ∈ R : 2m ≤ |ξ| ≤ 2m+1}, we have∥∥∥∥
∫
f
Ä
x+ 2−jd2P1
Ä
2jt
ää
g
Ä
x+ 2−jd2P2
Ä
2jt
ää
τl(t) dt
∥∥∥∥
L1x([0,1])
. 2bl2−m/16 ‖f‖2 ‖g‖2 .
(2.5)
Remark 2.2. From the proof of Proposition 2.1, it is easy to observe that
the condition d1 < d2 is only used if j − l ≥ Γ1 > 0 (see Case 4.3 below); if
j − l ≤ −Γ1 < 0 (see Case 4.1 and 4.2 below) a weaker assumption that P1
and P2 are linearly independent (instead of d1 < d2) would suffice to yield
a better decay factor 2−m/6 (instead of 2−m/16).
This observation will be particularly useful in the proof of Theorem 1.2.
Proposition 2.1 will be proved in Section 3–6. In the remaining part of this
section, let us see why Proposition 2.1 implies (2.3), and therefore Theorem
1.1. We first assume N = 2jd2 , j ∈ Γ1(2Z+), Γ1 ∈ N. Let ρ ∈ C
∞
c (R) be
nonnegative, even, constant on [−1, 1] with supp(ρ) ⊂ [−2, 2] and
∫
ρ = 1.
Denote ρl(t) = 2
lρ(2lt), pij(t) = 2
−jd2Pi(2
jt) and
I =
∫ 1
0
∫ 1
0
f(x)f (x+ p1j(t)) f (x+ p2j(t)) dtdx.
For l, l′, l′′ ∈ Γ1(Z+\2Z+) with l
′ < l < l′′ we have
2lI &τ
∫ 1
0
∫ 1
0
f(x)f (x+ p1j(t)) f (x+ p2j(t)) τl(t) dtdx.
The integral on the right side is the sum of
I1 =
∫ 1
0
∫ 1
0
f(x)f (x+ p1j(t)) f ∗ ρl′ (x+ p2j(t)) τl(t) dtdx,
I2 =
∫ 1
0
∫ 1
0
f(x)f (x+ p1j(t)) (f ∗ ρl′′ − f ∗ ρl′) (x+ p2j(t)) τl(t) dtdx,
I3 =
∫ 1
0
∫ 1
0
f(x)f (x+ p1j(t)) (f − f ∗ ρl′′) (x+ p2j(t)) τl(t) dtdx.
Following the boundedness of f and Ho¨lder’s inequality, it is obvious that
I2 = O (‖f ∗ ρl′′ − f ∗ ρl′‖2) .
In addition, by a dyadic decomposition on the frequency side and using
Proposition 2.1, we have
I3 = O
(
2bl−
1
17
l′′
)
.
∗Here Γ1(2Z+) = {0, 2Γ1, 4Γ1, . . .} and Γ1(Z+\2Z+) = {Γ1, 3Γ1, 5Γ1, . . .}.
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We set
(2.6) I ′1 :=
∫ 1
0
f(x)f ∗ ρl′ (x)
Ç∫ 1
0
f (x+ p1j(t)) τl(t) dt
å
dx .
Then by the mean value theorem we have
I1 − I
′
1 = OP2
Ä
2l
′−l
ä
.
Notice that the inner integral in (2.6) can be represented as
(2.7)
∫ 1
0
f (x+ p1j(t)) τl(t) dt =
∫
f
Ä
x+ 2−jd2P1(t)
ä
τl−j(t) dt,
t ≍ 2j−l and |j − l| ≥ Γ1. If Γ1 is sufficiently large, the size of P1(t) is
dominated by its monomial ast
s, s = d1 or σ1. This leads us to use the
substitution
ω = 2−jd2 |P1(t)|
to rewrite (2.7) as a convolution. We may assume that as < 0 while the case
as > 0 is the same up to a reflection. Therefore
(2.7) = f ∗ τ˜(x),
where
τ˜(ω) = τl−j(t(ω))t
′(ω).
Let ςj,ls = |as|2
s(j−l)−jd2 and ρ
ςj,ls
(x) = (ςj,ls )
−1ρ((ςj,ls )
−1x). Then∥∥∥f ∗ τ˜ − f ∗ ρ
ςj,l
′
s
∥∥∥
2
≤
∥∥∥f ∗ ρ
ςj,l
′′
s
− f ∗ ρ
ςj,l
′
s
∥∥∥
2
+
∥∥∥τ˜ − τ˜ ∗ ρ
ςj,l
′′
s
∥∥∥
1
+
∥∥∥τ˜ ∗ ρ
ςj,l
′
s
− ρ
ςj,l
′
s
∥∥∥
1
=
∥∥∥f ∗ ρ
ςj,l
′′
s
− f ∗ ρ
ςj,l
′
s
∥∥∥
2
+O(2l−l
′′
) +O(2l
′−l).
The last two bounds follow from rescaling and the mean value theorem. We
thus readily get
|I ′1 − I
′′
1 | ≤
∑
s=σ1,d1
∥∥∥f ∗ ρ
ςj,l
′′
s
− f ∗ ρ
ςj,l
′
s
∥∥∥
2
+O(2l−l
′′
) +O(2l
′−l),
where
(2.8) I ′′1 :=
∫ 1
0
f(x)f ∗ ρl′ (x) f ∗ ρςj,l
′
s
(x) dx .
By a lemma of Bourgain [2, Lemma 6], we see that I ′′1 obeys
I ′′1 ≥ cρ
Ç∫ 1
0
f
å3
≥ cρε
3.
Collecting the above upper and lower bounds yields that if l′′ (resp. l) is
large enough† with respect to l (resp. l′) then
2lI + ‖f ∗ ρl′′ − f ∗ ρl′‖2 +
∑
s=σ1,d1
∥∥∥f ∗ ρ
ςj,l
′′
s
− f ∗ ρ
ςj,l
′
s
∥∥∥
2
≥ cε3.
†This is quantifiable.
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In fact we can choose from Γ1(Z+\2Z+) a sequence Γ1 = l1 < l2 < · · · <
lk < · · · (independently of f and j) such that for each k ∈ N we have
lk+1 ≍ (17b)
k log ε−1 and that either
(2.9) I > 2−lk+1−1cε3
or
(2.10)
∥∥∥f ∗ ρlk+1 − f ∗ ρlk∥∥∥2 +
∑
s=σ1,d1
∥∥∥∥f ∗ ρςj,lk+1s − f ∗ ρςj,lks
∥∥∥∥
2
≥ cε3/2.
Notice that by using the Plancherel theorem and the fast decay of ρˆ we have
∞∑
k=1
Ñ∥∥∥f ∗ ρlk+1 − f ∗ ρlk∥∥∥22 + ∑
s=σ1,d1
∥∥∥∥f ∗ ρςj,lk+1s − f ∗ ρςj,lks
∥∥∥∥2
2
é
≤ Cρ.
Hence (2.10) can only occur a bounded number of times and (2.9) must hold
for some 1 ≤ k0 ≤ K := ⌈12c
−2Cρε
−6⌉+ 1. Then
I > 2−lk0+1−1cε3 ≥ 2−lK+1−1cε3.
Using the size estimate of lK+1, we can conclude that there exists a δ =
δ(ε, P1, P2) satisfying (1.1) and (2.4).
For general N > 1 we use the pigeonhole principle to complete the proof.
Assume
2jd2 < N < 2(j+2Γ1)d2 .
for some j ∈ Γ1(2Z+). Let N0 = N2
−jd2 . Then 1 < N0 < 2
2Γ1d2 . For any
measurable f with supp(f) ⊂ [0, N ], 0 ≤ f ≤ 1 and
∫N
0 f ≥ εN , we have
⌈N0⌉−2∑
i=0
∫ (i+1)2jd2
i2jd2
f +
∫ N02jd2
(N0−1)2jd2
f ≥
∫ N
0
f ≥ εN.
Hence there exists an i0 ∈ {0, 1, . . . , ⌈N0⌉ − 2, N0 − 1} such that∫ (i0+1)2jd2
i02jd2
f ≥
εN
⌈N0⌉
≥
ε
2
2jd2 .
Therefore ∫ N
0
∫ N1/d2
0
f(x)f (x+ P1(t)) f (x+ P2(t)) dtdx(2.11)
≥
∫ (i0+1)2jd2
i02jd2
∫ 2j
0
f(x)f (x+ P1(t)) f (x+ P2(t)) dtdx
≥
∫ 2jd2
0
∫ 2j
0
g(x)g (x+ P1(t)) g (x+ P2(t)) dtdx,
where g(x) = f(x + i02
jd2)1[0,2jd2 ](x) is measurable such that supp(g) ⊂
[0, 2jd2 ], 0 ≤ g ≤ 1 and∫ 2jd2
0
g =
∫ (i0+1)2jd2
i02jd2
f ≥
ε
2
2jd2 .
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Applying to g the conclusion from the first part yields
(2.11) > δ(ε/2, P1 , P2)2
jd2(1+
1
d2
)
> δ˜N
1+ 1
d2
with δ˜ = 2−2Γ1(d2+1)δ(ε/2, P1 , P2), which implies (2.3). Therefore, to estab-
lish Theorem 1.1, it remains to prove Proposition 2.1.
3. Reduction of Proposition 2.1
We give a proof of Proposition 2.1 in Section 3–6. We divide it into several
sections for simplification and clarification.
Let ‘Pcf(ξ) = f̂(ξ)1[2c,2c+1)(|ξ|).
To prove (2.5) we need to estimate the L1([0, 1]) norm of
(3.1)
∑
k∈Z
∫
Pkf
Ä
x+ 2−jd2P1
Ä
2jt
ää
g
Ä
x+ 2−jd2P2
Ä
2jt
ää
τl(t) dt
which is, by the Fourier inversion,∑
k∈Z
∫∫ ‘Pkf(ξ)ĝ(η)e ((ξ + η)x)mj,l(ξ, η) dξdη,
where
(3.2) mj,l(ξ, η) =
∫
τ(t)e
Ä
2−jd2
Ä
ξP1
Ä
2j−lt
ä
+ ηP2
Ä
2j−lt
äää
dt.
If the sizes of P1(2
j−lt) and P2(2
j−lt) are dominated by their monomials
ar(2
j−lt)r and br′(2
j−lt)r
′
respectively‡, then we denote
|ar| = 2
αr , |br′ | = 2
βr′ , m0 = βr′ − αr + (j − l)(r
′ − r)
and rewrite (3.1) as
(3.3)
Ç ∑
k∈Z
|k|≥K
+
∑
k∈Z
|k|<K
å∫∫
F (Pm+m0+kf) (ξ)ĝ(η)e ((ξ + η)x)mj,l(ξ, η) dξdη
for some constant K > 0.
Notice that the phase function in mj,l(ξ, η) has no critical points if K is
greater than some large absolute constant. Integration by parts once yields
‖mj,l‖∞ .P1,P2 2
d2l2−m.
By using this bound, the duality of L1 and Ho¨lder’s inequality, one can
readily show that the L1 norm of the first sum in (3.3) over all integers
|k| ≥ K is of size
OP1,P2
Ä
2d2l2−m/2‖f‖2‖g‖2
ä
‡Since we only consider those j and l with |j − l| ≥ Γ1 for a sufficiently large Γ1, both
polynomials are dominated by their own monomials with the largest or smallest powers.
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which is smaller than the desired bound in (2.5). Indeed for h ∈ L∞([0, 1])
we have∣∣∣∣∣∣
∫ 1
0
∫∫ ∑
|k|≥K
F (Pm+m0+kf) (ξ)ĝ(η)e ((ξ + η)x)mj,l(ξ, η)h(x) dξdηdx
∣∣∣∣∣∣
. 2d2l2−m
∫∫ ∣∣∣f̂(ξ)ĝ(η)ĥ(−ξ − η)∣∣∣ dξdη
. 2d2l2−m/2‖f‖2‖g‖2‖h‖∞,
as desired.
For the second sum in (3.3), it suffices to prove that for any fixed |k| < K
and some absolute constant b > 0∥∥∥∥
∫∫
f̂(ξ)ĝ(η)e ((ξ + η)x)mj,l(ξ, η) dξdη
∥∥∥∥
L1x([0,1])
.K 2
bl2−m/16‖f‖2‖g‖2
for any f, g ∈ S (R) (which can be extended to L2 by a standard limiting
argument) with supp(f̂) ⊂ {ξ ∈ R : 2m+m0+k ≤ |ξ| ≤ 2m+m0+k+1} and
supp(ĝ) ⊂ {η ∈ R : 2m ≤ |η| ≤ 2m+1}.
By a rescaling argument it suffices to prove that for any fixed |k| < K
and some absolute constant b > 0∥∥∥∥
∫∫
f̂(ξ)ĝ(η)e
ÄÄ
ξ + 2−m0−kη
ä
x
ä
K(ξ, η) dξdη
∥∥∥∥
L1x([0,2m+m0+k])
.K 2
bl2m0/22−m/16‖f‖2‖g‖2
(3.4)
for any f, g ∈ S (R) with supp(f̂) ⊂ [1, 2] or [−2,−1] and supp(ĝ) ⊂ [1, 2]
or [−2,−1], where
(3.5) K(ξ, η) =
∫
τ(t)e
Ä
2m−jd2
Ä
2m0+kP1
Ä
2j−lt
ä
ξ + P2
Ä
2j−lt
ä
η
ää
dt.
By a duality argument we conclude that to prove Proposition 2.1 it suffices
to show that for any fixed |k| < K and some absolute constant b > 0∣∣∣∣
∫∫
f̂(ξ)ĝ(η)ĥ
Ä
−ξ − 2−m0−kη
ä
K(ξ, η) dξdη
∣∣∣∣
.K 2
bl2−m/22−m/16‖f‖2‖g‖2‖h‖2,
(3.6)
for any f, g, h ∈ S (R) with supp(f̂) ⊂ [1, 2] or [−2,−1] and supp(ĝ) ⊂ [1, 2]
or [−2,−1].
Concerning the observation we have made in Remark 2.2, we will addi-
tionally show that if j− l ≤ −Γ1 < 0 then a weaker assumption that P1 and
P2 are linearly independent (instead of d1 < d2) would suffice to yield (3.6)
with a better decay factor 2−m/6 (instead of 2−m/16). See Case 4.1 and 4.2
below.
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4. The kernel K
In this section we deal with the special oscillatory integral (3.5). We
will show that either its size is very small or it has an asymptotics with a
leading term containing an oscillatory factor. To help achieve this goal we
first change variables to transform the pair of polynomials appearing in the
phase of (3.5),
(4.1) {P1(2
j−lt), P2(2
j−lt)}, 1/2 ≤ t ≤ 2,
into (up to small errors) the form of
{c1ω, c2ω + c3ω
ν}
for ν 6= 1 and nonzero c1 and c3.
Since |j − l| ≥ Γ1, as long as Γ1 is chosen sufficiently large, 2
j−l is suffi-
ciently small or large at our disposal. Both polynomials in (4.1) are domi-
nated by their own monomials with the smallest or largest powers. Hence
we need to discuss the following three cases. We emphasize that in Case 4.1
and 4.2 it suffices to assume that P1 and P2 are linearly independent rather
than d1 < d2. It is in Case 4.3 where we assume d1 < d2.
The notations defined in this section will be used in the next two sections.
4.1. Case j − l ≤ −Γ1 and σ1 = σ2. In the first case when j − l ≪ 0 and
two polynomials have the same smallest power σ := σ1 = σ2, we use the
substitution
(4.2) P1
Ä
2j−lt
ä
= aσ2
σ(j−l)ω
to transfer the pair (4.1). Hence ω = tσ(1 +O(2−|j−l|)) and
P2
Ä
2j−lt
ä
= bσ2
σ(j−l)ω +
Å
P2 (u)−
bσ
aσ
P1 (u)
ã ∣∣∣∣∣
u=2j−lt(ω)
.
Since P1 and P2 are linearly independent and both terms with the power σ
are cancelled, we can write
P2(u)−
bσ
aσ
P1(u) = c̺u
̺ + E(u)
for some integer σ < ̺ ≤ d2 and nonzero constant c̺, where E(u) is a
(possibly trivial) polynomial of u with all powers ≥ ̺+1. Therefore we can
write the kernel K in the following standard form
(4.3) K(ξ, η) =
∫
τ˜(ω)e (λφ(ω, ξ, η)) dω
with a cut-off function τ˜(ω) = τ(t(ω))t′(ω), a parameter
(4.4) λ = 2m−jd2+̺(j−l) ≥ 2−d2l2m
and a phase function
φ(ω, ξ, η) = 2−̺(j−l)
Ä
2m0+kP1
Ä
2j−lt(ω)
ä
ξ + P2
Ä
2j−lt(ω)
ä
η
ä
(4.5)
= AC1ωξ +Abσωη +Q(ω)η,(4.6)
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where 2m0 = |bσ|/|aσ |, A = 2
(σ−̺)(j−l), C1 = sgn (aσ) |bσ|2
k and
(4.7) Q(ω) = c̺ω
ν + E(ω), ν = ̺/σ > 1,
with an error term
(4.8) E(ω) = c̺t(ω)
̺ − c̺ω
ν + 2−̺(j−l)E
Ä
2j−lt(ω)
ä
.
It is easy to observe that
(4.9) E(ω) = 2−̺(j−l)P
Ä
2j−lt(ω)
ä
with
(4.10) P(u) = c̺u
̺ − c̺a
−ν
σ P1(u)
ν + E(u) = P2(u)−
bσ
aσ
P1(u)−
c̺
aνσ
P1(u)
ν
which is a polynomial, if ν ∈ N, of degree ≤ max{νd1, d2}. It is routine to
check that E(i)(ω) = O(2−|j−l|).
4.2. Case j − l ≤ −Γ1 and σ1 6= σ2. In the second case when j − l ≪ 0
and two polynomials have different smallest powers, we use the substitution
P1
Ä
2j−lt
ä
= aσ12
σ1(j−l)ω
to transfer the pair (4.1). Hence ω = tσ1(1 +O(2−|j−l|)) and
P2
Ä
2j−lt
ä
= bσ22
σ2(j−l)ων +
Ç
P2 (u)− bσ2
Ç
P1 (u)
aσ1
åνå ∣∣∣∣∣
u=2j−lt(ω)
with ν = σ2/σ1 6= 1. Notice that 2
m0 = 2(σ2−σ1)(j−l)|bσ2 |/|aσ1 |. Therefore
the kernel can be written as
(4.11) K(ξ, η) =
∫
τ˜(ω)e (λφ(ω, ξ, η)) dω
with a cut-off function τ˜(ω) = τ(t(ω))t′(ω), a parameter
(4.12) λ = 2m−jd2+σ2(j−l) ≥ 2−d2l2m
and a phase function
(4.13) φ(ω, ξ, η) = C1ωξ +Q(ω)η,
where C1 = sgn (aσ1) |bσ2 |2
k and
(4.14) Q(ω) = bσ2ω
ν +E(ω)
with an error term
(4.15) E(ω) = 2−σ2(j−l)
Ç
P2 (u)− bσ2
Ç
P1 (u)
aσ1
åνå ∣∣∣∣∣
u=2j−lt(ω)
satisfying E(i)(ω) = O(2−|j−l|).
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4.3. Case j − l ≥ Γ1 and d1 < d2. In the third case when j − l ≫ 0 and
d1 < d2, we use the substitution
P1
Ä
2j−lt
ä
= ad12
d1(j−l)ω
to transfer the pair (4.1). Hence ω = td1(1 +O(2−|j−l|)) and
P2
Ä
2j−lt
ä
= bd22
d2(j−l)ων +
Ç
P2 (u)− bd2
Ç
P1 (u)
ad1
åνå ∣∣∣∣∣
u=2j−lt(ω)
with ν = d2/d1 > 1. Notice that 2
m0 = 2(d2−d1)(j−l)|bd2 |/|ad1 |. Therefore
the kernel can be written as
(4.16) K(ξ, η) =
∫
τ˜(ω)e (λφ(ω, ξ, η)) dω
with a cut-off function τ˜(ω) = τ(t(ω))t′(ω), a parameter
(4.17) λ = 2−d2l2m
and a phase function
(4.18) φ(ω, ξ, η) = C1ωξ +Q(ω)η,
where C1 = sgn (ad1) |bd2 |2
k and
(4.19) Q(ω) = bd2ω
ν +E(ω)
with an error term
(4.20) E(ω) = 2−d2(j−l)
Ç
P2 (u)− bd2
Ç
P1 (u)
ad1
åνå ∣∣∣∣∣
u=2j−lt(ω)
satisfying E(i)(ω) = O(2−|j−l|).
From now on we always assume λ > 1 otherwise |K(ξ, η)| ≤ 1 ≤ λ−1 ≤
2d2l2−m and the desired (3.6) follows immediately.
In the last part of this section we formulate results concerning the asymp-
totics and estimates of the kernel K(ξ, η). Roughly speaking, if its phase
function φ (in the form of (4.6), (4.13) or (4.18)) has a (nondegenerate)
critical point we apply the method of stationary phase to get an asymp-
totics; if not we apply integration by parts to get a rapid decay. To fulfil
this idea rigorously one needs to distinguish the situations when there exists
a critical point or not and be careful with the implicit constant produced
by integration by parts. An example of such a discussion can be found in
[8, Lemma 3.1] and its proof. By using the same argument we can readily
get the following two lemmas.
If Γ1 is sufficiently large then supp(τ˜ ) ⊂ [2
−σ−1, 2σ+1], [2−σ1−1, 2σ1+1] and
[2−d1−1, 2d1+1] for Case 4.1, 4.2 and 4.3 respectively.
Let us first consider Case 4.2 and 4.3. It is easy to observe that there
exists a constant C4 > 2 such that if |ξ| /∈ [C
−1
4 , C4], |η| ∈ [1, 2], ω ∈ supp(τ˜)
and Γ1 is sufficiently large then |∂ωφ(ω, ξ, η)| has a uniform lower bound.
Integration by parts immediately yields
(4.21) K(ξ, η) = OP1,P2(λ
−1).
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Since we expect this bound to produce desired results easily, we will only
consider C−14 ≤ |ξ| ≤ C4 in the following lemma.
Lemma 4.1 (Case 4.2 and 4.3). Let C−14 ≤ |ξ| ≤ C4 and 1 ≤ |η| ≤ 2.
Assume that χ ∈ C∞c (R) has its support contained in an interval I. If Γ1
and |I| are sufficiently large and small respectively (both depending only on
P1 and P2), then either one of the following two statements holds.
(1) We have
(4.22) χ
Å
−C1
ξ
η
ã
K(ξ, η) = OP1,P2(λ
−1).
(2) One can choose an interval [1/c, c] with c = c(P1) > 1 such that for
each pair (ξ, η) with −C1ξ/η ∈ suppχ, there exists a unique point in [1/c, c],
ω0 = ω0(ξ, η) = (Q
′)−1
Å
−C1
ξ
η
ã
,
such that
(4.23) ∂ωφ(ω0, ξ, η) = 0
and
χ
Å
−C1
ξ
η
ã
K(ξ, η) =
C
χ(−C1ξ/η)τ˜ (ω0)
|∂2ωωφ(ω0, ξ, η)|
1/2
e (λφ(ω0, ξ, η)) λ
−1/2 +OP1,P2(λ
−3/2)
(4.24)
with C being an absolute constant.
After modifying this lemma a little, we get the analogous result for Case
4.1.
Lemma 4.2 (Case 4.1). Let 1 ≤ |ξ| ≤ 2 and 1 ≤ |η| ≤ 2. Then the state-
ment of Lemma 4.1 is still valid after we replace every −C1
ξ
η by −AC1
ξ
η −
Abσ.
Remark 4.3. The constant c(P1) can be chosen to be 2
2σ+1, 22σ1+1 and
22d1+1 for Case 4.1, 4.2 and 4.3 respectively.
In later applications one can use a partition of unity to restrict the domain
of ξ/η. If (4.22) holds the situation is easy—the fast decay in λ will yield
good bounds. If (4.24) holds the situation is more difficult. While the error
term is easy as well, one needs to take advantage of the oscillatory term in
(4.24) to obtain desired bounds.
5. Case 4.1
To prove (3.6) we first insert∑
s
χs
Å
−AC1
ξ
η
−Abσ
ã
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into the integrand of (3.6), where {χs} is a partition of unity associated to a
finite open cover of the interval −A(C1[1/2, 2] + bσ) (or −A(C1[−2,−1/2] +
bσ)) by using open intervals of certain fixed length (depending on P1 and
P2; see Lemma 4.2). Such manipulation does not change (3.6) because of
the size restrictions on ξ and η.
For each s, Lemma 4.2 ensures that
(5.1) χs
Å
−AC1
ξ
η
−Abσ
ã
K(ξ, η)
has either a rapid decay in λ or an asymptotics. If the former situation
occurs for a s, the contribution to the integral in (3.6) corresponding to that
s is small. In fact the total contribution of those s’s is bounded by
Aλ−1
∫∫ ∣∣∣f̂(ξ)ĝ(η)ĥ Ä−ξ − 2−m0−kηä∣∣∣ dξdη
. 2(d2+̺−σ)l2−m‖f‖2‖g‖2‖h‖2,(5.2)
where we have used 2(σ−̺)j ≤ 1, (4.4) and Ho¨lder’s inequality in the last
inequality.
We will next focus on the situation when (5.1) has an asymptotics. It
is easy to observe that the number of such s’s is . 1. Indeed, in view of
(4.6) and (4.7), the existence of a critical point of size O(1) requires that
|AC1
ξ
η +Abσ| . 1. Hence the observation follows.
Let us arbitrarily fix a s and denote by ω0 the critical point satisfying
(4.23). Then (5.1) has a leading term containing ω0 and an error term
O(λ−1). The contribution of the error term is also bounded by (5.2). Con-
cerning the leading term we will prove for some absolute constant b1
λ−
1
2
∣∣∣∣
∫∫
f̂(ξ)ĝ(η)ĥ
Ä
−ξ − 2−m0−kη
ä
a (ξ, η) e (λΦ(ξ, η)) dξdη
∣∣∣∣
.K 2
b1l2−
1
2
m2−
1
6
m‖f‖2‖g‖2‖h‖2,
(5.3)
where Φ(ξ, η) = φ(ω0, ξ, η) and
a (ξ, η) = χs
Å
−AC1
ξ
η
−Abσ
ã
τ˜(ω0)
∣∣∣∂2ωωφ(ω0, ξ, η)∣∣∣−1/2 .
The bounds (5.2) and (5.3) yield (3.6) with a better decay factor 2−m/6
(instead of 2−m/16) for Case 4.1.
To prove (5.3), by changing variables ξ + 2−m0−kη → ξ and η → η and
using the duality of L2, it suffices to prove that
∥∥∥∥
∫
f̂(ξ − 2−m0−kη)ĝ(η)a
Ä
ξ − 2−m0−kη, η
ä
e
Ä
λΦ(ξ − 2−m0−kη, η)
ä
dη
∥∥∥∥
L2
ξ
.K 2
b1lλ
1
22−
1
2
m2−
1
6
m‖f‖2‖g‖2.
(5.4)
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After proper manipulation the square of the L2 norm in (5.4) can be written
as
(5.5)
∫
dζ
∫∫
Fζ(ξ)Gζ(η)ψζ(ξ, η)e
Ç
λζ
Pζ(ξ, η)
ζ
å
dξdη,
where
Fζ(ξ) = f̂(ξ − 2
−m0−kζ)f̂(ξ),
Gζ(η) = ĝ(η + ζ)ĝ(η),
ψζ(ξ, η) = a
Ä
ξ − 2−m0−kζ, η + ζ
ä
a (ξ, η)
and
Pζ(ξ, η) = Φ
Ä
ξ − 2−m0−kζ, η + ζ
ä
− Φ(ξ, η).
We would like to estimate (5.5) by using Ho¨rmander’s [10, Theorem 1.1]
with an explicit constant (see Theorem (A.1)). Hence we need to estimate
sizes of ∂2ξηPζ and derivatives of Pζ and ψζ . In fact we claim that if Γ1 is
chosen sufficiently large then there exists an integer k = k(P1, P2) such that
(5.6)
∣∣∣∂2ξη Ä2−m0−k∂ξ − ∂ηäΦ(ξ, η)∣∣∣ ≍ 2k(j−l),
(5.7) ∂3ξξη
Ä
2−m0−k∂ξ − ∂η
ä
Φ(ξ, η) . 2(σ−̺+k)(j−l),
(5.8) ∂4ξξξη
Ä
2−m0−k∂ξ − ∂η
ä
Φ(ξ, η) . 2(2σ−2̺+k)(j−l)
and
(5.9)
∂iψζ
∂ξi
. 2i(σ−̺)(j−l), i = 0, 1, 2.
We will prove (5.6)–(5.9) at the end of this section. As an easy consequence
we have ∣∣∣∣∂2ξηPζζ
∣∣∣∣ ≍ 2k(j−l),
∂3ξξη
Pζ
ζ
. 2(σ−̺+k)(j−l)
and
∂4ξξξη
Pζ
ζ
. 2(2σ−2̺+k)(j−l).
By splitting the integral (5.5) into two with respect to ζ, i.e. |ζ| ≤ ζ0 and
|ζ| > ζ0, and applying trivial estimate and Theorem (A.1) respectively, we
get
(5.5) .K
Ä
2(σ−̺−k)(j−l) + 1
ä Ä
ζ0 + (λζ0)
−1/2
ä
‖f‖22‖g‖
2
2
with
ζ0 = λ
− 1
3 ≤ 2
1
3
d2l2−
1
3
m.
Notice that if σ − ̺ − k ≥ 0 then 2(σ−̺−k)(j−l) ≤ 1; if σ − ̺ − k < 0 then
2(σ−̺−k)(j−l) ≤ 2−(σ−̺−k)l. Therefore
(5.5) .K 2
(|σ−̺−k|+ 1
3
d2)l2−
1
3
m‖f‖22‖g‖
2
2.
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By using this bound and λ1/22−m/2 ≥ 2−d2l/2 we finally get (5.4) with
b1 = (4d2 + 3|σ − ̺ − k|)/6. We have so far finished the proof of Case 4.1
except the bounds (5.6)–(5.9).
Proof of (5.6), (5.7), (5.8) and (5.9). Let us first prove the claimed lower
bound (5.6). We start with computing some derivatives:
∂ξΦ(ξ, η) = ∂ξφ(ω0, ξ, η) = AC1ω0,
∂2ξη
Ä
2−m0−k∂ξ − ∂η
ä
Φ(ξ, η) = AC1∂η
Ä
2−m0−k∂ξω0 − ∂ηω0
ä
and, by implicitly differentiating (4.23),
∂ξω0 = −
∂2ωξφ
∂2ωωφ
(ω0, ξ, η) = −
AC1
∂2ωωφ(ω0, ξ, η)
,
∂ηω0 = −
∂2ωηφ
∂2ωωφ
(ω0, ξ, η) = −
Abσ +Q
′(ω0)
∂2ωωφ(ω0, ξ, η)
=
ξ
η
AC1
∂2ωωφ(ω0, ξ, η)
.
It is useful to observe that
(5.10) ∂2ωωφ(ω0, ξ, η) = ηQ
′′(ω0) = η
Ä
c̺ν(ν − 1)ω
ν−2
0 + E
′′(ω0)
ä
≍ 1.
Collecting these formulas yields a formula of the mixed derivative of (5.6),
namely
∂2ξη(2
−m0−k∂ξ − ∂η)Φ(ξ, η)
= AC1∂η
Ç
A(bσ − aσ) + c̺νω
ν−1
0 + E
′(ω0)
∂2ωωφ(ω0, ξ, η)
å
(5.11)
=
C1η
(∂2ωωφ(ω0, ξ, η))
3
· A ·Θ,(5.12)
where
Θ =A2 (bσ − aσ) bσ
Ä
c̺ν(ν − 1)(ν − 2)ω
ν−3
0 + E
′′′ (ω0)
ä
+A (aσ − 2bσ)
Ä
c2̺ν
2(ν − 1)ω2ν−40 +∆1
ä
− c3̺ν
4(ν − 1)ω3ν−50 +∆2
with terms ∆1 and ∆2 given by
∆1 =− c̺ν(ν − 1)(ν − 2)ω
ν−3
0 E
′ (ω0) + 2c̺ν(ν − 1)ω
ν−2
0 E
′′ (ω0)
− c̺νω
ν−1
0 E
′′′ (ω0) + E
′′ (ω0)
2 − E′ (ω0)E
′′′ (ω0)
and
∆2 =− 2c
2
̺ν
2(ν − 1)ω2ν−40 E
′ (ω0)− 4c
2
̺ν
2(ν − 1)ω2ν−30 E
′′ (ω0)
+ c2̺ν
2ω2ν−20 E
′′′ (ω0) + c̺ν(ν − 1)(ν − 2)ω
ν−3
0 E
′ (ω0)
2
− 2c̺νω
ν−1
0 E
′′ (ω0)
2 − 4c̺ν(ν − 1)ω
ν−2
0 E
′ (ω0)E
′′ (ω0)
+ 2c̺νω
ν−1
0 E
′ (ω0)E
′′′ (ω0)− 2E
′ (ω0)E
′′ (ω0)
2 + E′ (ω0)
2E′′′ (ω0) .
It follows from size estimates of derivatives of the error term E that ∆1,∆2 =
O(2−|j−l|). Hence it is obvious that if Γ1 is sufficiently large then
(5.13) |Θ| ≍ A = 2(σ−̺)(j−l) if aσ = bσ
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and
(5.14) |Θ| ≍ A2 = 22(σ−̺)(j−l) if ν 6= 2 and aσ 6= bσ.
When ν = 2 and aσ 6= bσ, it is not easy to determine the size of Θ based on
its current form as a function of ω0. To resolve this problem we will express
it as a rational function (in fact, essentially a polynomial if we only care
about size estimate) of T0 := 2
j−lt(ω0) where t = t(ω) ≍ 1 is determined by
(4.2).
By using (4.23) we can simplify the numerator in (5.11) and get
∂2ξη(2
−m0−k∂ξ − ∂η)Φ(ξ, η)
= A2C1aσ∂η
Ç
P ′2 − P
′
1
P ′1
(T0)
1
∂2ωωφ(ω0, ξ, η)
å
,(5.15)
where we have used
(5.16)
ξ
η
= −2−m0−k
P ′2
P ′1
(T0)
which follows from (4.23) as well by using (4.5).
By differentiating (4.9) and (4.2) we get
E′′(ω0) = a
2
σ
P ′′P ′1 − P
′P ′′1
P ′31
(T0) .
Thus by using formulas of Q and P (namely, (4.7) and (4.10))
q (T0) : = P
′3
1 (T0)Q
′′(ω0) = 2c̺P
′3
1 (T0) + a
2
σ
(
P ′′P ′1 − P
′P ′′1
)
(T0)
= a2σ
(
P ′1P
′′
2 − P
′′
1 P
′
2
)
(T0)
is a polynomial of T0 of degree ≤ d1+d2−3 and |q(T0)| ≍ |P
′3
1 (T0)| ≍ T
3σ−3
0 .
Let
p (T0) :=
(
P ′1 − P
′
2
)
P ′1P
′
2 (T0)
be a polynomial of T0 of degree ≥ d1 + d2 − 2. Then by using (5.15), (5.10)
and (5.16) we get
∂2ξη
Ä
2−m0−k∂ξ − ∂η
ä
Φ(ξ, η) =
A2a2σ
ξ
∂η
Å
p
q
(T0)
ã
=
a2σ2
(1−2σ)(j−l)
ξq(T0)2
t′ (ω0) ∂ηω0 ·
(
p′q− pq′
)
(T0)(5.17)
≍ 2(4−6σ)(j−l)
∣∣(p′q− pq′) (T0)∣∣ .
Since deg(q) < deg(p), the monomial having the largest power deg(p) +
deg(q)−1 in the polynomial p′q−pq′ must have a nonzero coefficient. There-
fore p′q − pq′ is a nontrivial polynomial whose coefficients only depend on
P1 and P2. If Γ1 is sufficiently large then |T0| ≍ 2
j−l is sufficiently small and
|p′q− pq′| ≍ 2x(j−l)
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for some integer 0 ≤ x ≤ deg(p) + deg(q) − 1 ≤ 3d1 + 3d2 − 6. To conclude,
when ν = 2, aσ 6= bσ and Γ1 is sufficiently large then
(5.18)
∣∣∣∂2ξη Ä2−m0−k∂ξ − ∂ηäΦ(ξ, η)∣∣∣ ≍ 2(4+x−6σ)(j−l).
The (5.12), (5.13), (5.14) and (5.18) together lead to (5.6).
Upper bounds (5.7) and (5.8) are easy to prove. We differentiate (5.17)
for the case ν = 2 and aσ 6= bσ, and (5.12) for other cases. After we check
that |t(i)(ω0)| ≍ 1 for i = 1, 2, 3 and that
∂iω0
∂ξi
. Ai for i = 1, 2, it is then
routine to check the sizes of the outcome of differentiation.
It is similar but easier to check (5.9). 
6. Case 4.2 and 4.3
In this section we follow the strategy used in [14] to prove desired bi-
linear estimates ((3.4) or (3.6)) for Case 4.2 and 4.3. Since [14], such a
strategy was often used to study variants of the bilinear Hilbert transform.
For instance see [8, Proposition 4.1] for a bilinear estimate associated to a
general curve (t, γ(t)), which is closely related to what we need here. This
is why, in this paper, we transform the pair of polynomials into the form of
{C1ω,Q(ω)}—so that we can adopt the argument (with adjustment) from
the aforementioned literature. A similar treatment can be found in [5].
6.1. A first estimate. As a first attempt we will use the TT ∗ method and
Ho¨rmander’s [10, Theorem 1.1] to prove for some absolute constant b > 0∣∣∣∣
∫∫
f̂(ξ)ĝ(η)ĥ
Ä
−ξ − 2−m0−kη
ä
K(ξ, η) dξdη
∣∣∣∣
.K 2
bl
(
2
1
6
m0 + 1
)
2−
1
2
m2−
1
6
m‖f‖2‖g‖2‖h‖2,
(6.1)
which implies (3.6) with a better decay factor 2−m/6 (instead of 2−m/16) for
Case 4.2 already since
2
1
6
m0 + 1 . 2
|σ2−σ1|
6
l,
but is not enough for Case 4.3§ since m0 ≫ 1 and we cannot get rid of the j
(in m0) trivially. The proof of (6.1) is simply a repetition of the argument
in Section 5 with an easier estimation of derivatives, hence we provide only
a sketch.
By inserting a partition of unity
∑
s χs(−C1ξ/η) with #s . 1 and using
Lemma 4.1, the contribution to the left side of (6.1) can be separated into
three parts to analyze. For that coming from the leading term of (4.24) we
will prove
λ−
1
2
∣∣∣∣
∫∫
f̂(ξ)ĝ(η)ĥ
Ä
−ξ − 2−m0−kη
ä
a (ξ, η) e (λΦ(ξ, η)) dξdη
∣∣∣∣
.K 2
2
3
d2l2
1
6
m02−
1
2
m2−
1
6
m‖f‖2‖g‖2‖h‖2,
(6.2)
§We will complete the proof of Case 4.3 in the next subsection.
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where Φ(ξ, η) = φ(ω0, ξ, η), ω0 is the critical point, and
a (ξ, η) = χs
Å
−C1
ξ
η
ã
τ˜(ω0)
∣∣∣∂2ωωφ(ω0, ξ, η)∣∣∣−1/2 .
The contributions from (4.22) and the error term of (4.24) are both bounded
by O(2d2l2−m‖f‖2‖g‖2‖h‖2). (6.1) then follows.
By using the same manipulation (see Section 5), (6.2) is reduced to the
estimation of (5.5) with Fζ , Gζ , ψζ and Pζ having exactly the same forms.
We claim that if Γ1 is chosen sufficiently large then∣∣∣∣∣∂2ξη Pζζ(2−m0 + 1)
∣∣∣∣∣ ≍K 1,
∂3ξξη
Pζ
ζ(2−m0 + 1)
.K 1,
∂4ξξξη
Pζ
ζ(2−m0 + 1)
.K 1
and
∂iψζ
∂ξi
. 1, i = 0, 1, 2.
Indeed, these bounds follow from the following facts:
∂2ξη
Ä
2−m0−k∂ξ − ∂η
ä
Φ(ξ, η) = C1
Ä
2−m0−k∂2ξηω0 − ∂
2
ηηω0
ä
;
∂2ξηω0 =
C1
η2Q′′(ω0)3
Ä
Q′′(ω0)
2 −Q′(ω0)Q
′′′(ω0)
ä
≍ 1;
∂2ηηω0 =
C1ξ
η3Q′′(ω0)3
Ä
Q′(ω0)Q
′′′(ω0)− 2Q
′′(ω0)
2
ä
≍ 1;
∂3ξξηω0, ∂
3
ξηηω0, ∂
4
ξξξηω0 and ∂
4
ξξηηω0 are all of size O(1); 2
−m0 is either ≫ 1
or ≪ 1.
By applying trivial estimate and [10, Theorem 1.1], we get
(5.5) .K
Å
ζ0 +
Ä
λζ0(2
−m0 + 1)
ä− 1
2 2
1
2
m0
ã
‖f‖22‖g‖
2
2
.K
(
ζ0 + (λζ0)
− 1
2 2
1
2
m0
)
‖f‖22‖g‖
2
2
.K 2
1
3
d2l2
1
3
m02−
1
3
m‖f‖22‖g‖
2
2,
where we have chosen
ζ0 = λ
− 1
32
1
3
m0 ≤ 2
1
3
m02
1
3
d2l2−
1
3
m.
By using this bound of (5.5) and λ1/22−m/2 ≥ 2−d2l/2 we get (6.2).
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6.2. A second estimate. As a second attempt we will use the TT ∗ method
and the third author’s σ-uniformity method (see Appendix B) to prove (3.4)
for Case 4.3.
We first construct a partition of unity {χs}, #s . 1, associated to a finite
open cover of [−C1C4, C1C4] (with C4 defined right before Lemma 4.1) by
using open intervals of certain fixed length (depending on P1 and P2; see
Lemma 4.1).
Let I be either [1, 2] or [−2,−1] such that supp(ĝ) ⊂ I. We will apply
Lemma 4.1 to χs(−C1ξ/η)K(ξ, η) later for C
−1
4 ≤ |ξ| ≤ C4 and η ∈ I.
Denote by S the collection of all s’s for which the second statement in
Lemma 4.1 holds, and
U(I) := {us,r,ξ(η) ∈ L
2(I) : s ∈ S, r ∈ R, C−14 ≤ |ξ| ≤ C4},
where
us,r,ξ(η) = χs(−C1ξ/η)e (−λφ(ω0(ξ, η), ξ, η) − rη) .
As a first step, we let ĝ|I, the restriction of ĝ to I, be an arbitrary function
in L2(I) that is σ-uniform in U(I).
For simplicity we let
B(f, g)(x) =
∫∫
f̂(ξ)ĝ(η)e
ÄÄ
ξ + 2−m0−kη
ä
x
ä
K(ξ, η) dξdη
denote the integral in (3.4), which in time space is equal to
(6.3) B(f, g)(x) =
∫
f (x+ λC1ω) g
Ä
2−m0−kx+ λQ(ω)
ä
τ˜(ω) dω
by (4.16). Localizing in x,
(6.4)
∫
B(f, g)(x)h(x) dx
has the following decomposition
(6.4) =
∑
q∈Z
∫∫ Ä
1Iqf
ä
(x+ λC1ω) g
Ä
2−m0−kx+ λQ(ω)
ä
·
τ˜(ω)
Ä
12m0+k[q,q+1)h
ä
(x) dωdx,
where Iq = [2
m0+kq−λC, 2m0+k(q+1)+λC] for some proper constant C > 0.
In frequency space (6.4) is equal to∑
q∈Z
∫∫∫’1Iqf(ξ)e (ξx) ĝ(η)eÄ2−m0−kηxäK(ξ, η) Ä12m0+k[q,q+1)hä(x)dxdξdη.
By using the power series of e(2−m0−kη(x− 2m0+kq)), we then have
(6.4) =
∑
q∈Z
∞∑
p=0
(2πi)p
p!
∫∫’1Iqf(ξ)ĝ(η)ηpe (qη)K(ξ, η)·
F−1
îÄ
2−m0−k · −q
äp Ä
12m0+k[q,q+1)h
ä
(·)
ó
(ξ) dξdη.
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If |ξ| /∈ [C−14 , C4], (4.21) gives K(ξ, η) = O(λ
−1). By Ho¨lder’s inequality,
this portion of (6.4) is
. λ−1‖ĝ‖2
∑
q∈Z
∥∥∥1Iqf∥∥∥2
∥∥∥12m0+k[q,q+1)h∥∥∥2
.K
(
1 + 2−
1
2
m0λ
1
2
)
λ−1‖f‖2‖ĝ‖2‖h‖2.(6.5)
Hence we may next restrict the domain of |ξ| in (6.4) to [C−14 , C4] by
properly adding a bump function ϕ̂1. Furthermore by adding the partition
of unity constructed earlier, we need to estimate, for each fixed s,
∑
q∈Z
∞∑
p=0
(2πi)p
p!
∫∫’1Iqf(ξ)ϕ̂1(ξ)ĝ(η)ηpe (qη)χs Å−C1 ξηãK(ξ, η)·
F−1
îÄ
2−m0−k · −q
äp Ä
12m0+k[q,q+1)h
ä
(·)
ó
(ξ) dξdη.
(6.6)
If the first statement of Lemma 4.1 holds then (6.6) is also bounded by
(6.5).
If the second statement holds then (6.6) is reduced to
λ−1/2
∑
q∈Z
∞∑
p=0
(2πi)p
p!
∫
M(ξ)’1Iqf(ξ)·
F−1
îÄ
2−m0−k · −q
äp Ä
12m0+k[q,q+1)h
ä
(·)
ó
(ξ) dξ,
(6.7)
where we have omitted the error term of (4.24) (since it leads to the bound
(6.5) as well), and
M(ξ) =
∫
I
b(ξ, η)ĝ(η)χs(−C1ξ/η)e (λφ(ω0(ξ, η), ξ, η) + qη) dη
with
b(ξ, η) = ϕ̂1(ξ)η
pτ˜(ω0(ξ, η))|ηQ
′′(ω0(ξ, η))|
−1/2.
Applying the Fourier series of b(ξ, η) and the assumption that ĝ|I is σ-
uniform in U(I) yields
|M(ξ)| . 9pσ‖ĝ‖2.
Hence
|(6.7)| .K σ
(
1 + 2−
1
2
m0λ
1
2
)
λ−
1
2 ‖f‖2‖ĝ‖2‖h‖2.
Based on the above analysis (especially (6.5) and the bound of (6.7)), we
can draw a conclusion that if ĝ|I is σ-uniform in U(I) and σ > λ
−1/2 then∣∣∣∣
∫
B(f, g)(x)1[0,2m+m0+k](x)h(x) dx
∣∣∣∣
.K σ
(
1 + 2−
1
2
m0λ
1
2
)
2
m+m0
2 λ−
1
2‖f‖2‖ĝ‖2‖h‖∞.
(6.8)
As a second step, we now assume that ĝ|I ∈ U(I). By using (6.3), changing
variables x→ λ2m0+kx− λC1ω and Ho¨lder’s inequality, we have
|(6.4)| ≤ λ
1
2 2
m0+k
2 ‖f‖2‖T (h)‖2,
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where
T (h)(x) =
∫
g
Ä
λ
Ä
x− 2−m0−kC1ω +Q(ω)
ää
h
Ä
λ2m0+kx− λC1ω
ä
τ˜(ω)dω.
Let ĝ|I(η) = us,r,ξ(η) for arbitrarily fixed s ∈ S, r ∈ R and C
−1
4 ≤ |ξ| ≤ C4.
By the Fourier inversion and changing variables we get
(6.9) ‖T (h)‖22 =
∫ ∣∣∣∣
∫
K1(x, ω)h
Ä
λ2m0+kx+ r2m0+k − λC1ω
ä
τ˜(ω) dω
∣∣∣∣2dx,
where
(6.10) K1(x, ω) =
∫
I
χs
Å
−C1
ξ
η
ã
e (−λ (φ(ω0(ξ, η), ξ, η) − y(x, ω)η)) dη
with
y(x, ω) = x− 2−m0−kC1ω +Q(ω).
We split (6.9) into two parts with respect to x. When |x| is sufficiently
large, integration by parts gives K1(x, ω) = O(λ
−1|x|−1). Hence the part
for large |x| is of size
(6.11) O
Ä
λ−2‖h‖2∞
ä
.
As to the part for |x| < M for some fixed large constant M , since the
second derivative with respect to η of the phase function of K1(x, ω) is ≍ 1,
we can argue similarly as in Lemma 4.1 and Section 5 and assume without
loss of generality that there exists only one critical point η0 = η0(x, ω, ξ) ∈ I
whose defining equation is
Q (ω0(ξ, η0))− y(x, ω) = 0,
otherwise integration by parts produces the bound (6.11) again. Recall that
ω0(ξ, η) satisfies C1ξ +Q
′(ω0(ξ, η))η = 0. Hence
η0 = −
C1ξ
Q′(Q−1(y(x, ω)))
.
By using the method of stationary phase and integration by parts we get
K1(x, ω) =Cχs
Å
−
C1ξ
η0
ã ∣∣∣∣∣C1ξ · Q′′Q′3 ÄQ−1(y(x, ω))ä
∣∣∣∣∣
1/2
·
e
Ä
−λC1ξQ
−1 (y(x, ω))
ä
λ−1/2 +O
Ä
λ−1
ä
with an absolute constant C. Hence ‖T (h)‖22 is reduced to
λ−1
∫
χM (x)
∣∣∣∣∣
∫
h
Ä
λ2m0+kx+ r2m0+k − λC1ω
ä
·
k(x, ω)e
Ä
−λC1ξQ
−1 (y(x, ω))
ä
dω
∣∣∣∣∣
2
dx,
(6.12)
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where χM is a standard bump function supported in [−M,M ] and
k(x, ω) = χs
Å
−
C1ξ
η0
ã ∣∣∣∣∣Q′′Q′3 ÄQ−1(y(x, ω))ä
∣∣∣∣∣
1/2
τ˜(ω).
By using the TT ∗ method and changing variables ω1 = υ + ζ, ω2 = υ and
x→ x+ 2−m0−kC1υ, we have
(6.12) = λ−1
∫
dζ
∫
Hζ(x) dx
∫
Kζ,x(υ)e (−λC1ξPζ,x(υ)) dυ,
where all three integrals are over some finite intervals,
Hζ(x) = h
Ä
λ2m0+kx+ r2m0+k − λC1ζ
ä
h (λ2m0+kx+ r2m0+k),
Kζ,x(υ)=χM
Ä
x+ 2−m0−kC1υ
ä
k(x+2−m0−kC1υ, υ+ζ)k(x+ 2−m0−kC1υ, υ)
and
Pζ,x(υ) = Φ(x− 2
−m0−kC1ζ, υ + ζ)− Φ(x, υ)
with
Φ(x, υ) = Q−1(x+Q(υ)).
We have that if 2−m0−k/|x| is sufficiently small then
(6.13)
∣∣∣∣∣Dυ Pζ,x|x||ζ|
∣∣∣∣∣ ≍ 1
and
(6.14) D2υυ
Pζ,x
|x||ζ|
. 1.
Indeed, the (6.13) follows from
∂2Φ
∂x∂υ
(x, υ) = −Q′(υ)
Q′′
Q′3
Ä
Q−1(x+Q(υ))
ä
≍ 1,
∂2Φ
∂υ2
(x, υ) =
Q′′(υ)
Q′(Q−1(θ′))
·
Q′′
Q′3
Ä
Q−1(x+Q(υ))
ä
·
Q′(2Q′′2 −Q′Q′′′)
Q′′2
(θ) · x
≍ |x|,
where θ and Q−1(θ′) are both between Q−1(x+Q(υ)) and υ, and the fact
x+Q(υ) = y
Ä
x+ 2−m0−kC1υ, υ
ä
= Q
Ä
ω0
Ä
ξ, η0
Ä
x+ 2−m0−kC1υ, υ, ξ
äää
.
The (6.14) can be proved similarly.
Hence if 2−m0−k/|x| is sufficiently small, for any r < 1 we have∫
Kζ,x(υ)e (−λC1ξPζ,x(υ)) dυ . min{1, (λ|x||ζ|)
−1} ≤ (λ|x||ζ|)−r.
By splitting (6.12) into two parts with respect to x and applying trivial
estimate and the above bound respectively, we get
|(6.12)| .K ,r λ
−1
Ä
2−m0 + λ−r
ä
‖h‖2∞.
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To conclude the second step, we have shown that if ĝ|I ∈ U(I) then∣∣∣∣
∫
B(f, g)(x)1[0,2m+m0+k](x)h(x) dx
∣∣∣∣
.K ,r 2
1
2
m0
(
2−
1
2
m0 + λ−
1
2
r
)
‖f‖2‖h‖∞.
(6.15)
As a final step, we take advantage of the bounds (6.8) and (6.15) from
the above two steps, discuss in several cases and apply Lemma B.1 (with σ
properly chosen) to conclude Case 4.3.
If 2−m0 ≤ λ−1 then
‖B(f, g)‖L1x([0,2m+m0+k])
.K 2
1
2
d2l2
1
2
m02−
r
4
m‖f‖2‖g‖2,
which obviously ensures (3.4).
If λ−1 < 2−m0 < λ−r then
‖B(f, g)‖L1x([0,2m+m0+k])
.K 2
1
2
d2l2
1
2
m02
1−2r
4
m‖f‖2‖g‖2,
which obviously ensures (3.4) as well.
If 2−m0 ≥ λ−r then
‖B(f, g)‖L1x([0,2m+m0+k])
.K 2
1
2
m0
(
2−
1
2
m02
1
4
m
)
‖f‖2‖g‖2.
Note also that (6.1) implies
‖B(f, g)‖L1x([0,2m+m0+k])
.K 2
1
2
m0
(
2
1
6
m02−
1
6
m
)
‖f‖2‖g‖2.
Balancing these two bounds yields the factor 2m0/22−m/16 in (3.4) for Case
4.3, hence finishes the proof of Proposition 2.1.
7. Proof of Theorem 1.2
To prove Theorem 1.2, we first observe that it suffices to prove that, given
two linearly independent polynomials P1 and P2 such that P1(0) = P2(0) = 0
and P1 is strictly increasing on an interval (0, c) for some small constant
c > 0, the given set E contains a triplet
x, x+ t, x+ γ(t)
for some 0 < t < P1(c), where we define
γ(t) = P2 ◦ P
−1
1 (t)χ(t),
where χ(t) = 0 if t < 0; = 1 if 0 ≤ t ≤ P1(c); = 0 if t ≥ 2P1(c); is smooth
away from the origin. In particular, γ is continuous on R and exactly the
composition of P2 and the inverse of P1 on [0, P1(c)]. The strictly decreasing
P1 case follows easily.
Formally this problem is the same as those considered in [13, 6]. It is
not hard to check that it can be proved by following the argument in [13, 6]
without too many changes provided one can generalize the Sobolev improv-
ing estimate in [6] from a polynomial P to the above γ. Hence we will focus
on this generalization below.
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Let ϑ be a nonnegative smooth bump function supported in [1, 2] with
integral 1. Let ϑl(t) = 2
lϑ(2lt). For l ∈ N with 21−l < P1(c) and f , g in the
Schwartz space S (R), we set
Tl(f, g)(x) :=
∫
R
f(x+ t)g(x+ γ(t))ϑl(t) dt, x ∈ R.
With the above definitions we will prove the following Sobolev improving
estimate involving the Sobolev norm
‖f‖Hs :=
Å∫
R
∣∣∣f̂(ξ)∣∣∣2 Ä1 + |ξ|2äs dξã1/2 .
Proposition 7.1. There exist constants L and b depending only on P1 and
P2 such that for any 0 < s < 1/18 we have
‖Tσ1l(f, g)‖Hs .s 2
bl‖f‖H−s‖g‖H−s
whenever l ≥ L and f, g ∈ S (R).
Remark 7.2. Recall that P1(t) and P2(t) are denoted by (2.1) and (2.2).
The number σ1 is the smallest power in P1. Actually this proposition still
holds if σ1 is removed from its statement. However its current form is good
enough for our purpose and its proof is a direct application of our work in
previous sections.
Instead of assuming d1 < d2 (for Theorem 1.1), we only assume P1 and
P2 are linearly independent (for Theorem 1.2). This difference is due to that
we consider small t and use results from Case 4.1 and 4.2 only.
Proof of Proposition 7.1. Define projections {Pclk }k∈Z+ by’
Pclk f(ξ) = f̂(ξ)1(2k−1,2k]
Ä
|ξ|2−cl
ä
, if k ≥ 1,
and ’Pcl0 f(ξ) = f̂(ξ)1(0,1] Ä|ξ|2−clä .
We will omit the superscript cl in Pclk when c = 0.
For h ∈ S (R) we consider
(7.1)
∫∫
f(x+ ω)g(x+ γ(ω))h(x)ϑσ1 l(ω) dωdx.
Using the above projections and the Fourier inversion, we have
(7.1) =
∑
k1,k2,k3∈Z+
∫∫ ÷
Pσ1lk1 f(ξ)
÷
Pσ2lk2 g(η)
’Pk3h(−ξ − η)ml(ξ, η) dξdη,
where¶
ml(ξ, η) =
∫
ϑ(ω)e
Ä
ξ2−σ1lω + ηγ
Ä
2−σ1lω
ää
dω.
We may further assume that 0 ≤ k3 ≤ max{k1, k2}+(σ1+σ2)l+1 otherwise’Pk3h(−ξ − η) vanishes.
¶The counterpart of this ml(ξ, η) in previous sections is (3.2) with j = 0.
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We will split (7.1) into several parts (depending on sizes of k1, k2) and
then estimate them one by one. We use b to represent a constant depending
on P1 and P2, which may be different from line to line.
First, we consider the part with k1 ≥ K and 0 ≤ k2 ≤ k1 − K where
K ∈ N is a sufficiently large constant such that
∂ω
Ä
ξ2−σ1lω + ηγ
Ä
2−σ1lω
ää
≍ 2k1
when |ξ|2−σ1l ≍ 2k1 and |η|2−σ2l ≤ 2k2 . An integration by parts then yields
ml(ξ, η) . 2
−k1 .
Using this estimate and Ho¨lder’s inequality, we have the first part bounded
by
∑
k1≥K
2−
1
2
k1+bl
Ç∫
|ξ|≤2k1+σ1l
|f̂ |2
å1
2
Ç∫
|η|≤2k1+σ2l−K
|ĝ|2
å1
2
Ç∫
|ξ|≤2k1+(σ1+σ2)l+1
|ĥ|2
å1
2
. 2bl
∑
k1≥K
2−(
1
2
−3s)k1‖f‖H−s‖g‖H−s‖h‖H−s
. 2bl‖f‖H−s‖g‖H−s‖h‖H−s .
It is easy to check that the part with k2 ≥ K and 0 ≤ k1 ≤ k2 −K can be
handled similarly.
Second, by Ho¨lder’s inequality the part with k1 = 0 and 0 ≤ k2 < K or
k2 = 0 and 0 ≤ k1 < K is bounded by
2bl
Ç∫
|ξ|≤2K +σ1l
|f̂ |2
å1
2
Ç∫
|η|≤2K +σ2l
|ĝ|2
å1
2
Ç∫
|ξ|≤2K +(σ1+σ2)l+1
|ĥ|2
å1
2
. 2bl‖f‖H−s‖g‖H−s‖h‖H−s .
Third, it remains to estimate the part with k1, k2 ≥ 1 and |k1− k2| < K ,
namely
(7.2)
∑
|k|<K
∑
k1=k2+k≥1
k2≥1,k3∈Z+
∫∫ ÷
Pσ1lk1 f(ξ)
÷
Pσ2lk2 g(η)
’Pk3h(−ξ − η)ml(ξ, η) dξdη.
Let us denote
F = Pσ1lk1 f, G = P
σ2l
k2
g, H = Pk3h,
c1 = 2
k1+σ1l−1, c2 = 2
k2+σ2l−1
and set φc(x) = c
−1φ(c−1x). After changing variables the integral in (7.2)
is equal to
(7.3) c1c2
∫∫
F̂c1(ξ)
‘Gc2(η)‘Hc1(−ξ − 2−m0−kη)K(ξ, η) dξdη,
where m0 = (σ1 − σ2)l and
(7.4) K(ξ, η) =
∫
ϑ(ω)e
Ä
2k2+σ2l−1
Ä
2m0+k2−σ1lωξ + γ
Ä
2−σ1lω
ä
η
ää
dω.
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Note that supp(F̂c1) and supp(
‘Gc2) are now both contained in {ξ ∈ R : 1 ≤
|ξ| ≤ 2}. Via a substitution P1(2
−lt) = 2−σ1lω we note also that the kernel
(7.4) is essentially just (3.5) with j = 0 and m = k2 + σ2l − 1. Hence if
l ≥ L for a sufficiently large L = L(P1, P2) then j − l = −l ≤ −L and (3.6)
(together with Remark 2.2) implies
|(7.3)| .K 2
bl2−
1
6
k2‖Pσ1lk1 f‖2‖P
σ2l
k2
g‖2‖Pk3h‖2.
(Instead of transforming (7.4) into the form of (3.5) and then applying (3.6)
directly, one can also obtain the above bound by following the steps in
Subsection 4.1 and 4.2 to write the kernel in the form of (4.3) and (4.11)
and then applying results from Section 5 and Subsection 6.1.) Using this
bound of (7.3) we readily get
|(7.2)| . 2bl
∑
k2≥1
2−3(
1
18
−s)k2‖f‖H−s‖g‖H−s‖h‖H−s
.s 2
bl‖f‖H−s‖g‖H−s‖h‖H−s .
Finally, collecting the estimate for each part proves the proposition. 
Remark 7.3. With the generalized Sobolev improving estimate proved, one
can then prove Theorem 1.2 by following the argument in [6, Section 4–6],
which relies on the work of [13] and [2], and generalizing it from a polynomial
P to our γ. It is routine to check it and we omit the details.
The explicit range (8/9, 1] of β in Theorem 1.2 is a consequence of the
range (0, 1/18) of s in Proposition 7.1. For any 8/9 < β ≤ 1 one can apply
Proposition 7.1 with a fixed s = s(β) ∈ ((1 − β)/2, 1/18). Note that such
a choice of s implies β + 2s > 1 which ensures that the estimations in [6,
Section 4] still work.
The rescaled bump function we used, ϑl(t) = 2
lϑ(2lt), is different from
what is used in [6]—we have an extra factor 2l. However, this change is not
essential.
Appendix A. Ho¨rmander’s [10, Theorem 1.1]
By tracking the implicit constant in its proof, we have the following form
of Ho¨rmander’s [10, Theorem 1.1] for L2.
Theorem A.1. Let ψ ∈ C∞c (R
2), real-valued ϕ ∈ C∞(R2) and
Tλf(x) =
∫
R
eiλϕ(x,y)ψ(x, y)f(y) dy, f ∈ C∞c (R), λ > 0.
If
|∂2xyϕ(x, y)| ≥ c in suppψ,
then
‖Tλf‖2 ≤ CC1| x-suppψ|
1/2λ−1/2‖f‖2,
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where C is an absolute number and
C1 =
¶
c−2
Ä
‖∂2xxψ‖∞‖ψ‖∞ + ‖∂xψ‖
2
∞
ä
+ c−3‖ψ‖2∞‖∂
4
xxxyϕ‖∞
+ c−3‖∂xψ‖∞‖ψ‖∞‖∂
3
xxyϕ‖∞ + c
−4‖ψ‖2∞‖∂
3
xxyϕ‖
2
∞ + ‖ψ‖
2
∞
©1/2
in which we take ‖g‖∞ = ess supx∈suppψ |g(x)|.
Based on Ho¨rmander’s proof it is easy to observe that the constants come
from the estimate of
Kλ(y, z) :=
∫
R
eiλ(ϕ(x,y)−ϕ(x,z))ψ(x, y)ψ(x, z) dx.
On one hand we always have the trivial bound
|Kλ(y, z)| ≤ | x-suppψ|‖ψ‖
2
∞.
On the other hand when λ|y − z| > 1 integration by parts twice gives
|Kλ(y, z)| ≤C| x-suppψ| (λ|y − z|)
−2
¶
c−2
Ä
‖∂2xxψ‖∞‖ψ‖∞ + ‖∂xψ‖
2
∞
ä
+ c−3‖ψ‖2∞‖∂
4
xxxyϕ‖∞ + c
−3‖∂xψ‖∞‖ψ‖∞‖∂
3
xxyϕ‖∞
+ c−4‖ψ‖2∞‖∂
3
xxyϕ‖
2
∞
©
.
Combing these two bounds yield∫
|Kλ(y, z)|dy ≤ CC
2
1 | x-suppψ|λ
−1
and the same bound for
∫
|Kλ(y, z)|dz. These lead to the desired bound in
the theorem.
Appendix B. σ-uniformity
For the convenience of readers we state the third author’s [14, Theorem
6.2].
Let σ ∈ (0, 1], I ⊂ R be a fixed bounded interval and U(I) a nontrivial
subset of L2(I) such that the L2-norm of every element of U(I) is uniformly
bounded by a constant. We say that a function f ∈ L2(I) is σ-uniform in
U(I) if ∣∣∣∣
∫
I
f(x)u(x) dx
∣∣∣∣ ≤ σ‖f‖L2(I) for all u ∈ U(I).
Lemma B.1. Let L be a bounded sublinear functional from L2(I) to C, Sσ
the set of all functions that are σ-uniform in U(I),
Aσ = sup{|L (f)|/‖f‖L2(I) : f ∈ Sσ, f 6= 0}
and
M = sup
u∈U(I)
|L (u)|.
Then
‖L ‖ ≤ max{Aσ, 2σ
−1M}.
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