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State and Input Simultaneous Estimation for a Class
of Time-Delay Systems With Uncertainties
H. Trinh and Q. P. Ha, Member, IEEE
Abstract—This brief addresses the problem of estimation of both
the states and the unknown inputs of a class of systems that are
subject to a time-varying delay in their state variables, to an un-
known input, and also to an additive uncertain, nonlinear distur-
bance. Conditions are derived for the solvability of the design ma-
trices of a reduced-order observer for state and input estimation,
and for the stability of its dynamics. To improve computational ef-
ficiency, a delay-dependent asymptotic stability condition is then
developed using the linear matrix inequality formulation. A design
procedure is proposed and illustrated by a numerical example.
Index Terms—Reduced-order observer, simultaneous estima-
tion, time delay, unknown input.
I. INTRODUCTION
I N RECENT years, there has been significant research effortdevoted to the problem of estimating simultaneously both
the states and unknown inputs for time-invariant systems and
uncertain/nonlinear systems [1]–[9]. This problem is motivated
in part by applications requiring fault detection and isolation,
and of fault-tolerant control [10], or where measurement of the
system inputs is either too expensive or perhaps physically not
possible [4]. The concept of unknown input observability and
its relationship to unknown input observers was provided in [5]
for decomposed systems such as multi-port networks. In chaotic
systems, one may need to estimate the state for chaos synchro-
nization and also the information signal input for secure com-
munication [6].
Estimation of unknown inputs normally requires the deriva-
tives of the output measurements [1], [2]. Dealing with this
problem, a combined state/input estimator is proposed in [4],
but the system states and unknown inputs can only be estimated
to any desired degree of accuracy. An extension of the work in
[4] is found in [8], enabling the estimation of a linear function
of the state vector under less conservative conditions. In another
approach, the problem of estimating simultaneously the states
and unknown inputs can be handled by means of a state-space
observer for a descriptor system obtained from original systems
with unknown inputs [7], [9]. However, this approach does not
consider the state delay problem, which is frequently encoun-
tered in many practical engineering applications.
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Although uncertain time-delay systems have been a subject
of extensive studies (see, e.g., [11]), the design of reduced-order
observers for simultaneous estimation of both the states and
unknown inputs seems to receive little attention in the literature.
Addressing this problem, our intention is to develop a design
technique for reduced-order observers that can ensure exact
asymptotic convergence of thestateand unknown input estimates
for systems with a time-varying delay in the state variables.
II. PROBLEM STATEMENT
Consider the following time-delay system:
(1a)
(1b)
(1c)
(1d)
where is the measured output vector,
and are the state and unknown input vectors to be
estimated, and is a continuous initial function. Matrices ,
, , , and of appropriate dimensions are real constant.
Here, the time-varying time delay is subject to (1c), which
means that the delay may vary from time to time but the rate
of changing is bounded, as in the filter design problem [12].
In this brief, unknown disturbance , not required
to be estimated, represents the uncertainties, nonlinearities and
time-varying terms [4], [8], and matrix , assumed to have
full-column rank, represents the distribution of this disturbance
in the system dynamics.
Let us define an augmented state vector, , where
. Accordingly, the time-delay system (1) can
be expressed as
(2a)
(2b)
(2c)
where , , ,
, and .
The problem of designing a reduced-order observer to esti-
mate both and of system (1) now becomes that of de-
signing a reduced-order observer to estimate the state, , of
system (2)
(3a)
(3b)
(3c)
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where is the observer state vector, is a
continuous vector-valued initial function, and denotes the
estimate of . The design problem is to determine matrices
, , , , and such that converges asymptotically
to (i.e., as ).
III. MAIN RESULTS
Let be a full-row rank matrix such
that , and let us define the error vectors
and as
(4a)
(4b)
Theorem 1: For the observer (3), the estimate will con-
verge asymptotically to if there exists a matrix such that
the following conditions hold.
Condition 1: determined by the observer error system
converges asymptotically to zero for all ,
.
Condition 2:
Condition 3: .
Proof: From (4a), (2) and (3), the following error dynamics
equation is obtained:
(5a)
(5b)
From (4b), (3c), and (4a), can be expressed as
(6)
From (5), as if Conditions 1 and 2 of
Theorem 1 are satisfied. Now, if Condition 3 of Theorem 1 is
satisfied, then from (6), one has . Thus, since
as , it follows that as and
hence . This completes the proof of Theorem 1.
Remark 1: The observer design problem now rests with the
determination of matrices , , , , , , and to sat-
isfy Conditions 1–3 of Theorem 1. The first two equations, (i)
and (ii), of Condition 2 are the generalized Sylvester equations
which must be satisfied under the constraint of (iii). Here, the
key for solving the set of matrix equations in Conditions 2 and
3 renders to the determination of matrix .
Theorem 2: The system of equations constituted by Con-
ditions 2 and 3 of Theorem 1 is solvable if and only if
.
Proof: Define the following nonsingular matrix:
(7)
where is a full-row rank matrix, and
is an arbitrary matrix.
From (7), . By coupling this with
of Condition 2 one can combine into
(8a)
(8b)
A solution for in (8) exists if and only if
(9)
According to the full-column rank assumption for matrix
the left-hand side of (9) can be determined as
(10)
and its right-hand side as
(11)
From (10) and (11), condition (9) is satisfied if and only if
. Upon the satisfaction of this condi-
tion, the determination of the observer matrices can be obtained
as follows. First, a solution to (8) can then be expressed as [13]
(12)
where , and
is an arbitrary matrix.
From (12), matrix is given as
(13)
Since is a square matrix and , Condition
3 of Theorem 1 yields . Now, the first
two equations of Condition 2 can be compactly expressed as
. Thus, by post-multiplying
both sides by yields expressions for the four matrices
, , , and
(14)
where is as defined in (13). Finally, note that from (7) and by
using , matrices and can be obtained as
and .
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Remark 2: It is clear from (7) that one can always choose
a matrix such that is nonsingular
since is a full-row rank matrix, and therefore, .
The condition provided in Theorem 2 gives the necessary and
sufficient condition for the existence of matrices and .
Remark 3: When the system is subject only to , but
not to unknown input , the condition of Theorem 2 im-
plies . When the system is subject only to
the unknown input, , without uncertainties/nonlinearities
, the condition of Theorem 2 becomes ,
i.e., matrix has full-column rank. This is also the assumption
required in [7] (or in [6] for the case of single output systems,
) for the design of state and input observers. Here, to be
able to cope with both and , the number of measured
outputs is chosen at least equal to the number of unknown in-
puts plus the size of the nonlinear term, i.e., .
Now by substituting (13) and (14) into Condition 1 of The-
orem 1, the following error dynamics equation is obtained:
(15a)
(15b)
(15c)
(15d)
(15e)
The design of observer (3) becomes thus the determination
of a matrix such that the time-delay system (15) is asymptot-
ically stable.
Lemma 1: Let , and .
Let be an orthogonal basis for the null space
of . Let be a full-column rank matrix with .
Then if and only if
.
Proof: Define , then it is clear that is a
full-column rank matrix and the following equation holds:
where the left-hand side can be determined as
Therefore, it follows that
(16)
Now, when , from (16) one has
. When , i.e.,
, it is also clear from (16) that
, i.e., .
Lemma 2: Let be a -matrix
defined by (17), shown at the bottom of the page. Then
Proof: Let us first prove part [i]. From (17), it follows that
(18)
Using and as defined in (8b) and (12), respectively, the
term in the right-hand side of the above can be evaluated as
As and ,
it follows from (18) that .
To prove part (ii), first note that . By recalling
the assumption and using the fact that
, it is easy to verify that .
Theorem 3: Matrix is Hurwitz if and only if
(19)
Proof: Matrix is Hurwitz if and only if the
pair is detectable, i.e.
(20)
(17)
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Sufficiency: Let us first define the following matrix:
(21)
Then condition (19) can be expressed equivalently as
(22)
Now, if
then according to Lemma 1, it follows that
, . Using matrix
as defined in Lemma 2, it is easy to show the following:
which gives
Necessity: From the proof of Lemma 1, when
, (i.e.,
), it is implied that ,
and therefore, ,
. This completes the proof of Theorem 3.
Corollary 1: Matrix is Hurwitz if and only if
(23)
Remark 4: For the case, the system is subject only
to the unknown input, , without uncertainties/non-
linearities , since matrix is Hur-
witz if and only if
. Similarly, matrix is Hur-
witz if and only if
.
Now for the determination of a matrix in (15), a delay-
dependent condition is provided in the following theorem.
Theorem 4: Upon the satisfaction of the conditions given,
respectively, in Theorem 2 and Corollary 1, for given scalars
, , there exists a matrix such that the error
of system (15) converges asymptotically to zero provided there
exist matrices and ; and positive scalars and
such that the linear matrix inequality (LMI) shown in (24), at
the bottom of the page, holds, where
Moreover, parameter matrix is then given by .
Proof: Choose a Lyapunov function candidate for
(15) as
(25)
where , and and are positive scalars.
When taking the time derivative of the Lyapunov function, we
first make use of the Leibniz–Newton formula to rewrite (15a)
in the form of
(26)
Now the integral terms in the right-hand side of
in (25) can be handled by applying directly Lemma 1
given in [14]. Finally, by using the inequality
, where and are vectors of appro-
priate dimension and is a positive scalar,
(27)
(24)
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where
In the last step, condition (24) is obtained using the Schur
decomposition by substituting (15c)–(15e) into (27) and letting
. This completes the proof of Theorem 4.
Remark 5: (Constant time-delay): For the case where the
delay is constant, i.e., , all the results presented in
this note are still valid with in LMI condition (24), taking the
value of 0 .
Design Procedure:
Step 1) Choose matrix such that is
nonsingular. Obtain .
Step 2) Use (15d), (15e) to derive matrices , , and .
Step 3) Solve the LMI (24) and obtain matrix .
Step 4) Use (13) to obtain matrix . Obtain
. Finally, from (14), obtain observer
matrices , , and .
IV. NUMERICAL EXAMPLE
To illustrate the design procedure, let us consider a time-delay
system described by (1), where
is an unknown input signal, the delay is constant
with and . Here, and
.
Step 1: Choose . Hence, matrix
is obtained as .
Step 2: Matrices , , and are obtained as
and and . Thus, for this example, ,
and hence .
Steps 3 & 4: The LMI problem (22) is solved to obtain
V. CONCLUSION
This brief has presented the design of a reduced-order ob-
server for simultaneous state and input estimation for a class of
dynamical systems that are subject to a time-varying delay in the
state variables, an unknown input and an uncertain, nonlinear
disturbance. The observer is developed for estimation of both the
system states and unknown input without requiring derivatives of
the measured outputs. Conditions are derived for the solvability
of the design matrices, and for the existence of the proposed
observer. To facilitate the computational effectiveness of the
design method, a delay-dependent asymptotic stability condition
is obtained using the LMI formulation. A design procedure is
given and then illustrated through a numerical example.
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