Abstract-This paper investigates the robustness of the generalized likelihood ratio test (GLRT) for a far-field Gaussian point source. Given measurements from an array of sensors, the performance of the GLRT under two types of common modeling errors is investigated. The first type is spatial mismodeling, which relates to errors due to multipath effects or errors in the assumed number of sources, i.e, deviation from the single point source assumption. The second type is statistical mismodeling, which relates to errors due to non-Gaussianity in either the noise or the signal, i.e., deviation from the Gaussian assumption. It is shown that for some types of modeling errors, the detector's performance improves, and general conditions for such an improvement are found. Moreover, for both types of errors, the change in performance is analyzed and quantified. This analysis shows that for a distributed source with small spatial spreading, the degradation in performance is significant, whereas for a constant modulus point source, the performance improves. Simulations of various cases are shown to verify the analytical results.
I. INTRODUCTION
A. Motivation P ASSIVE array signal processing has gained considerable interest during the last three decades. The problems under study concern the extraction of information from measurements using an array of sensors. The measurements are assumed to be a superposition of plane waves corrupted by noise. Given the observations of the sensor outputs, the objective is to estimate the unknown parameters associated with the wavefronts. Traditionally, the unknown parameters are divided into three groups, and consequently, the literature is concerned with three types of problems:
1
) Detection and determination of the number of sources:
In this problem, we want to decide whether the measurements consist of noise only (the null hypothesis) or of a number of sources corrupted by noise (the alternate hypothesis). Once the null hypothesis is rejected, it is of interest to determine the exact number of sources impinging on the array (see, among many others, [1] - [3] ).
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2) Estimation of the sources spectral parameters: For example, there are the sources powers [4] . This problem is usually of interest for the communication community. 3) Estimation of the sources spatial parameters: For example, we have the sources' bearing or range (see, among many others, [4] and [5] ). In general, problems 2) and 3) are approached by assuming that the solution of problem 1) is known, i.e., the number of sources is known. However, in some cases, all three problems are solved simultaneously, e.g., [6] . The most common approach for estimating the number of sources (problem 1) is to use an information theoretic criteria-based estimator like the minimum description length (MDL) or the Akaike information criterion (AIC). In [6] , it is suggested that we use the MDL estimator and combine the three problems 1)-3) into a single estimation problem, resolving for all unknown parameters simultaneously.
In spectrum monitoring systems, which employ broadband scanning schemes, a vast number of narrowband channels (up to a few million) are scanned every second. In these systems, a fast and simple detection procedure is employed. If the null hypothesis "noise only" is rejected, then a more powerful and complicated algorithm for estimating the number of sources and their bearings is employed on the relevant channel. Other systems that process huge amounts of data in a short time make use of a similar solution: First, a simple and computationally efficient detection algorithm is used. Then, once a signal is detected, computationally demanding algorithms are used to estimate the number of sources and their unknown parameters, like range, bearing, and so on.
One of the most popular algorithms used for the detection at the first step is the generalized likelihood ratio test (GLRT). This commonly used detector assumes that both the source (if present) and the additive noise are Gaussian. Although planned for a single Gaussian point source embedded in additive white Gaussian noise, this detector usually operates in a different environment, i.e., when there exists more than one source or when the additive noise is non-Gaussian. Such a mismatch between the assumed model and the actual environment in which the detector operates may cause degradation in performance and gives rise to the question of the detector's robustness. In this paper, we provide a systematic performance and robustness analysis of the GLRT. Specifically, we explore the performance of the GLRT under statistical and spatial modeling errors. This analysis is essential for understanding the advantages and disadvantages of the detector in scenarios where the assumed model is most likely to be incorrect.
B. Problem Formulation
Assume an array of sensors, and denote by the received -dimensional signal vector at instant . A common model for the received signal vector is (1) where is an -dimensional vector, and lies on the array manifold { }. The vector is usually called the array response vector or the steering vector. It represents the array complex response to a narrowband point source situated at an angle . The source signal is denoted by , and is an 1 additive noise vector. Finally, in addition, assume that and are ergodic, independent random vector processes.
Consider the following detection problem:
Under the null hypothesis , only noise exists, whereas under the alternate hypothesis , in addition to the noise, there exists a point source at bearing . Based on independent array snapshots , we want to decide whether to accept the null hypothesis (noise only), or to accept the alternate hypothesis (signal plus noise) .
C. GLRT
The simplest variant of the detection problem in (2) is the case where under both hypotheses, the probability density function (pdf) of the measurements is known. In this case, the problem is a simple hypotheses testing problem, and the optimal (in the Neyman-Pearson sense) likelihood ratio test (LRT) can be implemented. This detector turns out to be the beamformer steered at direction , followed by a simple linear filter (Echardt) [7] .
For cases in which some of the parameters are unknown, the detection problem in (2) becomes a composite hypotheses testing problem. Although not necessarily optimal, the GLRT is widely used in such problems. In many problems, including the problem at hand, the GLRT is a constant false alarm rate (CFAR) detector. This desirable property is one of the main reasons why this detector was investigated extensively over the last three decades.
Denote by the pdf of the received vectors under hypothesis , where stands for the unknown parameters under hypothesis , and denotes the parameter space of . The GLRT for deciding whether to accept or to accept is given by
where stands for the ML estimates of the unknown parameters under hypothesis , i.e.,
, and is the detector threshold.
Assume the following. 1) The additive noise is a circular, zero mean, white (both temporally and spatially), complex Gaussian random vector process with unknown variance , i.e., , where 0 and are, respectively, a zero vector and the identity matrix of appropriate dimensions.
2) The signal is a circular, zero mean, temporally white, complex Gaussian random process with unknown variance , i.e., .
3) The signal and the noise are statistically independent, i.e., . 4) The source bearing (if the source exists) is unknown. Given assumptions 1)-4), each snapshot is a circular, zero mean, white, complex Gaussian random vector with covariance matrix under the null hypothesis, and under the alternate hypothesis. Thus, the detection problem (2) is now given by (4) Note that under the null hypothesis, the unknown parameter vector contains only the unknown noise level, whereas under the alternate hypothesis, the unknown parameter vector contains the unknown source bearing, the unknown source power, and the unknown noise level, i.e., (5) Under the Gaussian assumptions, the GLRT of (3) takes the form of Tr Tr Tr Tr (6) where is the empirical correlation matrix, i.e., , and is the correlation matrix of the received measurements, assuming that the unknown parameter vector is equal . Once again, Tr is the ML estimate of the unknown parameter vector given the th hypothesis. Plugging the exact distributions in (4) into (6) results in Tr Tr (7) where Tr , and Tr . In the sequel, we refer to the detector given by (7) as the Gaussian generalized likelihood ratio test (GGLRT). Note that the GGLRT requires only a simple one-dimensional (1-D) search.
In addition, note that for the problem of interest, the threshold is negative, or else, the false alarm probability is strictly one. This is since contains , which means that .
D. Summary of Paper's Main Results
It is well known that in bearing estimation problems, the ML estimate of the bearing of a Gaussian source is robust. That is, under mild regularity conditions, the performance of the ML estimator for the bearing is insensitive to the source's distribution [8] . This property is usually termed as "asymptotic robustness." However, a similar study of the robustness of the GGLRT has yet to be conducted. This paper carries out such an analysis, investigating the robustness properties of the GGLRT (7).
The first robustness study of the GLRT statistic of (3) appeared in [9] . In this study, the asymptotic distribution of the GLRT statistic, given the null hypothesis for nested hypotheses testing problem, was computed. The result was a generalization of Wilks theorem for the case of mismatch. In later studies (see, among many others, [10] - [12] ), other theoretical aspects of the robustness of the GLRT, as well as other detectors, were studied. These studies are generally not concerned with some specific model, and thus, the results obtained do not provide insight into specific problems like the one at hand. In [1] and [13] , the problem of estimating the number of sources is studied using statistical tools similar to the one used in this study. The study in [1] and [13] provides an insight into the performance of the MDL estimator when various sets of probabilistic assumptions are used. The improvement in performance due to the utilization of a priori information is studied as well.
This paper investigates the behavior of the GGLRT under two types of modeling errors: statistical and spatial. Spatial modeling errors occur when the point source assumption is violated, i.e., when the frequency band contains several sources from different directions instead of a single one or when the received signal is a distributed source instead of a point source. Statistical modeling errors correspond to deviations from the Gaussian assumptions, i.e., when the additive noise and/or the signal are non-Gaussian.
The paper provides a comprehensive analysis of the performance of the GGLRT in various scenarios. The results of this analysis are closed-form expressions for the asymptotic variation in the probability of detection for various types of modeling errors. Specifically, we start with analyzing the performance of the GGLRT with no modeling errors. The results obtained for this case are used as our baseline for comparison with the performance of the GGLRT under various modeling errors. Next, the performance of the GGLRT is examined when the source is a distributed source instead of the assumed point source, i.e., spatial mismatch. A closed-form expression for the degradation in performance as a function of the source SNR and the angular spreading is obtained. The cases of non-Gaussian noise or non-Gaussian source are also examined, and closed-form expressions for the performance change due to the various deviations from the Gaussian assumptions are provided as well. It is shown both theoretically and empirically that the existence of statistical mismatch might result in performance improvement compared with the case when no mismatch exists. This property is not only new but is rather surprising as well. Although, usually, mismodeling errors cause some degradation in performance, this is not the case in this detection problem. In fact, this paper gives exact conditions for cases in which the detection probability increases.
The rest of the paper is organized as follows. Section II gives a general asymptotic analysis of the GGLRT. The case of a general type of model mismatch is examined in this section as well. Section III examines spatial mismodeling errors, whereas Section IV examines statistical mismodeling errors. To validate analytical results, simulations are presented at the end of each section. Finally, Section V summarizes the paper.
II. GENERAL ANALYSIS OF THE GGLRT

A. Analysis
Based on the theory of misspecified models [14] , this subsection presents an asymptotic analysis of the GGLRT evaluated under very general conditions. The result is then used to analyze the performance of the GGLRT, given normally distributed measurements with possible mismodeling errors.
Denote by the distribution of a single snapshot . Introducing enables one to consider cases where the actual distribution of is different from its assumed distribution under either or . In addition, assume that there exist two unique, interior points and (hereafter referred to as stationary points) in and , respectively, which minimize Tr (8) where is the true correlation matrix of the measurements, , and . In addition, assume that for all matrices , the following two conditions are met:
where is the expectation of with respect to the pdf . Theorem 1: Assume that the alternate hypothesis is true. Given the conditions stated above, the GGLRT statistic of (7) is asymptotically normally distributed, with mean and variance , i.e., , where
Proof: See Appendix A. Note that Theorem 1 does not contradict the Wilks theorem [15] . The two parts of the Wilks theorem state that under some regularity conditions, whenever is true, is chi-squared distributed, whereas whenever is true, is noncentral chi-squared distributed. However, these regularity conditions require that either or , which is not true under Theorem 1. In some sense, Theorem 1 extends the Wilks theorem.
A detector's performance is measured by the probability of detection given a predetermined false alarm probability. Theorem 1 provides a way to evaluate the asymptotic probability of detection of the GGLRT as a function of the threshold (and, therefore, as a function of the false alarm probability) set by the detector (13) where is the complementary error function, , and , are given by (11) and (12), respectively. Thus, in order to quantify the performance of the GGLRT under various modeling errors for a given threshold, it suffices to examine , .
In the following, we present an asymptotic analysis of the GGLRT (7) under some specific modeling errors. This analysis results in simple, closed-form expressions for the mean and the variance of the GGLRT statistic ( of (7)) given the alternate hypothesis. These simple expressions can be used with (13) to obtain approximations for the probability of detection in various cases.
B. Case of Normally Distributed Measurements
Assume that the measurements are independent and identically distributed (iid), zero mean complex normal random vectors with correlation matrix , which can be written as (14) where and { } are the eigenvalues and eigenvectors of the received vector correlation matrix, respectively, and is the normalized steering vector. Note that under the alternate hypothesis (with no modeling errors), the GGLRT assumes that the correlation matrix of the received vector is given by (14) with . Whenever for some , there exists a modeling error.
Analyzing the performance of the GGLRT requires the evaluation of the stationary points and . The ML estimate of is [16] Tr Since is a consistent estimator of [14] , is easily computed by replacing with its mean value , i.e., Tr
Using similar arguments (16) Note that in order to compute the ML estimates and , it is assumed that under both the null and the alternate hypothesis, the received vector is normally distributed.
It is now straightforward to compute the mean and the variance of the GGLRT statistic (full evaluation in Appendix B)
C. Case of No Modeling Errors
The general results in (17) and (18) allow the evaluation of the performance of the GGLRT in various scenarios. The first is the case of no modeling errors, i.e., in (14) . Assume that the measurements are an iid, zero mean, complex normal random vector with correlation matrix equal to . In this case, the eigenvalues of the correlation matrix are given by (19) It is now straightforward to show that the asymptotic distribution of the GGLRT statistic of (7) is given by (20) where is the per-element SNR. Clearly, this means that when there are no modeling errors, the asymptotic performance of the GGLRT is strictly a function of the SNR and the number of sensors.
It is well known that in the corresponding bearing estimation problem, the mean square error (MSE) of the ML estimate for the bearing decreases as the SNR increases [5] . It seems natural that in the described detection problem, for any given false alarm probability, an increase in the SNR will imply an increase in the detection probability. The following proposition proves that this is indeed the case when using the GGLRT.
Proposition 1: For any given false alarm probability, the probability of detection is an asymptotically monotonic increasing function of the SNR.
Proof: See Appendix C.
D. Simulations
To validate proposition 1, simulations of a uniform linear array (ULA) with six sensors at half wavelength spacing were carried out. One hundred independent snapshots of a white, Gaussian point source at angle were taken. Fig. 1 depicts the probability of detection as a function of the SNR for false alarm probabilities equal to 10 and 10 . The SNR was defined at the element level, i.e., SNR . The theoretical curves were evaluated using (13) and (20) , whereas the empirical curves were calculated based on 1000 Monte Carlo runs. The empirical probability of detection was calculated as the number of runs in which the source was detected divided by 1000. The figure shows a very good fit between the empirical and the theoretical results.
III. ANALYSIS OF THE GLRT WITH SPATIAL MISMODELING
A. Analysis
Perhaps the most restrictive assumption of the model in (2) is the point source assumption. Frequently, there exist local scatters at the vicinity of the emitter that create multipath effects. Such may be the case in radar, sonar, astronomy, or wireless communications applications (e.g., [17] ). As a result, bearing estimation for a distributed source has begun to attract interest in the literature (see, among others, [18] - [21] ). The spatial extent of a distributed source is typically characterized by some type of a parametric model. The models in the litrature have formed the basis of a variety of recently reported bearing estimation techniques and performance studies, e.g., [22] .
Most of the existing literature model the statistics of the observed data in the case of a distributed source by a zero mean, white, complex Gaussian random vector (for full derivation, see, e.g., [23] ) (21) A number of parametric models have been used to describe the channel covariance matrix . Most involve the use of some parameterized form of the angular power density function, e.g., [17] , [23] ( 22) where is the average power intensity of the received signal from direction . Common models of include Gaussian otherwise Uniform
The mean angle parameter is assumed to be the source bearing, and the spatial spreading parameter is denoted by .
Since the point source assumption is sometimes incorrect, it is of interest to investigate the performance of the GGLRT under such a modeling error. In what follows, we investigate the performance of the GGLRT when the source is a scattered source with small spreading. It is proved that the performance of the GGLRT deteriorates as the spatial spreading of the source increases.
In [24] , it is shown that small spreading implies a shift of energy from the first eigenvalue of the channel covariance matrix to the second. As the spreading increases, more energy is shifted with some being drifted to the next eigenvalue. In the sequel, we assume that energy is shifted from the first eigenvalue to the second only, i.e., the eigenvalues of are given by (24) where , and is the decrease (increase) in the first (second) eigenvalue with respect to a point source with the same SNR. Note that this assumption corresponds to small spreading. Analyzing the probability of detection in such a scenario can be done by plugging (24) into (17) and (18) .
Denote by , the mean and standard deviation of the GGLRT statistic as a function of the SNR, , and the scaled energy shift from the first eigenvalue to the second . Once again, the probability of detection is equal to , where is defined by ( 
25)
Proposition 2: For a fixed threshold level , the probability of detection of the GGLRT decreases as the spreading increases.
Proof: First, note that the case of corresponds to a point source with SNR equal to . Expanding about using a Taylor's expansion results in (26) The first term on the right-hand side of (26) is the expression for for the point source case when there is no modeling error. Therefore, in order to show the degradation in performance of the GGLRT, it suffices to investigate the sign of the second term. In Appendix D, it is shown that the second term in (26) is strictly negative. Therefore, for small spreading, decreases linearly with the energy shift from the first eigenvalue to the second. This decrease implies a decrease in the probability of detection since is a monotonic decreasing function.
B. Simulations
To validate theoretical results, simulations of a ULA with six elements at half wavelength spacing were carried out. The source in the simulations was assumed to be at an angle with a Gaussian scattering function (23) . One hundred snapshots were taken with SNR per element equal to 8 dB. Fig. 2 depicts the probability of detection as a function of the source spreading for various levels of false alarm probability. The source spreading was varied between 0 (point source) and 16 . The theoretical curves were evaluated using (13), (17) , and (18), whereas the empirical curves were calculated based on 1000 Monte Carlo runs. The empirical probability of detection was calculated as the number of runs in which the source was detected divided by 1000. The figure shows good fit between the empirical and theoretical curves. It is seen that the prediction of the empirical results by theoretical curves degrades as the spreading increases. This is since the theoretical analysis assumes that the energy shifts from the first eigenvalue to the second. This assumption becomes invalid as the spreading increases.
As mentioned earlier, bearing estimation of scattered sources is an extensively investigated subject. It is known that as long as the source spreading is less than the array beamwidth [5] , the performance of the beamformer, which is the ML estimator for the bearing of a point source, is almost invariant to the source spreading [25] . In our example, the array beamwidth is equal to 20 , and as such, the performance of the bearing estimator is hardly affected by the existence of the scattered source. On the other hand, the GGLRT suffers from a significant performance degradation, even in the presence of small spreading.
IV. ANALYSIS OF THE GLRT IN STATISTICAL MISMODELING
A. Analysis
It is well known that in bearing estimation problems, the asymptotic performance of the stochastic Gaussian ML estimator is invariant to the source distribution [8] and to the noise Fig. 2 . Performance of the GGLRT as a function of the source spreading for various levels of probability of false alarms. distribution [26] , i.e., even when the signal (or the noise) distribution is non-Gaussian, the asymptotic covariance of the ML estimate of the bearing remains the same. This section examines the performance of the GGLRT under similar mismodeling errors. The analysis carried out in this section studies how a nonGaussian environment affects the performance of the GGLRT, which assumes that both the source and the noise are Gaussian. Note that it is assumed that while the Gaussian assumption is violated, the point source assumption is not.
In the context of non-Gaussian distributions, the focus is on the mixed Gaussian distribution. The model of a finite mixed Gaussian distribution is of special interest since it provides a general framework for modeling many non-Gaussian distributions. For example, Middleton's class A model [27] can be approximated by a finite Gaussian mixture. In addition, it is known that any monotonic spherically symmetric pdf can be approximated by a continuous Gaussian mixture distribution (see [28] and references therein). The pdf of a finite Gaussian mixture is given by (27) where complex Gaussian pdf; number of elements in the mixture; mean of the th element in the mixture; covariance matrix of the th element in the mixture. The probability of choosing the th element in the mixture is denoted by .
In what follows, we examine two types of mixed Gaussian models. The first model is associated with a finite alphabet source (digital signal) in Gaussian additive noise. In this model, the signal at each instant is a zero mean, discrete complex random variable taking values from some discrete signal constellation denoted by of size . The discrete time baseband equivalent model, after down conversion, matched filtering, and sampling at the symbol rate is . The pdf of is a finite, mixed, complex Gaussian distribution. This mixture has components, each corresponding to a different value of the signal. The covariance matrix is [29] , i.e., (28) where is the probability of the source transmitting (usually equal to ). Note that the received vector correlation matrix is equal to , where is the average signal power . The second model is associated with a Gaussian point source in additive mixed Gaussian noise. In this model, the noise pdf is given by (27) with for every . As a result, the measurements are distributed according to (29) Note that the received vector correlation matrix is equal to , where is the average noise power . As proven in Theorem 1, the GGLRT statistic is asymptotically normally distributed. In Appendix B, it is shown that the mean of the GGLRT statistic is independent of the underlying distribution and depends only on the correlation matrix of the measurements . Thus, the relation between the performance of the GGLRT when there are no modeling errors and the performance of the GGLRT when there exist statistical modeling errors depends only on the relation between the variance of the GGLRT statistic in the two cases.
Denote by the variance of the GGLRT statistic when the measurements are distributed according to (28) , i.e., digital sources.
Lemma 1: For fixed SNR, the variance of the GGLRT statistic when no modeling errors exist is smaller than its variance when the measurements are distributed according to (28) if and only if (iff) . That is, iff , where denotes the variance of the GGLRT statistic when no modeling errors exist.
Proof: See Appendix E. Note that Appendix E contains explicit expressions for . Lemma 1 provides a characterization of the relation between the performance of the GGLRT with and without statistical modeling errors. In order to examine the performance of the GGLRT, it suffices to compare and . Whenever , the performance of the GGLRT improves. On the other hand, whenever , the performance of the GGLRT deteriorates. If , then the performance of the GGLRT is not affected by the existence of modeling errors. Since the mean of the GGLRT statistic is independent of the exact source distribution, it suffices to examine the standard deviation of the GGLRT statistic.
Conditions for an Increase in the Detection Probability due to Statistical Mismodeling:
1)
(which implies that the probability of detection is larger than 50%), and the source is radiating a digital signal. By using Lemma 1, if , then , which implies that the probability of detection of the GGLRT increases. 2) (which implies that the probability of detection is smaller than 50%), and the source is radiating a digital signal. By using Lemma 1, if , then , which implies that the probability of detection of the GGLRT increases.
Conditions for a Decrease in the Detection Probability due to Statistical Mismodeling :
1)
, AND THE SOURCE IS RADIATING A DIGITAL SIGNAL: By using Lemma 1, if , then , which implies that the probability of detection of the GGLRT decreases.
2)
Conditions for the Detection Probability not to Be Effected by Statistical Mismodeling:
1)
, I.E., THE MEAN OF THE GGLRT STATISTIC IS EQUAL TO THE THRESHOLD: In this case, the probability of detection is equal 50% and is independent of modeling errors. Due to their frequent use, special attention is given to the case of digital signals. It is easily shown that for constant modulus sources, such as binary phase shifting keys (BPSKs) or M-phase shifting key (MPSK) signals, . Thus, for constant modulus signals, whenever the probability of detection is larger than 50%, the probability of detection of the GGLRT increases. It is also easily seen that the condition is not met by sources that are impulsive in nature, e.g., the source signals emitted by an impulse radio transmissions [30] . Fig. 3 depicts a qualitive graph of the detection probability of the GGLRT as a function of the threshold for three scenarios: 1) There are no modeling errors.
2) The source radiates a digital constant modulus signal.
3) The source radiates an impulsive signal.
As shown by the figure, all the curves intersect when the probability of detection is equal 50%, i.e., when the probability of detection is equal to 50%, the modeling errors have no effect on the detector's performance. When the probability of detection is less than 50%, the case of a source emitting an impulsive signal exhibits the best performance, whereas the constant modulus digital source case exhibits the worst performance. On the other hand, when the probability of detection is larger than 50%, it is the other way around.
We now turn our attention to the case of non-Gaussian noise. Denote by the variance of the GGLRT statistic when the measurements are distributed according to (29) , i.e., nonGaussian noise. The following lemma proves that the variance of the GLRT statistic is increased due to the existence of the non-Gaussian noise. Lemma 2: For fixed SNR, is minimized when , i.e., when the measurements are complex Gaussian random vectors (no mismatch).
Proof: See Appendix F. Lemma 2 characterizes the behavior of the GGLRT in the non-Gaussian noise as a function of the threshold used by the detector. Similarly to the case of digital sources, we note that for a fixed threshold , if is smaller (greater) than , the probability of detection will decrease (increase) due to the existence of the non-Gaussian noise.
It should be noted that the conclusion drawn from Lemma 2 is under the assumption of a fixed threshold. However, for a fixed threshold, both the false alarm probability and the probability of detection are a function of the exact noise distribution (in contrast with the previous cases of a distributed source or a digital source).
B. Simulations
Once again, to validate the analytical results, simulations of a ULA with six elements at half a wavelength spacing were carried out. Two hundred snapshots of a source at bearing with SNR equal 0 dB were taken. Fig. 4 depicts the probability of detection of the GGLRT as a function of the threshold. Since both Lemma 1 and 2 analyze the performance as a function of the threshold, depicting the probability of detection as a function of the threshold is a natural choice for this figure. We tested three sources: The first was taken to be a BPSK signal, i.e., and Gaussian additive noise; the second was taken to be an "impulsive" signal, i.e., , and , ; the third was taken to be a Gaussian source. The empirical curves were calculated based on 1000 Monte Carlo runs. As expected, when the probability of detection is larger than 50%, the performance of GGLRT with BPSK source is the best, whereas when the probability of detection is smaller than 50%, the impulsive source performs the best. In addition, the accuracy of the analysis can be seen by the exact fit between the analytical and empirical curves. Note that both curves match the qualitative Fig. 3 . 5 depicts the results of a similar scenario to the previous one. In this case, the source was taken to be a white Gaussian signal, whereas the additive noise was mixed-Gaussian with , , , and . Once again, the figure shows good fit between the theoretical and the empirical results.
V. SUMMARY
This paper provides an analysis of the performance of the GLRT in various scenarios. The analysis contains closed-form expressions for the probability of detection under various modeling errors. Focus is set on the GLRT for the problem of detecting a far-field, Gaussian point source (GGLRT) using an array of sensors. Using the general analysis, the performance of the detector is evaluated for a wide variety of scenarios. Specifically, spatial and statistical modeling errors are examined for the problem of interest, and the variation in performance is quantified. It is shown that the performance of the detector increases as the SNR increases and degrades as the source becomes more scattered. It is also shown that the performance of the GGLRT may improve in cases of statistical errors (when the source is digital or when the noise is non-Gaussian).
APPENDIX A PROOF OF THEOREM 1
This Appendix proves a slightly more general theorem than the one presented in Theorem 1. It is proved that under general conditions, the GLRT statistic of (3) is asymptotically normally distributed. The asymptotic distribution of the GGLRT statistic, and hence Theorem 1, can be viewed as a special case of this more general proof. The following proof is based on the derivations done in [9, proof of Th. 1], [14] , and [31] .
Denote by the Kullback-Leibler distance (divergence) between two pdfs and , i.e., . Assume that and exist for every and , respectively, where and are the parameter spaces of , , respectively. In addition, assume that there exist two unique, interior points and (hereafter, referred to as stationary points) in and , respectively, that minimize and , respectively. We note that for Theorem 1, the existence of these two points is ensured by the conditions given in (8) .
The GLRT statistic denoted by in (3) is given by (30) The ML estimators and are consistent estimators for and , respectively [14] . The Taylor expansion for the functions and , around and , respectively, is [9] (31) (32) where is equal to ; , 1. The asymptotic distribution of , is given by [14] (33) (34) where , 1, and it is assumed that both and exist at least in the local vicinity of . Plugging (31) back into (30) results in the following approximation for the GLRT:
The exact asymptotic distribution of the GLRT statistic is very complicated. Both and are Gaussian quadratic forms and, as such, can be shown to be distributed as a weighted sum of chi-squared random variables. Noting that the mean and variance of these quadratic forms are bounded and that as approaches infinity the mean and variance of are unbounded, the approximation of the GLRT statistic can be further simplified by neglecting the quadratic forms. As a result, asymptotically, is given by (36) Invoking the central limit theorem, the asymptotic distribution of is given by
We note that Theorem 1 is a special case of (37)- (39), where and are the normal distributions detailed in (4).
APPENDIX B MOMENTS OF THE GLRT STATISTIC IN THE CASE OF MISMODELING
Denote by , 1 the correlation matrix under hypothesis at the stationary point and by the underlying correlation matrix of the data. In order to compute the mean and the variance of the GLRT statistic in (11) and (12), we will make use of the following identities:
In addition, since where is the threshold of the GGLRT. The probability of detection is simply . Since is a monotonic decreasing function of , in order to show that the detection probability of the GGLRT increases with the SNR, it suffices to show that is a monotonic increasing function of . Differentiating with respect to and neglecting positive constants yields
The first inequality holds since for any . To establish the second inequality, set . It can now be easily verified that for any , (note that the threshold is always negative, and thus, is positive). Therefore, is a monotonic increasing function of , which implies that the detection probability of the GGLRT increases with .
APPENDIX D SPATIAL MODELING ERROR
It is of interest to investigate the sign of the second term in (26) . Note that the second term's sign is determined completely by its nominator multiplied by Clearly, the sign of is invariant to multiplication with positive constants. Hence, the focus is on (60) since is negative for (recall that is negative). In order to show that is negative, it suffices to show that is a monotonic decreasing function of . Differentiating with respect to yields (61), shown at the bottom of the page, which is clearly negative, implying that is strictly negative, which concludes the proof.
APPENDIX E DIGITAL SIGNAL IN GAUSSIAN NOISE
In this Appendix, we evaluate the asymptotic variance of the GGLRT statistic for the case of a digital signal and Gaussian noise (28) and find the condition in which it is greater than the variance of the GGLRT statistic when there are no modeling errors, i.e.,
. where the second inequality holds since for any random variable , .
