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RECOVERING THE GEOMETRY OF A FLAT SPACETIME FROM BACKGROUND
RADIATION
FRANCESCO BONSANTE, CATHERINE MEUSBURGER, AND JEAN-MARC SCHLENKER
Abstract. We consider globally hyperbolic flat spacetimes in 2+1 and 3+1 dimensions, in which a uniform light
signal is emitted on the r-level surface of the cosmological time for r → 0. We show that the frequency of this
signal, as perceived by a fixed observer, is a well-defined, bounded function which is generally not continuous.
This defines a model with anisotropic background radiation that contains information about initial singularity
of the spacetime. In dimension 2 + 1, we show that this observed frequency function is stable under suitable
perturbations of the spacetime, and that, under certain conditions, it contains sufficient information to recover
its geometry and topology. We compute an approximation of this frequency function for a few simple examples.
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1. Introduction
1.1. Motivation. There is considerable interest in the cosmic background radiation as an indicator of the
history and structure of the universe. Its anisotropy is explained by quantum fluctuations early in the history of
the universe, whose classical remnants became visible when the universe became transparent to electromagnetic
radiation after decoupling. Background radiation has also been used to determine the topology of the universe
[14, 9, 13, 18].
In the framework of general relativity, such measurements of cosmic background radiation are described by
a spacetime in which light signals are emitted near the initial singularity and received by an observer. The
question to what degree the geometry of a spacetime can be reconstructed from such light signals is of interest
both from the mathematics and the physics perspective. However, it has not been investigated systematically
yet, even for simple examples such as constant curvature spacetimes or lower-dimensional models.
A further motivation to investigate the properties of such light signals are possible applications in 2+1 (and
higher-dimensional) quantum gravity. To give a physical interpretation to a quantum theory of gravity, it is
essential to relate the variables that describe the physical phase space of the theory and serve as the basic
building blocks in quantization to concrete measurements that could be performed by an observer. From a
mathematics perspective, this amounts to a (partial) classification of spacetimes in terms of light signals and
other general relativistic quantities measured by observers or, equivalently, to reconstructing the geometry of
the spacetime from such measurements.
In this article, we investigate this question for a class of simple examples, namely flat globally hyperbolic
spacetimes in 3+1 and 2+1 dimensions. We consider a uniform light signal that is emitted from a hypersurface
of constant cosmological time ǫ where ǫ→ 0. The observer who receives the signal at a cosmological time T > ǫ
is modeled by a point p ∈M of cosmological time T and a unit, future-oriented timelike vector v, which specifies
his velocity. The frequency of the light signal measured by the observer then defines a frequency function on,
respectively, S2 and S1, which depends on both the spacetime M and the observer (p, v).
If the spacetime M is conformally static, i. e. characterized by a linear holonomy representation, then the
associated frequency function is isotropic, and contains no relevant information on M . However, as soon as the
holonomy representation of M has a non-trivial translation component, which corresponds to a universe whose
geometry changes with the cosmological time, the frequency function contains essential information about the
underlying spacetime. Under certain conditions, this information allows the observer to recover the geometry
and topology of M as well as his motion relative to the initial singularity.
The models under consideration in this article are unrealistic insofar as they are purely classical — we do not
consider any quantum fluctuations near the initial singularity — and as their initial singularities are not of the
same type as those in cosmological models. However, they allow one to investigate the mathematical properties
of such light signals emitted near the initial singularity systematically for a large class of spacetimes. Moreover,
it turns out that the resulting frequency functions have rich and subtle properties and contain interesting
information about the underlying spacetimes. In particular, they exhibit anisotropies, which are due entirely
to the classical geometry of the spacetime M or, more specifically, the initial singularity of the universal cover
of M , which is a domain of dependence in Minkowski space.
The model spaces considered here could actually be more relevant than they might appear at first sight.
Indeed, Mess [19] proved that any maximal globally hyperbolic Minkowski space of dimension 2+1 is of this
form. Moreover, any globally hyperbolic flat space-like slice must embed isometrically into one of those maximal
globally hyperbolic Minkowski space-times. So, if we consider for instance a universe U with a very strong
curvature at small cosmological time, but suppose that this curvature decreases fast enough so that it can be
considered zero outside a neighborhood Ω of the initial singularity, then U \Ω will embed in a globally hyperbolic
Minkowski manifold as studied here. The presence of the curvature might of course change the signal emitted
close to the initial singularity but, if the curved region Ω is thin enough, it is conceivable that the model used
here remains relevant.
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An additional reason to investigate flat globally hyperbolic spacetimes is their role in 2+1 gravity. This
theory plays an essential role as a toy model for quantum gravity in higher dimensions (see [8] and references
therein) because it allows one to investigate important questions of quantum gravity in a fully quantized theory.
The classification result by Mess [19] implies that any globally hyperbolic vacuum solution Einstein’s equations
in 2+1 dimensions is a flat globally hyperbolic spacetime of the type considered in this article and can be
characterized in terms of its holonomy representation. The holonomies associated with closed curves in M are
diffeomorphism invariant observables and serve as the fundamental building blocks in the quantization of the
theory.
Characterizing the holonomy representation of a spacetime in terms of light signals measured by an observer
thus allows one to give a physical interpretation to these variables and to model cosmological measurements.
The characterization of observables of 2+1 gravity in terms of light signals has been explored to some degree in
[20], but the measurements of background radiation considered in this article provide a richer and more realistic
model.
1.2. The frequency function. After recalling the relevant background material on flat maximally globally
hyperbolic spacetimes and their description in terms of domains of dependence in Section 2, we introduce the
rescaled frequency function of a domain of dependence M˜ in Section 3. The rescaled frequency function is
defined in Section 3.1. It is given in terms of the limit ǫ → 0 of a uniform light signal emitted from the
hypersurface of cosmological time T = ǫ of M˜ and received by a free-falling observer in the spacetime. Sections
3.2 and 3.3 contain an explicit description of the frequency function for the two basic examples, namely the
future of a point and the future of a spacelike line.
These two basic examples are the building blocks in the analysis of the frequency function for a general
domain M˜ , whose properties are investigated in Section 3.4. The central result is Proposition 3.1, which asserts
that the frequency function is well-defined and locally bounded. It should be stressed that even at this point,
the mathematical analysis of the frequency function is not as simple as it may appear at first sight, and some
care is needed. The situation is simpler for domains M˜ whose initial singularity is closed, which are investigated
in Section 3.5. In this case, the associated frequency function is continuous. Note, however, that many relevant
examples are not of this type.
Section 3.6 analyses the properties of the frequency functions for generic domains in 2+1 dimensions. This
case is more accessible than its 3+1-dimensional counterpart due to a simple description of domains of de-
pendence, discovered by Mess [19], in terms of a measured lamination on the hyperbolic plane. Domains of
dependence, which are the universal covers of globally hyperbolic flat spacetimes, are obtained from measured
geodesic laminations on closed hyperbolic surfaces. By using these results we prove (Proposition 3.6) that the
frequency function is lower semi-continuous, and that its discontinuity set is meagre.
1.3. Stability. In Section 4 we investigate the stability properties of the frequency function. We analyze the
variation of the frequency function under small deformations of the domain of dependence M˜ and changes of the
observer. Note that stability of the frequency function, at least with respect to small changes of the observer,
is a minimum requirement for assigning any physical meaning to it.
Again, this question turns out to be more subtle than it appears and some care is needed in the analysis.
This is illustrated in Section 4.1, where we show in a very simple example that if a domain of dependence M˜
is the limit (in the Hausdorff sense) of a decreasing sequence of finite domains M˜n (domains which are the
intersection of the futures of a finite set of lightlike planes) the frequency function of M˜ does not necessarily
coincide with the limit of the frequency functions of the domains M˜n.
With this example in mind, we introduce in Section 4.2 a notion of domain of dependence with a flat boundary.
Important examples of this are finite domains, which always have flat boundary, and universal covers of globally
hyperbolic flat spacetimes in 2+1 dimensions (Proposition 4.22). We prove (Theorem 4.13) that if a sequence of
domains with flat boundary converges to a domain with flat boundary, then the limit of the frequency functions
the frequency function of the limit.
If a domain D does not have flat boundary, and if (Dn)n∈N is sequence of domains with flat boundary
converging to D, then the sequences of the frequency functions ιn of Dn always converges to a limit frequency
function ιlim. This limit frequency function is not necessarily equal to the frequency function ι of D, but it
is independent of the sequence (Dn)n∈N. We prove (Theorem 4.14) that frequency function ι is at least equal
to the limit frequency function ιlim, and at most equal to d ιlim, where d is the dimension of the spacetime.
In particular, this shows that the example of Section 4.1 exhibits the worst possible behavior with respect to
this limit, as the ratio of the frequency function of the domain to its limit frequency is the largest possible in
dimension 2 + 1.
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1.4. Recovering the spacetime geometry and topology. In Section 6 we turn to the question of recon-
structing the geometry and topology of a globally hyperbolic flat spacetime M from the frequency function of
the background radiation as seen by an observer. We investigate this question in 2+1 dimensions, and there
are two basic remarks regarding the general situation.
• Reconstructing the geometry or topology of the spacetime from the observed frequency function is only
possible for observers that receive the light signal at a sufficiently large cosmological time. If the observer
is too close to the initial singularity, he might see only a small part of M and could infer little from the
observed background radiation.
• The observer can only determine parts of the initial singularity of the universal cover M˜ ofM . Therefore,
there is no way for the observer to be sure, at any given time, that what he observes is really the topology
of M . It could happen that M is “almost” a finite cover of a globally hyperbolic flat spacetime M ′,
with only a tiny difference in a part not “seen” by the observer. In this case the observer could only
conclude that the spacetime is either M ′ or one of its finite covers.
To obtain results we make a (presumably) technical assumption, which simplifies the situation to some extend.
We only consider spacetimes obtained by “grafting” a hyperbolic surface along a rational measured lamination,
that is, a measured lamination with support on a finite set of simple closed curves. Under those hypothesis,
we prove (Proposition 5.8) that the observer can reconstruct the part of the lamination corresponding to the
part of the initial singularity that intersects his past. We also prove (Proposition 5.13) that the observer can
reconstruct the whole geometry and topology of the spacetime in finite eigentime up to the above-mentioned
problem with finite covers.
1.5. Computations for examples. In Section 6 we present explicit computations for the frequency function
seen by an observer for three different globally hyperbolic flat 2+1-dimensional spacetimes. These spacetimes
are chosen for their simplicity. Two are obtained by grafting a hyperbolic surface along a rational measured
lamination, the third by grafting along an irrational lamination. For each of those spacetimes, we provide
pictures of the frequency function as seen by an observer located at different points in the spacetime. This
allows one to observe explicitly the variation of the frequency function depending on the cosmological time.
In dimension 3 + 1, we only consider one example, described in Section 7. This is due to the fact that
3+1-dimensional globally hyperbolic flat spacetimes are much more difficult to construct than their 2 + 1-
dimensional counterparts. In both cases, they are associated to first-order deformations of the flat conformal
structure underlying a hyperbolic manifold. However, hyperbolic manifolds are flexible in dimension 2, while
they are rigid in dimension 3. Consequently, it becomes more difficult to find an adequate deformation cocycle
in dimension 3+ 1. The example considered in Section 7.1 is due to Apanasov [2], and it has the relatively rare
property of admitting several distinct deformation cocycles. We provide some pictures of the frequency function
measured by an observer in a spacetime constructed from this example.
1.6. Possible extensions. In this article, we consider only flat globally hyperbolic spacetimes. However, it
should be possible to perform a similar analysis for globally hyperbolic de Sitter or anti-de Sitter spacetimes,
which have a similar structure, at least with respect to the geometry of their initial singularity.
2. Globally hyperbolic Minkowski space-times
2.1. Minkowski space and domain of dependences. In this section, we collect some properties of
Minkowski space and refer the reader to [19, 7] for details. Minkowski space in n + 1 dimensions, denoted
R1,n in the following, is the manifold Rn+1 equipped with the flat Lorentzian form η = −dx20+ dx21+ . . .+ dx2n,
often referred to as Minkowski metric.
Isometry group. Isometries of Minkowski space are affine transformations of Rn+1 whose linear part preserves
the Minkowski metric. We denote by O(1, n) the group of linear transformations of Rn+1 which preserve the
Minkowski metric (Lorentz group in n+ 1 dimensions) and by Isom(n, 1) the group of isometries of Minkowski
space (Poincare´ group in n+1 dimensions). O(n, 1) is a n(n+ 1)/2-dimensional Lie group with four connected
components, and we denote by SO+(n, 1) its identity component, which contains linear orthochronous transfor-
mations with positive determinant. The dimension of Isom(n, 1) is n(n+ 1)/2+(n+1) = (n+ 1)(n+ 2)/2, and
for n ≥ 3 this group has four connected components. The identity component, denoted Isom0(1, n), contains
the transformations that preserve both the orientation and the time orientation.
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Flat spacetimes. It is well-known that every flat spacetime is locally modeled on Minkowski space. For globally
hyperbolic flat spacetimes, a more precise result holds (see [19, 1]). For every flat spacetime M with a closed
Cauchy surface, there is a discrete group of isometries Γ ⊂ Isom0(n, 1) and a convex domain D ⊂ R1,n such
that D is Γ-invariant and M embeds into the quotient D/Γ. The domain D is a domain of dependence, in
the sense that it is the intersection of the futures of one or more lightlike planes. Domains of dependence play
an essential role in this paper, and will be described in more detail below. The quotient space D/Γ is called
a maximal globally hyperbolic flat space-time with compact Cauchy surfaces, for which we use the acronym
MGHFC.
Hyperbolic representations. The unit timelike vectors in R1,n form a smooth hypersurface, H ⊂ R1,n, which
contains two connected components: the component H+ that contains future oriented unit vectors, and H− that
contains past oriented unit vectors. Both H+ and H− are achronal spacelike smooth surfaces. The Minkowski
metric induces a Riemannian metric of constant curvature −1 on H+ and H−. Equipped with this metric H+
and H− are isometric to the n-dimensional hyperbolic space Hn. The group SO+(1, n) acts by isometries on
H+, and it is identified with the identity component of the isometry group of H+. Every geodesic of H+ is
given as the intersection of H+ with a timelike linear 2-dimensional plane.
2.2. Domains of dependence. A domain of dependence (called regular domain in [7]) D is a convex domain
of R1,n that is given as the intersection of the future (or the past) of a number of lightlike n-planes. We will
exclude two limit cases: the whole space and the future of a single lightlike n-plane. In other words, we require
that R1,n \D contains at least two non-parallel lightlike n-planes.
Simple examples of domains of dependence are the future of a point, or the future of a spacelike (n−1)-plane,
whereas the future of a spacelike n-plane is not a domain of dependence. Examples with interesting geometrical
properties are the universal covers of maximal globally hyperbolic flat manifolds with compact Cauchy surface
(MGHFC manifolds). Figure 1 shows two of those more complex examples, corresponding to the domains of
dependence described in sections 6.1.2 and 6.1.3.
Figure 1. Two examples of domains of dependence
Let us recall that for any Lorentzian manifoldM , the cosmological time is a function τ :M → (0,+∞] whose
value at a point p ∈M is the supremum of the length of causal curves in M ending at p:
τ(p) = sup{ℓ(c)|c is a casual curve ending at p} .
One of the main features of domains of dependence is that their cosmological time is a regular function. This
means that τ is finite-valued and C1,1. In fact, if D is a domain of dependence and p ∈ D, there is a unique
point r = r(p) ∈ ∂D ∩ I−(p) such that τ(p) = |p− r|. Level surfaces Ha = τ−1(a) of the cosmological time are
spacelike Cauchy surfaces, and their normal vector at a point p ∈ Ha is the vector p− r(p).
Example 2.1.
• If D is the future of a point r0, then r(p) = r0 for all p ∈ D, and the cosmological time τ(p) coincides
with the distance of p from r0. In this case, the cosmological time is smooth (real analytic in fact), and
the induced metric on the level surface Ha has constant curvature −1/a2.
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• If D is the future of a spacelike affine plane l0 of dimension k ≤ n−1 then D is a domain of dependence.
For p ∈ D, r(p) is the intersection point of l0 with the affine subspace orthogonal to l0 passing through
p. Also in this case τ is smooth. The level surface Ha are isometric to R
k ×Hn−k. If n = 2 and k = 1,
this implies that the metric is flat.
• If D ⊂ Rn,1 is the future of a spacelike segment [p0, p1], then D is divided into three regions by two
timelike hyperplanes P0, P1 orthogonal to [p0, p1] and passing, respectively, through p0 and p1. The
first region is the half-space D0 bounded by P0 which does not contain p1, the second is the half-space
D1 bounded by P1 which does not contain p0, and the third is the intersection V of the other two
half-spaces bounded by P0 and by P1.
For p ∈ D0, one has r(p) = p0, for p ∈ D1 r(p) = p1 and for p ∈ V , r(p) is the intersection point of
[p0, p1] with the plane orthogonal to [p0, p1] that passes through p. In this case τ is smooth outside the
boundaries of the regions D0, D1 and V and is only C
1,1 on their boundaries. Level surfaces are divided
in three regions: the regions H0(a) = Ha ∩ D0 and H1(a) = Ha ∩ D1 are isometric to half-spaces of
constant curvature −1/a2, while Ba = Ha ∩ V is isometric to the product of the hyperbolic space of
dimension n − 1 with an interval of length equal to |p1 − p0|. (For n = 2, this is a flat strip of width
|p1 − p0|).
These examples are illustrated in Figure 2.
r0
p
Ha
p
r(p)
Ha
l0
p0
p1
P0
P1
D0
D1
V
p
r(p)
Figure 2. The domains in Example 2.1
2.3. The boundary of a domain of dependence and the initial singularity. In this section we recall
important facts about the geometry of the boundary ∂D of a domain of dependence D ⊂ R1,n.
We start by summarizing a useful description of the boundary ∂D. If P is a spacelike (n − 1)-dimensional
plane in R1,n, the orthogonal projection π : ∂D → P is 1-to-1, so ∂D can be regarded as the graph of a convex
function u on P . Since ∂D is achronal, u turns out to be 1-Lipschitz. More precisely, one finds that the graph
of a convex function on P is the boundary of a domain of dependence if and only if ||gradu|| = 1 at each point
where u is differentiable.
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For any point r ∈ ∂D, there is at least one future directed lightlike half-line l contained in ∂D that passes
through r. It is important to note that there are always points on ∂D from which at least two lightlike half-lines
contained in D originate. Indeed this occurs exactly when p is in the image of the map r : D → ∂D introduced
in the previous section. This subset is called the initial singularity1 of the domain D, and will be denoted by
T . It is the smallest subset of D such that D = I+(T ).
If one regards D as the graph of a convex function u, lightlike lines in ∂D correspond to integral lines of the
gradient of u, whereas the initial singularity corresponds to the set of points in which u is not differentiable. In
many interesting cases, the shape of the initial singularity can be quite complicated. For instance, it was shown
by Mess [19] that for the universal covering D of a generic (2+1)-dimensional MGHFC spacetime, the image of
r is a dense subset of ∂D. On the boundary ∂D, we consider the pseudo-distance defined as follows:
• given a Lipschitz arc k contained in ∂D, its velocity (defined a.e.) is not timelike. So we can define the
length of k as
ℓ(k) =
∫ √
〈k˙(t), k˙(t)〉dt .
• Given r1, r2 ∈ ∂D the space of Lipschitz arcs K(r1, r2) joining them is not empty. So we can define
d0(r1, r2) = inf{ℓ(k)|k ∈ K(r1, r2)} .
As the boundary of D contains lightlike segments (whose length is clearly 0), the pseudo-distance d is not a
genuine distance, since there exist pairs of points with d(p, q) = 0. However, the following lemma shows that
this can occur only if the images of p and q under the map r coincides.
Lemma 2.2 ([7]). If D is a domain of dependence and p, q ∈ D then r(p) 6= r(q) implies d0(r(p), r(q)) 6= 0.
In other words, this lemma states that the restriction of d0 to the initial singularity is a distance. Let us also
remark that the topology we consider on T is the one induced by the distance d0, which in general is different
from the topology induced by Minkowski space.
Example 2.3.
• If D is the future of a point r0, the initial singularity contains only one point that can be identified with
r0.
• If D is the future of a affine subspace E of dimension k ≤ (n−1), then the initial singularity is isometric
to E.
• If D is the future of a segment in R2,1, then the initial singularity is the segment itself.
• If D ⊂ R2,1 is the intersection of three half-spaces bounded by lightlike planes, the initial singularity is
the union of three spacelike rays starting from the intersection point of the planes. Note that in this
case, the initial singularity is not a submanifold. In fact, generically the initial singularity does not have
a manifold structure. The geometry of the initial singularities of domains of dependence in dimension
2 + 1 is discussed in more depth in the next section.
2.4. The 2+1-dimensional case: the Mess construction. Mess [19] discovered an efficient way to construct
regular domains in R2,1. This construction is general in the sense that every regular domain can be constructed
in this way. It also has the major advantage that the geometrical features of the initial singularities are readily
apparent.
We will describe the Mess construction in simple cases, namely for domains obtained by grafting along
weighted multicurves. These simple cases are dense, in the sense that every domain of dependence can be
approximated by domains of dependence obtained in this way.
Let us start from a collection of disjoint geodesics of H+, L = l1 ∪ . . . ∪ lk, and a collection of positive
numbers a1, ....ak. Every geodesic is given as the intersection of H
+ with a timelike linear plane P1, . . . , Pk.
The planes Pi disconnect H
+ into a collection of regions D1, . . . , Dh. (Note that each of them is the cone on
some component of H+ \ L).
For each plane Pi, let vi be the vector in R
1,2 characterized by the following conditions:
• it is orthogonal to Pi with respect to the Minkowski metric (in particular it is spacelike);
• its norm is equal to ai;
• it points to the component of R1,2 that does not contain D1.
1Note that the use of the term initial singularity here differs from the one in the physics literature. The set of points of D at
which causal curves cannot be extended into the past is the entire boundary ∂D.
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Now for any region Dj take the sum of all vectors vi associated with to planes Pi that separate Dj from D1:
wj =
∑
i:Pi separates D1 from Dj
vi .
Translating each region Dj by the vector wj yields a collection of disjoint domains D
′
1, . . . , D
′
h which are convex
cones with vertices at wj . In particular, note that if Dj1 is adjacent to Dj2 , then wj1−wj2 is a vector orthogonal
to the plane Pi separating Dj1 from Dj2 and is of norm ai.
In order to connect the domains D′j we consider the domains Vi obtained as follows. If Dj1 and Dj2 are
adjacent along Pi, then Vi is the region of the future of the segment si = [wj1 , wj2 ] bounded by the two timelike
planes orthogonal to the segment si through its end-points.
It turns out that D =
⋃
D′j∪
⋃
Vi is a domain of dependence. The map r can be easily defined on each piece:
r sends all points of D′j onto wj , while it sends points of Vi to the segment si = [wj1 , wj2 ]. The level surface Ha
can be decomposed into different regions: the regions Ha ∩D′i, which have constant curvature −1/a2, and the
regions Ha ∩ Vi, which are Euclidean strips of width ai.
The initial singularity is then given as the union of the line segments si and the vertices wj . In particular,
it is a graph with a vertex for every region of H+ \ L. Two vertices wj1 and wj2 are connected by one edge if
and only if the corresponding regions are adjacent. Combinatorially the singularity is a tree, that is, a graph
which does not contain any closed loop. Notice that the length of each segment si is precisely ai.
Although we summarized this construction for a finite number of geodesics, it works analogously also when
L is an infinite family of disjoint geodesics that is locally finite (i.e. every compact subset of H+ meet only a
finite number of li).
2.5. The equivariant construction. Using the construction from the previous subsection, one can construct
the universal coverings of MGHFC spacetimes different from I+(0) as follows. Take a hyperbolic surface F
and consider the metric universal covering π : H+ → F and covering group Γ < SO+(1, 2). Consider on
F a disjoint collection of simple closed geodesics c1 . . . ck and positive numbers a1 . . . ak. Then the preimage
L = π−1(c1 ∪ . . .∪ ck) is a union of infinitely many disjoint geodesics. The weight of each geodesic l˜i ⊂ L is the
number corresponding to π(l˜i). As above, the geodesics l˜i correspond to planes that cut I
+(0) into infinitely
many pieces Dj . By the invariance of L under the action of Γ, elements of Γ permute the regions Dj .
The construction explained in the previous subsection then produces a domain D, and Mess showed that
there is an affine deformation Γ′ of Γ, so that D is Γ′-invariant and the quotient is a MGHFC spacetime.
Namely any γ ∈ Γ is changed by adding a translation part of vector w(γ) which is the sum of all vectors wi
corresponding to the planes Pi disconnecting D1 from γD1.
Remark 2.4. In the example above, it can be seen that each Dj bounds infinitely many planes Pi. This implies
that the vertex in the initial singularity corresponding to Dj is the end-point of infinitely many edges, or
equivalently has infinite valence.
In the examples illustrated in the previous section it turns out that the initial singularity of domains of
dependence in R2,1 is always a graph, and in fact a tree (possibly with vertices of infinite valence). In fact,
there are more complicated examples in which the initial singularity does not have a simple graph structure,
but it is always a real tree according to the following definition.
Definition 2.5. A metric space (T, d) is a real tree if for every p, q ∈ T there is a unique arc k ⊂ T joining
them. Moreover k is the image of an isometric immersion I → T where I is an interval of length equal to d(p, q).
Real trees are generalizations of the usual trees (which, by contrast, are often called simplicial trees). The
domains of dependence whose singularity is a simplicial tree are exactly those constructed in the previous
section [5, 4]. In particular, every domain of dependence with simplicial tree as initial singularity is determined
by a simplicial measured geodesic lamination of H+, which, by definition, is a locally finite union L of disjoint
geodesics li, each equipped with a weight ai > 0.
Proposition 2.6. [5] If D is a domain of dependence in R2,1 then its initial singularity T is a real tree.
Moreover, the vertices of T are those points in ∂D at which at least three lightlike segments in ∂D originate.
Given a point r ∈ T , let Dr be the convex hull in Minkowski space of the lightlike lines contained in ∂D
which start at r. Then Dr is a convex subset of I+(r). Notice that the dimension of Dr is 3 if and only if r
is a vertex, otherwise Dr is the intersection between D and the timelike plane containing the two lightlike rays
starting at r.
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If τr is the translation which send r to 0, we denote by Fr the intersection of H+ with τr(Dr). Note that Fr
can be interpreted as the set of unit normals of the support planes of D at r. A number of consequences follow
directly.
• If r is a vertex then Fr is a region of H+ bounded by disjoint geodesics.
• If r is not a vertex then Fr is a complete geodesic.
• If r 6= s then Fr and Fs have disjoint interiors. Fr and Fs can be disjoint, they can coincide if they are
both lines, or they can meet along a boundary component.
In particular the set L =
⋃
r is a vertex ∂Fr ∪
⋃
r is not a vertexFr is a union of disjoint geodesics that are called
the leaves of L. In general, the set L can be quite complicated. The intersection of a geodesic arc in H+ and L
can be uncountable (and sometimes a Cantor set).
The simplest case is when the singularity is a tree. In this case, the set L is the union of isolated geodesics:
any compact subset of H+ meets only a finite number of leaves. In this case, it is also evident that components
of H+ \ L corresponds to vertices of T , whereas each leaf of L corresponds to an edge of T .
In addition to L we can construct a transverse measure that is the assignment of a non-negative number for
any arc transverse to the leaves of L which verify some additivity conditions, see e.g. [6]. If k is an arc on
H+that joins two points in H+ \ L and meets each leaf at most once (for instance if k is a geodesic segment
that is not contained in any leaf), we define µ(k) = d0(r0, r1) where r0 and r1 are the points on T such that the
end-points of k are contained in Fr0 and Fr1 .
If the lamination is locally finite, for each leaf l there is a number a(l) that coincides with the measure of any
arc k transversely meeting only l. Any transverse arc k can be subdivided into a finite number of arcs k1, . . . , kp
such that each ki meets every leaf at most once. So we can define µ(k) =
∑
µ(ki).
Mess [19] showed that the data (L, µ) determinesD up to translation. In the simple case where the lamination
is locally finite, the construction of D from (L, µ) is the one summarized in Section 2.4.
Remark 2.7. In dimension n + 1 ≥ 4, it is no longer true that the initial singularity is a tree. In fact the
geometry of the initial singularity is still not understood. In [7] a description of the singularity is given in some
special cases.
2.6. Holonomies of domains of dependence and hyperbolic structures. In Section 2.1, we summarized
the construction which assigns a domain of dependence to each flat MGHFC manifold. There is also a deep
relation between holonomies of flat Lorentzian manifolds and first-order deformations of holonomy representa-
tions of hyperbolic manifolds, which was already used in dimension 2 + 1 for instance in [12]. In the following,
we summarize this relation, which behaves somewhat differently in dimension 2 + 1 and in higher dimension.
Dimension 2+1. In this subsection, we recall how a flat (2+1)-dimensional MGHFC manifold can be obtained
from a point in Teichmu¨ller space together with a deformation 1-cocycle. For this, note that R2,1 can be identified
with the Lie algebra sl(2,R) with its Killing metric. The canonical action of SO(2, 1) on R2,1 corresponds to the
adjoint action of SL(2,R) on sl(2,R). For each representation of π1S in SO(2, 1), it determines a vector bundle
over S with fiber R2,1, which corresponds to the sl(2,R)-bundle over S defined by the adjoint representation.
Proposition 2.8. [19] Let M be a flat MGHFC manifold homeomorphic to S×R, where S is a closed surface of
genus at least 2, and let h : π1S → Isom(2, 1) be its holonomy representation. Then h decomposes in Isom(2, 1) =
SO(2, 1) ⋉ R2,1 as h = (ρ, τ) where ρ : π1S → SO(2, 1) has maximal Euler number, and τ : π1S → sl(2,R)
is a 1-cocycle for ρ. Conversely, any couple (ρ, τ) where ρ : π1S → SO(2, 1) has maximal Euler number and
τ : π1S → sl(2,R) is a 1-cocycle for ρ defines a representation of π1S in Isom(2, 1) which is the holonomy
representation of a flat MGHFC manifold.
One way to obtain a 1-cocycle is by considering first-order deformations of a surface group representation
in SO(2, 1). This is summarized in the following proposition, which allows one to construct the holonomy
representation of a flat MGHFC is as a first-order deformation of the holonomy representation of a hyperbolic
metric on a surface.
Proposition 2.9. Let (ρt)t∈[0,1] be a smooth one-parameter family of morphisms from π1(S) to PSL(2,R).
Then the map τ = ρ−10 (dρ/dt)t=0 from π1(S) to sl(2,R) is a 1-cocycle for ρ0.
MGHFC spacetimes as first-order deformations in higher dimension. We will now consider the construction of
flat MGHFC spacetimes as first-order deformations in dimension n + 1 > 3. For this, we consider a closed,
orientable, hyperbolic n-dimensional manifold M , with fundamental group Γ. The holonomy representation of
M is a homomorphism ρ0 : Γ→ SO(n, 1). It is rigid by Mostow’s theorem, and also infinitesimally rigid, in the
sense that any deformation cocycle for ρ0 vanishes.
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However, M can be considered as a totally geodesic hypersurface in a complete, non-compact hyperbolic
manifold N of dimension n + 1. This corresponds to extending ρ0 to a representation ρ : Γ → SO0(n + 1, 1)
with image in SO0(n, 1) ⊂ SO0(n + 1, 1). Now consider a deformation (ρt)t∈[0,1] of ρ. As in dimension 2 + 1
one obtains the map
ρ1 := ρ(0)
−1ρ′(0) : Γ→ o(n+ 1, 1) ,
which is a deformation cocycle for ρ. Moreover, there is an orthogonal decomposition o(n+1, 1) = o(n, 1)⊕Rn,1,
and we can decompose ρ1 along this direct sum. The component in o(n, 1) is a deformation cocycle for ρ0, so
it vanishes by the infinitesimal rigidity of ρ0, and thus ρ1 determines a R
n,1-valued cocycle.
This cocycle then determines a MGHFC spacetime, with holonomy representation (ρ0, ρ1) considered as
a homomorphism from Γ to Isom(Rn,1) = SO0(n, 1) ⋉ R
n,1. Moreover, the holonomy representations of all
MGHFC spacetimes can be obtained in this way, see [19, 7].
Proposition 2.10. The MGHFC spacetimes for which the linear part of the holonomy is equal to ρ0 are in
one-to-one correspondence with the deformations of ρ.
There is another geometrical interpretation of the deformation cocycle ρ, namely as a first-order deformation
of the flat conformal structure on M underlying its hyperbolic metric. Indeed, in the situation described above,
where M is considered as a totally geodesic submanifold of N , the conformal structure at infinity of N remains
conformally flat under a deformation. Conversely, any first-order deformation of the conformally flat structure
on M determines a deformation of its developing map in Sn and, by taking the convex hull of the complement
of its image, one obtains a first-order deformation of N .
One direct consequence Proposition 2.10 is that it is much more difficult to construct examples of MGHFC
spacetimes in higher dimensions than in dimension 2+1. An (n+1)-dimensional MGHFC spacetime is uniquely
determined by a closed n-dimensional hyperbolic manifold along with a Rn,1-valued deformation cocycle. For
n = 2, the latter corresponds to a tangent vector to the Teichmu¨ller space for a surface S of given genus g,
which implies that the MGHFC spacetimes homeomorphic to S×R form a manifold of dimension 12g−12. For
n ≥ 3, finding a MGHFC spacetime homeomorphic to M ×R is more difficult. Any closed manifold M admits
at most one hyperbolic metric g by Mostow’s rigidity theorem. Finding a deformation cocycle is equivalent to
finding a first-order deformation of the warped product hyperbolic metric dt2 + cosh2(t)g on R×M . For many
choices of (M, g), such a deformation cocycle does not exist. However there are also many examples where
(M, g) does admit a Rn,1-valued cocycle.
• This occurs whenever (M, g) contains a closed, totally geodesic submanifold, and the cocycle corresponds
to “bending” along this totally geodesic manifold, see [17, 15]. There are many (arithmetic) examples
of closed hyperbolic manifolds (in any dimension) containing a closed totally geodesic surface.
• Other examples of deformation cocycles can be found in specific cases, see e.g. [16, 2, 22].
In Section 7 we investigate the examples constructed by Apanasov in [2] and show how the frequency function
encodes information on the holonomy representation and hence on the topology of the spacetime.
2.7. Reconstructing a domain of dependence from its holonomy representation. In Section 6 and 7
we compute domains of dependence which are universal covers of MGHFC spacetimes. This requires a practical
way of reconstructing (to a good approximation) the shape of a domain from the holonomy representation of
the MGHFC spacetimes. For this, we use another characterization of those domains due to Barbot [3].
We consider a MGHFC spacetime M of dimension n+1 with fundamental group Γ. As explained in Section
2.1, the universal cover of M can be identified isometrically with a future-complete domain of dependence
D ⊂ R1,n. The fundamental group Γ acts isometrically on D with a quotient D/Γ isometric to M . Moreover
all elements of Γ except the unit element act on R1,n as loxodromic elements.
Definition 2.11. For g ∈ Γ, we denote by Dg the set of points x ∈ R1,n such that gp(x)− x is spacelike for all
p ∈ Z.
This is a simpler version of the definition at the beginning of Section 7 in [3], but both definitions are equivalent
in our case because the linear part of each nontrivial element g ∈ Γ is loxodromic. In (2+1) dimensions, it
is easy to give a more explicit description of the set Dg. If the linear part of g is loxodromic, then there is a
unique spacelike line lg in R
2,1 which is invariant under the action of g. It is proved in [3] that the set Dg is
then equal to the union of the past and the future of lg.
Proposition 2.12 (Barbot [3]). The domain of dependence D is one of the two connected components of
∩g∈ΓDg.
A proof can be found — in a more general setting — in Barbot’s work [3], see Section 7 for the definitions
and Section 10 for the statements corresponding to Proposition 2.12.
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3. Light emitted by the initial singularity
3.1. Definitions. We consider a domain of dependenceM in (n+1)-dimensional Minkowski space, as described
in the previous section.
An observer in free fall in M is characterized by his worldline, which is a future-oriented timelike geodesic in
M . This geodesic is specified by the choice of a point p ∈M and a future-directed timelike unit vector v ∈ Hn,
where we use the identification of Hn with the set of future directed timelike unit vectors H+ from section 2.
The point p ∈M corresponds to a given event on the worldline of the observer, while the vector v is his velocity
unit vector.
We consider a uniform light signal emitted near the initial singularity of M which is received by the observer
at the point p ∈M . The quantity measured by the observer is the frequency of this light signal, which depends
on the observer and on the direction in which the light is observed. We can construct this quantity as follows.
The space of lightlike rays arriving at p can be identified with the set of unit spacelike vectors orthogonal to
v and hence with T 1vH
n, which corresponds to the (n-1)-dimensional sphere Sn−1. We associate to each unit
vector u ∈ T 1vHn the ray through p with the direction given by the lightlike vector u − v. The basic idea is to
define the (rescaled) frequency function as a function
ρp,v : T
1
vH
n → R ,
which is given as the renormalized limit of the functions that measure the frequency of the light emitted from
the surface surface Hǫ of constant cosmological time ǫ:
ρp,v(u) = lim
ǫ→0
ǫρǫp,v(u).
The functions ρǫp,v are defined by the rule
ρǫp,v(u) = 〈v, νǫp,v(u)〉
where νǫp,v(u) is the normal of the surface Hǫ at the intersection point of Hǫ with the light ray p + R(u − v):
{qǫ(u)} = Hǫ ∩ (p + R(−v + u)). It is clear that the frequency function describes a frequency shift due to
the motion of the observer relative to the initial singularity and is closely related to the red-shift observed in
astronomical observations.
We consider first the (2 + 1)-dimensional case. In this situation, the frequency function of a domain that is
the future of a finite spacelike tree can be understood by considering two main examples. The first is a domain
that is the future of a point, i. e. a light cone, and the second is a domain which is the future of a spacelike line.
We first consider these two examples and then use them as the building blocks to analyze the general situation.
3.2. Example 1: future of a point. We consider the domain of dependence D which is the future of 0 ∈ R2,1
together with an observer in D which is given by a point p ∈ D and a future directed timelike unit vector v ∈ H2
as shown in Figure 3. The cosmological time τ of the event p is then determined by
〈p, p〉 = −τ2.(1)
We also consider the quantity δ defined by
〈p, v〉 = −τcosh δ,(2)
which is the hyperbolic distance between v and the point p/τ (see Figure 3). and measures the discrepancy
of the observer’s eigentime and the cosmological time. The cosmological time coincides with the observer’s
eigentime up to a time translation if and only if δ = 0. We can also interpret δ as the rapidity of the boost from
the worldline of the observer to the the geodesic through p and the origin.
For a given unit vector u ∈ T 1vH2 we also introduce a parameter φ defined by
〈p, u〉 = τsinh φ , φ ∈ [−δ, δ] .(3)
Geometrically, φ is the hyperbolic distance of the point p/τ from the geodesic orthogonal to u. It becomes
maximal when u ∈ T 1vH2 points in the direction of p/τ ∈ H2 and minimal when u points away from it.
We denote by tǫ ∈ R+ the parameter that characterizes the intersection point qǫ(u) of the light ray p+R(u−v)
with the surface Hǫ of constant cosmological time ǫ. As the latter is the set of points
Hǫ = {x ∈ R2,1| 〈x, x〉 = −ǫ2},
the parameter tǫ is characterized uniquely as the positive solution of the equation
〈p+ tǫ(−v + u), p+ tǫ(−v + u)〉 = −ǫ2.
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Inserting the parameters δ and φ defined in (2) and (3) and solving the equation for tǫ, we obtain
tǫ(u) =
τ2 − ǫ2
2τ(cosh δ + sinhφ(u))
.
The unit normal vector νǫp,v in the intersection point of p+ R(u− v) and Hǫ is given by
νǫp,v(u) =
1
ǫ
(p+ tǫ(−v + u)),
and the function ρǫp,v by
ρǫp,v(u) = −
〈
v,
p+ tǫ(−v + u)
ǫ
〉
.
A direct computation then shows that the rescaled frequency function then takes the form
ρp,v(u) =
τ
2(cosh δ + sinhφ(u))
.
Using the fact that the function φ takes values φ(u) ∈ [−δ, δ], one finds that the maximum and minimum
frequency are given by
(4) ρmaxp,v =
τ
2
eδ , ρminp,v =
τ
2
e−δ .
These equations show that the frequency function ρp,v allows one to re-construct the cosmological time τ(p) of
the observer at the reception of the light signal and the discrepancy between his eigentime and the cosmological
time, which is given by δ. Moreover, by determining the direction of the maximum, the observer can deduce
the direction of p/τ ∈ H2.
p/τ
p
v
v
Figure 3. Description of an observer for Example 1.
3.3. Example 2: future of a spacelike line. We consider the domain of dependence D which is the future
of a spacelike line Re in R2,1 together with an observer given by a point p ∈ D and a timelike future directed
timelike unit vector v ∈ H2. Using the symmetry of the system under translations in the direction of the line
and Lorentz transformations with the line as their axis, we can parameterize the data for the observer as follows
e = (0, 0, 1) p = τ(cosh δ, sinh δ, 0) v = (cosh ξ, 0, sinh ξ).(5)
If we denote by x0 ∈ H2 the timelike unit vector corresponding to the shortest line in R2,1 from Re to p, then ξ
is the hyperbolic distance of v ∈ H2 from from the geodesic through x0 that is orthogonal to Re. The parameter
δ is the hyperbolic distance from x0 to the projection of v onto this geodesic, as shown in Figure 4.
The rescaled frequency function is defined as in Example 1. For u ∈ T 1vH2, we have
ρp,v(u) = lim
ǫ→0
ǫρǫp,v(u) ρ
ǫ
p,v(u) = 〈v, νp,v(u)〉,(6)
where νp,v(u) is the unit normal vector to the constant cosmological time surface Hǫ at the intersection point
{qǫ(u)} = Hǫ ∩ (p+ R(u− v)). As the constant cosmological time surface Hǫ is of the form
Hǫ = {x ∈ R2,1 | 〈x, x〉 − 〈x, e〉2 = −ǫ2} ,(7)
the intersection point qǫ(u) is given by the equations
qǫ(u) = p+ tǫ(u− v), 〈p+ tǫ(u− v), p+ tǫ(u− v)〉 − 〈p+ tǫ(u − v), e〉2 = −ǫ2.(8)
Using the parameterization (5), in particular the identities 〈u− v, u− v〉 = 0, 〈p, e〉 = 0, we obtain a quadratic
equation in tǫ
t2ǫ〈e, u− v〉2 − 2tǫ〈p, u− v〉+ τ2 − ǫ2 = 0(9)
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with solutions
t±ǫ =
〈p, u− v〉 ±
√
〈p, u− v〉2 − (τ2 − ǫ2)〈e, u− v〉2
〈e, u− v〉2 .(10)
In the limit ǫ→ 0 this reduces to
t± =
〈p, u− v〉 ±
√
〈p, u− v〉2 − τ2〈e, u− v〉2)
〈e, u− v〉2 ,(11)
and the rescaled frequency function is given by
ρ = −〈v, p〉 − tǫ(1− 〈u− v, e〉〈v, e〉).(12)
To obtain a concrete parametrization for ρ, we parameterize the unit vector u ∈ T 1v (H2) as
u = cos θ(sinh ξ, 0, cosh ξ) + sin θ(0, 1, 0) .(13)
This implies
〈v, p〉 = −τ cosh δ cosh ξ , 〈v, e〉 = sinh ξ ,
〈p, u− v〉 = −τcosh δ(cos θsinh ξ − cosh ξ) + τsinh δ sin θ ,
〈e, u− v〉 = cos θcosh ξ − sinh ξ ,
and the expression for t± becomes
t± = τe
∓δ cosh ξ − sinh ξ cos θ ∓ sin θ
(cosh ξ cos θ − sinh ξ)2 .(14)
If we introduce an “angle variable” θξ defined by
tan
θξ
2
= eξ with θξ ∈ [0, π/2],(15)
then we obtain
t± =
τe∓δ sin θξ
2 sin2
(
θ±θξ
2
) .(16)
Note that t± ≥ 0 and that t± diverges for θ = ∓θξ. The two cases for t±, ρ± correspond to the intersection
points of the ray p+ R(u− v) with the two lightlike planes Q± containing Re. The relevant intersection point
is the one that is closer to p, i.e. the one with t = min(t±). From (14) it follows that this is the one associated
with t+ if 
 sin
(
θ−θξ
2
)
sin
(
θ+θξ
2
)


2
≤ e2δ(17)
and the one for t− otherwise. For the associated frequency functions, we obtain
ρ±(θ) =
τ
2
cosh ξ
(
e±δ − e∓δ
(
cosh ξ − sinh ξ cos θ ∓ sin θ
cosh ξ cos θ − sinh ξ
)2)
=
τ
2
cosh ξ

e±δ − e∓δ

sin
(
θ∓θξ
2
)
sin
(
θ±θξ
2
)


2

 .
Clearly, ρ+(θ) ≥ 0 if and only if (17) is satisfied, and ρ−(θ) ≥ 0 otherwise. The frequency function is therefore
given by
ρp,v(θ) = max(ρ+(θ), ρ−(θ)) =


ρ+(θ) for
(
sin
(
θ−θξ
2
)
sin
(
θ+θξ
2
)
)2
≤ e2δ
ρ−(θ) for
(
sin
(
θ−θξ
2
)
sin
(
θ+θξ
2
)
)2
≥ e2δ.
(18)
The frequency function has local maxima in
φmax± = ±θξ,(19)
where it takes the values
ρmax± =
τ
2
cosh ξe±δ,(20)
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e
ξ
δ
p/τvp
v
e
0 = r(p)
Figure 4. Description of an observer for Example 2.
and it vanishes if and only if 
sin
(
θ−θξ
2
)
sin
(
θ+θξ
2
)


2
= e2δ .(21)
This corresponds to t+ = t− or, equivalently,
〈p− τe, u− v〉 = 0.(22)
This condition is satisfied if and only if light ray p+R(u− v) intersects the line R · e, which, for each observer,
happens for exactly two values of θ.
The observer can therefore extract all relevant information from the function ρp,v(θ). He can determine the
cosmological time τ at the reception of the light signal, his position relative to the line, which is given by δ,
and his velocity relative to the line, which is given by ξ. The development of the measured frequency function
in terms of the eigentime of a moving observer is given by the dependence of his cosmological time and the
parameter δ on his eigentime. For an observer with a worldline specified by p ∈ D and v ∈ H2, his position at
an eigentime t after the event p is given by p′ = p+ tv. This implies that the cosmological time of p′ and the
associated parameter δ are given by
τ(t) =
√
τ2 + t2 − 2〈p, v〉 =
√
τ2 + t2 + τ cosh δ cosh ξ , coth δ(t) = coth δ + t
cosh ξ
cosh δ
.(23)
The time development of τ with the eigentime corresponds to an overall rescaling of the frequency function.
The time development of δ changes the relation between its constant and its angle-dependent part.
3.4. The rescaled density for a general domain. The results in the previous subsections allow one to
construct the rescaled frequency function for a domain which can be obtained from the light cone by the Mess
construction [19], i. e. via grafting along a weighted multicurve. To show that the rescaled density is well-defined
also for the case of a general geodesic lamination, one has to prove that the limit limǫ→0 ǫρ
ǫ
p,v exists for these
domains and for a general observer (p, v). As we will see, in general the problem is more subtle than it appears
and some care is needed to pass to the limit.
Let D be a generic domain of dependence in Rn,1. Fix an observer in D by specifying a point p ∈ D and
a future directed timelike unit vector v. To analyze the behavior of the frequency function, it is convenient to
express the function ǫρp,v(ǫ) as the composite of two functions qǫ : T
1
vH
2 → Hǫ and ιǫ : Hǫ → R, where qǫ(e) is
the intersection of the light ray p+R · (e− v) with the level surface of the cosmological time Hǫ = τ−1(ǫ), and
ιǫ(q) = −ǫ〈νǫ(q), v〉 ,
where ν(q) denotes the unit normal vector of Hǫ in q. It is clear that the maps qǫ : T
1
vH
2 → Hǫ converge to
a map q0 : T
1
vH
2 → ∂D as ǫ → 0. The idea is to show that the maps ιǫ : Hǫ → R converge to a function
ι : ∂D → R as ǫ → 0. Note, however, that functions ιǫ : Hǫ → R are defined on different domains, so we need
to make this statement more precise.
Let Pv be the hyperplane in R
n,1 orthogonal to v. By [19, 7], the surfaces Hǫ can be realized as the graphs
of convex functions uǫ : Pv → R. More precisely, the level surfaces of the cosmological time can be identified
with the set of points Hǫ = {q = x+ uǫ(x)v|x ∈ Pv}. As ǫ→ 0, the functions uǫ converge to a convex function
u0, whose graph is the boundary ∂D.
Thus, there is a natural identification between Pv and Hǫ given by x 7→ x + uǫ(x)v. In particular, we may
consider the functions ιǫ as functions defined on Pv. The following result then shows that the frequency function
can be defined pointwise on the boundary of any domain of dependence.
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Proposition 3.1. For a fixed x ∈ Pv the function ǫ 7→ ιǫ(x) is increasing. Moreover the function
ι(x) = lim
ǫ→0
ιǫ(x) = inf
ǫ
ιǫ(x)
is finite-valued at each point and locally bounded.
The proof of this proposition will be based on the following technical lemma.
Lemma 3.2. The square of the cosmological time τ2 is convex along each timelike line.
Proof. Take r ∈ Rn,1 and consider the cosmological time function on I+(r) which is defined by
τr(p) =
√
−〈p− r, p− r〉
It is clear that the restriction of τ2r along every line p+ R · w is a degree two polynomial function of the affine
parameter with leading coefficient −〈w,w〉. In particular, the function τr is convex along all timelike directions.
Given a point q ∈ D, let r = r(q) be the corresponding point on the singularity. Then I+(r) ⊂ D and on
I+(r) we have τ ≥ τr. Moreover, the cosmological time of q and its gradient are given by τ(q) = τr(q) and
gradτ(q) = gradτr(q) =
1
τ (q − r).
Take a timelike vector w and consider the functions f(t) = τ2(q + tw) and g(t) = τ2r (q + tw). They are
C1,1-functions, which coincide with their derivatives at t = 0. As f(t) ≥ g(t) we deduce that if f ′′ exists in 0
then f ′′(0) ≥ g′′(0) > 0. Thus f ′′(t) > 0 for all t for which f ′′ exists. Since f ′ is Lipschitz, for s < t
f ′(t)− f ′(s) =
∫ t
s
f ′′(x)dx > 0 ,
and hence f is convex. 
Proof of Proposition 3.1. Let D be a domain with cosmological time function τ . It then follows from the results
in [7] that for all points q ∈ H(ǫ) one has gradτ(q) = −νǫ(q). This implies −ǫνǫ = τgradτ = 12grad(τ2), and we
deduce
ιǫ(x) =
1
2
〈gradτ2(x + uǫ(x)v), v〉 .
For a given point x ∈ Pv, we can consider the restriction of τ2 to the vertical line x+ R · v
fx(s) = τ
2(x+ sv),
which is a convex function of s by Lemma 3.2. As we have
ιǫ(x) =
1
2
(fx)
′(uǫ(x)),
the monotonicity of ιǫ then follows from the monotonicity of (fx)
′. 
Proposition 3.1 allows us to define the rescaled frequency function for a domain D and an observer (p, v) as
the map
ρ(p,v) : T
1
vH
2 → R≥0, ρ(e) = ρ(p,v)(e) = ιv(q0(e)) .
Note, however, that it is in general not true that ρǫ(e) → ρ(e) as ǫ → 0, since the convergence ιǫ → ι is not
necessarily uniform. In the next section, we will investigate the regularity of ι and show that the convergence
of ρǫ to ρ holds for generic observers and generic directions.
3.5. Domains with a closed singularity in dimension 2+ 1. To analyze the convergence properties of the
rescaled frequency functions ρǫ, we first consider the case where the initial singularity T is a closed subset of
∂D. In this situation, the frequency function simplifies considerably. Note, however, that this condition never
holds for the universal covering of MGHFC spacetimes, as will be proved in the next section. Nevertheless,
the results for this case are useful to compute the frequency function for domains of dependence that are the
intersection of a finite number of half-spaces.
The simplifications in the case of a closed initial singularity arise from the fact that there is an extension of
the map r on the boundary of D, based on the following geometric idea. For each point q0 ∈ ∂D, there is a
lightlike ray R through q0 which is contained in ∂D. We will suppose that the lightlike ray R is maximal with
respect to inclusion. The ray R can always be extended to infinity in the future, but it has a past endpoint
r0 ∈ ∂D. The ray R is unique unless q0 = r0, which implies that the point r0 is uniquely determined by q0.
This defines a natural map r0 : ∂D → ∂D, and it follows directly from its definition that r0 ◦ r0 = r0.
The image of r0 is called the extended singularity and denoted by Tˆ . It contains all points which are the past
endpoint of a maximal lightlike ray contained in ∂D. In particular, the initial singularity T is contained in
Tˆ . Note that, unless Tˆ is closed, the map r0 cannot be continuous. We will see in the next section that this
non-continuity occurs in many interesting and relevant examples.
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Proposition 3.3. Consider the function Iv : ∂D → R≥0 defined by
Iv(q0) = 〈q0 − r0(q0), v〉 .
If the singularity is closed in ∂D then T = Tˆ and ιǫ uniformly converges to Iv. As a consequence, the function
ιv = Iv is continuous.
Proof. For any point x ∈ Pv we denote by qǫ(x) the point x + uǫ(x)v ∈ Hǫ and by rǫ(x) be the projection of
qǫ(x) on the initial singularity. The results in [7] imply that these points are related by the following equation
(24) qǫ(x) = rǫ(x) + ǫνǫ(x) .
Take now any sequence xn ∈ Pv that converges to x and ǫn → 0. Then the associated sequence qǫ(x)
converges to q0(x) = x+ u0(x)v, and we obtain
ιǫn(xn) = −〈qǫn(xn)− rǫn(xn), v〉 .
To prove that ιǫ converges uniformly to Iv, it is then sufficient to check that rn = rǫn(xn) converges to r0(q0)
For this, note that the sequence rn is contained in a compact subset of the boundary ∂D and hence has a
subsequence (rnk )k∈N which converges to a point r0 ∈ ∂D. By the assumption on T , the point r0 is also
contained in T . We prove in the next paragraph that r0 = r(q0(x)). The uniqueness of the limit implies that
the whole sequence rn converges to r0.
That r0 = r0(q0) can be established as follows. The sequence of timelike vectors qnk − rnk converges to
q0 − r0. This implies that q0 − r0 is not spacelike. As ∂D is an achronal surface, it must be lightlike and the
lightlike ray R = r0 + R≥0 · (q0 − r0) is contained in ∂D. Since r0 is on the singularity, we obtain that the ray
R is maximal so that r0 = r(q0). This also shows that the image of r0 is contained in T . 
Remark 3.4. In the general case, we cannot conclude because the limit point r0 may not be on the singularity.
However, it is always true that the ray q0 + R · (q0 − r0) is contained in ∂D, so it is contained in the maximal
lightlike ray through q0. In other words the point r0 lies on the segment [q0, r0(q0)]. This shows that in general
lim sup ιǫn(xn) ≤ Iv(x)
for any sequence ǫn → 0 and xn → x. In particular, it implies ιv(x) ≤ Iv(x) and hence that ιv is zero on the
initial singularity.
3.6. Generic domains in dimension 2+1. Although at a first sight, the hypothesis of Proposition 3.3 could
appear to hold generally, this is not the case. Indeed, if D is the universal covering of a MGHFC spacetime
whose holonomy representation is not linear, then the condition cannot be satisfied.
Remark 3.5. [19] Let D be the universal covering of of a MGHFC spacetime. Then T is never closed in ∂D.
The following proposition describes the regularity properties of of the functions ιv and Iv for in general
domains in 2+1 dimensions. The result is that at generic points, these functions are continuous and coincide.
Proposition 3.6. The following properties hold for the functions ιv and Iv:
• The function ιv is upper semicontinuous.
• The set of discontinuity points of ιv is meagre.
• The function Iv is upper semicontinuous.
Proof. The first property holds since f is the supremum of a family of continuous functions. Moreover, as it is
the limit of continuous functions, by a classical result of Lebesgue, its discontinuity points form a meagre set.
Let us prove that Iv is upper semi-continuous. For this, take a sequence of points xn ∈ Pv that converges
to x. Up to passing to a subsequence we may assume that lim sup Iv(xn) = lim Iv(xn). If lim Iv(xn) = 0, then
clearly Iv(x) ≥ lim sup Iv(xn).
Let us treat the case where lim Iv(xn) > 0. The sequence of points qn = xn + u(xn)v ∈ ∂D converges to
q = x+u(x)v ∈ ∂D. By the assumption on lim Iv(xn) we have that r0(qn) 6= qn for n sufficiently large. Consider
the sequence of lightlike rays Rn containing qn and r0(qn). Up to passing to a subsequence, we may assume
that it converges to a lightlike ray R through q. The sequence (r0(qn))n∈N converges to the past endpoint of R.
Since R is contained in ∂D we deduce that r1 = lim r0(qn) is a point on the segment [r0(q), q] and we have
lim
n→+∞
Iv(xn) = −〈q − r1, v〉 ≤ 〈q − r0(q), v〉 = Iv(q) .

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4. Stability of the frequency function
In this section we investigate the stability of the frequency function. Given a sequence of domains of depen-
dence Dn that converges to D and an observer (p, v) in D, then (p, v) is also an observer in Dn for n sufficiently
large. Let ρnv be the frequency function for Dn as seen by the observer (p, v) and ρ the associated frequency
function for D. We will investigate under which conditions the frequency functions ρnv converge to the frequency
function ρ.
We will first show by a counterexample in subsection 4.1 that in general there is no convergence even in the
weak sense. However, we identify a subclass of domains of dependence, called domains of dependence with a
flat boundary, which includes the interesting examples. In subsection 4.2 we prove that the convergence holds
for these domains. In subsection 4.5 we will then prove that universal coverings of MGHFC spacetimes in
dimension 2+1 are contained in this class. As in the previous subsection, it is advantageous to work with the
frequency functions ιv and ι
n
v introduced there.
4.1. An example. We fix coordinates x0, x1, x2 on R
2,1, so that the Minkowski metric takes the form −dx20 +
dx21 + dx
2
2 and consider the timelike vector v = (1, 0, 0). Let P be the horizontal plane at height equal to 1.
Then the intersection of P with the cone I+(0) is a circle C of radius 1. Let Ck be the regular polygon with k
edges tangent to C. Clearly, Ck converges to C in the Hausdorff sense as k → +∞.
Now observe that for each edge of Ck the plane that contains 0 and this edge is lightlike, since it is tangent
to I+(0). Let Dk be the intersection of the future of the k lightlike planes containing 0 and the edges of Ck.
Then Dk is a domain of dependence and converges to D for k →∞ on compact subsets.
We denote by ιkv and ιv, respectively, the frequency function of Dk and D with respect to the observer (p, v)
and prove that ιkv does not converge to ιv on a set of positive measure. Regarding L
1-functions as continuous
functionals on the set of continuous functions with compact support, we will show that ιvk weakly converges to
1
2 ιv. In other words, for every continuous function φ with compact support we have∫
Pv
φιnvdV →
1
2
∫
Pv
φιvdV
where dV is the area measure of the horizontal plane Pv. In particular, in this example ι
k
v does not converge to
ιv even in this weak sense.
The computation of ιv can be performed as follows. The initial singularity of I
+(0) reduces to the point 0,
and hence is a closed subset. It turns out that, for every point x ∈ Pv the frequency function ιv is given by
ιv(x) = −〈x+ ‖x‖v, v〉 = ‖x‖.
Consider now the domain Dk. The initial singularity of Dk is the set of spacelike lines joining 0 to the
vertices of the polygon Ck. So when we project on the plane Pv, the initial singularity appears as the union of
k rays s1, . . . sk starting from 0, so that the angle between sj and sj+1 is 2π/k. Let fk : Pv → R the function
whose graph if the boundary of Dk. On the region Pj of Pv that is bounded by sj and sj+1, the function
fk is differentiable, and the gradient of fk is a unit vector whose angle with sj is equal to π/k. The integral
lines of the gradient are parallel lines that form an angle equal to π/k with both sj and sj+1. If we denote by
r(x) the intersection point of the line through x with the singularity, then the frequency function is given by
ιkv(x) = fk(x) − fk(r(x)) = ||x− r(x)||.
Let now s′j be the unique line of this foliation which starts at 0. Clearly, it is the bisector of Pj . If x is on
the right of s′j then r(x) ∈ sj . If x is on the left of s′j then r(x) ∈ sj+1. We now consider the set
Ekj = {x ∈ Pj | ιkv(x) ≤ ‖x‖/2} .
For each point x ∈ Pj , consider the triangle with vertices at x, r(x) and 0. Note that ιkv(x) is the length of
the edge joining x to r(x). The sine formula of Euclidean triangles then shows that
ιkv(x) = ‖x‖
sinφ
sin(π/k)
where φ is the angle at the vertex 0 in the above triangle. Thus, let φk be such that sinφk =
1
2 sin(π/k). Let
s′′j and s
′′′
j be the rays in Pj forming an angle φk respectively with sj and sj+1. Then, E
k
j is the union of two
sectors bounded respectively by sj and s
′′
j and by sj+1 and s
′′′
j .
By the concavity of the function sin in [0, π/2] we have φk > π/2k, so for any radius R the area of E
k
j ∩B(0, R)
is bigger than 12 times the area of Pj ∩B(0, R). Now let us consider the set
Ek = {x ∈ Pv|ιkv(x) ≤ ‖x‖/2} =
⋃
Ekj .
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The area of Ek ∩B(0, R) is the sum of the areas of the Ekj ∩B(0, R), so that
Area(Ek ∩B(0, R)) ≥ 1
2
∑
Area(Pj) =
πR2
2
and, consequently, ∫
B(0,R)
(ιv − ιkv)dV ≥
∫
B(0,R)∩Ek
(ιv − ιkv)dV ≥
∫
B(0,R)∩Ek
‖x‖
2
dV .
As Ek is a cone from the origin and the function x → ‖x‖/2 depends only on the distance from the origin, it
follows that ∫
B(0,R)
ιv − ιkv ≥
1
2
∫
B(0,R)
‖x‖
2
= πR2/4 .
In particular, this shows that ιkv does not converge weakly to ιv.
Proposition 4.1. The sequence ιkv weakly converges to ιv/2 in L
1
loc(Pv).
Proof. Note that since ιkv(x) ≤ ‖x‖, up to passing to a subsequence, there is a weak limit in L1loc(Pv), say J .
We will prove that J = ιv/2. This is sufficient to deduce that the whole sequence converges to ιv/2.
For this, we consider the following sequence ωk = ∗duk of 1-forms on Pv, where uk is the function whose
graph is ∂Dk and ∗ is the Hodge operator. Note that ωk is a L∞ 1-form defined in the complement of the
singularity.
As duk → du at every differentiable point of u and ||duk|| ≤ 1, by the Dominated Convergence Theorem we
have that duk → du strongly in L1loc(Pv) as k → +∞. This implies that ωk → ω = ∗du strongly in L1loc(Pv).
We claim that for any compact supported smooth function f the following formula holds:
(25)
∫
Pv
df ∧ Jω = 1
2
∫
Pv
df ∧ ιvω .
Since df ∧ ω = ∂f∂ρdV , this formula implies ∫
Pv
∂f
∂ρ
(ιv/2− J)dV = 0,
and by a simple density argument we conclude that J = 12 ιv.
To prove the claim, first note that ∫
Pv
df ∧ Jω = lim
∫
Pv
df ∧ ιkvωk .
Now, note that on each region Pj of the complement of the singularity, ι
k
vωk is a smooth 1-form, and its
differential is equal to
d(ιkvωk) = dι
k
v ∧ ωk + ιkvdωk
= dιkv ∧ ωk + ιkvd(∗duk)
= dιkv ∧ ωk + ιkv∆ukdV .
Since the function uk is affine on Pj , the last term vanishes. Moreover, we have dι
k
v∧ωk = dιkv(graduk)dV = dV ,
since, on the integral lines of the gradient of uk, ι
k
v is an affine function with derivative equal to 1.
Using the fact that ιkv ∧ ωk vanishes on the singularity, we obtain∫
Pj
df ∧ Jω = −
∫
Pj
fdV,
which implies
∫
Pv
df ∧ ιkvωk = −
∫
Pv
fdV , and we conclude that
(26)
∫
Pv
df ∧ Jω = lim
∫
Pv
df ∧ ιkvωk = −
∫
Pv
fdV .
On the other hand note that on Pv \ {0} we have the identity
d(ιv ∧ ω) = dιv ∧ ω + ιv ∧ dω .
Now as before dιv ∧ ω = dV , but ιvdω = ιv∆udV = ιvu dV = dV , where the last equality holds since ιv = u in
this example. So if Bǫ is the disk centered at 0 with radius ǫ we have∫
Pk\Bǫ
df ∧ ιvω = −
∫
Pk\Bǫ
2fdV −
∫
∂Bǫ
fιvω .
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As ω is bounded, the last term vanishes as ǫ→ 0 so we deduce∫
Pk
df ∧ ιvω = −
∫
Pk
2fdV.
Equation (25) then follows by comparing this equation with (26). 
Remark 4.2. Proposition 4.1 makes it clear that the reason why ιkv does not converge to ι is the fact that ∆u
is not concentrated on the singularity, whereas ∆uk vanishes outside the singularity. This remark will lead us
below to introduce the notion of domain of dependence with flat boundary, where this problem is excluded. We
will then prove (Theorem 4.13) that, for domains of dependence with flat boundary, the convergence does hold.
We will then show in Section 4.4 that, without this hypothesis, although the sequence ιkv do not converge to ιv,
it does have a limit, and this limit differs only by bounded factor (attained in the example presented above)
from ιv.
We conclude this section with a simple remark. In the example above we have seen a sequence of domains
of dependence Dn which converges to a domain D, but for which the corresponding sequence of frequency
functions ιnv does not converge to the frequency ιv of D. However, in it is clear that
ιv(x) ≥ lim sup
n→+∞
ιnv (x)
This estimate holds in general and is a consequence of two facts:
• The frequency functions ιnǫ of the surfaces ofHǫ ⊂ Dn converge to the frequency function of the Hǫ ⊂ D.
• The frequency function of any domain is the infimum of the frequency functions of its surfaces Hǫ of
constant cosmological time.
We include a proof of the first statement for the sake of completeness.
Proposition 4.3. Let Dk be a sequence of domain of dependence converging to a domain D. Denote by ι
k
v
the frequency function of D and by ιv the frequency function of D. Then for every x ∈ Pv we have ιv(x) ≥
lim supk→+∞ ι
k
v(x).
Proof. Let us fix ǫ. Denote by ιkǫ the frequency function of the level surface H
k
ǫ = τ
−1
k (ǫ) of the cosmological
time of Dk. By [7], we know that the sequence of surfaces H
k
ǫ converges to the level surface Hǫ = τ
−1(ǫ) of
D as k → +∞. This means that the function ukǫ : Pv → R, whose graph is Hkǫ , converges as k → ∞ to the
function uǫ : Pv → R which defines Hǫ. By convexity, gradukǫ (x) converges to graduǫ(x). As ιkǫ is given by
ιkǫ (x) =
ǫ√
1− ‖gradukǫ‖2
,
it follows that ιkǫ (x) → ιǫ(x) as k → +∞. Now note that ιkv(x) ≤ ιkǫ (x) for every k. So passing to the lim sup
we obtain
lim sup ιkv(x) ≤ ιǫ(x)
and by taking the infimum over ǫ
lim sup ιkv(x) ≤ ιv(x) .

4.2. Domains of dependence with flat boundary. Let P be a lightlike plane in Rn,1 and denote by g the
degenerate metric on P induced by the Minkowski metric. We note that P is foliated by lightlike lines which
are parallel to the kernel of g and denote by P/L be the space of leaves.
Lemma 4.4. P/L is equipped with a flat metric gˆ that makes it isometric to Rn such that g is the pull-back of
gˆ by the natural projection P → P/L
Lemma 4.4 implies that there is a natural (n− 1)-form ωP on P defined as the pull-back of the area form of
g. This form has the following characterization. If S is any spacelike compact hypersurface in S oriented by a
future-oriented transverse direction, its area is equal to the integral of ωP on S.
Now, given a domain of dependence D we consider the 1-form ω on ∂D defined in the complement of the
singularity. If p is not on the singularity and P is the unique support plane at x, then ωx = ωP .
Regarding ∂D as the graph of a function u on some fixed spacelike plane Pv, it turns out that the identification
between Pv and ∂D is differentiable at each point where u is differentiable, so in the complement of the
singularities. We can therefore express ω as a form on Pv.
Lemma 4.5. ω = ∗du where ∗ is the Hodge star operator of Pv.
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Note in particular that ω is a L∞-form. Moreover, since u is convex, the differential of ω defined as a
distribution on Rn is in fact a positive locally finite Radon measure. More precisely, we have the following
result.
Lemma 4.6. dω = ∆u, where ∆u is a positive Radon measure.
Proof. Let (un)n∈N be a sequence of smooth convex functions converging to u. Then d ∗ dun = ∆un → ∆u
as distributions. Since the un are convex, the ∆un are positive, so their distribution limit ∆u is a positive
distribution. Therefore (essentially by the Riesz representation theorem) it is a Radon measure. 
Definition 4.7. The boundary of a domain D is called flat, if dω is a measure concentrated on the singularity.
Let us recall that a Radon measure µ on Pv is concentrated on A if µ(Pv \ A) = 0. It is not difficult to
check that if the boundary of D is locally given as the union of a finite number of lightlike planes, then it is
flat. In Section 4.5 we will see that a domain of dependence in R2,1 that is the universal cover of a MGHC flat
spacetime of genus g ≥ 2 always has flat boundary. The choice of terminology is due to the following lemma.
Lemma 4.8. Let D be a domain of dependence with a flat boundary. Suppose that A is an open subset of ∂D
which does not meet the singularity. Then A is contained in a lightlike hyperplane.
Proof. As Hess(u) is a measure with values in the positive definite quadratic forms, one finds that if ∆u = 0,
then Hess(u) is zero on A. This implies that −u is a convex function too, so u is an affine function, i. e. the
graph of u|A is a plane. Since it is contained in the boundary of D, this plane must be lightlike. 
Remark 4.9. If D is a domain of dependence obtained as the intersection of the future of a locally finite family
of lightlike planes in Rn,1, then its boundary is clearly flat according to the previous definition. Moreover,
Lemma 4.8 shows that if D is a domain with flat boundary and the initial singularity is closed in D, then D is
the intersection of the future of a locally finite family of lightlike planes.
However, in the next subsection we will show some interesting examples of domains of dependence with
flat boundary which are not of polyhedral type. This depends on the fact that in those examples the initial
singularity is not a closed subset. In fact, in many cases the singularity is dense.
If D is a domain of dependence with flat boundary, the following proposition holds. This proposition will be
the key ingredient in the proof of the stability of the frequency functions.
Proposition 4.10. Let v be a timelike unit vector. If D is a domain of dependence with flat boundary then for
every compactly supported smooth function f on Pv the following identity holds:∫
Pv
df ∧ (ιvω) = −
∫
Pv
fdV .
The proof of the proposition is based on the following lemma, which is also valid if D does not have flat
boundary.
Lemma 4.11. Let uǫ : Pv → R be the function whose graph is the level surface Hǫ and let ιǫ be the frequency
function for Hǫ. Then at every point where graduǫ is differentiable we have
0 < 〈gradιǫ, graduǫ〉 ≤ 1 ,(27)
ιǫ∆(uǫ) ≤ n− ||graduǫ||2 .
Proof. Since the vector graduǫ + v is orthogonal to the surface Hǫ, the unit normal future-oriented vector is
obtained by normalizing it as
νǫ =
1√
1− ‖graduǫ‖2
(graduǫ + v),
which implies
ιǫ = −ǫ〈νǫ, v〉 = ǫ√
1− ‖graduǫ‖2
.
Thus at every point where ‖graduǫ‖ is differentiable we have
〈gradιǫ, graduǫ〉 = ǫ
(1− ‖graduǫ‖2)3/2 〈Hess(uǫ)graduǫ, graduǫ〉 ,
which is positive by the convexity of uǫ.
To prove the estimate from above we use a comparison argument. Consider the retraction of the point
q = x + uǫ(x)v on the singularity, say r = r(q). Note that on I
+(r) ∩D the function f(p) = √−〈p− r, p− r〉
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is less than than the cosmological time. It follows that the level surface H ′ = f−1(ǫ) is contained in the closure
of the future of Hǫ. Moreover, since τ(q) = f(q) = ǫ those surfaces are tangent at the point q.
Note that H ′ is the graph of the function
h : Pv → R, h(x) = c+
√
‖x− r¯‖2 + ǫ2,
where c ∈ R and r¯ ∈ Pv are determined by the orthogonal decomposition r = r¯ + cv .
From the fact that H ′ is tangent to H at q and that it is contained in its epigraph, one deduces
• uǫ(q) = h(q),
• graduǫ(q) = gradh(q),
• Hessuǫ(q) ≤ Hessh(q),
where the last inequality implies that the difference is a positive definite matrix. In particular, we find that at
the point q
〈gradιǫ, graduǫ〉 ≤ ǫ
(1− ‖graduǫ‖2)3/2 〈Hess(h)gradh, gradh〉 .
Now an explicit computation shows that
gradh =
1
h− c(x − r¯) , Hessh =
1
h− c (Id− gradh⊗ gradh),
which implies that, still at the point q, the following inequalities hold
〈grad(ιǫ), grad(uǫ)〉 ≤ ǫ
(1− ‖grad(uǫ)‖2)3/2(h− c) (‖grad(h)‖
2 − ‖grad(h)‖4)
≤ ǫ
(1− ‖grad(uǫ)‖2)3/2(u− c) (‖grad(uǫ)‖
2 − ‖grad(uǫ)‖4)
Using ‖graduǫ‖ < 1 and the identities
uǫ(q)− c = −〈q − r(q), v〉 = ιǫ(q) = ǫ√
1− ‖grad(uǫ)‖2
,
we obtain
〈gradιǫ, graduǫ〉 ≤ ‖graduǫ‖2 ≤ 1.
To prove (28), it is then sufficient to note that
∆uǫ(q) ≤ ∆h = 1
ιǫ(q)
(n− ||graduǫ||2) .

Proof of Proposition 4.10. Let ιǫ be the frequency function of the surface Hǫ, let uǫ : Pv → R be the C1,1-
function whose graph is the surface Hǫ, and set ωǫ = ∗duǫ. Then ωǫ → ω in L1loc. Moreover ωǫ is a Lipschitz
form. Analogously, we find that ιǫ is a Lipschitz function since
ιǫ(x) =
1√
1− ‖graduǫ‖2
.
It follows that for every smooth function with compact support f we have
(28)
∫
Pv
df ∧ (ιǫωǫ) = −
∫
Pv
fdιǫ ∧ ωǫ −
∫
Pv
fιǫ∆uǫdV .
As ιǫ ց ι pointwise and f has compact support, there exists a constant C such that |fιǫ| < C for ǫ < 1. It
then follows by the Dominated Convergence Theorem that∫
Pv
fιǫ∆u→
∫
Pv
fι∆u = 0 ,
where the last equality holds because ι is zero on the singularity and ∆u is concentrated there.
On the other hand, we have ∆uǫdV → ∆udV as measures, which implies∣∣∣∣
∫
fιǫ∆uǫdV −
∫
fι∆u
∣∣∣∣ < C
∣∣∣∣
∫
K
∆uǫdV −
∫
K
∆u
∣∣∣∣→ 0 .
As ι vanishes on the singularity, it follows that the last term on the right-hand side of (28) converges to 0. To
conclude, it is sufficient to show that ∫
Pv
fdιǫ ∧ ωǫ →
∫
Pv
fdV .
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Now the 2-form dιǫ ∧ ωǫ is equal to dιǫ(graduǫ)dV . So it is sufficient to prove that gǫ = 〈gradιǫ, graduǫ〉 weakly
converges to 1 in L1loc.
First we consider the case whereD is the intersection of the futures of a finite number of lightlike hyperplanes –
we will describe this situation by saying that D is “finite”. Then the singularity is a finite tree and, in particular,
it is closed. In this case, given a point x ∈ Pv, we denote by r0(x) the starting point of the lightlike ray through
q(x). Then the restriction of the map r0 on each region E of ∂D \ T is a smooth projection and satisfies
ιv(x) = −〈q(x)− r0(x), v〉 .
A simple computation shows that gradιv = gradu on E, which implies
(29) 〈gradιv, gradu〉 = 1 .
On the other hand, if r0(x) lies in the interior of a segment e of T , it is not difficult to check that gradιǫ(x)→
gradι(x). Indeed consider the domain Dˆ defined as the future of the spacelike line which contains the segment
e. Note that Dˆ ⊃ D, and e is contained in the singularity of Dˆ. Thus if rˆ : Dˆ → eˆ denotes the retraction on
the singularity, then that rˆ−1(e) = r−1(e) = U , and the cosmological time of D coincides with the cosmological
time of Dˆ on U . Then the frequency function ιv and ιǫ around q can be computed by considering the domain
Dˆ instead of the domain D. In that case an explicit computation shows that the convergence to (29) holds.
In particular, the function gǫ converges to 1 almost everywhere. Since Lemma 4.11 shows that gǫ is bounded
by 1, the Dominated Convergence Theorem implies that gǫ converges strongly to 1 in L
1
loc. So the proposition
is valid whenever D is finite.
Consider now the general case. By Lemma 4.11, we have gǫ < 1 at every point. So for every sequence ǫn → 0,
up to passing to a subsequence, we can take the weak limit in L1loc. That is, there exists a function g such that∫
fgdV = lim
n→+∞
∫
fgǫndV ,
and ‖g‖L∞ ≤ 1. Note in particular that for every smooth function with compact support we obtain∫
df ∧ ιω = −
∫
fgdV
Clearly, the same formula holds for any function f which is the limit in the Sobolev space W 1,1(K) of smooth
functions with compact support.
To prove that g = 1 we use an approximation argument. LetDk be a sequence of finite domains of dependence
converging to D, and let uk : Pv → R be the functions whose graph is ∂Dk. Consider a smooth function
φ : [0,+∞)→ [0,+∞) which is decreasing and such that its support is contained in [0,M ], and define
fk(x) = φ(uk(x)) , f(x) = φ(u(x)) .
Then the functions fk are C
1 with compact support and are limits of smooth functions with compact support.
They satisfy
dfk = φ
′(uk)duk , df = φ
′(u)du .
As (29) holds for finite domains we obtain for every k∫
−φ′(uk)ιkdV =
∫
φ(uk)dV ,
and with the inequality φ′ ≤ 0 we deduce∫
|φ′(uk)|ιkdV =
∫
φ(uk)dV .
As uk → u uniformly on compact subsets and φ(uk) is zero outside a compact region, which is independent of
k, we obtain
(30)
∫
|φ′(uk)|ιkdV →
∫
φ(u)dV .
On the other hand, Fatou’s Lemma implies
(31) lim
∫
|φ′(uk)|ιkdV ≤
∫
lim sup(|φ′(uk)|ιk)dV .
Note that by Proposition 4.3 the right-hand side is less than
∫ |φ′(u)|ιdV = ∫ φ(u)gdV . Comparing (30) and
(31) yields ∫
|φ′(u)|dV ≤
∫
|φ′(u)|gdV,
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and since g(x) ≤ 1 almost everywhere, it follows that g(x) = 1 almost everywhere. 
Remark 4.12. In other words, Proposition 4.10 states that ιvω is a primitive of the volume form of Pv in a
distributional sense.
4.3. Stability of the frequency function for domains with flat boundary. We can state now the main
stability theorem of this section.
Theorem 4.13. Let Dk be a sequence of regular domains converging to D. If the boundaries of Dk and D are
all flat then ιkv → ιv strongly in L1loc(Pv).
Proof. Consider the convex functions uk : Pv → R whose graphs are identified with ∂Dk. Note that the sequence
uk converges to u uniformly on compact subsets. Moreover, since duk converges to du almost everywhere and
‖duk‖ < 1, it follows from the Dominated Convergence Theorem that duk → du in L1(Pv), which implies
ωk → ω in L1(Pv).
We may assume that uk > 0 for every k. By this assumption, ι
k
v(x) < uk(x) for every x. So the functions ι
k
v
are uniformly bounded on compact subsets. Consequently, there exists a weak limit J of the sequence ιkv , that
is a L1 function J with
(32)
∫
fιkvdV →
∫
fJdV
for every compactly supported continuous function f .
Now we claim that for every compactly supported smooth function f we have
(33)
∫
Pv
df ∧ (Jω) = −
∫
Pv
fdV =
∫
Pv
df ∧ (ιvω) .
From this claim it then follows that Jω = ιvω almost everywhere and hence J = ιv.
To prove the claim, first note that the left-hand side of (33) can be rewritten as
(34)
∫
Pv
df ∧ (Jω) =
∫
Pv
(J − ιkv)df ∧ ω +
∫
Pv
ιkvdf ∧ (ω − ωk) +
∫
Pv
df ∧ (ιkvωk) .
By Proposition 4.10, the last term is equal to the right-hand side of (33) and hence independent of k.
As ωk converges to ω in L
1
loc(Pv), the second term in (34) vanishes as k → +∞. (Note that the functions
ιkvdf are uniformly bounded in L
∞
loc).
Finally by the density of continuous functions in L2loc, J is the weak limit of ι
k
v in L
2
loc, that is, (32) holds
for every L2-function defined on some open subset with compact closure. In particular, the first term on the
right in (34) also vanishes as k → +∞ (indeed df ∧ω = gdV for some compactly supported L∞-function g). So
letting k go to +∞ in (34), we deduce that (33) holds, and the claim is proved.
To show that ιv is a strong limit of ι
k
v we use the following remark:
∀x ∈ ∂D : ιv(x) ≥ lim sup ιkv(x) .
This holds due to the following: if rk is the maximal lightlike ray in ∂Dk that contains the point x + uk(x)v,
then the sequence rk converges to a lightlike ray r contained in ∂D, which contains the point x+ u(x)v. So the
same argument as in the proof of Proposition 4.3 may be used.
Let us now fix an open subset A ⊂ Pv with compact closure. Then there is a constant M > 0 such that ιv
and ιkv are bounded by M on A. This implies that the functions −(ιkv)2 are uniformly bounded and allows one
to apply Fatou’s Lemma. It follows that∫
A
−(ιv)2 ≤
∫
A
− lim sup(ιkv)2 ≤ lim inf
(
−
∫
A
(ιkv)
2
)
which implies
‖ιv‖L2(A) ≥ lim sup ‖ιkv‖L2(A) .
As the sequence ιkv converges weakly to ιv in L
2(A), this estimate implies the strong convergence in L2(A). The
L2-convergence on a compact set then implies the L1-convergence. 
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4.4. Uniform bounds for domains with non-flat boundaries. We have seen in Section 4.3 that if D is
a domain of dependence with flat boundary, and (Dk)k∈N is a sequence of domains of dependence with flat
boundaries converging to D, then the frequency function of Dk converges to the frequency function of D.
Suppose now that D is any domain of dependence (not necessarily with flat boundary) and that (Dk)k∈N is
a sequence of domains with flat boundaries converging to D. We know (Proposition 4.3) that the frequency
function of D is at least the lim sup of the frequency functions of the domains Dk, but the example in Section
4.1 shows that equality does not always hold. We will now see that the opposite inequality does holds, albeit
with a multiplicative constant.
This result is important in view of the numerical computations in the following sections, which allow one to
visualize the frequency function measured by an observer in an MGHFC manifold of dimension 3+1. These
computations are done by approximating the corresponding domain of dependence by a sequence of finite
domains with flat boundaries. However it might happen that the limit domain does not have flat boundary.
The computed frequency function then coincides with the limit of the frequency functions of the finite domains
(with flat boundary), and can differ from the actual frequency function of the limit domain. However, Theorem
4.14 then ensures that the actual frequency function is at least equal to the computed limit frequency, and that
it is at most three times this computed frequency function.
Theorem 4.14. Let D ⊂ Rn,1 be a domain of dependence, and let (Dk)k∈N be a sequence of domains of
dependence with flat boundaries converging to D. Let ιv be the frequency function of the boundary of D with
respect to a unit timelike direction v, considered as a function on Pv, and let ι
k
v be the frequency function of
Dk. Then the sequence (ι
k
v)k∈N converges in L
1
loc to a limit ιlim, and
ιlim ≤ ιv ≤ nιlim .
In Section 4.5, we will show that all domains D that arise as universal covers of 2+1-dimensional MGHFC
spacetimes have flat boundaries. Consequently, in that case the inequalities in statement of the theorem can be
improved to an equality. In higher dimensions, it appears unlikely that the boundary of the universal cover of
a MGHFC manifold always has a flat boundary. It is conceivable that for such domains, the inequality can be
improved to ιlim ≤ ιv ≤ (n− 1)ιlim , but we do not pursue this question further here.
Proof. We proceed as in the proof of Theorem 4.13 and only indicate the steps that differ from that proof. As
already noted, Lemma 4.11 still holds, but differences occur in the proofs of Proposition 4.10 and of Theorem
4.13. As we want to obtain inequalities on ιv we consider a positive test function f . Equation (28) still holds.
However, the inequality is weakened to
0 ≤
∫
Pv
fιv∆u ≤ (n− 1)
∫
Pv
fdV .
The last inequality descends by the estimate (28), when one takes the limit ǫ→ 0 and uses that ∆uǫ → ∆u as
measure and that ιǫ ց ιv. Following the proof of Proposition 4.10, we then obtain the inequality
−n
∫
Pv
fdV ≤
∫
Pv
df ∧ (ιvω) ≤ −
∫
Pv
fdV .
In the proof of Theorem 4.13, Equation (33) is therefore replaced by∫
Pv
df ∧ (Jω) = −
∫
Pv
fdV , −n
∫
Pv
fdV ≤
∫
Pv
df ∧ (ιvω) ≤ −
∫
Pv
fdV .
The rest of the proof of Theorem 4.13 goes through and leads to the statement. 
4.5. Universal coverings of MGHFC spacetimes in dimension 2+1. LetM be a 2+1-dimensional MGHC
flat spacetime of genus g ≥ 2. We know that the universal covering of M is a domain of dependence D ⊂ R2,1.
We will assume in the following that M is not a Fuchsian spacetime. This means that D is not the future of
a point, or, equivalently, that the holonomy representation of M is not conjugate to a linear representation in
SO(2, 1). In this subsection we will prove that the boundary of D is flat. This is a consequence of the following
geometric property of the boundary of D.
Proposition 4.15. Identify the boundary ∂H2 with the set of lightlike directions in R2,1 and let D∗ be the
subset of ∂H2 consisting of lightlike directions parallel to lightlike rays contained in ∂D. Then the set D∗ has
Lebesgue measure zero in ∂H2.
We know by the work of Mess [19] that the linear part of the holonomy representation ofM defines a Fuchsian
group Γ, which determines a hyperbolic surface S = H2/Γ. Moreover, there is a measured geodesic lamination
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λ on S such that M is obtained by a Lorentzian grafting on the Minkowski cone of S. Denote by λ˜ the lifting
of λ to the universal covering H2. We say that a point ξ ∈ ∂H2 is nested for the lamination λ if for some point
v ∈ H2, the intersection of the ray joining v to ξ with λ˜ is +∞.
Lemma 4.16. If ξ is a nested point for λ then
• the point ξ is not the end-point of any leaf of λ˜,
• the intersection of any ray ending at ξ with λ is +∞.
Proof. Let us consider the upper half-plane model of H2. Without loss of generality we may assume that ξ =∞.
Suppose there is a leaf l of λ˜ ending at ξ, and take any compact ray r0 joining a point v ∈ H2 to l. Now any
sub-arc of the ray [v, ξ) can be deformed through a family of transverse arcs to a subarc of r0. This implies
that the intersection of any subarc of [v, ξ) with λ˜ is uniformly bounded by the intersection of r0 with λ˜. This
proves that ξ is not nested.
For the second statement, consider a point v0 ∈ H2 such that the intersection of [v0, ξ) with λ˜ is +∞. Take
a family of leaves ln meeting [v0, ξ) at a point vn → ξ. With the first statement, it is easy to check that ln
bounds a neighborhood Un of ξ, and that {Un} is a fundamental family of neighborhoods of ξ.
In particular there is a leaf, say l1, cutting both [v0, ξ) at a point v1 and [w, ξ) at a point w1. Then every
leaf of λ˜ cutting [v1, ξ) must cut also [w1, ξ) This implies that the intersection of [w, ξ) with λ˜ is bigger than
the intersection of [v1, ξ) with λ˜, which is clearly infinite. 
We will see that the set D∗ does not contain any nested points, so the proof of the proposition is obtained
from the following lemma.
Lemma 4.17. Almost all points in ∂H2 are nested for λ.
Proof. The proof is based on the ergodicity property of the geodesic flow on S. For (x, v) in the unit tangent
bundle of S let r(x, v) the geodesic ray {expx(tv)|T ≥ 0}. Consider now the following subset of T 1(S):
Bn = {(x, v) ∈ T 1(S)|ι(r(x, v), λ) < n} .
We claim that Bn is a set of measure zero for the Liouville measure.
Before proving the claim, let us show how the claim proves the statement. Indeed we get that the measure
of the set B =
⋃
Bn is zero. Let B˜ ⊂ T 1H2 be the lifting of B on the universal covering. By definition we have
that B˜ is made of pairs (x, v) such that the endpoint of the ray expx(tv) is not nested. In particular, if E is the
complement in ∂H2 of nested points, the Liouville measure of B can be computed as as∫
K
µx(E)dA ,
whereK is a fundamental region and µx is the visual measure from x. As the measure of B is zero, it immediately
follows that E is a set of measure zero.
It remains to prove the claim. Let φt denote the geodesic flow on T
1S. Clearly we have
φt(Bn) ⊂ Bn.
More precisely, t < s implies φt(Bn) ⊂ φs(Bn). It follows that Bˆn =
⋃
t>0 φt(B) =
⋃
k∈N φk(Bn) is a subset
invariant by the geodesic flow. Moreover its Liouville measure is equal to
µ(Bˆn) = inf
k
µ(φk(Bn)) = µ(Bn)
where the last equality holds because µ is invariant by the geodesic flow.
By the ergodicity of the flow, we have either µ(Bn) = 0 or µ(T
1S \Bn) = 0. In order to prove that the latter
is not true, it is sufficient to prove that the complement of Bn contains a non-empty open subset.
First note that if (x, v) corresponds to a closed geodesic which intersects λ, then the intersection of λ with
the ray expx(tv) is +∞. In particular (x, v) /∈ Bn.
Moving x on the ray, we may assume that it is not on λ. Now take M > 0 so that the intersection of λ with
the segment r = {exp(tv)|t ∈ [0,M ]} is bigger than 2n and expx(Mv) is not on the lamination.
We want to show that a neighborhood of (x, v) is contained in the complement of Bn. Indeed if (xk, vk)
converges to (x, v), then the intersection of λ with the segment rk = {expxk(tvk)|t ∈ [0,M ]} converges to the
intersection of λ with r. So for k sufficiently large, (xk, vk) does not lie on Bn. 
In order to relate nested points with points in D∗ we need the following technical lemma from Lorentzian
geometry.
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Lemma 4.18. If R is a lightlike ray contained in ∂D which is maximal with respect to the inclusion, then there
is a sequence of points rn on the singularity T which converges to a point on R, and a sequence of spacelike
support planes Pn at rn which converges to the lightlike plane containing R.
Proof. Let v be any future oriented timelike vector. Let q be a point of r and consider the segment of points
qǫ = q + ǫv for ǫ ∈ [0, 1] and the path on Σ given by rǫ = r(qǫ).
Note that this path is contained in the closure of D ∩ I−(q1), which is a compact region of R2,1. Thus there
exists a sequence ǫn → 0 such that rǫn converges to some point r¯.
We claim that r¯ is contained in R. In order to prove the claim, note that sequence of vectors qǫn − rǫn
converges to q − r¯. Since they are timelike, their limit cannot be spacelike. But ∂D being achronal forces q − r¯
to be lightlike and the segment [r¯, q] to be contained in ∂D. As the lightlike plane P containing R is a support
plane for D, it follows that [r¯, q] is contained in this plane, so in particular is on R.
To construct the sequence of lightlike support planes, it is sufficient to set Pn to be the plane orthogonal to
qǫn − rǫn passing through rǫn . 
We are now ready to prove Proposition 4.15.
Proof of Proposition 4.15. We will prove that if ξ ∈ D∗ then ξ is not nested. Assume by contradiction that ξ is
nested, and let R be a ray parallel to ξ. By Lemma 4.18, there exists a sequence of points rn on the singularity,
converging to a point on R and a sequence of spacelike support planes Pn converging to the lightlike support
plane containing R. Let un be the unit timelike vector orthogonal to Pn. Clearly we have that un → ξ in H2.
By Mess’ construction [19], we have
rn − r0 =
∫
cn
wn(x)dµλ,
where cn is the segment joining u0 to un and wn(x) ∈ R2,1 is defined to be 0 if x is not in the support of λ and
is the unit tangent vector at x orthogonal to the leaf through x and pointing towards un otherwise.
As by the hypothesis ξ is nested, the ray r joining u0 to ξ transversely meets the lamination. In particular,
by changing u0 to a point on r ∩ λ we may assume that u0 is on the lamination. Let e be the unit vector at u0
orthogonal to the leaf l0 through u0 and pointing towards ξ. We claim that if ξ is nested then
〈rn − r0, e〉 → +∞,
which contradicts the assumption that the sequence rn converges in Minkowski space.
First note that since un → ξ, we may assume that un is on the half-plane bounded by l0 and containing ξ.
Thus if l is a leaf that intersects c(u0, un), l disconnects l0 from ξ, and the scalar product of vectors e and
w(x) is positive. Since the corresponding geodesics are disjoint, the reverse of Schwarz inequality holds, that is,
〈w(x), e〉 > 1. This implies
〈rn − r0, e〉 ≥ ι(λ˜, cn) .
Let us prove that ι(λ˜, cn) → +∞. The reason is that for every leaf l of λ˜ cutting the ray [u0, ξ), un is
definitively contained in the region bounded by l containing ξ. So for every point x on the segment [u0, ξ), for
n sufficiently large, we have ι(ν, cn) ≥ ι(ν, [u0, x]).
Since we are assuming that ν([u0, ξ)) = +∞, we can choose x so that ι(ν, [u0, x]) is arbitrarily big, so the
conclusion follows. 
Let us fix a unit timelike vector v, and let u : Pv → D be the convex function whose graph is the boundary
of D. Note that if e is a unit vector in Pv, then e+ v is a lightlike vector. In this way, the unit circle S
1 in Pv
is identified to ∂H2 by the map e 7→ [e+ v]. Under this identification, the subset D∗ corresponds to the image
of the map
δ : Pv \ T → S1 , δ(x) = grad(u)(x) .
Fix a unit vector e in Pv and take linear orthogonal coordinates (x, y) on Pv such that ∂x = e, and consider
the restriction of the function u on each line parallel to e. That is, for y ∈ R, let uy : R → R be defined as
uy(x) = u(x, y).
Note that whenever (x, y) does not correspond to a point on T , then uy is differentiable at x and
(uy)
′(x) = 〈gradu(x, y), e〉
By Proposition 4.15, at those points, the derivative takes value in a subset of zero measure of R.
Now to prove that the boundary of D is flat we will proceed in three steps.
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Step 1. We will prove that for a generic choice of the vector e, if uy is differentiable at x, then (x, y) does not
correspond to a point on T . In particular, the derivative (uy)
′ takes value in a subset of zero measure
of R.
Step 2. We will use this fact to show that for every y, the measure (uy)
′′ is atomic with support on T ∩Ry.
Step 3. Using a disintegration formula for ∂xxu in terms of the family of measures (uy)
′′ we conclude that this
measure ∂xxu is concentrated on T .
Lemma 4.19. There is a subset A of S1 such that:
• If e ∈ A then, for every y ∈ R, the points x where uy is differentiable are exactly the points such that u
is differentiable at (x, y). Moreover, at those points,
(uy)
′ = 〈gradu(x, y), e〉 .
• The measure of S1 \A is zero.
Proof. Let A be the set formed by vectors e such that the geodesic in H2 starting from v with direction e does
not meet any leaf of λ orthogonally. We will prove that A fulfills the requirements of the statement.
First let us prove that the only differentiable points of uy correspond to differentiable points of u. By
contradiction suppose that uy is differentiable at a point x so that (x, y) corresponds to a point on the singularity.
Up to translation we may suppose that x = y = u(x, y) = 0.
As the point 0 is on the singularity, there are two lightlike planes P1, P2 through 0, which are support planes
for D. Let V be the vertical plane containing e and v. Note that P1∩V and P2∩V are support lines for ∂D∩V
at the point 0. As ∂D∩V corresponds to the graph of uy, and we are assuming that uy is differentiable at x = 0,
those support lines must coincide, P1 ∩ V = P2 ∩ V . This implies that V must contain the line r = P1 ∩ P2.
Note, however, that this line is spacelike, and its dual geodesic in H2 is a leaf of l ∈ λ. On the other hand
V ∩H2 is the geodesic g starting from v with direction e, so the condition implies that g meets orthogonally l,
contradicting the choice of e.
It remains to show that the complement of A in S1 is a set of measure zero. Note that if e ∈ A then −e is
also in A, so we may regard A as a subset of the projective line P (Pv).
We will argue as follows. For any geodesic l of H2, let e(l) be the unit tangent vector at v such that the
geodesic expv(te(l)) hits orthogonally l. Note that e(l) is defined up to the sign, so it should be considered more
properly as an element of P (Pv). The complement of A is the set of unit vectors e(l) where l is a leaf of the
lamination λ.
Let us now fix any ray r starting from v and define
Er = {e(l)| l is a leaf of λ hitting r } .
Note that if rn is a dense subset of the ray from v we clearly have⋃
n
Ern = P (Pv) \A .
So in order to argue that the measure of the complement of A is zero, it is sufficient to show that Er has measure
zero.
Now on r ∩ λ we may define a vector field w by taking for w(x) to be the unique vector orthogonal to the
leaf l through x. Note that e(l) coincides with the orthogonal projection of w(x) on Pv up to renormalization.
By a classical result [11], the field w can then be extended to a Lipschitz vector field, still denoted w, on the
whole line. In particular, we obtain a map
eˆ : r → P (Pv)
by defining eˆ(x) to be the projective class of w(x). It is not difficult to show that this map is locally Lipschitz
and, by definition, Er = eˆ(r ∩ λ). As the measure of r ∩ λ is zero, this concludes the proof. 
Lemma 4.19 concludes the proof of step 1. In particular, note that if e is on the set A, then for every y ∈ R,
the derivative function uy takes value on the set
{〈gradu(x, y), e〉}
which by Proposition 4.15 has measure zero. The proof of step 2 is then based on the following simple lemma
on convex functions.
Lemma 4.20. Let u : R→ R be a convex function. Suppose that the measure of the image u′ : R→ R is zero.
Then u′′ is an atomic measure, and its support coincides with the set of discontinuity of u′.
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Proof. By the standard theory of convex functions the measure u′′ can be split as the sum of a measure µ
without atoms and an atomic part, say ν, with ν =
∑
k akδqk , where δqk is the Dirac measure concentrated on
qk and
∑
ak is an absolutely convergent series.
Now we claim that the measure of the image of u′([a, b]) is equal to µ([a, b]). Indeed, note that u is not
differentiable exactly on the points {qn|n ∈ N}. Moreover at every point there exists the left derivative and the
right derivative that can be expressed as follows. Assume that 0 is a differentiable point of u, then
u′l(x) = u
′(0) + φ(x) +
∑
qn∈[0,x)
an , u
′
r(x) = u
′(0) + φ(x) +
∑
qn∈[0,x]
an ,
where we put φ(x) = µ([0, x]).
If u is differentiable at some point x, then the values that u′ takes on the interval [0, x] can be described as
u′([0, x]) = [u′(0), u′(x)] \
⋃
qn∈[0,x]
In
where In = [u
′
l(qn), u
′r(qn)] is the interval between the left and right derivative at qn, which are pairwise disjoint.
So the measure of this set u′([0, x]) is given by
φ(x)
∑
qn∈[0,x]
an −
∑
qn∈[0,x]
an = φ(x) .
By the assumption, φ(x) = 0 for any x, so µ = 0. 
Finally, in order to prove step 3 we need the following disintegration result of the measure ∂2xxu in terms of
the measure (uy)
′′.
Lemma 4.21. Let x, y be coordinates on R2 and consider a convex function u. For every y ∈ R2 denote by
uy the convex function x 7→ u(x, y). If ∂xxu denotes the second derivative of u along the x axis (which is a
Radon measure on R2) and (uy)
′′ denotes the second derivative of uy (which is a Radon measure on R) then
the following formula holds ∫
R2
f(x, y)∂xxu =
∫
R
dy
∫
R
f(x, y)(uy)
′′
for every bounded Borel function f with compact support.
The proof of this analytical Lemma can be found in [21] (Theorem 1.3 formula (1.31)) for the wider class of
bounded Hessian functions. We are ready now to prove that the boundary of D is flat.
Proposition 4.22. If D is the universal covering of a MGHC flat spacetime of dimension 2 + 1, then its
boundary is flat.
Proof. We will prove that Hess(u), considered as a matrix-valued measure on Pv, is supported on T .
Indeed it is sufficient to prove that there are three independent directions e1, e2, e3 such that D
2
ei,ei(u) is a
measure supported on T . As the subset A from Lemma 4.19 is dense, it is sufficient to prove that D2e,e(u) is
supported on T for e ∈ A.
If x, y are the Cartesian coordinates on Pv such that e = ∂x, then D
2
e,e(u) coincides with ∂
2
xx(u). So we have
to prove that if f is a measurable function which is zero on T , then∫
f∂2xx(u) = 0 .
We may compute the integral above using Lemma 4.21, which yields∫
f∂2xx =
∫
dy
∫
(fy)(uy)
′′ .
Now, by Lemma 4.20 and Lemma 4.19, (uy)
′′ is supported on the discontinuity of u′y which corresponds to
points x such that (x, y) in on the projection of the singularity. It follows that fy is zero on the support of
(uy)
′′, and hence the integral is zero. 
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5. The frequency function for spacetimes constructed from measured geodesic laminations
The aim of this section is to understand to what extent and under what conditions an observer in a 2 + 1-
dimensional domain of dependence can reconstruct the geometry and topology of the ambient space from his
observation — either at one time or over a fixed time interval — from the frequency function of the signal
emitted by the initial singularity. In particular, we investigate this question for a domain of dependence, which
is the universal cover of a (non-Fuchsian) MGHFC spacetime M containing a closed Cauchy surface of genus g.
A basic remark, which somewhat complicates the statements and the analysis below, is that the observer can
only “see” the universal cover of M , so he can in no way distinguish M from any of its finite covers. In other
words, the observer can only determine the largest discrete subgroup of Isom(R2,1) compatible with the signal
she observes. Moreover, he can only be certain to have determined correctly the fundamental group of M if he
knows the genus of S, since otherwise it remains possible that his spacetime is topologically a finite cover of M ,
with a flat metric which is “almost” lifted from a flat metric on M , with only a small change in a region not
visible by her.
In Section 5.1 we study the relationship between the frequency function measured by an observer and her
cosmological time (see Proposition 5.6). Then in Section 5.2, we show (see Proposition 5.13) that an observer
in the universal cover of a non-Fuchsian MGHFC Minkowski spacetime can reconstruct in finite eigentime the
geometry and topology of the space, if the genus of the Cauchy surface is known to him. In Section 5.3, we
briefly explain how those arguments can be adapted to higher dimensions.
5.1. Estimating the cosmological time from the frequency function. We consider a domain D and an
observer in D given by a point p ∈ D and a future directed timelike unit vector v ∈ H2. We consider the
associated rescaled frequency function
ρDp,v : S
1 → R+0
defined as in the previous section. We will be mostly interested in the case where D is the universal cover of
a spacetime constructed by grafting along a measured geodesic lamination. In this case, the observer will see
a division of the circle into intervals, on which the frequency function behaves like that of a spacelike line, and
intervals in which the frequency function behaves like the one of a light cone. The former correspond to the
edges of the singular tree of D, the latter to its vertices. It follows from the results in the previous sections
that the frequency function is analytic on the segments of the circle that correspond to the edges, while it is
generally not analytic on the segments that correspond to the vertices. In general, the segments of the circle
that correspond to vertices of the singular tree form a Cantor set.
We define the maximum frequency as
ρD,maxp,v = sup
u∈S1
ρDp,v(u)
To understand its properties, we consider again our two main examples.
Example 5.1. Consider a cone D = I+(q) and an observer characterized by p ∈ I+(q), v ∈ H2. Then
ρD,maxp,v =
T (p)
2
eδ,
where T (p) = |p− q| is the cosmological time of the observer and δ = dH2(v, gradp T ) is the hyperbolic distance
between v and gradp T . This follows from Equation (4).
Example 5.2. Consider the future D = I+(l) of a spacelike line l and an observer with p ∈ I+(l), v ∈ H2. It
follows from Equation (20) that
ρD,maxp,v =
T (p)
2
eδ cosh ξ,
where T (p) is the cosmological time of p and δ, ξ are defined as follows. Denote by l˜ the geodesic in H that is
stabilized by the PSL(2,R) element that fixes the direction of l. Then gradp T defined a point on l˜, δ is the
hyperbolic distance of v and l˜ and ξ the distance of the projection of v on l˜ from the point in H2 defined by
gradp T .
We will now determine an estimate on the cosmological time. The central ingredient is the following propo-
sition.
Proposition 5.3. The maximum frequency is given by
ρD,maxp,v = sup{〈v, y − x〉 : x, y ∈ I−(p) ∩D, y − x future directed and lightlike} .
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Proof. By definition, we have
ρD,maxp,v ≤ sup{〈v, y − x〉 : x, y ∈ I−(p) ∩D, y − x future directed and lightlike} .
To show the opposite inequality, we choose sequences (xn)n∈N, (yn)n∈N with xn, yn ∈ I−(p) ∩D that satisfy
lim
n→∞
〈v, yn − xn〉 = sup{〈v, y − x〉 : x, y ∈ I−(p) ∩D, y − x future directed and lightlike} .(35)
As the intersection I−(p) ∩ D¯ is compact, there exist convergent subsequences (xnk)k∈N, (ynk)k∈N with limits
xnk → x¯ ∈ I−(p) ∩ D¯, ynk → y¯ ∈ I−(p) ∩ D¯.
If the segment [x¯, y¯] is extensible, i. e. if there exist x¯′, y¯′ ∈ I−(p) ∩ D¯ with [x¯, y¯] ⊂ [x¯′, y¯′], then we obtain a
contradiction to (35). Therefore [x¯, y¯] is inextensible, x¯ lies on the tree and y¯ ∈ ∂D ∩ I−(p). This implies that
there exists a θ ∈ S1 such that the past directed lightlike ray starting at p that is defined by θ intersects ∂D in
y¯ and 〈v, y¯ − x¯〉 = ρDp,v(θ). 
An immediate consequence is that if an observer moves along a timelike geodesic then the maximum frequency
is increasing with time. More generally, Proposition 5.3 allows us to give estimates for the maximum frequency
of domains that are contained in each other.
Corollary 5.4. Let D,D′ be domains with p ∈ D ⊂ D′. Then for all v ∈ H2:
ρD,maxp,v ≤ ρD
′,max
p,v .
In particular, we can estimate the maximum frequency for any domain.
Corollary 5.5. For a domain D and any observer characterized by p ∈ D and v ∈ H2, the following inequalities
hold:
ρD,maxp,v ≥ sup
q∈I−(p)∩D
ρI
+(q),max
p,v , ρ
D,max
p,v ≤ inf
l spacelike line
D⊂I+(l)
ρI
+(l),max
p,v .(36)
By applying this corollary to a general domain and using the results of Examples 5.1 and 5.2 we obtain the
following statement.
Proposition 5.6. Let D be a domain with an observer characterized by p ∈ D and v ∈ H2. Then the following
inequalities relate the maximum frequency and the cosmological time:
T (p)
2
≤ ρD,maxp,v ≤ T (p) coshdH(v, gradp T ) .(37)
Proof. From the first inequality in Corollary 5.5 and Example 5.1 we have
ρD,maxp,v ≥ sup
q∈I−(p)∩D
ρI
+(q),max
p,v =
1
2
sup
q∈I−(p)∩D
|p− q|edH(v, p−q|p−q| ) ≥ 1
2
sup
q∈I−(p)∩D
|p− q| .
By definition of the cosmological time, T (p) = supq∈I−(p)∩D |p− q|, which proves the first inequality.
To prove the second inequality, we use the fact that for any lightlike vector ξ and any two future-directed
timelike unit vectors u, v, we have
|〈v, ξ〉| ≤ 2|〈u, v〉||〈u, ξ〉| .(38)
This can be seen as follows: after applying suitable elements of SO(2, 1)+, we can suppose that the vectors
ξ, u, v are given by
u =

 10
0

 v =

 coshαsinhα
0

 ξ =

 ab
c

 with a2 = b2 + c2 .
This yields
|〈u, ξ〉| = |a| , |〈v, ξ〉| = |a coshα− b sinhα| ≤ 2|a| coshα , |〈u, v〉| = coshα ,
and proves (38). By combining (38) with Proposition 5.3, we obtain for all p ∈ D and u, v ∈ H2
ρD,maxp,v ≤ 2|〈u, v〉|ρD,maxp,u .
For u = gradp T this yields
ρD,maxp,v ≤ 2 coshdH(v, gradp(T ))ρD,maxp,gradp T .
For the future of a spacelike line, we have from Example 5.2
ρ
I+(l),max
p,gradp T
=
T (p)
2
,
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because the parameters δ, ξ in Example 5.2 vanish. This implies together with Corollary 5.5 that
ρD,maxp,v ≤ 2 coshdH(v, gradp(T )) inf
l spacelike line
D⊂I+(l)
ρ
I+(l),max
p,gradpT
.
By definition of the domain D there exists a point q in the tree with T (p) = |p − q| and two lightlike support
planes that contain q. Let l˜ be the line obtained by intersecting these support planes. Then the cosmological
time T˜ (p) of p with respect to I+(l˜) and its gradient gradp T˜ at p coincides with the cosmological time T (p)
with respect to D and its gradient gradp T . This implies
inf
l spacelike line
D⊂I+(l)
ρ
I+(l),max
p,gradpT
= ρ
I+(l˜),max
p,gradp(T )
=
T (p)
2
and proves the claim. 
5.2. Reconstructing the holonomy from the frequency function. From the frequency function on the
circular segments, the observer can reconstruct the relevant data (position of the edges and vertices, his geodesic
distance from the edge segments and vertices), but only for the pieces of the singular tree he sees. If the observer
is very close to the singularity, he will only see a single edge of the tree and the picture will look like the one
for a line. With time, he moves away from the tree and more and more intervals corresponding to the edges
and vertices of the tree will appear. In the limit where his eigentime and his cosmological time go to infinity,
he will see the image of the whole tree.
This implies that the observer can reconstruct the domain (up to a global Poincare´ transformation) from his
measurements if he waits infinitely long. From his observations, he can reconstruct the edges of the singular
tree, and — if the spacetime is obtained by Lorentzian grafting on a closed hyperbolic surface — the action of
the fundamental group on the tree. This amounts to recovering the underlying measured geodesic lamination.
If the spacetime corresponds to a grafted genus g surface and the observer knows the associated Fuchsian
group (i. e. the linear part of the holonomy), he can construct the complete domain in finite eigentime. We
will consider below to what extend the observer can reconstruct the geometry and topology of the spacetime
without knowing the linear part of the holonomy.
We now concentrate on the case, where M is a maximal flat globally hyperbolic space-time with closed
Cauchy surface S of genus g ≥ 2. The universal covering of M is then isometric to a regular domain D. More
precisely, there is a subgroup G of Isom(R2,1) such that D is invariant under the action of G and M = D/G.
Let Γ be the subgroup of SO+(2, 1) consisting of the SO+(2, 1) components of elements of G. It is known
(see [19]) that Γ is a discrete subgroup of SO+(2, 1) and that H2/Γ is a surface diffeomorphic to S. Moreover
the measured geodesic lamination λ˜ dual to the initial singularity of D is invariant under the action of Γ and
induces a measured geodesic lamination λ on H2/Γ.
The main result we present in this section (Proposition 5.13) states that if M is not a conformally static
space-time (which would correspond to the empty lamination) and if its initial singularity is on a simplicial
tree, then an observer can construct in finite time a finite set of elements of SO+(2, 1) which generates a finite
extension of Γ. In other words, we will prove the result only when the lamination λ is rational (that is, its
support is a disjoint union of closed curves). We believe that the result could hold also for a general lamination.
However, in that case some technical issues arise which make the analysis more complex, and we prefer to focus
on the simpler case where λ is rational.
The central idea is to consider the isotropy group Γ0 of λ˜
Γ0 = {γ ∈ SO+(2, 1)|γ(λ˜) = λ˜} .
It is clear that Γ0 is a discrete subgroup of SO
+(2, 1) containing Γ. The quotient H2/Γ0 is a surface, possibly
with singular points, which arise from points in H2 that are fixed by an element of Γ0. There is a natural
projection map
π : H2/Γ→ H2/Γ0
which is a finite covering. In particular, the index of Γ in Γ0 is equal to the cardinality of the fibers of π and,
consequently, is finite.
Remark 5.7. Any element of Γ0 is the linear part of an affine transformation that preserves the regular domain
D. So elements of Γ0 are the linear parts of the elements in the isotropy group G0 of D
G0 = {g ∈ Isom(R2,1) | g(D) = D} .
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It should be noted that in principle there are many subgroups G′ of G0 (of finite index) such that D/G
′ is a
MGH spacetime with compact Cauchy surface. Clearly the frequency function measured by an observer in M
is equal to the frequency function of some observer in such spacetimes. This suggests that an observer cannot
precisely determine the group G (or Γ), but only the group Γ0. It should also be noted that in the generic case,
Γ = Γ0 and it does not contain proper cocompact subgroups.
We say that a leaf l of λ˜ is seen by an observer (p, v) if the intersection of D with the support plane orthogonal
to some point on l intersects I−(p). Note that if x, y ∈ l, then the intersection of D with the support plane
orthogonal to x is equal to the intersection of D with the support plane orthogonal to y.
In the following proposition (and therefore in the final result of this section) we restrict attention to a
lamination λ˜ with a simplicial dual tree, although it appears quite likely that the proposition holds for general
laminations.
Proposition 5.8. Suppose that the dual tree of the lamination λ˜ is simplicial. Then the frequency function of
an observer (p, v) allows one to reconstruct the sublamination λ˜(p,v) consisting of the leaves of λ˜ seen by (p, v)
Proof. As mentioned above, the frequency function seen by the observer can be split into frequency functions
of different regions which correspond, respectively, to the edges and to the vertices of the singular tree. In the
regions corresponding to the edges, the frequency function is analytic and behaves as in Example 2 in Section
3.2. It is shown there that knowing the frequency function on an open subset of S1 is sufficient to determine
the positions of the edges, and therefore the leaves of the lamination λ˜(p,v). 
Let us fix a point x0 ∈ H2, and denote by Bd the ball in H2 centered at x0 with radius d. For simplicity,
suppose that the point x0 does not lie in a leaf of λ˜. We denote by λ˜d the sublamination of λ˜ made of leaves
that intersects Bd:
λ˜d =
⋃
l leaf of λ˜
l ∩Bd 6= ∅
l .
Lemma 5.9. For any d > 0 there is a time T such that for t ≥ T the observer (p+ tv, v) sees all the leaves in
λ˜d, or, equivalently, λ˜d ⊂ λ˜p+tv,v
Proof. There is a compact subset K of ∂D such that if x ∈ Bd then the support plane orthogonal to x intersects
∂D in K. Since I−(p+ tv)∩D is an increasing sequence of open subsets that coverD, there is a constant T such
that I−(p+ tv) contains K for t ≥ T . By definition, we then have λ˜p+tv ⊂ λ˜d, and the conclusion follows. 
We now consider the elements of SO+(2, 1) that send leaves of λ˜d either out of Bd or to other leaves of λ˜d:
Γd = {γ ∈ SO+(2, 1) | γ(λ˜d) ∩Bd ⊂ λ˜d} .
It is easy to check that Γ0 =
⋂
d>0 Γd. Note that Γd is not discrete. Indeed, transformations γ such that
γ(λ˜d) ∩ Bp = ∅ form an open subset of SO+(2, 1) that is contained in Γd. On the other hand, we will prove
that the intersection of a neighborhood of the identity with Γd is discrete and that this neighborhood can be
chosen arbitrarily large, by choosing d sufficiently large.
Lemma 5.10. For any compact neighborhood H of the identity in SO+(2, 1), there is a constant d such that
Γd ∩H is finite.
Sublemma 5.11. For any a > 0 and d > 0 there is a finite number of strata F of H2 \ λ˜ such that F ∩ Bd
contains a point at distance exactly a from ∂F .
Proof. By contradiction, suppose there are countable many strata Fn as in the Lemma, and denote by xn ∈
Fn ∩Bd the points such that d(xn, ∂Fn) = a.
Up to passing to a subsequence, we can suppose that xn → x. If x does not lie in the lamination, then xn
definitively lies in the stratum F through x, so Fn = F , and this contradicts the assumption on Fn.
If x lies on λ˜, then d(xn, ∂Fn) = d(xn, λ˜) → 0, which contradicts the assumption that this distance is a
constant larger than 0. 
Proof of Lemma 5.10. Let d0 be a fixed number such that Bd0 intersects two two leaves l1 and l2 on the boundary
of the stratum F0 through x0.
By the compactness of H , there is a constant r > 0 such that dH2(x, γ(x)) < r for any x ∈ Bd0 and γ ∈ H .
Note that γ(li) intersects Bd with d = d0 + r.
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If γ ∈ H ∩Γd with d > d0+ r, then γ sends li to some leaves c1 and c2 of λ˜d. Clearly, γ(x0) lies in a stratum
bounded by c1 and c2, and the distance between γ(x0) and c1 is the same as the distance between x0 and l1
(say a > 0). On the other hand, by Sublemma 5.11, there are finitely many strata F1, . . . , FN of λ˜d such that
Fi ∩Bd contains a point at distance a from ∂Fi. Moreover, the boundary of each Fi intersects Bd into a finite
number of segments.
In particular, there are a finite number of leaves t1, . . . , tM such that every γ in H ∩Γd sends li to one of the
leaves ti. However, for two pairs of geodesics (l1, l2) and (t1, t2) in H
2, there is at most one isometry sending li
to ti. This implies that H ∩ Γd contains at most 2M elements. 
Let us now fix an observer (p, v). It then follows from Lemma 5.9 and Lemma 5.10 that for any compact
subset H ⊂ SO+(2, 1) and d sufficiently large, there is a time T = T (H, d) such that the observer at proper time
t > T can list the elements of Γd∩H . On the other hand, in principle, an observer would have to wait an infinite
amount of time to determine if a given element in Γd0 lies also in Γ0. Indeed, this amounts to determining
whether such an element lies also in all Γd for d > d0. The following lemma ensures that this is not the case
and that the observer can be sure after a finite amount of time that elements of Γd ∩H also lie in Γ0.
Lemma 5.12. For any compact subset H ⊂ SO+(2, 1) there is a constant d such that γ ∈ H ∩ Γd implies
γ ∈ Γ0.
Proof. By contradiction, suppose that there is a diverging sequence dn and a sequence γn ∈ H such that
γn ∈ Γdn ∩H , but γn /∈ Γ0.
Up to passing to a subsequence, we may suppose that γn converges to γ∞. On the other hand, by Lemma
5.10, we can choose n0 big enough so that Γdn0 ∩ H is a finite set. Now γn ∈ Γdn0 ∩H for n ≥ n0, and since
it is a convergent sequence we have that γn = γ∞ for n ≥ n1. This implies that γ∞ ∈ Γ0 and contradicts the
assumption on the sequence. 
We can now state and prove the main result of this section.
Proposition 5.13. Let (p, v) be an observer in a domain of dependence D which is the universal cover of a
Minkowski spacetime obtained by Lorentzian grafting of a closed hyperbolic surface along a rational measured
lamination. Then the observer can construct a finite set of generators of Γ0 in finite time.
Proof. As Γ0 is finitely generated, there is a compact subset H ⊂ SO+(2, 1) such that H ∩ Γ0 is a set of
generators of Γ0. By Proposition 5.8, Lemma 5.10 and Lemma 5.12, the observer can detect elements of H ∩Γ0
in a finite time. 
5.3. Higher dimensions. In sections 5.1 and 5.2 we focussed on flat spacetimes of dimension 2+1. It appears
possible to give an analogous analysis in dimension 3+1 or higher. However, proving the results is more involved,
since the structure of MGHFC spacetimes is less well understood and their description is more complicated than
in dimension 2 + 1.
In dimension 3 + 1, MGHFC spacetimes can still be constructed from a hyperbolic metric on a 3-manifolds
along with a “geodesic foliation”. Those foliations, however, are different from those occurring on hyperbolic
surfaces, since they have two-dimensional leaves which can possibly meet along one-dimensional strata.
Still, it appears plausible that the same conclusions can be reached as in dimension 2 + 1 for observers in a
domain of dependence which is the universal cover of a MGHFC spacetime in dimension 3 + 1:
• If the linear part of the holonomy is known, the observer can reconstruct the complete holonomy in
finite time.
• The observer can determine in finite time the part of the initial singularity corresponding to the part
of space he “sees”, which is increasing with time.
6. Examples in 2+1 dimensions
In this section, we determine explicitly the frequency function measured by an observer in a few simple
examples of 2+1-dimensional domains of dependence.
6.1. Explicit holonomies. We consider below three examples, one based on a reflection in the edges of a
hyperbolic quadrilateral and two based on a hyperbolic punctured torus. In the first example involving the
punctured torus, the translation part of the holonomy corresponds to a measured lamination with support on
a closed curve. In the second, the support of the measured lamination is more complicated.
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6.1.1. Example 1: A hyperbolic reflection group. In the first example, we consider a group Γπ/3 which is gen-
erated by the reflections on the edges of a quadrilateral with angles π/3. (This angle condition completely
determines a presentation of the group, see e.g. [10].) The holonomy representation ρt : Γπ/3 → Isom(R1,2)
depends on a real parameter t.
We describe first the linear part ρlt : Γπ/3 → O(1, 2). The construction is based on a quadrilateral p
with vertices v1, · · · , v4. Consider the hyperbolic plane as a quadric in the Minkowski space R2,1, and let
w1, w2, w3, w4 be the unit spacelike vectors which are orthogonal to the oriented plane through 0 containing
the geodesic segments (v1, v2), (v2, v3), (v3, v4) and (v4, v1). The cosine of the exterior angle of p at vi is then
equal to the scalar product between wi−1 and wi, so that p has interior angles equal to π/3 if and only if
〈wi, wi+1〉 = −1/2 for all i ∈ Z/4Z.
The fact that those scalar products are equal means that (w1, w2, w3, w4) is a rhombus in the de Sitter plane.
In particular it is invariant under the symmetry with respect to a timelike line in R2,1, corresponding to a point
o ∈ H2 which is the midpoint of both, (v1, v3) and (v2, v4).
Choosing a coordinate system compatible with this symmetry, we can write the wi as
w1 = (sinh(t), cosh(t), 0), w2 = (sinh(t
′), 0, cosh(t′)), w3 = (sinh(t),− cosh(t), 0), w4 = (sinh(t′), 0,− cosh(t′))
with t, t′ satisfying the condition sinh(t) sinh(t′) = 1/2. This yields a representation ρt : Γ→ O(2, 1) which can
be described as follows. Γ is generated by the elements a1, · · · , a4 corresponding to the reflections in the edges
of p, with the relations
a2i = 1, (aiai+1)
3 = 1
for all i ∈ Z/4Z. The representation ρ sends ai to the reflection in (vi, vi+1), that is
ρ(ai)(x) = x− 2〈x,wi〉wi .
The quotient of H2 by ρ(Γ) is an orbifold. The subgroup Γ2 of Γ of elements γ ∈ Γ for which ρ(γ) is orientation-
preserving has index two, and the quotient of H2 by ρ(Γ2) is a surface.
There is a unique choice of a deformation cocycle associated to ρt, which is obtained by varying t. It can be
written as τt = ρ
−1
t dρt/dt. So we obtain a one-parameter family of domains of dependence parametrized by t.
In the following, we mainly consider the simplest case, where t = t0 = sinh
−1(1/
√
2), so that t′ = t0.
6.1.2. Example 2: A punctured torus with a rational measured lamination. Another simple example can be con-
structed, by choosing as the linear part of the holonomy the holonomy representation of a hyperbolic punctured
torus.
Then the group Γ is the free group generated by two elements a, b. We consider the situation with an extra
symmetry, corresponding to the condition that the images of a, b by the linear part ρ of the holonomy are
hyperbolic translations with orthogonal axes. The translation lengths of ρ(a) and ρ(b) can then be written as
2ta, 2tb, subject to the conditions that sinh(ta) sinh(tb) = 1. This corresponds to the condition that the image
of the commutator of a, b is parabolic.
In the computations below, we choose, somewhat arbitrarily, the parameters ta = sinh
−1(2), tb = sinh
−1(1/2).
We also choose the translation component of the holonomy as the cocycle τ corresponding, through the relation
explained in Section 2.5, to a closed curve corresponding to b, with weight 1.
The domain of dependence obtained in this way is shown on the left in Figure 1. To compute this image as
well as frequency function and “distances” to the boundary in other domains of dependence – see figures 6 and 7
below — we use the description of a domain of dependence as an intersection of half-spaces bounded by lightlike
planes from Section 2.7. The image is computed by taking a ball of radius 6 in Γ, for the distance defined by
the choice of generators described above, computing for each element of Γ in this ball the corresponding axis
and lightlike hyperplanes, and then determining their intersection.
6.1.3. Example 3: A punctured torus with an irrational lamination. In this example, the linear part of the
holonomy is the same as in the previous one. However, the translation part of the holonomy is given by
a cocycle corresponding to a measured lamination which does not have its support on a closed curve. The
corresponding domain of dependence is given on the right in Figure 1.
6.2. Results. Figure 5 presents (in green) the frequency function measured by all directions by an observer in
the 2 + 1-dimensional flat spacetime described in Section 6.1.1. More precisely, the observer is located above
the origin at time distances 10, 30 and 50 to achieve the most “readable” results.The Euclidean length of the
lightlike segments from the observer to the boundary of the domain are drawn in blue. The frequency function
becomes more complex as the cosmological time of the observer increases.
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Figure 5. The frequency function (green) and Euclidean distance to the boundary (blue) in
a domain of dependence based on a quadrilateral with angles π/3 with a rational lamination,
seen from increasing distance from the initial singularity.
Figure 6 is the analogue of Figure 5 for the 2+1-dimensional flat spacetime described in Section 6.1.2. More
precisely, the observer is located above the origin at time distances 1, 5, 10 and 30. Figure 7 shows the analogous
results, for the domain of dependence obtained from an irrational lamination, described in Section 6.1.3.
The computation of both the Euclidean distance and the frequency function are made for an approximation of
the domain of dependence, as explained above. It follows from Section 4 that the frequency function computed
in this way is not reliable as a continuous function, but only — possibly at least — as a L1 function, due to
Theorem 4.13.
Those graphs should be considered as preliminary results, since, even for this relatively simple setting,
the computations needed to obtain the results are quite involved relative to our programming capabilities
and computing equipment. It is possible that heavier computations — in particular, computing a better
approximation of the domain of dependence by using a larger subset of the fundamental group — could lead to
notably different results. However, it is already apparent in those pictures, that the frequency function behaves
in a very non-smooth way, as explained in Section 3 and Section 4.
7. Examples in 3+1 dimensions
In this section, we consider an example of a domain of dependence in 3+1 dimensions and show that the light
emitted from the initial singularity and received by an observer contains rich information on its geometry and
topology. In the first part, we describe the domain of dependence in 3+1 dimensions, based on a construction
of Apanasov [2]. The second part contains some images of the light emitted by the initial singularity, as seen
by an observer.
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Figure 6. The frequency function (green) and Euclidean distance to the boundary (blue) in
a domain of dependence based on a punctured torus with a rational lamination, seen from
increasing distance from the initial singularity.
7.1. An explicit example. We consider a particularly interesting example of domain of dependence, which is
used in computations below. The remarkable property of this example is that, for only one linear part of the
holonomy, there is a four-dimensional space of possible translation components.
7.1.1. The construction of the group. The following example is essentially due to Apanasov [2]. It is a discrete
group Γ of Isom(H3) generated by 8 reflections, so that the quotient H3/Γ is a (non-orientable) orbifold of
finite volume.
On S2∞ = C ∪ {∞} we consider the following circles
(1) Ck with center at zk =
√
3ei
kπ
3 and radius 1.
(2) C with center at 0 and radius 1.
(3) C′ with center at 0 and radius 2.
It can be shown easily that the configuration of such circles is the one shown in the picture. Moreover the
angle formed by any two circles in the list (that meet each other) is π/3.
We consider the planes Pk, P, P
′ in H3 that bound at infinity the circles Ck, C and C
′. We denote by γk the
reflection along Pk, by γ the reflection along P and by γ
′ the reflection along P ′.
Proposition 7.1. The group Γ generated by γk, γ, γ
′ is a discrete group in Isom(H3) and the quotient H3/Γ
is a non-orientable orbifold of finite volume.
A fundamental region for the action of Γ can be obtained as follows. Denote for any k by Ek the exterior of
the plane Pk, e. g. the region of H
3 \ P that contains ∞. Analogously, denote by E the exterior of P and by I ′
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Figure 7. The frequency function (green) and Euclidean distance to the boundary (blue) in
a domain of dependence based on a punctured torus with an irrational lamination, seen from
increasing distance from the initial singularity.
Figure 8. Construction of the linear part of the holonomy
the interior region bounded by P ′. Then a fundamental region for Γ is given by
K =
5⋂
k=0
Ek ∩ E ∩ I ′ .
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Figure 9. Construction of the translation cocycle
As we are interested in R3,1-valued cocycles, we need to determine explicitly the matrices in O(3, 1)+ corre-
sponding to the transformations γk, γ, γ
′.
In R3,1 we consider coordinates x0, x1, x2, x3 so that the Minkowski metric takes the form −dx20 + dx21 +
dx22 + dx
2
3. Given two real numbers v0, v1 and a complex number z = x+ iy, we denote by (v0, v1, z) the point
(v0, v1, x, y) in R
3,1.
We have to fix explicitly an isometry between the half-space model of H3 (denoted by Π here) and the
hyperboloid model denoted by H3. Such an isometry φ : Π→ H3 is given by
φ(i) = (1, 0, 0, 0) φ∗,i(a
∂
∂x
+ b
∂
∂y
+ c
∂
∂
z) = (0, c, a, b) .
With this choice, the plane Pk is given by PkH
3 ∩ v⊥k , where
vk = (3/2, 1/2,
√
3ei
kπ
3 )
is a unit vector. Analogously, we obtain P = H3 ∩ v⊥ and P ′ = H3 ∩ (v′)⊥ where
v = (0, 1, 0, 0) v′ = (3/4, 5/4, 0, 0) .
The associated transformations in O+(3, 1) then take the form
γk(x) = x− 2〈x, vk〉vk, γ(x) = x− 2〈x, v〉v γ′(x) = x− 2〈x, v′〉v′ .
7.1.2. The construction of the cocycle. In S2∞ = C∪ {∞} we consider the three lines through 0 passing though
the centers of the circles Ck and denote by W be the union of the planes in H
3 bounding these lines. Clearly,
W is the union of 6 half-planes which meet along the geodesic l0 joining 0 to ∞. We denote these half-planes
by W0,W1,W2,W3,W4,W5 where the indices correspond to the ones of the circles in the obvious way. Let
wk ∈ R3,1 be the vector orthogonal to Wk and pointing towards Wk+1. A direct computation then shows that
wk is given by
wk = (0, 0, ie
ikπ3 ) .
Note that wk+3 = −wk, where the index k is considered mod6.
Now the Γ-orbit of W is a branched-surface in H3. In particular, the sets Wˆ = Γ ·W and Wˆ0 = Γ · l0 have
the following properties:
• Wˆ0 is a disjoint union of geodesics.
• Every connected component of Wˆ \ Wˆ0 is a convex polygon (with infinitely many edges) and every edge
is an element of Wˆ0.
• There are exactly six faces up to the action of Γ. Indeed, let Fk be the face of Wˆ bounding l0 and
contained in Wk. Then the orbits of F0, . . . , F5 are disjoint and cover Wˆ .
• Every connected component of H3 \ Wˆ is a convex polyhedron.
These properties can be proved by considering the intersection of W with K and using the fact that W is
orthogonal to the faces of K.
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We can then use a general construction explained in [7] to obtain non-trivial cocycles. Given six numbers ai
such that
(39)
5∑
i=0
aiwi = 0,
we obtain a cocycle via the following prescription. We associate to the face Fi the number ai. In this way a
number a(F ) is associated to every face F by requiring that a(α(F )) = a(F ) for every α ∈ Γ.
Then we fix a basepoint x0 in H
3 that does not lie in Wˆ . Given a transformation α ∈ Γ we construct a vector
in R3,1 in the following way: we take any path c joining x0 to α(x0) and avoiding Wˆ0. The path c intersects
some faces F 1, . . . , Fn. We consider the unit vector wj ∈ R3,1 orthogonal to F j and pointing towards α(x0)
and set
τ(α) =
n∑
j=1
a(F j)wj .
It can be easily checked that
• τ(α) does not depend on the path c (this essentially follows from (39)).
• τ is a R3,1-valued cocycle
• changing the basepoint changes τ by a coboundary.
Let H ⊂ R6 be the subspace of solutions of (39), which is of dimension dimH = 4. From [7] we have that the
map
H → H1(Γ,R3,1)
is injective. This map can be computed explicitly. More precisely, we fix the base point x0 in the region of K
between W0 and W1.
Given a set of numbers a0, a1, a2, a3, a4, a5 that satisfy (39) we compute the corresponding cocycle τ evaluated
on the generators. This yields
τ(γ) = τ(γ′) = τ(γ0) = τ(γ1) = 0
τ(γ2) = w1 − γ2w1 = 3a1v2
τ(γ3) = w1 − γ3w1 + w2 − γ3w2 = 3(a1 + a2)v3
τ(γ4) = −w0 + γ4w0 − w5 + γ4w5 = −3(a0 + a5)v4
τ(γ5) = −w0 + γ5w0 = −3a0v5 .
7.2. Computations. The computations of the frequency functions were limited by the speed of the available
computers, and more complete computations could provide better results. As in dimension 2+1, we constructed
a domain of dependence in R3,1, invariant under the group actions described above via the construction in Section
2.7. However, the computations are much heavier in dimension 3+1, so we only considered the elements of the
fundamental group in a ball of radius 4.
Although we only considered one linear part of the holonomy — the one in Section 7.1.1 — we worked with
two deformation cocycles, one corresponding to weights (1, 0, 0, 1, 0, 0) as described in Section 7.1.2, the other to
the weights (1, 1/2, 0, 1, 1/2, 0). In both cases, the observer was located at the point of coordinates (50, 0, 0, 0).
This is a somewhat arbitrary choice, made after trying different possibilities, which leads to interesting pictures.
The frequency function measured by the observer for the first choice of cocycle is presented in Figure 10,
with different colors encoding different values of the frequency.
It should be noted that those results are less certain that those obtained in dimension 2 + 1. This is due to
the fact that we compute the limit frequency function for a decreasing sequence of finite domains of dependence
approximating the domain under examination. In dimension 2+1, Theorem 4.13 and Proposition 4.22 indicate
that the limit frequency function is the frequency function of the limit, if the limit is the universal cover of a
MGHFC spacetime. However, in dimension 3 + 1, we only know by Theorem 4.14 that the frequency function
of the limit is at least equal to the limit frequency function, and at most equal to three time the limit frequency
function. So the frequency functions computed here are the limit frequency (which is a well-defined notion for
any domain of dependence, see Theorem 4.14) which differs from the “real” frequency function by a factor at
most three.
The limit frequency function computed for the second choice of cocycle is depicted in Figure 11. It is apparent
how the less symmetric cocycle leads to a distortion in the picture. The symmetry of degree six, which is present
in the linear part of the holonomy, is readily apparent in Figure 10. In Figure 11 it remains visible, but with
differences in the size of the corresponding parts of the picture.
Even for this fairly simple example, it would be interesting to perform more powerful and complete compu-
tations, for instance by computing the domain of dependence with all elements of the fundamental group in a
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Figure 10. Computed frequency function, with translation coefficients (1, 0, 0, 1, 0, 0), for ob-
servers at an increasing distance from the initial singularity
ball of radius larger than 4. It is conceivable that one would obtain somewhat different pictures. Additionally,
the picture should vary with the position of the observer. It should be simpler for an observer close to the initial
singularity, but become increasingly complex as the observer moves away from it.
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