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Abstract
Uncertainty about future movements in the exchange rate leads to uncertainty
about the prices importers will have to pay, or exporters will receive, in domestic
currency terms. As a result, exchange rate variability may influence agents' decisions to
engage in foreign trade and could act as a deterrent to foreign trade.
The empirical literature has provided no definitive conclusions on the question
of whether exchange rate variability is detrimental to international trade. This thesis
identifies that one of the main reasons for this ambiguous conclusion is that there is
little consensus regarding the most appropriate way of measuring exchange rate
variability; and careful attention is given to the nature of the variability captured by the
range of proxies used.
From this basis the thesis develops into an investigation regarding the empirical
influence of three measures of exchange rate variability on the prices and volumes of
UK aggregate exports to its eight main trading partners, over the period 1973 Q2 to
1990 Q3. The empirical results are generated from two very recent approaches to
cointegration analysis. Firstly, the ARDL approach (Pesaran, Shin and Smith, 1996) is
used to estimate the long-run structural equations. Secondly, in order to test for
identification of the structural system a restricted VECM (Pesaran and Shin, 1997b;
Pesaran and Smith, 1998) is estimated. Given that exchange rate variability may have
different impacts on UK exports across the eight countries we also utilise one of the
measures of exchange rate variability to investigate its impact on hi-lateral UK exports.
The estimation results indicate that none of the measures of exchange rate variability
had a statistically significant influence on either aggregate or bi-lateral UK exports.
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Chapter One
Introduction
Since the formal abandonment of the Bretton Woods system in March 1973
economists have been concerned that the move to floating exchange rates resulted in
increased exchange rate volatility (Kumar and Whitt, 1992; Frenkel, 1992).
Furthermore, higher exchange rate variability could act as a deterrent to the participation
in international trade and could lead to increased protectionism. Economic theory (see
for example Clark, 1973; Ethier, 1973) suggests that exchange rate variability creates
uncertainty about the future movements in the exchange rate. This results in uncertainty
about the prices importers will pay, or exporters will receive, in their domestic currency
terms, at a date in the future. Assuming economic agents are risk averse, this will lead to
exporters and importers preferring the relatively certain profits from trading in their
domestic economies compared to profits earned from foreign trade whose value could
be subject to adverse exchange rate fluctuations.
The traditional approach to modelling the decision making process of firms
operating under conditions of exchange rate uncertainty has been to use mean-variance
analysis (Tobin, 1958; Markowitz, 1959). In this framework rational utility maximising
agents trade-off expected profits against risk, measured by the standard deviation
(variance) of profits. The extent of the negative influence of exchange rate variability on
international trade will depend upon the degree of exchange rate variability and the
extent to which exporters or importers are averse to foreign exchange risk.
In addition, the literature has also identified a number of long-term influences
resulting from persistent exchange rate uncertainty. For example, persistent exchange
rate variability may lead to governments adopting protectionist policies, which in itself
could lower the volume of international trade. Exchange rate uncertainty could also
hinder long term planning and decision making of firms and may deter investment in
plant and equipment if the trading environment of exporters or importers is uncertain. In
chapter two of the thesis we analyse the main reasons why exchange rate uncertainty
may influence international trade. This discussion is placed into context by comparing
the degree of exchange rate variability under the Bretton Woods system with that in the
floating exchange rate period, as well as comparing the trade performance of the major
industrialised and developing countries.
A large amount of literature has developed in an attempt to quantify the sign and
magnitude of the variability effect on the volumes and prices of exports and imports.
Unfortunately, the studies when taken together have provided no decisive conclusions as
to whether exchange rate variability (uncertainty) deters participation in international
trade. A survey of the empirical studies undertaken in chapter two (and a summary of
the research presented in appendix A) suggests that nearly as many studies find no
significant empirical influence of exchange rate variability on international trade as the
number of studies which find a significant variability effect. In this literature review we
discuss the seminal contribution of Hooper and Kohlhagen (1978) in detail and from
this framework compare and contrast the significant findings from the empirical
literature. The survey classifies the major studies in the field so that the results from
similar approaches can be compared.
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Two possible reasons may account for the mixed empirical results: firstly, the
literature has provided no clear guidance regarding how to measure exchange rate
uncertainty nor about identifying the circumstances about which one particular proxy is
more appropriate than another. Secondly, many of the empirical studies made the
assumption that the data used for estimation is stationary. We take each in turn: (i)
measuring exchange rate uncertainty. The current proxies have attempted to measure
the uncertainty regarding the direction and magnitude of future exchange rate
movements. Proxies of exchange rate uncertainty typically measure the deviation of the
actual exchange rate from its expected value in a given time period. Researchers have to
assume a proxy for the expected future spot rate: for example, Hooper and Kohlhagen
(1978) use the average absolute difference between the current spot rate and the lagged
forward rate for the thirteen weekly observations of a given quarter. However, rather
than relying on an assumed definition of the expected future spot rate, many researchers
have• opted to use measures of exchange rate variability to capture exchange rate
uncertainty, such as the standard deviation of the exchange rate (Makin, 1976; Thursby,
1981; Medhora, 1990); moving average standard deviations (Cushman, 1988b;
Chowdhury, 1993; Arize, 1995 a,b); or GARCH processes of the squared residuals from
a model of the exchange rate (Kroner and Lastrapes, 1993; Holly, 1995; Arize, 1997a).
However, it is important to note that the extent to which variability proxies accurately
depict exchange rate uncertainty depends crucially upon the extent to which exchange
rate movements are predictable (Akhtar and Hilton, 1984). For example, if exchange
rate movements are relatively predictable, despite being highly volatile, then variability
measures may overstate the 'true' degree of exchange rate uncertainty.
3
In chapter three, we survey the various measures of exchange rate variability and
compare and contrast the characteristics of the numerous proxies. To the best of this
author's knowledge a complete survey of the proxies has not yet been undertaken, so
careful attention is given to the nature of the variability captured by the range of proxies.
The fact that each proxy has it own particular set of characteristics may mean that the
measured impact of exchange rate variability on international trade may vary according
to the measure adopted. We also discuss the factors researchers should consider when
measuring exchange rate variability, such as the sample frequency of the data used; the
distribution of the exchange rate; whether nominal or real exchange rates should be
utilised; and the influence of exchange rate policy regimes on variability measurement.
(ii) The assumption that the data is stationary. Many of the empirical studies have
made the assumption that the data used in the estimation is stationary. Recent
developments in the cointegration literature have allowed for the modelling of long-run
equilibrium relationships when the data used is non-stationary. A few recent studies
have used the Johansen (1988) procedure to estimate the number of cointegrating
vectors consistent with a long-run model of international trade incorporating exchange
rate variability (see for example Chowdhury, 1993; Arize, 1997a,b). To the best of this
author's knowledge, only one study has estimated a model of both export volumes and
prices using cointegration techniques. This is Holly (1995) which uses the Johansen
procedure to estimate the impact of a GARCH measure of exchange rate variability on
the prices and volumes of UK aggregate manufactured exports, over the sample period
1974Q4 to 1992Q4. The price and volume equations are assumed to represent the export
demand and supply equations, assuming the supply of exports schedule is infinitely
price elastic.
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However, there are two main limitations of the econometric methodology
adopted by Holly loc. cit. Firstly, unit root testing established that the variability
measure was stationary and the variable was eliminated from the cointegrating vector so
that the long-run impact of exchange rate variability was denied. The 'variability effect'
is estimated from short-run error correction equations. Recent developments in the
cointegration literature have concluded that stationary variables should be included in
cointegrating vectors when economic theory indicates they play an important role in
defining the long-run equilibrium relationship (Harris, 1995; Wickens, 1996).
Secondly, Holly applied the Johansen procedure to the volume and price
equations separately, thus treating each as though it were a single structural equation,
rather than being one equation from a structural system. The important contribution by
Wickens (1996) has demonstrated that only by imposing a priori restrictions derived
from economic theory is it possible to make structural inferences from the estimation of
cointegrating vectors. Without these restrictions it is impossible to make a meaningful
economic interpretation of cointegrating vectors, given that they are derived from a
reduced form Vector Autoregressive Error Correction Model (VECM).
In chapter five we outline the econometric methodology that can be utilised to
address these two limitations of Holly's study. Firstly, to interpret fully the role played
by stationary variables in the cointegrating vectors, the ARDL approach to cointegration
(Pesaran, Shin and Smith, 1996; Pesaran and Shin, 1997a) will be used for the purpose
of structural estimation. This technique allows for the testing and estimation of long-run
relationships irrespective of knowing whether the order of integration of each variable is
I(0) or 41). However, developments in the ARDL literature to date have currently only
allowed for the estimation of single equations, not yet addressing the importance of
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system estimation. It is therefore necessary to supplement our research from the ARDL
approach with a test for structural identification. Recent developments by Pesaran and
Shin, (1997b) [see also Garratt et al, 1998; Pesaran and Smith, 1998; Pesaran, Shin and
Smith, 1997] have provided an applied econometric framework which can be used to
derive a structural representation by imposing restrictions on cointegrating vectors.
The empirical analysis presented in chapters six and seven investigates whether
exchange rate variability had any statistically significant influence on either the demand
for or supply of UK exports to its eight main trading partners. The sample period for
estimation is 1973Q2 to 1990Q3, a period of floating exchange rates for the UK. In
chapter six we estimate the impact of three measures of exchange rate variability on
aggregate UK exports to its eight main trading partners. The three measures have been
commonly used in the literature and are adopted to examine whether the relationship
between export volumes (prices) and exchange rate variability is sensitive to the
particular proxy chosen. While this research does not aim to develop new measures of
exchange rate variability in order to more accurately depict the concept of exchange rate
uncertainty, it hopes to illustrate how different characteristics of particular measures
may possibly alter the perceived relationship between trade volumes and exchange rate
variability.
However, the use of aggregate trade data is subject to the problem that measures
of exchange rate variability may have different impacts across countries of destination
and even different sectors of the economy. The same products exported to different
countries may be subject to different influences from exchange rate variability
depending upon the particular price elasticity of demand, and thus on the extent to
which fluctuations in the price of exports in domestic currency terms (due to
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fluctuations in the exchange rate) have an impact on the demand for exports. In chapter
seven we use disaggregated data to examine the impact of one of the measures of
exchange rate variability used in chapter six on the bi-lateral exports to each of the UK's
eight main trading partners. As well as hoping to establish whether different variability
effects exist, it is also interesting to discover whether the identification of the structural
relationships is sensitive to the country of destination.
Chapter eight provides an overall summary of the findings from this research
and details the significant conclusions from it. Limitations of the work are considered
and possible suggestions for future research are provided.
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Chapter Two
Exchange Rate Variability and International Trade I
Abstract
This chapter provides a rationale for the possibility of exchange rate variability
having a deterrent effect on international trade. To place the debate in context the trade
performance of the main industrialised and developing countries are compared during
sample periods of the recent float (1976-1987) and the Bretton Woods era (1955-1970).
Economic theory and recent evidence are then used to outline the main reasons why
exchange rate variability could influence international trade.
2.1	 Introduction 
The abandonment of the Bretton Woods system in 1973 led to concerns that
excessive short-run fluctuations in exchange rates could be harmful to international
trade. The move to floating exchange rates was generally characterised by a higher
degree of exchange rate volatility (Kumar and Whitt, 1992; Frenkel, 1992; Macdonald,
1988). Economic theory suggests that exchange rate variability creates uncertainty
concerning the prices importers would have to pay, or exporters would receive, in their
respective domestic currency terms, at some date in the future. Under the assumption of
risk aversion, participants in international trade tend to prefer the relatively certain
profits which may be obtained from trading in domestic markets compared to foreign
markets where uncovered profits earned are subject to exchange rate fluctuations. The
8
uncertain revenues would thus encourage them either to switch away from foreign
markets to domestic economic activities or attempt to insure against exchange rate
fluctuations through hedging techniques.
Following the seminal work of Hooper and Kohlhagen (1978), economists have
attempted to estimate the sign and magnitude of the effect of exchange rate variability
on trade volumes and prices. In 1984 the International Monetary Fund concluded from a
survey of the literature that there was no systematic significant relationship between
exchange rate variability and international trade volumes. Since then, however, further
research has provided evidence of a statistically significant 'variability' effect.
This chapter takes a step back from the debate concerning the sign and
magnitude of the exchange rate variability effect to provide a rationale as to why
exchange rate variability could influence trade flows. Section 2.2 analyses the recent
trade performance of the main industrialised and developing countries over recent fixed
and floating rate periods. The data presented suggest that the move to floating exchange
rates was coincident with a fall in the growth of trade volumes and that trade prices were
far more volatile.
We also consider some of the main reasons as to why exchange rate variability
may influence international trade (section 2.3). The arguments are based both on
economic theory and recent evidence concerning the operation of the international
trading system.
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2.2	 Exchange Rate Variability and International Trade: an overview. 
Over the post-war period the international monetary system of the developed
countries can be divided into two distinct periods. Firstly, the Bretton Woods system,
which existed from July, 1944 to March, 1973, established a target zone of ±1 per cent
of either side of a central parity with respect to the US dollar. Secondly, the collapse of
the Bretton Woods system since 1973 resulted in a period of floating exchange rates.
Recent evidence suggests that the resulting floating exchange rate period has since been
characterised by a lower volume of international trade and a higher degree of exchange
rate variability compared to the Bretton Woods era (Kumar and Whitt, 1992). 1 Many of
the developed economies have since attempted to reduce excessive exchange rate
volatility and long term misalignments of the exchange rate through formal institutional
policy agreements. For example, the member countries of the European Exchange Rate
Mechanism established target zones for their respective currencies, allowing
fluctuations of +15% either side of a central parity. 2
 The Louvre Accord, 1987 provided
co-ordinated intervention among the G7 countries to prevent a fall in the value of the
US dollar.
1. IMF (1984) note that the volume of world trade grew at an average rate of 8.5 per cent over the period
1963-1972, compared to an average annual growth rate of 6 per cent over the remainder of the 1970s,
only to remain relatively stagnant during the early 1980s.
2. From the outset the ERM established two forms of currency bands. Firstly, narrow bands of ±2.25%
and secondly, wider bands with fluctuations of ±6%. Speculative pressures in July, 1993 led to the bands
being widened to ±15%.
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Table 2.2.1: Mean and Standard Deviation of Real Effective Exchange Rate
Variability for Selected Countries
AVERAGE
1961-1971 1975-1988 1979-1988
Canada 0.55 1.05 1.06
United States 0.39 1.43 1.57
Japan 0.88 2.57 2.88
France 0.93 1.17 1.08
Germany 0.85 1.16 0.97
Italy 0.57 1.40 1.13
Netherlands 1.07 0.86 0.76
United Kingdom 1.07 2.03 2.17
STANDARD DEVIATION
1961-1971 1975-1988 1979-1988
Canada 0.32 0.24 0.24
United States 0.11 0.41 0.34
Japan 0.09 0.76 0.55
France 0.86 0.35 0.35
Germany 0.63 0.44 0.19
Italy 0.10 0.56 0.17
Netherlands 0.43 0.25 0.17
United Kingdom 1.05 0.41 0.34
Source: Kumar and Whitt (1992). Exchange rate volatility for a given year was measured by tie standard deviation of the eleven
monthly percentage changes in the real effective exchange rate in that year. All numbers have been scaled up by a factor of 100. The
figures are based on figures from the Federal Reserve Bank of Atlanta using International Monetary Fund International Financial
Statistics.
Table 2.2.1 presents evidence for the mean and standard deviation of the
standard deviation measure of exchange rate variability for the G7 countries, over sub-
periods of the Bretton Woods and the floating rate eras (Kumar and Whitt, 1992).3.4
Data is also presented from 1979 to 1988, which includes both fixed and floating
3. It should be noted that between 1975 and 1978 the Netherlands and Germany participated in the
European Currency Snake where member currencies could fluctuate ±2.25% around a central parity with
respect to the US Dollar. France was also a member of this system from 10th July 1975 to March 15th
1976 (Shone, 1989).
4. An attempt was made to up date these figures to encompass the period 1989-1997. However, a
consistent data set for all of the countries could not be found from the available sources.
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exchange rate periods. 5 In this study Kumar and Whitt calculate the standard deviation
of the eleven monthly changes in the real effective exchange rate for each given year in
the sample. The average and standard deviation of the standard deviations were then
calculated. The evidence suggests that for each of the G7 countries, except the
Netherlands, following the move to floating exchange rates there was a rise in average
exchange rate variability. This rise was particularly large for Japan, which experienced
nearly a three fold increase. The United States, Japan and Italy also experienced an
increase in the standard deviation of variability. From 1979 to 1988 the average of the
standard deviations fell for France, Germany, Italy and the Netherlands, which was also
accompanied by either the same or a decline in the standard deviation of variability.
This result could mainly be explained by the dampening effects of the European
Exchange Rate Mechanism. By contrast the floating currencies experienced increases in
mean volatility, while the standard deviation of volatility fell for the US, Japan and the
United Kingdom.
The extent to which the movements in trade volumes and prices (unit values) for
the industrialised countries has been influenced by the move to floating exchange rates
is illustrated in table 2.2.2. Data on the movements in unit values and the volume of
exports and imports are presented for a number of sub-periods over the Bretton Woods
and floating eras. The growth in export volumes increased from 6.8% over the period
1955-1960 to 9.6% for the period 1966-1970. By contrast during the floating era, the
growth in export volumes fell to 6.5% for the period 1976-1980, falling again to 3.4%
5. Over the period 1979-1988 the US Dollar, Canadian Dollar, Japanese Yen and UK pound all floated,
whilst the French Franc, German Mark, Italian Lira, and Netherlands Guilder were members of the
European Monetary System. Consequently these currencies were fixed in a target zone relative to some
currencies included in the effective exchange rate index.
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for the period 1981-1985. A similar problem is found for the growth in import volumes,
which peaked at 10% over the period 1966-1970. During the floating era import volume
growth fell from 5.9% (1976-1980) to 3.7% (1981-1985), although there was an
increase to 6.9% for the period 1986-1987.
Table 2.2.2 Volume and Unit Value of Exports and Imports
for the Industrialised Countries (percentage changes).
Exports Imports
Volume Unit Value Volume Unit Value
1955-1960 6.8 0.7 7.7 -0.9
1961-1965 7.6 0.8 8.5 0.4
1966-1970 9.6 2.0 10.0 1.5
1971-1975 6.1 14.1 4.0 16.5
1976-1980 6.5 9.8 5.9 12.1
1981-1985 3.4 -2.9 3.7 -3.4
1986-1987 3.2 12.7 6.9 7.5
Source: International Monetary Fund (1988), International Financial Statistics - Supplement on Trade Statistics.
It is also interesting to examine what influence, if any, the move to floating
exchange rates had on the pattern of trade price movements, as measured by export and
import unit values. The evidence would suggest that trade prices became more volatile
during the floating era. For example, for the period 1955-1960 the changes in export and
import unit values were 0.7% and -0.9% respectively. The growth in export and import
prices rose moderately during the period 1966-1970 to 2.0% and 1.5% respectively.
However, during the floating era, the growth in export and import unit values increased
to 6.5% and 9.8% for the period 1976-1980. Over the period 1971-1975 (which includes
periods of fixed and floating rates) the growth in export and import unit values peaked
at 14.1% and 16.5%. By 1986-1987 the growth in export and import unit values was
12.7% and 7.5% respectively.
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Table 2.2.3 Volume and Unit Value of Exports and Imports
for the Developing Countries (percentage changes).
Exports Imports
Volume Unit Value Volume Unit Value
1955-1960 3.8 -0.9 - -
1961-1965 7.9 0.9 4.3 0.9
1966-1970 7.4 1.2 6.2 1.5
1971-1975 3.8 26.9 10.2 16.3
1976-1980 2.4 16.4 6.8 10.7
1981-1985 -3.2 -2.8 0.9 -3.0
1986-1987 6.8 - - -
Source: International Monetary Fund (1988), International Financial Statistics - Supplement on Trade Statistics.
A very similar picture is found for the growth in trade for the developing
countries (Table 2.2.3). The growth in export volumes peaked at 7.9% (1961-1965),
compared to 2.4% for the period 1976-1980. By contrast, import volume growth rose
from 4.3% (1961-1965) to a peak of 10.2% (1971-1975), falling then to 6.8% (1976-
1980). Export and import unit values were also more volatile during the floating era. For
example, for the period 1961-1965 the growth in export and import unit values was
0.9%, compared to 16.4% and 10.7% respectively from 1976 to 1980.
However, caution should be used when analysing both data sets to make
definitive conclusions as to how much of the slow down in the growth of trade volumes
can be attributed to the increased exchange rate variability resulting from the move to
floating exchange rates. Economists analysing this question have relied on regression
analysis to measure the sign and magnitude of the exchange rate variability effect. A
survey of these studies is presented in chapter three.
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2.3	 Why Should Exchange Rate Variability Influence International Trade? 
In attempting to demonstrate a link between exchange rate variability and
international trade, economists are essentially concerned with illustrating how
uncertainty regarding future exchange rate movements influences the decision making
of exporters and importers. This section suggests a number of possible reasons why
exchange rate variability may influence international trade. However, it should be noted
from the outset that research in this field is limited to a consideration of the link
between exchange rate variability and international trade ceteris paribus. Firms are
often subject to other forms of uncertainty such as political instability; interest rate
instability; uncertainty about capital or exchange controls; and trade barrier factors,
which are often not considered. These forms of uncertainty are likely to be interlinked
both amongst themselves and with exchange rate uncertainty and so separate effects
may prove to be very problematic. Moreover, establishing a statistically significant
relationship between a measure of exchange rate variability and export (import)
volumes, does not in itself demonstrate that traders were operating in an uncertain
environment, that they were aware of this environment, and consequently changed their
trading behaviour accordingly. For example, if exchange rate movements are relatively
predictable, despite being highly volatile, then the variability measure may overstate any
relationship with international trade because the measure of variability captures
anticipated plus unanticipated movements.
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2.3.1 Uncertainty regarding the effects on trade prices in domestic currency 
terms.
Table 2.3.1 presents evidence by Tavlas (1997) on the currency denomination of
export and import contracts for a selection of countries. The data suggests that for a
number of countries a significant proportion of their trade contracts are denominated in
foreign currency. For example, the dollar invoicing of imports, over the period 1992-
1996, varied from 18.1% (Germany) to 28.0% (Italy), up to 70.4% (Japan). The
percentage of imports denominated in home currency, for all the countries except the
USA, varied from 22.5% (Japan) to 53.3% (Germany), while the percentage of exports
denominated in home currency varied from 35.7% (Japan) to 76.4% (Germany). The US
dollar maintains a strong position as a currency frequently used for invoicing trade
contracts. Thus US trade is less directly affected by fluctuations in the price of foreign
currency. 98% of US export contracts and 88.8% of US import contracts are
denominated in US dollars.
It is interesting to compare the results presented by Tavlas (1997) with an earlier
study by Page (1981). The results by Tavlas suggest that there has been a move by
importers and exporters to increasingly denominate their contracts in domestic currency.
This occurrence may have arisen from the increased exchange rate variability resulting
from the move to floating exchange rates, as discussed in section 2.2. Page (1981)
shows that the percentage of export contracts denominated in home currency, for all
countries except the USA, varied from 29.4% (Japan) to 82.3% (Germany), while the
percentage of import contracts varied from 2.4% (Japan) to 42.8% (Germany).
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Given the above evidence it would seem that fluctuations in the price of foreign
currency may create uncertainty regarding the prices exporters will receive or importers
will have to pay at some date in the future, on at least a proportion of the trade contracts
which are denominated in foreign currency and are not covered through hedging
techniques. Most international trade contracts incorporate a payment lag from the
contract date to allow time for delivery or to provide trade credit. Fluctuations in short
term exchange rates can influence the profits of exporters and importers by making the
future revenue from international trade uncertain. For example, an importer may have to
pay a trade contract in foreign currency at some date in the future. If the price of foreign
currency increases, this raises the cost of imported goods, which could influence the
profitability of importing if the higher costs cannot be passed onto the final consumer.
The reduction in profitability is likely to lower the demand for impofts. 6 If export
contracts are denominated in foreign currency, then exporters may also face uncertainty
about the price they will receive in domestic currency terms for their goods or services
at the end of the contract period, if there are large unanticipated, adverse movements in
the exchange rate.
The extent of the uncertainty effect on trade will generally depend upon the size
and predictability of exchange rate fluctuations; how averse exporters (importers) are to
the effects of exchange rate uncertainty (i.e. the degree of risk aversion); the degree of
market power (and thus to what extent the variability costs can be passed onto the final
consumer); the presence of substitute goods and markets with more stable exchange
rates; and finally the price elasticity of demand and supply for exports (imports).
6. Risk aversion is also assumed for this result to occur, so that importers would prefer to operate under a
certain environment rather than expose their profits to exchange rate fluctuations.
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Companies involved in international trade can insure against the adverse
consequences of exchange rate variability through a number of internal and external
hedging techniques. The most common form of external mechanism is the use of
forward markets. This allows exporters and importers to buy or sell foreign currency at
the contract date for delivery at some point in the future. Companies may also use leads
and lags, whereby the timing of payments and collections are adjusted in anticipation of
favourable currency movements. The use of this technique is dependent upon a number
of factors including market expectations; the invoicing currency position (i.e. whether
the contract is invoiced in the exporter's or importer's currency); and the degree of
stability of the invoicing currency. Internal hedging techniques are generally used by
multinational firms and generally involve a subsidiary company being used to cover the
foreign exchange risk exposure. For example, a parent company may use the funds of a
foreign subsidiary, so that it can pay for a contract in the subsidiary's currency. Parent
companies may also provide a loan of their domestic currency to a foreign subsidiary to
pay contracts, which could be repaid in the foreign subsidiary's currency. Such a
technique is known as a swap loan.
At the macroeconomic level, the creation of a monetary union either by a system
of quasi-fixed exchange rates or a single currency is one mechanism by which exchange
rate uncertainty can be eliminated. This instrument can promote price transparency, thus
assisting trade and competition between the member countries. However, this solution
only eliminates internal fluctuations in exchange rates. Exchange rate uncertainty with
respect to currencies in the rest of the world still remains, and this can still deter external
trade, although it would assist trade diversion to member countries. A common currency
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also only eliminates nominal exchange rate uncertainty. Real exchange rate uncertainty
may still exist if fluctuations in relative prices are relatively large.
2.3.2 The Cost of Forward Cover
Although the difficulties in anticipating future movements in export or import
prices in domestic currency terms can be overcome by hedging forward, there are many
reasons why exporters or importers may decide not to use forward markets or why
forward cover may be incomplete. Firstly, exporters or importers may be risk loving or
have a sufficiently low degree of risk aversion that they choose not to cover forward.
Secondly, forward markets can only provide complete cover if the foreign currency
denominated sales receipts or expenditures are known with certainty. If the foreign
currency price is allowed to vary over the contract period forward markets may only
provide limited cover.
In developing countries particularly, forward markets are less well established,
so that hedging is very difficult or impossible. The thinness of the forward markets in
these countries could mean that the forward premium will be relatively high. 7 Forward
markets also have maturities which are very rigid and may be limited to a maximum of
one year in length. Thus forward protection may only be available partially on long term
trade contracts.
7. In attempting to reduce their exposure to foreign exchange risk, many developing countries have tied
the value of their currency to a developed country, which is a major trading partner. For example, Assane
and Konan (1994) note that the member countries of the West African Monetary Union have tied the
value of their currency to the French Franc. However, while this eliminates exchange rate uncertainty
from trade with France and other trading partners invoicing in this currency, these countries are still
exposed to exchange rate uncertainty indirectly through fluctuations in the franc compared to other
currencies.
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In order to bear the risk associated with uncertain movements in the spot
exchange rate, those selling forward foreign currency generally demand a risk premium,
which inserts a wedge between the current forward exchange rate and the expected
future spot rate. Higher forward risk premiums contribute to the transaction costs of
using these markets." Empirical evidence also suggests that the transaction costs of
using forward markets are an increasing function of the degree of foreign exchange
risk. 1 ° Moreover, the longer the maturity length the greater is the forward risk premium.
This means that the cost of forward cover typically increases the longer the period of
forward cover required. Longer forward contracts also tend to be less reliable in
predicting future spot rates. To use the forward market also often requires a minimum
deposit balance. The cost of forward cover may also be prohibitively expensive if it
accounts for a significant proportion of the profit margin on the trade contract."
2.3.3 The Nature of Competition and Industrial Concentration
The recent literature has also suggested a number of reasons as to why exchange
rate uncertainty has a greater influence on the trading performance of smaller firms.
Firstly, larger firms tend to have more market power and thus are more able to pass any
hedging costs onto the final consumer. Larger firms also tend to have more facilities in
8. The transaction costs are defined as the bid-offer spread.
9. However, in examining the overall impact on international trade, it should be noted that while the cost
of forward cover are positive for some traders, on the opposite side, other traders also benefit from a
forward discount.
10. Mckinnon (1974) shows that the transaction costs for forward cover can increase by 5 per cent to 10
per cent in periods of excessive currency turbulence.
11. Gosling (1987) also notes that a National Economic Development Office (NEDO) survey indicated
that many firms regarded the costs of forward cover as prohibitive.
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terms of financial departments and financial reserves, through which they can
reducreduce their foreign exchange exposure. These hedging costs also essentially fixed,
in terms of management time involved, which makes them more difficult to absorb for
smaller firms.
Secondly, larger firms typically have a wider selection of products and markets
by which they can diversify their currency exposure. Each market and product is likely
to have a different elasticity of demand and so the exchange rate variability effect is
likely to vary across markets and products. Furthermore, if raw materials are imported
the greater degree of market power to re-negotiate contracts with suppliers, enables
larger firms to absorb uncertainty costs into the negotiated prices, or to switch to
suppliers in markets with more stable exchange rates.
Thirdly, larger firms may also be multinational corporations which can use their
foreign subsidiaries to pay trade contracts without the need to be exposed to exchange
rate fluctuations.
Each of these factors could mean that smaller firms are deterred from either
entering foreign markets or cause them to leave them foreign markets and switch to
domestic economic activities. This could lead to a rise in industrial concentration.
Companies may also tend to specialise in products or services for which they have
sufficiently large profit margins, so as to cover the costs of hedging.
Maskus (1986) also notes that an industry's exposure to exchange rate
uncertainty is likely to depend upon the degree of foreign exchange exposure. Thus the
proportion of total sales revenues and costs subject to exchange rate fluctuations will
influence the profitability of international trade. Furthermore, if concentrated industries
are highly profitable, they may be more able to absorb the costs of forward cover
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without reducing the volume of trade. If firms have a high degree of market power their
exposure to foreign exchange risk may also be relatively low, if they are able to
denominate contracts in domestic currency. Risk exposure is also dependent upon the
quantity of foreign inputs used in the production of exports. For example, if a UK
producer receives payments in French Francs, but also purchases factor inputs from
France invoiced in sterling, then adverse movements in the price of French Francs could
be counterbalanced by advantageous movements in UK pounds.
2.3.4 Protectionism
Early proponents of floating exchange rates (Friedman, 1953; Sohmen, 1961)
suggested that they would act as a stabilising force by which trade imbalances would be
eliminated. As a consequence there would be less need for governments to adopt
protectionist policies, in order to protect their economies from import penetration,
following a misalignment of the domestic currency. Consequently, instantaneous
adjustment of the exchange rate would promote more free trade compared to the Bretton
Woods era.
However, if short term adverse movements in exchange rates persist over time,
so that the domestic currency becomes overvalued, this may have a detrimental effect on
the volume of exports and lead to an inflow of cheaper imported goods (in domestic
currency terms). Conversely, an undervaluation of the foreign currency will create a
boom in the export sectors. Consequently, the overall impact on trade will depend upon
the relative magnitude of the two effects. Furthermore, persistent exchange rate
variability may generate a tendency for governments to resort to protectionist policies,
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in order to protect domestic producers from import penetration or to assist exporters
entering foreign markets.
Protectionist policies may take the form of direct quantitative restrictions such as
tariffs or quotas, subsidies or other forms of assistance for exporters (e.g. infant -
industry assistance). Alternatively, governments may undertake competitive
devaluations of their own currency. Indirectly they may simply slow down the pace of
free trade reforms through signing less free trade treaties and agreements. Such policies
have been termed The Political Economy of Exchange Rate Variability' (De Grauwe,
1988), which result in markets becoming more protected, so that opportunities for
international trade to take place are reduced.
Bergsten and Williamson (1983) also suggest that an overvaluation of the
domestic currency 12 encourages governments to adopt protectionist policies in order to
prevent any reduction in manufacturing capacity and employment, arising from an
influx of imports from countries with an undervalued currency. Furthermore,
governments have less of a tendency to remove these trade barriers when the domestic
currency is undervalued. These asymmetries in protectionism lead to a 'trend-like'
increase in protectionism and will negatively affect international trade (De Grauwe,
1988).
The magnitude of the 'Political Economy' effect has been empirically analysed
by De Grauwe (1988). De Grauwe shows that the size of the misalignment effect on
international trade volumes is relatively small for a study of intra-EMS and extra-EMS
trade. Despite the European Exchange Rate Mechanism being successful in reducing
12. Overvaluation is defined in terms of a misalignment of the currency relative to the economic
fundamentals (this is usually defined as the purchasing power parity exchange rate).
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exchange rate misalignments, De Grauwe found the EMS countries experienced
significant reductions in the average yearly growth of intra-EMS and extra-EMS trade
volumes over the period 1979-1992 compared to the floating era. Specifically, the
average yearly growth of intra-EMS trade fell from 6.7% over the period 1973-1978 to
2%, 1979 to 1992. Extra-EMS trade (excluding US trade) fell from 7.8% over the same
floating period to 2%, 1979-1992. Despite the introduction of more stable exchange
rates having a positive influence on international trade, it was counterbalanced by the
negative effect of restrictive fiscal policies followed by the main EMS countries and the
supply-side problems experienced by many countries. Consequently, stable exchange
rates are not a sufficient condition to improve the volume of international trade.
2.3.5 Can exchange rate variability have a positive influence on international 
trade? 
The theoretical literature (for example Ethier, 1973; Clark, 1973; Hooper and
Kohlhagen, 1978) suggests that under the assumption of risk aversion, exchange rate
uncertainty will exert a negative influence on international trade. De Grauwe (1988),
however, shows that the theoretical effects of increased exchange rate uncertainty are
unclear, in that the sign of the uncertainty effect depends upon the degree of risk
aversion rather than agents being risk averse per se. De Grauwe considers a model of a
representative exporter who faces the choice between supplying goods to domestic and
foreign markets. The only source of risk faced by the exporter is assumed to be the price
received from export sales due to fluctuations in the exchange rate. Thus all export
contracts are assumed to be denominated in foreign currency. Thus the export price, p f
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is a random variable since p f = p e, where p 5 is the price of output in foreign currency
and e is the exchange rate, which is a random variable. De Grauwe then uses expected
utility analysis to derive the conditions by which unanticipated fluctuations in the
exchange rate can have either a positive or negative influence on export volumes. The
optimal condition is given as follows:
EU f e =Ud pd q'(x-xf1	 ..2.3.5.1
p5
 q' (x-)
where U if is the marginal utility from export revenue; U id is the marginal utility from
domestic sales revenue"; p d
 is the price of output from domestic sales; q' (x-x f) is the
marginal product of labour for the output produced for the domestic market and q i (xf) is
the marginal product of labour for exported output. The production functions for the
domestic and export markets are q d
 = q(x-xf) and qf = q(x f) respectively, where xd=x-x f
and xf
 are the units of labour input, where x = x d + xf.
De Grauwe uses this condition to show why an increase in exchange rate
uncertainty may have a positive or negative influence on export volumes. This result is
. —
derived by examining the 'mean-preserving' spread in e on EU f e. If this rise in
, —
exchange rate uncertainty raises EU f e, then the right side of 2.3.5.1 will have to
increase also, which can only arise from an increase in export sales i.e. an increase in X.
. —
By contrast, if EU f e falls, then export sales will decline.
13. It is assumed that U f and U d are independent of each other. It may be the case, however, that the
utility obtained from exporting is dependent upon the utility obtained from domestic sales.
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De Grauwe shows that this result depends upon the convexity or concavity of the
marginal utility function. This result can be found by differentiating 2.3.5.1 twice with
respect to e:
, -
a2u f e = 1 [R (1-R) + R' Y f]
ae2
..2.3.5.2
–	 –,
where R is the coefficient of relative risk aversion i.e. R = U f Yf/ U f and Y f = p e q.
–
Thus if producers are sufficiently risk averse then U , f e will be convex, which it can be
shown infers R>1, so that exporters will export more. By contrast, if exporters have a
, –
small degree of risk aversion, then R<1, inferring U f e will be concave, so that exports
fall.
These results are shown in figures 2.1.1 and 2.1.2. In figure 2.1.1 since the
marginal utility function is convex, then an increase in the 'mean preserving' spread of
– — —
e, from e ,- e 2 to e 3- e 4, this will lead to a rise in expected marginal utility from
,
EU f e , to EU f e 2• The economic intuition behind this result is that a very risk averse
exporter, would have a negative substitution effect resulting from higher exchange rate
variability outweighed by a positive income effect. The very risk averse exporter
worries about the worst possible outcome and exports more so as to allow for the lost
possible revenue resulting from higher exchange rate variability.
Alternatively, a less risk averse exporter will export less following higher
exchange rate variability. In this instance the expected marginal utility of export revenue
will fall, which consequently reduces the quantity of trade volumes. Thus the marginal
expected utility function is concave. In figure 2.1.2 a similar increase in the mean-
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-E(U f e )7
-
E(U f e ),
preserving spread leads to a reduction in the expected marginal utility. Intuitively, given
the exporter is less concerned with the worst possible outcome, the expected marginal
utility falls (i.e. the exporter is less concerned with the loss of revenue from a fall in
trade). Here the negative substitution effect from higher exchange rate variability
outweighs the positive income effect, so that the quantity of trade falls.
0	 -
e 3
 e 2
	
e
	
e1	 e4
Figure 2.1.1: A Strictly Convex Marginal Utility Function: The Case of a Very 
Risk Averse Exporter. 
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Figure 2.1.2: A Strictly Concave Marginal Utility Function: The Case of a Less 
Risk Averse Exporter. 
2.3.6 The Long Term Effects of Exchange Rate Variability
Exchange rate uncertainty may also influence long term trade patterns. Firstly,
persistent exchange rate variability may influence the location decisions of firms. IMF
(1984) suggest that the costs of exchange rate variability could be sufficiently high to
encourage multinational firms to locate in a number of different locations, as a means of
diversifying their exposure to foreign exchange risk. Companies may also be concerned
with currencies which are misaligned, which could influence the long term
competitiveness of exports.
Exchange rate uncertainty may deter long term investment patterns through
dampening business confidence and hence hindering long term planning. Cushman
(1988c) also presents evidence of a statistically significant link between exchange rate
variability and foreign direct investment flows from the US to UK, France, Germany,
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Canada and Japan for the sample period 1963-1972. A positive relationship is found
which indicates that US firms who experience a reduction in their exporting capacity
following an appreciation of the US Dollar, have a tendency in the long term to locate
overseas in these markets, to recoup some of the lossed revenues, through a stream of
profits from overseas subsidiaries. Cushman (1988) also considers the effects of
exchange rate variability on direct investment flows into the US from UK, France,
Germany, Canada and Japan from 1963 to 1986. The results suggest a 25.3% rise in
foreign direct investment can be attributed to the influence of exchange rate variability
over the sample period.
2.4	 Conclusions 
The purpose of this chapter was to place into context the debate concerning the
influence of exchange rate variability on international trade and to suggest possible
reasons for exchange rate uncertainty being a potential hindrance to trade.
From the evidence presented it is apparent that the move to floating exchange
rates in 1973 was characterised by a higher degree of exchange rate volatility for most
of the major trading nations. Furthermore, over the floating period these economies have
experienced a significant reduction in the growth of trade volumes and increased
fluctuations in trade prices (unit values).
Economic theory, as well as recent observation of the international trading
system have suggested that in the short term, contract lags and the absence of suitable
hedging techniques can create uncertainty over the prices exporters and importers will
receive or pay, in domestic currency terms, at some date in the future. However, De
Grauwe (1988) has shown that the direction of the exchange rate variability effect on
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exporters, depends on the degree of risk aversion and thus the concavity or convexity of
the exporter's marginal utility function. In the long term, persistent exchange rate
volatility makes it more difficult for smaller firms to cover their transactions and may
create a tendency for increased protectionism. Short term exchange rate uncertainty also
hinders long term planning by firms, thus deterring the incentive for investment in the
plant and equipment used in the production of exports or the finished goods produced
using imported raw materials.
However, the discussion so far provides no evidence as to the direction and
strength of the exchange rate variability effect. To acquire this information a model
explaining the behaviour of importers and exporters operating under conditions of
exchange rate uncertainty must be formulated, which can then be subject to empirical
testing. How the recent literature has conducted this research will be the focus of the
next chapter.
31
Chapter Three
Exchange Rate Variability and International Trade II: 
A Survey of the Empirical Literature
Abstract
This chapter surveys the recent literature examining the influence of exchange
rate variability on international trade. A theoretical framework is introduced which can
be used for empirical estimation. Empirical research is then critically evaluated with a
view to highlighting common themes and methodologies in the literature.
3.1	 Introduction 
Since the advent of floating exchange rates in 1973 economists have attempted
to estimate the impact of exchange rate variability on international trade flows. The
purpose of this chapter is to survey the recent empirical literature on the effect of
exchange rate variability on international trade. The theoretical foundations for much of
the empirical work have been derived from the mean-variance framework (Tobin, 1958;
Markowitz, 1959) which can be used to characterise the behaviour of exporters and
importers operating under conditions of exchange rate uncertainty (see for example
Ethier, 1973; Clark, 1974).
A seminal contribution to the empirical literature was provided by Hooper and
Kohlhagen (1978). These authors were the first to derive a theoretical model which
could be subject to empirical testing. The theoretical model considers the case of profit
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maximising exporters and importers, who set profits so as to maximise utility, which is
an increasing function of expected profits and a decreasing function of the standard
deviation of profits. The optimal conditions for import demand and export supply are
then derived, from which the price and volume equations can be obtained. The model
for representative exporters and importers are then aggregated to derive the price and
volume equations for trade flows between economies. The price and volume equations
are specified in a reduced form and include each of the determinants of import demand
and export supply.14
Hooper and Kohlhagen estimate the impact of a measure of nominal exchange
rate uncertainty 15
 on bi-lateral and multilateral trade flows for the USA and West
Germany with France, Japan, UK and Canada for the period 1965 Q1 to 1975 Q4. The
empirical research suggests that the variability measure had a significant positive
influence on trade volumes in 1 case out of 16, while for trade prices a significant
positive influence was found for 2 cases and a significant negative effect in 6 cases.
Cushman (1983) has utilized the Hooper and Kohlhagen framework to measure the
impact of real exchange rate variability on the same trade flows used by Hooper and
Kohlhagen. 6 cases showed evidence of a negative relationship between real exchange
rate variability and trade volumes; while two cases found a significant positive exchange
rate variability effect for trade prices. This example illustrates how sensitive the
empirical results can be to the chosen measure of exchange rate variability.
14. The reduced form specification used by Hooper and Kohlhagen (1978) is somewhat different to the
more recent empirical literature (for example Akhtar and Hilton, 1984; Gotur, 1985; Holly, 1995), which
has tended to specify a structural system, where the determinants of export (import) demand are
estimated separately from the determinants of export (import) supply.
15. The uncertainty measure used is the average over a given quarter of the thirteen weekly absolute
deviations between the current spot rate and the lagged forward rate.
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Since the Hooper and Kohlhagen study a large amount of research has been
produced to measure the influence of exchange rate variability on a wide variety of trade
flows. IMF (1984) concluded from a survey of 9 papers that there was no significant
relationship between exchange rate variability and international trade. Unfortunately,
further research has provided no unambiguous conclusions as to the sign and magnitude
of the exchange rate variability effect.
The summary of empirical literature presented in appendix A, surveys 59 studies
published since 1976. Overall, 33 studies present evidence of a statistically significant
negative 'variability' effect, while 26 studies suggest no significant relationship between
exchange rate variability and trade. However, the balance of opinion has changed over
time and can be separated into three distinct segments. Up to the study by Cushman
(1986) the majority of studies found no statistically significant 'variability' effect.
Between the Cushman study and the work of Bahmani-Oskooee and Ltaifa (1992)
opinion was balanced with roughly as many studies finding an influence from exchange
rate variability as those finding no effect. Since 1992, published work has overall tended
to find evidence of a statistically significant negative relationship between exchange rate
variability and international trade. The balance of opinion has changed over time mainly
as a result of the different estimation techniques and proxies of exchange rate variability
used. Unfortunately, the empirical literature provides no guidance as to what proxy
should ideally be used to measure exchange rate variability.
Section 3.2 outlines the mean - variance framework, which is followed by an
analysis of the Hooper and Kohlhagen model. Section 3.3 provides a comprehensive
overview of the empirical literature. The survey classifies the major studies in the field
so that the results from similar approaches can be compared.
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3.2	 A Theoretical Framework: Mean - Variance Analysis 
The mean - variance analysis (Tobin, 1958 and Markowitz, 1959) is the
theoretical framework that has generally been adopted to analyse the effects of exchange
rate uncertainty on international trade. This framework assumes that individuals are only
concerned with two quantities: expected profit and risk. Thus the objective of an
exporter or importer would be to maximise utility U(Tc), which is a function of expected
profits 010 and the standard deviation (or variance) of the profits (a7):
U(7c) =1.4, + y/2 (cr.?, ) 1/2	 ..3.2.1
The mean of a normal distribution of profits 16
 is used to reflect the firm's expected
profits and the standard deviation or variance is used to characterise the uncertainty. The
utility function is assumed to be of a quadratic form, with respect to rc. 17
 y is a constant
coefficient of risk aversion, which characterises the firm's risk preferences. Typically it
is assumed that the firm is risk averse, which means that y<0, so that certain profits are
preferred to those which are subject to exchange rate uncertainty.18
16. The normality assumption is problematic since recent evidence suggests that the distributions of
exchange rates tend to be non-normal, in particular are leptokurtic (has 'fat tails'). If the distribution is
not normal, information concerning the degree of skewness and kurtosis in the distribution would have to
be included in the estimation of expected profits. The standard deviation can act as an erratic and
misleading measure if the exchange rate distribution is leptokurtic, since it gives more weight to the
extreme observations (see McFarland, Petit and Sung, 1982; Rana, 1981 and Westerfield, 1977). It should
also be noted that the functional form of the quadratic utility function can be very restrictive. Further
analysis of these problems will be provided in chapter three.
17. The quadratic function has two major drawbacks. Firstly, the function infers that utility will decrease
as profit increase beyond y/2 and secondly 'the individual will be more risk averse to constant additive
risks about high wealth [profit] levels than about low wealth levels - in contrast to the observation that
those with greater wealth take greater risks (see for example Hicks (1962) or Pratt (1964))', (Mach ma,
1987, p. 205).
18. If y>0 then the firm is risk loving, while if y=0 the firm is risk neutral. The concepts of risk and risk
aversion will be considered more closely in chapter three.
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Ethier (1973) adopts the mean - variance model to consider the effect of
exchange rate uncertainty on international trade, from the viewpoint that importers'
attitude to exchange rate uncertainty influences the level of forward cover rather than
the level of international trade directly. The model describes the case of a perfectly
competitive firm who imports a given quantity of goods at an agreed foreign currency
price for delivery n periods in the future. The importer is assumed to cover only a
fraction of the transactions on the forward market and exposes the remainder to
fluctuations on the spot exchange market. 19
 The firm is assumed to be risk averse and
gains more utility from higher expected profits but less utility from a higher standard
deviation of the profits. It is assumed that perfect forward cover is available i.e. forward
cover is available for every possible length of import contract. Thus the importer either
covers forward completely or partly exposes their profits to movements in the future
spot rate, according to risk preferences. This model investigates the relationship
between expected profits and the standard deviation of the profits. As the firm exposes
itself to higher exchange rate uncertainty expected profits will increase. The firm can
hedge against this risk, but the higher costs of forward cover reduce the profitability of
international trade. Thus the objective of the firm is to find the optimal combination of
expected profits and standard deviation of profits that maximise their expected utility
and determine the optimal amount of forward cover.
However, many firms may not have the knowledge or resources to allocate their
foreign exchange funds to derive an optimal amount of forward cover. Moreover, it is
19. A limitation of the model proposed by Ethier is that the proportions of the import contract covered
and exposed are assumed to be constant, when in reality we would expect them to be control variables
which the firm can change according to their exposure to risk.
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not often realistic to assume that an importer will expose some of their transactions to
exchange rate fluctuations and cover the remainder on the forward market. There may
also only be a limited amount of forward cover available for longer import contracts e.g.
greater than one year in length.
Some of these issues have been addressed by Clark (1973) who examines the
effect of exchange rate uncertainty on the demand for exports produced by a perfectly
competitive firm. The significant contribution made in this paper is that it demonstrates
that even if a firm can hedge perfectly on the forward exchange market, it will still be
exposed to uncertainty regarding movements in the forward exchange rate. This occurs,
firstly, because the forward exchange market may not be sophisticated enough to ensure
complete cover, when the length of the exporter's contract period is greater than the
maximum forward contract available. Secondly, the firm may be uncertain as to the
amount of forward cover needed until the end of the contract period, if the foreign price
is a random variable. It is assumed that the exporter knows the mean and variance of the
export earnings, but only knows how much forward cover is needed a fixed period
before payment is due. Thus a fraction of the foreign earnings are hedged in anticipation
of the amount of forward cover required and another fraction is covered when the
required amount of forward currency becomes known with certainty, towards the end of
the contract period. The exporter is thus exposed to foreign exchange risk because of
uncertainty about future movements in the forward exchange rate, since complete
hedging is not available.
More recently Gagnon (1993) has extended the traditional expected utility
framework by using dynamic optimisation to analyse the response of a representative
exporting firm who faces exchange rate variability between the contract and settlement
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dates. Again the exporter is assumed to maximise expected utility, but adjustment costs
and rational expectations are incorporated into the decision making process. From
simulations using data for the pre and post Bretton Woods periods Gagnon concludes
that the effect of exchange rate variability on trade is small and insignificant, for a
variety of model specifications. He concludes that the increased exchange rate
variability resulting from the collapse of the Bretton Woods system resulted in a 3.1%
reduction in trade volumes.
3.3
	 The Hooper and Kohlhagen Model
Hooper and Kohlhagen derive a theoretical model to examine the influence of
exchange rate uncertainty on trade flows for the USA and West Germany with its major
trading partners. The model incorporates both the import demand and export supply of
trade flows simultaneously. Each of the determinants of import demand and export
supply are included in a reduced form model of trade volumes and prices, which is then
subject to empirical testing. This paper represents an advance over earlier work, for
example by Clark (1973) and Ethier (1973), which consider only export supply or
import demand separately. Moreover, previous studies had only consider the influence
of exchange rate uncertainty on trade volumes, ignoring the effect on trade prices. This
model allows the currency denomination of trade contracts to be an additional factor in
determining the response of exporters and importers to exchange rate uncertainty.
3.3.1 Import Demand 
Hooper and Kohlhagen (1978) assume that the demand for imports is a derived
demand from the demand for the importer's final output (Q), which is a function of its
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own price (P), the price of other goods (PD), nominal income in the domestic economy
(Y) and non-price rationing (CU)2° of its output:
Q = aP+bPD+cY+dCU
	 ..3.3.1
-ye +ve +ve -ye
The demand for final output is also assumed to be equal to the quantity supplied, so that
there is no stock-building of goods following fluctuations in demand. The importer's
objective is to maximise utility, which is a function of the expected profits (E(t)) and
the standard deviation of profits (a2.0":
U(n) = E(7c) - y (a	 -3.3.221
where y is a positive constant coefficient of relative risk aversion. The profit function of
the importer is given as follows:
TC P . Q - UC . Q - HP"iQ	 ..3.3.3
20. Capacity utilization is treated as a demand variable since as demand increases in the domestic
economy and therefore capacity utilization increases, 'available supply is rationed through such
techniques as longer order-delivery lags and tighter customer credit conditions, thereby depressing
quantity demanded ', (Hooper and Kohlhagen, 1978, p. 486). However, we may expect that capacity
utilization influences the supply of the importer's final output and thus could be included in the
importer's final output supply schedule.
21. Hooper and Kohlhagen (1978) note that 'This [quadratic] utility function has indifference curves that
are linear in mean and standard deviation space which implies that there is not sufficient risk aversion
for an interior solution to a simple portfolio problem. This drawback is not relevant in our case since the
firm is not faced with the problem of allocating its wealth over a set of risky and riskless assets. ', (Hooper
and Kohlhagen, 1978, p. 487). However, as noted in section 3.2, the analysis of decision making under
risk using mean-variance analysis is dependent upon the assumptions that either the distribution of profits
is normal (Tobin, 1958; Markowitz, 1959) or a quadratic utility function. The quadratic utility function
also has the problem of reduced risk taking as profit increases (Hicks, 1962).
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where P•Q is the total revenue from the sale of the firm's output in the domestic
economy; UC is the unit costs of production (defined as labour and domestic raw
material costs per unit of production) 22 ; 13* is the foreign currency price of the imports
used in the production of Q 23 ; iQ is the total imports used in the production process
(where i is the fixed proportion required to produce Q) and H is the cost of foreign
exchange. 24
 A fraction of the imports are exposed to exchange rate fluctuations, while
the remainder are covered on the forward exchange market:
H = 13(aF + (1-a)S 1 ) + (l-13)F	 0.a1; O 13 1
	..3.3.4
13 is the fraction of imports denominated in the exporter's currency and (1-13) is the
fraction denominated in the importer's currency. a is the fraction of import costs which
are hedged against risk using the forward exchange market 25
 (F is the current forward
22. Hooper and Kohlhagen make no reference to the relationship between UC and the level of
production, Q. We therefore assume that UC remains constant for all Q i.e. there are constant returns to
scale.
23. The importer is a price taker and consequently takes the price of imports, P * as given. The importer
also knows the foreign foreign currency price with certainty. Uncertainty regarding the domestic currency
price only arises from fluctuations in the exchange rate.
24. One weakness of the profit function specification is that the importer is assumed to sell output to the
domestic market only. This assumption is made for simplicity since incorporating export revenues would
add an additional element of exchange rate uncertainty from fluctuations in the price of foreign currency,
if the export contract is denominated in the currency of the importing country. While exchange rate
uncertainty exposure would increase, movements in the level of the exchange rate could benefit importers
if they sell part of their output overseas. For example, a rise in the price of foreign currency will increase
the cost of import contracts denominated in the exporter's currency. This rise, however, would coincide
with a fall in the price of domestic currency making the importer's overseas output more competitive.
25. As mentioned earlier the assumption that 13 and a are constants is problematic given that importers
are likely to change the proportion of forward cover to factors such as foreign exchange risk exposure,
cost of forward cover, political instability etc.
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2•	 2 2
a n [P /Q P( 1 -00] a si ..3.3.5
exchange rate for delivery one period in the future), while the fraction (1-a) relates to
the import costs which are subject to fluctuations in the future spot exchange rate, S,.
Using 3.3.3 and 3.3.4 the variance of the importer's profits are shown to be a function of
the degree of future spot rate variability:
where a 2s , is variance of the future spot rate 26 . To derive the demand for imports, q
(where q=iQ) the first order conditions of the utility function are derived. Substituting
for al:vac? from 3.3.1, and using '7T and a.?.1 from 3.3.3 and 3.3.5, assuming price taking
behaviour, and differentiating 3.3.2 twice with respect to Q gives:
[Q/a + P - UC - P *i (EH + y8a„)] = 0 ..3.3.6a
where 8=13(1-a) and a<0 from aPIOQ. E(H) is the expected cost of foreign exchange to
the importer, where the expected future spot rate (ES,) is incorporated into 3.3.4. The
demand for imports is then derived as follows:
	
q = i(aUC + bPD + cY +dCU) + ai 2 13* (EH 78a51)	 ..3.3.6b
2	 2
26. Hooper and Kohlhagen in deriving this specification assume that Cov(P, S 1 )=0 i.e. that equation 3.3.5
implies that the price of substitute goods sold in the domestic market are uncorrelated with changes in the
future spot rate. Bini-Smagi (1988) notes that this assumption is quite restrictive since one may expect
domestic substitute goods to be composed both of domestically produced and imported products, and
hence their prices can be expected to be sensitive to changes in the exchange rate. In particular, importers
may ask compensation for the costs of higher exchange rate uncertainty, through passing them on in the
form of higher prices for the final consumer. Moreover, the greater the covariance between the price of
domestic substitutes and the exchange rate, the greater the incentive importers have to raise their prices in
the face of higher exchange rate uncertainty.
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The first bracketed term shows how the factors that influence the demand for a firm's
output will result in an effect on the demand for imports: an increase in domestic output
will increase the demand for imports, while an increase in the importer's unit costs will
lower the demand for imports, since a<0. The second bracketed term shows the effect of
exchange rate uncertainty on the demand for imports. It can be shown that higher
exchange rate uncertainty will lower the demand for imports, since a<0.
3.3.2 Export Supply
The exporter sells a proportion (13) of the total output overseas (q .) at price (P.),
while the remainder is sold in the importer's currency at price FP . .27 The demand for
exports is derived from an identical set of n importers demand schedules, given by
equation 3.3.6 i.e. qs=nq. Exporters are assumed to maximise utility, which is also a
function of expected profits (E(Tc .)) and the standard deviation of the profits ((a27,.)112):
U(Tc .) = E(t) - .y
	 ) 112	 ..3.3.7
where * denotes a foreign magnitude. The exporter's coefficient of risk aversion, 7. may
or not be different from the importer's 'depending on differences in tastes, level of
domestic capital markets and access to foreign capital markets' (Hooper and
Kohlhagen, 1973, p. 490).
Exporter's profits are assumed to be determined as follows:
27. Although not stated explicitly in the Hooper and Kohlhagen model, the 13 coefficient is assumed to be
different from the coefficient used in the importer's model.
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n* — (Ap*
 /3q*) [EH** —7*8*ausi
n	 1
1	
-P I* ..3.3.11
it 	 ' "= qPH' - q*UC"	 -3.3.8
which is identical to the importer's profit function except that there are no imported
units of production and therefore costs are not subject to foreign exchange risk. The
revenues of the exporter, however, are subject to foreign exchange risk, given that a
fraction of the export contracts are likely to be denominated in the importer's currency,
of which only a fraction (cc) are hedged on the forward market, with the remaining
fraction (1-a) subject to fluctuations in the future price of importing country's currency,
1/S 1 . Hooper and Kohlhagen derive a cost of foreign exchange equation as follows:
II' = 13 + a'(1 -13) + (1 -cc*)(1 - 13") F/S,	 ..3.3.9
The variance of the exporter's profits are also dependent on the uncertainty
regarding movements in 1/S1:
srs. = [13'qs
 (1-13)(1-0C)S 2
 a its 1	 ..3.3.10
where crii s i
 is the variance of the spot rate facing the exporter 1/S, i.e. the price of
domestic currency in foreign currency terms. Again the exporter's pricing strategy is
assumed to be independent of movements in 1/S, i.e. Co y (13 ', 1/S1)=0.
To solve for the optimal supply of exports we again use a first order condition
derived from equations 3.3.7, 3.3.8 and 3.3.10 and solve for q' to derive:
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Again a higher level of foreign exchange risk lowers the quantity of exports supplied,
given that 7*>0.
3.3.3 Market Equilibrium 
Hooper and Kohlhagen use the above framework to derive a joint market
equilibrium model of the prices and volume of international trade for the n markets,
which are given as follows:
13* =	 UC*
	- aUC + bPD + cY + dCU	 ..3.3.12
2(EH*-7*6sa lisi)
	
2ai(EH+p3as1)
q* = ni (aUC + bPD + cY + dCU) + nai2 UC (EH + 78as 1)	 ..3.3.13
4	 4 (EH*
 - -y*8*)
Using a Taylor-series expansion of 3.3.12 and 3.3.13, Hooper and Kohlhagen show that
is approximately equal to -2 28[CYSI S 1	 , so that under the assumption of risk aversional/SI
(y>0; ys>0), higher exchange rate uncertainty unambiguously lowers the volume of
international trade (i.e. aq s/aasi<o). The effect on trade prices is shown to be dependent
upon the currency denomination of the contract, and thus whether the exchange rate
uncertainty is faced by the importer or the exporter. If the exporter faces the uncertainty
since the contract is denominated in the importing country's currency, then the supply
of exports will contract, resulting in a positive influence on export prices (ap s/3cys,>0). If
importers face the exchange rate variability so that the trade contract is denominated in
28. Without this restriction then changes in S I
 would also change US I , so that the partial derivative could
not be calculated.
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the exporting country's currency, then the demand for exports will fall, thus exerting a
negative influence on export prices (aps/aus,<O).
3.3.4 Estimation Results 
Equations 3.3.12 and 3.3.13 were initially estimated using non-linear estimation
techniques. However, As Hooper and Kohlhagen note:
'The results of the non-linear estimation estimations are not reported
here because they provided no consistent evidence on the hypothesis we
were testing. Coefficients and t-ratios on similar variables across
different equations ranged from high to low values often, with the wrong
sign and with no apparent explanation (one memorable t-statistic was
larger than one million). We concluded that the non-linear estimation
techniques must be very sensitive to certain statistical difficulties, most
importantly collinearity among variables, and decided therefore to
concentrate on estimating the linear approximations to the model'.
(Hooper and Kohlhagen, 1978, p. 493).
The following linear approximations were estimated:
1) *
 = co + c, UC * + c, UC + c, PD + c4 Y + c, CU + c6
 EH*
 + c, EH + c8cslisi + c9 asi
..3.3.14
qs = do
 + d, UC * + d2 UC + d3 PD + d4 Y + d, CU + d6 EH* + d7
 EH + ds
 ausi ± d9 asi
..3.3.15
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Before turning to the empirical results it is useful to comment on the
linearization of 3.3.12 and 3.3.13. Firstly, Hooper and Kohlhagen's rationale for not
presenting the non-linear estimation results was that 'the non-linear estimation
techniques must be very sensitive to certain statistical difficulties, most importantly
collinearity among variables'. However, linearization is unlikely to solve the
collinearity problem, which Hooper and Kohlhagen later note is still a difficulty with
the linear estimation results.
Secondly, the multicollinearity problem is likely to be a product of the reduced
form model. In particular, there is likely to be high degree of multicollinearity between
the EH*
 and EH variables and the G us ' and as , variables. Interpretation of the estimated
coefficients is also made difficult, given that 3.3.14 and 3.3.15 are the reduced form
solution to a four equation structural system. Underlying the price and volume equations
for a given trade flow are the export demand and export supply equations and the import
demand and supply equations. Economic interpretation could therefore be enhanced
through estimation of the structural equations.
Thirdly, given the equations from the reduced form model are only linear
approximations, it is not clear what relationship we can infer from the linear estimates
and their relationship with the non-linear coefficients specified in 3.3.12 and 3.3.13.
Finally, the comment that 'Coefficients and t-ratios on similar variables across
different equations ranged from high to low values often', may simply reflect that the
estimation results were sensitive to a range of trade flows, and the non-linear model may
not be appropriate to all the cases examined.
Hooper and Kohlhagen suggest that c,, c3 , ci , c3 , d3 , d4 and d, are positive and all
other coefficients except co and do
 are expected to be negative. However, interpretation
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of the sign of each coefficient in line with economic theory requires analysis of the
underlying structural system.
The linear equations specified were estimated using OLS for 16 trade flows for
the US and Germany with France, Japan, UK and Canada, with most independent
variables incorporating a one period lag to allow for delays between orders being made
and payments being received.29
 The sample period was 1965 Q1 to 1975 Q4 and the
measure of exchange rate uncertainty used was the average absolute difference between
the current spot rate and the lagged forward rate for the 13 weekly observations of a
given quarter.
The estimation results for US imports and West German exports and imports,
suggest that the measure of exchange rate uncertainty had a negative influence on prices
at the 95% level in 9 out of 11 cases and in 6 cases at the 90% level. In 2 out of 5 US
import cases exchange rate uncertainty had a significant positive influence on prices.
Hooper and Kohlhagen conclude that in the case of US exports and German exports and
imports exchange rate uncertainty was dominant on the importer's side, so that foreign
exchange risk led to a fall in import demand and thus resulted in a fall in import prices.
By contrast, US imports tend to be invoiced in US Dollars, so that foreign exchange risk
was faced by the exporter, resulting in a contraction of export supply and an increase in
prices. This result is consistent with most of the evidence that suggests US imports tend
to be invoiced in US dollars (Grassman, 1973, Allen at al, 1987).
29. Contemporaneous independent variables were also included in some cases. As Hooper and
Kohlhagen note 'we also estimated the equations with no lag, testing for lags of less than one quarter or
the possibility that firms anticipate the demand and supply determinants', (Hooper and Kohlhagen, 1978,
p. 495).
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The measure of exchange rate uncertainty only had a significant influence on
trade volumes in one case at the 90% level, US exports to the UK. This conclusion was
robust to the estimation of volume equations incorporating different measures of
exchange rate uncertainty and various lag structures, as well as estimation of structural
import equations.
One of the main difficulties found with the linear estimation was the problem of
multicollinearity. In an attempt to remedy this problem, Hooper and Kohlhagen omitted
the unit cost, price and income variables that were statistically insignificant or
incorrectly signed and which they believed caused the multicollinearity. However, while
the elimination of the relevant independent variables may solve the multicollinearity
problem, bias will influence the estimates of the coefficients for the remaining
independent variables, if as we expect they are significantly correlated with the omitted
variables. Serial correlation was shown to be a problem in the final set of estimation
results.3°
Thus the overall conclusion of the empirical research is that exchange rate
uncertainty can have a positive or negative influence on trade prices, depending upon
the currency denomination of the export or import contract, but tends to have no
significant influence on trade volumes. They explain this result either by the presence of
a short-run price inelastic export supply schedule in the case of a price fall, or a price
inelastic import demand schedule in the case of a price increase.
30. In an attempt to eliminate the serial cortrelation problem the model was re-estimated using the
Cochrane - Orcutt iterative procedure. Clearly this is an inaccurate remedy for the serial correlation
problem, which is likely to be caused by model misspecification.
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Hooper and Kohlhagen use figure 3.3.1 to illustrate the case of an importer
bearing the uncertainty from future exchange rate movements, under monopoly market
conditions.3I A reduction in import demand from D to D' (and hence marginal revenue)
leads to a relatively large drop in import prices (P to P')and a relatively small reduction
in quantity (Q to Q').
Price
Figure 3.3.1: Effect of an increase in exchange rate uncertainty on a risk bearing 
importer under monopoly market conditions. 
31. Hooper and Kolhagen also present a similar result for perfectly competitive market conditions.
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3.4	 Overview of the Empirical Literature
Following the seminal work of Hooper and Kohlhagen (1978), a large amount of
research has been published in an attempt to discover a robust relationship between
exchange rate variability and international trade. Early empirical research suggested that
there was no statistically significant variability effect. A now well known quote from
the IMF (1984) states:
The large majority of empirical studies on the impact of exchange rate
variability on the volume of international trade are unable to establish a
systematically significant link between measured exchange rate
variability and the volume of international trade, whether on an
aggregated or on a bi-lateral basis [IMF (1984), p. 36].
However, a review of more recent research indicates that the overall direction
and statistical significance of the exchange rate variability effect is ambiguous.
Appendix A to this chapter presents a summary of empirical literature in this area, the
vast majority of which (over 75%) has been published since IMF, 1984. It can be seen
from Appendix A that 33 studies present evidence of a statistically significant negative
relationship between exchange rate variability and international trade, while 26 studies
suggest no significant 'variability effect'. However, the balance of opinion has changed
over time and can be separated into three distinct segments. Up to the study by
Cushman (1986) the majority of studies found no statistically significant 'variability
effect'. Between the Cushman study and the work of Bahmani-Oskooee and Ltaifa
(1992) opinion was balanced with roughly as many studies finding an influence from
exchange rate variability as those finding no effect. Since 1992, published work has
overall tended to find evidence of a statistically significant variability effect.
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The ambiguity of the empirical results could possibly be explained by two
factors. Firstly, it can be seen from Appendix A that there is little consensus about the
appropriate measure of exchange rate variability to be used in these studies. 25 studies
have used the standard deviation (or variance) of the exchange rate (or its percentage
changes), measured either in nominal or real terms. However, the use of the standard
deviation measure is dependent upon the assumption that the distribution of the
exchange rate is normal. Empirical evidence (McFarland, Petit and Sung, 1982; Rana,
1981; and Westerfield, 1977) however, has suggested that the distribution of many
exchange rates can be leptokurtic and that changes in the exchange rate tend to be
extended over time so that 'volatility clustering' occurs. Consequently, the distribution
of the exchange rate (changes) may include a larger number of extreme observations
than is expected from a normal distribution. It has also been suggested that if the timing
and magnitude of exchange rate changes are relatively predictable, the degree of
exchange rate uncertainty will be overstated by the standard deviation measure (Akhtar
and Hilton, 1984). A detailed survey of the factors influencing the measurement of
exchange rate variability is presented in chapter three.
A number of studies have attempted to refine the definition of exchange rate
variability, in an attempt to overcome some of the difficulties with the standard
deviation measure. For example, measures to detect unanticipated exchange rate
movements have been proposed, such as the average deviation of the spot rate from the
lagged forward rate (Justice, 1983; Cushman, 1988); the variance of the exchange rate
around its estimated trend (Kenen and Rodrik, 1984; Thursby and Thursby, 1987; Peree
and Steinherr, 1989) and the estimated residuals from a unit root process of the
exchange rate (Kenen and Rodrik, 1986). More than 15 studies have used the moving
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average standard deviation, which has been a popular choice of proxy in recent research
(Chowdhury, 1993; Arize, 1995a,b and Arize, 1995a,b). This method takes account of
lags of the variability measure, ranging from four quarters (Cushman, 1983; Justice,
1984) to eight quarters (Chowdhury, 1993). However, this proxy has the difficulty is
that it tends to smooth the fluctuations in the standard deviation and consequently may
understate the 'true' degree of exchange rate uncertainty (Pagan and Ullah, 1986).
Recent research has attempted to measure exchange rate variability as a
conditional variance process (Kroner and Lastrapes, 1993; Arize, 1995; Arize, 1997a).
The conditional variance processes can measure exchange rate variability from the
squared residuals derived from a model of the exchange rate, which are dependent upon
the lagged squared residuals and perhaps lagged values of the conditional variance. The
conditional variance approach has the advantage of accounting for leptokurtosis in the
exchange rate distribution (Pesaran and Robinson, 1993) and 'volatility clustering'.
A second factor is that later research has tended to rely less on the traditional
OLS estimation technique to make inferences. For example, since the late 1980s,
researchers have adopted estimation techniques such as Zellner's Seemingly Unrelated
Regression Estimator (SURE) (de Grauwe, 1988; Stokman, 1995); Polynomial
Distributed Lag models (Anderson and Garcia, 1989; Bailey, Tavlas and Ulan, 1987);
Vector Autoregressions (VAR) (Koray and Lastrapes; Lastrapes and Koray, 1990) and
the Johansen Cointegration methodology (Chowdhury, 1993; Holly, 1995; Arize, 1995a
and 1997). The development of empirical modelling in this field, however, has not
generally been accompanied by significant developments of the underlying economic
theory. For example, many studies still utilise simple linear trade models including:
usually a proxy for economic activity (e.g. GNP, GDP or industrial production);
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possibly a definition of capacity utilisation; a proxy for relative prices; and a measure of
exchange rate variability. Further developments in economic theory and modelling
could therefore be necessary to clarify the debate as to the sign and magnitude of the
exchange rate variability effect.
To further highlight some of the issues in this debate, it is useful to classify
studies, so that similar methodologies can be compared more effectively. Four
categories are proposed: aggregate trade studies; bi-lateral trade studies; disaggregated -
industry specific studies and cointegration analysis.
3.4.1 Aggregate Trade Studies 
One of the most conventional approaches is to test for the effect of exchange rate
variability on aggregate trade flows of a particular country or even a collection of
economies. A significant number of studies have adopted this approach, primarily for
convenience, since aggregate data is usually far more plentiful for longer periods of time
and a larger number of countries. Studies of this kind often require a 'global' measure of
variability, which is usually calculated by trade weighting the relevant exchange rates,
according to the percentage of trade occurring with the country being analysed.32
This methodology, however, has its difficulties since as the IMF (1984) note it
may fail to take account of switching trading patterns, as trade is diverted from countries
of high volatility to those of low volatility within the aggregate measure. Moreover, a
particular country may be trading with a large number of economies, with a variety of
32. Lanyi and Suss (1982) note, however, that there is no uniform weighting scheme. Weights are
sometimes based on the number of external transactions, weighted according to the percentage of trade
with the economy being analysed or derived from an econometric model such as the IMF Multilateral
Exchange Rate Model (MERM).
53
exchange rate agreements and regimes, which introduces interpretation difficulties into
the analysis of the exchange rate variability effect. Bini-Smaghi (1991) also notes that
data aggregation constrains the variability elasticities to be similar across countries and
indeed sectors of the economy. Aggregate studies may fail to recognise that the response
of importers and exporters to a change in variability may be different for economies
experiencing a high degree of exchange rate volatility compared to one with relatively
stable exchange rates. Furthermore, some sectors may have less market power to pass
the costs of exchange rate variability on to the final consumer, depending upon the price
elasticity of demand. Aggregate data studies also face the difficulty of finding
appropriate proxies for the other independent variables in the model to the exchange rate
variability measure. For example, proxies for world income and price indices . for
substitute goods from the rest of the world have to be found.
Alchtar and Hilton (1984) examine the influence of exchange rate variability on
the prices and volumes of US and West Germany exports and imports, over the sample
periods 1974Q1-1981Q4 and 1974Q1-1982Q4. 33 Alchtar and Hilton specify a two
equation structural system, modelling export volumes as a function of foreign
(domestic) income; relative prices and a measure of nominal exchange rate variability.34
Export prices are assumed to be a function of unit costs and exchange rate variability.
The nature of the structural system infers an infinitely price elastic export (import)
33. Akhtar and Hilton start the sample period at 1974Q1 to allow for lagged values of the independent
variables in the regression equations, using a polynomial lag specification. Gotur (1985) however, has
criticized the starting period of 1974Q1, since by using an eight - quarter lag for exchange rate variability,
the Akhtar and Hilton analysis includes observations from periods of fixed and floating exchange rates.
Gotur (1985) notes 'Thus it is possible that bias in specification may be introduced owing to the change
in exchange rate regime', (Gotur, 1985, p. 488).
34. The measure of exchange rate variability used is the standard deviation of the daily observations in the
nominal effective exchange rate for a given quarter.
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supply schedule, so that export (import) prices are determined independently of export
(import) volumes. For the 1974Q1 - 1981Q4 period, Akhtar and Hilton found a
statistically significant negative variability effect on West German export and import
volumes and US export volumes, but no significant effect on US import volumes. The
US export price equation had a negative variability coefficient, with a positive
coefficient for West Germany, although neither was statistically significant. A positive
variability coefficient was also found in the West German export and import price
equations, although again no statistically significant results were found. When the
sample period was extended to 1982 all of the results remained robust except a
statistically significant, positive variability coefficient was found in the West German
import price equation.
Over the original sample period, Akhtar and Hilton also found a statistically
significant negative relationship between US and West German export volumes and real
exchange rate variability, with similar signs and magnitudes to the coefficients obtained
using the measure of nominal exchange rate variability. This result is not surprising
given that Akhtar and Hilton suggest that most of the movements in real exchange rates
over the floating period could be explained by movements in nominal exchange rates
rather than movements in relative prices.
The empirical methodology of Akhtar and Hilton, however, has been strongly
criticised by Gotur (1985) who extends their original work to include additional
countries and a longer sample period. Gotur tested the Akthar and Hilton model for
France, Japan and the UK over the sample period. For each case the volume equation
has a variability coefficient which is insignificant and 'incorrectly' signed. For the price
equations, the UK case suggested an insignificant and 'incorrectly' signed variability
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coefficient, while for France and Japan the relevant coefficient was 'correctly' signed
and significant.
Gotur also provided further specific criticisms of the Akhtar and Hilton
approach. Firstly, Akhtar and Hilton systematically applied a one step Cochrane - Orcutt
(CO) procedure to all regression equations, without pre-checking for serial correlation.
Furthermore, Gotur argues in favour of using the CO iterative procedure, as opposed to
the CO one-step procedure. When the Alchtar and Hilton regression results were re-
examined, the results for the US export volume equation suggested no serial correlation
moreover, the variability coefficient was no longer significant.
Gotur also raises the difficulty that since an eight quarter lag structure was
imposed on the exchange rate variability measure, the estimation period of 1974Q1-
1984Q4 ranges over both fixed and floating exchange rate periods. Consequently, when
the sample period began in 1975Q1, Gotur found that there were significant changes in
the sign and magnitude of the variability coefficients for the US and West Germany.
The empirical results from the Akhtar and Hilton study were also found to be
sensitive to the order of polynomial lag used. Failure to correctly specify the correct
order of polynomial may render the estimates to be biased and inconsistent, as well as
possibly leading to standard hypothesis tests giving misleading conclusions. Akhtar and
Hilton use a second order lag polynomial for all cases. Gotur shows with the use of a
third order lag polynomial the significant 'variability' effect on US export volumes and
US import prices disappears.
The Alchtar and Hilton model was consequently re-estimated taking account of
the above modifications, over the sample period 1975Q1-1983Q4, calculating the
quarterly standard deviation from the daily observations of an alternative effective
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exchange rate index.35
 The modified results suggest only the German export volume
equation remains robust. Results for France, Japan and the UK suggest no effect on
trade volumes or prices.
Bailey, Tavlas and Ulan (1986) have also estimated the effect of the absolute
value of the quarter to quarter changes in the nominal effective exchange rate using a
similar group of countries and sample period to that used by Akhtar and Hilton (1984).
The results suggest no significant effect on aggregate trade volumes. In a later study,
Bailey, Tavlas and Ulan (1987) consider the effect on aggregate exports by extending
the original sample of countries from their 1986 study, by using the absolute value
percentage changes in the nominal and real effective exchange rate plus an eight quarter
moving average standard deviation of the percentage changes in the effective exchange
rate, both in nominal and real forms. In only 3 out of 40 cases analysed were the
estimated variability coefficients negative and statistically significant, while five
variability coefficients were positive and significant.
More recently Asseery and Peel (1991), Bahmani-Oskooee (1991), Bahmani-
Oskooee and Ltaifa (1992), Chowdhury (1993), Kroner and Lastrapes (1993) and
Caporale and Doorodian (1994) have all demonstrated a statistically significant negative
relationship between a variety of exchange rate variability measures and aggregate trade
flows. The difference in conclusion, with respect to the effect of exchange rate
variability on trade volumes, from these studies compared to the work of Akhtar and
Hilton (1984), Gotur (1985) and Bailey, Tavlas and Ulan (1986, 1987) can possibly be
35. Specifically, the effective exchange rate index is calculated from weights derived from the IMF
Multilateral Exchange Rate Model. Akthar and Hilton simply use trade weights.
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explained by examination of a wider sample of countries, longer sample periods, use of
different variability measures and use of other estimation techniques than OLS.
3.4.2 Bi-lateral Trade Studies 
In order to avoid some of the problems associated with using aggregate trade
data, some studies have analysed trade flows between two specific countries. This
approach, however, does not avoid the problem of there being separate variability
effects for different sectors of the economy.
Cushman (1983, 1986 and 1988b) attempted to test the robustness of the
empirical results found in Hooper and Kohlhagen (1978). Cushman (1983) adapts the
Hooper and Kohlhagen framework by assuming the utility of exporters and importers
depends upon real rather than nominal profits. Consequently, this study attempts to
examine how sensitive the results of Hooper and Kohlhagen are to a different choice of
exchange rate variability based on movements in the real exchange rate and denoting the
majority of the independent variables in real terms. The proxy of exchange rate
variability used is a four quarter moving average standard deviation of the changes in
the real exchange rate. The rationale for using the real exchange rate is that movements
in the exchange rate which influence international trade may be offset by movements in
relative prices. The sample period used is 1965Q1-1977Q4, which is two years longer
than that used by Hooper and Kohlhagen. A number of lag structures were also tried, on
the basis that the effects of exchange rate uncertainty will be extended beyond the firms
current planning horizon. The more flexible dynamic specification was successful in
solving some of the serial correlation problems found in the Hooper and Kohlhagen
study, where a one period distributed lag was applied to all cases. In an attempt to
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overcome the mutlicollinearity problems found in the Hooper and Kohlhagen results,
the EH and EH variables from 3.3.14 and 3.3.15 were deleted and a proxy of the
expected real exchange rate changes included instead. 36 The PD variable was also
replaced by the real exchange rate.
Cushman's empirical results somewhat contradict those of Hooper and
Kohlhagen, in that 6 out of 16 cases for the US and West Germany show a negative
relationship between real exchange rate variability and real export volumes. 3 out of 16
cases show a significant effect on real trade prices, one case being negative and two
cases being positive. However, it can be difficult to directly compare the results of
Cushman with Hooper and Kohlhagen. Cushman's moving average standard deviation
proxy can only directly measure exchange rate variability rather than uncertainty. If
movements in exchange rates are relatively predictable then this proxy may overstate
the true degree of exchange rate uncertainty. By contrast, the uncertainty proxy used by
Hooper and Kohlhagen measures the dispersion between a proxy for the market's
expectation of the future spot exchange rate (the current forward rate) and the actual
spot rate one period in the future.
In Cushman (1988b) the sample period; measures of exchange rate variability;
and number of countries used in the Hooper and Kohlhagen study are extended; and the
focus of the paper is the robustness of the variability effect to a wider spectrum of
measures. Cushman considers four measures: firstly, four and twelve quarter moving
average standard deviations of the changes in the real exchange rate. Secondly, a twelve
month moving average of the unanticipated real exchange rate. The expected nominal
36. The expected real exchange rate was calculated from a four quarter moving average of the real
exchange rate.
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exchange rate is determined by the lagged forward rate; while the expected inflation
differential is determined from an autoregressive equation over a 10 year period, using
monthly observations of 3 months. Both of these components are used to calculate the
expected real exchange rate (see Cushman, 1988b for sepcific details). The difference
between the actual real exchange rate and the lagged real forward rate, defines the
unanticipated real exchange rate. This measure is based on the following unbiasedness
equation, derived from the Efficient Markets Hypothesis (Fama, 1970):
(S, - S t.3)/ St-3 = OC
	 p (F,3 - S ,-3)/St-3 + E t 	 ..3.4.1
where: S = real spot exchange rate;
F = real forward exchange rate;
= 'white noise' error term.
It is assumed that a=0 and 0=1, so that s t
 reflects the unanticipated exchange rate. The
monthly observations are then used to calculate a 12 month moving average standard
deviation of the deviations of the actual from the anticipated real exchange rate.
Monthly observations are averaged to derived a quarterly measure.
Measures were then calculated using the framework from 3.4.1, firstly, by
removing the restriction that a=037
 and secondly, assuming a0 and 13 1.
Cushman (1988b) examined the influence of each variability (uncertainty)
measure on the US export and import volumes with the UK, the Netherlands, France,
West Germany and Japan, for the period 1974Q1-1983Q4. A total of 60 trade flows
were examined. Significant negative exchange rate variability effects were found in 5
out of 6 US import flows, and robust conclusions for the various proxies being found for
37. The Efficient Markets literature suggests that if ot 0, this may reflect the presence of a significant risk
premium (see for example Domowitz and Hakkio, 1985).
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the Netherlands, UK and Japan. US exports to the UK and Canada were the only 2 cases
were negative 'variability' effects were found.
One of the main difficulties of bi-lateral trade studies is that the variability
measure included often ignores the influence of uncertainty from other trading partners.
In an important contribution, Cushman (1986, 1988a) examines the effect of the co-
variance between two bi-lateral exchange rates on bi-lateral trade, 38
 or what he terms
third-country risk. Cushman estimated an econometric equation, similar to that specified .
by Hooper and Kohlhagen, for hi-lateral trade flows to and from the United States with
a number of countries, over a period of fixed and floating exchange rates. Over the fixed
rate period, 1965 Q1 - 1977 Q4, in three out of six cases, coefficients were negative and
significant when third country risk was included, in four out of six cases the coefficients
were negatively signed and significant when the third country risk variable was
excluded. From 1973 Q1 - 1983 Q4, for two out of six cases the variability coefficients
were negative and significant when third country risk was included. Three out of six
cases were negatively signed and significant when third country risk was excluded.
A difficulty, however, for the third country risk measure is that it can only
consider the inter-relationship between two hi-lateral exchange rates. Some firms may
be able to diversify their risk exposure to a number of currencies. Furthermore, for
individual countries or sectors of the economy, a wider portfolio of currencies need to
be accounted for.
In an interesting approach, Brada and Mendez (1988) pool time series data over
a cross section of thirty developing and developed countries over the period 1973-
38. The co-variance is usually calculated by using the exchange rate from the bi-lateral trade flow being
estimated and the bi-lateral exchange rate of a close trading partner.
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1977.39 The empirical results suggest the presence of a significant negative relationship.
This paper uses a gravity model of trade flows. Thus in addition to the conventional
independent variables, the following variables are included: the population of the
exporting and importing countries; the distance between the two countries being
analysed; and dummy variables to capture membership of a preferential trading regime
or a fixed or floating exchange rate regime. An interesting finding of this paper is that
bi-lateral trade flows seem to be higher among countries under a floating exchange rate
regime compared to fixed rates. Thus while the exchange rate variability effect is
detrimental to international trade, its effect is shown not to be as strong as the trade
reducing effects of protectionist policies imposed by fixed rate countries.
3.4.3 Disaggregated - Industry Specific Studies 
A number of authors have examined the influence of exchange rate volatility on
trade for individual industries or sectors of the economy. This approach has the
advantage of avoiding the problem of data aggregation mentioned earlier, where the
variability elasticities are constrained to be similar across industries. Furthermore,
disaggregated trade data allow external factors which are specific to a particular industry
to be incorporated into a regression equation. For example, a period of very bad weather
could possibly account for a significant reduction in the exports of agricultural produce.
If these products account for a large proportion of an economy's total exports, we might
incorrectly infer a decline in aggregate external trade was caused by high exchange rate
variability.
39. This approach is often adopted since the data may only be available for some countries at low
frequencies. The approach also has the advantage that it enables researchers to test the variability effect on
a number of countries simutaneously through using one econometric equation.
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Industry specific data also enables researchers to examine the relationship
between industrial concentration (and hence market power) and the influence of
exchange rate variability on international trade. As Gosling (1987) notes, in markets
which are significantly price competitive, higher exchange rate variability would force
exporters invoicing in foreign currency to raise export prices, and as a consequence of
the high price elasticity of demand, experience a reduction in the volume of exports, if
the costs of hedging are significant. If, however,• firms have some market power by
which they can raise their export price or are able to invoice in their own currency, and
the own price and cross price elasticities are relatively low, the costs of higher exchange
rate uncertainty are likely to be borne by the consumer, with little effect on the volume
of international trade.
Coes (1981) analysed exports of 22 products for Brazil ranging from agricultural
products such as Beef and Fish to Metals and Machinery, using annual data over the
sample period 1957 to 1974. An interesting feature of this paper is that it adopts a non-
conventional measure of exchange rate variability, in the form of the integral difference
between the cumulative distribution of the monthly real exchange rate and a "certain"
exchange rate. Coes presents evidence to suggest that the exchange rate variability
proxy used had a significant negative effect on trade volumes in 16 out of 22 cases at
the 95% significance level and in an additonal 2 cases at the 90% level. Furthermore,
the evidence indicates that there were significant differences in the variability effect
across sectors of the Brazilian economy. In one case, for example, the overall elasticity
of export volumes with respect to exchange rate variability (i.e. the sum of the
variability elasticities for the contemporaneous and three lagged variables) for Rice was
-0.24 compared to an overall elasticity of 0.028 for Electrical and Communications
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equipment. However, there are two difficulties for interpretation of this study. Firstly,
no definition of the 'certain' exchange rate is provided; it is not clear what proxy has
been used. Secondly, because annual data and lagged variables are used, the estimated
results are produced with insufficient degrees of freedom. In some cases there are just
eight or fewer degrees of freedom.
A number of authors have concentrated on aggregate trade within the
manufacturing sector of the economy (see Justice, 1983; Kenen and Rodrik, 1986 and
Bini-Smaghi, 1991). Gosling (1987) analysed UK manufactured exports for seven
products, over the period 1977 Q2 - 1988 Q2. Using a quarterly standard deviation of
the daily nominal effective exchange rate, in five out of seven cases analysed, the
variability measure had a significant negative effect,. whilst 1 product suggested a
positive relationship between variability and trade. For the price equation, two out of
seven cases suggested a significant positive variability effect, four cases indicated the
presence of a significant negative variability effect. This study also demonstrates that
there were significant differences in the estimated variability coefficients across
different sectors of the economy. The effect on trade volumes was strongest for the
Chemicals sector, with an elasticity of -0.23, compared to the Textiles sector, with an
elasticity of -0.091. The variability elasticity in the price equation was largest for the
Road Vehicles sector (0.07) and smallest for Manufactures (-0.004).
Stolcman (1995) uses trade data for five European Countries, over the period
1980 Q1 to 1990 Q4 and examines the influence of a standard deviation measure of
exchange rate variability on aggregate exports to the EU in Food, Raw Materials,
Chemicals, Manufactures and Machinery sectors. Using a SURE estimation method, the
empirical results indicate the presence of a significant negative influence on export
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volumes in 23 out of 25 cases. However, the direction and magnitude of the variability
effect varies across sectors and countries. For example, Food Products generally tend to
have a larger variability elasticity than capital goods, such as Machinery and
Manufactured Products. Stokman partly explains this result by the fact that producers of
capital goods tend to be less risk averse, due to their greater market power. Furthermore,
for these producers, short term exchange rate variability is likely to be less relevant,
given that they usually have longer delivery and contract payment lags.
A difficulty, however, for this study is that the aggregate export data used
extends across countries operating under both fixed and floating rate periods. This may
influence the distribution of the exchange rate variables used in the regression, since the
distribution is likely to change between periods of fixed and floating exchange rates.
Also an interesting extension to this paper would have also been to consider the
percentage of trade accounted for by the products examined in the study. The policy
conclusions derived from the Stokman paper could then be considered in the light of the
negative variability effect on the total trade of a particular country. The logical
extension of this conclusion is that some products may be more relevant to some
countries, rather than using a fixed category of products. It is also useful to consider the
interlinkages between the different sectors, and the impact of a decline in trade in one
sector on other sectors of the economy, particularly if some products are used as raw
materials in the production of final goods. Some sectors may also be able to cushion the
effects of exchange rate variability through higher profit margins or their market power
enabling them to pass the hedging costs onto the final consumer.
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3.4.4 Cointegration Analysis
A lot of studies in the empirical literature have made the assumption that the
data used for estimation were stationary i.e. I(0) (the time series fluctuates around a
constant mean with a finite variance). It is now apparent, however, that many economic
time series may in fact be non-stationary or I(1) (where the mean, variance or co-
variance of the series fluctuates over time), thus making standard inferential methods
inappropriate. In an attempt to overcome these problems recent research has utilised the
Johansen cointegration procedure (Johansen, 1988), which accommodates
non-stationary variables and permits multiple cointegrating vectors.
Chowdhury (1993), uses the Johansen procedure to examine the impact of an
eight quarter moving average standard deviation of the changes in the real effective
exchange rate on the volume of real exports. The aggregate export volume equation was
estimated for the G7 countries, over the period 1973-1990. In each case a unique
cointegrating vector was found together with a statistically significant, negatively signed
long-run normalised coefficient for the variability measure. Interestingly, the long-run
variability coefficients were similar across the G7 countries. Chowdhury also found a
statistically significant negative relationship between the movements in export volumes
and movements in exchange rate variability, when a short-run error correction model
was estimated.
Arize (1995a) also uses the Johansen approach to examine the influence of an
ARCH measure of exchange rate variability on the volume of US real aggregate exports,
over the period 1973Q2 - 1991Q3. A unique cointegrating vector is found and a long-
run normalised variability elasticity of -0.066. Hypothesis testing also suggests that the
variability measure plays a significant role in the determination of the long-run
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equilibrium relationship, when an exclusion restriction is imposed on the relevant
coefficient. The short-run movements in exchange rate variability also played a
significant role in determining the movements in real export volumes from an estimated
error correction model. Arize (1995b) estimates the previous model of real aggregate
export volumes for Denmark; the Netherlands; Sweden; and Switzerland. The estimated
unique cointegating vectors indicate that an 8th order moving average standard
deviation of the changes in the real effective exchange rate had a significant influence
on export volumes. The measure of exchange rate variability also had a significant
influence on short-run movements in export volumes.
Arize (1997a) later tested the robustness of the model used in earlier papers for
the UK, US, Denmark, Germany, Italy, Japan and Switzerland. The results confirm the
findings of the 1995 papers, where in each case a unique cointegrating vector and
statistically significant negative long-run variability coefficient are found. However, in
comparison to Chowdhury (1993) the magnitude of the long-run variability coefficient
varies significantly across countries, for a similar sample period and range of countries.
For example, Switzerland has a long-run variability coefficient of -0.72, compared to
-3.72 for Japan. Arize (1997a) also compares the performance of the ARCH measure of
variability with a moving average standard deviation. He concludes from the empirical
work that the moving average standard deviation understates the 'true' degree of
exchange rate uncertainty, as originally suggested by Pagan and Ullah (1986).
In conclusion, the majority of studies using cointegration analysis, support the
hypothesis that exchange rate variability has a negative influence on international
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trade.° A common feature of the above studies is that they only examine the influence
of exchange rate variability on trade volumes, ignoring the effect on trade prices. In an
important contribution, Holly (1995) presents a model of UK export volumes and
prices. This study is not discussed at this stage since it is considered further in chapter 6
of the thesis. The model suggested by Holly is also tested extensively in chapters 6 and
7 to examine the influence of a range of variability measures on the prices and volumes
of UK exports over the period 1973Q2 - 1990Q1
3.5	 Conclusions 
The empirical literature surveyed in this chapter has provided little clear
guidance as to whether exchange rate variability is detrimental to international trade.
One of the most significant reasons for this conclusion is that there appears to be no
definitive proxy for exchange rate uncertainty. A large number of measures have been
developed, but the literature provides little guidance on their appropriateness or the
conditions under which a particular measure should be used. It is also difficult to make
an overall conclusion given that different results are found according to the specific
countries being analysed; the specification of the trade model being analysed;‘ the
estimation technique being used and the format of the trade data.
The problems relating to non-stationarity of variables has brought into question
many of the economic inferences made from the vast majority of studies which have
utilised standard OLS estimation techniques. Recent research has attempted to
overcome some of these difficulties through using cointegration analysis either by using
40. Appendix A also provides a summary of further stuides which have used cointegration analysis.
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the Engle-Granger two-step approach (Engle and Granger, 1987) or the Johansen
multivariate cointegration procedure (Johansen, 1988). Most of these papers support the
conclusion that exchange rate variability had a negative influence on international trade
volumes for a large number of countries and measures of exchange rate variability.
However, to the best of this author's knowledge, only one study using cointegration
analysis (Holly, 1995), has produced a model of trade volumes and prices. This
approach is analysed extensively in chapters 6 and 7 of the thesis. However, at this
stage it is important to note that when estimating a system of equations using
cointegration analysis, identification of the underlying long-run economic relationships
can be difficult from estimating cointegrating vectors. Wickens (1996) has
demonstrated that structural relationships cannot be identified from cointegrating
vectors, unless a priori restrictions are imposed on the cointegrating vectors.
In Chapter 5 these identification problems are considered in depth and a
restricted Vector Autoregressive Error Correction Model (VECM) approach is
suggested to acquire structural inferences from the estimation of reduced form VECMs.
The estimation results from applying the restricted VECM approach to the model used
in Holly (1995) will then be presented in chapters 6 and 7. The purpose of this research
is to discover what influence exchange rate variability (as measured by a variety of
proxies) had on UK export volumes and prices, over the period 1973 Q2 to 1990Q3.
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Chapter Four
The Measurement of Exchange Rate Variability
Abstract
This chapter begins with a formal definition of risk and uncertainty following
the work of Knight (1921). The relevance of the standard deviation is then considered
by using the mean - variance framework A survey of the exchange rate variability
(uncertainty) measures used in the international trade literature is then undertaken by
discussing the main issues which applied researchers should consider when attempting
to measure variability (uncertainty). The conclusions suggest a list of characteristics
that measures of variability should at least partly encompass.
4.1	 Introduction 
One of the main conclusions of chapter two was that the ambiguity concerning
the effect of exchange rate variability on international trade volumes and prices arises
because the literature provides no clear guidance on the measurement of exchange rate
variability. A plethora of measures have been suggested but there is little indication of
the appropriateness of one measure relative to another, or the circumstances in which
particular measures are relevant. To the best of this author's knowledge a
comprehensive survey of the measures has not yet been completed in the literature, nor
have the advantages and disadvantages of each proxy been considered. The purpose of
this chapter is to review the various proxies used in the literature and to discuss the
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factors which applied researchers should consider when measuring exchange rate
variability.
The vast majority of empirical studies have used measures of exchange rate
variability as a proxy for the uncertainty faced by importers and exporters about future
movements in the exchange rate. One of the most common measures is the standard
deviation (or variance) of the exchange rate (or movements in the exchange rate) (see
for example, Makin, 1976; Alditar and Hilton, 1984; Klein, 1990). Alternative measures
include the moving average standard deviation (see for example, Cushman, 1986,
1988a; Lastrap es and Koray, 1990; Chowdhury, 1993) and conditional
heteroscedasticity processes of the errors (residuals) from a defined model of the
exchange rate (Kroner and Lastrapes, 1993; Holly, 1995; Arize, 1995a, 1997a).
Akhtar and Hilton (1984) have argued that measures of exchange rate variability
are likely to understate the degree of exchange rate uncertainty. Their conclusion is
based on the argument that movements in exchange rates have some elements which are
predictable and others which are not. Exchange rate variability measures the dispersion
of exchange rate movements ex-post, whereas exchange rate uncertainty depicts ex-ante,
the unpredictable direction and magnitude of future changes in exchange rates. Low
levels of ex-post observed variability may be associated with high exchange rate
uncertainty, if the timing and magnitude of exchange rate movements are very
unpredictable. By contrast, if exchange rate variability is relatively high but the timing
and magnitude of exchange rate movements are relatively predictable, measures of
exchange rate variability are likely to overstate the degree of exchange rate uncertainty.
The measurement of exchange rate uncertainty requires a definition of the
expected future spot rate to be assumed by the researcher and the proxy measures the
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dispersion of the actual exchange rate at time period t from its expectation for period t,
formulated on an information set available at time period t-n. The forward exchange rate
has been used as a proxy for the expected future spot rate (Hooper and Kohlhagen, 1978;
Justice, 1983; Cushman, 1988).40
 Hooper and Kohlhagen (1978) use the average
absolute difference between the current spot rate and the lagged forward rate for the
thirteen weekly observations of a given quarter. This measure therefore proxies
exchange rate uncertainty by the average absolute forward forecast error. The standard
deviation of the residuals from an AR(1) model of the exchange rate has been used by
Kenen and Rodrik (1986). The residuals are assumed to represent the exchange rate
forecast errors from the model, assuming the lagged spot rate acts as a proxy for the
expected future spot rate, so that the proxy for exchange rate uncertainty is calculated
from the variability of the forecast errors. Similarly, Asseery and Peel (1991) have used
the squared residuals from an ARIMA process fitted to the real effective exchange rate.
In order to provide a benchmark from which to compare the different measures
of exchange rate variability (uncertainty) section 4.2 provides a formal definition of risk
and uncertainty following the work of Knight (1921). The distinction between risk and
uncertainty arises from the information base which agents have when calculating the
probability of an event occurring. Under risk, the information set is insufficient to
calculate probabilities, whereas under uncertainty the level of information is
insufficient. In section 4.3 we begin our survey of the variability measures by discussing
the significance of the standard deviation measure in the context of the mean-variance
40. The use of the forward exchange rate as a proxy for the expected future spot rate follows the literature
on the Efficient Markets Hypothesis (Fama, 1970), which when applied to the foreign exchange market
suggests that the forward exchange rate should be an unbiased predictor of the future spot rate.
Deviations between the current spot rate and the lagged forward rate reflect new information between the
time period the expectation was formed and the actual realization of the future spot rate.
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model (Tobin, 1958 and Markowitz, 1959). The model is applied to the problem of the
decision making process of exporters operating under conditions of foreign exchange
risk. This section ends with a critical analysis of the mean-variance model. Section 4.4
reviews the advantages and disadvantages of the various measures of exchange rate
variability suggested by the literature. The main factors to be noted when selecting a
variability measure are also considered. Section 4.5 provides concluding comments.
4.2	 Risk vs Uncertainty 
The original distinction between risk and uncertainty was made by Knight
(1921). Knight argued that risk refers to events when the probability of a particular
outcome occurring could be calculated, while uncertainty refers to events when it is not
possible to calculate probabilities.
In order to clarify the distinction between risk and uncertainty Knight defined
three types of probability. Firstly, a priori probability, which is a mathematically based
calculation derived deductively from a homogenous group of outcomes. This definition
of probability can only be calculated mathematically, for example from games of chance
e.g. a toss of die.
Secondly, statistical probability, which is calculated from empirical
interpretation of relative frequencies, for example as in car insurance. Such probabilities
are usually estimated from the results of a sample of possible outcomes based on past
experience and from a classification of outcomes which are not homogenous. Given the
non-homogenity of possible outcomes the calculation of probabilities also needs to be
supplemented with a subjective judgement, so as to establish whether the event being
analysed is significantly different from the sample of events used to estimate the
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statistical probability. The accuracy of statistical probabilities is dependent upon the
level of available information.
The difference between a priori and statistical probability thus depends upon the
accuracy of classifying groups of outcomes. With the a priori methodology, probability
can be calculated from general principles using a groups of outcomes which are known
with certainty. Statistical probability can only be calculated empirically from a range of
outcomes, the precise details of which are not clear.
The third type of probability are estimates, which are calculated when there is
insufficient information to calculate statistical probabilities, either from a homogenous
or non-homogenous classification of outcomes. However, Knight argued that with such
events agents would calculate probabilities which are subjective in nature, but which
cannot be related to a classification of possible outcomes. As Knight notes:
The subjective probabilities are similar to the true probabilities: "The
individual
	 throws his estimate of the value of an opinion into the
probability form of 'a successes in b trials' (a/b being a proper fraction)
and feels toward it as toward any other probability situation'.
(Knight, 1921, p. 234).
Knight also classified the above three types of probability into either objective or
subjective probabilities. Objective probabilities are calculated either deductively or
because there is a sufficiently large sample of events that differences in outcomes are
negligible. Subjective probabilities are estimated in cases where statistical or deductive
methods cannot be used. Knight argued that many business decisions would deal with
situations which are sufficiently unique that the probability of success or failure cannot
be calculated, since a range of possible outcomes cannot be derived.
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The original interpretation of Knight's work identified objective probabilities as
being consistent with conditions of risk and subjective probabilities being consistent
with conditions of uncertainty. As Friedman (1976) notes:
"In his seminal work, Frank Knight drew a sharp distinction between
risk as referring to events subject to a known or knowable probability
distribution and uncertainty, as referring to events for which it was not
possible to specib) numerical probabilities."
(Friedman, 1976, p. 282)
LeRoy and Singell (1987), however, have argued that the significance of
Knight's risk-uncertainty distinction is not demonstrated by the calculation of either
objective or statistical probabilities but whether insurance markets are present or not.
Under conditions of risk, probabilities can be calculated from a classification of possible
outcomes, so that insurance markets exist to avoid risk. Under conditions of uncertainty
the uniqueness of events means that only individuals can formulate their own subjective
probabilities and the information set used for calculation is not publicly verifiable. As
supporting evidence they quote from Knight that:
'...insurance markets fail when there exists no public way to verify
whether the event insured against has occurred or evaluate the
magnitude of the loss'.
(Knight, 1921, p. 234).
Under risk the information set can be verified from a known probability distribution.
LeRoy and Singell also argue that Knight's work can be viewed as providing an
early interpretation of the economics of asymmetric information. For example, they note
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that in explaining why insurance markets could not cover most business decision
making Knight commented:
The classification or grouping [required for insurance cover] can only
to a limited extent be carried out by any agency outside the person
himself who makes the decisions, because of the peculiarly obstinate
connection of moral hazard with this sort of risk'.
(Knight, 1921, p. 251)
[Taken from LeRoy and Singell, 1987, p.400]
The uninsurability of business enterprise was also explained through adverse
selection:
'We have assumed ...that each man in society knows his own powers as
entrepreneur, but that men know nothing about each other in this
capacity.... The presence of true profit, therefore, depends... on the
absence of the requisite organization for combining a sufficient number
of instances to secure certainty through consolidation. With men in
complete ignorance of the powers ofjudgement of other men it is hard to
see how such organization could be effected'.
(Knight, 1921, p. 284-285)
[Taken from LeRoy and Singell, 1987, p.401]
Another interpretation of Knight has been provided by Langlois and Cosgel
(1993), who argue that uncertainty arises out of partial knowledge, which in turn occurs
because of the inability of economic agents to classify states of nature i.e. the known
outcomes of events. As a result uncertainty may still exist when there is asymmetric
information. For example, in the presence of adverse selection, it is possible for buyers
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and sellers of cars to be aware of the instances of good cars and bad cars (lemons) and
thus to classify these instances, although they are not easily detected. Consequently,
'uncertainty as Knight understood it arises from the impossibility of exhaustive
classification of states ' (Langlois and Cosgel, 1993, p. 459).
How can these interpretations be applied to the foreign exchange market and
international trade? Following the LeRoy and Singell (1987) interpretation, risk would
exist when forward markets are available to cover foreign exchange transactions.
Uncertainty arises when forward markets are not sufficiently sophisticated to provide
complete cover or do not exist at all. Using the Langlois-Cosgel (1993) interpretation,
risk would generally apply to international trade. For example, exporters and importers
would be able to classify whether they would profit, break-even or lose money from
international trade. Uncertainty would only arise when traders could not classify the
possible outcomes.
4.3	 Mean - Variance Analysis
The traditional approach to measuring risk / uncertainty was to rely upon the
variance or standard deviation of a particular random variable, TC . This application was
inspired by the development of the mean - variance analysis (Tobin, 1958 and
Markowitz, 1959). Economic agents are assumed to maximize expected utility which is
a function of expected profits (117,) and the variance of profits WO. Each individual
perceives a range of possible profits, each carrying with it a particular probability of
becoming reality. The mean of the distribution is assumed to reflect the agent's expected
future profit, the variance of the distribution reflects the risk / uncertainty that the
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expectation will be correct. To derive the main results of the mean - variance analysis
we must assume that either the expected utility function is of a quadratic form 41
 or that
-
the distribution of the profit variable it is normal (Borch, 1969 and Feldstein, 1969).42
The expected utility function is defined as follows:
E[U(Tc)] = all. ± Y (cT 27r )1/2;	 a,y>0;	 U1(7t)>O; U"(7t)<0	 ..4.3.1
where a is a positive constant and y is a constant which reflects risk preferences.
Typically it is assumed y<0, inferring risk aversion. 43
 Economic agents are assumed to
gain more utility from higher levels of profit, so that the marginal utility of profit, U'(7t)
is strictly positive for all 7E. However, the marginal utility of profit tends to zero as profit
increases, so that the rate of change of marginal utility with respect to profit is strictly
negative i.e. U"(7r)<0.
In maximising expected utility, each agent is assumed to trade off higher
expected profits against higher variability of profits reflecting greater risk. Thus for
example, an exporter or importer would determine the optimal allocation of a certain
asset (e.g. domestic trade) and a risky asset (e.g. foreign trade which is subject to
exchange rate fluctuations) at the point of maximum expected utility.
To apply the mean - variance analysis to the international trade literature,
consider figure 4.1. A representative exporter is assumed to sell their production in both
domestic and foreign markets. The only form of uncertainty facing the exporter is the
unpredictable nature of exchange rate movements. Total profits are therefore a random
41. For a proof of why a quadratic utility function is a necessary condition see Machina and Rothschild
(1987).
42. Because of the symmetry attached to the normal distribution, information about the mean and
variance allows calculation of the probability for each profit. Without this symmetry the result does not
hold. If the distribution was non-normal, information about the degree of skewness and kurtosis in the
distribution would have to be incorporated into the estimation of the expected future profit rate.
43. If y=0 the individual is risk neutral and if y>0 the individual is a risk lover.
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variable, rc , consisting of deterministic profits earned on the domestic markets, TC D and
stochastic foreign profits which are subject to exchange rate fluctuations, Tr F . The
objective of the firm is to trade off the higher expected profits from increased exports
with the higher risk as the foreign profits are exposed to exchange rate fluctuations. The
exporter's utility function is strictly concave, reflecting risk aversion and a diminishing
marginal utility of profit i.e. U"(n)<0.
Figure 4.1: The Mean - Variance Model
Thus the indifference curves are strictly convex and the slope of each curve reflects the
degree of risk aversion. The indifference curve map is upward sloping reflecting that
higher risk (a ) may only be compensated by higher expected profits ([0. The greater
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the degree of risk aversion, the steeper the indifference curves and thus the greater the
compensation needed to accept risk. The schedule labelled A in the lower portion of the
diagram indicates the extent to which the exporter is willing to engage in foreign trade,
from the ratio of expected profits from exporting to the standard deviation of profits.
Expected profits are subject to no risk at the point p. . Here the exporter will either be
selling only on the domestic market or selling abroad subject to no risk e.g. because all
profits are covered on the forward market. Any higher level of uncovered profit from
exporting will involve taking a risk position. At the exporter's optimal position he (she)
is compensated for bearing an additional unit of risk by higher expected profits. This
utility maximising point occurs, for example, at X where the utility of a marginal
increase in expected profits is just equal to the marginal loss in utility because of the
increase in the share of expected profits exposed to risk. Here the expected profits
earned from international trade are [t„; . To further participate in international trade, the
exporter would need to receive higher expected profits of say p.: F" to compensate for the
higher degree of risk, a , where Y is the utility maximising point. Any increase in risk
or in the degree of risk aversion will lower the volume of exports.
It is useful to consider some of the limitations of the mean - variance framework.
Firstly, the quadratic utility function is a restrictive specification, since Tobin (1958)
notes that in order to ensure positive marginal utility the following conditions must
hold:
7t -(a/2y) for y>0 i.e. risk lover	 ..4.3.2
7C -(a/2y) for y<0 i.e. risk averter	 ..4.3.3
80
The implication of this result is that if the profit level violates these requirements, then
the individual would gain more utility from obtaining less profit than gaining more.
Secondly, utility will decline as profit increases beyond y/2, when an individual is risk
averse. Thirdly, the quadratic utility function also imposes the restriction that all higher
derivatives of the function than the second are zero.
A further problem is that if the individual's utility function is not quadratic then
the indifference curves need not be convex to the origin, even if the subjective
probability distribution is a member of a two parameter family (Feldstein, 1969).
Feldstein has shown that if the utility function is log-normal, then the indifference
curves will only be convex in part and concave after a point. The implication of this
result is that the risk preferences of the individual will change from being risk averse . at
a low level of profit to being a risk lover for higher levels of profit. Rothschild and
Stiglitz (1970) have also shown that if agents' preferences are partially ordered, then the
risk aversion of an individual will change sign as a ir changes i.e. there are individuals
with concave utility functions who gain more utility with an increase in the amount of
risk. By contrast the mean - variance quadratic utility function infers a complete
ordering of preferences e.g. if the profit distributions, Tr, and 7E 2 have the 'same mean, the
individual will prefer 7E 1 to 7E2 if and only if o-„,<a7,2.
The quadratic utility function assumed in the mean-variance analysis produces
the result that the second order derivative of utility with respect to profit is strictly
negative. However, using U"(7-c) as a measure of risk aversion suffers from the problem
that if U(n) is multiplied by a positive constant then U"(7r) changes in the same
proportion. For the second order derivative to be a reliable measure of risk aversion,
marginal utility should fall to reflect the aversion to risk from the greater risk attached to
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the higher profits. In an attempt to alleviate this problem Arrow (1965) and Pratt (1964)
have devised coefficients of absolute and relative risk aversion which are invariant to
the aforementioned problem:
RA(n) = - U"(7c)/ IY(n) U[Tc-E(n)]
	 absolute risk aversion
	 ..4.3.4
RR(n) = - nU(n)"/ U'(rc) U[n-E(7c)] relative risk aversion ..4.3.5
If U(n) is multiplied by a positive constant both U(n)" and U(Tc)' will change by the
same amount. The coefficient of absolute risk aversion provides a direct measure of risk
aversion while the coefficient of relative risk aversion is an elasticity measure of the
marginal utility of profit. However, a problem with the absolute and relative risk
aversion measures is that they cannot be used when agents have a portfolio with many
risky assets. Cass and Stiglitz (1970) have extended the Arrow - Pratt measure to take
account of a portfolio which has one safe asset and two risky assets where an investor
has increasing relative risk aversion allocates more of his profit to risky assets as profit
increases.
4.4	 The Measurement of Foreign Exchange Risk / Uncertainty and Exchange 
Rate Variability
In producing the large number of proxies suggested by the international trade
literature, economists have attempted to measure the degree of foreign exchange risk or
exchange rate uncertainty. Akhtar and Hilton (1984) note that foreign exchange risk /
uncertainty 'may be thought of as a state of doubt about the future behavior of exchange
rates', (Akhtar and Hilton, 1984, p. 3). Empirical research has either attempted to derive
a proxy for exchange rate risk/uncertainty directly or indirectly through using proxies
for the variability of ex-post movements in the exchange rate.
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The proxies for foreign exchange risk / uncertainty used in the literature have
measured the deviation of the actual exchange rate from its expected value. A number of
studies have used the lagged forward rate as a proxy for the expected future spot rate.
Usually researchers take an average of the deviations over a period of time e.g. daily,
weekly, or monthly spot-lagged forward rate deviations can be used to calculate a
quarterly measure of exchange rate risk / uncertainty. For example, to estimate a
quarterly measure, Hooper and Kohlhagen (1978) calculate the average of thirteen
weekly spot-lagged forward rate deviations.
More commonly empirical studies have used measures of exchange rate
variability in an attempt to depict the unpredictable movements of exchange rates.
However, as we mentioned earlier, variability measures can only calibrate the dispersion
of ex-post exchange rate movements, not the ex-ante forecast errors in predicting the
future exchange rate. A significant proportion of the early empirical research used the
standard deviation (or variance) of the exchange rate (or its percentage changes)
measured within a specified period of time (see for example Abrams, 1980; Cushman,
1983; IMF, 1984; Kenen and Rodrik, 1984). Other measures used since then include the
moving average standard deviation (Cushman, 1983; Koray and Lastrapes, 1989;
Lastrapes and Koray, 1990) and deviations of the exchange rate from its estimated trend
(Abrams, 1980; Thursby and Thursby, 1987). The Gini Mean Difference Coefficient
(Kumar and Dhawan, 1991) and Generalised Autoregressive Conditional
Heteroscedasticity processes (Kroner and Lastrapes, 1993; Caporale and Doroodian,
1994; Holly, 1995) have also been used to account for the distribution characteristics of
the exchange rate.
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Each of the various measures of exchange rate variability measures have their
own specific characteristics and may therefore be expected to capture different impacts
on trade volumes and prices. For example, consider figure 4.2, which plots the standard
deviation of the Deutschemark/Sterling exchange rate based on monthly observations
for a given quarter. The second measure is a four quarter moving average standard
deviation. The sample period is 1974 Q2 to 1990 Q3. Comparing the two proxies it is
apparent that the moving average measure produces a far smoother series than the
standard deviation. The fluctuations in the moving average measure are far less extreme.
The largest fluctuations in the standard deviation are significantly smoothed out by the
moving average. The induced autocorrelation in the moving average also means that
fluctuations in the standard deviation are prolonged for the next four time periods. For
example between 84Q4 and 85Q1 there is a very large increase in the standard
deviation. This very large increase only lasts one time period and the standard deviation
returns to a lower value in the next time period. At 85Q1 the moving average is at its
peak and remains around this level for the next four quarters.
The purpose of this section is to compare and contrast the various variability /
uncertainty measures used in the literature. This survey is undertaken by means of
considering the factors applied researchers should note when selecting an appropriate
proxy. Unfortunately, the wide variety of circumstances in which the different measures
need to be used and their varying characteristics means that it is impossible to derive an
'ideal' proxy for use in all cases.
A summary of the main measures of exchange rate variability and foreign
exchange risk / uncertainty is provided in Appendix B, together with the characteristics
of each proxy.
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Figure 4.2	 Standard Deviation of the Percentage Changes Deutschemark 
/Sterling Exchange Rate and Four Quarter Moving Average
Standard Deviation, 197402-199003. 
4.4.1 The Distribution of the Exchange Rate
As mentioned in section 4.3, when using the mean-variance framework to
analyse the decision making of agents under conditions of risk / uncertainty, it was
assumed that either the expected utility function was of a quadratic form or that the
distribution of profits was normal. Similarly, to use the standard deviation as a measure
of exchange rate reliability also depends on the assumption that the distribution of the
exchange rate is unimodal and symmetric about the mean. The standard deviation can
act as an erratic and misleading measure if the exchange rate distribution is asymmetric,
since it gives more weight to extreme observations. Empirical evidence (McFarland,
Pettit and Sung, 1982; Rana, 1981; and Westerfield, 1977) suggests that the distribution
of many exchange rates can be leptokurtic (has 'fat tails') and that changes in the
exchange rate tend to be extended over time so that volatility clustering occurs.
Consequently, the distribution of the exchange rate may include a larger number of
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extreme observations than is expected to exist for a normal distribution. Fama and Roll
(1971) show that when the exchange rate conforms to a non-normal distribution, the
standard deviation is unstable and does not converge to a normal distribution as the
sample size increases.
Westerfield (1977) found that the distribution of changes in a number of US
dollar exchange rates were non-normal for periods of both fixed and floating exchange
rates. The sample periods used were January, 1962 to April, 1971 and March, 1973 to
July, 1975 and the weekly spot rate and one, two and three month forward exchange
rates were calculated. The kurtosis measures (i.e. the fatness of the tails) of the
distribution of exchange rate changes suggest a high degree of leptokurtosis compared
to a normal distribution, although the distributions were found to be approximately
symmetric. Using Chi-squared tests to measure the goodness of fit of alternative
probability models, Westerfield found that the US-dollar exchange rate changes closely
approximated a non-normal stable Paretian distribution. Furthermore,
The sample distribution for rate changes appear to differ from a normal
distribution in several ways. First of all, the number of observations in
the tails is much larger than expected under the normal; that is, the
probability of large positive and negative changes is greater. Secondly,
the data distributions are more peaked in the center, and thus in the
remaining areas between the center and the tails, the number of
observations are fewer than expected'.
(Westerfield, 1977, p. 189).
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To account for the 'fat tails' Westerfield utilised Gini's mean difference
coefficient, which is a measure of absolute dispersion, calculated from the average of
the absolute differences between the two observations in every possible pair of values.
Rana (1981) has also utilised the Gini coefficient to measure nominal and real
variability of the effective exchange rates of eight developing countries." Again
leptokurtosis was found to be a significant problem for each exchange rate distribution
analysed (i.e. the estimated kurtosis measure is significantly greater than three, the value
for a normal distribution). Chi-squared tests also suggest a symmetric stable Paretian
non-normal distribution. Rana estimated two alternative measures of variability: firstly,
44 per cent of an interfractile range and secondly, Gini's mean difference coefficient.
Both measures indicate a significant increase in variability from fixed periods (July,
1967 to August, 1971) to floating rates (March, 1973 to May, 1977). The two measures
indicate that nominal and real exchange rate variability increased over the floating
period for all countries in the sample, while the standard deviation measure suggests a
reduction in real terms for Malaysia, Nepal and the Philippines in both nominal and real
terms. The distortion created by the standard deviation measure was found to be more
pronounced under the pegged period, since a larger number of extreme observations
existed in the tails of the distribution.
Brodsky (1984) has criticized the non-parametric measures used by Rana for
ignoring the importance of extreme observations. Brodsky argues that the 44 per cent of
an interfractile range excludes the lower 28 per cent of the distribution and the upper 28
44. The countries analysed are India, South Korea, Malaysia, Nepal, Philippines, Singapore, Taiwan and
Thailand.
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per cent. Secondly, the Gini coefficient gives equal weight to all observations regardless
of size, again ignoring the importance of the extreme observations. Consequently,
The choice of an appropriate measure of instability must instead be
based on one's subjective value judgements concerning the nature of
instability. In particular, if economic agents are risk averse, as is
commonly assumed, then the 'erratic and misleading' results given by
the standard deviation were seen to be entirely reasonable'.
(Brodsky, 1984, p. 301)
Some applied researchers have attempted to avoid the problem of extreme
observations by smoothing the data series. One approach has been to calculate a moving
average of the variability measure (see for example Bailey, Tavlas and Ulan (1987);
Chowdhury (1993)). This method takes account of lags of the variability measure,
ranging from four quarters (Cushman, 1983; Justice, 1984) to eight quarters
(Chowdhury, 1993). However, Hsieh (1988) has argued that usually the standard
deviation of the exchange rate does not usually exhibit a long pattern of serial
correlation to justify incorporating lags of up to eight quarters.
A more recent approach has been to measure risk as a conditional variance
process (see for example Pozo, 1992; Kroner and Lastrapes, 1993; Holly, 1995). The
ARCH and Generalised ARCH processes measure exchange rate volatility from the
squared residuals of a defined model of the exchange rate, which are assumed to be
dependent on lagged squared residuals and perhaps lagged values of the conditional
variance. The conditional variance approach has the advantage of accounting for
leptokurtosis in the exchange rate distribution and 'volatility clustering', where small
currency price changes tend to be followed by small changes and large changes are
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followed by large changes. However, conditional heteroscedasticity processes also have
a tendency to smooth the variability series and like the moving average may lead to an
understatement of the degree of exchange rate uncertainty.
4.4.2 The Sample Frequency of Data
An important consideration in estimating measures of exchange rate variability
is the frequency of data used. Unlike many other economic series, exchange rate data is
available in a wide variety of frequencies. Most studies in the international trade
literature have utilised daily, weekly or monthly exchange rate data. Using higher
frequency data has the advantage of more observations and thus a more comprehensive
information set being used to calculate variability, in particular with respect to the
trends and patterns in exchange rate movements over a given period.
However, a difficulty arising from the use of daily and weekly data concerns the
day of the week effect on measurement. McFarland, Pettit and Sung (1982) examine the
distributional characteristics of daily and weekly changes in spot and forward exchange
rates, over a floating period, 2nd January, 1975 to 29th June, 1979. The empirical
evidence suggests that there are significant differences in the distribution of exchange
rates according to the day of the week. In particular, Monday and Wednesday foreign
exchange trading were found to have higher average price changes than those of the rest
of the week. The higher returns on Wednesday and lower returns on Thursday are due to
settlement procedures existing in the foreign exchange market. The large movements in
exchange rates on Monday are explained by a flow into the US dollar by the time
Friday's price is announced through to the time Monday's price is reported. Statistics
for weekly price changes also suggest a non-normal distribution. Moreover, the degree
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of non-normality varies significantly for weekly changes according to which day of the
week and which currency is being used.
In addition to day of the week effects, the time of the day at which exchange rate
data is measured should also be considered. For example, McFarland, Pettit and Sung
(1982) measure their exchange rate data at 1:00 pm. on the trading day for the New
York Interbank Market. Other published sources (e.g. Bank of England Quarterly
Bulletin) measure daily exchange rate data at the close of trading. During a typical day
of trading the volume of activity varies significantly, which clearly affects the reported
currency price. Whether this creates a problem for the applied researcher, depends upon
the frequency of data being used and the length of the sample period being used to
examine the impact on international trade.
When using lower frequency data a number of factors need to be considered.
Firstly, how the data is calculated. Published monthly and quarterly exchange rate data
are usually calculated as an average of daily observations. The data may therefore
smooth out the extreme fluctuations over the month or quarter and may consequently
understate the degree of exchange rate variability, compared to higher frequency data.
Lower frequency data, however, has the advantage of reducing the degree of distribution
non-normality (Baillie and McMahon, 1989). If quarterly or annual data is used there
may be a tendency to pick up medium term misalignments rather than purely short term
exchange rate variability.
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4.4.3 The Time Period of Variability
A related issue to the above concerns the length of the time period over which
the exchange rate variability should be measured i.e. whether on a daily, weekly,
monthly, quarterly or annual basis.
The advantage of using high frequency data is that it demonstrates how firms are
affected by variability continuously on their day to day transactions. Risk exposure,
however, may only need to be measured over a period of months, to reflect movements
in exchange rates over a contract period. Alternatively, exporters and importers may
only be concerned with persistently high levels of exchange rate variability which
influence their long term strategic decision making (e.g. location decisions; market
diversification etc.). In this instance annual movements in exchange rates may be more
appropriate. This would especially be the case if firms can easily absorb the costs of
forward cover on their transactions.
Consequently, since traders face different planning horizons, it is likely that
there can be no single correct time period for gauging exchange rate variability.
4.4.4 Nominal vs Real Exchange Rates 
In the measurement debate, the decision as to whether exchange rate variability
should be based on the nominal or real exchange rate is also a key issue. The real
measure allows changes in relative prices to offset movements in nominal exchange
rates. Thus, real variability is believed to be lower than nominal exchange rate
variability. This conclusion depends upon the extent to which Purchasing Power Parity
(PPP) theory can be used to predict nominal exchange rate movements. However, some
researchers (Lanyi and Suss, 1982; Justice, 1983; and Alditar and Hilton, 1984) have
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discovered that over most of the floating period real exchange rate variability exceeded
nominal variability. Empirical evidence also suggests persistent deviations of nominal
exchange rates from PPP, so that the relationship between price movements and
nominal exchange rates cannot be determined ex—ante. Alchtar and Hilton (1984) also
argue that whether real exchange rate variability would be lower than nominal
variability depends upon the magnitude of the negative co-variance between relative
prices and nominal exchange rate changes.
'Given that domestic influences on national price levels are very large, it
is entirely plausible that the negative co-variance would not be
sufficiently large to provide a significant offset to nominal exchange rate
variability. Recent studies by Kenen and Rodrik (1979) and Lanyi and
Suss (1982) strongly confirm this impression'
(Akhtar and Hilton, 1984, p. 23)
Given this difficulty, Medhora (1989) has argued that the variability of exchange
rates and relative prices should be measured individually so that their separate effects
can be analysed. Combining these two elements together in a measure of real exchange
rate variability can generate an unreliable proxy, since the aggregate measure conceals
the individual elements of variability. For example, if a change in relative prices
completely offsets the exchange rate changes, the real measure would indicate zero
uncertainty, when in practice both elements are working in opposite directions.
Evidence from the recent floating period (Lanyi and Suss, 1982; Akhtar and Hilton,
1984) also suggests that real and nominal exchange rates move closely together over
time and that the majority of changes in real exchange rates are expected to occur
because of changes in nominal exchange rates. One possible explanation for this
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phenomenon could be that many internationally traded goods are differentiated in their
characteristics and sold in imperfectly competitive markets. Consequently, given the
market power of exporters, goods prices, denominated in domestic currency terms, tend
to be 'sticky' in their movement relative to nominal exchange rates (Bank of England,
1984).
4.4.5 Effective Exchange Rates 
The effective exchange rate of a given currency is a weighted average of its
exchange rate relative to a basket of currencies. The weights are often defined from the
proportion of a country's trade with the trading partners defined from the basket of
currencies used to calculate the exchange rate index. Effective exchange rates are often
used in aggregate trade data studies to reflect the variability effect for a whole economy.
The first issue in measuring the variability of effective exchange rates is how to
calculate the index. The effective exchange rate index is calculated by averaging in
some way individual bi-lateral rates, using weights to reflect either the volume of trade
or external transactions. Lanyi and Suss (1982) note that effective rate variability can be
measured by estimating the individual variabilities and 'weighted-averaging' them in
some way; or, alternatively, calculating the variability of a weighted index of bi-lateral
exchange rates can be calculated (i.e. the variability of the effective exchange rate).
While the latter method is generally the most common, as with other variability
measures, the issue of whether the nominal or real (relative price adjusted) exchange
rate should be used remains to be resolved. This choice will often be based upon the
purpose for which the measure is being used for.
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Using either method also raises the question of how to weight an index. A
variety of weighting schemes have been used in the literature. Most commonly the
weights are based on the volume of trade with partner countries 45
 or the volume of use
of currencies for external transactions. A number of studies have used the IMF's
definition of the effective exchange rate index. The weights are calculated using the
Fund's Multilateral Exchange Rate Model (MERM).
Whichever weighting scheme is used a certain quantity of information is
removed from the averaging process of the individual bi-lateral exchange rates used to
calculate the effective exchange rate index. Taking an extreme example, if an exchange
rate index includes two major exchange rates, one appreciating and the other
depreciating simultaneously a stable index may result. However, exporters or importers
may face large swings in profits, depending on the degree to which they are linked to
trade in the two specific markets during the relevant period.
Indices calculated from a weighted average of exchange rate variability also
typically ignore the co-variance between the variability of two exchange rates. Using a
simple weighted average ignores the fact that movements in exchange rates are
correlated with other exchange rates. This co-variance could be usefully employed to
isolate that proportion of variability of individual exchange rates which is independent
of movements in other exchange rates.
45. These weights may include the volume of exports or imports, an average of import or export volumes
over a sample period or global trade weights.
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4.4.6 Exchange Rate Regimes 
Applied research on the impact of exchange rate variability on international
trade should also take account of any formal policy rules and arrangements which are
likely to influence the pattern of exchange rate movements. Under floating exchange
rates, the observed variability of exchange rates occurs because of movements in market
fundamentals (e.g. money supply and real income) and market expectations about the
future direction of currency prices. Under quasi-fixed or target zone systems
expectations of currency realignments also need to be considered. As market
participants continually revise their expectations about the timing and magnitude of a
possible realignment, exchange rates can rise and then fall, thereby contributing to
volatility. Ultimately these expectations are influenced by the credibility of the target
zone system and whether policy makers will realign. Realignments are mainly expected
to occur when the exchange rates diverge from the economic fundamentals. Between
realignments, exchange rate variability will tend to be within 'normal' limits, but is
likely to increase when realignments are expected to occur.
Thus, in measuring foreign exchange risk / uncertainty under a target zone
system estimation of the expected spot rate should also incorporate some proxy of
market expectations about possible realignments. One proxy is the forward exchange
rate. Evidence from many of the EMS exchange rates suggests that the forward rate
floats outside the upper and lower bands, reflecting market expectations about the future
spot rate once a possible realignment occurs. If market participants believe that a
realignment is imminent uncertainty about the future spot rate may be extreme.
Researchers may therefore need to take account of a larger number of outlier
observations than if the exchange rate was normally distributed. Indeed evidence
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suggests that the distribution of EMS exchange rates differs significantly from that of
floating currencies (Vlaar and Palm, 1993). Consequently, it is also advisable to avoid
mixing sample periods of fixed and floating regimes when attempting to derive a
reliable variability measure.
4.5	 Conclusions 
This chapter has highlighted some of the key issues that applied researchers
should consider when attempting to measure exchange rate variability or foreign
exchange risk/uncertainty. The above survey of the literature has suggested that a
number of characteristics of variability measures are important. Firstly, the chosen
measure should act as a proxy for exchange rate risk / uncertainty. Thus a proxy for
the unanticipated exchange rate could be utilised, such as the lagged forward exchange
rate. If only variability is estimated then the 'true' degree of risk / uncertainty may be to
be understated if movements in exchange rates are relatively predictable.
Secondly, a decision should be made over whether to use nominal or real
exchange rates. If relative prices are likely to offset movements in nominal exchange
rates, then the real exchange rate should be used. If, however, movements in goods
prices are 'sticky' compared to nominal exchange rates, then little additional
information will be provided by using the real exchange rate. In this instance it may be
appropriate to enter the 'variability of nominal exchange rates' and 'relative prices' as
separate independent variables in a model of trade volumes and for prices so that the
two effects can be isolated.
Thirdly, before proceeding to calculate a variability measure it is useful to
examine the distribution characteristics of the exchange rate. If the distribution
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shows evidence of leptokurtosis, then the larger number of extreme observations should
be accounted for. Exchange rate movements may also show evidence of volatility
clustering in this case. Under different policy regimes the distribution of the exchange
rate is likely to shift. It is therefore not advisable to mix sample periods of fixed and
floating exchange rates, since the chosen measure is likely to give misleading results.
Fourthly, the sample frequency of the exchange rate data should also be
considered. High frequency data has the advantage of a more comprehensive
information set being used in the calculation of the variability measure. However, this
may be at the expense of a greater degree of distribution non-normality, since a larger
number of extreme observations may be included. Lower frequency data may reduce the
non-normality since the chosen data series is likely to include fewer extreme
observations, either because of smoothing the data series due to averaging or the time
period of measurement e.g. end of the month. Applied research should also gauge the
length of time period required to measure exchange rate movements e.g. day to day
movements vs quarterly movements.
Finally, using aggregate trade data applied researchers will most likely
choose to utilise an effective exchange rate index. Recent research has provided no
definitive weighting scheme to calculate the effective exchange rate. The choice of
weighting scheme is likely to depend upon the individual study.
97
Chapter Five
Econometric Methodology
Abstract
This chapter surveys the recent cointegration literature to provide a framework
for the empirical research presented in later chapters. A formal analytical treatment of
the Johansen procedure (Johansen, 1988) is provided, followed by a discussion of the
structural identification problems associated with the estimation of unrestricted Vector
Autoregressive Error Correction Models (VECMs) (Wickens, 1996). An empirical
framework is then suggested which N provides long-run structural estimates using the
recent ARDL approach to cointegration (Pesaran, Shin and R. J. Smith, 1996) and (ii)
uses a restricted VECM approach to test for structural identification with systems of
equations (Pesaran and Shin, 1997b).
5.1	 Introduction
In this chapter we outline the econometric methodology to be used for the
empirical research presented later in the thesis. The majority of empirical studies
surveyed in chapter three made the assumption that the data used for estimation were
stationary (i.e. the time series fluctuates around a constant mean with a finite constant
variance and constant co-variance). The recent development of cointegration analysis
has provided a framework which allows the modelling of long-run equilibrium
relationships when the data used for estimation is non-stationary (where either the mean,
variance or co-variance fluctuates over time). The spurious regression problem (Granger
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and Newbold, 1974) suggests that the use of standard inferential methods with non-
stationary variables is inappropriate. A superficially statistically significant relationship
may be detected in a regression model, when in fact no meaningful causal relationship
exists, only contemporaneous correlations between the trends in the data. Following the
work of Engle and Granger (1987), a statistically significant unique cointegrating vector
can be found if the relevant variables are integrated of the same order47 and the residuals
from the cointegration equation (which define the convergence to long-run equilibrium)
are I(0).
One of the main advantages of the Engle-Granger methodology is that OLS
methods can be utilized to estimate the long-run model, from which an error correction
model can be generated to model the short-run dynamics. However, the use of this
methodology is conditional upon the assumption that the estimated cointegrating vector
is unique. In a multivariate framework Johansen (1988) has shown there can be up to
n-1 cointegrating vectors. 48 Consequently, the OLS estimates will be inefficient since
the estimated equation will be a linear combination of all the possible cointegrating
vectors. Johansen has developed a procedure that enables identification of the number of
distinct cointegrating vectors. This approach utilizes a general VECM and a reduced
rank regression method, where the rank of the long-run matrix determines the number of
cointegrating vectors.
47. It is often expected that time series are integrated of order one [I(1)] or possess a unit root, although
this assumption requires pre-testing using, for example Augmented Dickey-Fuller (ADF) tests (Dickey
and Fuller, 1979) or the Phillips and Perron Z-test statistic (Phillips and Perron, 1988). If the relevant
variables are I(d), where d>1 then the variables can only be included in a differenced form so that the
cointegration equation remains balanced. However, it may still be possible to derive at least one
cointegrating vector if a linear combination of the higher order variables is integrated to the same order as
the remaining variables in the cointegrating vector(s).
48. Where n is the number of variables included in the system.
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While cointegration analysis generally assumes all of the variables are 41), in
some instances stationary variables may need to be used. I(0) variables should be
included in the cointegrating vectors, in particular if economic theory indicates they
play an important role in defining a long-run relationship. Failure to include relevant
stationary variables may result in the estimates from the cointegrating vectors being
subject to finite sample bias. The recent Autoregressive Distributed-Lag (ARDL)
approach to cointegration can be used to estimate long-run structural equations. This
estimation technique has the advantage of allowing the estimation of long-run
relationships incorporating both I(1) and I(0) variables simultaneously. The unit root
tests presented in later chapters will demonstrate that the measures of exchange rate
variability used are stationary, while the remaining variables in the estimated system of
export volumes and prices are 41).
However, developments in the ARDL literature to date have only allowed for the
estimation of long-run structural equations. In the case of systems of equations a test for
identification needs to be undertaken, to establish whether the restrictions imposed on
the system to derive each structural equation are supported by the data (Wickens, 1996).
Unrestricted cointegrating vectors from the Johansen (1988) procedure are estimated
using a reduced form VECM where all variables are assumed to be endogenous.
Wickens (1996) has demonstrated that unless a priori information is available to impose
restrictions on a VECM then the structural equations cannot be identified. The
coefficients from the unrestricted cointegrating vectors cannot also be given an
economic interpretation, since they will be a linear combination of the structural
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coefficients. Also the common stochastic trends 49 cannot be identified from the
cointegrating vectors without imposing additional restrictions to those needed to
interpret the cointegrating vectors. If the system is misspecified through the omission of
either endogenous or exogenous variables then economic interpretation becomes even
more difficult.
The empirical model estimated in chapters six and seven consists of a two
equation system, an export volume equation and export price equation. The supply of
exports schedule is assumed to be perfectly price elastic, so that export prices are
determined independently of the volume of exports. To establish whether this
assumption is correct and therefore whether the price-volume system can be identified,
structural restrictions need to be imposed on the estimated cointegrating vectors.
The recent approach to long-run structural modelling by Pesaran and Shin
(1997b) provides a general framework by which linear restrictions can be imposed on
each of the cointegrating vectors. Their approach has the advantage of allowing
restrictions to be imposed on more than one cointegrating vector at a time, where either
the restriction is the same for all cointegrating vectors or where individual restrictions
are imposed. This represents an advance over previous work, for example by Johansen
and Juselius (1992) and Johansen (1995), where linear homogenous restrictions are
imposed on one cointegrating vector at a time. Pesaran and Shin derive the rank and
order conditions which are necessary and sufficient for the exact- and over-identification
49. Common stochastic trends are the source of non-stationarity in each I(1) variable, which provide the
permanent shocks to the system. Thus in a system of n non-stationary variables if there are r cointegrating
vectors there will be n-r common stochastic trends. The 41) variables in the system have stationary
components a linear combination of which defines the cointegrating vectors. The common stochastic
trends are a linear combination of the non-stationary components (See Stock and Watson, 1988 for
further details).
of the long-run structural relationships from the cointegrating vectors. In the first
instance, r2 exactly - identifying restrictions 50 are imposed. Exclusion restrictions are
then imposed on each relevant cointegrating vector for the variables which are absent
from a structural equation but included in the relevant cointegrating vectors. A
hypothesis testing procedure can then be used to establish whether the structural
restrictions are supported by the data. If the null hypothesis for all of the restrictions
suggested by economic theory is rejected, then structural restrictions can be removed
from the system in order to find a structural representation which is data consistent. If
none of the restrictions are data admissible then the cointegrating vectors can only be
interpreted as being derived from a reduced form model, the estimation results from
which may be difficult to interpret in line with economic theory.
Section 5.2 presents a formal analytical treatment of the Johansen reduced rank
regression method and the testing procedure for identifying the number of cointegrating
vectors. Section 5.3 discusses the framework suggested by Wickens (1996) to show why
structural restrictions are required to enhance the economic interpretation of the
cointegrating vectors. Section 5.4 discusses the estimation procedures used for
identifying and estimating the structural relationships. Section 5.5 provides concluding
comments.
5.2	 The Johansen Multivariate Cointegration Procedure
The recent literature has suggested a number of approaches to multivariate
cointegration, such as the Phillips-Hansen fully modified least squares or instrumental
50. For example, in the two equation system estimated in later chapters, four restrictions need to be
imposed on the system, two restrictions for each cointegrating vector.
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variable method (Phillips and Hansen, 1988); the common stochastic trends approach
(Stock and Watson, 1988); the auxiliary regression procedure (Park, 1992) and the
critical bounds test (Pesaran, Shin and R. J. Smith, 1996; Pesaran and Shin, 1997a).
Most commonly, applied work has used the Johansen reduced rank regression method
(Johansen, 1988) to identify the number of distinct cointegrating vectors. The
foundations of Johansen's work lies in the `atheoretical macroeconomics' of Sims
(1980) who proposed the use of VAR models for the purpose of estimating dynamic
relationships. The VAR model is estimated in a general form so that there are no
identification (or exclusion) restrictions which are generally used for identification
purposes in systems of equations. Indeed such restrictions have been labelled
'incredible' by Sims, which as a consequence means that the system is expressed in a
unrestricted reduced form, with all the variables being endogenous to their own previous
values and the current and lagged values of the remaining variables in the system. The
lag length of the VAR is set to ensure the estimated residuals are white noise. The
system also requires that all variables are stationary, so that for many economic time
series at least first differencing is required.
The main purpose of the empirical research presented in this thesis is to extend
the original Johansen procedure to show how restrictions can be imposed on
cointegrating vectors to acquire structural inferences from the estimation of reduced
form VECMs. However, we will firstly discuss the original model by initially assuming
a general unrestricted VAR:
Xt - A 1 X1. 1 ± A2 X t.2 ± ••• ± Ak X t•k ± Et	 ..5.2.1
where Xt is a (nxl) vector of economic variables which are usually assumed to be I(1).
Equation 5.2.1 can be re-expressed as a vector autoregressive error-correction model:
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LX, = ri AX, + r, AtXt-2 + ...+rk_, AX,A+1 +
 ri xt_k + Et	 ..5.2.2
where I", = -(I-A1- A2 - • • • .-A1), which shows the short-run adjustment in X, and
n = -(I - A, - A2 -••• AO, which defines the long-run equilibrium solution. Fl can be
factorised as II=a43', where a, is a matrix of speed of adjustment coefficients from
disequilibrium to equilibrium and 13 is a matrix of long-run coefficients. The lag length
of the VAR is set to ensure E t is a 'white noise' error term.
It follows that if X, is 41) 51 then all AX,1 will be stationary, so that for equation
5.2.2 to determine a long-run equilibrium relationship, nx t_k must be I(0) if s, is to be
stationary. The number of r distinct cointegrating vectors can be found from estimating
the rank of II. If the rank of II is zero then there are no cointegrating vectors. As Darnell
(1995) demonstrates if X, was I(1) and the rank (II)=0 then it follows that AX, is
stationary and rixt_k-i(i) (for HA). Given 5.2.2 is balanced this infers 6,-41). Hence,
to avoid this contradiction for 6,-40), II must be a null matrix.
If II is full rank (i.e. r=n) then there are no non-stationary cointegrating vectors
and thus all variables are stationary. In this instance there is no need for a VECM since
there is no spurious regression problem and a standard Sims-type VAR model may be
used. The fact that II is full rank means the matrix has a set of n linearly independent
columns. Thus if IIX, = v,—I(0), then X, = IT I v„ which infers X, is also stationary. Hence
if rank(II)=n then X, cannot be non-stationary (See Darnell, 1995 for further details of
this proof).
51. In some cases the VECM may contain 1(2) variables, which will require first differencing down to
I(1) variables, so that the number of cointegrating vectors can be estimated using 4.5.1. Alternatively,
Johansen (1994) has proposed a two-step generalisation of the Johansen (1988) procedure which allows
direct estimation of the number of distinct cointegrating vectors. I(0) series may also be included in the
long-run matrix, which simply increases its rank i.e. increases the number of linearly independent
columns in 11. Failure to include a stationary variable in the long-run model, may impair the small sample
properties of the estimated residuals from the cointegrating vectors (Wickens, 1996).
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More usually, if 0<rank(1-1)<n then there are r..n-1 co integrating vectors. For
example, if rank(II)=1 there is a unique cointegrating vector, while if rank(II)>1 then
multiple cointegrating vectors exist.
The number of cointegrating vectors can be identified through using a reduced
rank regression method, which involves re-writing 5.2.2 as:
AX, a 13" Xt-k = F1 AXt-1 + F2 Axt_2 + ...+Fk_i Axt_k+i + Et
The short-run dynamics are then regressed on AX, and X, individually:
AX, = P, AX, + P2 AXt_2 	
 pk-I 6"1(t-k+1 ± lot	 ..5.2.4
Xt-k = T 1 AX t., + T2 AXt-2 	
 Tk-I AXt-k+1 Tikt	 ..5.2.5
5.2.4 shows the stationary first differences, AX, adjusted for short-run dynamics, while
5.2.5 show how the stationary level term, Xt_k is corrected for short-run dynamics. The
residuals not and ri kt show the components of AX, and Xt_k which are not explained by the
short-run dynamics. OLS could be used to provide consistent estimates of the long-run
parameters if 5.2.4 and 5.2.5 were estimated separately. However, the combination of
the cointegrating vectors will link the variables together. Consequently, maximum
likelihood estimation must be used. The concentrated log-likelihood function can be
shown to be:
L(a, 13, A) = lAr" exP{- 1/4 E (no, + a R"Tikt) A. ' (TN+ arrikt)}1.1 ..5.2.6
where A is the co-variance matrix. For a fixed known value of VI, both a and A can be
shown to be functions of the long-run parameters:
a( 13) = -Sok 13 (13 ' Skk 13 ) 1	 ..5.2.7
A(P) = Soo SOk 13 (13 ' Skk 13)-1 13 ' Sko	 ..5.2.8
where the residual (product moment) matrices, S 0 , are given as:
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S ij =	 E	 11 'iti=1 for i, j = 0, k	 ..5.2.9
The following likelihood function is then minimised:
L(13) = min 1S 00
 - S0k13(P' SkkP) I PiSkoi
	
..5.2.10
which can be shown to be:
L(13) = min 113' Skk 13 - 13 ' SkoS O lo Sokf3 1 / 1i3 ' SkkPi	 ..5.2.11
Using 5.2.11, the estimates of 13 can be obtained through estimating the n ordered
A	 A	 A
eigenvalues X „	 2 , 	 „ of SkkS 0-01 Sok with respect to Skk from the following
equation:
1 2n, Skk - SkkS OO Sokl = 0
	
..5.2.12
The corresponding n ordered eigenvectors are v,, v 2, 	 v„. The r eigenvectors which
have the highest statistically significant correlation with the AX,-1(0) elements
A
determine the number of distinct cointegrating vectors. Thus the magnitude of X
indicates how strong the correlation is between the cointegration relations v,X, and the
stationary part of the model. The estimates of the long-run coefficient matrix will also
be super-consistent, so that as the sample size increases the estimates of 13 will converge
to their true value at a much faster rate than the long-run OLS estimates with stationary
A	 A
variables. Given 5.2.7 and 5.2.8, the estimates a and A are also shown to be a function
A
of 13:
A	 A A
a (13 1P') = -Sok PA	 ' S kk = -Sok P ..5.2.13
A	 A A	 A A	 A
A ([3 ) = Soo-Sok 13 P = soo - a a' ..5.2.14
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Likelihood ratio tests can be used to test for the number of cointegrating vectors.
For the trace test, critical values are used to test the null of H o: r=i against the alternative
H,: r>i+1:
A
ktrace = —T	 log(1— A,	 r=0, 	 ,n-1	 ..5.2.15
i=r+1
The maximum eigenvalue test has a sharper definition, where the null of Ho:r=i is tested
against the alternative of H1:r=i+1:
kn. = -T 1og(1- k ,,)	 r=0, 	 ,n-1
	 ..5.2.16
In both cases the number of cointegrating vectors is identified through a sequential
testing procedure until the null hypothesis is accepted. Each likelihood ratio test has
L(n-r) degrees of freedom equal to the number of linear zero restrictions imposed on the
cointegrating vectors. For each null hypothesis the likelihood ratio test is calculated
from the ratio of the value of a maximized log-likelihood where a particular
cointegrating vector is restricted to equal zero to the value of the unrestricted maximum
log-likelihood. The L-R test has a non-standard asymptotic distribution which is a
function of an n-r Brownian motion. Consequently, adjusted critical values have to be
used (Johansen and Juselius, 1990; Osterwald-Lenum, 1992). However, the likelihood
ratio tests can have low power, especially if the order of the VAR is misspecified
(Cheung and Lai, 1993), so it may be advisable to use finite-sample critical values.
The cointegrating vectors can then be normalized to enhance the economic
interpretation of the long-run coefficients. Normalization is achieved by restricting one
of the estimated coefficients to equal -1 and then dividing each of the remaining
coefficients by the negative value of the chosen normalizing variable coefficient.
However, the economic interpretation is only enhanced in the case of a single structural
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equation, since we expect a unique cointegrating vector (Wickens, 1996). When r=1, the
only restriction required to identify the cointegrating relation is the 'normalizing'
restriction. This restriction is usually imposed on the dependent variable from the
structural equation. However, if at least one endogenous variable is omitted, but a
complete set of exogenous variables are included in the system, then the coefficients of
the cointe grating vector will be a linear combination of the structural and reduced form
coefficients. With multiple cointegrating vectors, interpretation is impossible without
imposing F-r additional restrictions (Pesaran and Shin, 1997b). The F restrictions will
enable exact-identification which provides a test for statistical identification of the
system. Over-identification requires additional exclusion restrictions to be imposed on
the cointegrating vectors. The over-identifying restrictions allow us to test whether from
the cointegrating vectors of the reduced form VECM, a data-consistent structural
representation can be found. Further details about the identification procedures will be
provided in section 5.4.
5.3	 Identification of Structural Relationships 
One of the major difficulties associated with the estimation of unrestricted
VECMs concerns the economic interpretation of cointegrating vectors. In many
instances cointegrating vectors reflect an underlying structural system of equations. The
reduced form representation of the Johansen procedure can only recognise the
interrelationships between all of the variables in the system and assumes that all
variables are endogenous. To estimate a system of structural equations requires a
partition of variables into those which are endogenous and weakly exogenous, as well as
discarding certain variables included in the system for the estimation of a reduced form
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VECM but which are not relevant to a given structural equation. The Johansen
procedure can only impose and test the same restriction across all the cointegrating
vectors simultaneously.
In an important contribution Wickens (1996) has demonstrated that unless a
priori information is available to impose restrictions on a reduced form VECM then a
structural system cannot be identified. The cointegrating vectors also cannot be given an
economic interpretation, given the relationship between the reduced form and structural
coefficients.
This problem is analysed by initially specifying a structural system, consisting of
I(1) endogenous and exogenous variables. After deriving the long-run structure,
Wickens demonstrates how both the short-run and long-run reduced forms can be
derived. For the purpose of cointegration analysis the system is then expressed as an
unrestricted VECM, which demonstrates the relationship between the reduced form
coefficients and the necessary and sufficient restrictions required to derive the structural
equations from the cointegrating vectors.
To appreciate fully the economic implications of this research a formal
analytical treatment of the model is presented. We begin by specifying the structural
system:
B(L) y, + C(L) x = ut	 ..5.3.1
where y, is an nx 1 vector of endogenous variables and x, is an mx 1 vector of exogenous
variables. Thus all the variables in the system can be expressed as z, = (y„ x,')'. B(L) and
C(L) are lag polynomials 52 '53
 and ut
 is a white noise error term.
52. B(L) = Bo - B I L - B2L2 -....- B pLP
 and C(L) = Co - C I L - C2L2	CpLP.
53. B(0)1i
 = 1 for all i. B(L) has all its roots outside the unit circle [i.e.1B 0 - B I X I - B 2X2 -....- BpXp l =0], thus
yielding stable solutions for yt.
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The long-run structural equations from 5.3.1 becomes:
B(1) yt + C(1) x, = u t 	..5.3.2
where B(1) and C(1) are the long-run coefficient matrices for the endogenous and
exogenous variables respectively and u , is I(0).
The reduced form corresponding to 5.3.1 expresses the contemporaneous
endogenous variable matrix i.e. y, in terms of only current and lagged exogenous
variables and the lagged endogenous variables. To achieve this objective Wickens
partitions the lag polynomial B(L) = B(0) + B (L)L, so that B(L) y, is expressed as:
..5.3.3B(L) y t
 = B(0) y, + B (L) yt- 1
substituting 5.3.3 into 5.3.1:
B(0) yt + B (L) y„, + C(L) x =
dividing throughout by B(0) we obtain:
yt U 1 (L) y,. + 112(L) xt = v,
..5.3.4
..5.3.5
where fl (L) = B(0) -1 -13 (L); U (L) = B(0)-1 C(L) and v t = B(0)- ' ut.
In the long-run, since there is no lagged adjustment of y t i.e. yt = y,, then
yt I1(L) yt-1 becomes [I + 1Il.(1)] yt. Dividing 5.3.2 throughout by B(1) we obtain the
long-run reduced form:
-
y,	 Xt =- 13 t
where u = B(1)- ' u t and fJ = B(1)-IC(1), which can be shown to equivalent to
[I + [1,(1)]"' 112(1) from 5.3.5. The long-run reduced form becomes:
[I + 11,(1)] y t + n2(1) xt = v,
..5.3.6
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Yt +11 x, =	 ..5.3.7
where II = [I +	 H2(1) and u = [I + mo]i v,
To use the above framework for cointegration analysis both structural and
reduced forms need to be expressed as a VECM, so that the short-run movements in y,
and ; are isolated from the long-run equilibrium relationship. To achieve this objective
Wickens firstly partitions B(L) y, and C(L) ; from 5.3.1 as:
B(L) y, = [B *(L) (1-L) + B(1)L] y, B(L) Ay, + B(1) y„, 	 ..5.3.8
C(L) x = [C *(L) (1-L) + C(1)L] x, = C *(L) Ax, + C(1) x„, ..5.3.9
B(L) Ay, and C s(L) Ax, reflects the short-run movements in both the endogenous and
exogenous variables, while B(1) y„, and C(1) x„, determine the long-run equilibrium
solution. Substituting 5.3.8 and 5.3.9 into 5.3.1 we acquire the structural VECM:
B *(L) Ay, +	 Ax, + B(1)	 + C(1) x„, = u,	 ..5.3.10
and the corresponding reduced - form VECM becomes:
B *(L) Ay, +	 Ax, + B(1) [y„, +11 x„,] = u,	 ..5.3.11
noting again that II = B(l)' C(1).
To treat the estimates from z, as a valid cointegrating vector(s) requires that the
variables included in ; are weakly exogenous, so that estimation of the parameters of
interest, given z, (and its past history), involves no loss of sample information relating to
the joint distribution of y, and x, (Engle, Hendry and Richard, 1983). Weak exogenity
infers that the joint distribution of z,=(y x;) can be factorized as:
D(z, / 41; e) = D I (y / x„ 4; 0); D2 (x, / Z; 02)	 ..5.3.12,	 1
where D, is the conditional distribution of y t; D2 is the marginal distribution of x t ; Z„,
consists of lagged values of z,; and 8 = (0„ 0 2), which are functions of the parameters
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of interest. In the long-run weak exogenity infers that the distribution for integrated
variables D, does not depend upon y,. Thus the transformations, 0, and 0 2 from the
conditional and marginal distributions are not subject to cross-equation restrictions
(what Hendry et al, 1983 call a sequential cut) and can be uniquely determined from the
conditional model. Cross-equation restrictions linking the conditional distribution of y,
with the marginal distribution of x, will lead to a violation of weak exogenity, and a loss
of information when analysing the conditional distribution of y,. Given the above
assumption:
D(L) Ax, + E(L) AYt_i = Et	 ..5.3.13
where D(L) has all its roots outside the unit circle and D(0) 11=1 for all i and E(L)=0 if x,
is strongly exogenous.
Combining 5.3.10 and 5.3.13 we obtain:
[13 . (L) ow] [Ay ,
	± p3(1) C(1)1 ry, 1	 [ut
[E(L)L D(L)	 Ax t	 LO	 0 j Lxt- 1	
Ls
The above system can then be expressed as a VECM:
As(L) AZt + A 41 = Et
..5.3.14
..5.3.15
where A(L) = A *(L)(1-L) + AL. To derive the reduced form coefficient matrix for the
whole system it is necessary to partition both B(L) and C(L), so that using
B(L)=B(0)+B5(L) and C(L) = C(0)+C *(L) we derive:
..5.3.16
where A* (0) = 1. The long-run coefficient matrix can be expressed in either a structural
or reduced form since:
As(L) = [B(0)	 C(0)1 [B s (L)	 C s (L)1
0 E(L)L
	 D(L)
112
[	
.
.(0) coil [B(1) c(i)]
A=.5.3.170	 I.	 Lo	 0
. [I n +11,0) 1-12(1)]
L0	 0 ..5.3.18
the solution for A specified in 5.3.17 consists of the coefficient matrices from the
structural system, which are derived by partitioning both B(L) and C(L) and applying
the method used to derive 5.3.5 to the whole system. The solution in 5.3.18 is the
reduced form equivalent of the structural coefficient matrix in 5.3.17.
The above VECM framework can now be used to illustrate the relationship
between the structural system specified in 5.3.1 and the restrictions that need to be
imposed to provide an economic interpretation to the cointegrating vectors. As noted in
section 5.2 the long-run matrix can be factorised as A=4 1 , where a is a matrix of
adjustment coefficients and p is a matrix of long-run coefficients. From 5.3.18 we can
write A as:
A= [Ion [I:, +	 112(1)]	 ..5.3.19
where A=a1-1-1
 HP. The adjustment matrix a is multiplied by a (n+m)x(n+m) matrix of
restrictions	 where the restrictions are selected to ensure all' =
	 Or and
Hp'=[I s„ + ITT 1
 (1) F1 2 (1)] provides estimates of the matrix of long-run coefficients. The
above analysis suggests that estimation of the long-run reduced form coefficients is
achievable through estimation of an unrestricted VECM, however, estimation of the
long-run structure can only be achieved by transforming the original VECM to one with
prior imposed restrictions. Wickens goes on to demonstrate that the common stochastic
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trends will also not be identified unless restrictions are imposed in addition to those
specified for the identification of the structural equations. Moreover, without these
restrictions the common stochastic trends cannot be uniquely derived from the
cointegrating vectors. In order to identify the structural coefficients, Wickens (1996)
advocates the estimation of a restricted VECM or even direct estimation of the structural
equations. It is suggested that structural equations should include each variable in level
and first difference form so that the short-run and long-run effects can be isolated. In the
case of a single structural equation only one cointegrating vector is expected. In this
instance the conventional 'normalizing' restriction will be sufficient for the purpose of
identification.
When there is more than one cointegrating vector, applied researchers have often
selected the cointegrating vector which is most consistent with economic theory (see for
example Hataiseree and Phipps, 1996). However, this methodology is misplaced, since
it ignores the information from the r-1 cointegrating vectors not selected in the
modelling of the long-run equilibrium relationship. Each cointegrating vector can be
viewed as a hyper-plane (Darnell, 1995; Rao, 1994), which intersects at a unique point
to define the long-run equilibrium relationship. If there is a single cointegrating vector
(r=1) this relationship will be defined along one hyper-plane. There will be n-1 common
stochastic trends not defined by the cointegrating vectors. If r>1 there are multiple
hyper-planes with n-r common stochastic trends. The existence of multiple cointegrating
vectors is likely to reflect the presence of more than one endogenous variable, which are
determined by an underlying structural system of equations.
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5.4	 Econometric Procedures 
This section outlines two very recent procedures for cointegration analysis which
are used for the empirical research presented later in the thesis. Firstly, the ARDL
approach to cointegration will be discussed, which allows the estimation of long-run
structural relationships, incorporating both I(1) and I(0) variables simultaneously.
However, current developments in the ARDL literature have only allowed for the
estimation of single structural equations. In chapters 6 and 7 we estimate a two equation
system of export volumes and prices. In the case of a structural system therefore, it is
necessary to establish whether the system is identified. We utilise the long-run structural
modelling approach of Pesaran and Shin (1997b) whereby a restricted VECM is
estimated to test for structural identification.
5.4.1 Structural Estimation: 	 The ARDL Approach to Cointegration 
In order to acquire the structural estimates we utilize the ARDL approach to
cointegration developed by Pesaran, Shin and R. J. Smith (1996) and Pesaran and Shin
(1997a). While Autoregressive Distributed Lag (ARDL) models have been suggested
for de-trending trend-stationary variables (Wickens and Breusch, 1988), this approach
allows the estimation of long-run relationships incorporating both I(1) and I(0) variables
simultaneously. Pesaran et al (1996) generate a critical bounds test for the existence of a
long-run equilibrium relationship, based on the conventional F or Wald test. The test
encompasses two extreme cases: firstly, when all variables included in the model are
I(1) and secondly, when all variables are I(0). Thus the critical value bounds allows the
estimation of long-run structural relationships for all cases which are I(d), where
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0<d<1. 54 If the estimated F or Wald statistic falls outside the critical values, then we can
conclude a long-run equilibrium relationship exists, irrespective of knowing whether the
order of integration is I(0) or 41). If the statistic falls inside the critical values then no
valid inferences can be made and further knowledge of the order of integration is
required.
This procedure firstly specifies an unrestricted VECM form of a long-run
structural model:
p-1
AZ, = b = c t + TC Zr_ i E	 AZ,.; + s,i=1 ..5.4.1
bic_	 TCl2	 [Y11,1 121,11
where: b =	 ; c —	 TC -	 5 ri =	 ; E t (ca,812tY
b2	 C2	 7c21 FI 22	 12,1 F22,i
where it is the long-run matrix which is assumed to be defined by one cointegrating
vector between all variables in the model. Z, is a vector of variables, Z, = (y„ x,')'; y, is
the dependent variable; ; is a (kxl) vector of long-run forcing' variables; and E t = is a
matrix of white noise error terms.
Under certain general assumptions it is possible to express the error correction
equations for y, and the k variables included in the vector x, as:
p-1	 q-1
Ay, = b, + c, t + TC H 	 + 7C 2I 1 ± F- Y11 i AYt-i ±	 i 6`Xt-11 = 1	 1=1	 -
p-1	 q-1
Ax, = b2 + c, t + 22 -t-1	 Y21 i AYt-i +	 Fr Ax,.; + 621
1 = 1 	 1=1	 -
..5.4.2
..5.4.3
where it is assumed Tc21=0 from 5.4.1 for the purposes of assuming the variables
included in x, are weakly exogenous. Ay, can be expressed as a general p-order
autoregressive process and Ax, is defined by an unrestricted VAR:
54. Fractionally or mutually integrated variables can also be included in the testing procedure.
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AX, = P, AX, + P2 AXt-2 +
	± Ps AilCs	 ..5.4.4
where P, is a (kxk) matrix of coefficients and m is white noise error term. Under certain
assumptions, it can be shown that the contemporaneous correlation between 61t and 62,
is:
= co ' 62t	 ..5.4.5
where co is a matrix of coefficients and is assumed to be independent of E 2t
•
 Using
5.4.2, 5.4.3 and 5.4.5 the following generalised error correction model can be derived:
p-1	 q-1
Ay, = cco + al t	 Yt-1 + x,., + E 0 Ayt_i E Axt_i +
i=1
	
i=1
..5.4.6
The solutions for the above parameters can be found in Pesaran et al (1996). If 4)0 and
8'0 then there exists a long-run relationship between y, and x, which is defined as:
Yt = 00 + t + O' x, v,
where the long-run parameters, after accounting for the short-run dynamics, are defined
as 00 = -CO); e t = -a 1 /4); O'= -8'4 (0' being a vector of long-run parameters).
The null hypothesis to test for the presence of a long-run relationship is:
Ho: 4)= 8' = 0 ..5.4.8
This test hypothesis can also be extended to account for variables having non-zero
means (i.e. a00 and a 1 =0) or significant linear deterministic trends (i.e. ao0 and
a,0).
The presence of the long-run equilibrium relationship is tested by estimating
5.4.6 using standard OLS procedures and the using the F or Wald statistic to test the
zero restrictions on the 4) and 8' coefficients. The Wald statistic is shown to have a non-
standard asymptotic chi-squared distribution with k+1 degrees of freedom. 55 Pesaran et
55. The asymptotic distribution and critical values are also shown to be independent of whether the
variables are 41) or 1(0) (see Pesaran et al, 1996).
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al provide two sets of critical values - one set assuming all regressors are I(0), the other
assuming all I(1) regressors. 56
 If the estimated statistic exceeds both critical values we
can conclude that a long-run relationship exists, regardless of knowing the order of
integration, I(d) for 0d1. If the test statistic is less than either critical value then
conclusive inferences cannot be drawn.
A particular problem for this approach concerns selecting the order of the lag
length for the short-run dynamics in estimating 5.4.6 to derive the long-run estimates in
5.4.7. Pesaran and Shin (1997a) and Pesaran et al (1996) advocate the use of the Akaike
Information Criterion (AIC) (Akaike, 1973) and the Schwarz Bayesian Criterion (SBC)
(Schwarz, 1978) to derive estimates of the optimal lag length. The ARDL models based
on both procedures are labelled ARDL-AIC and ARDL-SBC respectively. 57 After
appropriate values of p and q are found and a statistically significant relationship is
found, then the long-run parameters can be derived using 5.4.7. Pesaran and Shin
(1997a) show that the long-run parameter estimates are super-consistent. In particular,
the estimates of e, and 0' converge to their true values at rates of T312 and T
respectively. The short-run parameter estimates are also shown to be qT-consistent.
Thus the long-run parameter estimates converge at a faster rate than the short-run
parameter estimates.
Pesaran and Shin (1997a) have also undertaken Monte-Carlo simulations to
compare the finite sample performance of the ARDL-AIC and ARDL-SBC estimates
56. The critical values are calculated for 1% to 10% significance levels, as well as allowing for drift
and/or trend components.
57. On the basis of Monte-Carlo simulations, Pesaran and Shin (1997a) show that with finite samples, the
ARDL-SBC estimators perform slightly better than the ARDL-AIC estimators, for the majority of
simulation experiments.
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with those derived from the Phillips-Hansen (P-H) fully modified OLS estimator. The
results suggest that the estimates from the ARDL approach tends to have a smaller
degree of bias as well as having a higher degree of consistency. The Root Mean Square
Errors were also found to be smaller for larger values of 4). Most importantly the power
of the P-H cointegration tests tended to be lower, with a greater tendency to reject the
null of no cointegration. Moreover, this finite sample bias declines at a slower rate as
the sample size increases.58
While the ARDL approach to cointegration represents an important contribution
to the modelling of long-run relationships there are three main factors that researchers
need to be aware of in its use. Firstly, no account is made for non-stationary variables
which do not contain unit roots. Consequently, pre-testing needs to be undertaken to
ensure the first differences are stationary. Secondly, it is implicitly assumed that the
rank of the long-run coefficient matrix is unity i.e. there is only one cointegrating
vector. This assumption needs to be tested, for example, using the Johansen (1988)
procedure, even if the underlying model derived from economic theory is characterized
by a single structural equation. Thirdly, in the case of systems of equations, the ARDL
approach needs to be supplemented by a test for structural identification. Unfortunately,
developments in this literature to date have not encompassed a system-based ARDL
approach. Therefore, in an attempt to overcome this problem a restricted VECM needs
to be estimated and hypothesis testing used to discover whether the structural
representation suggested by economic theory is data consistent.
58. These results were shown to be robust for a wide variety of data generating process for y, and x, (see
Pesaran and Shin, 1997 for further details).
119
5.4.2 Estimation of Restricted VECMs
Recent literature has focused on the issue of identifying long-run structural
relationships from cointegrating vectors. For example, Johansen and Juselius (1990,
1992) and Johansen (1995) have utilised a likelihood ratio testing procedure, in order to
examine the statistical significance of restrictions imposed on cointegrating vectors.
More recently, Greenslade, Hall and Henry (1998) have estimated a long-run structural
model of wages and prices for the UK, using a test for weak exogenity and estimation of
the long-run structure by Seemingly Unrelated Regression Estimator (SURE), in order
to account for the simultaneity between the long-run restrictions. Over-identifying
restrictions are then imposed on the long-run relations to establish whether the long-run
relations can be identified. This procedure can then be used to estimate a dynamic
system of equations which can be used for the purpose of short-run forecasting.
In this research we utilise the long-run structural modelling approach of Pesaran
and Shin (1997b) (see also Garratt et al (1998); Pesaran and R. P. Smith (1998);
Pesaran, Shin and R. J. Smith (1997)) is used to test for structural identification. To
illustrate the implementation of this approach let us consider the model of UK export
volumes and prices proposed by Holly (1995), which is estimated in chapters 6 and 7:
- 13 11 Xt = 13 12 PI +13 13P: + 13 14 y : ± 13 18 CS et	 ••5•4•959
- 1325 Pt = 1326 (IdX)t + 1327 c t ± 13 28 a et	 ..5.4.10"
5.4.9 and 5.4.10 can be re-expressed as a VECM:
59. where x = volume of exports; px = price of exports in foreign currency; p * = price of domestic
substitutes and y = proxy of foreign economic activity.
60. where p = price of exports in domestic currency; c = unit labour and raw material costs; k = an index
of capital stock; cre = a measure of exchange rate variability.
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= a, + a, t +	 + 4, + Et	 ..5.4.11
i=1
where:
	 z, = (x , p , 1): Y pt, (kixe)t, c„ a )';
Estimation of the VECM by the reduced rank regression method outlined in section 5.2
can produce up to n-1 cointegrating vectors, from the reduced form representation of the
structural system. However, as Wickens (1996) noted (see section 5.3) it is difficult to
provide a meaningful economic interpretation of the cointegrating vectors without
imposing restrictions. The structural coefficients can be obtained by subjecting 13 from
II to the following general linear restrictions:
R vec(I3) = b ..5.4.12
where R and b are kxrm and kxl matrices of known constants (with rank(R)=k) and
vec(f3) is a rmxl vector of long-run coefficients. k is the number of restrictions required
for identification. The matrix R can be written as:
R, r3; = to t 	 for i=1, 2, 	 ,r	 ..5.4.13
where f3; is the ith cointegrating vector; it, is the ith restriction in matrix R and bi is the
ith known constant which can be imposed as the restrictions. The necessary and
sufficient conditions for system identification is given as:
Rank (R1 13;) = r ..5.4.14
so that there must be r independent restrictions for each of the cointegrating vectors.61
Thus for exact-identification k=r 2. From 5.4.9 and 5.4.10 and the VECM in 5.4.14 the
long-run cointegrating vectors are given as follows:
(P11 P12 P13 P14 P15 P16 P17 P18 P19 )P = 	 anan	 ..5.4.15
P21 P22 P23 P24 P25 P26 P27 P28 P29
61. A formal proof of this condition is provided in Pesaran and Shin (1997b).
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SR =	 121 = 01
113 15 = 0 i3 25 =	 j
HE: ..5.4.16
One null hypothesis for exact-identification is given as:
In this instance the exact-identifying restriction can be viewed as a 'normalizing
restriction' which links each cointegrating vector to a particular structural equation. The
first cointegrating vector from 5.4.15 is assumed to represent the export volume
equation, while the second cointegrating vector represents the export price equation.
Thus a minus unity restriction is imposed on the 13 11 coefficient and an exclusion
restriction is imposed on the 13 21 coefficient. For the cointegrating vector representing
the export price equation 13 15 = 0 and 1325 = — 1. The maximized value of the-log-
likelihood function estimated under the exactly-identifying restrictions with the
equivalent log-likelihood value for the unrestricted VECM are then compared to
establish whether the structural estimates are exactly identified from the reduced form
VECM. However, it should be noted the exactly-identifying condition is not unique and
could be derived in this case from imposing any four restrictions on the two
cointegrating vectors. This restriction (which is essentially imposed for the purpose of
statistical identification) has been derived in line with the 'normalizing' restrictions
implied by economic theory.
The exact-identification condition while being necessary is not sufficient to
provide a structural interpretation of the system. Exact-identification only provides a
statistical identification condition. A valid economic interpretation requires additional
restrictions to be imposed, suggested by economic theory. Over-identification requires
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k=m+r2 restrictions to be imposed, where m is the number of additional restrictions
suggested by economic theory, in order to derive the structural representation. The null
hypothesis for over-identification suggested by economic theory is given as follows:
	
(-1 13 12 13 13 R14 0 0	 0	 018 13 19 j
Ho:
	
00 0 0 -lii	 127 	R, 26 r27 1-28 r19
..5.4.21
The five additional over-identifying restrictions can be tested using the following L-R
test statistic:
L-R = 2 (LRE - LR,D) —x 2r (k-e)	 ..5.4.22
where LRE is the maximized value of the log-likelihood function under the k=r2 exactly-
identifying restrictions and LR0 is the maximized value of the log-likelihood function
under both exactly- and over-identifying restrictions. The L-R test statistic has a chi-
squared distribution with k-r2 degrees of freedom. The above framework can be
extended to test over-identifying restrictions on only one cointegrating vector or a
subset of cointegrating vectors, provided that the remaining cointegrating vectors are
subject to exactly-identifying restrictions.
Acceptance of the null hypotheses from the above testing procedure allows us to
move from the reduced form VECM to a structural representation. If the likelihood ratio
test in 5.4.17 is significant then the reduced form VECM fails to encompass the
structural system and the underlying theory cannot be implemented, since the
restrictions implied by the structural system are not accepted by the testing procedure.
5.5	 Conclusions 
The purpose of this chapter was to present an empirical framework which will be
used for the empirical research presented in later chapters. The procedures outlined
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allow us to overcome two difficulties with current approaches to cointegration analysis.
Firstly, the ARDL approach allows for the testing and estimation of long-run structural
relationships, incorporating both I(1) and I(0) variables simultaneously. Secondly, given
the difficulties associated with the interpretation of multiple cointegrating vectors it is
necessary to conduct a test for identification. The long-run structural modelling
approach devised by Pesaran and Shin (1997b) allows exactly- and over-identifying
restrictions to be imposed on a VECM in order to derive a structural representation and
to establish whether the restrictions imposed on a system by economic theory are
supported by the data..
In chapters six and seven the estimation results using both of these procedures
are presented. Each technique is used to measure the extent to which exchange rate
variability has a statistically significant influence on UK export volumes and prices.
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Chapter Six
Acquiring Structural Inferences from Reduced Form VECMs -
An Application to Exchange Rate Variability and UK Exports
Abstract
In order to examine the influence of exchange rate variability on UK export
volumes and prices, a structural system is estimated using the ARDL approach to
cointegration (Pesaran, Shin and R. J. Smith, 1996; Pesaran and Shin, 1997a) over the
period 1973Q2 to 1990Q3 and using three measures of exchange rate variability. To
establish whether the structure is identified a restricted VECM is estimated (Pesaran
and Shin, 1997b). This procedure allows us to test whether the set of restrictions
implied by economic theory in order to derive a structural representation from a
reduced form VECM are supported by the data.
6.1	 Introduction
Previous chapters have shown that there still remains considerable debate within
the empirical literature about whether exchange rate variability has a significant
influence on trade volumes and/or trade prices. There is also ambiguity about the
expected direction of the 'variability effect' on the volumes of both exports and imports
(De Grauwe, 1998). The purpose of this chapter is to contribute to that debate by
seeking to establish whether a statistically significant link exists between exchange rate
variability and UK export volumes and prices: in particular, whether there is any
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evidence of an empirical influence of exchange rate variability on UK aggregate exports
(volumes and prices) to its eight main trading partners. The sample period is 1973Q2 to
1990Q3, a recent period during which sterling exchange rates have been floating. Three
different measures of exchange variability are employed, each of which has been widely
used in the literature. The empirical model is a two equation structural system of export
supply and demand (see for example, Holly, 1995), where the two equations are derived
as export price and export volume equations.
The framework derived by Holly /oc. cit was used to establish whether a
statistically significant relationship was present between exchange rate variability and
UK export volumes and prices, over the sample period 1974Q1 to 1992Q4. To proxy
exchange rate variability, a GARCH (1,1) process of a martingale model of the effective
exchange rate was used. ADF tests on the measure of exchange rate variability
established that the variable is stationary; and a single cointegrating vector was found
when the Johansen (1988) procedure was applied to each structural equation separately.
The variability measure was eliminated from the long-run model, leaving inferences
regarding the effect of exchange rate variability to be derived from estimated short-run
error correction equations. Holly's two main findings were: (i) that the GARCH
measure of exchange rate variability had a positive, though insignificant, influence on
the short-run movements in UK aggregate manufactured export volumes; and (ii) that
there was evidence of a significant positive 'variability effect' on the short-run
movements in UK aggregate prices. Given the assumed nature of the structural system,
the economic interpretation of these empirical findings is that exchange rate variability
has a negative influence on the short-run movements in the supply of UK exports,
though no significant influence on the short-run movements in export demand. For
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example, an increase in exchange rate variability would contract the supply of exports in
the short-run causing a rise in export prices. Assuming a relatively price-inelastic
demand curve, the increase in exchange rate variability would cause no significant
reduction in the short-run demand for and hence the volume of exports.
There are two limitations of Holly's approach however, from the perspective of
more recent literature. Firstly, elimination of the stationary variable (exchange rate
variability) from the cointegrating vectors denies it long-run impact on either export
volumes or export prices. Recent literature has suggested that stationary variables
should be included in cointegrating vectors, especially if economic theory indicates they
play an important role in defining the long-run equilibrium relationship (Harris, 1995).
Wickens (1996) has also argued:
'In practice the structural model will often contain I(0) variables too; it
is possible for 1(0) variables to be present in the long-run solutions of
economic models as well as in the short-run dynamics. These should be
included in the VECM from the outset because, although they do not
affect the CVs, which will remain superconsistent if the I(0) variables
are excluded, the small sample properties of the estimates of the CVs are
likely to be impaired'.
(Wickens, 1996, p. 257).
Including relevant stationary variables increases the cointegrating rank of the long-run
coefficient matrix from the VECM and defines individual long-run relations for each of
the stationary variables included in the system. The recent ARDL approach to
cointegration (Pesaran, Shin and Smith, 1996 and Pesaran and Shin, 1997) is one
procedure which permits the estimation of long-run structural relationships, irrespective
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of knowing whether the order of integration is I(0) or I(1). The ARDL approach allows
the interpretation of a single estimated structural equation encompassing both I(1) and
I(0) variables simultaneously. By comparison, the Johansen (1988) generates individual
cointegrating vectors for each stationary variable included in the VECM, in addition to
those cointegrating vectors found for each linear combination of 41) variables.
However, developments-in the ARDL literature have only allowed for the estimation of
single equations. Estimation of a structural system also requires a test for identification.
The second issue concerns the structural identification of the cointegrating
vectors. The Johansen (1988) procedure is based on a reduced form representation of a
VECM, which includes all the variables from the structural system of equations. As
demonstrated in section 5.3, Wickens (1996) has shown that in the case of systems of
equations, only by imposing a priori restrictions can structural (economic) inferences be
acquired from the estimation of cointegrating vectors. In the case of a single structural
equation a unique cointegrating vector is expected. The only identifying restriction
required here can be viewed as a 'normalizing' restriction, which is usually imposed on
the coefficient of the 'dependent' variable from the structural equation. Estimation of a
single structural equation also requires separation of the variables in the system into one
endogenous variable and a vector of weakly exogenous variables. In the case of a
structural system it is expected that at least one equation will contain more than one
endogenous variable. Consequently, the number of cointegrating vectors will be defined
by the number of underlying structural equations. By applying the Johansen method to
each structural equation separately, Holly implicitly assumed that each of the regressors
in the volume and price equations is weakly exogenous. Thus each equation was
estimated as though it was a single structural equation; and the estimation of the export
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volume equation is separate to the estimation of the export price equation. This requires
the assumption that the supply of exports schedule is infinitely elastic. However, given
the possibility that export prices and volumes may be determined simultaneously, this
assumption could be usefully tested.
Recent developments in long-run structural modelling by Pesaran and Shin
(1997b) have provided a framework by which identifying restrictions can be tested to
establish whether the structural assumptions made by economic theory are data-
consistent. This involves, firstly, imposing restrictions on the number of cointegrating
vectors to be coincident with the number of structural equations. Exclusion restrictions
for each cointegrating vector are then tested in order to derive a structural representation
from a reduced form VECM. Pesaran and Shin (1997b) derive the appropriate
conditions for system identification. Firstly, exact- or just-identifying restrictions are
imposed; Pesaran and Shin op. cit show that exact-identification requires that the
number of restrictions, k is equal to r2 (where r is the number of cointegrating vectors)
of which r restrictions will be 'normalizing restrictions'. Thus, r restrictions are imposed
on each of the r cointegrating vectors. These restrictions are sufficient for 'statistical'
identification of the coefficients of the cointegrating vectors when using the Johansen
(1988) procedure. However, the coefficients from the system subject to the exactly-
identifying restrictions cannot be given an economic interpretation, since they are not
unique or derived from economic theory. To derive a data-consistent structural
representation consistent with economic theory requires additional restrictions to be
imposed on the system. Exclusion restrictions are imposed on every cointegrating
vector, for each variable which is not included in the structural equation but included in
the reduced form VECM. The total number of restrictions then becomes k=m+r 2, where
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m is the number of over-identifying restrictions, which are derived from the restrictions
suggested by economic theory, in order to derive the structural representation.
Section 6.2 presents the empirical analysis which is separated into five parts: (i)
specification of the empirical model and the data set; (ii) the measures of exchange rate
variability used; (iii) unit root tests are calculated to establish the order of integration of
each variable in the system; (iv) structural estimates are acquired from the ARDL
approach; and this is followed by a test for identification in section (v). The empirical
analysis is presented for UK aggregate exports to its eight main trading partners 62 over
the sample period 1973 Q2 to 1990 Q3. 63 Section 6.3 provides concluding comments.
6.2	 Empirical Analysis 
6.2.1 The Model and Data 
In order to investigate the empirical influence of exchange rate variability on the
demand and supply for exports, we specify the following structural system of export
volumes and prices (Holly, 1995):
Pt = 80 + 5 1 Ct + 82 Odx)t + 83 a et	 ..6.2.1
X t = PO + Pi P 1 ±132 p st + 3y + 34 a et	 ..6.2.2
(all variables measured in natural logs)64
62. The trading partners are France; West Germany; the Netherlands; Belgium; Italy; USA; Canada; and
Japan.
63. The sample period was selected since it represents a regime when the UK pound was floating against
the currencies of the eight main trading partners. Over the period 1987 to 1988, the pound did shadow the
Deutschemark however, this did not represent a formal policy regime of fixed exchange rates by the UK
government. Ending the sample period at 1986 Q4 would have lowered the number of available
observations and consequently reduced the degrees of freedom.
64. The notation cre will be used to represent the natural log of the measure of exchange rate variability
throughout the empirical analysis in chapters 6 and 7.
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where p, is the logarithm of the price of exports in domestic currency terms; c, is the log
of unit costs of production; (k/x), is the log of the ratio of fixed capital stock to
aggregate export volumes; a e, is the chosen measure of exchange rate variability. In
6.2.2, x, is the log of the volume of UK aggregate exports to its eight main trading
partners; p is the log of the price of exports in foreign currency terms; 65 p is the log
of the price of foreign substitutes and y is the log of foreign income, both denominated
in foreign currency terms. A full description of the data set and the sources used in the
empirical analysis can be found in appendix C.
6.2.1 is assumed to represent the supply of exports and 6.2.2 represents the
demand for exports. Export prices in domestic currency terms are assumed to be
positively related to unit costs and the ratio of capital stock to export volumes, thus g1>0
and 82>0. If export contracts are denominated in foreign currency, then the uncertainty
resulting from exchange rate variability will be faced by exporters. This causes a fall in
the supply of exports, leading to a rise in export prices, hence 8 3 will be positive. By
contrast, if export contracts are denominated in domestic currency then exchange rate
uncertainty will be faced by importers, causing a fall in the demand for exports and a
fall in export prices, thus 83<0.
Export demand is assumed to have a negative relationship with export prices in
foreign currency terms, so 13 i<0 and a positive relationship with foreign prices and
65. p tx = (pt/et), where e is the exchange rate, which is defined as the price of foreign currency per unit of
domestic currency. The export price in exporter's currency is assumed to be constant over the contract
period, so that uncertainty about the domestic currency price only occurs because of fluctuations in the
exchange rate.
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foreign income, so 132>0 and 133>0. We assume that exchange rate variability acts as a
deterrent to international trade, causing a fall in export demand, so that 134<0.
6.2.2 The Measurement of Exchange Rate Variability
As we noted in chapter 3, the empirical literature has suggested a large number
of exchange rate variability measures, although no consensus has emerged about the
most appropriate proxy and under what circumstances a particular measure should be
used in preference to another. In this section three measures are taken from the
literature, in order to examine the sensitivity of the empirical relationship between
exports and exchange rate variability to the chosen proxy. The measures used are: (i) the
standard deviation for a given quarter of the percentage changes in the monthly
observations of the effective exchange rate, calculated from the sterling exchange rates
with respect to the UK's eight main trading partners; (ii) a four quarter moving average
standard deviation of the percentage changes in the effective exchange rate; (iii) the
average absolute difference between the current spot rate index and the lagged 3 month
forward rate index using monthly observations for a given quarter.
These measures were selected because the literature suggests that they have
distinct economic and statistical properties. The standard deviation and 'moving
average' measures tend to measure the degree of ex-post exchange rate variability, while
the 'absolute difference' measure more closely reflects exchange rate uncertainty, since
the dispersion of the actual exchange rate from its assumed expected value (i.e. the
lagged forward rate index) is calculated.
Figure 6.2.1 shows a plot of the standard deviation measure. In 85 Q1 there is a
very large increase: this outlier could possibly be explained by the changes in UK
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monetary policy that occurred during this quarter. At the start of 1985 short-term
lending rates for the London clearing banks were 9'A-93/4%, compared to 12% in July
1984 (Britton, 1991). The changing stance of UK monetary policy arose from concerns
about the vlaue of the sterling relative to major currencies, in particular the US dollar.
On January 14th 1985 sterling had fallen to £.1=$1.1105 and reached a low of f1=$1.05
on March 7th (Britton, /oc. cit). Also during this period co-ordinated foreign exchange
market intervention took place to prevent the large rise in the price of US dollars,
resulting in further exchange rate volatility. After 86Q2 the standard deviation measure
appears to become more stable. During this period the UK government was reported to
have followed an unofficial policy of 'Shadowing the Deutschemark' during the period
1987 to 1988. This stability in exchange rate volatility is reflected up to the end of the
sample period at 1990 Q3, when sterling entered the European Exchange Rate
Mechanism on 9th October, 1990.
Comparing figure 6.2.1 with 6.2.2, it is evident that the four quarter moving
average produces a far smoother series than the standard deviation. In 85 Q1 there is a
large increase in the standard deviation compared to the rest of the sample period. This
peak is smoothed from the moving average measure. Since the moving average measure
takes account of lags in the standard deviation, any large increase in exchange rate
variability is prolonged for the next four time periods. In figure 6.2.1, the large increase
in exchange rate variability is followed by an immediate reduction in the following
quarter which is not represented by the moving average measure.
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	 1990Q3
Quarters
Figure 6.2.1 Plot of standard deviation of monthly percentage changes in the 
effective exchange rate, 1973 02 to 1990 03. 
Figure 6.2.2 Plot of four quarter moving average standard deviation of monthly
percentage changes in the effective exchange rate, 1973 02 to 1990 03.
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Figure 6.2.3 Plot of average absolute difference between the current spot rate 
and the lagged forward exchange rate, 1973 02 to 1990 03. 
Figure 6.2.3 shows the average absolute difference between the current spot rate
index and the lagged forward rate index for each quarter. The pattern depicted in this
graph appears to be distorted by the very large increase in this measure at 1977 Q2. This
outlier is explained by a significant fall in the price of sterling on the forward market
relative to some of the currencies considered in the assumed exchange rate index, most
notably the US dollar. In March 1977, the Bank of England's minimum lending rate was
9Y2% compared to 15% in the last quarter of 1976 Q4 (Britton, op. cit). Monetary policy
was relaxed to prevent an influx of capital resulting from higher UK interest rates. The
fall in the price of forward sterling may reflect market expectations of a further decline
in future sterling spot exchange rates, following the relaxation of UK monetary policy
and could possibly explain the large disparity in spot and forward rates.
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The spot and forward effective exchange rate indices are calculated by adapting
a batch program suggested by M. H. Pesaran and B. Pesaran (1997)66
 together with
monthly sterling bi-lateral exchange rates and trade expenditure weights for the UK's
eight main trading partners. 67
 The effective exchange rate index is computed as follows:
8
	
[Et x 1001
E ,=	 w it
j. i	 E j,90
..6.2.3
where w, is the share of UK exports to the jth country, so that E .4, I w it =1 and Ei, is the
sterling rate of exchange with respect to the jth currency, calculated from US dollar
cross exchange rates as follows:
[ jth country national currency]
	 US dollar
—
US dollar	 UK pound
..6.2.4
E 90 is the average of E, over the months in 1990, so that E90 = 100. This procedure is
applied to both spot and forward exchange rates so that each of the measures of
exchange rate variability could be calculated.
6.2.3 Unit Root Tests
Before proceeding with the cointegration analysis, it is necessary to establish the
order of integration of each variable in the system. While the ARDL approach allows us
to test for the presence of a long-run equilibrium relationship with a class of variables
which are either 1(0) or 41), it is still necessary to test for higher orders of integration
66. The batch program is available from the author on request.
67. The trade expenditure weights were calculated from the proportion of export expenditure accounted
for by country j of the aggregate export expenditure for the eight main trading partners.
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than 1(1), so that the required level of differencing of each variable can be determined
before they are incorporated into the long-run model.
With this in mind, augmented Dickey-Fuller (ADF) tests (Dickey and Fuller,
1979) were computed by using the following regression equation:68
p-1
Ax, oco + (p-1) x,_, + oc, t + E (3; Axt.; + Et	 ..6.2.5
i=1
6.2.5 tests the null hypothesis of a unit root (Ho: p=1) against the alternative of
stationarity (H 1 : IWO. cco and t are included to allow for the presence of significant drift
and/or trend components. If x t follows an AR(p) process, then a number of lagged
dependent variables need to be included to ensure c t is 'white noise' and thus possibly
alleviating potential bias in the estimation of p. The test is completed by deriving an
OLS estimate of 7 = (p-1) and comparing the calculated 't' statistic with the adjusted
critical values.
The estimated ADF test statistics presented in table 6.2.1 suggest that two of the
variability measures are stationary and the remaining variables in the system are I(1).
The level of each variable can be included in our long-run model.
Visual observation of the data set suggested that some of the variables might be
subject to structural breaks in the time series. Perron (1989) has shown that if structural
breaks are not accounted for then the standard ADF test will have low power.
Perron /oc. cit has suggested a testing procedure which allows for the presence
of structural breaks at period t=k+1.69 The general form of this test allows for a one-time
68. Alternative methods for calculating unit root tests include the Cointegration Regression Durbin -
Watson (CRDW) test (Sargan and Bhargava, 1983) and the non-parametric adjustment to the Dickey-
Fuller regression of Phillips and Perron (Phillips, 1987; Perron, 1988; and Phillips and Perron, 1988).
69 Alternative procedures for unit root testing in the presence of structural breaks include Zivot and
Andrews (1992); Lumsdaine and Papell (1997); and Nunes et al (1997).
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change in both the level and drift components of the series. The null and alternative
hypothesis are given as follows:
F10 : Xt = ao + xt_ 1 + j t 1 Dp 1.12 DL ± E t 	..6.2.6
H I : xt = ao + a2 t + j 2 D++ 1.13 DT + E t
	..6.2.7
Dp is a pulse dummy variable, where D p=1 if t=k+1 and D=O otherwise; D L is a level
dummy variable, so that D L=1 if t>k and DL---0 otherwise and DT is a trend dummy
variable where DT=t-k for t>k and D1=0 otherwise.
Under the null hypothesis xt is a unit root process with a one-period jump in the
level (due to Dp) and drift (due to D L) of the time series at period t=k+1. Under the
alternative xt is a trend-stationary process with structural breaks in the drift (due to Dp)
and the trend term (due to DT). Under the null hypothesis, the series is given as
xt=cco+xt_ i +ct up to period k, then becoming xt=(a0+112)+[ti+xt_i+st at period t=k+1 and
xt=(a0+112)+xt_ i +Et thereafter.
Under the alternative hypothesis the trend-stationary process is influenced by a
change in the coefficients for both the drift and trend components, when t>k. D T=t-k and
DT=0 otherwise. For t<k xt=a0+oc2t+st and then evolves as xt=(ao+pt2)+(a2+113)t+E1
thereafter.
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Table 6.2.1: Augmented Dickey - Fuller Tests
Variable
ADF Test
(Levels)
Lag Length
of
ADF
ADF Test
(First Differences)
Lag Length
of
ADF
x -3.0957* 4 -4.7854 3
(-3.4790) (-2.9062)
-1.9386 * 1 -5.8097 0
(-3.4759) (-2.9042)
P -0.4625t 1 -6.0537t 0
(-4.18) (-4.18)
x
P -1.2418t 1 -6.8812t 0
(-4.18) '	 (-4.18)
-2.4125 1 -3.7124 0
(-2.9042) (-2.9042)
c -2.9243* 2 -3.1295 5
(-3.4769) (-2.9077)
k/x -2.8232 3 -7.6941 2
(-3.4779) (-2.9055)
a
e 10.291P 0 - -
(Standard (-3.85)
Deviation)
a
e
-3.545 4 -5.086 -
(Moving (-3.80) (-3.80)
Average SD)
o-
e
-7.90411 0 - -
(Absolute (-3.85)
Difference)
note: the alternative hypothesis in each case is that the variable in question is 1(0); the 95% critical values are presented in
parentheses. * denotes a significant time trend. The critical values vary since the number of observations used to estimate the
ADF tests changes with the size of the lag length used.t denotes the export price variables (in domestic and foreign currency
terms) were subject to a structural break between 85Q1 and 86Q3, which influenced the drift term of the process. Adjusted
critical values devised by Perron(1989) were used for k=0.7. denotes a pulse shock in the exchange rate variability measure at
85Q1 and § denotes a pulse shock for the same variable from 77Q1 to 77Q2. Adjusted critical values also used for the relevant
time period of the break.
The general form of the Perron test is given as:
X t = ao +	 Dp + 2 DL + a2 t + y xt.. 1 + E r3; Axt_i + E t 	..6.2.8
1=1
From 6.2.8 the 't'-statistic can be used to test the null of a unit root i.e. 7=1, while at the
same time being general enough to test for structural breaks to the level and drift terms.
This statistic is then compared to the relevant critical values computed by Perron
(1989). These critical values are calculated for a structural break at a number of time
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periods, calculated as a percentage of the total number of observations T, (X=k/T). The
values of X increase in increments of 0.1. When X=0 or X=1, clearly there are no
structural breaks and the Perron critical values are equivalent to those calculated by
Dickey and Fuller (1976). If 0<X<1 then the adjusted critical values should be used.
For most of the measured export price variables, the null hypothesis of a unit
root was accepted in favour of the alternative. Hypothesis testing also suggested that the
structural break between 85Q1 and 86Q3 had a significant influence on the level and
drift of the process. The variability measures were also subject to breaks at either 77Q1-
77Q2 or 85Q1. In two cases, the null hypothesis was rejected in favour of the alternative
of stationarity. However, the coefficients for the trend and trend dummy variables were
found to be insignificant, so that only the pulse dummy was included in 6.2.8.
Alternative adjusted critical values were used.
6.2.4 ARDL Estimates 
This section uses the ARDL approach to cointegration (Pesaran, Shin and Smith
1996; Pesaran and Shin, 1997a) in order to investigate the empirical influence of
exchange rate variability on UK export volumes and prices. Three measures are used to
proxy exchange rate variability in order to investigate whether any significant measured
variability effect is unique to any one proxy. The estimation procedure is separated into
two parts: firstly, the critical bounds test is used to examine whether a long-run
equilibrium relationship is present. Thus for the structural system specified in 6.2.1 and
6.2.2 the following error correction models are estimated (see 5.4.6):
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n-1
	
q-1P — 	 A *k-1
	
n	 *	 E Oli Yt—iji
x	 vAx, = oc I o +	 t E	 Ax
	 E (pi; A P t —i	 "Pt—ii=1
	 i=1
	
i=1
S-1
A _e	 e + 6 ..6.2.9±	 41i a t ± 4)1 xt-1 + 8 px + 8 p	 +8 Y-111 t-1 	 t-	 t-1
n-1	 k —1	 P—I
Ap t 	c(.20 	 Cf., 21
 t	 E W21 APt-i
	
(P2i ACt-i
	 E 132t
i=1	 i=1	 i=1
s-1
+ 2i A aet _i + 41 2 Pt-1 + 821 Ct-1 ± 822 (164-1 + 823 4_1 ± 82t
i=1
..6.2.10
The null hypotheses which would deny the presence of a long-run relationship in
both volume and price equations are:
Ho: 41 1 = 811 =
 812 = 8 13 - 8 14 = 0	 ..6.2.11
and
HO : 4) 2 = 821 = 822 - 823 =	 ..6.2.12
The alternative in each case is that at least one of the regressors in the error
correction equation is statistically significant. The null hypothesis is tested by
estimating 6.2.9 and 6.2.10 via OLS and using the F or Wald Statistic to test the joint
zero restrictions on the 4) and 8 coefficients. If the estimated test statistic exceeds both
critical values (computed for either all I(0) or all 41) regressors) then we can reject the
null hypothesis and conclude a long-run equilibrium relationship exists, irrespective of
establishing whether the order of integration is I(1) or 40). 7° The critical values are
calculated for 1% to 10% significance levels and three cases: (i) either a zero drift term
70. If the F-statistic falls within both critical values then conclusive inferences cannot be made without
establishing the order of integration of each variable. In this instance the results derived from the ARDL
approach may need to be supported from estimation of cointegrating vectors using alternative procedures,
such as the Engle and Granger (1987) two-step method or the Johansen (1988) procedure.
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(i.e. aio = 0 and au = 0 for i=1, 2); (ii) non-zero drift (i.e. (xi° # 0 and cci , = 0) or (iii)
significant drift and trend components (oc io # 0 and oc i , # 0).
The second step involves choosing for the lag lengths the short-run dynamics,
using either the Akaike information criterion (AIC) or Schwarz Bayesian criterion
(SBC). The long-run parameter estimates from 6.2.9 and 6.2.10 can be derived as
follows:
xt=e10+011t+012P'; +0 13 p :
 +014Y: + 0 14 a et	 ..6.2.13
Pt = e20 ± 021 t + 022 ct + 023 (1A)
 ± 024 a et	 ..6.2.14
where:
010 = -
• 
a 10/4)1; 011 = -a 11/41 1; 012 = -
• 
8 1141; 013	 -812/4)1; 014 = -8131"4)1; 015
	-814/4)1;
020 = - a2042; 021 -a21/(1)2; 022 = - 52142; e23 -82242; 024 = -823/4)2.
6.2.9 and 6.2.10 were estimated by OLS using a general to specific approach to
determine the optimal lag length for the short-run dynamics. In their original empirical
application, Pesaran et al (1996) impose the same lag length on each of the short-run
regressors. However, we found using this approach over-parameterised the error
correction model and consequently lowered the power of the critical bounds test.
Consequently, different lag lengths for each independent variable were allowed. The
OLS estimates and diagnostic tests 71
 using the standard deviation measure to represent
a' are as follows:
71. The diagnostic test include the Durbin-Watson (DW) test for first-order serial correlation (Durbin and
Watson, 1950 and 1951); the Lagrange Multiplier test for serial correlation (see for example Godfrey,
1978); the Ramsey RESET Test for functional form misspecification (Ramsey, 1969); the Jarque-Bera
normality test (Bera and Jarque, 1981); and the Koenker test for heteroscedasticity (Koenker, 1981).
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Ax, = -0.15463 Ax, + 0.00517 Ax t.2 -0.0582 Ax,_3 + 0.42409 Axt-4
(-1.3582)	 (0.0518)	 (-0.59943)	 (4.8125)
+ 3.5837 Ay: -0.000021 Ap ; I + 0.000013 Ap:`_, + 0.000022 Ap_2
(5.4826)	 (-1.0638)	 (0.6293)	 (1.1001)
+ 0.000016 Ap 3 -0.00068 Ap 4 + 0.1479 AP: ± 1.5336 Ap:_,
(0.7297)	 (-3.5519)	 (0.2330)	 (2.4007)
-1.5664 Ap:_2
 + 0.96225 Ap *t _3 -0.01272o et
(-2.7028)	 (1.6536)	 (-1.8586)
-0.3957 x_ 1
 -0.2733 p, + 0.6804 p st_, + 0.2103 y:_, + 0.0062 a
(-3.2573)	 (-2.5817)	 (3.2796)	 (1.8327)	 (0.5455)
R 2 = 0.7937 DW = 1.7278
	 Serial Correlation (LM): x2(4) = 2.7411
Functional Form: x2(1) = 0.0331	 Normality: x2(2) = 0.5264
Heteroscedasticity: x2(1) = 0.18788
Variable Deletion Test: F(5, 45) = 3.7736
(95% Critical Values 1(0) = 2.157; I(1) = 3.334) [see appendix D] ..6.2.15
Apt = 0.21278 Ap t, -0.03131 (k/x) , -0.0880 A(k/x) +0.0648 Ac t
(2.1098)	 (-1.0145)	 (-2.9234)	 (0.6395)
-0.1534 Ac t_, -0.1594 Ac ,_ 2 -0.2809 Ac t _3 -0.0920 pt_i
(-1.5303)	 (-1.6433)	 (-2.8437)	 (-2.8437)
+0.0372 (IA) t_, +0.0685 c_ +0.00152 a e -0.0648 DUMt
(2.4356)	 (2.1928)	 (2.1276)	 (-4.2142)
- 2R = 0.6615 DW = 1.9831
Functional Form: x2(1) = 0.6915
Heteroscedasticity: x2(1) = 0.1395
Serial Correlation (LM): x2(4) = 5.5174
Normality: x2(2) = 0.0676
Variable Deletion Test: F(4, 54) = 7.2312
(95% Critical Values 1(0) = 2.2812; I(1) = 3.474) [see appendix D] ..6.2.16
Both price and volume equations had insignificant drift and trend components.
To test for the presence of a long-run relationship the critical values from Case I of
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appendix D are used. In both cases the estimated F-statistic exceeds the 95% upper
critical value, so that we can reject the null hypothesis of no long-run relationship (see
6.2.11 and 6.2.12).
A similar conclusion was found when two alternative measures of exchange rate
variability were used. For the 'absolute difference' measure the estimated F-statistic for
the volume equation was 3.3415, which just exceeds the 95% upper critical value. For
the price equation the F-statistic was 9.9479. Using the moving average standard
deviation in the estimation of the volume and price equations produced estimated F-
statistics of 5.8261 and 7.8806 respectively.
Establishing the presence of a long-run relationship means that the error
correction model can be used to estimate the long-run elasticities from 6.2.13 and
6.2.14. The Akaike Information (AIC) and Schwarz Bayesian (SBC) criteria can be used
to determine the optimal lag length for the short-run dynamics.
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fix -0.6480
(-6.7388)1
-0.7061
(-7.7220)1
1.6913
(13.4661)1
1.5965
(11.4774)1
0.5596
(5.0718)1
0.5761
(4.5323)1
-0.0344
(-0.9549)
0.0135
(0.6165)
ARDL-SBC (5, 0, 0, 1, 0) ARDL-AIC (5, 0, 3, 6, 5)
-0.69242
(-7.8061)
Px -0.7270
(-6.9032)
1.6483
(14.7977)
1.7277
(10.9012)
Y* 0.5842
(4.2249)
0.5935
(4.8389)
Standard deviation used as exchange rate variability measure
Long-Run Coefficients Model Selection Criteria
ARDL-SBC (5, 0, 0, 1, 1) ARDL-AIC (5, 5, 4, 1, 1)
Px -0.6977 -0.7134
(-7.7949)1 (-7.1726)1
1.6386 1.6922
(14.7729)1 (11.9572)1
31* 0.5740 0.6030
(4•4670)1 (4.5855)1
-0.0017 0.0099
(-0.0721) (0.38345)
Absolute difference used as exchange rate variability measure
Moving average standard deviation used as exchange rate variability measure
ARDL-SBC (5, 0, 0, 1, 0) ARDL-AIC (5, 4, 5, 5, 6)
pX
-0.6914 -0.8032
(-7.3392)1 (-14.6525)1
P * 1.6649 1.6245
(14.4003)1 (25.6105)1
Y* 0.5759 0.9424
(3.5081)1 (8.4657)1
a' 0.0015 0.1039
(0.0376) (2.9032)
Estimation results excluding variability measure
ARDL-SBC (5, 0, 0, 1) ARDL-AIC (5, 0, 3, 1)
Table 6.2.2: Long-Run ARDL Estimates (Volume Equation)
note: t denotes significance at the 95% level. Asymptotic 't' ratios in parentheses. The lag structure for each variable in the export
volume equation are also shown in parentheses.
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The estimation results for the export volume equation are shown in table 6.2.2.
Varying lag lengths are found according to which lag selection criteria is used. The AIC
criterion tends to select a higher order ARDL than the SBC, as well being less
consistent in producing similar lag structures according to which measure of exchange
rate variability is used. The long-run parameter estimates for the export price, foreign
price and income variables appear to be consistent across the variability measures used
and the lag selection criteria, though the ARDL-SBC model tends to produce more
consistent estimates. The estimated elasticities for the export price variable range from -
0.69 to -0.70 (using the ARDL-SBC model) and between -0.65 and -0.80 (using the
ARDL-AIC model). Similarly, the estimates for the foreign price variable range from
1.64 to 1.69 (ARDL-SBC model) and from 1.60 to 1.70 (ARDL-AIC). Overall the
results suggest that the demand for UK exports is own-price inelastic and foreign price
elastic. A positive relationship between export demand and foreign income is found
with the estimates ranging from 0.56 to 0.94.
Before proceeding to analyse the variability effect, it is interesting to compare
the estimation results for these variables with a few recent empirical studies. It is
difficult to make a direct comparison of the export price and foreign price elasticities,
since many researchers have used the ratio of export to foreign prices. We shall
therefore only compare the income elasticities. Chowdhury (1993) found an income
elasticity of 0.270 for a study of UK aggregate export volumes over the period 1973 Q1
to 1990 Q4, while Arize (1997b) found an income elasticity of 1.59 over the period
1973 Q2 to 1992 Q4. Both studies use the Johansen (1988) multivariate cointegration
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procedure and a proxy for world economic activity, 72 as opposed to a trade weighted
income index. The difference in the magnitudes of the estimated elasticities found from
this study is most likely to be accounted for by the definition of foreign income used
and the fact that the aggregate export variable is restricted to a sample of eight countries.
Regarding the variability effect, the empirical evidence strongly suggests that
each of the proxies has an insignificant influence on the demand for UK aggregate
exports to its eight main trading partners. The majority of coefficients have very small
magnitudes and in all but one case are statistically insignificant. The moving average
standard deviation measure suggests that exchange rate variability has a significant
positive influence on export demand from the ARDL-AIC model. In this case, the 't'
statistics are larger when estimating the model by the AIC, given the order of the ARDL
is larger. This result however, is not supported by the estimation results from the
ARDL-SBC model. The sign of the variability elasticity varies according to which lag
selection criteria is used. There is also some evidence to suggest that the magnitude of
the variability elasticity varies according to which lag selection criteria or variability
measure is adopted. The fact that the variability elasticity is statistically insignificant for
all three measures, leads us to conclude that exchange rate variability has no influence
on UK export demand. This conclusion is also supported by the fact that when the
export demand equation is re-estimated excluding exchange rate variability, the sign and
magnitude of the parameter estimates for the remaining variables do not change
significantly from those found when the variability measures are included. Thus,
including the measures of exchange rate variability does not improve the explanatory
72. Chowdhury (1993) uses quarterly GDP figures for the G7 countries and Arize (1997b) uses a
weighted index of industrial production from a sample of sixteen countries.
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power of the export demand equation. Moreover, the fact that the remaining elasticities
from the export volume equation have very consistent signs and magnitudes across
variability measures and lag selection criteria also provides supporting evidence that the
measures of exchange rate variability have no statistically significant impact on the
volume of UK aggregate exports.
These findings somewhat contradict the conclusions from recent empirical
studies. Chowdhury (1993) found a statistically significant variability elasticity of -0.68,
from a model of UK aggregate export volumes, estimated over the period 1973 Q1 to
1990 Q4. Arize (1997b) also found a statistically significant variability elasticity of
-0.12 for UK aggregate export volumes, over the period 1973 Q2 to 1992 Q4.
The estimation results for the export price equation are shown in table 6.2.3.
Again the ARDL-SBC model produces more consistent lag selections than the ARDL-
AIC model. The unit cost and capital to export volume variables have signs which are
consistent with economic theory. The magnitude of the elasticities for the unit cost
variable range from 0.64 to 0.75. Holly (1995), by contrast found an elasticity of 1.07,
when estimating the long-run export supply equation over the period 1974 Q1 to 1992
Q4. The estimates for the (k/x) variable range from 0.31 to 0.53, which are broadly
consistent with the estimate derived by Holly /oc. cit of 0.31. Overall, the estimates for
the capital-aggregate export ratio and unit cost variables appear to be statistically
significant.
The estimated elasticities for exchange rate variability are also statistically
insignificant for each measure. Thus the empirical evidence leads us to conclude that
exchange rate variability has no significant influence on the supply of UK exports.
Furthermore, when exchange rate variability is excluded from the export price equation,
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the estimated coefficients for the remaining variables do not change significantly from
the sample of estimates derived when the variability measures are included. It is difficult
to compare the estimation results for the variability effect on export prices with the
Holly (1995) study, since the GARCH measure used was excluded from the export price
cointegrating vector. Moreover, to this author's knowledge, no other studies have
modelled the long-run impact of exchange rate variability on export prices using
cointegration analysis. Holly /oc. cit found a significant positive effect of the GARCH
measure of exchange rate variability on the short-run movements in UK export prices of
manufactured goods.
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Table 6.2.3: Long-Run ARDL Estimates (Price Equation)
Standard deviation used as exchange rate variability measure
Long-Run Coefficients Model Selection Criteria
ARDL-SBC (2, 0, 0, 0) ARDL-AIC (3, 2, 4, 2)
(k/x) 0.4917 0.5269
(1.4894) (2.8939)1
c 0.6558 0.6613
(2.2122)1 (4.4117)1
a' -0.00072 0.0479
(-0.0137) (0.8316)
Absolute difference used as exchange rate variability measure
ARDL-SBC (2, 0, 0, 0) ARDL-AIC (3, 2, 4,2)
(k/x) 0.4607 0.5037
(1.5022) (2.5941)1
c 0.6827 0.6426
(2.4910)1 (3.7667)1
o-e 0.0162 -0.1001
(0.2244) (-0.1751)	 -
Moving average standard deviation used as exchange rate variability measure
Long-Run Coefficients Model Selection Criteria
ARDL-SBC (2, 0, 0, 0) ARDL-AIC (2, 2, 4, 1)
(k/x) 0.4147 0.3554
(1.3749) (4.0800)1
c 0.6694 0.7504
(1.9680)1 (7.8491)1
o-e -0.0562 -0.0233
(-0.3521) (-0.4318)
Estimation results excluding exchange rate variability measures
(k/x) 0.4060 0.3065
(1.6507) (3.7327)
c 0.7247 0.7652
(3.1565) (8.4136)
note: t denotes significance at the 95% level. Asymptotic 't' ratios in parentheses. The lag structure for each variable in the export
price equation is also shown in parentheses. The first two estimated equations also included a dummy variable to account for a
pulse shock to the exchange rate variability measure used.
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6.2.5 Structural Identification 
The main advantage of the ARDL approach is that it allows the estimation of
long-run relationships when the regressors are either 1(0) or 41). However, this
approach assumes only one long-run relation exists so that the ARDL model is
characterized by a single structural equation. As Pesaran and Shin (1997a) conclude:
'[Focussing]	 exclusively	 on	 single	 equation	 estimation
techniques	 [means that] the important issue of system estimation is not
addressed	 Such an analysis inevitably involves the problem of
identification of short-run and long-run relations and demands a
structural approach to the analysis of econometric models	 An
alternative procedure, which takes us back to the Cowles Commission
approach, would be to extend the ARDL model methodology 	  to
systems of equations subject to short-run and/or long-run identi6;ing
restrictions	 thus establishing a closer link between the recent
cointegration analysis and the traditional simultaneous equations
econometric methodology'.
(Pesaran and Shin, 1997a, p. 24).
At the time of writing this thesis these econometric advances are still being developed.
However, to establish whether each long-run structural equation is identified, a
restricted VECM is estimated using an approach to long-run structural modelling
advocated by Pesaran and Shin (1997b).73
73. See also Garratt et al (1998); Pesaran and Smith (1998); Pesaran, Shin and Smith (1997).
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The first step involves estimation of an unrestricted VECM in order to establish
the cointegrating rank. The optimal lag length for the short-run dynamics can be
determined from estimating an unrestricted VAR and using lag selection criteria. The
VAR includes all of the variables from the structural system, as well as dummy
variables to account for structural shocks to some of the variables identified from the
ADF tests. The dummy variables are included as exogenous variables. 74 The lag
selection criteria, using the standard deviation measure of exchange rate variability, are
shown in table 6.2.4.
Table 6.2.4: Lag selection criteria derived from estimation of an unrestricted
VAR (using standard deviation measure). 
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 1115.2 925.9 -
2 1162.7 1004.0 X2(64) = 69.14
1 1163.2 1075.0 2(l28)= 146.94
0 271.7 254.0 X2(192) = 1316.3
note: the estimation period was 1974Q1 to 1990Q3, thus a total of 67 observations are used. The maximum VARlag lengt h
was set at 3 periods. The L-R test adjusts the maximised log-likelihood of a restricted VAR to account for the number of
parameters estimated. The VAR includes dummy variables for breaks in the export price and exchange rate variability
series for the periods 85 Q1 to 86 Q3 and 85Q1 respectively. Exclusion restrictions on the exogenous variables are rejected
using L-R tests.
The Akaike Information (AIC) and Schwarz Bayesian (SBC) criteria, as well as
an adjusted likelihood ratio test, all suggest the optimal VAR lag length is one period.
The same procedure was followed using the moving average standard deviation and
'absolute difference' measures and the test statistics are presented in tables El and E2 of
appendix E. In these cases, the AIC criterion suggests a VAR lag length of three
74. Likelihood ratio tests were computed to establish the statistical significance of the exogenous
variables.
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periods, while the SBC criterion suggests a first order VAR. The adjusted L-R test
indicates a second order VAR. To avoid over-parameterization, in all cases a first order
VAR was selected for estimation of the VECM.75
Definition of the cointegrating rank was achieved by estimating an unrestricted
VECM incorporating unrestricted intercepts and restricted trends. The ADF tests
presented in table 6.2.1 suggest that a number of variables in the system are trended. If
the VECM contains linear trends, then quadratic trends will be present in the level of the
variables when the model contains unit roots. Without restrictions on the trend
coefficients the nature of the trend for the variables in the system varies with the chosen
number of cointegrating vectors. 76 Thus the following VECM is estimated:
k —1
Az, = 80 + E F; A4_, + 7c(z.,4 -yt) + Et	 ..6.2.17
i=1
where z = (x, p x, p* , y* ,	 cr	 anp, (k/x), c, e)'; 50 is	 intercept term; t is a time trend; Tc=a13';
is an arbitrary vector of fixed constants; and the deterministic trend coefficients are
estimated in the cointegrating vector(s).
The AIC and SBC model selection criteria, the trace and maximum-eignvalue
tests, together with the asymptotic and finite sample critical values 77 are presented in
table 6.2.5 for the system including the standard deviation measure. The same procedure
75. Hall (1991) and Pesaran and Smith (1998) have illustrated how the Johansen L-R testing procedure is
sensitive to identifying different numbers of cointegrating vectors according to the lag length of the VAR;
the number of available observations; the degrees of freedom; as well as whether or not the drift and / or
trend components are restricted.
76. For a proof of why this result occurs see Pesaran and Shin (1997b); Pesaran, Shin and Smith (1997);
and Pesaran and Smith (1998).
77. The finite sample critical values are calculated using a scaling factor suggested by Cheung and Lai
(1993). CRF = CR., x (T/(T-nk)) where CRF is the finite sample critical value; CR,„ is the asymptotic
critical value (Johansen and Juselius, 1990; Osterwald-Lenum, 1992); T is the number of observations; n
is the number of variables in the system; and k is the number of parameters estimated in the VECM.
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was followed using the other measures of exchange rate variability and the results are
presented in tables E3 and E4 of appendix E.
For all cases the null hypothesis of 'no cointegration' (i.e. r---0) is rejected.
However, the various likelihood ratio tests suggest different number of cointegrating
vectors. Using the standard deviation measure, the maximum eigenvalue test suggests
four cointegrating vectors, while the trace test indicates at most five cointegrating
vectors. The model chosen by the AIC also suggests the presence of five cointegrating
vectors, while the SBC indicates four cointegrating vectors. For the moving average
standard deviation measure each test except the AIC criterion suggests the presence of
two cointegrating vectors. When the 'absolute difference' measure is used all tests
indicate four cointegrating vectors.
The structural system implied by economic theory suggests that there should be
two cointegrating vectors from the two endogenous variables. However, the likelihood
ratio testing procedure rejects this null hypothesis in each case and could explained by
the presence of more than two structural equations. 78 It would therefore be advantageous
to test for structural identification. Following Engle, Hendry and Richard (1983) weak
exogenity implies that for example, the joint distribution (1), 79 is independent of the
marginal distribution of (p t. In other words the parameters of interest i.e. p are a function
only of the parameters in the conditional model i.e. lily t . This implies that there should
be no cross-equation restrictions between the conditional and marginal models. If it is
found that there are r__n-1 cointegrating vectors in 13, then the last n-r columns of a will
78. This result should not lead us to reject the implications of the relevant economic theory, since it could
still be possible to identify the structural price and volume equations as part of a larger cointegrating
space.
79 • 43't = No 9 tr, where i t is a vector of endogenous variables and 9 , is a vector of exogenous variables.
154
equal zero. Thus establishing the exogenity of variables can be achieved by identifying
the number of non-zero a columns in the long-run matrix it = cc'. Each of the zero
columns in a indicate the cointegrating vectors which do not enter the short-run
equations. The presence of weakly exogenous variables implies no loss of information
for the parameters of interest in the VECM from not modelling the short-run dynamics.
The testing procedure can be completed by imposing zero restrictions on the relevant
cointegrating a coefficients from the VECM and using a likelihood ratio testing
procedure involving the restricted and unrestricted models. PcFIML 8.0 (Hendry and
Doornik, 1995) allows this estimation procedure to be completed. Unfortunately, this
software was not available at the time of writing this thesis.
A further explanation for the larger cointegrating space is that the stationary
variable (exchange rate variability) has defined its own long-run relation (see section
5.1), with only one significant coefficient appearing in the cointegrating vector.
However, to implement the structural identification procedure we shall restrict the size
of the cointegrating space, so that r=2.
The unrestricted cointegrating vectors are not presented at this stage 80, since we
now proceed to test for structural identification of the system implied by economic
theory in 6.2.1 and 6.2.2. Furthermore, as we noted in section 5.3 Wickens (1996) has
demonstrated that it is difficult to provide an economic interpretation to cointegrating
vectors derived from the estimation of unrestricted VECMs, unless a priori restrictions
are imposed on the reduced form system. The cointegrating vectors reflect the long-run
80. The estimation results are available from the author upon request
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relations from a reduced form representation of an underlying structural system of
equations.
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Using the long-run structural modelling approach of Pesaran and Shin (1 997b)
involves imposing identifying restrictions on the cointegrating vectors. Exactly-
identifying restrictions are imposed on the system for the purpose of 'statistical
identification'. These restrictions are 'statistical' in the sense that they are independent
of economic theory and are not unique. Pesaran and Shin /oc. cit prove that exact-
identification requires that the number of restrictions, k should be equal to r2, of which r
will be 'normalizing' restrictions and the remainder are exclusion restrictions. Over-
identification requires additional exclusion restrictions to be imposed on the system
from economic theory. Thus the total number of restrictions becomes k= m+ r 2, where m
is the number of over-identifying restrictions, which are consistent with the structural
system implied by economic theory.
The p matrix from the two cointegrating vectors used to represent the structural
system implied by economic theory are given as follows:
( 13 11 13 12 13 13 13 14 13 15 [3 16 13 17 13 18 13 19 )
13 = an a	 a a	 an
P21 P22 P23 13 24 P25
n
 F26 P27 P28 P29
based on the structural system:
x t = 13 12 Pt	 1313 P st + i3 14 y 	 at + 13 19 trend
- P25 Pt = 1326 (kix)t 1327 ct + 028a et +11329 trend ..6.2.20
where: 1 I5 = 1316 =	 = 0 and 1321 = 1322 = 1323 = 1324 = 0
where p i; represents the long-run coefficients for variable i (for i=1...9) and cointegrating
vector j, for j=1,2. One set of exactly-identifying restrictions is given as follows:
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The first cointegrating vector is assumed to represent the export volume equation, while
the second cointegrating vector represents the export price equation. Thus a minus unity
restriction is imposed on the 13 11 and for the cointegrating vector representing the
export price equation P 25 
= 
—1.
The relevant economic theory also suggests a number of exclusion restrictions
should be imposed on the VECM to test for over-identification. In particular, the p, (k/x)
and c variables should not appear in the cointegrating vector for the export volume
equation and x, pX, p* and ys should not be included in the cointegrating vector for the
export price equation. Thus the null hypothesis for the particular over-identification of
the proposed structure is:
(-1 P12 13 13 P14 0 0	 0	 13 18 1319Ho:
0 0 0 0 -1 13 26 P27 P28 P19 )
..6.2.22
The null hypothesis is tested by using the following L-R test:
L-R = 2 (LRE - LR0) —x 2r (k-r2) ..6.2.23
where LRE is the maximized value of the log-likelihood function under the k=r 2 exactly-
identifying restrictions and LR0 is the maximized value of the log-likelihood function
under the exactly- and over-identifying restrictions. The test statistic has an asymptotic
chi-squared distribution with m=k-r 2 degrees of freedom. If the estimated test statistic is
less than the critical value then we can conclude the over-identifying restrictions are
supported by the data.
The reduced form system was estimated subject to the four exactly-identifying
restrictions specified in 6.2.21 and the restriction that r=2. The values of the maximized
log-likelihood, using the standard deviation, 'absolute difference', and moving average
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standard deviation measures are 1201.4, 1218.2, and 1277.6 respectively. In each case,
these values are identical to the maximized log-likelihood from estimation of the
unrestricted VECM when r=2 (see tables 6.2.5, D3 and D4). Thus we can conclude that
the exactly-identifying restrictions are not rejected.
We can now proceed to test the additional over-identifying restrictions from
economic theory. The log-likelihood function is maximized using the Newton-Raphson
algorithm until convergence occurs. Initial conditions are specified from the system .
estimates derived under the exactly-identifying restrictions.
Given that the ARDL estimates implied that the measures of exchange rate
variability had no statistically significant influence on either the demand for or supply of
exports, we firstly imposed an exclusion restriction on the variability coefficient of each
cointegrating vector. The estimated likelihood ratio test for the two over-identifying
restrictions are 50.12, 30.67 and 56.28 for the system including the standard deviation;
absolute difference and moving average standard deviation measures respectively. The
estimated likelihood ratio tests exceed the 95% chi-squared critical value of 5.99 in each
case. Thus the hypothesis testing procedure indicates that the measures of exchange rate
variability play a significant role in defining the long-run relationships represented by
the cointegrating vectors. This result somewhat contradicts the conclusions made from
the ARDL procedure, which suggested that each of the variability elasticities were
statistically insignificant. Furthermore, we later show that many of the variability
elasticities from the estimated restricted VECMs are statistically insignificant and for
both cointegrating vectors. However, in light of the above evidence each measure of
exchange rate variability will remain in the VECM, and we will now proceed to test the
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five over-identifying restrictions implied by economic theory. The estimates are
presented in table 6.2.6.
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Table 6.2.6: Maximum likelihood estimates of cointegrating vectors subject to 
exactly- and over-identifying restrictions. 
Standard Deviation Absolute Difference Moving Average
Standard Deviation
CV! CV2 CV! CV2 CV1 CV2
x -1 0 -1 0 -1 0
Px 4.1357
(3.0415)
0 -2.3040
(1.5740)
0 0.6062
(0.5841)
0
-8.8504
(6.3330)
0 5.2439
(3.6142)
0 -1.3242
(1.3757)
0
*Y -1.3781
(2.2085)
0 -3.0071
(1.6764)
0 0.5139
(0.5242)
0
P 0 -1 0 -1 0 -1
(k/x) 0 -1.2500
(0.1978)
0 -2.4287
(none)
0 -0.7433
(0.3424)
c 0 1.3290
(0.0390)
0 -0.4962
(1.5116)
0 0.3631
(none)
sue -0.029
(none)
0.0087
(none)
0.2433
(0.1588)
-0.6734
(none)
0.0039
(0.0534)
-0.0255
(0.1239)
Trend 0.0079
(0.0526)
-0.0185
(0.0027)
0.0126
(0.0197)
-0.0412
(0.0113)
0.0196
(0.0127)
-0.0099
(0.0076)
LL - exactly-
identifying
restrictions
1201.4 1218.2 1277.6
LL - over-
identifying
restrictions
1140.6 1177.9 1238.9
LR Test of
Restrictions
x2(5)
121.68 80.59 77.40
note: asymptotic standard errors in parentheses.
The estimated likelihood ratio test for the over-identifying restrictions exceeds
the 95% chi-squared critical value of 11.07 in each case. Thus the structural restrictions
implied by economic theory are not supported by the data. There are two possibilities to
interpreting this result. Firstly, the system is defined by a greater number of structural
equations than implied by the economic theory. The likelihood ratio testing procedure
from the restricted VECM indicated that the number of cointegrating vectors was
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greater than two in each case. Thus it may still be possible to interpret the export
volume and price cointegrating vectors as export demand and supply equations, as a
component of a larger cointegrating space. A test for weak exogenity is one way
forward to identify the number of endogenous variables in the system. It would then be
possible to extend the original model to encompass a wider system of equations.8I
Secondly, that the restrictions imposed on the cointegrating vectors by economic
theory are not supported by the data. The implied cointegrating vectors could then not
be considered to represent export demand and supply equations. In this instance the
regressors from the export supply equation would play a significant role in defining the
long-run relationship of the export demand equation and vice versa. Consequently, the
cointegrating vectors could only be interpreted as representing the reduced form
solution of export volumes and prices.
Economic interpretation is also made difficult by the fact that in some cases the
normalised coefficients are incorrectly signed. For example, with the system including
the standard deviation measure, the coefficients are incorrectly signed for the p x, ps and
.y* variables in cointegrating vector one and the coefficient for the (k/x) variable is
incorrectly signed in cointegrating vector two. The magnitude of the coefficients are
also larger than we may expect, in particular compared to those estimates derived from
the ARDL approach. For example, the ARDL estimate for the elasticity of the p"
variable, using the standard deviation measure, is -0.70 compared to 4.14 derived from
the first cointegrating vector of the restricted VECM. Similarly, the ARDL estimate of
the p* elasticity is 1.64 compared to -8.85. More concerning is the fact that many of the
81. As mentioned earlier the software required to undertake the test for weak exogenity was not available
at the time of writing this thesis.
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Secondly, that the restrictions imposed on the cointegrating vectors by economic
theory are not supported by the data. The implied cointegrating vectors could then not
be considered to represent export demand and supply equations. In this instance the
regressors from the export supply equation would play a significant role in defining the
long-run relationship of the export demand equation and vice versa. Consequently, the
cointegrating vectors could only be interpreted as representing the reduced form
solution of export volumes and prices.
Economic interpretation is also made difficult by the fact that in some cases the
normalised coefficients are incorrectly signed. For example, with the system including
the standard deviation measure, the coefficients are incorrectly signed for the p x, p* and
)7 * variables in cointegrating vector one and the coefficient for the (k/x) variable is
incorrectly signed in cointegrating vector two. The magnitude of the coefficients are
also larger than we may expect, in particular compared to those estimates derived from
the ARDL approach. For example, the ARDL estimate for the elasticity of the px
variable, using the standard deviation measure, is -0.70 compared to 4.14 derived from
the first cointegrating vector of the restricted VECM. Similarly, the ARDL estimate of
the 13 * elasticity is 1.64 compared to -8.85. More concerning is the fact that many of the
81. As mentioned earlier the software required to undertake the test for weak exogenity was not available
at the time of writing this thesis.
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estimates appear to have large standard errors, indicating that the coefficients are
statistically insignificant. The ARDL estimates indicate that all of the variables except
the measures of exchange rate variability are statistically significant. In some instances,
the values produced by the maximum likelihood procedure are so large that values are
not produced by the software program. The values for the estimated likelihood ratio test
are also very large.
A further problem is that the likelihood ratio test is founded on an asymptotic
chi-squared distribution which may be subject to finite sample bias. The testing
procedure is likely to be sensitive to the sample size of the data set; the order of the
VAR; the number of parameters; the number of restrictions; and the size of the
cointegrating space. Garratt et al (1998) have developed a bootstrapping procedure to
generate finite sample critical values which takes account of the dimensions of the
system and the sample size of data set. At the time of writing this thesis, full details of
the bootstrapping procedure were not available. It is intended to use this procedure in
the future to interpret more fully the conclusions made from the estimated likelihood
ratio test.
6.3	 Conclusions 
The purpose of this chapter was to investigate whether exchange rate variability
had any significant influence on UK aggregate exports to its eight main trading partners,
over the period 1973 Q2 to 1990 Q3. A structural system of export volumes and prices
was used in order to model the factors influencing export demand and supply.
The ARDL approach to cointegration (Pesaran, Shin and Smith, 1996) allowed
the estimation of long-run relationships incorporating both I(1) and I(0) variables
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simultaneously. The estimation results suggest that exchange rate variability had no
significant influence on either the demand for or supply of exports, over the sample
period considered. As we mentioned in chapter 3, the plethora of exchange rate
variability measures from the literature have a variety of economic and statistical
properties. It is essential therefore to test the robustness of our conclusions across a
range of proxies. We find no significant 'variability effect' on export volumes or prices
across the three measures of exchange rate variability employed. Estimation of the long-
run structural equations excluding exchange rate variability leaves the remaining
parameters unchanged, suggesting that the measures do not enhance the explanatory
power of the export demand and supply equations at all.
However, the ARDL procedure only allows us to focus on the estimation of
single equations. In order to interpret the structural system as representing a model of
export demand and supply, we need to test whether the restrictions implied by economic
theory are data admissible. The long-run structural modelling approach of Pesaran and
Shin (1997b) has provided a framework in order to test structural restrictions on the
cointegrating vectors. The estimation results from this procedure strongly reject the
restrictions implied by economic theory. In the light of this evidence it is difficult to
interpret the restricted cointegrating vectors as representing structural export demand•
and supply equations. They could be viewed as the reduced form solution of export
volumes and prices. Alternatively, the system may be defined by a larger structural
system than just the export demand and supply equations given in 6.2.1 and 6.2.2.
Further research could usefully employ a test for weak exogenity. These results also
raise questions regarding the estimation results from the ARDL approach; developments
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to date in this literature have assumed that each cointegrating vector is defined by a
single structural equation.
However, while there are difficulties associated with identifying the structural
system, the evidence from the ARDL approach leads us to suggest that the measures of
exchange rate variability used have no significant influence of the prices or volumes of
UK exports to its eight main trading partners.
In the next chapter we re-estimate our model of export demand and supply in
order to consider whether the relationship between UK exports and exchange rate
variability is sensitive to the country of destination. Thus, estimation is undertaken for
each of the bi-lateral trade flows between the UK and its eight main trading partners.
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Chapter Seven 
Exchange Rate Variability and UK Export Volumes and Prices -
Further Empirical Evidence.
Abstract
In this chapter we examine whether the relationship between UK exports and
exchange rate variability is sensitive to the country of destination. The model adopted in
the previous chapter is estimated for bi-lateral exports to each of the UK's eight main
trading partners. The ARDL approach to cointegration is again used to derive the long-
run estimates of the structural system. A restricted VECM is estimated to test for
identification.
7.1	 Introduction 
From the previous chapter we were able to conclude from an initial analysis that
none of the three measures of exchange rate variability had a statistically significant
influence on either the prices or volumes of UK aggregate exports to its eight main
trading partners. One problem with using aggregate trade data is that exchange rate
variability may have different impacts on trade volumes and prices across countries and
even sectors of a particular economy. The potential negative influence on exports may
depend on the degree of exchange rate variability and could be greater for countries with
larger unanticipated fluctuations compared to those countries whose exchange rates are
relatively stable and more predictable. The influence on export volumes may also vary
across bi-lateral export flows depending upon the price elasticity of demand.
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Unpredictable fluctuations in the exchange rate create uncertainty regarding the price of
exports received by exporters in domestic currency terms. The negative influence of
exchange rate uncertainty may vary depending upon the price elasticity of demand for
each foreign market. Exporters may also have varying degrees of market power in
different markets which can affect their ability to pass on any costs of exchange rate
variability in the form of higher prices. The hedging facilities available may also vary
across importing countries.
In this chapter we estimate the model adopted in chapter six for each bi-lateral
export flow between the UK and its eight main trading partners. The purpose of this
investigation is to examine to what extent the influence of exchange rate variability on
the demand for and supply of UK exports varies across countries of destination. This
research will also hopefully clarify some of the ambiguities discovered in chapter six
regarding the exchange rate variability effect and the identification of the structural
equations from the reduced form system. We select one of the measures of exchange
rate variability used in the previous chapter: the standard deviation in the monthly
observations of the sterling effective exchange rate with respect to country j (for j =
1,...8). This measure was selected since from the aggregate export study we found that
the moving average standard deviation produced a smoothed series, which may lead to
an understatement of the 'true' degree of exchange rate uncertainty (Pagan and Ullah,
1986). Furthermore, the absolute difference measure had a very large outlier in the
series compared to the other values, which could distort the empirical analysis. The
econometric methodology is the same as in the previous chapter. The ARDL approach
is used to derive structural estimates for each trade flow and the restricted VECM
approach adopted to test for identification. Thus we aim to establish whether the sign
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and magnitude of the structural elasticities are economically sensible and whether they
vary across trade flows; also whether structural identification from a restricted VECM is
dependent upon the country of destination.
Section 7.2 briefly reviews the model and data used for each trade flow. Section
7.2 presents the empirical analysis which is separated into three parts: (i) unit root tests
are calculated to test the order of integration of each variable; (ii) structural estimates
are provided by the ARDL approach, in order to examine the influence of exchange rate
variability on UK bi-lateral export flows; (iii) a restricted VECM is estimated in order to
examine whether the restrictions imposed on the structural system by economic theory
are supported by the data. Section 7.3 provides concluding comments.
7.2	 Empirical Analysis 
7.2.1 The Model and Data 
We adopt the basic model used in chapter six to examine the influence of the
standard deviation measure on UK export volumes and prices to country j, over the
period 1973 Q2 to 1990 Q3:
„ x n	 *	 *	 e
Pi	 13 I2j	 jt ' 1-'13j P jt	 13 14j Y	 1318j	 jt ..7.2.1
1325j P = 1326j (kiX)t + 1327j Ct +1328j a jt	 ..7.2.2
(all variables in natural log form)
The c, and (Idx), variables are common for each trade flow, since they represent
the exporter's unit cost and capital to aggregate export ratio, which are assumed to be
the same irrespective of the country of destination for exports. Disaggregated export
price data according to country of destination, is not available for the UK, so we assume
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that the same sterling price of exports, p, is faced by all importers. However, the price of
exports in foreign currency terms, p ixt varies across countries since p, is deflated by the
relevant bi-lateral sterling exchange rate i.e. p = pjej„ where e is the price of foreign
*
currency for the jth country in terms of sterling. The p it and y it variables are the
wholesale price index and measure of output for country j respectively, x is the volume
of UK exports to country j. Finally, a Jet is the standard deviation for a given quarter of
the percentage changes in the monthly observations of the sterling exchange rate with
respect to country j.
7.2.2 Unit root tests 
To establish the order of integration of each variable except p„ ct and (k/x)„
augmented Dickey-Fuller tests were calculated for every trade flow. The estimation
results are presented in appendix F. In general, each variable except the standard
deviation appears to be integrated of order one. The only exception is the wholesale
price index for Italy which is I(0). The variability measure was found to be I(0) for each
sterling bi-lateral exchange rate. From section 6.3 (part iii) we noted that the export
price variable, p, appears to be subject to a structural break between 85Q1 and 86Q3.
Also the exchange rate variability measure appeared to be subject to a pulse shock either
at 85Q1 or 77Q1-77Q3. In order to avoid potential bias in the calculation of the unit root
tests due to breaks in the series, a modified version of the ADF test was calculated due
to Perron (1989). The results confirm that each export price variable was I(1).
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7.2.3 ARIL estimates 
The first step in implementing the ARDL approach to cointegration involves
establishing whether a long-run equilibrium relationship exists for both the volume and
price equations of our structural system. The following autoregressive distributed lag
error correction model is estimated for each UK export flow and the critical bounds test
used to test the null hypothesis of no long-run relationship:
n-1
	 k-1	 P-1
Axjt = a I0j + a ll; t + E mr lij	 + E (p li; A p 	 + E Pi k; A Pjt-i1=1
	 1=1	 1=1
q-1
, *	 - 1
„ X	 A+ E O R;
 8 Yjt-i
	 . E 	 ± (IN xit-i +	 Pjt -1 ' ‘112.i 	 -
i = 1
	 1=1
± 813j Y jt -1 ± 8 14;	 8lit ..7.2.3
n-1
	
k-1
	
P-1
APt = OC20ja2I t	 E xv2ki Apo + E (p2i; ACo + E P 2i; A(k./x)0
i=1	 i=1	 i=1
s-1
 jj A olt _i + 4) 2j Pt-1 + 821j ct-1 ± 522j OthOt-1 + 523j G C	 E2jtit - I11=1
..7.2.4
for j=1,....,8
The null hypothesis of no long-run relationship for the export volume equation is
,f8 10-8 12;--8 13i-8 14i-0 and (1)2r821j=522j=523j=0 for the export price equation. If the
computed F-statistic exceeds the critical value bounds then the null hypothesis can be
rejected.
For each trade flow an ARDL error correction model was estimated by OLS,
using a general-to-specific approach to determine the optimal lag length of the short-run
dynamics of each variable. Exclusion restrictions were then imposed on the lagged
levels of the variables and the F-statistic computed to test the statistical significance of
the restrictions. The estimated F-statistics are presented in table 7.2.1. In all but one case
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the null hypothesis of no long-run relationship is rejected using the 95% critical values.
For the case of UK export volumes to Canada the estimated F-statistic is below both
critical values, even at the 90% level.
Table 7.2.1: Test results for the existence of a long-run relationship
Volume Equation
Importing Country F - statistic
France 6.2782
West Germany' 7.6831
Belgium' 4.7800
Netherlands' 6.7607
Italy' 4.9335
USA' 8.8360
Canadal' 1.6291
Japan0 5.3005
95% Critical Values Case 1: I(0) = 2.157; I(1)
Case 2: I(0) = 2.649; I(1)
[see appendix D]
=
=
3.334;
3.805.
Price Equation
Importing Country F - statistic
France 4.5600
West Germany 6.2492
Belgium" 7.3915
Netherlandst 7.3088
Italy 8.6889
USA 5.6212
Canada 4.1544
Japant 7.6401
95% Critical Values Case 1: I(0) = 2.2812; I(1)
Case 2: I(0) = 2.850; I(1)
[see appendix D]
=
=
3.474);
4.049.
note: t denotes that the regression equation included an intercept term; § denotes dummy variables were included in the
regression equation to allow for structural breaks in the drift processes of some of the series. The critical values for case 1
are computed under the assumption of zero drift and trend components, while the critical values for case 2 assume a
significant drift and zero trend.
The long-run structural estimates for the export volume and price equations are
derived from applying the solutions in 6.2.13 and 6.2.14 to each trade flow. The
estimates were computed for all trade flows except UK export volumes to Canada, since
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the critical bounds test suggested there was no long-run relationship for the export
volume equation.
The results for the export volume equation are shown in table 7.2.2. The SBC
and AIC are again used to determine the optimal lag structure for the short-run
dynamics. In most cases the AIC selects a higher order ARDL than the SBC, though the
lag structure tends to vary across trade flows using both criteria. Concentrating first on
the elasticities for the p", p * and y* variables, there is some evidence to suggest that the
sign and magnitude of the estimated coefficients are not consistent with economic
theory. For example, in four cases the ARDL-SBC model indicates that the p" elasticity
is incorrectly signed and insignificant and in one is negatively signed and significant.
The ARDL-SBC specification also suggests that the p s elasticity is incorrectly signed
and insignificant in three cases and positively signed but insignificant in one case. Both
the AIC and SBC indicate that the y *
 elasticity is incorrectly signed and insignificant in
two cases and positive and insignificant in one case using the AIC. Comparing these
results with the aggregate export study, we found that the elasticity for the px, p* and y
variables were all correctly signed and significant using both lag selection criteria.
Among those coefficients which are correctly signed and significant there is also
significant variation in the magnitude of the price and income elasticities. For example,
the elasticity for the lo x variable varies from -0.75 to -1.44 (using the AIC) and from -
0.62 to -0.94 (using the SBC). By contrast, the p" elasticity obtained from the aggregate
export model varied from -0.69 to -0.70 (using the SBC) and between -0.65 and -0.80
(using the AIC). The elasticity for the p * variable ranges from 1.29 to 2.65 (using the
AIC) and from 1.28 to 5.02 (using the SBC). The range of magnitudes from the
aggregate export equations was between 1.64 and 1.69 (ARDL-SBC model) and from
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1.60 to 1.69 (ARDL-AIC model). Finally, the y * elasticity ranges from 1.17 to 3.75
using both lag selection criteria, compared to a range of 0.56 to 0.94 from the estimated
aggregate export equations.
Overall, the evidence suggests that the standard deviation measure of exchange
rate variability has no significant influence on export volumes over the sample period. A
significant variability elasticity is found in three cases; however, these results are not
consistent across the lag selection criteria. For example, the ARDL-AIC model indicates
that the standard deviation has a significant negative influence on UK export volumes to
Italy and Japan. However, these results are not supported by the ARDL-SBC model.
The SBC also indicates a statistically significant positive relationship between UK
export volumes to Belgium and the standard deviation measure but the ARDL-AIC
model also does not support this conclusion.
The conclusion of no significant variability effect is also supported by the fact
that when the volume equation is re-estimated for each bi-lateral export flow excluding
exc`hange rate variability (see table 7.2.3 for estimation results) the sign, magnitude and
statistical significance of the remaining elasticites remain unchanged in the majority of
cases. However, some of the elasticities are still incorrectly signed and statistically
insignificant, a conclusion which is inconsistent with economic theory. Thus it appears
that including the measure of exchange rate variability does not improve the explanatory
power of the export volume equation. Furthermore, the small variation in the sign and
magnitude of the remaining elasticities across variability measures and lag selection
criteria also lead to supporting the conclusion of an insignificant variability effect.
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The estimation results for the export price equation are presented in table 7.2.4.
The SBC produces a lower order ARDL than the AIC and the lag structure is more
consistent across the trade flows. The elasticities for the c, and (k/x), variables have
signs which are consistent with economic theory in each case. The magnitudes are also
broadly consistent, which is not surprising given both variables are common for each
trade flow. The elasticity for the c, variable is significant and positive in six cases from
the ARDL-SBC model and in all cases using the ARDL-AIC specification. The (k/x),
variable has significant and positive elasticities in four cases from the ARDL-SBC
model and the elasticities are significant and positive in all cases using the ARDL-AIC
model. The sign and magnitude of the elasticities for these variables are also consistent
with those obtained from the price equation for aggregate exports and the estimation
results when exchange rate variability is excluded (see table 6.2.3)
The sign of the variability elasticity varies across trade flows: the ARDL-SBC
model suggests that the variability elasticity is negative in five cases and positive in two
cases. Using the AIC three negative elasticities and four positive elasticities are found.
In only one case, UK exports to the Netherlands, using the AIC is the variability
elasticity significant and in this case it has a negative sign. However, this conclusion is
not supported by the ARDL-SBC model where the estimated 't' ratio is smaller given
the much lower ARDL selected by the SBC. Overall there is no conclusive evidence of
a statistically significant relationship between export prices and the standard deviation
measure of exchange rate variability.
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Thus the empirical results obtained from estimating the system of export volume
and export price equations for each trade flow does not tend to provide supporting
evidence for the economic theory in two respects. Firstly, we can unambiguously
conclude that the standard deviation measure of exchange rate variability (calculated for
each sterling bi-lateral exchange rate) has no statistically significant influence on either
bi-lateral export volumes or aggregate export prices. These findings are robust across all
of the trade flows examined and are consistent with the results from the aggregate
export study. Secondly, the sign of some of the remaining elasticities in the export
volume equation are inconsistent with our prior expectations from theory and in some
cases are also statistically insignificant, which we did not find when estimating the
aggregate export volume equation.
7.2.4 Structural Identification
Economic theory indicates that the export volume and price equations should be
interpreted as demand and supply equations. It is useful to test whether the restrictions
imposed on the structural system are data consistent. This requires estimation of a
restricted VECM.
Firstly, we estimate an unrestricted VECM in order to define the cointegrating
rank. The optimal lag length for the short-run dynamics is determined from lag selection
derived from estimation of an unrestricted VAR. The test results are presented in tables
GI to G7 of appendix G. For all of the trade flows, the SBC selects a lag length for the
VAR of one period. This conclusion is supported in only two cases by the AIC, whereas
in three cases a second order VAR is indicated and in two cases a third order VAR is
considered to be the optimal VAR lag length. The adjusted L-R test suggests a first
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order VAR in only one case; a second order VAR in three cases; and a third order VAR
also in three cases. Given the SBC provided the most consistent VAR selection across
the trade flows and to avoid over-parameterization a first order VAR was chosen for
estimation of the unrestricted VECM in each case.
Estimation of the cointegrating VAR was undertaken incorporating unrestricted
intercepts and restricted trends. The ADF tests presented in appendix F indicate that a
number of the variables in the system contain deterministic trends. 82 Restrictions are
imposed on the trend coefficients to avoid the possibility of quadratic trends in the
levels of the variables when the model contains unit roots (Pesaran and Smith, 1998).
The estimation results for the unrestricted VECM are shown in tables G8 to
G10. The maximum eigenvalue and trace tests are presented as well as the asymptotic
and finite sample critical values. The AIC and SBC model selection criteria are also
used to identify the number of cointegrating vectors. The null of no cointegration (r=0)
is rejected in each case. A summary of the number of cointegrating vectors identified by
each L-R test is shown in table 7.2.5. There is some variation in the size of the
cointegrating rank across the trade flows. However, the maximum eigenvalue and trace
tests, as well as the SBC identify the same number of cointegrating vectors in all but
two cases. The AIC tends to suggest the presence of far more long-run relations than the
other tests in every case. The hypothesis testing procedure suggests the presence of
more cointegrating vectors than implied by economic theory. This finding may lead us
to reject the economic theory in the sense that there could be more than two endogenous
82. While the ADF tests suggest none of the variables were trended in the cases of UK exports to the
Netherlands and Italy, the cointegrating VAR was estimated incorporating unrestricted intercepts and
restricted trends. Exclusion restrictions were then imposed on the trend coefficients. L-R testing
suggested these exclusion restrictions are not supported by the data.
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variables, and hence more than two structural equations. Therefore, the size of the data-
consistent structural system could be larger than that implied by economic theory.
Alternatively, one of the additional cointegrating vectors could be accounted for by the
stationary variability measure, which defines its own long-run relation. However, in an
attempt to implement the structural identification procedure we restrict the number of
cointegrating vectors to equal two.
Table 7.2.5 A summary of the number of cointegrating vectors identified
by the likelihood ratio tests.
Importing
Country
Number of cointegrating vectors
Maximum
Eigenvalue
Test
Trace
Test
Schwarz
Bayesian
Criterion
Akaike
Information
Criterion
France 3 3 3 6
West Germany 4 4 4 6
Belgium 3 3 3 7
Netherlands 3 3 3 8
Italy 3 3 4 5
USA 5 3 5 8
Japan 3 5 4 7
We define the restricted VECM as follows:
k —1
A; = aoj + I Fii 444 + 7c(;_k -	 +
1=1
where: z; = (xi, p, pi*, y, p, (k/x), c, ap',
= a nxl vector of unknown fixed constants,
13 11j 13 12j 13 13j 13 14j 13 15j P16j P17j 13 18j P19j
P = R ana	 1.1
1-, 21j I-1 22j 1-'23j F'24j r-'25j r-'26j 1,27j 1-, 28j r29j
..7.2.5
for
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One null hypothesis for exact-identification, incorporating two 'normalizing'
restrictions and two exclusion restrictions is given as follows:
{PH; =-1 1321; = 0}
HE:
Pl5j	 I3 25j =
..7.2.6
where the first cointegrating vector, p i; is assumed to represent the UK export volume
equation with respect to country j and the second cointegrating vector, I3 2; represents the
UK export price equation for country j. The VECM was estimated subject to the four
exactly-identifying restrictions. The values of the maximized log-likelihood are shown
in tables 7.2.6 together with the values of the maximized log-likelihood from the
unrestricted VECM, taken from table G10 when r=2. From these estimation results we
can conclude the exactly-identifying restrictions cannot be rejected.
Table 7.2.6: Values of the maximized log-likelihood for the cointegrating
vectors subject to exactly-identifying restrictions, assuming T=2.
Importing
Country
Value of the maximized
log-likelihood
(exactly-identifying restrictions)
Value of the maximized
log-likelihood
(unrestricted VECM)
France 1050.6 1050.6
West Germany 1030.0 1030.0
Belgium 892.6 892.6
Netherlands 913.7 913.7
Italy 899.4 899.4
USA 995.95 995.95
Japan 994.27 994.27
The null hypothesis for over-identification of the cointegrating vectors implied
by economic theory is:
Ho:
(
-1 I3 12j P13j P14j	 0	 P18j P19j)
0 0	 0	 0 -1 I3 26j P27j 13 28j P19j
..7.2.7
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Before proceeding with the test for the five over-identifying restrictions, we
firstly conducted a test for exclusion restrictions imposed on the variability coefficients.
The results from the ARDL approach suggested that exchange rate variability had no
statistically significant influence on either the prices or volumes of UK exports. Thus
the VECM was estimated subject to the two over-identifying restrictions. The likelihood
ratio tests presented in table 7.2.7 exceed the 95% chi-squared critical value of 5.99 in
each case, leading us to reject the null hypothesis that the variability coefficients are
equal to zero in each case. This conclusion directly contradicts the findings from the
ARDL approach. We therefore estimate the restricted VECM without exclusion
restrictions on the variability coefficients.
Table 7.2.7: Likelihood ratio tests for exclusion restrictions imposed on the 
variability coefficients in both cointegrating vectors.
Importing Country Likelihood Ratio Test Statistic - x2(2)
France 13.87
West Germany 11.87
Belgium 72.85
Netherlands 81.92
Italy 18.65
Japan 17.18
USA 99.74
The test statistics for the five over-identifying restrictions suggested by
economic theory are shown in table 7.2.8. In three out of seven cases the likelihood ratio
test exceeds the 95% chi-squared critical value of 11.07. In the remaining four cases we
cannot reject the null hypothesis. In a number of cases the estimated elasticities have
signs which are inconsistent with economic theory. For example, the y * elasticity is
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incorrectly signed for UK exports to France, the Netherlands, USA and Japan and the
elasticity for the (k/x) variable is incorrectly signed for all trade flows. The magnitude
of the coefficients are also larger than we may expect and there is considerable variation
across the trade flows. For example, the y * elasticity varies from -5.90 (UK exports to
Japan) to 2.22 (UK exports to Belgium), while the pt elasticity ranges from -0.57 (UK
exports to Belgium) to 11.83 (UK exports to the Netherlands). A significant proportion
of the estimated elasticities also have large estimated standard errors, implying that
some of the coefficients are statistically insignificant.
The variability coefficient is significant at the 95% level in five cases: UK
exports to West Germany (CV2); UK exports to Belgium (CV2); UK exports to Italy
(CV2) and UK exports to Japan (CV1 and CV2). In three cases (UK exports to Belgium,
Italy and Japan) the structural restrictions cannot be rejected. In the case of UK exports
to Japan both of the variability coefficients are negatively signed indicating that
exchange rate variability has a negative influence on the demand and supply of exports.
However, it is difficult to provide an economic interpretation of this result, since we
typically assume that either exporters or importers face the foreign exchange risk
associated with fluctuations in the exchange rate. The negative variability coefficient in
CV1 suggests that the exchange rate variability faced by Japanese importers depresses
the demand for UK exports. However, because our economic theory assumes an
infinitely elastic export supply schedule, export prices should remain unaffected and
only export volumes should fall. If UK exporters face the foreign exchange risk then the
supply of exports should contract, causing a rise in export prices, not a fall as implied by
the estimated elasticity. In the other two cases where the structural representation is data
consistent, the variability coefficient is negatively signed in CV2 and insignificant for
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CV1. This result implies that the measure of exchange rate variability has no significant
influence on the demand for exports. However, if the supply of exports is expected to
contract in the face of foreign exchange risk then the price of exports should rise not fall
as implied by the estimated elasticities.
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7.3	 Conclusions 
The purpose of this chapter was to investigate the relationship between bi-lateral
export volumes and prices and the standard deviation measure of exchange rate
variability. The ARDL approach was used for estimation of each trade flow between the
UK and its eight main trading partners.
The results from the ARDL approach indicate that the variability measure had no
significant empirical influence on either UK export volumes or prices, over the sample
period 1973Q1 to 1990Q3. These results are robust across all of the trade flows
examined and support the findings from the previous chapter using aggregate trade data.
While the variability coefficients are statistically insignificant, it is apparent that the
sign and magnitude of the remaining elasticities are sensitive to the particular trade
flow, especially in the case of the export volume equation. This suggests that the price
and income effects on the volume of exports vary according to which country is
importing UK goods. In some cases the price and income elasticities were found to be
incorrectly signed and/or statistically insignificant. Using the aggregate trade data we
found that all of the price and income elasticities were correctly signed and statistically
significant.
Since the ARDL approach only allows for the estimation of single equations, it
is useful to examine whether the restrictions imposed on the system to derive a
structural representation consistent with economic theory are data consistent. By
estimating a restricted VECM we found that in four out of the seven cases investigated
the null hypothesis for over-identification could not be rejected at conventional
significance levels. However, even when a data consistent structural representation was
obtained, it was difficult to provide an economic interpretation for many of the
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estimated coefficients. Surprisingly, when exclusion restrictions were imposed on the
variability coefficients the null hypothesis was rejected in each case, implying that the
variability measure played a statistically significant role in defining the long-run
relations derived from each cointegrating vector. However, when the variability measure
was included in the VECM many of the estimates had very large standard errors,
implying the coefficients were statistically insignificant. It was also difficult to provide
an economic interpretation for many of the significant variability coefficients, as well as
the remaining coefficients which were either incorrectly signed and /or statistically
insignificant. The fact that the restricted VECM results are neither robust nor lend
themselves to economic interpretation could possibly be explained by the fact that the
system is defined by a larger number of structural equations than suggested by
economic theory. The hypothesis testing procedure from estimation of the unrestricted
VECM led us to conclude in each case that the number of cointegrating vectors was
greater than the two long-run relations implied by economic theory. A test for weak
exogenity could usefully identify the number of endogenous variables and therefore
provide direction for further modelling of the structural system.
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Chapter Eight
Summary and Conclusions
The main purpose of this thesis was to investigate whether exchange rate
variability has any empirical influence on international trade volumes and prices. The
evidence presented in chapter two indicates that for those countries which switched to
a floating rate regime in 1973 their exchange rates became more volatile. At the same
time, many industrialised and developing countries experienced a reduction in the
growth of trade volumes and increased volatility in trade prices. Early contributions to
economic theory (Clark, 1973; Ethier, 1973) predicted that uncertainty about
exchange rate movements has an adverse effect on foreign trade, assuming economic
agents are risk averse. Unpredictable fluctuations in the exchange rate, which cannot
be covered through hedging techniques, can create uncertainty about the prices
exporters and importers will receive or pay, in domestic currency terms, at a date in
the future. However, De Grauwe (1988) has shown that the direction of the exchange
rate variability effect depends upon the degree of risk aversion, rather than economic
agents being risk averse per se. In the long term, persistent exchange rate variability
may also create a 'political economy effect' (De Grauwe, 1988) which leads to
increased protectionism by governments whose balance of payments are adversely
influenced by volatile exchange rates. Furthermore, exchange rate uncertainty can
hinder long term planning by firms, thus deterring domestic and foreign investment.
The voluminous empirical literature has yet to provide clear conclusions as to
whether exchange rate volatility has a statistically significant influence on trade
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-volumes and prices. Ambiguity also remains as to the direction of the 'variability
effect'. The survey of the empirical literature presented in chapter three indicates that
nearly as many studies find no empirical influence of exchange rate variability on
international trade as the number of studies which find statistically significant
variability coefficients. This is despite research being undertaken for numerous
countries, sample periods and across aggregate, bi-lateral and product-specific trade
flows. We find that one of the main reasons for this ambiguous conclusion is that the
literature has yet to suggest what is the most appropriate and reliable proxy of
exchange rate variability and under what circumstances one proxy is more appropriate
than another. Given that the various measures have their own distinct characteristics
the 'variability effect' may change according to the particular proxy used.
In chapter four we provided a formal definition of risk as opposed to
uncertainty, following the seminal work of Knight (1921). Knight argues that risk
refers to events when the probability of an outcome occurring could be calculated,
while uncertainty refers to events when it is not possible to calculate probabilities. A
later interpretation of the Knightian risk-uncertainty distinction was provided by
LeRoy and Singell (1987). They argue that under conditions of risk, probabilities can
be calculated from a range of possible outcomes and insurance markets will exist to
provide opportunities to avoid risk. Under conditions of uncertainty, statistical
probabilities cannot be calculated so insurance markets fail to exist. Given that much
of the literature is concerned with that component of foreign trade transactions which
cannot be covered through forward markets or hedging techniques, proxies have been
generated to measure exchange rate uncertainty.
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In attempting to measure exchange rate uncertainty directly it is necessary to
use a proxy for the expected future exchange rate, so that the dispersion of the actual
exchange rate from its expected value is calculated. Given the difficulties in deriving
an 'accurate' proxy for the expected exchange rate many researchers have relied on
proxies for exchange rate variability to indirectly measure exchange rate uncertainty.
However, if for example exchange rate movements are highly volatile but relatively
predictable then measures of exchange rate variability may overstate the 'true' degree
of exchange rate uncertainty (Akhtar and Hilton, 1984).
We then proceeded to discuss the measures of exchange rate variability and
uncertainty that have been utilized in the literature. This survey was completed by
means of discussing the factors which applied researchers should consider when
selecting an appropriate proxy. In particular, the measurement of exchange rate
variability (uncertainty) could be sensitive to the sample frequency of the exchange
rate data; the length of period over which the proxy is measured; the distribution of
the exchange rate; whether nominal or real exchange rates are used; and the influence
of exchange rate policy regimes on the distribution of the exchange rate. Each of the
variability/uncertainty measures could estimate different influences on international
trade, according to the particular proxy used. For example, some authors (Bini-
Smaghi, 1991; Pagan and Ullah, 1986) have argued that because moving averages of
the standard deviation produce a smoothed series, this may lead to an understatement
of the measured effect of exchange rate variability on international trade. This
problem becomes particularly acute when the sign and magnitude of exchange rate
movements are highly unpredictable. GARCH processes for models of the exchange
rate can also suffer from the problem of smoothing of the variability series.
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The empirical research presented in the thesis attempted to investigate whether
the measured 'variability effect' was sensitive to the particular proxy chosen. An
econometric model previously estimated by Holly (1995), was estimated for UK
export volumes and prices, which represents the export demand and supply equations,
assuming the supply of exports schedule is infinitely price-elastic. Recent
developments in econometrics suggest an appropriate way to estimate the model
which is outlined in chapter five. There are two distinct elements of the approach
adopted. Firstly, unit root tests established that the order of integration of each
variable was I(1), except the variability measures which were I(0). Using the ARDL
approach to cointegration (Pesaran, Shin and Smith, 1996; Pesaran and Shin, 1997a)
allowed the estimation of long-run structural relationships encompassing both I(1) and
I(0) variables simultaneously. This approach thus represents an advance over the
Johansen (1988) procedure where individual cointegrating vectors may be found for
each stationary variable included in the long-run structural equation.
However, current developments in the ARDL literature only allow for the
estimation of single structural equations. It is necessary to test for identification of the
export demand and supply equations by discovering whether the restrictions imposed
on the system by economic theory are data-consistent. System identification was
tested by estimating a restricted VECM following an approach to long-run structural
modelling advocated by Pesaran and Shin (1997b).
The empirical analysis presented in chapters six and seven tested the influence
of exchange rate variability on both aggregate and bi-lateral exports to the UK's eight
main trading partners, over the sample period 1973Q2 to 1990Q3. In chapter six, three
measures of exchange rate variability/uncertainty were taken from the literature to
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examine the sensitivity of sign, magnitude and statistical significance of each
coefficient estimate to the selected proxy. It was apparent from the ARDL estimation
results that none of the measures had any statistically significant influence on either
export volumes or prices. Moreover, when exchange rate variability (uncertainty) was
eliminated from the system, the sign, magnitude and statistical significance of the
remaining coefficients remained unchanged, leading us to conclude that the measures
of exchange rate variability did not enhance the explanatory power of the volume and
price equations.
The estimation results from the restricted VECM also raised questions
regarding the measured variability effect and predictions of economic theory
regarding the nature of the structural system defined in equations 6.2.1 and 6.2.2.
Firstly, the likelihood ratio hypothesis testing procedure indicated that the number of
long-run relations was greater than the two cointegrating vectors implied by economic
theory. These results can possibly be explained in two ways: (i) each of the stationary
variability measures may have created their own unique long-run relation, in addition
to the cointegrating vectors found for the 41) variables; and (ii) there may be more
than two endogenous variables and hence more than the two structural equations
suggested by economic theory. A test for weak exogenity could be usefully employed
to identify the number of endogenous variables and therefore allow for further
structural modelling.
Secondly, the null hypothesis for over-identification was rejected in each case,
implying that the restrictions imposed on the system from economic theory were not
data-consistent. As the estimation results currently stand, it is difficult for us to
interpret the export volume and price equations as a structural model of export
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demand and supply. Another point of concern was that the estimates derived from the
restricted VECM had signs which were not consistent with economic theory, as well
as having larger magnitudes than expected. Moreover, as well as the measures of
exchange rate variability, many of the remaining elasticities were statistically
significant, a finding which directly contradicts the estimation results from the ARDL
approach.
Chapter seven considered the relationship between UK bi-lateral exports and
the standard deviation measure of exchange rate variability, in the hope of producing
further evidence on the estimated 'variability effect' on UK export volumes and
whether the identification of the structural equations varied according to the final
destination country for UK exported goods. Again the ARDL estimation results
indicated that the measure of exchange rate variability had no significant empirical
influence on either export volumes or prices to each of the UK's eight main trading
partners. However, the sign and magnitude of the remaining elasticities in the export
volume equation varied across the trade flows, suggesting that the price and income
effects on the volume of exports change according to which country is importing UK
goods.
Estimation of an unrestricted VECM for each case also indicated that the
cointegrating rank was inconsistent with that implied by economic theory i.e. r--=2. The
results from the restricted VECM suggested that in four out of the seven cases
investigated the null hypothesis for over-identification suggested by economic theory
could not be rejected. However, it was difficult to provide an economic interpretation
to many of the structural coefficients in these cases, due to signs being inconsistent
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with economic theory; larger than anticipated coefficient magnitudes; and many of the
estimates having large standard errors.
In light of the above summary we can highlight the significant contributions of
this thesis as follows: It was identified that the measurement of exchange rate
variability can be sensitive to a variety of factors, which not only influences the
observed nature of each variability measure but also the relationship between each
proxy and trade volumes and prices. Given this finding the empirical research
undertaken encompassed a variety of variability measures, to examine whether the
relationship between UK export volumes and/or prices was sensitive to the chosen
proxy. Robustness of the empirical work was also considered to examine whether the
measured variability effect on UK exports was sensitive to the particular country UK
goods were exported to.
The use of the ARDL approach allowed the estimation of structural
relationships encompassing I(1) and 1(0) variables simultaneously. Previous research
by Holly (1995) denied the presence of a long-run impact of exchange rate variability
on export volumes and prices, through its elimination from the cointegration vectors,
since the variability measure was tested to be 1(0). The ARDL procedure also
generates a single estimated structural equation, whereas the Johansen (1988)
procedure produces individual cointegrating vectors for each stationary variable, in
addition to those derived from each linear combination of 41) variables. The presence
of multiple cointegrating vectors can raise interpretation difficulties when economic
theory indicates the presence of a single structural equation.
Much of the international trade literature has not modelled a system of trade
price and volume equations using cointegration analysis. The attempt made by Holly
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(1995) to empirically estimate such a system did not consider the issue of structural
idenitication of the long-run price and volume relationships. Estimation of a restricted
VECM provides a useful framework to test for structural identification of the
underlying system of equations consistent with the number of cointegrating vectors.
While the empirical research presented in this thesis presents many advances
over previous studies, there are several ways in which the results could be extended to
provide an agenda for future research. The most obvious extension would be to test
whether these results are robust across a range of countries and different trade flows.
It would also be interesting to use the data set from previous studies and discover
whether the use of these new econometric procedures yields significantly different
results from those produced with earlier estimation methods. Much of the literature
using cointegration analysis has tended to only estimate export volume equations,
ignoring the long-run modelling of export prices. Further research could usefully be
undertaken on long-run structural modelling of system of equations, to encompass a
richer theoretical framework.
The ARDL approach assumes that the long-run model being estimated is
represented by a single structural equation. Pesaran and Shin (1997a) note that future
developments in the ARDL procedure could encompass structural identification and
system estimation. When these developments are available it would be interesting to
replicate the estimation of our structural system, to establish (i) if the null hypothesis
for over-identification suggested by economic theory is rejected as the results from the
restricted VECM suggest; (ii) whether the long-run estimates are significantly
different in sign, magnitude and statistical significance from those produced by the
current ARDL procedure.
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Estimation results from the restricted VECM indicate that additional structural
relationships need to be modelled in the system, relative to the two equations implied
by economic theory. A test for weak exogenity could be usefully employed to identify
the number of endogenous variables. Revised estimates from the ARDL approach
could then be produced to allow for the inclusion of I(1) and I(0) variables
simultaneously into the structural equations. It would also be of interest to compare
the revised ARDL estimation results with the results from the restricted VECM.
While we have attempted to measure whether the relationship between export
volumes (prices) and exchange rate variability is sensitive to the chosen proxy,
research on the robustness of these measures has yet to be completed and to what
extent the characteristics of the same proxy change using different exchange rate data
series. For example, does the nature of the variability measure change using daily
exchange rate data compared to say a monthly series and if so how does this influence
the relationship between exchange rate variability and international trade? Similarly,
is the measured 'variability effect' sensitive to whether real or nominal exchange rates
are used with different sample frequencies of exchange rate data?
Finally, a further avenue for future research would be to examine whether the
structural coefficients for the export volume and price equations vary over time. We
may find that the sign and magnitude of the estimated variability coefficient changes
from periods of high exchange rate variability compared to lower exchange rate
variability. Kalman filter estimation techniques could be used in this case.
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Appendix C: Data and Sources - Sample period: 1973 02 - 1990 03 
Estimation involves converting all the variables below into a natural log form.
Therefore, the regression results are presented in lower case letters.
X = Quarterly volume of UK exports to its eight main trading partners (Belgium,
France, West Germany, the Netherlands, Italy, Canada, USA and Japan). The reason for
selecting this data series is that these trading partners have played an increasingly
important role in influencing the UK's export performance. In 1973 these countries
accounted for 19.83% of UK exports, yet by 1990 they represented 71.16% of the UK's
export trade (OECD Statistics of Foreign Trade, various issues, OECD).
Data on the value of UK hi-lateral exports (not seasonally adjusted) to its eight
main trading partners in US dollar terms, was obtained from the OECD Statistics of
Foreign Trade, Series A, various issues. The data was then converted to sterling by
dividing the values in US dollars by $/£ spot exchange rate (obtained from the OECD
Main Economic Indicators, various issues), and then deflated by the UK price (unit
value) index of exports to convert the series into volume form. The price index data was
obtained from the NSO Economic Trends Annual Supplement, 1997.
y* = a trade weighted measure of foreign output:
8	 „*
Y=
	 wjt jt
j=1
where Y; is the level of GDP for the jth country and wo is the quarterly trade weight,
as above. Quarterly GDP at constant prices (1990=100) for France, Italy, Canada, and
USA was obtained from the Microfit 4.0 Tutorial Files (Pesaran and Pesaran, 1997). For
Japan and West Germany, GNP at constant prices (1990=100) was used. GNP / GDP
data is seasonally adjusted The source of this data is the IMF International Financial
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Statistics, various issues. For Belgium and the Netherlands, data on quarterly GNP /
GDP was not available, over the sample period. Consequently, a quarterly, seasonally
adjusted index of industrial production (1990=100) was obtained from the OECD Main
Economic Indicators, various issues. For the bi-lateral trade study GDP/GNP/industrial
production data was used for country j.
P = Quarterly aggregate UK exports price (unit value) index data in sterling.
Data obtained from the NSO Economic Trends Annual Supplement, 1997.
P = a trade weighted foreign price index for the eight main trading partners:
8
P t
	 E w jt Pi*t
j=1
where P ; is the wholesale price index of the jth country and w, is the quarterly weight
(based on export expenditure) for UK exports to the jth country as a proportion of the
total exports to the eight countries. Quarterly wholesale price indices (1990=100) were
obtained for each of the main trading partners. This data was obtained from the Microfit
4.0 Tutorial Files (Pesaran and Pesaran, 1997). For the bi-lateral trade study wholesale
price index data was used for country j.
e	 (i) standard deviation of the log percentage changes in a UK nominal
effective exchange rate index (1990=100). Monthly Sterling bi-lateral rates were
obtained by converting US dollar bi-lateral rates, obtained from the OECD Main
Economic Indicators, various issues. A batch program suggested by Pesaran and
Pesaran (1997) was then adapted to calculate a trade weighted effective exchange rate
index. (ii) A four quarter moving average standard deviation of the percentage changes
in the effective exchange rate. (iii) The average absolute difference between the current
spot rate and the lagged forward rate for the monthly observations of a given quarter. A
..C2
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trade weighted effective exchange rate index was also calculated using the forward
exchange rates. For the bi-lateral trade study sterling bi-lateral exchange rates were
used.
Px
 = aggregate UK export (to the world) price index data in sterling divided by
the effective exchange rate index, defined previously.
K = An index of UK capital stock. Official publications only produce annual
data on capital stock. A quarterly measure was derived by using an initial estimate of the
UK gross capital stock in 1970 taken from OECD (1996), Flows and Stocks of Fixed
Capital, OECD, Paris and then using the quarterly movements in UK Gross Domestic
Fixed Capital Formation (taken from NSO Economic Annual Trends Annual
Supplement, 1997) to determine a quarterly measure.
C = (0.7*W+0.3*(M/OUTEMP)), where W is an index of UK wages and
salaries for the manufacturing sector per unit of output (1990=100); M is an index of
materials and fuel purchased by manufacturing industry (1990=100) and OUTEMP is an
index of output per person employed for manufacturing industry (1990=100). The
weighting for the calculation of C was suggested by Holly (1995). All data obtained
from the NSO Economic Trends Annual Supplement, 1997.
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Appendix D: Table D1 -Critical value bounds of the F statistic for testing for a
long-run equilibrium relationship using the ARDL approach. 
Case I: no intercept and no trend
90% 95% 97 5% 99%
I(0) I(1) I(0) I(1) I(0) 41) I(0) I(1)
0 3.016 3.016 4.136 4.136 5.347 5.347 7.381 7.381
1 2.458 3.342 3.145 4.153 3.893 4.927 5.020 6.006
2 2.180 3.211 2.695 3.837 3.258 4.458 3.939 5.341
3 2.022 3.112 2.459 3.625 2.901 4.161 3.372 4.797
4 1.919 3.016 2.282 3.474 2.618 3.924 3.061 4.486
5 1.825 2.943 2.157 3.340 2.481 3.722 2.903 4.261
6 1.760 2.862 2.082 3.247 2.367 3.626 2.744 4.124
7 1.718 2.827 2.003 3.199 2.288 3.536 2.595 3.909
8 1.678 2.789 1.938 3.133 2.198 3.445 2.481 3.826
9 1.640 2.774 1.873 3.072 2.122 3.351 2.396 3.725
10 1.606 2.738 1.849 3.026 2.076 3.291 2.319 3.610
Case II: intercept and no trend
90% 95% 97.5% 99%
I(0) 41) I(0) 41) I(0) 41) I(0) 41)
0 6.597 6.597 8.199 8.199 9.679 9.679 11.94 11.94
1 4.042 4.788 4.934 5.764 5.776 6.732 7.057 7.815
2 3.182 4.126 3.793 4.855 4.404 5.524 5.288 6.309
3 2.711 3.800 3.219 4.378 3.727 4.898 4.385 5.615
4 2.425 3.574 2.850 4.049 3.292 4.518 3.817 5.122
5 2.262 3.367 2.649 3.805 3.056 4.267 3.516 4.781
6 2.141 3.250 2.476 3.646 2.823 4.069 3.267 4.540
7 2.035 3.153 2.365 3.533 2.665 3.871 3.027 4.296
8 1.956 3.085 2.272 3.447 2.533 3.753 2.848 4.126
9 1.899 3.047 2.163 3.349 2.437 3.657 2.716 3.989
10 1.840 2.964 2.099 3.270 2.331 3.569 2.607 3.888
Case III: intercept and trend
90% 95% 97.5% 99%
I(0) 41) I(0) 41) I(0) 41) I(0) I(1)
0 9.830 9.830 11.72 11.72 13.50 13.50 16.13 16.13
1 5.649 6.335 6.606 7.423 7.643 8.451 9.063 9.786
2 4.205 5.109 4.903 5.872 5.672 6.554 6.520 7.584
3 3.484 4.458 4.066 5.119 4.606 5.747 5.315 6.414
4 3.063 4.084 3.539 4.667 4.004 5.172 4.617 5.786
5 2.782 3.827 3.189 4.329 3.573 4.782 4.011 5.331
6 2.578 3.646 2.945 4.088 3.277 4.492 3.668 4.978
7 2.410 3.492 2.752 3.883 3.044 4.248 3.418 4.694
8 2.290 3.383 2.604 3.746 2.882 4.081 3.220 4.411
9 2.192 3.285 2.467 3.614 2.723 3.898 3.028 4.305
10 2.115 3.193 2.385 3.524 2.607 3.812 2.885 4.135
source: Pesaran and Pesaran (1997).
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Appendix E: VAR Lag Selection Criteria and Unrestricted VECMs 
Table El: Lag selection criteria derived from estimation of an unrestricted VAR
(using 'absolute difference' measure). 
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 1196.5. 968.81 -	 .
2 1193.0 1035.3 x2(64) = 81.90
1 1169.7 1082.1 x2(128) = 187.72
0 251.53 234.01 x2(192) = 1378.2
note: the estimation period was 1974Q2 to 1990Q3, thus a total of 66 observations are used. The maximum VAR lag length
was set at 3 periods. The VAR includes dummy variables for breaks in the exchange rate variability series for the periods
77 Q1 to 77 Q2 and 85Q1 respectively. Exclusion restrictions on the exogenous variables are rejected using L-R tests.
Table E2: Lag selection criteria derived from estimation of an unrestricted VAR
fusing moving average standard deviation measure).
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 1219.0 1003.1 -
2 1210.3 1063.5 x2(64) = 88.53
1 1204.8 1127.1 2(l28)= 173.28
0 291.01 283.37 7e(192) = 1363.2
note: the estimation period was 1974Q4 to 1990Q3, thus a total of 64 observations are used. The maximum VAR lag length
was set at 3 periods. The VAR includes a dummy variable for a pulse shock to the exchange rate variability series at 85Q1
respectively. Exclusion restrictions on the exogenous variables are rejected using L-R tests.
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Appendix G: Lag selection criteria derived from estimation of an unrestricted
VAR
Table Gl:	 UK Exports to France.
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 992.44 763.16 -
2 983.19 824.46 X2(64) = 89.64
1 983.23 895.04 x2(128) = 167.93
0 167.34 149.71 X2(192) = 1244.8
note: the estimation period was 1974Q1 to 1990Q3, thus a to al of 67 observations are used. The maximum VAR lag length
was set at 3 periods. The VAR includes dummy variables for breaks in the export price and exchange rate variability series
for the periods 85 Q1 to 86 Q3 and 85Q1 respectively. Exclusions restrictions on the exogenous variables are rejected using L-
R tests.
Table G2: UK Exports to West Germany.
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
1007.7 796.02 -
2 999.97 858.87 x2(64) = 92.03
1 997.98 927.44 f(128) = 176.73
0 101.66 101.66 2(l92)= 1409.4
note: the estimation period was 1974Q1 to I990Q3, thus a total of 67 observations are used. The maximum VAR lag length
was set at 3 periods.
Table G3:	 UK Exports to Belgium.
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 842.54 622.08 -
2 835.96 686.04 x2(64) = 88.49
1 837.97 758.59 X2(128) = 166.22
0 17.06 8.24 %2(192)= 1275.7
note: the estimation period was 1974Q1 to 1990Q3, thus a to al of 67 observations are used. The maximum VAR lag length
was set at 3 periods. The VAR includes dummy variables for a break in the export price series for the periods 85 Q1 to 86 Q3.
Exclusions restrictions on the exogenous variable are rejected using L-R tests.
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Table G4:	 UK Exports to the Netherlands.
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 850.32 638.67 -
2 854.15 713.05 2(64)= 77.23
1 857.16 786.61 2(l28)= 155.51
0 36.81 36.80 X2(192) = 1290.7
note: the estimation period was 1974Q1 to 1990Q3, thus a total of 67 observations are used. The maximum VAR lag length
was set at 3 periods.
Table G5:	 UK Exports to Italy.
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 855.14 634.67 -
2 860.97 711.05 X2(64) = 72.93
1 840.24 760.87 X2(128) = 179.16
0 24.52 15.70 X2(192) = 1282.1
note: the estimation period was 1974Q1 to 1990Q3, thus a total of 67 observations are used. The maximum VAR larlength
was set at 3 periods. The VAR includes dummy variables for breaks in the export price series for the periods 85 Q1 to 86 Q3.
Exclusions restrictions on the exogenous variable are rejected using L-R tests.
Table G6: UK Exports to USA.
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 954.13 733.66 -
2 956.37 806.45 x2(64) = 77.44
1 953.64 874.27 x2(128) = 161.09
0 105.79 96.97 x2(192) = 1304.3
note: the estimation period was 1974Q1 to 1990Q3, thus a to al of 67 observations are used. The maximum VAR lag length
was set at 3 periods. The VAR includes dummy variables for a break in the exchange rate variability series for the period
85Q1. Exclusions restrictions on the exogenous variable are rejected using L-R tests.
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Table G7:	 UK Exports to Japan. 
VAR Order Akaike
Information
Criterion
Schwarz Bayesian
Criterion
Adjusted L-R Test
3 944.36 715.07 -
2 959.39 800.65 X2(64) = 59.93
1 933.47 845.29 X2(128) = 169.97
_	
0 133.79 116.15 X2(192) = 1227.0
note: the estimation period was 1974Q1 to 1990Q3, thus a total of 67 observations are used. The maximum VAR lag length
was set at 3 periods. The VAR includes dummy variables for a break in the export price series for the periods 85 Q1 to 86
Q3. Exclusions restrictions on the exogenous variable are rejected using L-R tests.
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