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We compute the effects of magnon-phonon coupling on the indirect K-edge bimagnon resonant inelastic x-ray
scattering (RIXS) intensity spectrum of a square lattice Heisenberg antiferromagnet. We analyze the effects of
competing nearest and next–nearest magnetic and magnon-phonon coupling interaction in the RIXS spectrum,
for both the antiferromagnetic (AF) and the collinear antiferromagnetic (CAF) phases of the model. Utilizing
the Dyson-Maleev representation of spin operators, the Bethe-Salpeter ladder approximation scheme for the
bimagnon interacting channel, and considering the lowest order magnon-phonon-magnon scattering interaction
we highlight distinct features in the X-ray spectrum. Considering damping effects, arising due to the presence of
phonons, we find that in the AF phase the RIXS intensity spectrum attains a maximum value primarily localized
around the K
(
± pi2 ,± pi2
)
- point. For the CAF phase the intensity is broadly distributed with a significant scattering
intensity located around the Y
(
± pi2 , 0
)
- point. Furthermore, in the CAF phase for suitable anisotropy, nearest-,
and next-nearest neighbor interaction parameters the phonon effects can manifest itself as a distinct peak both
below and above the bimagnon peak. Such a feature is in contrast to the antiferromagnetic spectrum where
the effect due to the phonon peak was located consistently beyond the bimagnon peak in the high energy end
of the spectrum. Additionally, in the CAF phase we find the RIXS bimagnon-phonon spectrum to be more
sensitive to anisotropy compared to its antiferromagnetic counterpart. We conclude that the ultimate effect of
magnon-phonon effects in the indirect K-edge RIXS spectrum, in both the antiferromagnetic and the collinear
antiferromagnetic phase, is an observable effect.
PACS number(s): 78.70.Ck, 75.25.-j, 75.10.Jm
I. INTRODUCTION
Improved X-ray instrumentation resolution coupled with
advanced X-ray synchrotron radiation sources have estab-
lished resonant inelastic X-ray scattering (RIXS) as a signif-
icant experimental tool to explore condensed matter systems
[1, 2]. Experimental [3–18], theoretical [19–29], and com-
putational [16, 23, 28, 30–32] approaches have investigated
RIXS across a wide variety of systems in various dimensions
for a range of elementary excitations at different X-ray edges.
While the effect of magnon-magnon interactions on the indi-
rect K-edge RIXS spectrum has been investigated both exper-
imentally and theoretically in the antiferromagnetic (AF) and
the collinear antiferromagnetic (CAF) phases [19, 21–24], till
date there is no study (theoretical or experimental), which ex-
culsively investigates the role of many body magnon-phonon
interaction on the indirect K-edge bimagnon RIXS intensity
spectrum. At the K–edge spin angular momentum is con-
served in the indirect RIXS process due to the lack of spin–
orbit coupling in the 1s electron. Thus the double spin–flip
bimagnon excitation is the leading process at the K–edge. For
the higher angular momentum shells (L,M,N, ...) with finite
orbital momentum single spin flip excitations are allowed [1].
As a probe RIXS has a high degree of senstivity towards
the local environment. Thus it is a natural question to ask
- How can phonons which produce lattice modulations (lo-
∗ Corresponding author:tdatta@augusta.edu
† Corresponding author:yaodaox@mail.sysu.edu.cn
cal vibrations) affect the magnetic RIXS spectrum? How
can a multimagnon RIXS excitation spectrum, such as that
of a bimagnon, be affected by phonons? The interplay of
phonons with bimagnons offer the potential to uncover phys-
ical phenomena which has been overlooked till date. With
next generation beamlines being constructed globally and ex-
perimental initiatives likely to probe phonon effects in corre-
lated materials, answers to the above questions are imperative
and timely. The theoretical study in this article offers insight
on the key experimentally observable signatures which delin-
eate magnon-magnon and magnon-phonon interaction effects
in the indirect K-edge RIXS spectrum.
Past investigation on spatial anisotropy and significant frus-
tration within the square lattice Heisenberg magnet has led to
the prediction of a two-peak bimagnon structure [24]. The
proposed two-peak structure was a consequence of the bi-
magnon spectrum’s sensitivity to microscopic magnetic in-
teractions. But, in real materials lattice vibrations do mat-
ter. Thus, a realistic theoretical model which provides a true
depiction of the materials under investigation with a compre-
hensive account of magnon-phonon coupling is called for.
The coupling between magnetic and lattice degrees of free-
dom can generate novel physical phenomena. For example, it
can effect electronic degrees of freedom [33, 34] induce multi-
ferroic order [35], create magnon-phonon excitation effects in
Raman spectroscopy [30], and have an effect on thermal con-
ductivity [36] and optical conductivity [37]. Past theoretical
studies on magnon-phonon interaction in quantum Heisenberg
magnets have alluded to the fact that at low but finite tempera-
tures phonons do play a role on influencing magnetic interac-
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2tion. This fact has been especially studied within the context
of experimental and theoretical studies of spin-phonon inter-
action on the Raman spectra of Heisenberg antiferromagnets.
In these studies it was found that significant broadening effects
dominate both the single magnon and two-magnon line shape.
Theoretical calculations have attributed the anomalous broad-
ening of the two-magnon spectrum in cuprates to phonon ef-
fects [38–43].
Unfortunately, Raman spectroscopy is a zero wave vector
probe [44]. Therefore it limits the amount of physical infor-
mation that can be extracted. But, RIXS is not. The high en-
ergy X–ray photons in the RIXS experiments allow for large
transferred momenta, with the zero wavevector reproducing
the Raman response. Thus, it is appropriate to consider RIXS
to explore the full energy-wavevector range to study the ef-
fects of magnon-phonon coupling on the bimagnon excita-
tion spectrum. Recently, there has been some experimental
[33, 45, 46] and theoretical [46–48] studies devoted to the
study of electron-phonon coupling and its effect on the RIXS
spectrum. We note, that our study is different from the ex-
isting ones since we are primarily concerned with the role of
magnon-phonon interaction on the bimagnon excitation spec-
trum.
In this article, we compute the effects of magnon-phonon
coupling on the indirect K-edge bimagnon resonant inelastic
x-ray scattering (RIXS) intensity spectrum of a square lattice
Heisenberg antiferromagnet. The magnetic model theoreti-
cally investigated includes both the nearest-neighbor (nn) and
next-nearest neighbor (nnn) magnetic and magnon-phonon in-
teraction effects. Since the Heisenberg magnetic model is
considered upto the nnn interaction (see Eq. 1), to be con-
sistent in our theoretical formulation we include the magnon-
phonon coupling beyond the nn interaction. Using Dyson-
Maleev representation of spin operators, the Bethe-Salpeter
ladder approximation scheme for the bimagnon interacting
channel, and considering the lowest order magnon-phonon-
magnon scattering interaction we elucidate the distinct fea-
tures in the RIXS X-ray spectrum.
Our analysis of the RIXS spectrum, performed for a wide
range of model parameters in both the antiferromagnetic and
the collinear antiferromagnetic phases of this model, suggest
several contrasting behavior in the antiferromagnetic and the
collinear antiferromagnetic phase. We consider damping ef-
fects in our calculation due to the presence of longitudinal
acoustic phonons in our model. We find that in the AF phase
the RIXS intensity spectrum attains a maximum value pri-
marily localized around the K
(
± pi2 ,± pi2
)
- point. Within the
nearest-neighbor model the system is weakly sensitive to the
presence of magnon-phonon interactions. For most parameter
choices the feature developed is a shoulder in the RIXS spec-
trum. But, inclusion of the nnn magnetic and magnon-phonon
coupling within the isotropic model leads to a splitting of the
peak. In contrast, for the CAF phase in the isotropic model
the intensity is broadly distributed with a significant scatter-
ing intensity located around the Y
(
± pi2 , 0
)
- point. The rest of
the spectral weight appears along the K to M (±pi, 0) path in
the Brillouin zone (BZ). Furthermore, in the CAF phase for
suitable anisotropy, nearest-, and next-nearest neighbor inter-
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FIG. 1. (Color online) Spatially anisotropic Heisenberg model on a
square lattice with exchange interactions Jx,y (nearest-neighbor along
x,y bond) and J2 (next-nearest neighbor). (a) Lattice with rigid
bonds. The exchange constants are independent of any spatial vari-
ation. (b) Lattice with deformable bonds modelled via spatially de-
pendent exchange interactions, Jx,y(ri j) and J2(ri j).
action parameters the phonon effects can manifest itself as a
distinct peak both below and above the bimagnon peak. Such
a feature is in contrast to the AF spectrum where the effect
due to the phonon peak was located consistently beyond the
bimagnon peak in the high energy end of the spectrum. Within
the anisotropic model the AF RIXS spectrum is merely broad-
ened without any special peak or shoulder development. How-
ever, in the CAF phase we find the RIXS bimagnon-phonon
spectrum to be more sensitive to anisotropy compared to its
antiferromagnetic counterpart. The final RIXS spectra is a
result of intricate many body magnon-magnon interactions,
influenced by the effect of many-body mangon-phonon inter-
actions.
This article is organized as follows. In Sec. II A we in-
troduce the nn and nnn Heisenberg Hamiltonian including
the effects of phonons. In Sec. II B we write down ex-
plicitly the contribution arising from the spin-phonon cou-
pling. In Sec. III we state the RIXS operator, the bimagnon
Green function, the corresponding Bethe-Salpeter equation,
and the phonon Green function contributions. In Sec. IV
we present and discuss our results on the effect of damping
and magnon-phonon coupling (Sec. IV A), phonon contribu-
tion to bimagnon RIXS spectrum (Sec. IV B), frustration and
magnon-phonon coupling effects on the AF phase bimagnon
phonon spectrum (Sec. IV C), CAF phase RIXS spectrum
(Sec. IV D), and anisotropy effects in both the AF and CAF
phase (Sec. IV E). Finally, in Sec. V we provide our conclu-
sions.
II. MODEL
A. Heisenberg Hamiltonian
The frustrated J1 − J2 model [49–51] and its spatially
anisotropic Jx − Jy − J2 version [52–54] can support both
the (pi, pi)-AF and the (pi, 0)-CAF phase. There are several ex-
cellent material realizations of these models in cuprates [55],
pnictides [56, 57], and complex vanadium oxide compounds
[58]. For our purpose we generalize the model to include
3the effect of spin-lattice interaction by expanding the spatially
dependent exchange interactions Jx,y(ri j) and J2(ri j). The
presence of lattice vibrations (phonons) cause the ionic dis-
tances to vary, which in turn are expected to induce magnon-
phonon interactions [59]. We write the spin S=1/2 anisotropic
Jx − Jy − J2 Heisenberg model on a two dimensional square
lattice as
H =
1
2
∑
i,δx
Jx(ri i+δx )Si · Si+δx +
1
2
∑
i,δy
Jy(ri i+δy )Si · Si+δy
+
1
2
∑
i,δ2
J2(ri i+δ2 )Si · Si+δ2 ,
(1)
where δ2 = δx + δy. Assuming first order deviations from
the lattice equilibrium positions, the super-exchange coupling
J(ri j) can be expanded as [40, 43]
J(ri j) = J(Ri j) + (ui − u j) · ∇J(r)|r=Ri j , (2)
where ri = Ri + ui, Ri is the equilibrium position of the site
i, and ui is the displacement operator due to the lattice vi-
bration. Henceforth, we set Jx(Ri j) = Jx, Jy(Ri j) = Jy and
J2(Ri j) = J2. The phonon lattice deviations can be quantized
resulting in a Hamiltonian which consists of a pure spin con-
tribution Hs and one with a magnon-phonon contribution Hsp.
We next analyze the model within the standard Dyson-Maleev
spin wave theory approach outlined in Appendix A. Note, the
choice of representation Holstein-Primakoff or Dyson-Maleev
does not affect the results of our paper. In the AF phase we
have
Hs =E0 + E1
∑
k
κk(k − 1)
+ E1
∑
k
κkk(α
†
kαk + β
†
−kβ−k) + H
4.
(3)
In the above equation we have E0 = −N2 JxS 2z(1 + ζ)(1− 2η1+ζ ),
where N is the total number of sites and the coordination num-
ber z = 2. We also introduce the interaction ratios ζ = Jy/Jx
and η = J2/Jx, and E1 = JxS z(1 + ζ) in the AF phase. In
addition, we define the following functions
γ1(k) =
cos kx + ζ cos ky
1 + ζ
, γ2(k) = cos kx cos ky, (4)
κk = 1 − 2η1 + ζ (1 − γ2(k)), γk =
γ1(k)
κk
, k =
√
1 − γ2k. (5)
The higher order term H4 is given by the expression
H4 =
E1
2S
∑
k
[Ak(α
†
kαk + β
†
−kβ−k) + Bk(α
†
kβ
†
−k + αkβ−k)]
+
E1
S N
∑
1,2,3,4
δG(1 + 2 − 3 − 4)u1u2u3u4
× (V (4)1234α†1β†−4β−2α3 + · · · ),
(6)
where the uk and vk coefficients arise in the Bogoliubov trans-
formation with vk = −xkuk. The momentum labels k1, k2, . . .
are abbreviated as 1, 2, . . .. We invoke the conservation of
momentum rule upto the reciprocal lattice vector G with
δG(1 + 2 − 3 − 4). The constant and the quadratic terms in H4
arising from normal ordering procedure are known as Oguchi
corrections. The coefficients are
Ak = A1
1 − γ1(k)γ(k)
k
− ∆A1 (cos kx − cos ky)
γ(k)
k
+ A2
1 − γ2(k)
k
,
A1 =
2
N
∑
p
γ1(p)γ(p) + p − 1
p
,
∆A1 =
2
N
∑
p
ζ
(1 + ζ)2
(cos px − cos py)γ(p)
p
,
A2 =
2η
1 + ζ
2
N
∑
p
1 − p − γ2(p)
p
.
(7)
Note, the Ak equation is different from the previously reported
expression [52, 60–62]. We find an additional contribution
∆A1 that was previously ignored (please see Appendix A). At
the bimagnon RIXS spectrum level the presence or absence
of this Oguchi correction term does not change the results
quantitatively or qualitatively. However, with the inclusion
of anisotropic interactions and magnon-phonon coupling it is
important to consider an accurate expression. The AF phase
magnon-phonon RIXS spectrum is mildly affected, but, the
CAF phase spectrum is unaffected. The quartic interaction
vertex in Eq. 6, relevant to our calculation, is given by the
expression
V (4)1234 = − [γ1(3 − 2)x3x4 + γ1(4 − 2) + γ1(3 − 1)x1x2x3x4
+ γ1(4 − 1)x1x2 − γ1(2)x4 − γ1(1)x1x2x4
− γ1(3 + 4 − 2)x3 − γ1(3 + 4 − 1)x1x2x3]
+
2η
2(1 + ζ)
[γ2(4 − 2) + γ2(4 − 1) + γ2(3 − 2)
+ γ2(3 − 1) − γ2(2) − γ2(1) − γ2(3 + 4 − 2)
− γ2(3 + 4 − 1)](x2x4 + ΦG x1x3).
(8)
where ΦG = eiGx . In the CAF phase, Hs and H4 have the same
form as in the AF phase with the new redefined coefficients
γ′1(k) =
cos kx(1 + 2η cos ky)
1 + 2η
, γ′2(k) = cos ky,
κ′k = 1 −
ζ
1 + 2η
(1 − γ′2(k)), γ′k =
γ′1(k)
κ′k
,
A′k = A
′
1
1 − γ′1(k)γ′(k)
′k
− ∆′A1 cos kx(1 − cos ky)
γ′(k)
′k
+ A′2
1 − γ′2(k)
′k
,
∆′A1 =
2
N
∑
p
2η
(1 + 2η)2
cos px(1 − cos py)γ
′(p)
′p
.
(9)
The analytical expressions for E′1, A
′
1, A
′
2, and V
′(4)
1234 can be ob-
tained by using the replacement ζ ↔ 2η. The same replace-
4ment will also generate the coefficients γ′1(k), γ
′
2(k), κ
′
k,and 
′
k
in A1, A2, and V
(4)
1234.
B. Magnon-phonon Hamiltonian
In this section we focus on the magnon-phonon Hamilto-
nian contribution Hsp, generalized to include both the effects
of spatial anisotropy and further neighbor interactions. Intro-
ducing the Taylor expansion of the exchange coefficients as
mentioned earlier, we can write down an expression for the
magnon-phonon Hamiltonian in the AF phase as
Hsp =
∑
i,δx
(ui − ui+δx ) · ∇Jx(ri i+δx )SAi · SBi+δx
+
∑
i,δy
(ui − ui+δy ) · ∇Jy(ri i+δy )SAi · SBi+δy
+
1
2
∑
i,δ2
[(ui − ui+δ2 ) · ∇J2(ri i+δ2 )SAi · SAi+δ2
+ (ui+δx − ui+δx+δ2 ) · ∇J2(ri+δx i+δ2 )SBi+δx · SBi+δx+δ2 ]
(10)
where the quantized displacement operator ui expression is
given by
ui =
∑
q,λ
√
~
2NmΩphλ (q)
e(q, λ)e−iq·Riϕqλ, (11)
where Ωphλ (q) is the dispersion of phonon in branch λ, e(q, λ)
is the phonon’s polarization vector, ϕqλ is the phonon operator,
and m is the reduced ionic mass. To recast Eq. 10 into its spin
wave version we use the standard Dyson-Maleev transforma-
tion, followed by a Fourier transformation, and a subsequent
Bogoliubov transformation to obtain the bosonized magnon-
phonon Hamiltonian expression as
Hsp =S
E1√
N
∑
k1,k2
∑
q,λ
δG(k1 − k2 − q)ϕqλ gx(q, λ)
× [Aλ(k1,k2,q)α+k2αk1 + Bλ(k1,k2,q)β+−k1β−k2
+Cλ(k1,k2,q)α+k2β
+
−k1 + Dλ(k1,k2,q)αk1β−k2 ].
(12)
In the above we have introduced the notation
gx(q, λ) =
|∇Jx|
E1
√
~
2mΩphλ (q)
. (13)
The spin-phonon coupling coefficients Aλ,Bλ,Cλ, and Dλ in
Eq. 12 are given in Appendix B for both the AF and the CAF
phase. Furthermore, in the following discussion we introduce
the magnon-phonon coupling ratios for anisotropy and nnn,
respectively as
Λζ = gy(q, λ)/gx(q, λ), Λη = g2(q, λ)/gx(q, λ). (14)
It is possible to estimate a value for the nn magnon-phonon
coupling from experimental data [63]. For example, in
cuprates such as RBa2Cu3O6 (R = Eu, Y), the change in the
exchange energy ∇Jx for the Cu-O bond ranges between 2500
- 6000 cm−1Å−1. The exchange constant itself varies between
800 - 1000 cm−1 (96 - 120 meV). With ~Ωph in a 20 - 40
meV interval and the reduced mass of a Cu-O bond system
equal to 2.13 × 10−23 g, we find that gx lies between 0.076 -
0.41. For our calculations we have chosen gx = 0.28. Reliable
experimental data or theoretical estimates on further neigh-
bor magnon-phonnon couplings are either rare to find or dif-
ficult to obtain. Thus, for our purposes we make an educated
guess of the physically reasonable ratios to simulate the RIXS
spectrum. We hope this provides further motivation, both ex-
perimentally and theoretically, to investigate the physics of
the further neighbor magnon-phonon coupled quantum mag-
net systems.
III. BIMAGNON ANDMAGNON-PHONON RIXS
In this section we present the expression for the bimagnon
RIXS scattering operator generalized to the cases of spatially
dependent exchange interaction. Utilizing the standard defi-
nition of the bimagnon RIXS operator, valid within the ultra-
short core-hole lifetime (UCL) expansion [64–66], we have
Oˆq =
√
2
N
∑
i j
eiq·ri J(ri j)Si · S j, (15)
In its bosonized form the operator reads as
Oˆq =
∑
k
N(q,k)(α†k+qβ
†
−k + αkβ−k−q) + · · · , (16)
where we have
N(q,k) =E1{[1 + γ1(q) + 2η1 + ζ (γ2(k + q) + γ2(k) − 1
− γ2(q))](uk+qvk + ukvk+q) + (γ1(k + q) + γ1(k))
× (uk+quk + vkvk+q)}.
(17)
N′(q,k) in the CAF phase can be obtained with the replace-
ment ζ ↔ 2η along with the corresponding coefficients
γ′1(k), γ
′
2(k), u
′
k, and v
′
k. In the following discussion, the en-
ergy is in units of E1. The scattering intensity is given by
I(q, ω) ∝
∑
n
∣∣∣〈n|Oˆq|0〉∣∣∣2 δ(ω − ωn0), (18)
where |n〉 represents the excited states in the RIXS intermedi-
ate process, and |0〉 is the ground state. The Fourier transform
of the zero temperature time-ordered Green’s function is given
by
iG(q, ω) =
∫ ∞
0
dt eiωt〈0|T Oˆ†q(t)Oˆq(0)|0〉. (19)
Then the scattering intensity can be expressed from the
Green’s function as
I(q, ω) = −1
pi
=mG(q, ω). (20)
5k+q -k k+q
k'+q
-k
-k'
k+q
k'+q
-k
-k'
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k'+q
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(b)
FIG. 2. Feynman diagrams used in the RIXS calculation. Single
(double) arrows represent α (β) magnon. Dashed line represents
magnon – magnon interaction. Wiggly line represents magnon –
phonon interaction. k and q represent momentum and momentum
transfer. (a) magnon – magnon interaction vertices used in the ladder
approximation Bethe–Salpeter scheme. (b) magnon – phonon inter-
action vertex (truncated at the lowest order due to an approximation
similar to Migdal’s theorem).
The perturbations for our problem are magnon–magnon
interaction and magnon–phonon–magnon interaction. The
Feynman diagrams are shown in Fig. 2. The Green’s func-
tion G(q, ω) consists of a bimagnon part Gbm(q, ω) and a
magnon-phonon-magnon part Gm-ph-m(q, ω). The bimagnon
part is given by [21, 24]
iGbm(q, t) =
2
N
∑
k,k′
N(q,k)N(q,k′)Π(q, t;k,k′), (21)
where the interacting two magnon correlation function is de-
fined as
iΠ(q, t;k,k′) = 〈0|Tαk+q(t)β−k(t)α†k′+q(0)β†−k′ (0)|0〉. (22)
The bimagnon contribution include the effects of magnon-
magnon interaction [67, 68] can be be solved exactly using
the Bethe-Salpeter equation. The interaction u1u2u3u4V
(4)
1234
in the spin Hamiltonian can be decomposed into 18 channels
(see Appendix C)
1
S uk1+qukuk+quk1V
(4)
k1+q,k,k+q,k1 = νˆ(k)Γˆ(q)νˆ
T (k1), (23)
where νˆ(k) has dimensions of 1 × 18, Γˆ is a matrix of dimen-
sion 18×18. The expressions for each of these quantities in the
AF and CAF phase are given in Appendix C. After summing
the ladder diagrams exactly [21, 24, 69, 70], the two magnon
Green’s function can be expressed as a combination of several
matrix products as
Gbm(q, ω) = G0(q, ω) (24)
+ Gˆ(q, ω)Γˆ(q)[1ˆ − Rˆ(q, ω)Γˆ(q)]−1GˆT (q, ω),
where 1ˆ is a unit matrix of dimensions 18×18 , and we define
the non-interacting Green function and the non-interacting po-
larization propagtor, respectively, as
G0(q, ω) =
2
N
∑
k
N(q,k)2Π0(q, ω;k), (25)
Π0(q, ω;k) = (ω − ωk+q − ωk + i0+)−1, (26)
and
Gˆ(q, ω) = 2N
∑
k N(q,k)Π0(q, ω;k)νˆ(k), (27)
Rˆ(q, ω) = 2N
∑
k Π0(q, ω;k)νˆT (k)νˆ(k). (28)
The leading order of the magnon-phonon-magnon part (the
zeroth order part is already included in bimagnon part),
Gm-ph-m takes the form
Gm-ph-m(q, ω) =
2
N2
S 2
×
∑
k,k′,λ
N(q,k)N(q,k′)g2x(k − k′, λ)
× Aλ(k + q,k′ + q,k − k′)B∗λ(k′,k,k′ − k)
× 2
ω − ωk − ωk′+q −Ωphλ (k − k′) + i∆k + i∆k′+q
× 1
ω − ωk − ωk+q + i∆k + i∆k+q
× 1
ω − ωk′ − ωk′+q + i∆k′ + i∆k′+q .
(29)
In the above Green functions we have introduced the variable
∆k as magnon damping due to magnon-phonon-magnon in-
teraction. We use the energy dispersion ωk = κkk + Ak/2S in
units of E1.
IV. BIMAGNON RIXS SPECTRA RESULTS
In this section we systematically investigate the effect of
damping, magnon-phonon interaction, magnon-magnon inter-
action, and anisotropy on the K-edge bimagnon phonon indi-
rect RIXS spectrum. We compute the RIXS spectrum along
the BZ traversing the path Γ:(0,0)→ K:
(
pi
2 ,
pi
2
)
→M:(pi, 0)→
Γ:(0,0).
A. Damping and magnon-phonon coupling effects
We consider longitudinally polarized acoustic phonons,
e(q, λ) ‖ q, with a dispersion given by [40]
Ω
ph
λ (q) = Ω
phm(q), (30)
where
m(q) =
√
sin2(qx/2) + sin2(qy/2). (31)
To keep the discussion and analysis of the model tractable we
first investigate the isotropic version of the model. In spatially
isotropic limit of the model, ζ = 1, we set Jx = Jy = J1
and gx = gy = g1. Thus, the overall energy scale is given by
E1 = 2J1S z. The choice of (ζ, η) parameters are dictated by
the magnetization phase diagram of the Jx − Jy − J2 model
[52].
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FIG. 3. (Color online) AF phase (isotropic nearest neighbor case):
(a) - (b) Undamped non–interacting (G0) and interacting bimagnon
(Gbm) indirect RIXS intensity spectrum plots at the M- and K- points
in BZ. (c) Effect of damping on the bimagnon RIXS plot for a range
of damping parameter ∆k values computed at the K- point in BZ.
(d) Effect of nearest-neighbor magnon-phonon coupling g1 at fixed
damping parameter value of ∆k = 0.15E1 at the K- point in BZ. (e) -
(f) Combined effect of the nearest-neighbor phonon contribution g1
and damping on the bimagnon RIXS spectrum at both the M- and K-
points. Note, the presence of magnon-phonon coupling necessitates
the inclusion of damping in the RIXS calculation. Ωph = 0.15E1 is
used in (d)-(f). G refers to total, please see Sec.III for definition of
G.
In the absence of a magnetic field magnons in a 2D square
lattice are not damped [71, 72]. However, with the inclusion
of magnon-phonon interaction the lifetime of the magnons
are affected [40, 41]. In the regime where the sound ve-
locity is less than the magnon velocity, there exists sponta-
neously occuring decay processes where a magnon can de-
compose into a magnon and a phonon. Even at zero tem-
perature, quantum fluctuations arising from magnon-phonon
interactions can damp spin wave excitations. Therefore, pres-
ence of spin-lattice couplings can have an effect on the RIXS
spectrum. Thus, a proper treatment of the magnon-phonon
interaction should consider the damping effect.
In Fig. 3 we display our calculations of the energy
renormalization and damping effects within our model. In
Figs. 3(a) - 3(b) we display the undamped RIXS intensity
spectrum at the M- and the K- point of the BZ in the AF phase.
Note, the presence of the van-Hove singularity like sharp
peaks in the non-interacting case (dashed lines). These singu-
lar structures disappear when we include the two-magnon in-
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FIG. 4. (Color online) Magnon-phonon-magnon intensity line spec-
trum comparison at the M- and K- points in BZ for varying g1 and
η values in the AF phase. Λη = 0 , ∆k = 0.1E1, and Ωph =
0.15E1. Gm-ph-m refers to magnon-phonon-magnon Greens function
(see Eq. 29).
teraction (red solid lines) [21]. The scattering of two magnons
indeed changes the structure of the response function imply-
ing that it is no longer a simple product of the RIXS matrix
element and the density of states.
In Fig. 3(c) we study damping on the RIXS spectrum. With
increasing damping strength the spectrum is broadened, more
so in the low energy regime where the spectrum height de-
creases with increasing damping strength. The high energy
tail of the intensity pattern is not much affected. While damp-
ing could potentially arise from various microscopic mech-
anisms within a 2D square lattice problem, in this article
we mainly focus on the effect of magnon-phonon interaction.
Also for simplicity, we consider a phenomenological phonon
induced constant damping to describe the imaginary part of
the self energy. Introducing a constant damping to describe
phonon effects is inspired by some previous theories of two
magnon Raman spectra in cuprates [63, 73]. Thus, in our
calculations we set the damping parameter ∆k = 0.1E1. In
Fig. 3(d) we display the trend on the RIXS spectrum that
would arise when the nn magnon-phonon coupling g1 is in-
creased in strength. Clearly, beyond a threshold magnon-
phonon coupling strength a shoulder peak develops. However,
the mere inclusion of the magnon-phonon coupling g1 is not
strong enough to induce any further features. In Figs. 3(e) -
3(f) we display the combined effects of damping and magnon-
phonon coupling. At this stage, the nnn interaction is set to
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FIG. 5. (Color online) AF phase: (a) - (b) Magnon-phonon-magnon
intensity line spectrum computed at the M- and K- points in BZ. (c)
- (d) Effect of Ωph in magnon-phonon-magnon intensity at M point
and K point. (e) - (h) 2D magnon-phonon-magnon RIXS intensity
plot across the BZ for a range of frequency values computed with
g1 = 0.28. The maximum contribution is localized around the K:(
pi
2 ,
pi
2
)
- point. With increasing frustration the spectrum contribution
enhances in strength around the BZ edge. (g) - (h) Variation with
respect Λη = 0.2, 0.6. Damping parameter fixed to a value of ∆k =
0.1E1 in all plots. Ωph = 0.15E1 in (a) - (b) and (e) - (h).
zero.
B. Phonon contribution to RIXS spectrum
The origin of magnon-phonon interaction is dynamical in
nature. Thus summing up an infinite set of diagrams, as in the
bimagnon RIXS intensity case, can pose a serious calculation
challenge. To proceed with the calculation we note that higher
order terms generated by the magnon-phonon interaction de-
crease rapidly. Thus, akin to the celebrated Migdal theorem
used within the context of electron-phonon scattering in su-
perconductivity we consider only the leading order magnon-
phonon diagram, see Fig. 2(b).
In Fig. 4 we showcase the effects of g1 on the magnon-
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FIG. 6. (Color online) AF phase: (a) - (b) Interacting bimagnon
RIXS intensity with constant damping ∆k = 0.1E1. (c) - (h) Total
(interacting bimagnon plus magnon-phonon) indirect RIXS intensity
spectrum plots for various next-nearest neighbor (η), phonon nearest
(g1), and phonon next-nearest neighbor (Λη) interaction parameters.
We use Ωph = 0.15E1 in the plots (c) - (h). See Sec. III for definitions
of G and Gbm.
phonon-magnon intensity as the nnn frustration parameter is
varied from 0.1 to 0.3. It appears that for a given nnn interac-
tion strength, wthin the isotropic model, the magnon-phonon
interaction causes a rearrangement of the spectral strength.
While at the M− point the reshuffling of the spectral weight
is quite prominent, that at the K- point is minimally affected.
However, for both the locations in the BZ the spectral inten-
sity scales in proportion to the magnon phonon coupling.
In Figs. 5(a) and 5(b) we investigated the magnon-phonon-
magnon RIXS intensity spectrum as a function of η. It is ob-
served that with increasing interaction the spectra has a down-
shift. Note, the miniscule unphysical negative contributions in
the intensity is an artifact of the exclusion of the zeroth order
contribution from the magnon-phonon-magnon vertex func-
tion [43]. The final total RIXS intensity which includes the
contribution from the phonon induced ladder interactions re-
stores this term and naturally yields an overall physical posi-
tive RIXS intensity spectrum (see Fig. 6 and Fig. 7). The ob-
served spectral downshift is a characteristic feature that is also
noticed in neutron [74, 75] and Raman spectrum [76] with
frustrated interactions. Our present calculations confirm that
such an effect can also occur even within the magnon-phonon-
8FIG. 7. (Color online) AF phase, 2D total (interacting bimagnon plus
magnon-phonon) indirect RIXS intensity spectrum plots for various
next-nearest neighbor (η), phonon nearest neighbor coupling (g1),
and phonon next-nearest neighbor (Λη) interaction parameters across
the entire BZ. Damping has been set to ∆k = 0.1E1.
magnon channel. Interestingly, while the trend towards down-
shift itself is robust, the peak-dip-peak structure appears to be
dependent on the BZ location. At the characteristic (pi, 0) (M
point in BZ) the intensity pattern is complimentary to that ob-
served at the K-point. In Figs. 5(c) and 5(d) the effect of Ωph
on the magnon-phonon-magnon intensity at M point and K
point is displayed to give a sense of how the RIXS spectrum
may be affected. We observe within our choice of parameters
Ωph does not affect the intensity spectrum.
From Figs. 5(e) - 5(f) it is clearly evident that with increas-
ing nnn interaction η the phonon RIXS spectrum undergoes
a shift in the spectral weight. While most of the weight is
localized around the K point, with enhanced nnn interaction
some of the weight disperses towards the BZ corner. The 2D
plot suggests that the phonon effects are primarly localized
along the (pi/2, pi/2) → (pi, 0) line in BZ. However, with the
inclusion of the nnn phonon interaction the spectral leaking is
subdued, with the spectrum becoming more localized at the K
point, see Figs. 5(g) - 5(h).
C. Effect of frustration and magnon-phonon coupling
In Fig. 6 we show the combined effect of including nnn
interaction and phonon coupling in the calculation. From
Fig. 6(a) - 6(b) it is clearly evident that nnn interaction in-
troduces a downshift of the spectral weight. In Figs. 6(c) -
6(d) we show the dependence on the RIXS spectrum as the
magnon–phonon coupling is introduced. Comparing the line
plots for the η = 0.3 case with that in Figs. 6(c) - 6(d) we
notice that including magnon-phonon coupling causes a peak
development, in addition, to introducing further broadening.
The broadening effect is more prominent at the M- point. We
notice from Figs. 6(e) - 6(h) that the effect of next-nearest
neighbor magnon-phonon coupling is minimal at the M point,
however, has a significant effect at the K- point. Further pro-
nounced effects of the nnn magnon-phonon coupling contri-
bution is clearly visible in Fig. 6(h). A 2D RIXS intensity
pattern tracking the evolution of the total interacting RIXS
peak development is shown in Fig. 7. We observe that the
most prominent signal is at the K- point with satellite peaks
due to magnon-phonon coupling developing as the strength
of the nnn contribution is enhanced. The effect of the nn
magnon-phonon coupling appears to be minimal within this
model. This fact is evident by observing the relatively un-
changed RIXS spectrum features when the magnon-phonon
coupling is changed.
D. RIXS intensity in CAF phase
The 2D quantum Heisenberg AF can support a collinear
AF phase for relevant magnetic interaction parameters [52].
While the AF phase provides information on the parent mag-
netic compunds of cuprates, the CAF phase magnets are rel-
evant in understanding how pnictide superonductivity can
arise. To provide a comprehensive understanding of the model
under study, in Fig. 8, we display our findings for the CAF
phase. Compared to Fig. 7 for the AF phase where the RIXS
intensity peaks at the K:
(
pi
2 ,
pi
2
)
point, in the CAF phase the
RIXS spectral intensity weight attains its maximum value near(
pi
2 , 0
)
. Futher comparison of the magnon-phonon-magnon
RIXS plots in the two phases, Fig. 8(b) and Figs. 5(e) -
5(h), suggest that the magnon-phonon interaction creates ad-
ditional satellite structures in the CAF phase for suitable in-
teraction parameters. The spectral intensity of the magnon-
phonon crorrelation is shown in Fig. 8(b) where we notice
that the intensity is spread over a much wider region in the
BZ compared to the AF phase. The additional ripples in the
CAF phase spectrum arises from the magnon-phonon-magnon
spectrum. Systematic studies of the damping effect are dis-
played in Fig. 9. Similar to the AF phase, with increasing
damping the RIXS bimagnon curves are broadened out. For
the magnon-phonon-magnon plots, strong damping tends to
suppress the satellite structures in the spectrum more at the K
point, compared to the one at the Y point.
E. Anisotropy, frustration, and magnon-phonon coupling
In Fig. 10, we compare and contrast the effects of spatial
anisotropy between the AF and the CAF phase to reveal subtle
differences between the RIXS response. A prominent unique
two-shoulder peak is seen to develop in the CAF phase, which
for the AF phase has typically been absent for the physical pa-
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FIG. 8. (Color online) RIXS intensity in CAF phase, with ζ =
0.9, η = 1, gx = 0.28,Λζ = 0.9,Λη = 0.7,Ωph = 0.15E1,∆k = 0.1E1.
(a) Damped bimagnon RIXS intensity, (b) magnon-phonon-magnon
intensity, (c) total interacting intensity taking into account the effect
of phonons.
rameter region that was investigated. While in the AF phase
the effects of anisotropy overpower the magnon-phonon ef-
fects, in the CAF phase the phonon peak structures are evi-
dent. These differences are crucial in distinguishing between
the two different types of magnetic ordering. We also point
out that at the Y-point the CAF phase spectrum, the magnon-
phonon coupling introduces peaks both at the low and high
energy spectrum. This feature is a consequence of the multi-
satellite spectral feature of the magnon-phonon spectrum as
seen in Fig. 9.
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FIG. 9. (Color online) CAF phase damping effects at the K:
(
pi
2 ,
pi
2
)
and the Y:(pi/2, 0) points. ∆k = 0.1E1, Ωph = 0.15E1, with E1 =
JxS z(1 + 2η) in the CAF phase. (a) – (b) interacting bimagnon con-
tribution. (c) – (d) magon–phonon–magnon contribution.
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FIG. 10. (Color online) (a), (c) AF phase interacting RIXS intensity
with anisotropy effects. (b), (d) CAF phase interacting RIXS line
plots with anistropy effects. ∆k = 0.1E1 and Ωph = 0.15E1, where
E1 takes the expression appropriate either the AF or the CAF phase.
V. CONCLUSION
Although the theory of magnon-magnon interactions on
RIXS spectrum is well established there has been no thorough
investigation on the role of phonons on the bimagnon mag-
netic spectrum of RIXS in the insulating 2D quantum Heisen-
berg magnet. In particular, microscopic investigations of the
interaction between spin and lattice degrees of freedom and
its effects on the bimagnon excitation is completely missing.
In this paper, we provide a comprehensive theory of magnon-
phonon interaction effects in both the AF and CAF phase at
the K-edge. We compute the RIXS spectrum including the
effects of damping, magnon-phonon coupling both at the nn
and nnn level in the AF and the CAF phase. A detailed com-
10
parison between the two spectra reveal stark differences in the
location of the maximum intensity points, the nature of the ef-
fect of phonon on the two-peak structure, and the distribution
of the indirect RIXS spectral weight. From the perspective of
experiments, the local sensitivity of magnon-phonon correla-
tion on the bimagnon spin dynamics should be clearly evident
in the nature of the varying spectral shapes. The unique differ-
ences manifest when anisotropy and frustration is taken into
account. The final outcome of the magnon-phonon effects in
the indirect K-edge RIXS spectrum, in both the AF and the
CAF phase, is an experimentally observable feature. Based
upon our analysis we infer that the spectrum is a delicate bal-
ance between competing nearest and next-nearest neighbor
magnon and magnon-phonon coupling strengths. Finally, we
hope our work will inspire future experimental investigation
on the hitherto unexplored consequences of phonon effects on
bimagnon RIXS dynamics at the K-edge.
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Appendix A: Dyson Maleev, Fourier and Bogoliubov
transformation
The standard two sublattice Dyson-Maleev representation
used to bosonize the spin operator is given by
S +i = (2S )
1/2(1 − a†i ai/2S )ai,
S −i = (2S )
1/2a†i , (A1)
S zi = S − a†i ai,
for the sublattice A, and
S +j = (2S )
1/2b†j (1 − b†jb j/2S ),
S −j = (2S )
1/2b j, (A2)
S zj = −S + b†jb j,
for the sublattice B. In the above a(a†) represents the bosonic
annihilation (creation) operator on sublattice A and b(b†) rep-
resents the bosonic annihilation (creation) operator on sublat-
tice B. Introducing the Fourier transform of bosonic operator
we have
ai =
√
2
N
∑
k
eik·riak,
b j =
√
2
N
∑
k
eik·r jbk, (A3)
where N is the total number of sites. Using the Bogoliubov
transformations
a†k = ukα
†
k + vkβ−k,
b−k = vkα†k + ukβ−k. (A4)
we diagonalize the quadratic terms in Hs. The expressions for
uk and vk are given by
uk =
√
1 + k
2k
, vk = −sgn(γ(k))
√
1 − k
2k
= −ukxk. (A5)
Further useful relations used in the calculation include u2k +
v2k = 1/k ad ukvk = −γk/(2k). The additional ∆A1 Oguchi
correction term Ak (A
′
k) in the AF phase is given by
2
N
∑
2
γ1(1 − 2)u1v1u2v2
=
∑
2
γ1(1)γ1(2)u2v2 + ∆A1 (cos k1x − cos k1y)
γ(1)
21
,
(A6)
and in the CAF phase by
2
N
∑
2
γ′1(1 − 2)u′1v′1u′2v′2
=
∑
2
γ′1(1)γ
′
1(2)u
′
2v
′
2 + ∆
′
A1 cos k1x(1 − cos k1y)
γ′(1)
2′1
.
(A7)
Appendix B: Magnon-phonon vertex
The spin-phonon vertex Aλ, Bλ,Cλ, Dλ are short for
Aλ(k1, k2, q), Bλ(k1, k2, q),Cλ(k1, k2, q), Dλ(k1, k2, q). Their
analytical expressions are given by
Aλ
Bλ
Cλ
Dλ
 =

u1u2 v1v2 u1v2 v1u2
v1v2 u1u2 v1u2 u1v2
v1u2 u1v2 v1v2 u1u2
u1v2 v1u2 u1u2 v1v2


ΓA
ΓB
ΓC
ΓD

+ ΓE

u1u2 + ΦG v1v2
v1v2 + ΦG u1u2
v1u2 + ΦG u1v2
u1v2 + ΦG v1u2
 .
(B1)
For the AF phase we define
ΓA = i(χx ∆x(q) + χy Λζ ∆y(q)),
ΓB = i(χx ∆x(k1 − k2) + χy Λζ ∆y(k1 − k2)),
ΓC = i[χx(∆x(k2 + q) − ∆x(k2)) + χy Λζ(∆y(k2 + q) − ∆y(k2))],
ΓD = i[χx(∆x(k1) − ∆x(k1 − q)) + χy Λζ(∆y(k1) − ∆y(k1 − q))],
ΓE = iχ2 Λη(∆2(k1) − ∆2(k2) − ∆2(q))
(B2)
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where ∆x(k),∆y(k),∆2(k) are short for ∆x(q, λ, k),∆y(q, λ, k)
and ∆2(q, λ, k) respectively,
i∆x(q, λ, k) = −
∑
δx
eˆ(q, λ) · δˆxe−ik·δx ,
i∆y(q, λ, k) = −
∑
δy
eˆ(q, λ) · δˆye−ik·δy ,
i∆2(q, λ, k) = −
∑
δ2
eˆ(q, λ) · δˆ2e−ik·δ2 .
(B3)
and
χx = 1 − 2NS
∑
p
(v2p + cos pxupvp),
χy = 1 − 2NS
∑
p
(v2p + cos pyupvp),
χ2 = 1 − 2NS
∑
p
(1 − cos kpx cos kpy)v2p,
(B4)
For the CAF phase, we define
ΓA = i(χ′x ∆x(q) + χ
′
2 Λη ∆2(q)),
ΓB = i(χ′x ∆x(k1 − k2) + χ′2 Λη ∆2(k1 − k2)),
ΓC = i[χ′x(∆x(k2 + q) − ∆x(k2)) + χ′2 Λη(∆2(k2 + q) − ∆2(k2))],
ΓD = i[χ′x(∆x(k1) − ∆x(k1 − q)) + χ′2 Λη(∆2(k1) − ∆2(k1 − q))],
ΓE = iχ′y Λζ(∆y(k1) − ∆y(k2) − ∆y(q))
(B5)
where ∆x(k),∆y(k),∆2(k) are the same as in AF phase. But,
χ′x = 1 −
2
NS
∑
p
(v′2p + cos pxu
′
pv
′
p),
χ′y = 1 −
2
NS
∑
p
(1 − cos kpy)v′2p ,
χ′2 = 1 −
2
NS
∑
p
(v′2p + u
′
pv
′
p cos kpx cos kpy).
(B6)
Appendix C: Vertices and Γ matrix
The vertex u1u2u3u4 V
(4)
1234 can be transformed into a sepa-
rable form (see Eq. 23) with 18 channels and a q-dependent
Γ(q) matrix. The definition of these channels are given in Ta-
ble I [25]. The non-zero matrix elements of Γ(q) in AF phase
TABLE I. Definition of the channels vn(k) for AF phase and CAF
phase
n AF vn(k) CAF v′n(k)
1 uk+quk cos kx u′k+qu
′
k cos kx
2 uk+quk sin kx u′k+qu
′
k sin kx
3 uk+quk cos ky u′k+qu
′
k cos kx cos ky
4 uk+quk sin ky u′k+qu
′
k sin kx cos ky
5 uk+qvk u′k+qu
′
k cos kx sin ky
6 vk+quk u′k+qu
′
k sin kx sin ky
7 vk+qvk cos kx u′k+qv
′
k
8 vk+qvk sin kx v′k+qu
′
k
9 vk+qvk cos ky v′k+qv
′
k cos kx
10 vk+qvk sin ky v′k+qv
′
k sin kx
11 uk+qvk cos kx cos ky v′k+qv
′
k cos kx cos ky
12 uk+qvk sin kx cos ky v′k+qv
′
k sin kx cos ky
13 uk+qvk cos kx sin ky v′k+qv
′
k cos kx sin ky
14 uk+qvk sin kx sin ky v′k+qv
′
k sin kx sin ky
15 vk+quk cos kx cos ky u′k+qv
′
k cos ky
16 vk+quk sin kx cos ky u′k+qv
′
k sin ky
17 vk+quk cos kx sin ky v′k+qu
′
k cos ky
18 vk+quk sin kx sin ky v′k+qu
′
k sin ky
are given by
Γ(q)1,1 = −θ, Γ(q)1,5 = −θ, Γ(q)2,2 = −θ, Γ(q)3,3 = −φ,
Γ(q)3,5 = −φ, Γ(q)4,4 = −φ, Γ(q)5,5 = 2η θ γ2(q),
Γ(q)5,6 = −γ1(q)/S , Γ(q)5,7 = −θ cos qx,
Γ(q)5,8 = θ sin qx, Γ(q)5,9 = −φ cos qy,
Γ(q)5,10 = φ sin qy, Γ(q)5,11 = −2η θ γ2(q),
Γ(q)5,12 = 2η θ γsc2 (q), Γ(q)5,13 = 2η θ γ
cs
2 (q),
Γ(q)5,14 = −2η θ γss2 (q), Γ(q)6,1 = −θ cos qx,
Γ(q)6,2 = θ sin qx, Γ(q)6,3 = −φ cos qy, Γ(q)6,4 = φ sin qy,
Γ(q)6,5 = −γ1(q)/S , Γ(q)6,6 = 2η θ γ2(q),
Γ(q)6,15 = −2η θ γ2(q), Γ(q)6,16 = 2η θ γsc2 (q),
Γ(q)6,17 = 2η θ γcs2 (q), Γ(q)6,18 = −2η θ γss2 (q),
Γ(q)7,6 = −θ, Γ(q)7,7 = −θ, Γ(q)8,8 = −θ, Γ(q)9,6 = −φ,
Γ(q)9,9 = −φ, Γ(q)10,10 = −φ, Γ(q)11,5 = −2η θ,
Γ(q)11,11 = 2η θ, Γ(q)12,12 = 2η θ, Γ(q)13,13 = 2η θ,
Γ(q)14,14 = 2η θ, Γ(q)15,6 = −2η θ, Γ(q)15,15 = 2η θ,
Γ(q)16,16 = 2η θ, Γ(q)17,17 = 2η θ, Γ(q)18,18 = 2η θ.
where
θ =
1
S (1 + ζ)
, φ =
ζ
S (1 + ζ)
,
γsc2 (q) = sin qx cos qy, γ
cs
2 (q) = cos qx sin qy,
γss2 (q) = sin qx sin qy.
(C1)
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The non-zero matrix elements of Γ′(q) in CAF phase are given
by
Γ′(q)1,1 = −θ′, Γ′(q)1,7 = −θ′, Γ′(q)2,2 = −θ′,
Γ′(q)3,3 = −2η θ′, Γ′(q)3,7 = −2η θ′, Γ′(q)4,4 = −2η θ′,
Γ′(q)5,5 = −2η θ′, Γ′(q)6,6 = −2η θ′, Γ′(q)7,7 = φ′ cos qy,
Γ′(q)7,8 = −γ′1(q)/S , Γ′(q)7,9 = −θ′ cos qx,
Γ′(q)7,10 = θ′ sin qx, Γ′(q)7,11 = −2η θ′ γ2(q),
Γ′(q)7,12 = 2η θ′ γsc2 (q), Γ
′(q)7,13 = 2η θ′ γcs2 (q),
Γ′(q)7,14 = −2η θ′ γss2 (q), Γ′(q)7,15 = −φ′ cos qy,
Γ′(q)7,16 = φ′ sin qy, Γ′(q)8,1 = −θ′ cos qx,
Γ′(q)8,2 = θ′ sin qx, Γ′(q)8,3 = −2η θ′ γ2(q),
Γ′(q)8,4 = 2η θ′ γsc2 (q), Γ
′(q)8,5 = 2η θ′ γcs2 (q),
Γ′(q)8,6 = −2η θ′ γss2 (q), Γ′(q)8,7 = −γ′1(q)/S ,
Γ′(q)8,8 = φ′ cos qy, Γ′(q)8,17 = −φ′ cos qy,
Γ′(q)8,18 = φ′ sin qy, Γ′(q)9,8 = −θ′, Γ′(q)9,9 = −θ′,
Γ′(q)10,10 = −θ′, Γ′(q)11,8 = −2η θ′, Γ′(q)11,11 = −2η θ′,
Γ′(q)12,12 = −2η θ′, Γ′(q)13,13 = −2η θ′,
Γ′(q)14,14 = −2η θ′, Γ′(q)15,7 = −φ′, Γ′(q)15,15 = φ′,
Γ′(q)16,16 = φ′, Γ′(q)17,8 = −φ′, Γ′(q)17,17 = φ′,
Γ′(q)18,18 = φ′.
where
θ′ =
1
S (1 + 2η)
, φ′ =
ζ
S (1 + 2η)
. (C2)
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