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Abstract
This is a review of models of inflation and of their predictions for the primordial
non–Gaussianity in the density perturbations which are thought to be at the ori-
gin of structures in the Universe. Non–Gaussianity emerges as a key observable to
discriminate among competing scenarios for the generation of cosmological pertur-
bations and is one of the primary targets of present and future Cosmic Microwave
Background satellite missions. We give a detailed presentation of the state–of–the–
art of the subject of non–Gaussianity, both from the theoretical and the observa-
tional point of view, and provide all the tools necessary to compute at second order
in perturbation theory the level of non–Gaussianity in any model of cosmological
perturbations. We discuss the new wave of models of inflation, which are firmly
rooted in modern particle physics theory and predict a significant amount of non–
Gaussianity. The review is addressed to both astrophysicists and particle physicists
and contains useful tables which summarize the theoretical and observational results
regarding non–Gaussianity.
Key words: DFPD 04/A–12
PACS: 98.80.Cq, 98.70.Vc
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“... the linear perturbations are so surprisingly simple that a
perturbation analysis to second order may be feasible ...”
(Sachs and Wolfe 1967)
4
1 Introduction
One of the relevant ideas in modern cosmology is represented by the infla-
tionary paradigm. It is widely belevied that there was an early epoch in the
history of the Universe – before the epoch of primordial nucleosynthesis –
when the Universe expansion was accelerated. Such a period of cosmological
inflation can be attained if the energy density of the Universe is dominated
by the vacuum energy density associated with the potential of a scalar field
ϕ, called the inflaton field. Through its kinematic properties, namely the ac-
celeration of the Universe, the inflationary paradigm can elegantly solve the
flatness, the horizon and the monopole problems of the standard Big–Bang
cosmology, and in fact the first model of inflation by Guth in 1981 [101] was
introduced to address such problems. However all over the years inflation has
become so popular also because of another compelling feature. It can explain
the production of the first density perturbations in the early Universe which
are the seeds for the Large–Scale Structure (LSS) in the distribution of galax-
ies and the underlying dark matter and for the Cosmic Microwave Background
(CMB) temperature anisotropies that we observe today. In fact inflation has
become the dominant paradigm to understand the initial conditions for struc-
ture formation and CMB anisotropies. In the inflationary picture, primordial
density and gravity–wave fluctuations are created from quantum fluctuations
“redshifted” out of the horizon during an early period of superluminal ex-
pansion of the Universe, where they are “frozen” [206,102,107,163,273,22].
Perturbations at the surface of last scattering are observable as temperature
anisotropy in the CMB, which was first detected by the Cosmic Background
Explorer (COBE) satellite [266,36,94]. The last and most impressive confir-
mation of the inflationary paradigm has been recently provided by the data
of the Wilkinson Microwave Anisotropy Probe (WMAP) mission [38]. The
WMAP collaboration has produced a full–sky map of the angular variations
of the CMB, with unprecedented accuracy. WMAP data confirm the infla-
tionary mechanism as responsible for the generation of curvature (adiabatic)
superhorizon fluctuations [225].
Since the primordial cosmological perturbations are tiny, the generation and
evolution of fluctuations during inflation has been studied within linear per-
turbation theory. Within this approach, the primordial density perturbation
is Gaussian; in other words, its Fourier components are uncorrelated and have
random phases. Despite the simplicity of the inflationary paradigm, the mech-
anism by which cosmological adiabatic perturbations are generated is not yet
established. In the standard slow–roll scenario associated to one–single field
models of inflation, the observed density perturbations are due to fluctuations
of the inflaton field itself when it slowly rolls down along its potential. When
inflation ends, the inflaton ϕ oscillates about the minimum of its potential
V (ϕ) and decays, thereby reheating the Universe. As a result of the fluctua-
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tions each region of the Universe goes through the same history but at slightly
different times. The final temperature anisotropies are caused by inflation last-
ing for different amounts of time in different regions of the Universe leading to
adiabatic perturbations. Under this hypothesis, the WMAP dataset already
allows to extract the parameters relevant for distinguishing among single–field
inflation models [225,123].
An alternative to the standard scenario is represented by the curvaton mech-
anism [195,79,176,201,175] where the final curvature perturbations are pro-
duced from an initial isocurvature perturbation associated with the quantum
fluctuations of a light scalar field (other than the inflaton), the curvaton, whose
energy density is negligible during inflation. The curvaton isocurvature per-
turbations are transformed into adiabatic ones when the curvaton decays into
radiation much after the end of inflation.
Recently, other mechanisms for the generation of cosmological perturbations
have been proposed, the inhomogeneous reheating scenario [76,130,77,192,10],
the ghost inflationary scenario [14] and the D–cceleration scenario [264], just
to mention a few. For instance, the inhomogeneous reheating scenario acts
during the reheating stage after inflation if superhorizon spatial fluctuations
in the decay rate of the inflaton field are induced during inflation, causing
adiabatic perturbations in the final reheating temperature in different regions
of the Universe.
The generation of gravity–wave fluctuations is a generic prediction of an ac-
celerated de Sitter expansion of the Universe whatever mechanism for the
generation of cosmological perturbations is operative. Gravitational waves,
whose possible observation might come from the detection of the B-mode of
polarization in the CMB anisotropy [121,261], may be viewed as ripples of
space–time around the background metric.
Since curvature fluctuations are (nearly) frozen on superhorizon scales, a way
of characterizing them is to compute their spectrum on scales larger than the
horizon. In the standard slow–roll inflationary models where the fluctuations
of the inflaton field ϕ are responsible for the curvature perturbations, the
power–spectrum PR of the comoving curvature perturbation R (which is a
measure of the spatial curvature as seen by comoving observers) is given by
PR(k) = 1
2M2Pǫ
(
H∗
2π
)2 ( k
aH∗
)nR−1
, (1)
where nR = 1−6ǫ+2η ≃ 1 is the spectral index,MP ≡ (8πGN)−1/2 ≃ 2.4×1018
GeV is the reduced Planck scale. Here
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ǫ=
M2P
2
(
V ′
V
)2
,
η=M2P
(
V ′′
V
)
(2)
are the so–called slow–roll parameters (ǫ, η ≪ 1 during inflation), H∗ = a˙/a
indicates the Hubble rate during inflation and primes here denote derivatives
with respect to ϕ. The WMAP has determined the amplitude of the power–
spectrum as PR(k) ≃ 2.95×10−9A where A = 0.6−1 depending on the model
under consideration [225,269], which implies that
1
2M2Pǫ
(
H∗
2π
)2
≃ (2− 3)× 10−9, (3)
or
H∗ ≃ (0.9− 1.2)× 1015 ǫ1/2 GeV. (4)
The Friedmann equation in the slow–roll limit, H2 = V/(3M2P), then gives
“the energy scale of inflation”,
V 1/4 ≃ (6.3− 7.1)× 1016 ǫ1/4 GeV. (5)
On the other hand, the power–spectrum of gravity–wave modes hij is given
by
PT (k) = k
3
2π2
〈h∗ijhij〉 =
8
M2P
(
H∗
2π
)2 ( k
aH∗
)nT
, (6)
where nT = −2ǫ is the tensor spectral index. Since the fractional change of the
power–spectra with scale is much smaller than unity, one can safely consider
the power–spectra as being roughly constant on the scales relevant for the
CMB anisotropy and define a tensor–to–scalar amplitude ratio
r =
PT
PR = 16ǫ . (7)
The spectra PR(k) and PT (k) provide the contact between theory and observa-
tion. The present WMAP dataset allows to extract an upper bound, r < 1.28
(95%) [225,123], or ǫ < 0.08. This limit together with Eq. (5) provides an
upper bound on the energy scale of inflation,
V 1/4 < 3.8× 1016GeV . (8)
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The corresponding upper bound on the Hubble rate during inflation is H∗ <
3.4 × 1014 GeV. A positive detection of the B–mode in CMB polarization,
and therefore an indirect evidence of gravitational waves from inflation, once
foregrounds due to gravitational lensing from local sources have been properly
treated, requires ǫ > 10−5 corresponding to V 1/4 > 3.5× 1015 GeV and H∗ >
3× 1012 GeV [122,126,259]. 1
However, what if the curvature perturbation is generated through the quan-
tum fluctuations of a scalar field other than the inflaton? Then, what is the
expected amplitude of gravity–wave fluctuations in such scenarios? Consider,
for instance, the curvaton scenario and the inhomogeneous reheating scenario.
They liberate the inflaton from the responsibility of generating the cosmo-
logical curvature perturbation and therefore avoid slow–roll conditions. Their
basic assumption is that the initial curvature perturbation due to the inflaton
field is negligible. The common lore to achieve such a condition is to assume
that the energy scale of the inflaton potential is too small to match the ob-
served amplitude of CMB anisotropy, that is V 1/4 ≪ 1016GeV. Therefore –
while certainly useful to construct low–scale models of inflation – it is usually
thought that these mechanisms predict an amplitude of gravitational waves
which is far too small to be detectable by future satellite experiments aimed
at observing the B-mode of the CMB polarization (see however Ref. [229]).
This implies that a future detection of the B-mode of the CMB polarization
would favour the slow–roll models of inflation as generators of the cosmologi-
cal perturbations. On the othe hand, the lack of signal of gravity waves in the
CMB anisotropies will not give us any information about the mechanism by
which cosmological perturbations are created.
A precise measurement of the spectral index of comoving curvature pertur-
bations will be a powerful tool to constrain inflationary models. Slow–roll
inflation predicts |nR − 1| significantly below 1. Deviations of nR from unity
are generically (but not always) proportional to 1/N , where N is the num-
ber of e-folds till the end of inflation. The predictions of different models for
the spectral index nR, and for its scale–dependence, are well summarised in
the review [174] within slow–roll inflationary models. Remarkably, the even-
tual accuracy ∆nR ∼ 0.01 offered by the Planck satellite 2 is just what one
might have specified in order to distinguish between various slow–roll models
of inflation. Observation will discriminate strongly between slow–roll models
of inflation in next ten or fifteen years. If cosmological perturbations are due
1 If “cleaning” of the gravitational lensing effect can be achieved down to the level
envisaged in Ref. [259], then another source of B–mode polarization will limit our
ability to detect the signature of primordial gravitational waves. This comes from
vector and tensor modes arising from the second–order evolution of scalar pertur-
bations [197] and represents the ultimate barrier to gravitational–wave detection if
ǫ < 10−7.
2 See, for instance, http://www.rssd.esa.int/index.php?project=PLANCK
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to the inflaton field, then in ten or fifteen years there may be a consensus
about the form of the inflationary potential, and at a deeper level we may
have learned something valuable about the nature of the fundamental inter-
actions beyond the Standard Model. However, what if Nature has chosen the
other mechanisms for the creation of the cosmological perturbations, which
generically predict a value of nR very close to unity with a negligible scale de-
pendence? Then, it implies that a precise measurement of the spectral index
will not allow us to efficiently discriminate among different scenarios.
These “what if” options would be discouraging if they turn out to be true.
They would imply that all future efforts for measuring tensor modes in the
CMB anisotropy and the spectral index of adiabatic perturbations are of no
use to disentangle the various scenarios for the creation of the cosmological
perturbations.
There is, however, a third observable which will prove fundamental in provid-
ing information about the mechanism chosen by Nature to produce the struc-
tures we see today. It is the deviation from a pure Gaussian statistics, i.e., the
presence of higher–order connected correlation functions of CMB anisotropies.
The angular n–point correlation function
〈f(nˆ1)f(nˆ2) . . . f(nˆn)〉 , (9)
is a simple statistic characterizing a clustering pattern of fluctuations on the
sky, f(nˆ). The bracket denotes the ensemble average, and Figure 1 sketches
its meaning. If the fluctuation is Gaussian, then the two–point correlation
function specifies all the statistical properties of f(nˆ), for the two–point cor-
relation function is the only parameter in a Gaussian distribution. If it is not
Gaussian, then we need higher–order correlation functions to determine the
statistical properties.
For instance, a non–vanishing three–point function of scalar perturbations,
or its Fourier transform, the bispectrum, is an indicator of a non–Gaussian
feature in the cosmological perturbations. The importance of the bispectrum
comes from the fact that it represents the lowest order statistics able to dis-
tinguish non–Gaussian from Gaussian perturbations. An accurate calculation
of the primordial bispectrum of cosmological perturbations has become an ex-
tremely important issue, as a number of present and future experiments, such
as WMAP and Planck, will allow to constrain or detect non–Gaussianity of
CMB anisotropy with high precision. A phenomenological way of parametriz-
ing the level of non–Gaussianity in the cosmological perturbations is to intro-
duce a non–linearity parameter fNL through Bardeen’s gravitational poten-
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Fig. 1. Ensemble Average of Angular Correlation Function
A schematic view of the ensemble average of the n–point angular
correlation function, f(nˆ1)f(nˆ2)f(nˆ3) . . . f(nˆn). We measure it on
each Universe, and then average it over many Universes.
tial 3
Φ = ΦL + fNL ⋆ (ΦL)
2 , (10)
where ΦL represents the gravitational potential at linear order and the ⋆-
products reminds the fact that the non–linearity parameter might have a non–
trivial scale dependence. As Eq. (10) shows, in order to compute and keep
track of the non–Gaussianity of the cosmological perturbations throughout
the different stages of the evolution of the Universe, one has to perform a
perturbation around the homogeneous background up to second order.
The non–Gaussianity in the primordial cosmological perturbations and, in
particular, theoretical and observational determinations of the non–linearity
parameter, fNL, are the subject of this review. Our goals are to present a
thorough, detailed and updated review of the state–of–the–art on the subject
of non–Gaussianity, both from the theoretical and observational point of view,
and to provide the reader with all the tools necessary to compute the level of
non–Gaussianity in any model of cosmological perturbations.
Surprisingly, despite the importance of the subject of non–Gaussianity in the
cosmological perturbations and despite the fact that its detection is one of the
primary goals of the present and future satellite missions such as WMAP and
Planck, not much attention has been devoted to this issue on the theoretical
3 Non–Gaussian models containing quadratic non–linearities, as in Eq. (10),
were introduced in the study of inflationary perturbations in Refs. [112,131,82],
and have become a sort of “standard lore” for the comparison of theoreti-
cal predictions on primordial non–Gaussianity to CMB and LSS observational
data [64,204,292,254,203,291,285,193,284,143,17,256].
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side. For instance, no firm theoretical predictions were available till about two
years ago for the case of slow–roll models of inflation. Spurred by the large
amount of data available in the next future, a new wave of models, which
are firmly rooted in modern particle theory, have been recently proposed to
generate a large and detectable amount of non–Gaussianity from inflation.
Probably, one of the reasons why the theoretical investigations of the primor-
dial non–Gaussianity were so limited was because no direct observational con-
straints on fNL were available until the year 2001. Many authors have shown
that CMB temperature anisotropy is consistent with Gaussianity since the
very first detection of anisotropy in the COBE DMR data (see Ref. [137] and
references therein); however, very little attention has been paid to put quanti-
tative constraints on degrees to which the data are consistent with Gaussianity.
Since non–Gaussian fluctuations have infinite degrees of freedom as opposed to
Gaussian fluctuations, testing a Gaussian hypothesis is a very difficult task;
one statistical method showing CMB consistent with Gaussianity does not
mean that CMB is really Gaussian. If one does not have any specific, physically
motivated non–Gaussian models to constrain (such as those described above),
then one cannot learn anything about the nature of temperature fluctuations
from the statement that just says, “the CMB is consistent with Gaussianity”.
Rather, “How Gaussian is it? ” is a more relevant question, when we try to
constrain (and exclude) certain non–Gaussian models.
The first direct comparison between the inflationary non–Gaussianity and ob-
servational data was attempted for the COBE DMR data in 2001, using the
angular bispectrum, the harmonic counterpart of the three–point correlation
function [145]. A very weak constraint, |fNL| < 1500 (68%) was found. Al-
though this constraint is still too weak to be useful, it explicitely demonstrated
that measurements of non–Gaussianity can put quantitative constraints on in-
flationary models. The angular bispectrum of the CMB is particularly useful
in finding a limit on fNL, as the exact analytical calculation of the bispectrum
from inflationary non–Gaussianity is possible [143]. While the COBE DMR
data constrain non–Gaussianity on large scales (∼ 7◦), in Ref. [252] a con-
straint is obtained on small scales (∼ 10′), |fNL| < 950 (68%), using the MAX-
IMA data. A recent analysis of the bispectrum of the VSA data [265] gives an
upper bound of 5400 on the value of |fNL| (95%). The WMAP team has mea-
sured the bispectrum to obtain the tightest limit to date, −58 < fNL < 134
(95%) [139].
What about other statistical tools? Currently, analytical predictions exist only
for the bispectrum [143] and the trispectrum (the harmonic counterpart of the
four–point function) [215]. Predictions for other tools, e.g., Minkowski func-
tionals, are usually much more difficult; however, one can still use other sta-
tistical tools to constrain fNL by using a Monte Carlo method: direct compar-
ison between measurements on the observed sky maps and those on simulated
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non–Gaussian sky maps. The authors of Ref. [59] have measured the spher-
ical Mexican–hat wavelets on the COBE DMR data, and compared them
to simulated measurements on non–Gaussian maps (which include only the
Sachs–Wolfe [247] effect), finding |fNL| < 1100 (68%). This methodology can
be applied to any other statistics, if we have accurate simulations taking into
account not only the Sachs–Wolfe effect but also the full effect of the Integrated
Sachs–Wolfe effect and baryon–photon fluid dynamics. The WMAP team has
simulated such full–sky non–Gaussian maps that include all the relevant ef-
fects. By comparing the Minkowski functionals measured on the WMAP maps
and those on the simulated maps, they obtain fNL < 139 (95%) [139]. Using
the same simulations andWMAP map, the authors of Ref. [209] find fNL < 220
(95%) with the spherical Mexican–hat wavelets. Also, in Ref. [58] the local cur-
vature of the CMB on the WMAP map has been measured and compared to
non–Gaussian CMB map simulations [160], finding −180 < fNL < 240 (95%).
Despite these statistical tools being very different and complementary to some
extent, they give similar constraints on fNL. (Although [91] find a much tigher
limit on fNL, a direct comparison is not straightforward as their definition
of fNL differs from ours.) A theoretical study suggests that the inflationary
non–Gaussianity can be detected with the bispectrum, if fNL > 20 and 5 for
the WMAP and Planck data, respectively [143]. The current limits from the
WMAP data are weaker than the theoretical expectation, probably because
of the current measurements treating the effects of inhomogeneous noise and
Galaxy cut sub–optimally. An optimal method for measuring the bispectrum
is still very time consuming [252], while other statistics may have a better
chance to overcome this issue. For this study, having accurate non–Gaussian
simulations is crucial. In Figure 2, we show some examples of non–Gaussian
sky maps at the Planck resolution, simulated by the spherical–coordinates
method of Ref. [160].
So far we have talked only about measuring non–Gaussianity from tempera-
ture maps. On the other hand, adding polarization information will help to
improve our sensitivity to fNL, as polarization probes a part of the spectrum
of primordial fluctuations that cannot be measured by temperature alone.
More specifically, the polarization radiation transfer function is non–zero at
wavenumbers k for which the temperature transfer function is zero; thus, po-
larization contains information which is maximally complementary to temper-
ature [144]. Therefore, one could measure fNL as small as ∼ 3 by combining
the temperature and polarization bispectra. In addition, if we combine the
bispectrum with other statistics, then sensitivity would further improve, de-
pending on the extent to which those statistics are complementary [5]. It is
important to keep improving our sensitivity until we reach a critical sensi-
tivity, fNL ∼ 1, which is set by non–Gaussian contributions from ubiquitous
second–order perturbations.
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Fig. 2. Planck–resolution Simulations of Non–Gaussian CMB Maps
From top to bottom, the three panels show a Gaussian and two
non–Gaussian simulations of CMB maps, at the Planck resolution
(FWHM = 5′). The non–Gaussian maps are obtained from the
model of Eq. (10), using the spherical–coordinates algorithm of
Ref. [160], with initial power–spectrum and radiation transfer func-
tion of a standard “concordance” (ΛCDM) model. The values of the
non–linearity parameter are fNL = 0 (top), fNL = 3000 (middle) and
fNL = −3000 (bottom); the high values of |fNL| are chosen to make
the non–Gaussian effects visible by eye (note that color–scales are
calibrated to the temperature interval of each map).
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Before concluding this Introduction, let us mention another important source
of primordial non–Gaussianity which will not been covered in this review. The
topological defects, cosmic strings in particular, are potential sources of strong
non–Gaussianity. Although the current observations have ruled out the topo-
logical defects as being the primary source of cosmological perturbations, it is
still quite possible that topological defects do exist and contribute to a part of
the perturbations (see, e.g., Ref. [49,230] for the latest results from the WMAP
data). Since the topological defects are intrinsically very non–Gaussian, even
a modest energy density of defects may give rise to a detectable level of non–
Gaussianity. In particular, the small–scale CMB experiments at an angular
scale of ∼ 1′ have good chance to test (or detect) non–Gaussianity from the
cosmic strings, via the so–called Kaiser–Stebbins effect (see Refs. [120,95] for
the temperature and Ref. [42] for the polarization). Accurate numerical sim-
ulations are needed to search for signatures of topological defects through
non–Gaussianity. Only recently, improved simulations of CMB sky maps from
cosmic strings have become available by solving the full Boltzmann equations
[149,150]. It is very important to improve the dynamical range of the cos-
mic strings simulations and make accurate predictions for the CMB sky maps
(both in terms of temperature and polarization), which can be compared with
future small–scale CMB experiments (recent progress on making a map on
small scales has been reported in Ref. [151]).
We end this Introduction with an overview of the present article. The arti-
cle is addressed to a wide audience, including both cosmologists and particle
physicists. To cope with this problem, we have tried to make each section
reasonably homogeneous regarding the background knowledge that is taken
for granted, while at the same time allowing considerable variation from one
section to another.
Section 2 contains a brief review of the inflationary paradigm and an introduc-
tion to the theory of quantum fluctuations for a generic scalar field evolving
in a fixed de Sitter background. Correlation functions up to order three are
evaluated for an interacting scalar field.
Section 3 and 4 are devoted to the theory of cosmological perturbations at
first and second order including gravity. This treatment is done in a gauge–
invariant way and the equations up to second order necessary to follow the
evolution of non–linearities are provided.
Section 5 deals with the standard slow–roll scenario where cosmological fluc-
tuations are due to the inflaton field. The goal of this section is to show
that the main contribution to the non–Gaussian signal comes from the post–
inflationary evolution.
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Section 6 and 7 are devoted to the non–Gaussianity predicted in the curvaton
and the inhomogeneous reheating scenarios, respectively.
Section 8 contains all the necessary tools to relate the level of non–Gaussianity
parametrized by fNL deduced from the true measurements to the one predicted
theoretically within a given model.
Section 9 contains a mini-review of alternative models of inflation with the
respective predictions of non–Gaussianity.
All the results of the previous sections are summarized in Table 1.
Section 10 contains a mini-review of the present observational constraints on
non–linearities in the cosmological perturbations and a thorough discussion of
the future prospects on the detectability of non–Gaussianity. Our conclusions
are drawn in Section 11. Finally we provide the reader with three Appen-
dices where she/he could find the full derivation of second–order geometric
quantities and Einstein and Klein–Gordon equations as well as the Wigner–3j
symbols.
2 The inflationary paradigm
As we have mentioned in the Introduction, one of the relevant ideas of modern
cosmology is represented by the inflationary paradigm. Here we just summarize
some of the basics of inflation. For more details the reader is referred to some
reviews on the subject [167,156,159,174,157,207,243].
As far as the dynamics of Inflation is concerned one can consider a homoge-
neous and isotropic Universe described by the Friedmann–Robertson–Walker
(FRW) metric
ds2 = −dt2 + a2(t)
[
dr2
1−Kr2 + r
2
(
dθ2 + sin2 θdφ2
)]
, (11)
where t is the cosmic time, r, θ, φ are the comoving (polar) coordinates, a(t)
is the scale–factor of the Universe, and K is the curvature constant of 3–
dimensional hypersurfaces. If the Universe is filled with matter described by
the energy–momentum tensor Tµν of a perfect fluid with energy density ρ and
pressure P , the Einstein equations
Gµν = 8πGN Tµν , (12)
with Gµν the Einstein tensor and GN the Newtonian gravitational constant
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give the Friedmann equations
H2 =
8πGN
3
ρ− K
a2
, (13)
a¨
a
= −4πGN
3
(ρ+ 3P ) , (14)
where H = a˙/a is the Hubble expansion parameter and dots denote differen-
tiation with respect to cosmic time t. Eq. (14) shows that a period of inflation
is possible if the pressure P is negative with
P < −ρ
3
. (15)
In particular a period of the history of Universe during which P = −ρ is called
a de Sitter stage. From the energy continuity equation ρ˙+3H(ρ+P ) = 0 and
Eq. (13) (neglecting the curvature K which is soon redshifted away as a−2)
we see that in a de Sitter phase ρ = constant and
H = HI = constant . (16)
Solving Eq. (14) we also see the scale–factor grows exponentially
a(t) = ai e
HI(t−ti) , (17)
where ti is the time inflation starts. In fact the condition (15) can be satisfied
by a scalar field, the inflaton ϕ.
The action for a minimally–coupled scalar field ϕ is given by
S =
∫
d4x
√−gL =
∫
d4x
√−g
[
−1
2
gµν∂µϕ∂νϕ− V (ϕ)
]
, (18)
where g is the determinant of the metric tensor gµν , gµν is the contravariant
metric tensor, such that gµνg
νλ = δλµ; finally V (ϕ) specifies the scalar field
potential. By varying the action with respect to ϕ one obtains the Klein–
Gordon equation
ϕ =
∂V
∂ϕ
, (19)
where  is the covariant D’Alembert operator
ϕ =
1√−g ∂ν
(√−g gµν ∂µϕ) . (20)
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In a FRW Universe described by the metric (11), the evolution equation for
ϕ becomes
ϕ¨+ 3Hϕ˙− ∇
2ϕ
a2
+ V ′(ϕ) = 0 , (21)
where V ′(ϕ) = (dV (ϕ)/dϕ). Note, in particular, the appearance of the friction
term 3Hϕ˙: a scalar field rolling down its potential suffers a friction due to the
expansion of the Universe. The energy–momentum tensor for a minimally–
coupled scalar field ϕ is given by
Tµν = −2 ∂L
∂gµν
+ gµνL = ∂µϕ∂νϕ+ gµν
[
−1
2
gαβ∂αϕ∂βϕ− V (ϕ)
]
. (22)
We can now split the inflaton field as
ϕ(t,x) = ϕ0(t) + δϕ(t,x),
where ϕ0 is the ‘classical’ (infinite wavelength) field, that is the expectation
value of the inflaton field on the initial isotropic and homogeneous state, while
δϕ(t,x) represents the quantum fluctuations around ϕ0. In this section, we will
be only concerned with the evolution of the classical field ϕ0. The next section
will be devoted to the crucial issue of the evolution of quantum perturbations
during inflation. This separation is justified by the fact that quantum fluctu-
ations are much smaller than the classical value and therefore negligible when
looking at the classical evolution. To not be overwhelmed by the notation, we
will keep indicating from now on the classical value of the inflaton field by ϕ.
A homogeneous scalar field ϕ(t) behaves like a perfect fluid with background
energy density and pressure given by
ρϕ =
ϕ˙2
2
+ V (ϕ) (23)
Pϕ =
ϕ˙2
2
− V (ϕ). (24)
Therefore if
V (ϕ)≫ ϕ˙2 (25)
we obtain the following condition
Pϕ ≃ −ρϕ . (26)
From this simple calculation, we realize that a scalar field whose energy is dom-
inant in the Universe and whose potential energy dominates over the kinetic
17
term gives inflation. Inflation is driven by the vacuum energy of the inflaton
field. Notice that the ordinary matter fields, in the form of a radiation fluid,
and the spatial curvature K are usually neglected during inflation because
their contribution to the energy density is redshifted away during the accel-
erated expansion. 4 Moreover the basic picture we have discussed here refers
only to the simplest models of inflation, where only a single scalar field is
present. We will consider later on also some non–standard models of inflation
involving more than one scalar field (multiple–field inflation).
2.1 The slow–rolling inflaton field
Let us now better quantify under which circumstances a scalar field may give
rise to a period of inflation. The equation of motion of the homogeneous scalar
field is
ϕ¨+ 3Hϕ˙+ V ′(ϕ) = 0 . (27)
If we require that ϕ˙2 ≪ V (ϕ), the scalar field slowly rolls down its potential.
Such a slow-roll period can be achieved if the inflaton field ϕ is in a region
where the potential is sufficiently flat. We may also expect that – being the
potential flat – ϕ¨ is negligible as well. We will assume that this is true and we
will quantify this condition soon. The Friedmann equation (13) becomes
H2 ≃ 8πGN
3
V (ϕ), (28)
where we have assumed that the inflaton field dominates the energy density
of the Universe. The new equation of motion becomes
3Hϕ˙ = −V ′(ϕ) , (29)
which gives ϕ˙ as a function of V ′(ϕ). Using Eq. (29) the slow–roll conditions
then require
ϕ˙2 ≪ V (ϕ) =⇒ (V
′)2
V
≪ H2 (30)
and
ϕ¨≪ 3Hϕ˙ =⇒ V ′′ ≪ H2. (31)
4 For the very same reason also any small inhomogeneities are wiped out as soon
as inflation sets in, thus justifying the use of the background FRW metric.
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Eqs. (30) and (31) represent the flatness conditions on the potential which are
conveniently parametrized in terms of the the so–called slow–roll parameters,
which are built from V and its derivatives V ′, V ′′, V ′′′, V (n), with respect
to ϕ [159,158,174]. In particular, one can define the two slow–roll parame-
ters [159,158,174] in Eq. (2).
Achieving a successful period of inflation requires the slow–roll parameters to
be ǫ, |η| ≪ 1. Indeed there exists a hierarchy of slow–roll parameters [158]. For
example one can define the slow–roll parameter related to the third-derivative
of the potential ξ2 = 1/(8πGN) (V
(1)V (3)/V 2) which is a second–order slow–
roll parameter (note that ξ2 can be negative). The parameter ǫ can also be
written as ǫ = −H˙/H2, thus it quantifies how much the Hubble rateH changes
with time during inflation. In particular notice that, since
a¨
a
= H˙ +H2 = (1− ǫ)H2,
inflation can be attained only if ǫ < 1. As soon as this condition fails, inflation
ends. At first–order in the slow–roll parameters ǫ and η can be considered
constant, since the potential is very flat. In fact it is easy to see that that
ǫ˙, η˙ = O (ǫ2, η2). 5
Despite the simplicity of the inflationary paradigm, the number of inflation-
ary models that have been proposed so far is enormous, differing for the
kind of potential and for the underlying particle physics theory. In that re-
spect the reader is referred to the review [174]. We just want to mention
here that a useful classification in connection with the observations may be
the one in which the single–field inflationary models are divided into three
broad groups as “small field”, “large field” (or chaotic) and “hybrid” type,
according to the region occupied in the (ǫ − η) space by a given inflation-
ary potential [74]. Typical examples of the large–field models (0 < η < 2ǫ)
are polynomial potentials V (ϕ) = Λ4 (ϕ/µ)p, and exponential potentials,
V (ϕ) = Λ4 exp (ϕ/µ). The small–field potentials ( η < −ǫ ) are typically of
the form V (ϕ) = Λ4 [1− (ϕ/µ)p], while generic hybrid potentials (0 < 2ǫ < η)
are of the form V (ϕ) = Λ4 [1 + (ϕ/µ)p]. In fact according to such a scheme,
the WMAP dataset already allows to extract the parameters relevant for dis-
tinguishing among single–field inflation models [225,23,123,154].
Here we want to make an important comment. A crucial quantity for the
inflationary dynamics and for understanding the generation of the primordial
perturbations during inflation is the Hubble radius (also called the Hubble
horizon size) RH = H
−1. The Hubble radius represents a characteristic length
scale beyond which causal processes cannot operate. A key point is that during
5 With O(ǫ, η) and O(ǫ2, η2) we indicate general combinations of the slow–roll pa-
rameters of lowest order and next order respectively.
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inflation the comoving Hubble horizon, (aH)−1, decreases in time as the scale–
factor, a, grows quasi–exponentially, and the Hubble radius remains almost
constant (indeed the decrease of (aH)−1 is a consequence of the accelerated
expansion, a¨ > 0, characterizing inflation). Therefore, a given comoving length
scale, L, will become larger than the Hubble radius and leaves the Hubble
horizon. On the other hand, the comoving Hubble radius increases as (aH)−1 ∝
a1/2 and a during radiation and matter dominated era, respectively.
Previously, we have defined inflation as a period of accelerated expansion of
the Universe; however, this is actually not sufficient. A successful inflation
must last for a long enough period in order to solve the horizon and flatness
problems. By “a long enough period” we mean a period of accelerated ex-
pansion of the Universe long enough that a small, smooth patch of size that
is smaller than the Hubble radius can grow to encompass at least the entire
observable Universe. Typically the amount of inflation is measured in terms
of the number of e–foldings, defined as
NTOT =
tf∫
ti
Hdt , (32)
where ti and tf are the time inflation starts and ends respectively. To explain
smoothness of the observable Universe, we impose that the largest scale we
observe today, the present horizon H−10 (∼ 4200 Mpc), was reduced during
inflation to a value λH0 at ti, which is smaller than H
−1
I during inflation. Then,
it follows that we must have NTOT > Nmin, where Nmin ≈ 60 is the number of
e–foldings before the end of inflation when the present Hubble radius leaves
the horizon. A very useful quantity is the number of e–foldings from the time
when a given wavelength λ leaves the horizon during inflation to the end of
inflation,
Nλ =
tf∫
t(λ)
Hdt = ln
(
af
aλ
)
, (33)
where t(λ) is the time when λ leaves the horizon during inflation and aλ =
a(t(λ)). The cosmologically interesting scales probed by the CMB anisotropies
correspond to Nλ ≃ 40 – 60.
Inflation ends when the inflaton field starts to roll fast along its potential.
During this regime V ′′ > H2 (or η > 1). The scalar field will reach the min-
imum of its potential and will start to oscillate around it. By this time any
other contribution to the energy density and entropy of the Universe has been
redshited away by the inflationary expansion. However we know that the Uni-
verse must be repopulated by a hot radiation fluid in order for the standard
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Big-Bang cosmology to set in. This is achieved through a process, called re-
heating, by which the energy of the inflaton field is transferred to radiation
during the oscillating phase. In the ordinary scenario of reheating [8,162,1,75]
such a transfer corresponds to the decay of the inflaton field into other lighter
particles to which it couples through a decay rate Γϕ. Such a decay damps
the inflaton oscillations and when the decay products thermalize and form a
thermal background the Universe is finally reheated. Alternatively, reheating
may occur through preheating [133]).
2.2 Inflation and cosmological perturbations
Besides the background inflationary dynamics, it is of crucial importance to
discuss the issue of the evolution of the quantum fluctuations of the inflaton
field δϕ(t,x). In the inflationary paradigm associated with these vacuum fluc-
tuations there are primordial energy density perturbations, which survive after
inflation and are the origin of all the structures in the Universe. Our current
understanding of the origin of structure in the Universe is that once the Uni-
verse became matter dominated (z ∼ 3200) primeval density inhomogeneities
(δρ/ρ ∼ 10−5) were amplified by gravity and grew into the structure we see
today [221,66]. The existence of these inhomogeneities was in fact confirmed
by the COBE discovery of CMB anisotropies. In this section we just want to
summarize in a qualitative way the process by which such “seed” perturba-
tions are generated during inflation. This would also help the reader to better
appreciate the alternative mechanisms that have been proposed recently to the
inflationary scenario in order to explain the primordial density perturbations.
First of all, in order for structure formation to occur via gravitational instabil-
ity, there must have been small preexisting fluctuations on relevant physical
length scales (say, a galaxy scale ∼ 1 Mpc) which left the Hubble radius in
the radiation–dominated and matter–dominated eras. However in the standard
Big–Bang model these small perturbations have to be put in by hand, because
it is impossible to produce fluctuations on any length scales larger than the
horizon size. Inflation is able to provide a mechanism to generate both den-
sity perturbations and gravitational waves. As we mentioned in the previous
section, a key ingredient of this mechanism is the fact that during inflation
the comoving Hubble horizon (aH)−1 decreases with time. Consequently, the
wavelength of a quantum fluctuation in the scalar field whose potential en-
ergy drives inflation soon exceeds the Hubble radius. The quantum fluctua-
tions arise on scales which are much smaller than the comoving Hubble radius
(aH)−1, which is the scale beyond which causal processes cannot operate. On
such small scales one can use the usual flat space–time quantum field theory to
describe the scalar field vacuum fluctuations. The inflationary expansion then
stretches the wavelength of quantum fluctuations to outside the horizon; thus,
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gravitational effects become more and more important and amplify the quan-
tum fluctuations, the result being that a net number of scalar field particles
are created by the changing cosmological background [206,102,107,163,273].
On large scales the perturbations just follow a classical evolution. Since micro-
scopic physics does not affect the evolution of fluctuations when its wavelength
is outside the horizon, the amplitude of fluctuations is “frozen-in” and fixed at
some nonzero value δϕ at the horizon crossing, because of a large friction term
3Hϕ˙ in the equation of motion of the field ϕ. The amplitude of the fluctua-
tions on super-horizon scales then remains almost unchanged for a very long
time, whereas its wavelength grows exponentially. Therefore, the appearance
of such frozen fluctuations is equivalent to the appearance of a classical field
δϕ that does not vanish after having averaged over some macroscopic interval
of time. Moreover, the same mechanism also generates stochastic gravitational
waves [272,2].
The fluctuations of the scalar field produce primordial perturbations in the
energy density, ρϕ, which are then inherited by the radiation and matter to
which the inflaton field decays during reheating after inflation. Once inflation
has ended, however, the Hubble radius increases faster than the scale–factor,
so the fluctuations eventually reenter the Hubble radius during the radiation
or matter–dominated eras. The fluctuations that exit around 60 e-foldings or
so before reheating reenter with physical wavelengths in the range accessible
to cosmological observations. These spectra, therefore, preserve signature of
inflation, giving us a direct observational connection to physics of inflation. We
can measure inflationary fluctuations by a variety different ways, including the
analysis of CMB anisotropies. The WMAP collaboration has produced a full–
sky map of the angular variations of the CMB, with unprecedented accuracy.
The WMAP data confirm the detection of adiabatic super-horizon fluctuations
which are a distinctive signature of an early epoch of acceleration [225].
The physical inflationary processes which give rise to the structures we observe
today are illustrated in Fig. 3.
Quantum fluctuations of the inflaton field are generated during inflation. Since
gravity acts on any component of the Universe, small fluctuations of the infla-
ton field are intimately related to fluctuations of the space–time metric, giving
rise to perturbations of the curvature R (or ζ , which will be defined in the
following; the reader may loosely think of them as a gravitational potential).
The physical wavelengths λ of these perturbations grow exponentially and
leave the horizon when λ > H−1. On superhorizon scales, curvature fluctua-
tions are frozen in and considered as classical. Finally, when the wavelength of
these fluctuations reenters the horizon, at some radiation or matter–dominated
epoch, the curvature (gravitational potential) perturbations of the space–time
give rise to matter (and temperature) perturbations δρ via the Poisson equa-
tion. These fluctuations will then start growing, thus giving rise to the struc-
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Fig. 3. Stretching of cosmological perturbations during inflation
Quantum perturbations in the curvature,R, are created during infla-
tion and their wavelengths, λ, are stretched from microscopic scales
to astronomical scales during inflation.
tures we observe today.
In summary, two are the key ingredients for understanding the observed struc-
tures in the Universe within the inflationary scenario:
• Quantum fluctuations of the inflaton field are excited during inflation and
stretched to cosmological scales. At the same time, as the inflaton fluc-
tuations couple to the metric perturbations through Einstein’s equations,
ripples on the metric are also excited and stretched to cosmological scales.
• The metric perturbations perturb baryons and photons, and they form
acoustic oscillations once the wavelength of the perturbations becomes smaller
than the horizon size.
Let us now see how quantum fluctuations are generated during inflation. In
fact the mechanism by which the quantum fluctuations of the inflaton field are
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produced during an inflationary epoch is not peculiar to the inflaton field itself,
rather it is generic to any scalar field evolving in an accelerated background.
As we shall see, the inflaton field is peculiar in that it dominates the energy
density of the Universe, thus possibly producing also metric perturbations.
In the following, we shall describe in a quantitative way how the quantum
fluctuations of a generic scalar field evolve during an inflationary stage. For
more details we refer the reader to the classical works [165,132,167,159,207]
and to some recent reviews on the subject [157,243].
Let us first consider the case of a scalar field χ with an effective potential
V (χ) in a pure de Sitter stage, during which H is constant. Notice that χ is
a scalar field different from the inflaton – or the inflatons – that are driving
the accelerated expansion.
2.3 Quantum fluctuations of a generic scalar field during a de Sitter stage
Let us first consider the case of a scalar field χ with an effective potential
V (χ) in a pure de Sitter stage, during which H is constant. Notice that χ is
a scalar field different from the inflaton – or the inflatons – that are driving
the accelerated expansion.
We first split the scalar field χ(τ,x) as
χ(τ,x) = χ(τ) + δχ(τ,x) , (34)
where χ(τ) is the homogeneous classical value of the scalar field and δχ are its
fluctuations and τ is the conformal time, related to the cosmic time t through
dτ = dt/a(t). The scalar field χ is quantized by implementing the standard
technique of second quantization. To proceed we first make the following field
redefinition
δ˜χ = aδχ . (35)
Introducing the creation and annihilation operators ak and a
†
k
we promote δ˜χ
to an operator which can be decomposed as
δ˜χ(τ,x) =
∫
d3k
(2π)3/2
[
uk(τ)ake
ik·x + u∗k(τ)a
†
k
e−ik·x
]
. (36)
The creation and annihilation operators for δ˜χ (not for δχ) satisfy the standard
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commutation relations
[ak, ak′] = 0, [ak, a
†
k′
] = δ(3)(k− k′) , (37)
and the modes uk(τ) are normalized so that they satisfy the condition
u∗ku
′
k − uku∗′k = −i, (38)
deriving from the usual canonical commutation relations between the opera-
tors δ˜χ and its conjugate momentum Π = δ˜χ
′
. Here primes denote derivatives
with respect to the conformal time τ (not t).
The evolution equation for the scalar field χ(τ,x) is given by the Klein–Gordon
equation
χ =
∂V
∂χ
, (39)
where  is the D’Alembert operator defined in Eq. (20). The Klein–Gordon
equation gives in an unperturbed FRW Universe
χ′′ + 2Hχ′ = −a2∂V
∂χ
, (40)
where H ≡ a′/a is the Hubble expansion rate in conformal time. Now, we
perturb the scalar field but neglect the metric perturbations in the Klein–
Gordon equation (39), the eigenfunctions uk(τ) obey the equation of motion
u′′k +
(
k2 − a
′′
a
+m2χa
2
)
uk = 0 , (41)
where m2χ = ∂
2V/∂χ2 is the effective mass of the scalar field. The modes
uk(τ) at very short distances must reproduce the form for the ordinary flat
space–time quantum field theory. Thus, well within the horizon, in the limit
k/aH →∞, the modes should approach plane waves of the form
uk(τ)→ 1√
2k
e−ikτ . (42)
Eq. (41) has an exact solution in the case of a de Sitter stage. Before recovering
it, let us study the limiting behaviour of Eq. (41) on sub-horizon and super-
horizon scales. On sub-horizon scales k2 ≫ a′′/a, the mass term is negligible
so that Eq (41) reduces to
u′′k + k
2uk = 0 , (43)
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whose solution is a plane wave
uk ∝ e−ikτ . (44)
Thus fluctuations with wavelength within the cosmological horizon oscillate
as in Eq. (42). This is what we expect since in the ultraviolet limit, i.e. for
wavelengths much smaller than the horizon scales, we are approximating the
space–time as flat. On superhorizon scales k2 ≪ a′′/a, Eq. (41) reduces to
u′′k −
(
a′′
a
−m2χa2
)
uk = 0 (45)
Just for simplicity let us see what happens in the case of a massless scalar
field (m2χ = 0). There are two solutions of Eq. (45), a growing and a decaying
mode:
uk = B+(k)a+B−(k)a
−2 . (46)
We can fix the amplitude of the growing mode, B+, by matching the (absolute
value of the) solution (46) to the plane wave solution (42) when the fluctuation
with wavenumber k leaves the horizon (k = aH)
|B+(k)| = 1
a
√
2k
=
H√
2k3
, (47)
so that the quantum fluctuations of the original scalar field χ on superhorizon
scales are constant,
|δχk| = |uk|
a
=
H√
2k3
. (48)
Now, let us derive the exact solution without any matching tricks. The exact
solution to Eq. (41) introduces some corrections due to a non–vanishing mass
of the scalar field. In a de Sitter stage, as a = −(Hτ)−1
a′′
a
−m2χa2 =
2
τ 2
(
1− 1
2
m2χ
H2
)
, (49)
so that Eq. (41) can be recast in the form
u′′k +
(
k2 − ν
2
χ − 14
τ 2
)
uk = 0 , (50)
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where
ν2χ =
(
9
4
− m
2
χ
H2
)
. (51)
When the mass m2χ is constant in time, Eq. (50) is a Bessel equation whose
general solution for real νχ reads
uk(τ) =
√−τ
[
c1(k)H
(1)
νχ (−kτ) + c2(k)H(2)νχ (−kτ)
]
, (52)
where H(1)νχ and H
(2)
νχ are the Hankel functions of first and second kind, respec-
tively. This result actually coincides with the solution found in the work by
Bunch and Davies [55] for a free massive scalar field in de Sitter space–time.
If we impose that in the ultraviolet regime k ≫ aH (−kτ ≫ 1) the solution
matches the plane–wave solution e−ikτ/
√
2k that we expect in flat space–time,
and knowing that
H(1)νχ (x≫ 1) ∼
√
2
πx
ei(x−
pi
2
νχ−pi4 ) , H(2)νχ (x≫ 1) ∼
√
2
πx
e−i(x−
pi
2
νχ−pi4 ),
we set c2(k) = 0 and c1(k) =
√
π
2
ei(νχ+
1
2)
pi
2 , which also satisfy the normalization
condition (38). The exact solution becomes
uk(τ) =
√
π
2
ei(νχ+
1
2)
pi
2
√−τ H(1)νχ (−kτ). (53)
We are particularly interested in the asymptotic behaviour of the solution
when the mode is well outside the horizon. On superhorizon scales, since
H(1)νχ (x ≪ 1) ∼
√
2/π e−i
pi
2 2νχ−
3
2 (Γ(νχ)/Γ(3/2)) x
−νχ, the fluctuation (53) be-
comes
uk(τ) = e
i(νχ− 12)pi2 2(νχ−
3
2)
Γ(νχ)
Γ(3/2)
1√
2k
(−kτ) 12−νχ. (54)
Thus we find that on superhorizon scales, the fluctuation of the scalar field
δχk ≡ uk/a with a non–vanishing mass is not exactly constant, but it acquires
a dependence upon time
|δχk| = 2(νχ−3/2) Γ(νχ)
Γ(3/2)
H√
2k3
(
k
aH
) 3
2
−νχ
(on superhorizon scales) (55)
Notice that the solution (55) is valid for values of the scalar field mass mχ 6
3/2H . If the scalar field is very light, mχ ≪ 3/2H , we can introduce the
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parameter ηχ = (m
2
χ/3H
2) in analogy with the slow–roll parameters ǫ and η
for the inflaton field, and make an expansion of the solution in Eq. (55) to
lowest order in ηχ = (m
2
χ/3H
2)≪ 1 to find
|δχk| = H√
2k3
(
k
aH
) 3
2
−νχ
, (56)
with
3
2
− νχ ≃ ηχ . (57)
Eq. (56) shows a crucial result. When the scalar field χ is light, its quantum
fluctuations, first generated on subhorizon scales, are gravitationally amplified
and stretched to superhorizon scales because of the accelerated expansion of
the Universe during inflation [165,167].
2.3.1 The power–spectrum
A useful quantity to characterize the properties of a perturbation field is the
power–spectrum. For a given random field f(t,x) which can be expanded in
Fourier space (since we work in flat space) as 6
f(t,x) =
∫ d3k
(2π)3/2
eik·x fk(t) , (58)
the (“dimensionless”) power–spectrum Pf(k) can be defined through
〈fk1f ∗k2〉 ≡
2π2
k3
Pf(k) δ(3) (k1 − k2) , (59)
where the angled brackets denote ensemble averages. The power–spectrum
measures the amplitude of the fluctuations at a give scale k; indeed from the
definition (59) the mean square value of f(t,x) in real space is
〈f 2(t,x)〉 =
∫ dk
k
Pf (k) . (60)
Thus, according to our definition the power–spectrum, Pf (k) is the con-
tribution to the variance per unit logarithmic interval in the wavenumber
6 The alternative Fourier–transform definition f(t,x) =
∫
d3k
(2π)3
eik·x fk(t) is also
used in this review.
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k. This is standard notation in the literature for the inflationary power–
spectrum. However, another definition of power–spectrum, given by the quan-
tity Pf(k) related to Pf (k) by the relation Pf (k) = 2π2Pf (k)/k3, or 〈fk1f ∗k2〉 =
Pf(k)δ
(3) (k1 − k2), will be also used in this review.
To describe the slope of the power–spectrum it is standard practice to define
a spectral index nf (k), through
nf (k)− 1 ≡ d lnPf
d ln k
. (61)
In the case of a scalar field χ the power–spectrum Pδχ(k) can be evaluated by
combining Eqs. (35), (36) and (37)
〈δχk1δχ∗k2〉 =
|uk|2
a2
δ(3)(k1 − k2) , (62)
yielding
Pδχ(k) = k
3
2π2
|δχk|2 , (63)
where, as usual, δχk ≡ uk/a.
The expression in Eq. (63) is completely general. In the case of a de Sitter
phase and a very light scalar field χ, with mχ ≪ 3/2H we find from Eq. (56)
that the power–spectrum on superhorizon scales is given by
Pδχ(k) =
(
H
2π
)2 ( k
aH
)3−2νχ
, (64)
where νχ is given by Eq. (57). Thus in this case the dependence on time is
tiny, and the spectral index slightly deviates from unity
nδχ − 1 = 3− 2νχ = 2ηχ. (65)
A useful expression to keep in mind is that of a massless free scalar field in de
Sitter space. In this case from Eq. (53) with νχ = 3/2 we obtain
δχk = (−Hτ)
(
1− i
kτ
)
e−ikτ√
2k
. (66)
The corresponding two–point correlation function for the Fourier modes is
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〈δχ(k1)δ∗χ(k2)〉= δ(3)(k1 − k2) H
2τ 2
2k1
(
1 +
1
k2τ 2
)
(67)
≈ δ(3)(k1 − k2) H
2
2k31
(for k1τ ≪ 1) , (68)
with a power–spectrum which, on superhorizon scales, is given by
Pδχ(k) =
(
H
2π
)2
, (69)
which is exactly scale invariant.
We conclude this section with an important remark. Fluctuations of the scalar
field can be generated on superhorizon scales as in Eq. (55) only if the scalar
field is light. In fact it can be shown that for very massive scalar fields
mχ ≫ 3/2H (when νχ in Eq. (57) becomes imaginary) the fluctuations of the
scalar field remain in the vacuum state and do not produce perturbations on
cosmologically relevant scales. Indeed, the amplitude of the power–spectrum
is damped exponentially as e−2m
2
χ/H
2
and the spectral index is equal to 4 [229].
2.4 Quantum fluctuations of a generic scalar field in a quasi–de Sitter stage
So far, we have analyzed the time evolution and compuited the spectrum of the
quantum fluctuations of a generic scalar field χ assuming that the scale–factor
evolves like in a pure de Sitter expansion, a(τ) = −1/(Hτ). However, during
Inflation the Hubble rate is not exactly constant, but changes with time as
H˙ = −ǫH2 (quasi–de Sitter expansion). In this subsection, we will solve for
the perturbations in a quasi–de Sitter expansion. According to the conclusions
of the previous section we consider a scalar field χ with a very small effective
mass, ηχ = (m
2
χ/3H
2)≪ 1, and we proceed by making an expansion to lowest
order in ηχ and the inflationary parameter |ǫ| ≪ 1. Thus from the definition
of the conformal time
a(τ) ≃ − 1
H
1
τ(1− ǫ) . (70)
and
a′′
a
= a2H2
(
2 +
H˙
H2
)
≃ 2
τ 2
(
1 +
3
2
ǫ
)
. (71)
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In this way we obtain again the Bessel equation (50) where now νχ is given by
νχ ≃ 3
2
+ ǫ− ηχ , (72)
to lowest order in ηχ and ǫ. Notice that the time derivatives of the slow–
roll parameters are next–order in the slow–roll parameters themselves, ǫ˙, η˙ ∼
O(ǫ2, η2), we can safely treat νχ as a constant to our order of approximation.
Thus the solution is given by Eq. (53) with the new expression of νχ. On large
scales and to lowest order in the slow–roll parameters we find
|δχk| = H√
2k3
(
k
aH
) 3
2
−νχ
. (73)
Notice that the quasi–de Sitter expansion yields a correction of order ǫ in
comparison with Eq. (56). Since on superhorizon scales from Eq. (73)
δχk ≃ H√
2k3
(
k
aH
)ηχ−ǫ
≃ H√
2k3
[
1 + (ηχ − ǫ) ln
(
k
aH
)]
, (74)
we get
|δχ˙k| ≃ |H ηχ δχk| ≪ |H δχk| , (75)
which shows that the fluctuations are (nearly) frozen on superhorizon scales.
Therefore, a way to characterize the perturbations is to compute their power–
spectrum on scales larger than the horizon, where one finds
Pδχ(k) ≃
(
H
2π
)2 ( k
aH
)3−2νχ
. (76)
Let us conclude this subsection with a comment. Indeed the spectrum of the
fluctuations of the scalar field χ in a quasi–de Sitter stage can be also obtained
ignoring the variation of the Hubble rate and at the end replace H by its value,
Hk, at the time when the fluctuation of wavenumber k leaves the horizon. The
fact that the fluctuations get frozen on superhorizon scales guarantees that we
get the exact result. From Eqs. (56) and (57) the power–spectrum obtained
with this approach would read
Pδχ(k) =
(
Hk
2π
)2 ( k
aH
)3−2νχ
, (77)
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with 3− 2νχ ≃ 2ηχ. In fact by using the relation
H ≃ Hk
[
1 +
H˙
H2
∣∣∣
k=aH
ln
(
aH
k
)]
≃ Hk
(
k
aH
)ǫ
, (78)
we reproduce our previous findings.
2.5 Correlation functions of a self interacting scalar field
The two–point correlation function or its Fourier transform, the power–spectrum,
corresponds to the magnitude of a given cosmological perturbation f(t,x). If
such a quantity is Gaussian distributed then the power–spectrum is all that is
needed in order to completely characterize it from a statistical point of view.
In fact, in such a case if we consider higher–order correlation functions we find
that all the odd correlation functions vanish, while the even correlation func-
tions can be simply expressed in terms of the two–point function. Another way
to say that is to introduce the connected part of the correlation functions, de-
fined as the part of the expectation value 〈f(t,x1)f(t,x2) · · ·f(t,x1)f(t,xN)〉
which cannot be expressed in terms of expectation values of lower order. For
a zero–mean random field, the second and third–order connected correlation
functions coincide with the correlation functions themselves, while at fourth–
order, for example, one can write
〈f(t,x1)f(t,x2)f(t,x3)f(t,x4)〉 =
〈f(t,x1)f(t,x2)〉〈f(t,x3)f(t,x4)〉+ 〈f(t,x1)f(t,x3)〉〈f(t,x2)f(t,x4)〉
+〈f(t,x1)f(t,x4)〉〈f(t,x2)f(t,x3)〉+ 〈f(t,x1)f(t,x2)f(t,x3)f(t,x4)〉c ,
(79)
where 〈·〉c denotes the connected part. Following the same hierarchical expan-
sion one can express correlations functions of higher order in a similar manner.
For the case of a Gaussian distributed perturbation f(t,x) all the connected
parts for N > 2 are zero. In particular it follows that the three–point function,
or its Fourier transform, the bispectrum represents the lowest–order statistics
able to distinguish non–Gaussian from Gaussian perturbations. Therefore a
large fraction of this review will focus on the study of the bispectrum of the
cosmological perturbations produced in different cosmological scenarios.
As an instructive example we start in this section by considering the bispec-
trum of a scalar field χ(t,x) during a de Sitter stage. Such a computation
can be performed by using the techniques of quantum field theory in curved
space–time. In the context of inflationary cosmologies these techniques have
been used in Refs. [11,82]. However, only recently some critical aspects of
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this approach have been clarified and a systematic formalism has been devel-
oped [182] (see also Ref. [46] for a critical investigation on the bases of such
a calculation). Therefore we will now summarize how to calculate higher or-
der correlation functions for a scalar field in a de Sitter space–time following
mainly Refs. [182,46].
Higher–order correlation functions are generated as soon as the scalar field
has some interaction with itself (or other fields). This amounts to saying that
the potential for χ contains some terms beyond the quadratic mass term, so
that the interaction part of the potential can be written as
Vint(χ) =
V (3)
3!
(δχ)3 +
V (4)
4!
(δχ)4 + · · · , (80)
where V (k) is the k–th derivative of the potential. The scalar field is quantized
as in Eq. (36) in terms of the eigenmodes uk(τ). We want to calculate the
correlation function for N–points 〈δχ(1)δχ(2) · · · δχ(N)〉. The N–point corre-
lation functions can be in fact expressed perturbatively in terms of those of
the free scalar field which have been computed in Section 2.3. To completely
take into account the effects of the interaction terms, the underlying idea is
that it is necessary to calculate expectation values for the actual vacuum state,
that is to say the interacting vacuum state, not just the free vacuum state |0〉
defined by the requirement that ak|0〉 = 0 for all k 7 . Such expectation values
are defined in the following way by using the interaction picture [182,46]
〈δ˜χ
k1
δ˜χ
k2
· · · δ˜χ
kN
〉 ≡ 〈0|U−1(τ0, τ)δ˜χk1 δ˜χk2 · · · δ˜χkNU(τ0, τ)|0〉 , (81)
where U(τ0, τ) is the time evolution operator defined as
U(τ0, τ) = exp
−i τ∫
τ0
dτ ′Hint(τ
′)
 . (82)
We have already moved to Fourier space where the calculations are easier.
Here τ0 is some early time at which the interactions of the field are supposed
to switch on, while Hint =
V (3)
3!
(δχ)3 + V
(4)
4!
(δχ)3 + · · · is the Hamiltonian
in the interaction picture. Thus, as it has been pointed out in Ref. [182] the
quantity in Eq. (81) doe not correspond to a scattering amplitude, where the
initial (at t → −∞) and the final (at t → +∞) states are considered as free
states. Moreover the expectation value defined in Eq. (81) is free of the critical
7 In Ref. [155,187,89] the non–Gaussian signatures on the CMB arising from infla-
tionary models with non–vacuum initial states for cosmological perturbations have
been addressed
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divergences that occur when calculating the correlation functions on the free
vacuum state in a de Sitter space–time, as explained in Ref. [46] (see also the
references therein).
To first order in Hint the evolution operator can be expanded as
U(τ0, τ) = I − i
τ∫
τ0
dτ ′Hint(τ
′) , (83)
and it follows that the connected part of the N–point correlation function is
given by
〈δ˜χk1 δ˜χk2 · · · δ˜χkN〉 = −i
τ∫
τ0
dτ ′ 〈0|[〈δ˜χk1 δ˜χk2 · · · δ˜χkN 〉, Hint(τ ′)]0〉 . (84)
The final result can be expressed in terms of the Green function [46]
G(k, τ, τ ′) =
1
2k
(
1− i
kτ
)(
1 +
i
kτ ′
)
exp[ik(τ ′ − τ)] , (85)
which can be obtained from the definition 〈0|δ˜χ(τ,k)δ˜χ(τ ′,k′)|0〉 = δ(3)(k +
k′)G(k, τ, τ ′) by employing perturbatively the solution of the free massless
scalar field (66).
Let us now consider a specific example where the scalar field potential contains
a cubic interaction term (λ/3!)χ3 [82,46] so that we can write
Hint =
λ
3!
δχ3 , (86)
where λ is a coupling constant. From Eq. (84) it then follows
〈δ˜χ
k1
δ˜χ
k2
δ˜χ
k3
〉 = −iλδ(3)(k1 + k2 + k3)×
τ∫
−∞
− dτ ′
Hτ ′
[G(k1, τ, τ
′)G(k2, τ, τ
′)G(k3, τ, τ
′)−G∗(k1, τ, τ ′)G∗(k2, τ, τ ′)G∗(k3, τ, τ ′)] .
(87)
Here τ corresponds to the conformal time at the end of inflation.
Such an integral depends on some combinations of the norms of the wavevec-
tors like π1 =
∑
i ki, π2 =
∑
i<j ki, π3 =
∑
i<j<k ki. Actually it can be performed
and expressed in the large scale limit, kiτ ≪ 1 for all i, as [46]
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〈δχ
k1
δχ
k2
δχ
k3
〉 = −λH
2
12
δ(3)(
∑
i ki)∏
k3i
[
−∑
i
k3i
(
γ + ζ3(ki) + log[−ktτ ]
)]
,
(88)
where we have switched to the field δχ = δ˜χ/a. In formula (88) kT = k1 +
k2 + k3, γ is the Euler constant γ ≈ 0.577 and ζ3(ki) is a function which can
be expressed in terms of the combinations πi. As it has been shown in detail
in Ref. [46] the function ζ(ki) weakly depends on the wavevectors and it is
always of the order of unity. 8
Notice that it is standard use to express this result as the sum of products of
the two–point correlation function on large scales given in Eq. (68)
〈δχk1δχk2δχk3〉 = ν3(ki)
∑
i
∏
J 6=i
H2
2k3j
, (90)
where
ν3(ki) =
λ
3H2
[
γ + ζ(ki) + log[−kT τ ]
]
. (91)
The term log[−kT τ ] corresponds to NkT = log (aend/akT ) which is the number
of e–foldings from the time the scale corresponding to kT leaves the horizon
during inflation and the end of inflation. Typically NkT ≈ 60 for observable
cosmological large scales and thus it dominates over the other terms which are
typically of the order of unity so that one can approximate
ν3(ki) ≈ −λNkT
3H2
. (92)
This result, first found in Refs. [11,82], has actually a very transparent phys-
ical interpretation [46]. The first two terms in Eq. (91) can be interpreted as
genuine quantum effects of the scalar field modes on scales smaller than the
cosmological horizon which leave a characteristic (scale–dependent) imprint at
8 The precise expression of ζ3(ki) is given by the appropriate limit k4 → 0 in the
expression
ζ4(ki) =
−π41 + 2π21π2 + π1π3 − 3π4
π1(π
3
1 − 3π1π2 + 3π3)
, (89)
where π4 =
∑
i<j<k<l ki. ζ4(ki) is the corresponding quantity that appears in the
connected part of the correlation functions for a potential λ4!χ
4 (see Ref. [46] for
more details).
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the time of horizon crossing. 9 On the other hand after a few e–foldings after
the modes leaves the horizon, the evolution of the field can be described in a
classical way and it just corresponds to the term proportional to the number
of e–foldings NkT .
In fact this can be shown by solving the Klein–Gordon equation for the scalar
field χ in a de Sitter background in the large–scale limit up to second order in
the perturbations. If we expand the scalar field as
χ(τ,x) = χ0(τ) + δχ(τ,x) = χ0(τ) + δ
(1)χ(τ,x) +
1
2
δ(2)χ(τ,x) , (93)
where we split the scalar field perturbation into a first and a second order
part, the evolution equation for δχ(2) on large scales reads in cosmic time (see
Ref. [3])
¨δ(2)χ + 3H ˙δ(2)χ+
∂2V
∂χ2
δ(2)χ = −∂
3V
∂χ3
(
δ(1)χ
)2
. (94)
In a slow–roll approximation Eq. (94) becomes
3H ˙δ(2)χ ≈ −∂
3V
∂χ3
(
δ(1)χ
)2
, (95)
whose solution is
δ(2)χ = − λ
3H2
Nk
(
δ(1)χ
)2
+ δ(2)χ(tk) , (96)
where Nk =
∫ tend
tk
Hdt = H∆t is the number of e–folds between the end
of inflation and the time tk the scale of wavenumber k leaves the horizon
during inflation and we have used the fact that V = (λ/3!)χ3. The integration
constant δ(2)χ(tk) is the value of the field at horizon-crossing and corresponds
to the terms coming from quantum effects on subhorizon scales. However as
it is evident from the result in Eq. (96) these terms will be subdominant with
9 Following Ref. [182] we just recall here how to perform the integrals like (87). One
can split them as integrals over the region outside the horizon, the region around
horizon crossing and the region much smaller than the horizon. Moreover in order
to take automatically into account that we are considering expectation values on
the interacting vacuum one has to deform the τ integration contour so that it has
some evolution in Euclidean time. This is achieved by the change τ → τ + iε|τ |,
for large |τ |. In this way since on subhorizon scales the fields oscillate rapidly, the
integration over the region deep inside the horizon does not give any contribution.
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respect to that corresponding to the scalar field dynamics occurring once the
mode leaves the horizon. 10
We conclude this section with some further comments. Such calculations are
performed without taking into account any perturbation of the metric, such as
the gravitational potential. Notice that if the scalar field χ is the inflaton field
then according to these results the magnitude of the non–linearity parameter
fNL for the gravitational potential should be proportional to λ and then in
terms of the slow–roll parameters fNL ≃ O(ξ2), where ξ2 =M2P (V (1)V (3)/V (2))
which is second–order in the slow–roll parameters. However, it has been shown
in Refs. [86,85] (see also Ref. [26]) that, when accounting also for the non–
linearities in the metric perturbations the level of non–Gaussianity turns out
to be fNL ≃ O(ǫ, η). In fact the main contribution to the non–Gaussianity in
single–field models of slow–roll inflation comes from the non–linear gravita-
tional perturbations, rather than the inflaton self–interactions. The authors
of Ref. [86] have used the so–called stochastic approach to inflation [275](for
a more recent approach, see Ref. [189]). Such a result has been also recently
obtained in a more rigorous way in Refs. [3,182] by studying the perturba-
tions in the metric and in the inflaton field up to second order in deviations
from the homogeneous background until the end of inflation. These results
show a general principle holding for single–field models of slow–roll inflation.
In order to have a period of inflation the inflaton potential must be very flat
(i.e ǫ, |η| ≪ 1), therefore the self–interaction terms in the inflaton potential
and the gravitational coupling must very small and then non–linearities are
suppressed too. On the other hand if the scalar field χ is different from the
inflaton and it gives a negligible contribution to the total energy density, its
10 Notice that such a result, obtained computing second–order perturbations is com-
pletely equivalent to solving the equation of motion for the scalar field outside the
horizon using a perturbative expansion in the coupling λ, as done in Ref. [46]. The
equation of motion is
χ¨+ 3Hχ˙ = −∂V
∂χ
, (97)
neglecting spatial gradients. This is equivalent to consider χ in this equation as a
filtered field on scales that leave the horizon at a given time tk [46]. At zeroth order
in λ the solution χ(0) is a Gaussian field which remains constant. The first order
correction then satisfies
χ¨(1) + 3Hχ˙(1) = −
∂V
∂χ
(χ(0)) , (98)
which for a potential V (χ) = λχ3/3! gives
χ(1) = χ(1)(tk)−
λ
2
(
χ(0)
)2 t− tk
3H
= χ(1)(tk)−
λ
2
(
χ(0)
)2 Nk
3H2
. (99)
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self–interactions are not constrained by any inflationary slow–roll condition,
and thus sizeable non–Gaussianities can be generated. This is the scenario
which has been proposed for example in Ref. [11]. However, in this case the
perturbations produced have a very little impact on the total energy den-
sity perturbation since the energy density of the scalar field is subdominant
(the so–called isocurvature perturbations), and this kind of scenario is not
in accordance with present observational data. There is one more interesting
possibility for the self–interactions of a scalar field to play an important role
in producing non–Gaussian signatures. If the subdominant scalar field χ is
coupled to the inflaton field then it is possible that non–Gaussianities intrin-
sic in the scalar field χ are transferred to the inflaton sector, as it was first
proposed in Ref. [30]. We will come back to this scenario in detail in Sec. 9.1.
The intrinsic non–linearities of the scalar fields present during inflation are
only a possible source of non–Gaussianity. Indeed, even if the fluctuations of
the scalar field χ are Gaussian distributed, it is possible that their energy den-
sity perturbations have some non–linearity. This is the case, for instance, of a
scalar field χ different from the inflaton with a quadratic potential V (χ) ∝ χ2
leading to a vacuum expectation value 〈χ〉 = 0, as it has been proposed in
Ref. [168] (see also [210]) In this case the energy density perturbations are not
given by the usual linear contribution δρχ ∝ χδχ but will be non–Gaussian
with δρχ ∝ δχ2. Actually such a quadratic contribution to the primordial en-
ergy density perturbations is the key feature of the non–Gaussianities in the
curvaton scenario [176].
The gravitational dynamics itself introduces important non–linearities, which
will contribute to the final non–Gaussianity in the large–scale CMB anisotropies.
In fact as it has been shown in Ref. [31] it is just because of the non–linear
gravitational dynamics that the tiny non–Gaussianity produced during infla-
tion gets amplified in the post–inflationary evolution.
2.6 Metric perturbations and the energy–momentum tensor
In the previous sections we have shown how perturbations in a generic scalar
field χ are generated on superhorizon scales during an inflationary period. This
is the first step to understand the production and evolution of the cosmolog-
ical perturbations in the different scenarios we are going to consider. In the
standard single–field inflation, as well as in the curvaton and inhomogeneous
reheating scenarios cosmological perturbations can be traced back initially to
fluctuations of scalar fields; then they evolve in the radiation–dominated phase
and, subsequently, in the matter and dark energy–dominated phases.
Let us first focus on the generation of the perturbations of scalar fields and
make some remarks. As we have already emphasized in the discussion of the
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previous section, so far we have neglected the perturbations in the metric ten-
sor around the homogeneous FRW background. In the case of the inflaton field
taking into account the metric perturbations is of primary importance. The
reason is very simple. The inflaton field drives the accelerated inflationary
expansion, which means that it dominates the energy density of the Uni-
verse at that time. Thus any perturbation in the inflaton field δϕ implies
a perturbation of the energy–momentum tensor δTµν , and a perturbation in
the energy–momentum tensor implies, through Einstein’s equations of motion
Gµν = 8πGNTµν , a perturbation of the metric. On the other hand perturba-
tions in the metric affect the evolution of the inflaton fluctuations δϕ through
the perturbed Klein–Gordon equation. We thus conclude that in the standard
scenario of inflation perturbations of the inflaton field and perturbations of
the metric are tightly coupled to each other and have to be studied together.
Indeed this is the correct way to proceed. A very general scenario for the
generation of the cosmological perturbations is one where other scalar fields
χI are present besides the inflaton. This could be the case of inflation driven
by several scalar fields whose contribution to the total energy density is com-
parable (multi–field inflation), or the case where the extra scalar fields are
subdominant [164,274,198,231,166,129,132,200,168,228,152,93,28,29]. In such
a general scenario a consistent way to study the production of cosmological
fluctuations is to perturb both the scalar fields and the metric. The metric
perturbations will then have a feedback also on the evolution of the subdomi-
nant scalar fields. Moreover, in such a general picture the different scalar fields
can interact with one another through a generic potential V (ϕ, χI), while we
have neglected such interactions for the scalar field χ so far.
During the radiation/matter–dominated eras, as we see again from the Ein-
stein equations, a consistent study of the cosmological perturbations must take
into account perturbations both in the energy momentum–tensor and in the
metric tensor. We shall see that the relation between the energy–momentum
perturbations and the metric is also justified in light of gauge issues. In fact
we shall introduce some gauge–invariant quantities that mix both matter and
metric perturbations. This will be essential in order to study the evolution of
metric perturbations during the different stages, from the early period of infla-
tion/reheating to the subsequent radiation and matter dominated epochs. As
pointed out in the Introduction, in order to keep track of the non–Gaussianity
of the cosmological perturbations throughout these different stages we per-
form our analysis up to second order in the perturbations. In particular we
will focus on some quantities which are gauge–invariant up to second order,
and which allow us to follow the evolution of the metric perturbations (the
gravitational potentials) taking into account the different second–order con-
tributions to the non–linearities of the perturbations.
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3 Cosmological perturbations at first and second order
In order to study the perturbed Einstein’s equations, we first write down the
perturbations on a spatially flat FRW background following the formalism of
Refs. [53,188,3]. We shall first consider the fluctuations of the metric, and then
the fluctuations of the energy–momentum tensor. Hereafter greek indices will
be taken to run from 0 to 3, while latin indices, labelling spatial coordinates,
will run from 1 to 3. If not otherwise specified we will work with conformal
time τ , and primes will denote differentiation with respect to τ .
3.1 The metric tensor
The components of a spatially flat FRW metric perturbed up to second order
can be written as
g00=−a2(τ)
(
1 + 2φ(1) + φ(2)
)
,
g0i= a
2(τ)
(
ωˆ
(1)
i +
1
2
ωˆ
(2)
i
)
,
gij = a
2(τ)
[
(1− 2ψ(1) − ψ(2))δij +
(
χˆ
(1)
ij +
1
2
χˆ
(2)
ij
)]
. (100)
The functions φ(r), ωˆ
(r)
i , ψ
(r) and χˆ
(r)
ij , where (r) = (1), (2), stand for the rth–
order perturbations of the metric. Notice that such an expansion could a
priori include terms of arbitrary order [188], but for our purposes the first
and second–order terms are sufficient. It is standard use to split the pertur-
bations into the so–called scalar, vector and tensor parts according to their
transformation properties with respect to the 3-dimensional space with met-
ric δij , where scalar parts are related to a scalar potential, vector parts to
transverse (divergence–free) vectors and tensor parts to transverse trace–free
tensors. Thus in our case
ωˆ
(r)
i = ∂iω
(r) + ω
(r)
i , (101)
χˆ
(r)
ij = Dijχ
(r) + ∂iχ
(r)
j + ∂jχ
(r)
i + χ
(r)
ij , (102)
where ωi and χi are transverse vectors, i.e. ∂
iω
(r)
i = ∂
iχ
(r)
i = 0, χ
(r)
ij is a
symmetric transverse and trace–free tensor, i.e. ∂iχ
(r)
ij = 0, χ
i(r)
i = 0) and
Dij = ∂i∂j − (1/3) δij∇2 is a trace–free operator. 11
11 Here and in the following latin indices are raised and lowered using δij and δij,
respectively.
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Let us recall that the reason why such a splitting has been introduced [20,128]
is that, at least in linear theory, these different modes are decoupled from
each other in the perturbed evolution equations, so that they can be studied
separately. As we shall see throughout the following sections this property does
not hold anymore beyond the linear regime where second–order perturbations
are coupled – sourced – by first–order perturbations.
For our purposes the metric in Eq. (100) can be simplified. The fact that
first–order vector perturbations have decreasing amplitudes and that are not
generated in the presence of scalar fields, allows us to conclude that they can
be safely disregarded. Moreover, the first–order tensor part gives a negligible
contribution to second–order perturbations. Thus, in the following we will
neglect ω
(1)
i , χ
(1)
i and χ
(1)
ij . However the same reasoning does not apply to
second–order perturbations. Since in the non–linear case scalar, vector and
tensor modes are dynamically coupled, the second–order vector and tensor
contributions are generated by first–order scalar perturbations even if they
were initially zero [188]. Thus we have to take them into account and we shall
use the metric
g00=−a2(τ)
(
1 + 2φ(1) + φ(2)
)
,
g0i= a
2(τ)
(
∂iω
(1) +
1
2
∂iω
(2) +
1
2
ω
(2)
i
)
,
gij = a
2(τ)
[(
1− 2ψ(1) − ψ(2)
)
δij +Dij
(
χ(1) +
1
2
χ(2)
)
+
1
2
(
∂iχ
(2)
j + ∂jχ
(2)
i + χ
(2)
ij
)]
. (103)
The contravariant metric tensor is obtained by requiring (up to second order)
that gµνg
νλ = δλµ and is given by
g00=−a−2(τ)
(
1− 2φ(1) − φ(2) + 4
(
φ(1)
)2 − ∂iω(1)∂iω(1)) ,
g0i= a−2(τ)
[
∂iω(1) +
1
2
(
∂iω(2) + ωi(2)
)
+ 2
(
ψ(1) − φ(1)
)
∂iω(1)
− ∂iω(1)Di kχ(1)
]
,
gij = a−2(τ)
[(
1 + 2ψ(1) + ψ(2) + 4
(
ψ(1)
)2)
δij −Dij
(
χ(1) +
1
2
χ(2)
)
− 1
2
(
∂iχj(2) + ∂jχi(2) + χij(2)
)
− ∂iω(1)∂jω(1)
− 4ψ(1)Dijχ(1) +Dikχ(1)Djkχ(1)
]
. (104)
Using gµν and g
µν one can calculate the connection coefficients Γαβγ and the
Einstein tensor components Gµν up to second order in the metric fluctuations.
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We report their complete expressions in Appendix A; they can be also found
in Ref. [3].
Let us conclude this section by noting that in the following we we will often
adopt the Poisson gauge [48,178] which is defined by the condition ω(r) =
χ(r) = χ
(r)
i = 0. Then, one scalar degree of freedom is eliminated from g0i and
one scalar and two vector degrees of freedom from gij. This gauge generalizes
the so–called longitudinal gauge to include vector and tensor modes.
3.2 The energy–momentum tensor
In this section we shall consider a fluid characterized by the energy–momentum
tensor
T µν = (ρ+ P )u
µuν + Pδ
µ
ν , (105)
where ρ is the energy density, P the pressure, and uµ is the fluid four–velocity
subject to the constraint gµνuµuν = −1. Notice that we do not include any
anisotropic stress term in our energy–momentum tensor, i.e. we make the
perfect fluid hypothesis, since in the different scenarios we are going to dis-
cuss anisotropic stresses are not present, as we only deal with scalar fields,
matter and radiation components. Indeed, we devote a specific section to the
energy–momentum tensor of a scalar field, given its importance for the stan-
dard scenario of inflation. Here, we also restrict ourselves to the case where
the equation of state of the fluid w = P/ρ is constant, with w = 1/3 for a
radiation fluid and w = 0 for collisionless matter (dust). We now expand the
basic matter variables uµ, ρ and P up to second order in the perturbations
around the homogeneous background. For the velocity we write
uµ =
1
a
(
δµ0 + v
µ
(1) +
1
2
vµ(2)
)
. (106)
From the normalization condition we obtain
v0(1)=−φ(1),
v0(2)=−φ(2) + 3
(
φ(1)
)2
+ 2 ∂iω
(1)v(1) + v
(1)
i v
i
(1) . (107)
Notice that the velocity perturbation vi(r) also splits into a scalar (irrotational)
and a vector (solenoidal) part, as
vi(r) = ∂
iv(r) + v
i
(r)S , (108)
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with ∂iv
i
(r)S = 0. According to what we said in the previous section we can
neglect the linear vector velocity perturbation. 12
Using the metric of Eq. (103) we find for uµ = gµνu
ν
u0= a
(
−1− φ(1) − 1
2
φ(2) +
1
2
(
φ(1)
)2 − 1
2
v
(1)
i v
i
(1)
)
,
ui= a
(
v
(1)
i + ∂iω
(1) +
1
2
v
(2)
i +
1
2
ω
(2)
i − φ(1)∂iω(1) − 2ψ(1)v(1)i (109)
+ Dijχ
(1)vj(1)
)
.
The energy density ρ can be split into a homogeneous background ρ0(τ) and
a perturbation δρ(τ, xi) as follows
ρ(τ, xi) = ρ0(τ) + δρ(τ, x
i) = ρ0(τ) + δ
(1)ρ(τ, xi) +
1
2
δ(2)ρ(τ, xi) , (110)
where the perturbation has been expanded into a first and a second–order
part. The same decomposition can be adopted for the pressure P , where in
our case δP = wδρ.
Using the expression (110) for the energy density and the expressions for the
velocity into Eq. (105) we calculate T µν up to second order and we find
T µν = T
µ(0)
ν + δ
(1)T µν + δ
(2)T µν , (111)
where T µ(0)ν corresponds to the background value, and
T
0(0)
0 + δ
(1)T 00=−ρ0 − δ(1)ρ , (112)
δ(2)T 00=−
1
2
δ(2)ρ− (1 + w) ρ0v(1)i vi(1) − (1 + w) ρ0 ∂iω(1)vi(1) , (113)
T
i(0)
0 + δ
(1)T i0=− (1 + w) ρ0vi(1) , (114)
δ(2)T i0=− (1 + w) ρ0
[
1
2
vi(2) +
(
ψ(1) +
δ(1)ρ
ρ0
)
vi(1)
]
, (115)
12 Notice, however, that in the following expression for the perturbed energy–
momentum tensor we are still completely general by including also linear vector
and tensor perturbation modes.
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T
i(0)
j + δ
(1)T ij =wρ0
(
1 +
δ(1)ρ
ρ0
)
δij , (116)
δ(2)T ij =
1
2
w δ(2)ρ δij + (1 + w) ρ0v
i
(1)
(
v
(1)
j + ∂jω
(1)
)
. (117)
A comment is in order here. As it can be seen from Eq. (103) and Eqs. (113),
(115) and (117) the second–order perturbations always contain two different
contributions, quantities which are intrinsically of second order, and quan-
tities which are given by the product of two first–order perturbations. As
a consequence, when considering the Einstein equations to second order in
Section 4.2, first–order perturbations behave as a source for the intrinsically
second–order fluctuations. This is an important issue which was pointed out
in different works on second–order perturbation theory [280,281,190,191,188]
and it plays a central role in deriving our main results on non–Gaussianity of
cosmological perturbations.
3.3 Gauge dependence at second order
In the previous sections we have defined the perturbation δT in a given quan-
tity T considering the difference between the physical value of T (the perturbed
one) and the background unperturbed value T0, and in the specific we have
then expanded such a perturbation in a first and a second–order part. How-
ever the theory of perturbations in General Relativity intrinsically encodes a
certain degree of arbitrariness in performing such a comparison between the
physical and the reference background quantities. This is because we consider
perturbations of the space–time itself on which a given quantity is defined.
Thus we deal with two different space–times, the real physical space–time
and the unperturbed background (which in our case is the FRW space–time),
where T and T0 are defined respectively. In order to compare the value of
T with the reference value T0 it is necessary to establish a map, that is a
one–to–one correspondence, between the physical and the background space–
times. Such a map is a gauge choice, and a change of the map is a gauge
transformation. From the point of view of a set of coordinates this means
a change of the coordinates. However the gauge choice is not unique, since
General Relativity is a theory based on the freedom of changing locally the
system of coordinates. Therefore the value of the perturbation in the generic
quantity T depends on the gauge, or in other words, the perturbation δT will
transform after a change of coordinates thus acquiring different values, which
nonetheless are on the same footing. This is the issue of gauge–dependence,
which holds at any order of perturbations. There are two options to avoid
such an ambiguity: identify combinations of perturbations which are gauge–
invariant quantities, that is to say quantities which are independent of the
gauge transformation, or choosing a given gauge and perform the calculations
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in that gauge. The second option could introduce pure gauge–modes, which
have no physical meaning, and must be eliminated from the solutions. The
gauge–dependence has been widely studied within linear perturbation theory
in different papers [246,276,20,78,277] and discussed specifically in the con-
text of cosmological perturbations in some reviews [128,207]. Only recently
the gauge issue has been addressed in a systematic way beyond the linear
regime [53,267,188] giving a full description of gauge transformations at sec-
ond order.
It is not the purpose of this review to describe in detail gauge–transformations
for second–order perturbations, and we refer the reader to detailed papers
on the subject [53,267]. We want indeed to focus on some gauge–invariant
quantities which play a major role when study the evolution of second–order
perturbations and which allow us to determine accurately the resulting non–
Gaussianity. Thus in the following we just give some of the transformation
rules that cosmological perturbations around a flat FRW background obey to
up to second order. They can be useful to check some of the gauge–invariant
quantities we shall introduce.
3.3.1 Gauge transformations
Let us consider an infinitesimal coordinate transformation up to second order
x˜µ(λ) = xµ − ξµ(1) −
1
2
(
ξµ(1),νξ
ν
(1) + ξ
µ
(2)
)
, (118)
where ξ
(µ)
(r) (τ, x
i) are vector fields defining the gauge transformation, being re-
garded as quantities of the same order as the perturbation variables. Specifying
their time and space components, one can write
ξ0(r) = α(r) , (119)
and
ξi(r) = ∂
iβ(r) + d
i
(r) , (120)
where we have split the space component into a scalar and a vector part with
∂id
(r)i = 0. From a practical point of view fixing a gauge is equivalent to
fixing a coordinate system. In particular the function ξ0(r) selects constant-
τ hypersurfaces, i.e. a time–slicing, while ξi(r) selects the spatial coordinates
within those hypersurfaces.
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If we now expand a generic tensor T (τ, xi) defined in the real physical word
up to second order as
T (τ, xi) = T0 + δT (τ, x
i) = T0 + δ
(1)T (τ, xi) +
1
2
δ(2)T (τ, xi) , (121)
where T0 is the background value, then its perturbations transform as [188]
δ˜(1)T = δ(1)T +£ξ(1)T0 , (122)
δ˜(2)T = δ(2)T + 2£ξ(1)δ
(1)T +£2ξ(1)T0 +£ξ(2)T0 , (123)
where £ξ(r) is the Lie derivative along the vector ξ
µ
(r).
Thus, for example, the energy density perturbation transforms at first order
as
δ˜(1)ρ = δ(1)ρ+ ρ′0α(1) , (124)
and at second order as [188]
δ˜(2)ρ= δ(2)ρ+ ρ′0α(2) + α(1)
(
ρ′′0α(1) + ρ
′
0α
′
(1) + 2δ
(1)ρ′
)
+ ξi(1)
(
ρ′0α
(1)
,i + 2δρ,i
)
. (125)
By transforming the metric tensor perturbations δ(1)gµν and δ
(2)gµν in the
metric (103) according to Eq. (122) and Eq. (123) one finds that the metric
perturbation ψ = ψ(1) + 1
2
ψ(2) transforms at first order as
ψ˜(1) = ψ(1) − 1
3
∇2β(1) − a
′
a
α(1) , (126)
and at second order as [188]
ψ˜(2)=ψ(2) + α(1)
[
2
(
ψ(1)′ + 2
a′
a
ψ(1)
)
−
(
a′′
a
+
a′2
a2
)
α(1) − a
′
a
α′(1)
]
+ ξi(1)
(
2ψ
(1)
,i −
a′
a
α
(1)
,i
)
− 1
3
(
−4ψ(1) + α(1)∂0 + ξi(1)∂i + 4
a′
a
α(1)
)
∇2β(1)
− 1
3
(
2ω,i(1) − α,i(1) + ξi′(1)
)
α
(1)
,i −
1
3
(
2χ
(1)
ij + ξ
(1)
i,j + ξ
(1)
j,i
)
ξj,i(1) −
a′
a
α(2)
− 1
3
∇2β(2) . (127)
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3.4 Second–order gauge–invariant perturbations
In linear theory a gauge–invariant treatment of cosmological perturbations
was introduced by Bardeen in his seminal work [20]. As far as non–linear
perturbations are concerned the first results were found in Refs. [249,250,4],
using a gradient–expansion technique (or long–wavelength approximation),
and in Refs. [3,182], using a second–order perturbative approach. In these
works a generalization of the so–called curvature perturbation to linear order
was found in the context of single–field models of inflation, and its constancy in
time was proved. Refs. [249,250,3,182] focused on the study of non–Gaussianity
of cosmological perturbations. These were the first papers to fully account for
– at least during the inflationary epoch – the different second–order effects
both in the inflaton field and in the metric perturbations.
However no gauge–invariant theory for non–linear perturbations in the context
of cosmological perturbations has been built up until some very recent papers
on the subject [177,185,241,213,242]. Specifically the authors of Refs. [177,185]
use a second–order perturbative approach, while in Ref. [241,242] a long–
wavelength approximation is employed. Also, we refer the reader to Refs. [52,212],
where the issue of gauge–invariance at second and higher order has been ad-
dressed from a broader point of view.
We now give the expressions of some quantities which are gauge–invariant up
to second order in the perturbations and which we shall use to follow the non–
Gaussianity of cosmological perturbations from an early period of inflation
through reheating and deep into the radiation/matter dominated epochs. In
particular we give particular relevance to the gauge–invariant definition of
curvature perturbations.
3.5 The curvature perturbation on spatial slices of uniform density
At linear order the intrinsic spatial curvature on hypersurfaces on constant
conformal time τ and for a flat Universe is given by [20,128]
(3)R =
4
a2
∇2 ψˆ(1) , (128)
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where for simplicity of notation 13 we have indicated
ψˆ(1) = ψ(1) +
1
6
∇2χ(1) . (129)
The quantity ψˆ(1) is usually referred to as the curvature perturbation. However
the curvature perturbation ψ(1) is not gauge invariant, but is defined only on a
given slicing. In fact, under a transformation on constant time hypersurfaces
τ → τ + α(1) (change of the slicing in Eq. (126))
ψˆ(1) → ψˆ(1) − Hα(1) , (130)
where we have used Eq. (126) and the transformation χ˜(1) = χ(1)+2β(1) [188].
If we consider the slicing of uniform energy density which is defined to be
the slicing where there is no perturbation in the energy density, δρ = 0, from
Eq. (124) we have α(1) = δ
(1)ρ/ρ′0 and the curvature perturbation ψˆ
(1) on
uniform density perturbation slices – usually indicated by −ζ (1) is given by
− ζ (1) ≡ ˜ˆψ(1)|ρ = ψˆ(1) + Hδ(1)ρ
ρ′0
. (131)
This quantity is gauge–invariant and it is a clear example of how to find a
gauge–invariant quantity by selecting in an unambiguous way a proper time
slicing. It was first introduced in Refs. [22,21] as a conserved quantity on large
scales for purely adiabatic perturbations.
Notice that such a combination can be regarded also as the density pertur-
bation on uniform curvature slices, where ψ(1) = χ(1) = 0, the so–called spa-
tially flat gauge [128]. The energy density ρ here has to be regarded as the
total energy density. If the matter content of a system is made of several fluids
it is possible to define similarly the curvature perturbations associated with
each individual energy density components ρi, which to linear order are given
by [175,186]
13 Notice that our notation is different from that of Refs. [207,183,185] for the pres-
ence of Dij in the metric (100), while it is closer to the one used in Refs. [20,128].
As far as the first–order perturbations are concerned the metric perturbations ψ
and E of Refs. [207,183] are given in our notation as ψ = ψ(1) + (1/6)∇2χ(1) and
E = χ(1)/2, respectively. The same is true at second order for the perturbation
variables ψ2 and E2 of Ref. [185], which in terms of our quantities are given by
ψ2 = ψ
(2) + (1/6)∇2χ(2) and E2 = χ(2)/2. However, no difference appears in the
calculations when using the Poisson gauge or the spatially flat gauge, or when con-
sidering the perturbation evolution on large scales.
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ζ
(1)
i =−ψˆ(1) − H
(
δ(1)ρi
ρ′i
)
. (132)
Here and in the following, if not specified, we drop the subscript ‘0’ refer-
ring to the background quantities for simplicity of notation. Notice that the
total curvature perturbation in Eq. (131) is given in terms of the individual
curvature perturbations as
ζ (1) =
∑
i
ρ′i
ρ
ζ
(1)
i . (133)
We now come to the generalization at second order of the gauge–invariant
curvature perturbation of Eq. (131). As in Eq. (103) we can define the gravi-
tational potential ψ up to second order as ψ = ψ(1)+ 1
2
ψ(2) and we expand the
energy density as in Eq. (110). The authors of Refs. [177,185] 14 have shown
that the second–order curvature perturbation on uniform (total) density hy-
persurfaces is given by the quantity (up to a gradient term)
− ζ (2)= ˜ˆψ(2)|ρ
= ψˆ(2) + Hδ
(2)ρ
ρ′
− 2Hδ
(1)ρ′
ρ′
δ(1)ρ
ρ′
− 2δ
(1)ρ
ρ′
(
ψˆ(1)′ + 2Hψˆ(1)
)
+
(
δ(1)ρ
ρ′
)2 (
Hρ
′′
ρ′
− H′ − 2H2
)
, (134)
where as in Eq. (129) we have used the shorthand notation ψˆ(2) = ψ(2) +
1
6
∇2χ(2). As explained in Refs. [177,185] the quantity ζ (2) is gauge–invariant,
being constructed on a well–defined time slicing corresponding to spatial hy-
persurfaces where δ(1)ρ = δ(2)ρ = 0. In a similar manner to linear order let
us introduce the gauge–invariant curvature perturbations ζ
(2)
i at second order
relative to a particular component. These quantities will be given by the same
formula as Eq. (134) relatively to each energy density ρi
− ζ (2)i = ψˆ(2) + H
δ(2)ρi
ρ′i
− 2Hδ
(1)ρ′i
ρ′i
δ(1)ρi
ρ′i
− 2δ
(1)ρi
ρ′i
(
ψˆ(1)′ + 2Hψˆ(1)
)
+
(
δ(1)ρi
ρ′i
)2 (
Hρ
′′
i
ρ′i
− H′ − 2H2
)
. (135)
14 The reader is also referred to Refs. [3,182,240] for related quantities and defini-
tions.
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3.6 Adiabatic and entropy perturbations
The gauge–invariant curvature perturbations introduced in the previous sec-
tions are usually adopted to characterize the so–called adiabatic perturbations.
In fact adiabatic perturbations are such that a net perturbation in the total
energy density and – via the Einstein equations – in the intrinsic spatial cur-
vature are produced. However, as we have seen, neither the energy density nor
the curvature perturbations are gauge–invariant, hence the utility of using
the variable ζ = ζ (1) + 1
2
ζ (2) to define such perturbations. Thus the notion of
adiabaticity applies when the properties of a fluid, in the physical perturbed
space–time, can be described uniquely in terms of its energy density ρ. For ex-
ample, the pressure perturbation will be adiabatic if the pressure is a unique
function of the energy density P = P (ρ) (see Ref. [177] for an exhaustive
discussion on this point).
On the other hand, by the same token, to define a non–adiabatic (or entropy)
perturbation of a given quantity X it is necessary to “extract” that part
of the perturbation which does not depend on the energy density. A very
general prescription to do that is to consider the value of the perturbation
δX = δ(1)X + 1
2
δ(2)X on the hypersurfaces of uniform energy density
δXnad ≡ δ˜X|ρ , (136)
since this quantity will vanish for adiabatic perturbations when X = X(ρ).
Specifically the non–adiabatic pressure perturbation will be given by the pres-
sure perturbation on slices of uniform energy density δ˜P |ρ. Being specified
in a non–ambiguous slicing, the entropy perturbations defined in Eq. (136)
turn out to be gauge–invariant. Notice that such a definition holds true both
when considering quantities on the uniform total energy density hypersurfaces
and when considering hypersurfaces of uniform energy density relative to each
individual component when more than one fluid is present.
Before moving to the explicit expressions for the first and second–order adia-
batic and entropy perturbations an important remark is in order. In general
the perturbations will not be exclusively of adiabatic or of entropy type, but
both perturbation modes will be present. Indeed, as we will see in the next sec-
tion the non–adiabatic pressure perturbation δ˜P |ρ sources the total curvature
perturbation ζ on large scales. Such a coupling is the mechanism responsi-
ble for the generation of cosmological perturbations in the curvaton and in
the inhomogeneous reheating scenarios, contrary to the standard single–field
inflationary scenario where only adiabatic perturbations are involved.
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3.6.1 Adiabatic and entropy perturbations at first order
At first order the non–adiabatic pressure perturbation is given by [20,128]
δ(1)Pnad ≡ δ˜(1)P |ρ = δ(1)P − c2sδ(1)ρ , (137)
where c2s = P
′
0/ρ
′
0 is the adiabatic sound speed of the fluid. As a check of what
we said above, notice that indeed this quantity is gauge–invariant.
It can be shown that in the presence of more than one fluid the total non–
adiabatic pressure perturbation can be split into two parts
δ(1)Pnad = δ
(1)Pint + δ
(1)Prel . (138)
The first part is given by the sum of the intrinsic entropy perturbation of each
fluid
δ(1)Pint =
∑
i
δ(1)Pintr,i , (139)
where
δ(1)Pintr,i = δ
(1)Pi − c2i δ(1)ρi (140)
is the intrinsic non–adiabatic pressure perturbation of that fluid (which is a
gauge–invariant quantity) with c2i = pi
′/ρi′ the adiabatic sound speed of the
individual fluid. The second part is given by the relative entropy perturbation
between different fluids [186]
δ(1)Prel =
1
6Hρ′
∑
ij
ρ′iρ
′
j
(
c2i − c2i
)
S(1)ij , (141)
where Sij is the relative energy density perturbation whose gauge–invariant
definition is expressed in terms of the curvature perturbations ζ
(1)
i of Eq. (132)
as [290,186]
S(1)ij = 3
(
ζ
(1)
i − ζ (1)j
)
. (142)
Notice that for fluids with no intrinsic entropy perturbations, the pressure
perturbation will be adiabatic if the relative entropy perturbations vanish
ζ
(1)
i = ζ
(1)
j . (143)
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In such a case this is the condition to have pure adiabatic perturbations. As a
consequence, from Eq. (133) we see that the total curvature is equally shared
by the different components ζ (1) = ζ
(1)
i .
On the other hand a pure isocurvature perturbation is such that the individ-
ual components compensate with each other in order to leave the curvature
perturbation unperturbed. This is the reason why these are also referred to as
isocurvature perturbations.
In Refs. [184,290] it has been shown how to derive the evolution equation for
the curvature perturbation ζ (1) simply from the continuity equation for the
energy density, without making any use of Einstein’s equations. The result is
that even on large scales the curvature perturbation can evolve being sourced
by the non–adiabatic pressure of the system according to [90,174,184,290]
ζ (1)
′
= − H
ρ+ P
δ(1)Pnad . (144)
For purely adiabatic perturbations the curvature perturbation is conserved on
large scales, thus making ζ (1) the proper quantity to characterize the ampli-
tude of adiabatic perturbations. Eq. (144) shows in particular that the notion
of isocurvature perturbation is valid only at some initial epoch. 15 Indeed
the fact that the non–adiabatic pressure perturbation sources the curvature
perturbation on large scales was already known in the literature [20,207,195]
However, it was only recently that this issue has received renewed attention,
being applied in the context of the curvaton scenario as an alternative way to
produce adiabatic density perturbation starting from an initial entropy mode.
3.6.2 Adiabatic and entropy perturbations at second order
Up to second order in the perturbations it has been shown that the gauge–
invariant non–adiabatic pressure perturbation is given by [185]
15On the other hand, as far as the evolution of the entropy perturbation itself
is concerned, it has been shown that the non–adiabatic part of a perturbation is
sourced on large scales only by other entropy perturbations, and that there is no
source term coming from the overall curvature perturbation [175]. If we indicate
generically an entropy perturbation as S then its equation of motion on large scales
reads
S ′ = βHS ,
where β is a time–dependent function which depends on the particular system un-
der study. This result has also been obtained on very general grounds within the
“separate Universe approach” of Ref. [290].
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δ(2)Pnad ≡ δ˜(2)P |ρ= δ(2)P − P
′
ρ′
δ(2)ρ+ P ′
[
2
(
δ(1)
′
ρ
ρ′
− δ
(1)′P
P ′
)
δ(1)ρ
ρ′
+
(
P ′′
P
− ρ
′′
ρ
)(
δ(1)ρ
ρ′
)2 . (145)
In a similar manner as in Eq. (143), for a set of fluids (with no intrinsic entropy
perturbations) we can define pure adiabatic perturbations as those obeying the
gauge–invariant condition
ζ
(2)
i = ζ
(2)
j . (146)
Also at second order the curvature perturbation ζ (2) on large scales evolves
due to the non–adiabatic pressure perturbation, as shown in Ref. [185]
ζ (2)
′
=− H
ρ+ P
δ(2)Pnad − 2
ρ+ P
[
δ(1)Pnad − 2(ρ+ P )ζ (1)
]
ζ (1)
′
, (147)
where the first–order curvature perturbation obeys Eq. (144).
The issue of the conservation of the curvature perturbation at second order
(and beyond) for adiabatic perturbations has also been addressed in Ref. [177],
while in Ref. [241,242] the evolution for the curvature perturbation has been
obtained in the context of the long–wavelength approximation.
4 Evolution of cosmological perturbations up to second order
Let us now consider the evolution of cosmological perturbations on large scales
up to second order. Our aim is to follow the non–linearity in the perturbations
from an early period of inflation through the different post–inflationary stages
till today. This will enable us to give a definite prediction for the level of
non–Gaussianity in different scenarios for the generation of the cosmological
perturbations, namely the standard single field inflation, the curvaton and the
inhomogeneous reheating scenarios. In each of these the cosmological evolution
can be divided into three main stages:
(1) A primordial epoch of accelerated expansion, when cosmological pertur-
bations are produced on large scales from quantum fluctuations of a scalar
field, which can be different from the inflaton, as in the curvaton and in
the inhomogeneous reheating models.
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(2) An epoch when the perturbations in the energy density of the scalar fields
are transferred to a radiation fluid during the reheating stage. During
this stage the inflaton field (and the curvaton field, if present) oscillates
around the minimum of its potential behaving as non–relativistic matter
and then it decays into light particles (the radiation fluid).
(3) After the reheating stage an overall adiabatic perturbation is generated
and the Universe enters into a “post–inflationary” phase dominated by
radiation and, subsequently, matter (and dark energy).
We shall follow the evolution of the different second–order effects throughout
these phases using the gauge–invariant curvature perturbations introduced
previously [31,32,33]. This is a highly efficient method for different reasons. As
we will see from the continuity equation for the energy–momentum tensor, the
overall curvature perturbation evolves on large scales due to a non–adiabatic
pressure perturbation which can be expressed in terms of the individual curva-
ture perturbations; thus we will be able to connect the different evolutionary
stages. Moreover, by using gauge–invariant quantities we can pass from one
gauge to another, in order to simplify some calculations, in a straightforward
way. Finally, as stressed Sec. 2.6, the curvature perturbations are a combina-
tion of the gravitational potential ψ = ψ(1) + 1
2
ψ(2) and of the energy density
perturbations δρ = δ(1)ρ + 1
2
δ(2)ρ, which is very useful to obtain the final
second–order contributions to the gravitational potentials from the different
stages. When calculating such contributions during the radiation/matter dom-
inated phases we use the Einstein equations in order to relate the energy den-
sity fluctuations and the gravitational potential. As we shall see the prototype
of this procedure is given by the standard scenario of single field inflation,
where the curvature perturbation is in fact conserved on large scales, since
in this case perturbations remain adiabatic. Our last step will be to define
how our results must be compared to the observations, to search for pos-
sible non–Gaussian signatures in the CMB temperature anisotropy on large
scales. To this aim, in Sec. 8.4 we will determine how the non–linearities in the
gravitational potentials translate into non–linearities of the CMB temperature
fluctuations on large angular scales [33].
In the following we derive the perturbed Einstein equations and the energy–
momentum continuity equations up to second order, for a Universe filled by
multiple interacting fluids, consisting of a (oscillating) scalar field and a radia-
tion fluid, and for a Universe which is radiation/matter dominated. This is all
what we need in order to study the three different cosmological scenarios, apart
from a detailed analysis of the generation during inflation of second–order cos-
mological perturbations from the inflaton fluctuations. This analysis will be
made separately in Sec. 5.3. We now strictly follow Refs. [31,32,33] which are
the first works to systematically address the evolution of the second–order pri-
mordial cosmological perturbations in the different scenarios for perturbation
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generation.
4.1 First–order Einstein equations
Our starting point are the perturbed Einstein equations δGµν = κ
2 δT µν . Here
κ2 ≡ 8πGN. As the matter content we take the generic fluid defined by the
energy–momentum tensor given in Sec. 3.2. The detailed expressions for the
Einstein tensor components δGµν from the metric in Eq. (103) are contained in
Appendix A, and from there one can read the Einstein equations in different
gauges. Here we only report those equations which we shall use to derive our
main results. Specifically, in the Poisson gauge defined in Sec. 3.1 the first–
order the (0− 0)− and the (i− 0)−components of Einstein equations are
1
a2
[
6 H2φ(1) + 6 Hψ(1)′ − 2∇2ψ(1)
]
=−κ2δ(1)ρ , (148)
2
a2
(
H∂iφ(1) + ∂iψ(1)′
)
= −κ2 (1 + w) ρ0vi(1) , (149)
where w ≡ P/ρ is the equation of state of the fluid.
In the Poisson gauge at first–order the non–diagonal part of the (i − j)-
component of Einstein equations, gives
ψ(1) = φ(1) , (150)
and, on superhorizon scales, Eq. (148) gives
ψ(1) = −1
2
δ(1)ρ
ρ0
=
3(1 + w)
2
Hδ
(1)ρ
ρ′
. (151)
where in the last step we have used the background continuity equation ρ′ =
−3Hρ (1 + w).
Using the spatially flat gauge ψ(1) = χ(1) = 0, from the (0−0)− component of
Einstein equation we get a similar result for the gravitational potential φ(1) 16
φ(1) = −1
2
δ(1)ρ
ρ0
. (152)
16 From this section onward we do not use different symbols for the perturbations
evaluated in different gauges, rather we will specify every time the gauge we are
using.
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Notice that Eqs. (148), (149), (151) and (152) indeed hold also when referring
to the total energy density ρ and the total velocity perturbation and equation
of state w in the case of a multiple component system.
4.2 Second–order Einstein equations
Let us consider the Einstein equations perturbed at second–order δ(2)Gµν =
κ2 δ(2)T µν . The second–order expression for the Einstein tensor δ
(2)Gµν can be
found in any gauge in Appendix A.
We first consider the Einstein equations in the Poisson gauge which will be
used in particular to express the non–linearities in the gravitational potential
φ(2) during the radiation/matter dominated phases.
• The (0− 0)−component of Einstein equations leads to
3H2φ(2) + 3Hψ(2)′ −∇2ψ(2) − 12H2
(
ψ(1)
)2 − 3 (∇ψ(1))2
−8ψ(1)∇2ψ(1) − 3
(
ψ(1)′
)2
= κ2a2δ(2)T 00 . (153)
• At second order the gravitational potentials φ(2) and ψ(2) differ even in
the Poisson gauge for the presence of source terms which are quadratic in
the first–order perturbations. In fact it is possible to find the second order
equivalent of the linear constraint ψ(1) = φ(1) using the traceless part of the
(i−j)- components of Einstein equations. One finds the following constraint
relating the gravitational potentials ψ(2) and φ(2) 17 [31].
ψ(2) − φ(2)=−4
(
ψ(1)
)2 −∇−2 (2∂iψ(1)∂iψ(1) + 3 (1 + w) H2vi(1)v(1)i)
+3∇−4∂i∂j
(
2∂iψ(1)∂jψ
(1) + 3 (1 + w) H2vi(1)v(1)j
)
. (154)
In particular in the case of a matter–dominated phase when w = 0 the linear
gravitational potential ψ(1) = φ(1) is constant in time and, using Eq. (149),
the constraint (154) reads
ψ(2) − φ(2)=−2
3
(
ψ(1)
)2
+
10
3
∇−2
(
ψ(1)∇2ψ(1)
)
− 10∇−4
(
∂i∂j
(
ψ(1)∂i∂
jψ(1)
))
. (155)
If we use the spatially flat gauge ψ(1) = χ(1) = 0 and ψ(2) = χ(2) = 0 we obtain
17 Such a constraint has first been derived for a Universe filled by a scalar field in
Ref. [3].
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for the (0− 0)- component of Einstein equation on large scales
φ(2) = −1
2
δ(2)ρ
ρ0
+ 4
(
φ(1)
)2
. (156)
4.3 Energy–momentum tensor conservation
We now derive the time–evolution on large scales of the gauge–invariant cur-
vature perturbations ζi introduced in Sec. 3.5. Indeed the equations of motion
for these quantities are a direct consequence of the energy continuity equation.
In particular, we will focus on a system composed by a scalar field oscillating
around the minimum of its potential and a radiation fluid having in mind the
physical case of reheating. We will then describe the evolution of the curvature
perturbations in the subsequent radiation/matter dominated phases.
Let us consider the system composed by the oscillating scalar field ϕ and
the radiation fluid. Averaged over several oscillations the effective equation
of state of the scalar field ϕ is wϕ = 〈Pϕ/ρϕ〉 = 0, where Pϕ and ρϕ are the
scalar field pressure and energy density respectively. The scalar field is thus
equivalent to a fluid of non–relativistic particles [283]. Moreover it is supposed
to decay into radiation (light particles) with a decay rate Γ. We can thus
describe this system as a pressureless and a radiation fluid which interact via
energy transfer triggered by the decay rate Γ. We follow the gauge–invariant
approach developed in Ref. [186] to study cosmological perturbations at first–
order for the general case of an arbitrary number of interacting fluids and
we shall extend the analysis to second–order in the perturbations. Indeed the
system under study encompasses the dynamics of the three main mechanisms
for the generation of the primordial cosmological density perturbations on
large scales, namely the standard scenario of single field inflation [101,174],
the curvaton scenario [79,176,201,175], and the recently introduced scenario of
“inhomogeneous reheating” [76,130,77,192,10]. Each component has energy–
momentum tensor T µν(ϕ) and T
µν
(γ). The total energy momentum T
µν = T µν(ϕ)+T
µν
(γ)
is covariantly conserved
T µν;µ = 0 , (157)
but allowing for an interaction between the two fluids [128]
T µν(ϕ);µ=Q
ν
(ϕ) ,
T µν(γ);µ=Q
ν
(γ) , (158)
where Qν(ϕ) and Q
ν
(γ) are the generic energy–momentum transfer coefficients
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for the scalar field and radiation sector respectively and are subject to the
constraint
Qν(ϕ) +Q
ν
(γ) = 0 , (159)
derived from Eq. (157). The energy–momentum transfer Qν(ϕ) and Q
ν
(γ) can be
decomposed for convenience as [128]
Qν(ϕ)= Qˆϕu
ν + f ν(ϕ) ,
Qν(γ)= Qˆγu
ν + f ν(γ) , (160)
where the f ν ’s are required to be orthogonal to the total velocity of the fluid
uν . The energy continuity equations for the scalar field and radiation can
be obtained from uνT
µν
(ϕ);µ = uνQ
ν
(ϕ) and uνT
µν
(γ);µ = uνQ
ν
(γ) and hence from
Eq. (160)
uνT
µν
(ϕ);µ= Qˆϕ ,
uνT
µν
(γ);µ= Qˆγ . (161)
In the case of an oscillating scalar field decaying into radiation the energy
transfer coefficient Qˆϕ is given by [103]
Qˆϕ=−Γρϕ
Qˆγ =Γρϕ , (162)
where Γ is the decay rate of the scalar field into radiation.
4.3.1 Background equations
The evolution of our spatially flat FRW background Universe is governed by
the Friedmann constraint equation
H2= 8πGN
3
ρa2 , (163)
and by the energy continuity equation derived from Eq. (157)
ρ′ = −3H (ρ+ P ) , (164)
where ρ and P are the total energy density and pressure of the system. The
total energy density and the total pressure are related to the energy density
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and pressure of the scalar field and radiation by
ρ= ρϕ + ργ ,
P =Pϕ + Pγ , (165)
where Pγ is the radiation pressure. The energy continuity equations for the
energy density of the scalar field ρϕ and radiation ργ in the background are
ρ′ϕ=−3H (ρφ + Pφ) + aQϕ , (166)
ρ′γ =−4H (ργ + Pγ) + aQγ , (167)
where Qϕ and Qγ indicate the background values of the transfer coefficients
Qˆϕ and Qˆγ, respectively.
4.4 Evolution of first–order curvature perturbations on large scales
The curvature perturbations ζ
(1)
i associated with the energy density of the
scalar field and the radiation fluid are
ζ (1)ϕ =−ψˆ(1) − H
(
δ(1)ρϕ
ρ′ϕ
)
, (168)
ζ (1)γ =−ψˆ(1) − H
(
δ(1)ργ
ρ′γ
)
. (169)
Notice that the total curvature perturbation ζ (1) can be expressed as a weighted
sum of the single curvature perturbations of the scalar field and radiation fluid
as [290,186]
ζ (1) = fζ (1)ϕ + (1− f)ζ (1)γ . (170)
where
f =
ρ′ϕ
ρ′
, 1− f = ρ
′
γ
ρ′
(171)
define the contribution of the scalar field and radiation to the total curvature
perturbation ζ (1), respectively. We now perturb at first order the continuity
equations Eqs. (161) for the scalar field and radiation energy densities, includ-
ing the energy transfer. To this aim we first expand the transfer coefficients
Qˆϕ and Qˆγ up to first order in the perturbations around the homogeneous
background as
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Qˆϕ=Qϕ + δ
(1)Qϕ , (172)
Qˆγ =Qγ + δ
(1)Qγ . (173)
Eqs. (161) give – on wavelengths larger than the horizon scale –
δ(1)ρ′ϕ + 3H
(
δ(1)ρϕ + δ
(1)Pϕ
)
− 3 (ρϕ + Pϕ)ψ(1)′
= aQϕφ
(1) + a δ(1)Qϕ , (174)
δ(1)ρ′γ + 3H
(
δ(1)ργ + δ
(1)Pγ
)
− 3 (ργ + Pγ)ψ(1)′
= aQγφ
(1) + a δ(1)Qγ . (175)
Notice that the oscillating scalar field and radiation have fixed equations of
state with δ(1)Pϕ = 0 and δ
(1)Pγ = δ
(1)ργ/3. This corresponds to vanishing
intrinsic non–adiabatic pressure perturbations, as defined in Eq. (140).
Before proceeding further let us make a cautionary remark. In Eqs. (174)–
(175) and in the following, as in Ref. [32], in the long–wavelength limit we
are neglecting gradient terms which, upon integration over time, may give rise
to non–local operators when evaluating second–order perturbations. However,
these gradient terms will not affect statistical quantities in momentum–space,
such as the gravitational potential bispectrum on large scales, as discussed in
details in Sec. 8.
Following the procedure of Ref. [186] we can rewrite Eqs. (174) and (175) in
terms of the gauge–invariant curvature perturbations ζ (1)ϕ and ζ
(1)
γ
ζ (1)
′
ϕ =
aH
ρ′ϕ
[
δ(1)Qϕ −
Q′ϕ
ρ′ϕ
δ(1)ρϕ +Qϕ
ρ′
2ρ
(
δ(1)ρϕ
ρ′ϕ
− δ
(1)ρ
ρ′
)]
, (176)
ζ (1)
′
γ =
aH
ρ′γ
[
δ(1)Qγ −
Q′γ
ρ′γ
δ(1)ργ +Qγ
ρ′
2ρ
(
δ(1)ργ
ρ′γ
− δ
(1)ρ
ρ′
)]
, (177)
where we have used the perturbed (0−0)-component of Einstein equations for
superhorizon wavelengths ψ(1)
′
+ Hφ(1) = − H
2
δ(1)ρ
ρ
(see Appendix A). Notice
that from the constraint in Eq. (159) the perturbed energy transfer coefficients
obey
δ(1)Qγ = −δ(1)Qϕ . (178)
4.4.1 Perturbations in the decay rate
If the energy transfer coefficients Qˆϕ and Qˆγ are given in terms of the decay
rate Γ as in Eq. (162), the first order perturbation are respectively
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δ(1)Qϕ=−Γδ(1)ρϕ − δ(1)Γ ρϕ , (179)
δ(1)Qγ =Γδ
(1)ρϕ + δ
(1)Γ ρϕ , (180)
where notice in particular that we have allowed for a perturbation in the decay
rate Γ,
Γ(τ,x) = Γ(τ) + δ(1)Γ(τ,x) . (181)
Perturbations in the inflaton decay rate are indeed the key feature of the “in-
homogeneous reheating” scenario [76,130,77,10]. In fact from now on we shall
consider the background value Γ of the decay rate as constant in time, Γ ≈ Γ∗
as this is the case for the standard case of inflation and the inhomogeneous
reheating mechanism. In such a case δ(1)Γ is automatically gauge–invariant.
18 Plugging the expressions (179)–(180) into Eqs. (176)–(177), and using
Eq. (170), we find that the first order curvature perturbations for the scalar
field and radiation obey on large scales [33]
ζ (1)
′
ϕ =
aΓ
2
ρϕ
ρ′ϕ
ρ′
ρ
(
ζ (1) − ζ (1)ϕ
)
+ aHρϕ
ρ′ϕ
δ(1)Γ , (182)
ζ (1)
′
γ =−
a
ρ′γ
[
Γρ′
ρ′ϕ
ρ′γ
(
1− ρϕ
2ρ
)(
ζ (1) − ζ (1)ϕ
)
+ Hρϕδ(1)Γ
]
.
(183)
From Eq. (170) it is thus possible to find the equation of motion for the total
curvature perturbation ζ (1) using the evolution of the individual curvature
perturbations in Eqs. (182) and (183)
ζ (1)
′
= f ′
(
ζ (1)ϕ − ζ (1)γ
)
+ fζ (1)
′
ϕ + (1− f)ζ (1)
′
γ
=−Hf
(
ζ (1) − ζ (1)ϕ
)
. (184)
Notice that Eq. (184) can be rewritten as
ζ (1)
′
= Hf(1− f)
(
ζ (1)ϕ − ζ (1)γ
)
=
H
3
f(1− f)Sϕγ , (185)
which explicitly shows that, in general, the total curvature perturbation can
evolve on large scales due to a non–adiabatic pressure given by the relative
18 The authors of Ref. [192] have introduced a gauge–invariant generalization at
first order in the case of Γ′ 6= 0 which reads δΓ(1)GI = δ(1)Γ − Γ′ δρϕρ′ϕ . Indeed such
a time–variation can have interesting effects on the overall curvature perturbation
evolution ζ(1)′. See Ref. [192] for more details.
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entropy perturbation Sϕγ defined in Eq. (142). In fact by comparison with
Eq. (144) the expression for the non–adiabatic pressure perturbation at first
order reads
δ(1)Pnad = −(3ρϕ + 4ργ)
3
f(1− f)
(
ζ (1)ϕ − ζ (1)γ
)
. (186)
From Eqs. (182) and (183) one can also obtain an equation of motion for the
relative entropy perturbation, being Sϕγ = 3
(
ζ (1)ϕ − ζ (1)γ
)
, and use Eq. (185)
to close the system of equations. However notice that during the decay of the
scalar field into the radiation fluid, ρ′γ may vanish and Eq. (183) for ζ
(1)
γ , and
hence, the evolution equation for Sϕγ become singular. Therefore it is conve-
nient to close the system of equations by using the two first–order Eqs. (182)
and (184) for the evolution of ζ (1)ϕ and ζ
(1).
In the scenarios for the generation of cosmological perturbations that we are
going to study in detail, an adiabatic perturbation is produced after the “re-
heating phase” and thus the total curvature perturbation ζ is conserved on
large scales during the radiation and matter–dominated phases, as it is evident
from Eqs. (144) and (147) for a vanishing non–adiabatic pressure perturba-
tion. In particular from the definition of the curvature perturbation at linear
order ζ (1) = −ψˆ(1) − δ(1)ρ/ρ′ and using Eq. (151) in the Poisson gauge we
determine
ψ(1) = −3(1 + w)
5 + 3w
ζ (1) . (187)
Such a relation is very useful to relate the gravitational potential ψ(1) during
either the radiation or the matter dominated epoch to the gauge–invariant
curvature perturbation ζ (1) at the end of the “reheating” phase. In fact, as
we will see, in the case of standard single field inflation the perturbations are
always adiabatic through the different phases and thus the curvature pertur-
bation ζ (1) remains always constant on superhorizon scales, so that we can
write ζ (1) = ζ
(1)
I , where the subscript “I” means that ζ
(1) is evaluated during
the inflationary stage. On the other hand in the curvaton and in the inhomo-
geneous reheating scenarios the curvature perturbation ζ (1) initially evolve on
large scales due to a non–vanishing entropy perturbation, and thus the value
of ζ (1) during the radiation and matter dominated phase will be determined
by the curvature perturbation produced at the end of the “reheating” phase.
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4.5 Evolution of second–order curvature perturbations on large scales
We now generalize to second order in the density perturbations the results
of the previous section. In particular we obtain an equation of motion on
large scales for the individual second–order curvature perturbations which
include also the energy transfer between the scalar field and the radiation
component [33].
Since the curvature perturbations ζ
(1)
i and ζ
(2)
i are gauge–invariant, we choose
to work in the spatially flat gauge ψ(1) = χ(1) = 0 and ψ(2) = χ(2) = 0 if not
otherwise specified. Note that from Eqs. (168) and (169) ζ (1)ϕ and ζ
(1)
γ are thus
given by
ζ (1)ϕ =−H
(
δ(1)ρϕ
ρ′ϕ
)
, (188)
ζ (1)γ =−H
(
δ(1)ργ
ρ′γ
)
. (189)
Eqs. (188)–(189) and the energy continuity equations at first order, Eqs. (174)-
(175), in the spatially flat gauge ψ(1) = χ(1) = 0 yield
δ(1)ρ′
ρ′
=3fζ (1)ϕ + 4(1− f)ζ (1)γ , (190)
Hδ
(1)ρ
ρ′
=−fζ (1)ϕ − (1− f)ζ (1)γ . (191)
We can thus rewrite the total second–order curvature perturbation ζ (2) in
Eq. (134) as
ζ (2)=−Hδ
(2)ρ
ρ′
−
[
fζ (1)ϕ + (1− f)ζ (1)γ
] [
f 2ζ (1)ϕ + (1− f)(2 + f)ζ (1)γ
]
,
(192)
where we have used the background continuity Eqs. (166)–(167) to find Hρ′′
ρ′
−
H′ − 2H2 = −H2(6− f).
Following the same procedure, the individual curvature perturbations for the
scalar field and the radiation fluid as defined in Eq. (135) are given by [33]
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ζ (2)ϕ =−H
δ(2)ρϕ
ρ′ϕ
+ [2− 3(1 + wϕ)]
(
ζ (1)ϕ
)2 − 2(aQϕφ(1)
ρ′ϕ
+ a
δ(1)Qϕ
ρ′ϕ
)
ζ (1)ϕ
−
[
a
Q′ϕ
Hρ′ϕ
− a
2
Qϕ
Hρ′ϕ
ρ′
ρ
] (
ζ (1)ϕ
)2
, (193)
ζ (2)γ =−H
δ(2)ργ
ρ′γ
+ [2− 3(1 + wγ)]
(
ζ (1)γ
)2 − 2(aQγφ(1)
ρ′γ
+ a
δ(1)Qγ
ρ′γ
)
ζ (1)γ
−
[
a
Q′γ
Hρ′γ
− a
2
Qγ
Hρ′γ
ρ′
ρ
] (
ζ (1)γ
)2
, (194)
where wγ = 1/3 is the radiation equation of state. Using Eqs. (193) and (194)
to express the perturbation of the total energy density δ(2)ρ one obtains the
following expression for the total curvature perturbation ζ (2) [33]
ζ (2)= fζ (2)ϕ + (1− f)ζ (2)γ + f(1− f)(1 + f)
(
ζ (1)ϕ − ζ (1)γ
)2
+2
(
a
Qϕφ
(1)
ρ′
+ a
δ(1)Qϕ
ρ′
) [
ζ (1)ϕ − ζ (1)γ
]
+
(
a
Q′ϕ
Hρ′ −
a
2
Qϕ
Hρ
)[(
ζ (1)ϕ
)2 − (ζ (1)γ )2]
(195)
Expressing the (0-0)-component of Einstein equations (152) in the spatially
flat gauge at first–order ψ(1) = χ(1) = 0 in terms of the total curvature ζ (1)
φ(1) = −1
2
δ(1)ρ
ρ
=
1
2
ρ′
Hρζ
(1) , (196)
and using the explicit expressions for the first–order perturbed coefficients in
terms of the decay rate Γ, Eqs. (179)–(180), we finally obtain [33]
ζ (2)= fζ (2)ϕ + (1− f)ζ (2)γ + f(1− f)(1 + f)
(
ζ (1)ϕ − ζ (1)γ
)2
+
a Γ
H f
(
ζ (1)ϕ − ζ (1)γ
)2 − 2aδ(1)Γρϕ
ρ′
(
ζ (1)ϕ − ζ (1)γ
)
+
aΓ
H (1− 2f)
ρϕ
2ρ
(
ζ (1)ϕ − ζ (1)γ
)2
. (197)
Eq. (197) is an important result. It generalizes to second–order in the pertur-
bations the weighted sum in Eq. (170) and extends the expression found in
Ref. [32] in the particular case of the curvaton scenario, under the sudden–
decay approximation, where the energy transfer was neglected. Similarly to
linear order such an expression will be useful to describe the large–scale evo-
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lution of ζ (2) sourced by a non–adiabatic pressure perturbation through the
evolution of the density perturbations in the scalar field and radiation.
As already mentioned in the previous section, the expressions for the second–
order perturbations have been found here by using the long–wavelength limit
for the first–order perturbations. Indeed second–order quantities expressed
in terms of first–order perturbations will depend also on the short-wavelength
behaviour of the first–order perturbations, as it is evident going to momentum
space. Thus, for example, even if ζ
(1)
i are constant on large scales at linear
order, it would not be strictly correct to consider the second–order part of ζ
depending on ζ
(1)
i as constant. However our procedure is fully justified when
applied to the evaluation of the bispectrum on superhorizon scales as we shall
discuss in Sec. 8.
Let us now give the equations of motion on large scales for the individual
second–order curvature perturbations ζ (2)ϕ and ζ
(2)
γ . The energy transfer co-
efficients Qˆϕ and Qˆγ in Eqs. (160) perturbed at second order around the
homogeneous backgrounds are given by
Qˆϕ=Qϕ + δ
(1)Qϕ +
1
2
δ(2)Qϕ , (198)
Qˆγ =Qγ + δ
(1)Qγ ,+
1
2
δ(2)Qγ . (199)
Note that from Eq. (159) it follows that δ(2)Qγ = −δ(2)Qγ. Thus the energy
continuity equations (161) perturbed at second order give on large scales [33]
δ(2)ρϕ
′
+3H
(
δ(2)ρϕ + δ
(2)Pϕ
)
− 3(ρϕ + Pϕ)ψ(2)′
−6ψ(1)′
[
δ(1)ρϕ + δ
(1)Pϕ + 2(ρϕ + Pϕ)ψ
(1)
]
=
a δ(2)Qϕ + aQϕφ
(2) − aQϕ
(
φ(1)
)2
+ 2aφ(1)δ(1)Qϕ , (200)
δ(2)ργ
′
+3H
(
δ(2)ργ + δ
(2)Pγ
)
− 3(ργ + Pγ)ψ(2)′
−6ψ(1)′
[
δ(1)ργ + δ
(1)Pγ + 2(ργ + Pγ)ψ
(1)
]
=
a δ(2)Qγ + aQγφ
(2) − aQγ
(
φ(1)
)2
+ 2aφ(1)δ(1)Qγ , (201)
where φ(2) is the second–order perturbation in the gravitational potential φ =
φ(1) + 1
2
φ(2). Note that Eqs. (200) and (201) hold true in a generic gauge.
We can now recast these equations in terms of the gauge–invariant curvature
perturbations ζ (2)ϕ and ζ
(2)
γ in a straightforward way by choosing the spatially
flat gauge ψ(r) = χ(r) = 0.
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The (0-0)-component of Einstein equations in the spatially flat gauge at first
order is given by Eq. (196), and at second order on large scales it reads
φ(2) = −1
2
δ(2)ρ
ρ
+ 4
(
φ(1)
)2
. (202)
Using Eqs. (196) and (202) with the expressions (193)–(194) we find from
the energy continuity equations (200)–(201) that the individual second–order
curvature perturbations obey on large scales [33]
ζ (2)
′
ϕ =−
aH
ρ′
[(
δ(2)Qϕ −
Q′ϕ
ρ′ϕ
δ(2)ρϕ
)
+Qϕ
ρ′
2ρ
(
δ(2)ρϕ
ρ′ϕ
− δ
(2)ρ
ρ′
)]
− 3aQϕ H
ρ′ϕ
(
φ(1)
)2 − 2a H
ρ′ϕ
δ(1)Qϕφ
(1) − 2ζ (1)ϕ ζ (1)
′
ϕ
− 2
[
ζ (1)ϕ
(
a
Qϕφ
(1)
ρ′ϕ
+ a
δ(1)Qϕ
ρ′ϕ
)]′
−
[(
ζ (1)ϕ
)2 (
a
Q′ϕ
Hρ′ϕ
− a
2
Qϕ
Hρ′ϕ
ρ′
ρ
)]′
(203)
and
ζ (2)
′
γ =−
aH
ρ′
[(
δ(2)Qγ −
Q′γ
ρ′γ
δ(2)ργ
)
+Qγ
ρ′
2ρ
(
δ(2)ργ
ρ′γ
− δ
(2)ρ
ρ′
)]
− 3aQγ H
ρ′γ
(
φ(1)
)2 − 2a H
ρ′γ
δ(1)Qγφ
(1) − 4ζ (1)γ ζ (1)
′
γ
− 2
[
ζ (1)γ
(
a
Qγφ
(1)
ρ′γ
+ a
δ(1)Qγ
ρ′γ
)]′
−
[(
ζ (1)γ
)2 (
a
Q′γ
Hρ′γ
− a
2
Qγ
Hρ′γ
ρ′
ρ
)]′
,
(204)
where we have used the fact that wϕ = 0 and wγ = 1/3.
Eqs. (203) and (204) allow to follow the time–evolution of the gauge–invariant
curvature perturbations at second order.
The results contained in the previous section can now be used to study the
evolution of the second–order curvature perturbations during the reheating
phase after a period of standard single field inflation, and in the alternative
scenarios for the generation of the primordial adiabatic perturbations which
have been recently proposed, namely the curvaton scenario [79,176,201] and
the inhomogeneous (or “modulated”) reheating [76,130,77,192,10]. In fact, in
each of these scenarios a scalar field oscillates around the minimum of its
potential and eventually decays into radiation. The evolution at second order
of the curvature perturbations is necessary in order to follow the non–linearity
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of the cosmological perturbations and thus to accurately compute the level of
non–Gaussianity, including all the relevant second–order effects. We shall now
consider in detail these contributions in the three mentioned scenarios.
5 The standard scenario
The standard scenario is associated to one–single field models of inflation,
and the observed density perturbations are due to fluctuations of the inflaton
field itself. When inflation ends, the inflaton oscillates about the minimum of
its potential and decays, thereby reheating the Universe. The initial inflaton
fluctuations are adiabatic on large scales and are transferred to the radiation
fluid during reheating. In such a standard scenario the inflaton decay rate has
no spatial fluctuations.
5.1 The first–order curvature perturbation
During inflation the inflaton field dominates the energy density of the Uni-
verse and therefore the energy density perturbations produced by the inflaton
quantum fluctuations generate an adiabatic curvature perturbation. Let us
consider the inflaton field ϕ(τ,x) with a potential V (ϕ) and minimally coupled
to gravity. The evolution equation for the inflaton field is the Klein–Gordon
equation
ϕ =
∂V
∂ϕ
. (205)
Perturbing Eq. (205) at linear order we obtain that the inflaton fluctuations
obey
δ(1)ϕ
′′
+2 Hδ(1)ϕ′ −∇2δ(1)ϕ + a2δ(1)ϕ ∂
2V
∂ϕ2
a2 + 2φ(1)
∂V
∂ϕ
−ϕ0′
[
φ(1)
′
+ 3ψ(1)
′
+∇2ω(1)
]
= 0 . (206)
A straightforward way to calculate the curvature perturbation generated on
large scales is to solve the Klein–Gordon equation in the spatially flat gauge
defined by the requirement ψ(1) = 0 and χ(1) = 0. In fact in this gauge the
perturbations of the scalar field correspond to the Sasaki–Mukhanov gauge–
invariant variables [253,205]
Qϕ = δ
(1)ϕ+
ϕ′
H ψˆ
(1) . (207)
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As usual we introduce the field Q˜ϕ = aQϕ. The Klein–Gordon equation in the
spatially flat gauge now reads (in Fourier space) [278]
Q˜′′ϕ +
(
k2 − a
′′
a
+M2ϕa2
)
Q˜ϕ = 0 . (208)
where
M2ϕ = Vϕϕ −
8πGN
a3
(
a3
H
ϕ˙2
)·
(209)
is an effective mass of the inflaton field in this gauge, which to lowest order in
the slow–roll parameters is given by
M2ϕ
H2
= 3η − 6ǫ , (210)
where ǫ = (1/16πGN) (Vϕ/V )
2 and η = (1/8πGN) (Vϕϕ/V ) are the inflaton
slow–roll parameters. This equation has the same form as Eq. (41) and thus
we can just follow the same procedure described in detail in Section 2.3, simply
replacingm2χ withM2ϕ. The equation of motion for Q˜ϕ or for the corresponding
eigenvalues uk(τ) thus becomes
u′′k +
(
k2 − ν
2
ϕ − 14
τ 2
)
uk = 0 , (211)
with
νϕ ≃ 3
2
+ 3ǫ− η . (212)
From Section 2.3 we conclude that on superhorizon scales and to lowest order
in the slow–roll parameters the inflaton fluctuations are
|Qϕ(k)| = H√
2k3
(
k
aH
) 3
2
−νϕ
. (213)
In order to calculate the curvature perturbation on large scales we can consider
the curvature perturbation on comoving hypersurfaces, which in the case of a
single scalar field reads [170,173,159,174]
R(1) = ψˆ(1) + H
ϕ′
δ(1)ϕ . (214)
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Notice that the comoving curvature perturbation R(1) and the uniform energy
density curvature perturbation ζ (1) are simply related by (see for example
Ref. [93])
− ζ (1) = R(1) + 2ρ
9(ρ+ p)
(
k
aH
)2
φ(1) (215)
where here φ(1) is the gravitational potential in the longitudinal gauge. There-
fore on large scales R(1) ≃ −ζ (1). From Eq. (207) it is evident that
R(1) = H
ϕ′
Qϕ . (216)
Thus we obtain the power–spectrum of the curvature perturbation on large
scales
PR =
(
H2
2πϕ˙
)2 (
k
aH
)3−2νϕ
≃
(
H2
2πϕ˙
)2
∗
, (217)
where the asterisk stands for the epoch a given perturbation mode leaves the
horizon during inflation. From Eq. (217) one immediately reads the spectral
index of the curvature perturbation to lowest order in the slow–roll parameters
nR − 1 ≡ d lnPR
d ln k
= 3− 2νϕ = −6ǫ+ 2η . (218)
Notice that from our results one can check that during inflation the curvature
perturbation mode is constant on superhorizon scales R(1)′ ≃ −ζ (1)′ ≃ 0 (from
which the last equality in Eq. (217) follows).
This is a well–known result: the curvature mode is the quantity which allows to
connect observable perturbations to primordial perturbations produced during
inflation [22,156,174]. This result comes from the fact that in single–field slow–
roll models of inflation the intrinsic entropy perturbation of the inflaton field
is negligible on large scales [174,35,93,27]. We will now show that the above
result also holds during the reheating phase on large scales.
5.2 Reheating after inflation
When inflation ends, the inflaton oscillates about the minimum of its potential
and decays into radiation, thereby reheating the Universe. In such a standard
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scenario the inflaton decay rate has no spatial fluctuations. Eq. (184) and
Eq. (182) with δ(1)Γ = 0 now read
ζ (1)
′
=−Hf
(
ζ (1) − ζ (1)ϕ
)
, (219)
ζ (1)
′
ϕ =
aΓ
2
ρϕ
ρ′ϕ
ρ′
ρ
(
ζ (1) − ζ (1)ϕ
)
. (220)
At the beginning of the reheating phase, after the end of inflation, the total
curvature perturbation is initially given by the curvature perturbation of the
inflaton fluctuations ζ
(1)
in = ζ
(1)
ϕ,in. Therefore Eqs. (219) and (220) show that
during the reheating phase ζ (1) = ζ (1)ϕ = ζ
(1)
ϕ,in is a fixed–point of the time–
evolution. Such a result has been obtained in this way at first order in Ref. [192]
(see also Refs. [127,103]) and extended to second–order in the perturbations
in Ref. [31], under the sudden–decay approximation.
5.3 The second–order curvature perturbation and non–Gaussianity during in-
flation
A complete analysis of the perturbations produced during single–field slow–roll
inflation up to second order has been performed in Ref. [3]. Such an analysis
fully accounts for the inflaton self–interactions as well as for the second–order
fluctuations of the background metric. Moreover it also provides a gauge–
invariant expression for the second–order comoving curvature perturbation
thus allowing to calculate the bispectrum of such a quantity during inflation.
The results of Ref. [3] agree with those of Ref. [182], where the three–point
function for the curvature perturbation is calculated using a different proce-
dure. In Ref. [182] the starting point is the Lagrangian and one evaluates the
cubic contributions to the curvature perturbations. In fact Refs. [3,182] repre-
sent a step forward in the computation of the non–linearities produced during
inflation. Before then, the problem of calculating the bispectrum of perturba-
tions produced during inflation had been addressed by either looking at the
effect of inflaton self–interactions (which necessarily generate non–linearities
in its quantum fluctuations) in a fixed de Sitter background [82], or using the
so–called stochastic approach to inflation [86] 19 , where back–reaction effects
of field fluctuations on the background metric are partially taken into account.
An intriguing result of the stochastic approach – which is indeed confirmed
by the second–order analyses of Refs. [3,182] – is that the dominant source of
non–Gaussianity actually comes from non–linear gravitational perturbations,
rather than by inflaton self–interactions.
19 See also Refs. [291,87], and Ref. [189], for a more recent analysis.
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Before going into details, let us give here an estimate of the size of the non–
Gaussianity that we expect to be produced during inflation.
The inflaton field can be split into a homogeneous background ϕ0(τ) and a
perturbation δϕ(τ, xi) as
ϕ(τ, xi) = ϕ0(τ) + δϕ(τ, x
i) = ϕ0(τ) + δ
(1)ϕ(τ, xi) +
1
2
δ(2)ϕ(τ, xi) , (221)
where the perturbation has been expanded into a first and a second–order
part, respectively. First of all notice that, at first order in the perturbations,
using Eq. (149) for a scalar field in the longitudinal gauge (ψ˙(1) + Hψ(1) =
κ2
2
ϕ˙0δ
(1)ϕ) and the perturbed Klein–Gordon equation (B.4) one obtains ψ(1) =
ǫHδ(1)ϕ/ϕ˙0 to lowest order in the slow–roll parameters and on large scales.
On the other hand, from the definition of the comoving curvature pertur-
bation at first order, Eq. (214), it follows that R(1) = Hδ(1)ϕ/ϕ˙0 to lowest
order in the slow–roll parameters and on large scales, and hence under these
approximations ψ(1) = ǫR(1). Let us consider the perturbed Klein–Gordon
equation at second order (in the Poisson gauge) on large scales (see Eq. (B.5)
in Appendix B)
¨δ(2)ϕ+3H ˙δ(2)ϕ+ 2
∂V
∂ϕ
φ(2) − ϕ˙0 ˙φ(2) − 3ϕ˙0 ˙ψ(2) − 8ϕ˙0ψ(1) ˙ψ(1) − 8 ˙ψ(1) ˙δ(1)ϕ
− 8
a2
ψ(1)∂i∂
iδ(1)ϕ = −4∂
(2)V
∂ϕ2
ψ(1)δ(1)ϕ− ∂
2V
∂ϕ2
δ(2)ϕ− ∂
3V
∂ϕ3
(
δ(1)ϕ
)2
.
(222)
Now in order to give our estimate we consider a second–order curvature per-
turbation R(2) ∼ Hδ(2)ϕ/ϕ˙0. For simplicity, let us just focus on the first
source term on the R.H.S. of Eq. (222). Under a slow–roll approximation from
Eq. (222) we see that (up to numerical coefficients of order unity)
R˙(2) ∼
(
∂2V
∂ϕ2
)(
ψ(1)
H
)(
H
δ(1)ϕ
ϕ˙0
)
∼ Hη ǫ
(
R(1)
)2
, (223)
where in the last step we have used ψ(1) = ǫR(1) with R(1) ∼ Hδ(1)ϕ/ϕ˙0 and
the definition of the slow–roll parameters. Recalling that the time derivatives
of the slow–roll parameters are next order in the parameters, ǫ˙, η˙ = O(ǫ2, η2),
from Eq. (223) we obtain
R(2) ∼ O(ǫ, η)
(
R(1)
)2
. (224)
From this simple calculation we therefore see that the non–Gaussianity level
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in the standard scenario is of the order of the slow–roll parameters ǫ and η
NG ∼ O(ǫ, η), (225)
in qualitative agreement with the predictions of Refs. [86,85], within the
stochastic inflation approach.
Let us now turn to the exact results on the level of non–Gaussianity by summa-
rizing some of the findings of Ref. [3]. It is possible to extend at second–order
the gauge–invariant large–scale comoving curvature perturbation R(1) defined
in Eq. (214) by introducing a quantity R = R(1) + 1
2
R(2) defined as [3]
R = R(1) + 1
2
[
Hδ
(2)ϕ
ϕ′0
+ ψ(2)
]
+
1
2
(
ψ(1)
′
+ 2Hψ(1) +Hδ(1)ϕ′/ϕ′0
)2
H′ + 2H2 −Hϕ′′0/ϕ′0
(226)
Such a quantity is gauge–invariant with respect to an infinitesimal second–
order shift of the time coordinate, τ → τ − ξ0(1) + 12
(
ξ0
′
(1)ξ
0
(1) − ξ0(2)
)
.
By solving the Einstein equations during inflation in the longitudinal (Poisson)
gauge on large scales, and by performing an expansion to lowest order in the
slow–roll parameters the second–order curvature perturbation is determined
in terms of its first–order counterpart. The result is [3]
R(2) = (η − 3ǫ)
(
R(1)
)2
+ I , (227)
where
I =−2
ǫ
∫
1
a2
ψ(1)∇2ψ(1)dt− 4
ǫ
∫
1
a2
(
∂iψ
(1)∂iψ(1)
)
dt
− 4
ǫ
∫ (
ψ¨(1)
)2
dt+ (ǫ− η)△−1∂iR(1)∂iR(1) (228)
contains also terms which are O(ǫ, η). Notice that the integrals in Eq. (228)
give rise to non–local operators which are not necessarily suppressed on large
scales being of the form ∇−2[∇(·)∇(·)] or ∇−2[(·)∇2(·)]. This is due to the
fact that a given perturbation mode during inflation first is subhorizon, where
it oscillates, and then at a given epoch it leaves the horizon.
The total comoving curvature perturbation thus receives a contribution which
is quadratic in R(1) and it will then have a non–Gaussian (χ2) component. We
conclude that during inflation a tiny intrinsic non–linearity is produced, being
the slow–roll parameters ǫ, |η| ≪ 1. This does not come as a surprise, indeed,
and it has a very transparent interpretation. Since the inflaton field is driving
inflation, its potential must be very flat, with very small slow–roll parameters.
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This amounts to saying that the interaction terms in the inflaton potential
must be suppressed, hence also the non–linearities eventually producing non–
Gaussian features. Alternative mechanisms to generate a higher level of non–
Gaussian adiabatic perturbations in the inflationary framework could be the
presence of some features in the inflaton potential [249,131,248,291] in the
part corresponding to the last ∼ 60 e–foldings, or the presence of more than
a single scalar field during inflation [30]. In both cases the restrictions coming
from the slow–roll conditions can be avoided. We shall come back later to
these alternative scenarios. In the case of the standard single–field models
of inflation in order to characterize the primordial non–Gaussianity we can
expand R in Fourier space as
R(k) =R(1)(k) + 1
(2π)3
∫
d3k1 d
3k2 δ
(3) (k1 + k2 − k)
× fRNL (k1,k2)R(1)(k1)R(1)(k2) , (229)
where we have introduced a momentum–dependent non–linearity parameter
fRNL (k1,k2), which from Eq. (227) reads
fRNL (k1,k2) =
1
2
(η − 3ǫ) + I (k1,k2) , (230)
where I (k1,k2) is directly related to the function I and is of first order in
the slow–roll parameters. Thus the level of non–Gaussianity generated during
inflation is typically fRNL ∼ O(10−1 ÷ 10−2). Eq. (230) can also be recast in
the form
fRNL (k1,k2) =
1
4
(nR − 1) + I (k1,k2) , (231)
where we have made use of the expression of the spectral index nR − 1 =
−6ǫ+2η in terms of the slow–roll parameters. Notice however that the result
in Eq. (230) refers only to the non–Gaussianity generated during inflation 20 .
In order to determine the level of the non–Gaussianity which can be actu-
ally compared with observations it is necessary to consider the subsequent
evolution of the (gravitational potential) perturbations after inflation ends,
through reheating and the radiation/matter dominated epochs. Usually in the
literature the matching has been performed by simply extending the linear re-
lation on large scales between the gravitational potential and the curvature
perturbation in the matter dominated epoch φ(1) = −(3/5)R(1) to second or-
der [82,86,3,182]. We warn the reader that such a procedure is indeed not
20 The generalization of the calculation of the non–linearity parameter during infla-
tion to two–field models of inflation has been recently presented in Ref. [80].
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correct. In fact one has to take into account also after inflation a fully second–
order relativistic analysis of the cosmological perturbations. As we shall con-
sider in the next sections, in the case of the standard scenario of inflation
the matching between the inflationary epoch and the radiation/matter domi-
nate phases, where observable quantities are defined, is achieved by exploiting
the conservation on large scales of the curvature perturbation ζ up to sec-
ond order. As a result, as it has been shown in Ref. [31], the small initial
non–Gaussianity generated during single–field inflation is actually largely en-
hanced by the second–order gravitational dynamics in the post–inflationary
phases. Such an enhancement produces a non–linearity parameter in the CMB
temperature anisotropy on large scales which is fNL ∼ O(1). Nonetheless, the
results contained in Refs. [3,182] are useful in that they allow to determine the
initial conditions on the non–Gaussianity produced during slow–roll inflation.
5.3.1 Inflaton effective Lagrangian
In this paragraph we want to mention the possibility discussed in Ref. [72] that
the non–Gaussianity produced during inflation might receive additional con-
tributions from some high-energy corrections which can modify the minimal
inflaton Lagrangian given in Eq. (18). Such corrections can arise if inflation
takes place at relatively high energies, and they can be parametrized by an
effective inflaton Lagrangian in which one integrates out degrees of freedom
with momenta larger than some scaleM corresponding to the scale of the new
phyics. This is realized by including some higher order operators suppressed
by the appropriate power of M . Such operators must not spoil the flatness of
the potential in order to have an inflationary phase, and, as argued in Ref. [72],
the best candidates are operators that just modify the kinetic part of the ac-
tion such as those of the form (∇ϕ)4 with a scale M which can be taken as
low as ϕ˙2. Therefore a possible effective action reads
S =
∫
d4x
√−g
[
−1
2
(∇ϕ)2 − V (ϕ) + 1
8M4
(∇ϕ)2 (∇ϕ)2 + · · ·
]
(232)
Notice that when M2 tends to ϕ˙ then such an effective description ceases
to make sense, because one should keep track of all the higher terms in the
action. The higher dimension operators represent additional self–interaction
terms which will produce some non–Gaussianities during inflation. In fact
starting from the action (232), following Ref. [182], it is possible to calculate
the contributions to the three–point function for the curvature perturbation
R coming from the higher dimension operators to lowest order in ϕ˙2/M4. In
Ref. [72] it has been found that the typical magnitude of such contributions
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is 21
fRNL ∼
ϕ˙2
M4
. (233)
We see that the net effect of the introduction of a new scale M is that the
slow–roll parameters in the standard result (230) are now replaced by a new
order parameter which does not have to be restricted by slwo-roll conditions.
However the lower limit allowed for M4 is ϕ˙2 and therefore also in this case
fRNL . 1 . (234)
We must stress here again the important point we discussed at the end of the
previous section. As for Eq. (230), also the estimate (233) refers to the level
of non–Gaussianity only during the inflationary epoch. In order to make a full
and sensible comparison with the observations it is necessary to perform a fully
second–order analysis of the evolution of the pertubations after inflation ends,
through the radiation and matter dominated epochs. As we shall see, the non–
linearities arising from the post–inflationary dynamics will anyway enhance
the observable non–Gaussianity level in the CMB temperature anisotropy in
such a way as to hide the initial imprint such as that in (233).
5.4 Reheating after inflation
The first step to follow the evolution of non–linearities on large scales after
inflation is to analyze how the curvature perturbation ζ evolves on large scales
during reheating.
In Ref. [31] it was shown that also at second order the curvature perturba-
tion ζ (2) remains constant during inflation, under the inflaton sudden–decay
approximation. Under such an approximation the individual energy density
perturbations (and hence the corresponding curvature perturbations) are sep-
arately conserved until the decay of the scalar field, which amounts to saying
that in the equations for the curvature perturbations Eqs. (203) and (204) one
can drop the energy transfer triggered by the decay rate aΓ/H ≪ 1. Going
beyond the sudden–decay approximation, the first order results ζ (1)ϕ = ζ
(1) in
Eq. (197) yield
ζ (2) = fζ (2)ϕ + (1− f)ζ (2)γ . (235)
21 The exact expression also contains a scale–dependent part of the same magnitude,
whose precise form however differs from the one obtained in the standard case, see
Ref. [72] for more details.
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The equation of motion for ζ (2) on large scales is obtained by differentiating
this expression and by using Eqs. (203) and (204), with δ(2)Γ = 0 and ζ (1)ϕ =
ζ (1); it reads
ζ (2)
′
= −Hf
(
ζ (2) − ζ (2)ϕ
)
. (236)
In the same way as at first order from Eqs. (235) and (236) it follows that
the second–order curvature perturbation ζ (2) remains constant on large scales
during the reheating phase, being given at the end of inflation by the curvature
perturbation in the inflaton field ζ
(2)
in = ζ
(2)
ϕ,in.
5.5 Post–inflationary evolution of the second–order curvature perturbation
The superhorizon–scale evolution of the primordial non–linearity generated
during inflation during the radiation and matter dominated phases has been
studied in Ref [31]. Following their approach, we consider the energy–momentum
tensor for a perfect fluid with constant but otherwise generic equation of state,
as defined in Sec. 3.2.
We will explicitly show that during the radiation and matter dominated epochs
the second–order curvature perturbation ζ (2) is conserved on large scales. From
now on we shall adopt the Poisson gauge. Our starting point is the energy con-
tinuity equation at second–order
δ(2)ρ′+3H (1 + w) δ(2)ρ− 3 (1 + w) ρ0ψ(2)′ − 6(1 + w)ψ(1)′
[
δ(1)ρ+ 2ρ0ψ
(1)
]
=−2(1 + w)ρ0
(
v
(1)
i v
i
(1)
)′ − 2(1 + w)(1− 3w)Hρ0v(1)i vi(1)
+4(1 + w)ρ0∂iψ
(1)vi(1) + 2
ρ0
H2
(
ψ(1)∇2ψ(1)′ − ψ(1)′∇2ψ(1)
)
, (237)
where we have also used the (0 − i)- component of Einstein equation (see
Appendix A). This equation can be rewritten in a more suitable form
ψ(2) + Hδ(2)ρ
ρ′0
+ (1 + 3w)H2
(
δρ(1)
ρ′0
)2
− 4H
(
δρ(1)
ρ′0
)
ψ(1)
′ =
2
3
(
v
(1)
i v
i
(1)
)′
+
2
3
(1− 3w)Hv(1)i vi(1) −
4
3
∂iψ
(1)vi(1) +
16
27 (1 + w)2 Hψ
(1)∇2ψ(1)
− 2
3 (1 + w) H2
[(
1− 8
9 (1 + w)
)
ψ(1)∇2ψ(1)′ −
(
1− 4 (1 + 3w)
9 (1 + w)
)
ψ(1)′∇2ψ(1)
]
+
8 (1 + 3w)
27 (1 + w)2 H3

(
∇2ψ(1)
)2
3
− ψ(1)′∇2ψ(1)′ + ∇
2ψ(1)′∇2ψ(1)
3H
 , (238)
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where the argument on the L.H.S. can be further simplified to
ψ(2) + Hδ
(2)ρ
ρ′0
− (5 + 3w) H2
(
δ(1)ρ
ρ′0
)2
= ψ(2) + Hδ
(2)ρ
ρ′0
− 4
5 + 3w
(
ζ
(1)
I
)2
,
(239)
and the final form has been obtained employing Eqs. (151) and (187).
Notice that the quantity in Eq. (239) is in fact the curvature perturbation
defined in Eq. (134) in the case of the generic fluid with constant equation of
state that we are considering here. From Eqs. (238) and (239) we find
ψ(2) + Hδ
(2)ρ
ρ′0
− (5 + 3w) H2
(
δ(1)ρ
ρ′0
)2
= C + 2
3
(
v
(1)
i v
i
(1)
)
+
τ∫
dτ ′ S(τ ′) ,
(240)
where C is a constant in time, C′ = 0, on large scales and
S = 2
3
(1− 3w)Hv(1)i vi(1) −
4
3
∂iψ
(1)vi(1) +
16
27 (1 + w)2 Hψ
(1)∇2ψ(1)
− 2
3 (1 + w) H2
[(
1− 8
9 (1 + w)
)
ψ(1)∇2ψ(1)′ −
(
1− 4 (1 + 3w)
9 (1 + w)
)
ψ(1)′∇2ψ(1)
]
+
8 (1 + 3w)
27 (1 + w)2 H3

(
∇2ψ(1)
)2
3
− ψ(1)′∇2ψ(1)′ + ∇
2ψ(1)′∇2ψ(1)
3H
 . (241)
We are interested in the determination of the non–linearities after the in-
flationary stage. We have seen in the previous section that also during the
reheating phase the curvature perturbation ζ (2) is conserved. Therefore we are
allowed to fix the constant C by matching the conserved quantity on large
scales at the end of inflation (τ = τI)
C = ψ(2)I + HI
δ(2)ρI
ρ′0I
− 2
(
ζ
(1)
I
)2
, (242)
where we have used the fact that during inflation wI ≃ −1 and we have
disregarded gradient terms which turn out to be negligible for the computation
of the large–scale bispectrum.
In fact the inflationary quantity
(
ψ
(2)
I + HI δ
(2)ρI
ρ′0I
)
has been computed in
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Refs. [3,182]
ψ
(2)
I + HI
δ(2)ρI
ρ′0I
≃ (η − 3ǫ)
(
ζ
(1)
I
)2
+O(ǫ, η) (non− local terms) , (243)
in terms of the slow–roll parameters ǫ = 1−H′I/H2I and η = 1+ǫ−(ϕ′′/HIϕ′)
where HI is the Hubble parameter during inflation and ϕ is the inflaton
field [174]. Since during inflation the slow–roll parameters are tiny, we can
safely disregard the intrinsically second–order terms originated from the in-
flationary epoch. Thus from Eq. (240) and Eq. (242) we obtain a relation
between the gravitational potential ψ(2) and the energy density perturbation
δ(2)ρ during the radiation/matter dominated epochs
ψ(2) − 1
3(1 + w)
δ(2)ρ
ρ0
= −2
3
5 + 3w
1 + w
(
ψ(1)
)2
+
2
3
(
v
(1)
i v
i
(1)
)
+
τ∫
τI
S(τ ′)dτ ′ ,
(244)
where we have made use of Eq. (151) and Eq. (187), with ζ (1) = ζ
(1)
I since the
curvature perturbation is conserved on large scales.
6 The curvaton scenario
Let us now consider the so–called curvaton mechanism [79,176,201] to gener-
ate an initially adiabatic perturbation deep in the radiation era, as an alterna-
tive to the standard inflationary picture. In fact in the curvaton scenario the
cosmological perturbations are produced from fluctuations of a scalar field σ
(different from the inflaton) during a period of inflation, in the case where the
perturbations from the inflaton field are considered to be negligible. The scalar
field is subdominant during inflation and thus its fluctuations are initially of
isocurvature type. Therefore a curvature perturbation is sourced on large scales
according to Eq. (144) and Eq. (147). The curvature perturbation will become
relevant when the energy density of the curvaton field is a significant fraction
of the total energy. This happens after the end of inflation when the curvaton
field begins to oscillate around the minimum of its potential once its mass
has dropped below the Hubble rate, behaving like non–relativistic matter. Fi-
nally, well before primordial nucleosynthesis, the curvaton field is supposed to
completely decay into thermalised radiation thus generating a final adiabatic
perturbation. 22 From this epoch onwards the “standard” radiation dominated
22 In the curvaton scenario it is indeed possible that some residual isocurvature
perturbations survive after the curvaton decay. This could be the case for example if
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phase takes place.
6.1 Generating the curvature perturbation at linear order
During inflation the curvaton field σ is supposed to give a negligible contribu-
tion to the energy density and to be an almost free scalar field, with a small
effective mass m2σ = |∂2V/∂σ2| ≪ H2I [176,175], where HI = a˙/a is the Hubble
rate during inflation.
The unperturbed curvaton field satisfies the equation of motion
σ′′ + 2Hσ′ + a2∂V
∂σ
= 0 . (245)
It is also usually assumed that the curvaton field is very weakly coupled to
the scalar fields driving inflation and that the curvature perturbation from
the inflaton fluctuations is negligible [176,175]. Notice that these are just the
conditions under which we worked in Sec. 2.4 when calculating the spectrum of
perturbations generated by the quantum fluctuations of a generic light scalar
field during inflation. Thus, if we expand the curvaton field up to first order
in the perturbations around the homogeneous background as
σ(τ,x) = σ(τ) + δ(1)σ , (246)
the linear perturbations satisfy on large scales the equation
δ(1)σ′′ + 2Hδ(1)σ′ + a2∂
2V
∂σ2
δ(1)σ = 0 . (247)
The fluctuations δσ on superhorizon scales will be Gaussian distributed and,
from the results of Sec. 2.4, they will have a nearly scale–invariant spectrum
– see Eq. (77) –
Pδσ(k) ≈ H
2
∗
4π2
, (248)
the curvaton field decays when subdominant into a component of Cold Dark Matter
(CDM) which does not thermalize with the existing radiation. This is due to the fact
that an isocurvature perturbation is present initially, while in the standard scenario
of inflation it is not possible since the perturbations initially are adiabatic. If this
is the case, non–Gaussianity in the isocurvature perturbations are expected as well.
We refer the reader to Refs. [176,175,100] for more details. Here we will just consider
the simplest setting of the curvaton scenario where only adiabatic perturbations are
left after the curvaton decay.
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where the subscript ∗ denotes the epoch of horizon exit k = aH . Once infla-
tion is over the inflaton energy density will be converted into radiation (γ)
and the curvaton field will remain approximately constant until H2 ∼ m2σ. At
this epoch the curvaton field begins to oscillate around the minimum of its po-
tential which can be safely approximated by the quadratic term V ≈ m2σσ2/2.
During this stage the energy density of the curvaton field just scales as non–
relativistic matter ρσ ∝ a−3 [283]. The energy density in the oscillating field
is
ρσ(τ,x) ≈ m2σσ2(τ,x) , (249)
and it can be expanded into a homogeneous background ρσ(τ) and a first–order
perturbation δ(1)ρσ as
ρσ(τ,x) = ρσ(τ) + δ
(1)ρσ(τ,x) = m
2
σσ + 2m
2
σ σ δ
(1)σ . (250)
As it follows from Eqs. (245) and (247) for a quadratic potential the ratio
δ(1)σ/σ remains constant and the resulting relative energy density perturba-
tion is
δ(1)ρσ
ρσ
= 2
(
δ(1)σ
σ
)
∗
, (251)
where the ∗ stands for the value at horizon crossing.
Perturbations in the energy density of the curvaton field produce in fact a
primordial density perturbation well after the end of inflation. The primordial
adiabatic density perturbation is associated with a perturbation in the spa-
tial curvature ψ and it is characterized in a gauge–invariant manner by the
curvature perturbation ζ on hypersurfaces of uniform total density ρ, intro-
duced in Sec. 3.5. At linear order ζ is defined by Eq. (131) and on large
scales its evolution is sourced by the non–adiabatic pressure perturbation
δ(1)Pnad = δ
(1)P − c2sδ(1)ρ, obeying the equation of motion (144). In the cur-
vaton scenario the curvature perturbation is generated well after the end of
inflation during the oscillations of the curvaton field because the pressure of
the mixture of matter (curvaton) and radiation produced by the inflaton de-
cay is not adiabatic. A convenient way to study this mechanism is to consider
the curvature perturbations ζi associated with each individual energy density
components defined in Eq. (132). In fact the weighted sum in Eq. (170) during
the oscillations of the curvaton field can be written as [177,175]
ζ (1) = (1− f)ζ (1)γ + fζ (1)σ , (252)
with the quantity f defining the relative contribution of the curvaton field to
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the total curvature perturbation is now given by
f =
3ρσ
4ργ + 3ρσ
. (253)
according to Eq. (171).
From now on we shall work under the approximation of sudden decay of
the curvaton field. Under this approximation the curvaton and the radiation
components ρσ and ργ satisfy separately the energy conservation equations
ρ′γ = −4Hργ ,
ρ′σ = −3Hρσ , (254)
and the curvature perturbations ζ
(1)
i remains constant on superhorizon scales
until the decay of the curvaton, as it follows from Eqs. (182)–(183) in the limit
aΓ/H ≪ 1.
Therefore from Eq. (252) it follows that the first-oder curvature perturbation
evolves on large scales as
ζ (1)
′
= f ′(ζ (1)σ − ζ (1)γ ) = Hf(1− f)(ζ (1)σ − ζ (1)γ ) , (255)
where we have used the conservation of the curvature perturbations. By com-
parison with Eq. (144) one obtains the expression for the non–adiabatic pres-
sure perturbation at first order [176,175]
δ(1)Pnad = ρσ(1− f)(ζ (1)γ − ζ (1)σ ) . (256)
Since in the curvaton scenario it is supposed that the curvature perturbation
in the radiation produced at the end of inflation is negligible
ζ (1)γ = −ψˆ(1) +
1
4
δ(1)ργ
ργ
= 0 . (257)
Similarly the value of ζ (1)σ is fixed by the fluctuations of the curvaton during
inflation
ζ (1)σ = −ψˆ(1) +
1
3
δ(1)ρσ
ρσ
= ζ
(1)
σI , (258)
where I stands for the value of the fluctuations during inflation. From Eq. (252)
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the total curvature perturbation during the curvaton oscillations is given by
ζ (1) = fζ (1)σ . (259)
As it is clear from Eq. (259) initially, when the curvaton energy density is
subdominant, the density perturbation in the curvaton field ζ (1)σ gives a neg-
ligible contribution to the total curvature perturbation, thus corresponding
to an isocurvature (or entropy) perturbation. On the other hand during the
oscillations ρσ ∝ a−3 increases with respect to the energy density of radiation
ργ ∝ a−4, and the perturbations in the curvaton field are then converted into
the curvature perturbation. Well after the decay of the curvaton, during the
conventional radiation and matter dominated eras, the total curvature per-
turbation will remain constant on superhorizon scales at a value which, in the
sudden–decay approximation, is fixed by Eq. (259) at the epoch of curvaton
decay
ζ (1) = fD ζ
(1)
σ , (260)
where D stands for the epoch of the curvaton decay.
Going beyond the sudden–decay approximation it is possible to introduce a
transfer parameter r defined as [175,186]
ζ (1) = rζ (1)σ , (261)
where ζ (1) is evaluated well after the epoch of the curvaton decay and ζ (1)σ is
evaluated well before this epoch. The numerical study of the coupled pertur-
bation equations has been performed in Ref. [186] showing that the sudden–
decay approximation is exact when the curvaton dominates the energy density
before it decays (r = 1), while in the opposite case
r ≈
(
ρσ
ρ
)
D
. (262)
6.2 Second–order curvature perturbation from the curvaton fluctuations
As we have shown in Sec. 5 in the standard scenario where the generation of
cosmological perturbations is induced by fluctuations of a single inflaton field
(and there is no curvaton) the evolution of the perturbations is purely adi-
abatic, and the total curvature perturbation ζ (2) is indeed conserved. Thus,
following Ref. [31], we have used the conserved quantity ζ (2) to follow the
evolution on large scales of the primordial non–linearity in the cosmological
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perturbations from a period of inflation to the matter dominated era. On
the contrary in the curvaton and inhomogeneous reheating scenarios the to-
tal curvature perturbation ζ (2) evolves on large scales due to a non–adiabatic
pressure. In the present scenario the conversion of the curvaton isocurvature
perturbations into a final curvature perturbation at the epoch of the curva-
ton decay can be followed through the sum (252) of the individual curvature
perturbations weighted by the ratio f of Eq. (253).
Let us now extend such a result at second order in the perturbations. Since the
quantities ζ
(1)
i and ζ
(2)
i are gauge–invariant, we choose to work in the spatially
flat gauge ψ(r) = χ(r) = 0 if not otherwise specified. Note that from Eqs. (251)
and (258) the value of ζ (1)σ is thus given by
ζ (1)σ =
1
3
δ(1)ρσ
ρσ
=
2
3
δ(1)σ
σ
=
2
3
(
δ(1)σ
σ
)
∗
, (263)
where we have used the fact that ζ (1)σ (or equivalently δ
(1)σ/σ) remains con-
stant, while from Eq. (257) in the spatially flat gauge
ζ (1)γ =
1
4
δ(1)ργ
ργ
. (264)
During the oscillations of the scalar field Eq. (197) with δ(1)Γ = 0 reduces to
ζ (2)= fζ (2)σ + (1− f)ζ (2)γ + f(1− f)(1 + f)
(
ζ (1)σ − ζ (1)γ
)2
, (265)
where we have used the sudden–decay limit aΓ/H ≪ 1 and within such an
approximation f is given by Eq. (253). Similarly from Eqs (193)–(194) the
expression of the individual curvature perturbations in the spatially flat-gauge
now read
ζ (2)σ =
1
3
δ(2)ρσ
ρσ
−
(
ζ (1)σ
)2
, (266)
ζ (2)γ =
1
4
δ(2)ργ
ργ
− 2
(
ζ (1)γ
)2
. (267)
Such quantities are gauge–invariant and, in the sudden–decay approximation
they are separately conserved until the curvaton decay.
Therefore from Eq. (265) it follows that ζ (2) evolves according to Eq. [32]
ζ (2)
′
= f ′
(
ζ (2)σ − ζ (2)γ
)
+ f ′(1− 3f 2)
(
ζ (1)σ − ζ (1)γ
)2
. (268)
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Note that Eq. (268) can be rewritten as Eq. (147) derived in Ref. [185] with
δ(1)Pnad given by Eq. (256) and
δ(2)Pnad = ρσ(1− f)
[ (
ζ (2)γ − ζ (2)σ
)
+ (f 2 + 6f − 1)
×
(
ζ (1)σ − ζ (1)γ
)2
+ 4ζ (1)γ
(
ζ (1)σ − ζ (1)γ
) ]
, (269)
is the gauge–invariant non–adiabatic pressure perturbation on uniform density
hypersurfaces on large scales which, as one can easily check, coincides with
the generic expression in Eq. (145) which has been provided in Ref. [185].
The second–order curvature perturbation in the standard radiation or matter
eras remain constant on superhorizon scales and, in the sudden–decay approx-
imation, it is thus given by the quantity in Eq. (265) evaluated at the epoch
of the curvaton decay
ζ (2) = fDζ
(2)
σ + fD
(
1− f 2D
) (
ζ (1)σ
)2
, (270)
where we have used the curvaton hypothesis that the curvature perturbation
in the radiation produced at the end of inflation is negligible so that ζ (1)γ ≈ 0
and ζ (2)γ ≈ 0. The curvature perturbation ζ (1)σ is given by Eq. (263), while ζ (2)σ
in Eq. (266) is obtained by expanding the energy density of the curvaton field,
Eq. (249), up to second order in the curvaton fluctuations
ρσ(x, t)= ρσ(τ) + δ
(1)ρσ(τ, x
i) +
1
2
δ(2)ρσ(τ, x
i)
=m2σσ + 2m
2
σ σ δ
(1)σ +m2σ
(
δ(1)σ
)2
. (271)
It follows that
δ(2)ρσ
ρσ
=
1
2
(
δ(1)ρσ
ρσ
)2
=
9
2
(
ζ (1)σ
)2
, (272)
where we have used Eq. (263), and hence from Eq. (266) we obtain
ζ (2)σ =
1
2
(
ζ (1)σ
)2
=
1
2
(
ζ (1)σ
)2
I
, (273)
where we have emphasized that also ζ (2)σ is a conserved quantity whose value is
determined by the curvaton fluctuations during inflation. Plugging Eq. (273)
into Eq. (270) the curvature perturbation during the standard radiation or
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matter dominated eras turns out to be [32]
ζ (2) = fD
(
3
2
− f 2D
) (
ζ (1)σ
)2
. (274)
From now on we switch from the spatially flat gauge ψ = χ = 0 to the Poisson
gauge defined in Sec. 3.1. Such a procedure is possible since the curvature
perturbations ζ
(2)
i are gauge–invariant quantities. In particular this is evident
from the expression found in Eq. (274). In fact we are interested in the non–
linearities produced in the gravitational potentials in the Poisson gauge. By
doing so we are in the position to obtain a relation between the gravitational
potential ψ(2) and the energy density δ(2)ρ in the radiation/matter dominated
epochs.
From Eq. (134) we find that during the matter dominated era
ζ (2)=−ψ(2) + 1
3
δ(2)ρ
ρ
+
5
9
(
δ(1)ρ
ρ
)2
=−ψ(2) + 1
3
δ(2)ρ
ρ
+
20
9
(
ψ(1)
)2
, (275)
where in the last step we have used the first–order solution (151) on large
scales in the Poisson gauge. On the other hand the curvature perturbation
in the radiation/matter dominated eras remains constant at a value which is
fixed by Eq. (274). Thus Eq. (275) combined with Eq. (274), yields [32]
ψ(2) − 1
3
δ(2)ρ
ρ
=
1
9
[
20− 75
2fD
+ 25fD
] (
ψ(1)
)2
, (276)
where we have used
fDζ
(1)
σ = −
5
3
ψ(1) (277)
from Eq. (260) and the usual linear relation between the curvature perturba-
tion and the gravitational potential ζ (1) = −5
3
ψ(1) during the matter domi-
nated era, see Eq. (187).
7 The inhomogeneous reheating scenario: δΓ 6= 0
Recently, another mechanism for the generation of cosmological perturbations
has been proposed [76,130,77,192,10]. It acts during the reheating stage after
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inflation and it was dubbed the “inhomogeneous reheating” mechanism in
Ref. [77] and “modulated reheating” in Ref. [130]. This mechanism works as
follows. As in the curvaton scenario it is supposed that the perturbations
coming from the inflaton fluctuations are negligible. To reheat the Universe
the inflaton has to couple to ordinary particles and has to decay into radiation
with a decay rate Γ which depends on the couplings of the inflaton field. In
the standard scenario of inflation such a coupling is constant. In fact it may
be determined by the vacuum expectation value of fields χ’s of the underlying
theory. It could be the case of supersymmetric theories or theories inspired by
superstrings, as discussed in some details in Ref. [76] and [130], respectively,
with the scalar fields χ′s being some scalar super–partner or the so–called
moduli fields. If those fields are light during inflation fluctuations δχ ∼ H/2π,
where H is the Hubble rate during inflation, are left imprinted on superhorizon
scales, as we have recalled in Sec. 2.4. These perturbations lead to spatial
fluctuations in the decay rate Γ of the inflaton field to ordinary matter
δΓ
Γ
∼ δχ
χ
, (278)
thus producing fluctuations in the radiation and in the reheating temperature
in different regions of the Universe. These fluctuations are of isocurvature
type and will be converted into curvature fluctuations after reheating, once
the thermalized radiation starts do dominate the energy density. 23
7.1 Generating the curvature perturbation at linear order from decay rate
fluctuations
Using the cosmic time as time variable, the first order Eq. (182) for ζ (1)ϕ on
large scales reads
ζ˙ (1)ϕ =
Γ
2
ρϕ
ρ˙ϕ
ρ˙
ρ
(
ζ (1) − ζ (1)ϕ
)
+H
ρϕ
ρ˙ϕ
δ(1)Γ . (279)
We shall now adopt a “mixed sudden–decay approximation”. We shall treat
the pressureless scalar field and radiation fluids as if they were not interacting
until the decay of the inflaton, when Γ ≈ H . Since at the beginning of the
reheating phase the energy density in radiation is negligible this means that
f = ρ˙ϕ/ρ˙ ≈ 1 and there is indeed only a single fluid with, from Eq. (170),
23 Indeed the idea that the total curvature perturbation may be affected on large
scales by entropy perturbations when there exists a scalar field affecting particle
masses or couplings constants controlling the reheating process has first been sug-
gested in Ref. [103].
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ζ (1) ≈ ζ (1)ϕ and ζ (1)γ ≈ 0. In fact under such an approximation we can neglect
all the terms proportional to the decay rate Γ, but we allow for the spatial
fluctuations of the decay rate. Thus the first order Eq. (279) reads
ζ˙ (1)ϕ ≃ −
1
3
δ(1)Γ , (280)
where we have used ρ˙ϕ = −3Hρϕ in the sudden–decay approximation. Inte-
gration over time yields
ζ (1)ϕ = −
t
3
δ(1)Γ = −2
9
δ(1)Γ
H
≃ ζ (1) , (281)
where we have used the fact that during the oscillations of the scalar field
which dominates the energy density H = 2/3t. The inhomogeneous reheat-
ing mechanism produces at linear level a gravitational potential which after
the reheating phase, in the radiation dominated epoch, is given by (in the
longitudinal gauge) [76]
ψ(1) =
1
9
δ(1)Γ
Γ∗
, (282)
where Γ∗ stands for the value of the background decay rate, which in this
scenario is approximately constant, being determined by the very light scalar
field(s) χ. During the radiation dominated epoch the usual relation between
the gravitational potential and the curvature perturbation in Eq. (187) yields
ψ(1) = −2
3
ζ (1) , (283)
and thus from Eq. (281) we can set the ratio Γ∗/HD = 3/4 at the time of the
inflaton decay in order to reproduce the result (282) of Ref. [76]. Therefore
from Eq. (281) it follows that the value of ζ (1) is [33]
ζ (1) ≃ −1
6
δ(1)Γ
Γ∗
. (284)
7.2 Second–order curvature perturbation from inhomogeneous reheating
We now expand the decay rate as
Γ = Γ∗ + δΓ = Γ∗ + δ
(1)Γ +
1
2
δ(2)Γ , (285)
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and perturbing the energy transfer coefficient Qˆϕ = −Γρϕ up to second order
it follows from Eqs. (198) and (285)
δ(2)Qϕ = −ρϕδ(2)Γ− Γ∗δ(2)ρϕ − 2δ(1)Γδ(1)ρϕ . (286)
Plugging Eq. (286) into Eq. (203), the equation of motion on large scales for
the curvature perturbation ζ (2)ϕ allowing for possible fluctuations of the decay
rate δ(1)Γ and δ(2)Γ turns out to be [33]
ζ˙ (2)ϕ =
H
ρ˙ϕ
(
δ(2)Γρϕ + 2δ
(1)Γδ(1)ρϕ
)
− Γ∗ρϕ
2
ρ˙
ρ
(
δ(2)ρϕ
ρ˙ϕ
− δ
(2)ρ
ρ˙
)
+3Γ∗ρϕ
H
ρ˙ϕ
φ(1)
2
+
2H
ρ˙ϕ
(
δ(1)Γρϕ + δ
(1)ρϕΓ∗
)
φ(1) − 2ζ (1)ϕ ζ˙ (1)ϕ
+2
[
ζ (1)ϕ
(
Γ∗
ρϕ
ρ˙ϕ
φ(1) + δ(1)Γ
ρϕ
ρ˙ϕ
+ Γ∗
δ(1)ρϕ
ρ˙ϕ
)]·
+
[
ζ (1)ϕ
2 Γ
H
(
1− ρϕ
ρ˙ϕ
ρ˙
ρ
)]·
,
(287)
where we have used the fact that the decay rate Γ in the scenario under
consideration remains constant. We shall use the result previously found in
Eq. (284) to solve this equation. In fact under the sudden–decay approximation
and using Eq. (196) the second–order Eq. (287) simplifies to
ζ˙ (2)ϕ ≃ −
1
3
δ(2)Γ− ζ (1)ϕ δ(1)Γ− 2
(
ζ (1)ϕ ζ˙
(1)
ϕ
)
− 2
3
(
δ(1)Γ
H
ζ (1)ϕ
)·
. (288)
Notice that the fluctuations δΓ = δ(1)Γ + 1
2
δ(2)Γ indeed depend on the under-
lying physics for the coupling of the inflaton field to the other scalar field(s)
χ. Let us take for example Γ(t,x) ∝ χ2(t,x). If the scalar field χ is very light,
its homogeneous value can be treated as constant χ(t) ≈ χ∗ and during in-
flation quantum fluctuations δ(1)χ around its homogeneous value χ∗ are left
imprinted on superhorizon scales. Therefore non–linear fluctuations
(
δ(1)χ
)2
of the decay rate Γ are produced as well
Γ(t,x) ∝ χ2(t,x) = χ2∗ + 2χ∗δ(1)χ+
(
δ(1)χ
)2
. (289)
From Eqs. (285) and (289) it follows
δ(1)Γ
Γ∗
=2
δ(1)χ
χ∗
,
δ(2)Γ
Γ∗
=2
(
δ(1)χ
χ∗
)2
=
1
2
(
δ(1)Γ
Γ∗
)2
. (290)
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Using the first order solution ζ (1)ϕ = −(t/3)δ(1)Γ and Eq. (290) in Eq. (288),
the evolution of ζ (2)ϕ on large scales is
ζ˙ (2)ϕ ≃−
1
6Γ∗
(
δ(1)Γ
)2
+
1
3
(
δ(1)Γ
)2
t− 2
(
ζ (1)ϕ ζ˙
(1)
ϕ
)
− 2
3
(
δ(1)Γ
H
ζ (1)ϕ
)·
. (291)
Integration over time is straightforward and yields
ζ (2)ϕ =−
t
6
(
δ(1)Γ
)2
Γ∗
+
1
6
(
δ(1)Γ
)2
t2 −
(
ζ (1)ϕ
)2 − 2
3
ζ (1)ϕ
δ(1)Γ
H
. (292)
Now recall that at the time of inflaton decay Γ∗/HD = 3/4, and since H =
2/3 t, it follows tD = 1/2Γ∗. Thus ζ (2)ϕ in Eq. (292) evaluated at the time tD
of inflaton decay is
ζ (2)ϕ ≃ −
1
24
(
δ(1)Γ
Γ∗
)2
− ζ (1)ϕ
2 − 1
2
ζ (1)ϕ
δ(1)Γ
Γ∗
. (293)
Finally, using Eq. (284), we find that the total curvature perturbation ζ (2) in
the sudden–decay approximation is given by [33]
ζ (2) ≃ ζ (2)ϕ ≃
1
2
(
ζ (1)
)2
. (294)
Eq. (294) gives the value at which the curvature perturbation remains constant
during the radiation and dominated phases. Notice that our results are gauge–
invariant, involving the curvature perturbations, as it is clear for example
from Eq. (294). Thus, as in the previous section, we can now switch from the
spatially flat gauge to the Poisson gauge, to obtain a relation analogous to the
ones in Eq. (244) and Eq. (276) between the energy density perturbation δ(2)ρ
and the gravitational potential ψ(2) during the matter dominated epoch. By
combining Eq. (294) with the expression (275) for the curvature perturbation
ζ (2) in the Poisson gauge during the matter dominated phase we find
ψ(2) − 1
3
δ(2)ρ
ρ
=
5
6
(
ψ(1)
)2
. (295)
8 Non–linearities in the gravitational potential
Let us now focus on the calculation of the non–linearity in the gravitational
potential φ = φ(1)+ 1
2
φ(2) (or ψ) in the Poisson gauge. In fact with our results
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we can express the gravitational potential φ in momentum space as
φ(k)= φ(1)(k) +
1
(2π)3
∫
d3k1 d
3k2 δ
(3) (k1 + k2 − k)
× fφNL (k1,k2)φ(1)(k1)φ(1)(k2) , (296)
where we have defined an effective “momentum–dependent” non–linearity pa-
rameter fφNL. Here the linear lapse function φ
(1) = ψ(1) is a Gaussian random
field. Notice that indeed a momentum–dependent function must be added to
the R.H.S. of Eq. (296) in order to satisfy the requirement that 〈φ〉 = 0. From
Eq. (296) it follows that the gravitational potential bispectrum reads
〈φ(k1)φ(k2)φ(k3)〉= (2π)3 δ(3) (k1 + k2 + k3)
×
[
2 fφNL (k1,k2) Pφ(k1)Pφ(k2) + cyclic
]
, (297)
where Pφ(k) is related to the dimensionless power–spectrum of the gravita-
tional potential as defined in Eq. (59) by Pφ(k) = Pφ(k) 2π2/k3.
We want to make here an important remark. The non–linearity parameter
fφNL defines the non–Gaussianity in the gravitational potential, but it does
not define the non–Gaussianity level of the CMB temperature fluctuations. In
order to predict such an observable it is necessary to make a further step, and
determine how the perturbations in the gravitational potentials translate into
second–order fluctuations of the CMB temperature. We will carry out this cal-
culation in the next section. We now give the expression for the non–linearities
in the gravitational potential φ. In each of the scenarios considered, solving
the evolution for the curvature perturbation ζ (2) for each of the scenarios con-
sidered, we have obtained the relations (244), (276), and (295) between the
gravitational potential ψ(2) and the energy density δ(2)ρ in terms of the lin-
ear gravitational potential squared
(
φ(1)
)2
. We can now close our system and
fully determine the variables ψ(2), φ(2) and δ(2)ρ by using the (0-0)-component
of Einstein equation (153) and the constraint (154) relating the gravitational
potentials φ(2) and ψ(2).
8.1 The standard scenario
Combining Eq. (244) obtained from the conservation of ζ (2) with Eqs. (153)
and (154) we single out an equation for the gravitational potential φ(2) on
large scales
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φ(2)′ +
5 + 3w
2
Hφ(2)=(5 + 3w)H
(
ψ(1)
)2
+
3
2
H(1 + w)
[
∇−2
(
2∂iψ(1)∂iψ
(1)
+ 3 (1 + w) H2vi(1)v(1)i
)
− 3∇−4∂i∂j
(
2∂iψ(1)∂jψ
(1)
+3 (1 + w) H2vi(1)v(1)j
)]
+
3
2
H(1 + w)
τ∫
τI
S(τ ′)dτ ′ − S ′1
+
1
H
(
∇ψ(1)
)2
+
8
3Hψ
(1)
(
∇2ψ(1)
)
+
∇2S1
3H +
1
H
(
ψ(1)′
)2
,
(298)
where S1 denotes the R.H.S. of Eq (154).
We want to integrate this equation from τI to a time τ in the matter–dominated
epoch. The general solution is given by the solution of the homogeneous equa-
tion plus a particular solution
φ(2)=φ(2)(τI) exp
− τ∫
τI
5 + 3w
2
Hdτ ′

+exp
− τ∫
τI
5 + 3w
2
Hdτ ′
× τ∫
τI
exp
 τ
′∫
τI
5 + 3w
2
Hds
 b(τ ′)dτ ′ , (299)
where b(τ) stands for the source term in the R.H.S of Eq. (298).
Notice that the homogeneous solution during both the radiation and the
matter–dominated epoch decreases in time. Therefore we can neglect the ho-
mogeneous solution and focus on the contributions from the source term b(τ).
At a time τ in the matter–dominated epoch exp[− ∫ ττI dτ ′ H (5+3w)/2] ∝ τ−5.
Thus if we are interested in the gravitational potential φ(2) during the mat-
ter dominated epoch the contributions in the particular solution coming from
the radiation–dominated epoch can be considered negligible. Recalling that
during the matter–dominated epoch the linear gravitational potential ψ(1) is
constant in time, it turns out that
φ(2)≃ 2
(
ψ(1)
)2
+
3
5
[
∇−2
(
10
3
∂iψ(1)∂iψ
(1)
)
− 3∇−4∂i∂j
(
10
3
∂iψ(1)∂jψ
(1)
)]
+exp
− τ∫
τI
5 + 3w
2
Hdτ ′
× τ∫
τI
exp
 τ
′∫
τI
5 + 3w
2
Hds
{3
2
H(1 + w)
×
τ ′∫
τI
S(s)ds + 1H
(
∇ψ(1)
)2
+
8
3Hψ
(1)
(
∇2ψ(1)
)
+
∇2S1
3H
}
dτ ′ , (300)
where we have used Eq. (149) to express the first–order velocities in terms of
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the gravitational potential, and we have taken into account that during the
matter–dominated epoch S ′1 = 0.
As the gravitational potential ψ(1) on superhorizon scales is generated during
inflation, it is clear that the origin of the non–linearity traces back to the
inflationary quantum fluctuations.
The gravitational potential will then have a non–Gaussian (χ2)-component.
Going to momentum space, from Eq. (300) we directly read the non–linearity
parameter of the gravitational potential φ = φ(1) + 1
2
φ(2) for scales entering
the horizon during the matter–dominated stage [31,33]
fφNL(k1,k2) ≃ −
1
2
+ g(k1,k2) , (301)
where
g(k1,k2) = 4
k1 · k2
k2
− 3(k1 · k2)
2
k4
+
3
2
k41 + k
4
2
k4
, (302)
with k = k1+k2. Notice that in deriving Eq. (301) we have neglected the con-
tribution from the last term in Eq. (300), since as we explain in Sec. 8.3.1 this
term is fully negligible when evaluating the bispectrum of the gravitational
potential on large scales. Moreover in the final bispectrum expression, the
diverging terms arising from the infrared behaviour of fφNL(k1,k2) are auto-
matically regularized once the monopole term is subtracted from the definition
of φ, by requiring that 〈φ〉=0. The non–Gaussianity provided by expression
(305) will add to the known Newtonian and relativistic second–order con-
tributions which are relevant on subhorizon scales (a simple example being
the Rees–Sciama effect [236]), whose complete and detailed analysis has been
given in Refs. [233,234,199].
From Eq. (301) we conclude that the tiny non–Gaussianity generated during
the inflationary epoch driven by a single scalar field, discussed in Sec. 5.3, gets
enhanced in the post–inflationary evolution giving rise to a non–negligible
signature of large–scale non–linearity in the gravitational potentials. Once
again, inflation provides the key generating mechanism to produce superhori-
zon seeds, which are later amplified by gravity.
Finally it is interesting to note that as long as we are interested in the gravi-
tational potential bispectrum on large scales, it is possible to obtain the same
result as in Eq. (301) using the following appoximate solution to the (0-0)-
component of Einstein equations (153) on large scales
φ(2) = −1
2
δ(2)ρ
ρ0
+ 4
(
ψ(1)
)2
, (303)
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combining it with the equation obtained from the conservation of ζ (2) Eq. (244)
and with the constraint Eq. (155), both evaluated at the matter dominated
phase, in order to close the system of equations for the variables ψ(2), φ(2)
and δ(2)ρ. The same holds true also for the other scenarios. Therefore, in the
following we shall use the relations (276) and (295), between the gravitational
potential ψ(2) and the energy density δ(2)ρ in the matter dominated epoch,
together with Eq. (303) and the constraint Eq. (155), which relates the grav-
itational potentials φ(2) and ψ(2) in the matter–dominated epoch. As shown
for the standard scenario, the terms which are neglected with such an approx-
imation give a negligible contribution to the large–scale bispectrum of the
gravitational potential.
8.2 The curvaton scenario
We use Eq. (276) obtained from the evolution of ζ (2) in the sudden–decay
approximation with Eqs. (303) and (155) and we conclude that in the curvaton
scenario during the matter dominated epoch [32]
φ(2)=
[
10
3
+
5
3
fD − 5
2fD
] (
ψ(1)
)2
− 2∇−2
(
ψ(1)∇2ψ(1)
)
+ 6∇−2
(
∂i∂j
(
ψ(1)∂i∂
jψ(1)
))
, (304)
where fD is given by Eq. (253) at the time of the curvaton decay and defines
the fractional energy density of the curvaton field. From Eq. (304) we obtain
the non–linearity parameter for the gravitational potential φ = φ(1)+ 1
2
φ(2) [32]
fφNL =
[
7
6
+
5
6
r − 5
4r
]
+ g(k1,k2) , (305)
where we have replaced fD with r ≈ (ρσ/ρ)D to go beyond the sudden–decay
approximation, and the function g(k1,k2) is the same as in Eq. (302). As
far as the momentum–independent part of the non–linearity parameter fφNL
is concerned, we note that in the limit r ≪ 1 we obtain fφNL = − 54r which
reproduces the estimate provided in [176,175], while, in the limit r ≃ 1, we
obtain fφNL =
3
4
for r ≃ 1. 24 Such a difference is due to the fact that we have
taken into account all the relevant second–order gravitational effects.
An important comment is in order here. As it is evident from Eq. (305) the
level of non–Gaussianity increases for decreasing values of the parameter r,
24 Notice that the formula (36) in Ref. [175] for the estimate of the non–linearity
parameter contains a sign misprint and should read fφNL ≃ − 54r , giving fφNL ≃ −54
for r ≃ 1.
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that is to say with a lower efficiency for generating the density perturbations.
This relation between the inefficiency and the non–Gaussianity is in fact quite
a general feature, that has been pointed out in Refs. [139,300]. It is due to the
fact that, in order to keep the density fluctuations at the observed level, as
we decrease the efficiency to generate perturbations the second–order terms
become more and more relevant in comparison with the linear contributions,
thus increasing the level of non–Gaussianity.
8.3 The inhomogeneous reheating scenario
In the inhomogeneous reheating scenario where Γ ∝ χ2 by combining Eq. (295)
with Eqs. (303) and (155) we find during the matter dominated epoch
φ(2)=
5
2
(
ψ(1)
)2 − 2∇−2 (ψ(1)∇2ψ(1))+ 6∇−2 (∂i∂j (ψ(1)∂i∂jψ(1))) .
(306)
We then read the non–linearity parameter for the gravitational potential φ =
φ(1) + 1
2
φ(2) [33]
fφNL =
3
4
+ g(k1,k2) , (307)
with g(k1,k2) defined in Eq. (302).
We would like to remind that the result in Eq. (307) has been obtained under
certain minimal conditions for the inhomogeneous reheating to take place.
This includes the assumption that during inflation Γ∗ ≪ H , and that the
decay rate is completely determined by a scalar field χ as Γ ∝ χ2. However,
the curvature perturbation produced in the inhomogeneous reheating scenario
does have a dependence on the ratio Γ∗/H , which one can parametrize as [300]
ζ (1) = −α δ
(1)Γ
Γ∗
, (308)
where α is positive and decreases as the ratio Γ∗/H at the end of inflation
increases, with α = 1/6 in the limit Γ∗/H → 0, thus recovering Eq. (284).
Moreover the scalar field χ might set actually only a decay channel into which
the inflaton decays; in addition the decay rate could have another channel
which does not fluctuate, so that
Γ = Γ0 + Γ1
(
χ
χ∗
)2
, (309)
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as considered in Refs. [76,300]. The resulting linear curvature perturbation
reads
ζ (1) = −2α Γ1
Γ∗
δ(1)χ
χ∗
. (310)
As argued in Ref. [300], Eq. (310) shows that the efficiency to generate the den-
sity perturbations can actually be very small either when the decay rate is not
much smaller than the Hubble rate during inflation, or because the scalar field
χ controls only one of the channels in which the inflaton field decays. There-
fore, according to the previous considerations one expects that due to these
effects the level of non–Gaussianity can be in fact higher than in Eq. (307).
Moreover, as discussed in Ref. [300] the decay rate could depend by several
scalar fields and one should also account for the possible presence of intrinsic
non–Gaussianities in the scalar field(s) χ, produced by self–interactions of the
type described in Sec. 2.5. In our formalims this means that in expanding
Γ(t,x) as in Eq. (289) there might be an additional non–linear term given by
δ(2)χ sourced by the self–couplings of the scalar field χ. As shown in Ref. [300]
all these “variations on the theme” should increase the non–Gaussianity at a
level very close to the limits set by WMAP. 25
In fact following the same steps which lead to Eq. (307) we are able to extend
the result to the more general case which includes the dependence on the
α parameter and a decay rate as in Eq. (309), while keeping track of the
different second–order effects arising in the determination of the non–linearity
parameter of the gravitational potential. Using Eq. (308) and (309) we find
fφNL =
3
4
+ I + g(k1,k2) , (311)
where
I = −5
2
+
5
12
Γ¯
αΓ1
, (312)
Γ¯ being the mean value of the decay rate. Thus the “minimal case” (307) is
recovered for α = 1/6 and Γ1 = Γ¯ (I = 0).
25 Notice however that the analysis in Ref. [300] focuses on the curvature perturba-
tion ζ and does not take into account all the second–order effects which contribute
to the level of the non–Gaussianity in the gravitational potential and in the CMB
anisotropies which is actually the observable quantity.
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8.3.1 Some remarks on the large–scale limit
Let us now clarify here again our procedure in deriving the expression of
second–order quantities or equations of motion. Indeed, when dealing with
second–order perturbations which are expressed in terms of first–order quanti-
ties, also the short–wavelength behaviour of the first–order perturbations must
be taken into account, as it becomes evident going to momentum space. The
crucial point here is which is the final quantity one is interested in. We are in-
terested in calculating the bispectrum of the gravitational potential and of the
temperature anisotropies on large scales as a measure of the non–Gaussianity
of the cosmological perturbations on those scales. The bispectrum of these
quantities is twice the kernel which appears when expressing these second–
order quantities in Fourier space, that is to say, e.g., fφNL (k1,k2) in Eq. (296).
This means that, when calculating the bispectrum, we can evaluate the kernel
in the long–wavelength limit, irrespective of the integration over the whole
range of momenta. This is the reason why we have used the long–wavelength
approximation in the equations of motion when deriving the expressions of
second–order quantities in terms of first–order perturbations. Thus, the final
result for the bispectrum is not affected by our procedure.
8.4 Second–order temperature fluctuations on large scales and the correct
definition of the measured fNL
In this subsection we provide the expression for the second–order temperature
fluctuations on large scales which will allow the exact definition of the non–
linearity parameter fNL. From now on, we will adopt the Poisson gauge defined
in Sec. 3.1.
The second–order expression for the temperature fluctuation field in the Pois-
son gauge has been obtained in Ref. [199], by implementing the general for-
malism introduced in Ref. [234]. We are interested here in the large–scale limit
of that expression, which allows to unambiguously define the primordial non–
Gaussian contribution. Keeping only the large–scale limit of the linear and
second–order terms in Eqs. (2.27) and (2.28) of Ref. [199], (ses also Eqs. 4.11)
and (4.12) of Ref. [234]), we obtain
∆T
T
= φ
(1)
E + τ
(1)
E +
1
2
(
φ
(2)
E + τ
(2)
E
)
− 1
2
(
φ
(1)
E
)2
+ φ
(1)
E τ
(1)
E , (313)
where φE = φ
(1)
E +
1
2
φ
(2)
E is the lapse perturbations at emission on the last
scattering surface and τE = τ
(1)
E +
1
2
τ
(2)
E is the intrinsic fractional temperature
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fluctuation at emission
τE ≡ ∆T
T
∣∣∣∣E . (314)
Let us recall that, at linear order φ(1) = ψ(1). In Eq. (313) we dropped
all those terms which represent integrated contributions such as Integrated
Sachs–Wolfe, Rees–Sciama and more complicated second–order integrated ef-
fects [172,211,196,268,69]. A full account of these effects is indeed provided
by the general expressions for non–linear temperature anisotropies given in
Refs. [233,234,199] and will not be reported here. The form of the CMB tem-
perature bispectrum arising from some non–linear effects has been inferred
recently in Ref. [73] (see also Ref. [18]), for a particular triangle configuration.
Notice that for a ΛCDM cosmology the Integrated Sachs–Wolfe effect would
also give a contribution on large scales. In order to compute this effect one
should study the complete evolution of the gravitational potentials from last
scattering till Λ (dark energy) domination.
It is important here to stress that the non–linearity parameter fNL as intro-
duced e.g. in Refs. [143,137] singles out the large–scale part of the second–order
CMB anisotropies. One should be able to distinguish secondary integrated
terms from the large–scale effects thanks to their specific angular–scale de-
pendence. For the very same reason, we disregarded gravitational–lensing and
Shapiro time–delay effects, Doppler terms and all those second–order effects
which are characterized by a high–ℓ harmonic content. We finally dropped
contributions at the observer position, which only modify the monopole term.
To obtain the intrinsic anisotropy in the photon temperature, we can expand
the photon energy density ργ ∝ T 4 up to second order and write
τ
(1)
E =
1
4
δ(1)ργ
ργ
∣∣∣∣E (315)
where ργ is the mean photon energy density, and
τ
(2)
E =
1
4
δ(2)ργ
ργ
∣∣∣∣E − 3
(
τ
(1)
E
)2
=
1
4
δ(2)ργ
ργ
∣∣∣∣E − 316
(
δ(1)ργ
ργ
∣∣∣∣E
)2
. (316)
Next, we need to relate the photon energy density fluctuation to the lapse per-
turbation, which we can easily do by implementing the adiabaticity condition
up to second order. At first order the adiabaticity condition reads ζ (1)m = ζ
(1)
γ
and we obtain
δ(1)ργ
ργ
=
4
3
δ(1)ρm
ρm
, (317)
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where ρm is the average energy density of the matter component. At second
order the adiabaticity condition imposes ζ (2)m = ζ
(2)
γ , as explained in Sec. 3.6.2.
From Eq. (135) applied to matter and radiation we find
δ(2)ργ
ργ
=
4
3
δ(2)ρm
ρm
+
4
9
(
δ(1)ρm
ρm
)2
. (318)
In the large–scale limit, the energy constraints (151) and (303) in the matter
dominated era, yields
δ(1)ρm
ρm
= −2ψ(1) (319)
and
δ(2)ρm
ρm
= −2φ(2) + 8
(
ψ(1)
)2
. (320)
We finally obtain the fundamental relation
∆T
T
=
1
3
[
ψ
(1)
E +
1
2
(
φ
(2)
E −
5
3
(
ψ
(1)
E
)2)]
. (321)
From Eq. (321), it is clear that the expression for the second–order tempera-
ture fluctuations is not a simple extension of the first–order Sachs–Wolfe effect
∆T (1)/T = ψ
(1)
E /3 to second order since it receives a correction provided by
the term −(5/3)
(
ψ
(1)
E
)2
.
We can express the lapse function at second order as in Eq. (296), or equiva-
lently as a general convolution (see, e.g., Ref. [3])
φ = φ(1) +
1
2
φ(2) = ψ(1) + fφNL ∗
(
ψ(1)
)2
, (322)
up to a constant offset. In order to connect the inflationary predictions with
the definition of fNL which has become standard in the CMB-related literature
(see, e.g., Ref. [143]) we remind the standard Sachs–Wolfe formula
∆T
T
(nˆ, τ0) = −1
3
Φ(nˆ(τ0 − τE)) , (323)
where Φ ≡ −φ is Bardeen’s potential [20], which is conventionally expanded
in a form analogous to Eq. (322), namely
Φ = ΦL + fNL ∗ (ΦL)2 (324)
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(up to a constant offset, which only affects the temperature monopole term),
where ΦL = −φ(1).
8.4.1 Angular averaging in a perturbed Universe and the value of fNL
One more non–linear effect that one should take into account is provided by
the angular averaging implicit in the definition of observables such as the
harmonic amplitudes of the CMB temperature as defined by an observer. Re-
stricting ourselves to the pure Sachs–Wolfe effect, this amounts to performing
an angular average with the physical (perturbed) metric on null hypersurfaces
at fixed radial distance from the receiver. One can easily show that only the
first–order correction to the metric gives a contribution to second–order quan-
tities like the bispectrum and the effect can be accounted for by multiplying
the angular differential element dΩ by a conformal factor (1 − 2ψ(1)). This
operation implies shifting the value of
fφNL → (fφNL − 1) . (325)
It is interesting at this point to consider the particular “squeezed” configura-
tion considered in Ref. [182], which consists in taking one of the wavenumbers
to be much smaller than the other two in the bispectrum 〈φ(k1)φ(k2)φ(k3)〉,
for instance k3 ≪ k1, k2. It is immediate to verify that in such a limit, and tak-
ing into account the form of the function (302), the bispectrum vanishes in the
case of a scale–invariant power-spectrum within the standard scenario, where
cosmological perturbations are due to the inflaton field. This is in full agree-
ment with the general argument given in Ref. [182], where it was shown that
in the squeezed limit the effect of the perturbation with the lowest momentum
is only to rescale the other momenta in the corresponding fluctuations. For
perturbations generated during inflation, this amounts to saying that fluctu-
ations leaving the horizon at much earlier times act as a classical background
for the evolution of the other modes.
From Eqs. (325), (321) and (324) we can now immediately derive the true non–
linearity parameter fNL which is the quantity actually measurable by high-
resolution CMB experiments, after properly subtracting instrumental noise,
foreground contributions and small–scale second–order terms. We find
fNL = −fφNL +
5
6
+ 1 = −fφNL +
11
6
. (326)
We warn the reader that this is the quantity which enters in the determi-
nation of higher–order statistics (such as the bispectrum of the tempera-
ture anisotropies) and to which the phenomenological study performed e.g.
in Ref. [143] applies. A number of present and future CMB experiments, such
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as WMAP [139] and Planck, have enough resolution to either constrain or
detect non–Gaussianity of CMB anisotropy data parametrized by fNL with
high precision [143].
Notice that the CMB temperature bispectrum does not vanish in the so–
called squeezed limit discussed in Ref. [182], owing to the presence of second–
order Sachs–Wolfe–like terms which give the extra term 5/6 in Eq. (326). This
statement applies to all scenarios of generation of cosmological perturbations
and contrasts with the results in Ref. [73] (in the limit in which the two
calculations can be compared), where the CMB bispectrum has been inferred
directly from that of the gravitational potential (so that second–order Sachs–
Wolfe–like terms were not included) and there is no matching to the primordial
non–Gaussianity.
In Refs. [31,33] the matching among different cosmological eras has been
obtained using the gauge–invariant curvature perturbation ζ (2) defined in
Eq. (134). If one goes to the uniform energy–density gauge defined by δρ = 0 at
any order, one recovers (at second order) the Salopek–Bond curvature pertur-
bation defined in Ref. [249] ζSB through the metric ds
2 = a2(τ)
[
−dτ 2 + e2ζSBdx2
]
.
Indeed, expanding ζSB as ζSB = ζ
(1)
SB +
1
2
ζ
(2)
SB and comparing to the metric (103),
one immediately finds (on super–horizon scales)
ζ (1)=− ψ(1)
∣∣∣
ρ
= ζ
(1)
SB ,
ζ (2)=− ψ(2)
∣∣∣
ρ
= ζ
(2)
SB + 2
(
ζ
(1)
SB
)2
. (327)
The extra–term 2
(
ζ
(1)
SB
)2
beatifully matches the last term in the R.H.S. of
Eq. (242) immediately explaining why ζ
(2)
SB = O (ǫ, η) during inflation, as found
in Ref. [182]. Notice, however, that the computation of the second–order tem-
perature anisotropy in any gauge requires the use of the full gauge–invariant
quantity ζ (2) in order to properly account for terms proportional to
(
ψ(1)
)2
.
This step seems to be missing in Ref. [73], where both the uniform energy–
density and the longitudinal gauges have been used.
After showing how the large scales perturbations in the gravitational potentials
produce corresponding fluctuations in the CMB temperatures, we are finally
in the position to give the predictions for the level of the non–Gaussianity in
the three scenarios considered so far.
A. Standard scenario
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Using Eq. (326) and Eq. (301), we conclude that in the standard scenario where
cosmological perturbations are generated by the inflaton field, the value of the
non–Gaussianity parameter is provided by
fNL(k1,k2) ≃ 7
3
− g(k1,k2) . (328)
B. Curvaton scenario
From expression (326) and Eq. (305), we find that the level of non–Gaussianity
in the curvaton scenario is given by
fNL = −
[
−2
3
+
5
6
r − 5
4r
]
− g(k1,k2) , (329)
where we recall that r ≈ (ρσ/ρ)decay is the ratio of the curvaton energy density
to the total energu density at the curvaton decay.
C. Inhomogeneous reheating scenario
Using the expression (326) and Eq. (307), we find that the level of non–
Gaussianity in the inhomogeneous reheating scenario where Γ ∝ χ2 is provided
by
fNL =
13
12
− g(k1,k2) . (330)
As explained in Sec. 8.3 we can relax some conditions and obtain an extension
of Eq. (330) for a decay rate Γ which is only partially controlled by a scalar
field χ as in Eq. (309). Using (326) and Eq. (311) we find
fNL =
13
12
− I − g(k1,k2) , (331)
where I = −5/2 + (5/12) Γ¯/(αΓ1), with the parameter 0 < α < 1/6 and
Γ¯/Γ1 > 1.
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8.4.2 A comment on primordial non–Gaussianity and the post–inflationary
evolution
The expressions for the non–linearity parameter fNL obtained in the previ-
ous section are the results of three physical processes. The first one is the
generation of an intrinsic non–Gaussianity during a primordial epoch and
is strictly dependent on the particular mechanism which gives rise to the
cosmological perturbations. This contribution sets the initial conditions for
the evolution of the second–order perturbations in the radiation–dominated
epoch obtained using the conservation of the curvature fluctuation ζ (2), namely
Eqs. (244), (276) and (295). The initial contribution is then processed by the
second–order gravitational dynamics in the post–inflationary evolution given
by Eq. (303) and the constraint Eq. (155). Finally, the non-linearities thus
produced in the gravitational potential are transferred to the temperature
anisotropies on large scales, where new second–order corrections arise (see
Eq. (321)). In fact, it has been shown in Ref. [34] that the initial contribution
from the primordial epoch can be neatly disentangled from the other contribu-
tions coming from the post–inflationary evolution. The key point here is that
the gauge–invariant comoving curvature perturbation ζ (2) remains constant
on super–horizon scales after it has been generated and possible isocurvature
perturbations are no longer present. Therefore, ζ (2) provides us with all the
necessary information about the “primordial” level of non–Gaussianity gener-
ated either during inflation, as in the standard scenario, or immediately after
inflation, as in the curvaton scenario. Different scenarios are characterized by
different values of ζ (2), while the post–inflationary non–linear evolution in-
duced by gravity is common to all scenarios [31,32,33]. 26 For example, in
standard single-field inflation ζ (2) is generated during inflation and its value
is given by ζ (2) = 2
(
ζ (1)
)2
+ O (nζ − 1) [3,31] (as it can be seen also from
Eqs. (242) and (243)). Notice that such a disentanglement can be performed
unambiguously only by expressing the temperature anisotropies in a gauge–
invariant way and identifying the primordial content in the gauge–invariant
curvature perturbation ζ (2). 27
In Ref. [34] it has been shown that the general expression for the second–
order temperature anisotropies given in Refs. [234] and [199] is in fact gauge–
invariant under a time–shift τ → τ − α(1) + 12(α′(1)α(1) − α(2)) and that it
is indeed possible to express the temperature anisotropies by properly defin-
ing some gauge–invariant metric and density perturbations. Notice that the
gauge–invariance refers to the contributions to the temperature anisotropies
26Once the initial conditions are set, one uses the same equations (303), (155)
and (321).
27 The observable large–scale temperature anisotropies are then given by the differ-
ent contributions, and in that respect we used the word “primordial” in Sec. 8.4 to
define the overall non–Gaussianity which survives on large scales.
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on all scales. The definition of the gauge–invariant quantities proceeds by
choosing the shifts α(r) such that ω(r) = 0 28 . For example the gauge–invariant
definition of the gravitational potential φ(2) reads
φ
(2)
GI =φ
(2) + ω(1)
[
2
(
ψ(1)
′
+ 2
a′
a
ψ(1)
)
+ ω(1)′′ + 5
a′
a
ω(1)
′
+
(
H′ + 2H2
)
ω(1)
]
+2ω(1)
′
(
2ψ(1) + ω(1)
′
)
+
1
a
(
aα(2)
)′
,
(332)
where
α(2) = ω(2) + ω(1)ω(1)
′
+∇−2∂i
[
−4ψ(1)∂iω(1) − 2ω(1)′∂iω(1)
]
. (333)
In terms of gauge–invariant quantities, the large–scale limit brings the same
expression as in Eq. (313) where now each quantity is given by the correspond-
ing gauge–invariant definition [34]. In the large–scale limit one again drops
all those terms which represent integrated contributions and other second–
order small–scale effects that can be distinguished from the large–scale part
through their peculiar scale dependence. Taking the explicit expression of the
conserved curvature perturbation ζ (2) from Eq. (134) for a matter–dominated
epoch, and using the (0 − 0) component together with the traceless part of
the (i − j) Einstein equations at second order, one finds that on large scales
the gauge–invariant expression for the temperature anisotropies reads [34]
∆T
(2)
GI
T
=
1
18
(
ψ
(1)
GI
)2 − K
10
− 1
10
[
ζ
(2)
GI − 2
(
ζ
(1)
GI
)2]
, (334)
where
ψ
(1)
GI = ψ
(1) −Hω(1) (335)
is the gauge–invariant definition of the linear gravitational potential ψ(1), ζ
(1)
GI
and ζ
(2)
GI are large–scale curvature perturbations ζ
(1) and ζ (2) expressed in terms
of our gauge–invariant quantities, e.g. ζ
(1)
GI = −ψ(1)GI − H(δ(1)ρGI/ρ′), and we
have introduced a kernel
K = 10∇−4∂i∂j
(
∂iψ
(1)
GI ∂jψ
(1)
GI
)
−∇−2
(
10
3
∂iψ
(1)
GI ∂iψ
(1)
GI
)
. (336)
28 In fact one could easily extend such a procedure by including general coordinate
transformations such that the expression of the gauge–invariant perturbations ac-
tually turns out to coincide with that of the corresponding quantities in the Poisson
gauge.
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Eq. (334) clearly shows that there are two contributions to the final non–
linearity in the large–scale temperature anisotropies. The contribution [ζ
(2)
GI −
2(ζ
(1)
GI )
2], comes from the “primordial” conditions set during or immediately
after inflation. It is encoded in the curvature perturbation ζ which remains
constant once it has been generated. The remaining part of Eq. (334) describes
the post–inflationary processing of the primordial non–Gaussian signal due to
the non–linear gravitational dynamics. Thus, the expression in Eq. (334) allows
to neatly disentangle the primordial contribution to non–Gaussianity from
the one coming from the post–inflationary evolution. While the non–linear
evolution after inflation is the same in each scenario, the primordial content
will be different and depending on the particular mechanism generating the
cosmological perturbations. We parametrize the primordial non–Gaussianity
in terms of the conserved curvature perturbation (in the radiation or matter–
dominated epochs)
ζ (2) = 2a
(
ζ (1)
)2
, (337)
where a will depend on the physics of the given scenario. For example in the
curvaton case a = (3/4r) − r/2, where r ≈ (ρσ/ρ)D is the relative curvaton
contribution to the total energy density at the curvaton decay, as it follows
from Eqs. (261) and (274). In the minimal picture for the inhomogeneous
reheating scenario from Eq. (294) we find a = 1/4. From Eq. (334) we can ex-
tract the non–linearity parameter fNL which is usually adopted to parametrize
in a phenomenological way the level of non–Gaussianity in the cosmological
perturbations and has become the standard quantity to be observationally
constrained by CMB experiments [143,139]. Using the parametrization (337)
and ζ (1) = −5
3
ψ
(1)
GI during matter domination, from Eqs. (323) and (324) we
immediately read the non–linearity parameter in momentum space
fNL(k1,k2) = −
[
5
3
(1− a) + 1
6
− 3
10
K
]
+ 1 (338)
where K = 10 (k1 ·k3)(k2 ·k3)/k4−(10/3)(k1 ·k2)/k2 with k3+k1+k2 = 0 and
k = |k3|. In fact the formula (338) already takes into account the additional
non–linear effect entering in the angular three–point function of the CMB from
the angular averaging performed with a perturbed line–element (1−2ψ(1)GI )dΩ,
implying a +1 shift in fNL. Notice that the procedure to get Eq. (334) and (338)
is the same that we have used to compute the final values of the non–linearity
parameter in the previous section, the only difference being that instead of
determining the non–linearity in the gravitational potential φ(2) and from
that deducing fNL through Eq. (321) here we kept track of the curvature
perturbation ζ (2) in the final expression for the temperature anisotropies. In
fact it is immediate to recover Eqs. (328), (329) and (330) taking into account
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that
K = 5− 10
3
g(k1,k2) . (339)
In particular, within the standard scenario where the cosmological pertur-
bations are due to the inflaton field, the primordial contribution to the non–
Gaussianity is given by a = 1− 1
4
(nζ−1) [3,31] and the non–linearity parameter
from inflation now reads
f infNL = −
5
12
(nζ − 1) + 5
6
+
3
10
K . (340)
Therefore, the main contribution to non–Gaussianity comes from the post–
inflationary evolution of the second–order cosmological perturbations which
give rise to order–one coefficients, while the primordial contribution is propor-
tional to |nζ −1| ≪ 1. This is true even in the “squeezed” limit first discussed
by Maldacena [182], where one of the wavenumbers is much smaller than the
other two, e.g. k1 ≪ k2, k3 and K → 0.
9 Other mechanisms generating non–Gaussian density perturba-
tions
In this section we describe in some detail some scenarios to generate non–
Gaussianities in the observed cosmological perturbations which represent a
plausible alternative to the mechanisms already discussed. For these scenarios
a complete analysis of the perturbation evolution and hence a precise determi-
nation of the level of the non–Gaussianity in the large–scale CMB anisotropies
is still missing, but nevertheless they offer some general and interesting insight
on the ways non–Gaussianities can be produced from an inflationary epoch at
a higher level than predicted by the single–field models of slow–roll inflation.
9.1 Non–Gaussianities from multiple interacting scalar fields during inflation
The standard models of inflation are based on the simple assumption that
only the inflaton field is relevant both for the background evolution and for
the produced density perturbations. However, especially on particle physics
grounds, it is hard to believe that only one single scalar field ϕ plays a role
during the inflationary stage. On the contrary it is quite natural that dur-
ing the inflationary dynamics several other scalar fields χI (I = 1, . . . , N)
are present. The contribution to the total energy density of the extra scalar
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fields χI might or might not be negligible, compared to the one provided
by the scalar field ϕ. If the latter is the case, then the model of inflation
is called a multiple–field model [164,274,231,166,129]. However, as soon as
one considers more than one scalar field, one must also consider the role of
the isocurvature perturbations produced by the relative fluctuations of the
scalar fields [166,129,132] in addition to the usual adiabatic mode. It is well
known that in such a framework non–Gaussian isocurvature perturbations can
be produced [11,200,295,249,248,298,296,297,168,54,222,223,224]. The disad-
vantage of these scenarios is that in general the observed pattern of CMB
anisotropies and the observations of LSS constrain the amount of isocurva-
ture perturbations to contribute only a small fraction (see, e.g. Ref. [269]).
However, until very recently the adiabatic and the isocurvature perturbation
modes had been considered as statistically independent, without taking into
account that there can be a non–vanishing correlation between the curvature
and the entropy modes. The physical origin of this correlation is actually due
to the fact that the entropy mode on large scales can feed the adiabatic cur-
vature perturbation as described by Eqs. (144) and (147). It is just such a
cross-correlation produced during an inflationary epoch when several scalar
fields are present that can introduce non–Gaussianity in the adiabatic mode
too a it has been first suggested in Ref. [30].
Before entering in some details let us here summarize the underlying idea of
this mechanism. The starting point is the simple observation that it is quite
natural to expect that the inflaton field is coupled to the extra scalar fields
present during inflation. It has been shown that such a coupling gives rise
to a new mechanism for generating quantum fluctuations in the scalar fields,
which was dubbed the oscillation mechanism in Ref. [28]. In this case the
quantum fluctuations of the scalar fields are not generated only because of
gravitational amplification during the de Sitter epoch as described in Sub-
section 2.4, but also because – due to the interaction terms – the quantum
fluctuations of a scalar field χ can oscillate (evolve) into fluctuations of the
scalar field ϕ with a calculable probability, in a way similar to the phenomenon
of neutrino oscillations. The probability of oscillation is resonantly amplified
when the perturbations leave the horizon and the perturbations in the scalar
field χ may disappear at horizon crossing giving rise to perturbations in the
scalar field ϕ. Adiabatic and entropy perturbation are inevitably correlated
at the end of inflation [28]. The crucial observation is that – since the de-
gree of mixing is governed by the squared mass matrix of the scalar fields –
the oscillations can take place even if the energy density of the extra scalar
fields is much smaller than the energy density of the inflaton field. This is an
important point. Gaussian perturbations are usually expected in inflationary
models because the inflaton potential is required to be very flat. This amounts
to saying that the interaction terms in the inflaton potential are present, but
small and non–Gaussian features are suppressed since the non–linearities in
the inflaton potential are suppressed too. On the other hand, nothing prevents
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the inflaton field from being coupled to another scalar degree of freedom whose
energy density is much smaller than the one stored in the inflaton field. This
extra scalar field will not be constrained by slow–roll conditions and and it is
natural to expect that the self–interactions of such an extra field or the inter-
action terms with the inflaton field are sizeable, thereby representing potential
sources for non–Gaussianity. If during the inflationary epoch, oscillations be-
tween the perturbation of the inflaton field and the perturbations of the other
scalar degrees of freedom occur, the non–Gaussian features generated in the
system of the extra field are efficiently communicated to the inflaton sector. As
it has been shown in Ref. [30] these non–Gaussianities can be left imprinted
in the CMB anisotropies.
9.1.1 The oscillation mechanism
We now briefly describe the oscillation mechanism with an illustrative exam-
ple. Consider two scalar fields, ϕ and χ interacting through a generic potential
V (ϕ, χ). We will dub ϕ the inflaton field, even if this might be a misnomer as
the two fields might give a comparable contribution to the total energy density
of the Universe. In Fourier space the Klein–Gordon equations read
δϕ¨+ 3Hδϕ˙+
k2
a2
δϕ+ Vϕϕδϕ+ Vϕχδχ=0
δχ¨+ 3Hδχ˙+
k2
a2
δχ+ Vχχδχ+ Vχϕδϕ=0, (341)
where we have used the notation Vϕϕ ≡ (∂2V/∂ϕ∂ϕ) and similarly for the
other derivatives.
The interactions between the two scalar fields is manifest in that the squared
mass matrix
M2 =
 Vϕϕ Vϕχ
Vϕχ Vχχ
 (342)
is in general non–diagonal. This introduces a mixing between the two scalar
fields. To estimate such a mixing one can diagonalize the system of equations
(341) by introducing a time–dependent 2 × 2 unitary matrix U such that
U †M2U = diag (ω21, ω22) ≡ ω2. In the following we will assume that all the
entries of the squared mass matrixM2 are real, so that the unitary matrix U
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reduces to an orthogonal matrix
U =
 cos θ − sin θ
sin θ cos θ
 , (343)
where tan 2θ = 2Vχϕ
Vϕϕ−Vχχ and the mass eigenvalues are given by
ω21,2 =
1
2
[
(Vϕϕ + Vχχ)±
√
(Vϕϕ − Vχχ)2 + 4 V 2χϕ
]
. (344)
If for simplicity we work in the slow–roll approximation and assume that the
entries of the squared mass matrix are constant in time, we obtain for the
states Ψ = (Ψ1,Ψ2)
T = UT (ϕ, χ)T
δΨ˜′′1 +
(
k2 − a
′′
a
+ ω21a
2
)
δΨ˜1=0 ,
δΨ˜′′2 +
(
k2 − a
′′
a
+ ω22a
2
)
δΨ˜2=0 . (345)
These equations are exactly of the form of Eq. (41) and if we suppose a pure de
Sitter phase the solutions for δΨ˜i are then given by Eq. (53), with ν
2
i = 9/4−
(ωi/H)
2. The masss eigenvalues can be simply expressed in terms of the slow–
roll parameters ǫI = (1/16πGN) (VχI/V )
2 and ηIJ = (1/8πGN) (VχIVχJ/V
2).
Since at a given time τ – the scalar perturbations δϕ and δχ are a linear
combination of the scalar perturbations mass eigenstates δΨ1 and δΨ2
δϕ =
∑
ℓ=1,2
U1ℓ δΨℓ, δχ =
∑
ℓ=1,2
U2ℓ δΨℓ, , (346)
it is possible to calculate the probability that a scalar perturbation δχ at the
time τ0 becomes a scalar perturbation in the “inflaton” field δϕ at the time τ
by computing P [δϕ(τ0)→ δχ(τ)] = |〈δϕ(τ0)δχ∗(τ)〉|2. As it has been shown
in Ref. [28] on subhorizon scales k >∼ aH
P [δϕ(τ0)→ δχ(τ)] ≃ 0 (k ≫ aH) , (347)
but on superhorizon scales and in the limit ω21,2 ≪ H2 the conversion proba-
bility is non–vanishing
P [δϕ(τ0)→ δχ(τ)] ≃ sin2 2θ sin2
(
π
12
∆ω2
H2
)
. (348)
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Such a formula reminds the well–known formula which describes the evolution
in time of the probability of oscillation between two neutrino flavours (see, e.g.
Ref. [50]). This result shows that at horizon crossing there is a mechanism of
amplification for the perturbations of the scalar field ϕ due to a conversion of
the χ fluctuations into the inflaton perturbations. 29 In fact such an analysis
can be extended to fully account for metric perturbations, and to include
time–dependent terms in the squared mass matrix [28]. Still, the results are
of the same form as in Eq. (348).
Two important remarks are in order. First of all, we wish to stress that the
oscillation mechanism operates even if the energy of the inflaton field ϕ is
much larger than the energy stored in the other scalar field χ. This is because
what is crucial for the oscillations to occur is the relative magnitude of the
elements of the squared mass matrix M2. Secondly, the magnitude of the
probability depends upon two quantities, sin2 2θ and ∆ω2/H2. Both can be
readily expressed in terms of the slow–roll parameters. The first factor is not
necessarily small, in fact it may be even of order unity for maximal mixing. If
expanded in terms of the slow–roll parameters, it is O(η0, ǫ0). The second term
is naturally smaller than unity and is linear in the slow–roll parameters. This
reflects the fact that during inflation only perturbations in scalar fields with
masses smaller than the Hubble rate may be excited. However, ∆ω2/H2 is not
necessarily much smaller than unity and the amplification of the conversion
probability at horizon crossing may be sizeable.
9.1.2 Transfer of non–Gaussianities
The oscillation mechanism is responsible for the transfer of non–Gaussianities
from the isocurvature perturbation mode to the adiabatic mode. In order to
see that, we can follow the elegant treatment of Ref. [93] to study adiabatic
and entropy perturbations in the case of multiple interacting scalar fields. The
adiabatic and the entropy parts of the perturbations are expressed in terms
of the original field fluctuations as
QA = (cosβ)Qϕ + (sin β)Qχ , (349)
29 The phenomenon of resonant amplification is easily understood if one remembers
that a given wavelength leaves the horizon when k = aH, i.e. when k2 = a′′/a
using the conformal time. As long as the wavelength is subhorizon, k2 ≫ a′′/a, the
presence of the mass terms in the equations of motion (345) is completely negligible
compared to the factor (k2−a′′/a). On the other hand, when the wavelength leaves
the horizon the term (k2 − a′′/a) vanishes and the effect of the mixing in the mass
squared matrix is magnified, giving rise to the resonant effect. Finally, when the
wavelength is larger than the horizon, k2 ≪ a′′/a, the term (k2 − a′′/a) starts to
dominate again over the mass terms and the oscillations get frozen.
109
δs = (cosβ)Qχ − (sin β)Qϕ , (350)
where
cosβ ≡ cβ = ϕ˙√
ϕ˙2 + χ˙2
, sin β ≡ sβ = χ˙√
ϕ˙2 + χ˙2
. (351)
Here we have used the gauge–invariant Sasaki–Mukhanov variables
QI ≡ δχI + χ˙I
H
ψ (352)
in order to take into account also the metric perturbations. For these fields the
evolution equations are like Eqs. (341), with the squared mass matrix given
byM2IJ = VϕIϕJ − 1/M2Pa3 (a3/H ϕ˙Iϕ˙J)· ≃ VM2P
[
ηIJ − 2 (±√ǫI)(±√ǫJ)
]
, and
the mixing angle reads tan 2θ = 2M2χϕ/(M2ϕϕ −M2χχ).
The cross-correlation between the adiabatic and the entropy perturbations is
〈QA(k)δs∗(k′)〉 ≡ 2π
2
k3
CQAδs δ(3)(k− k′) , (353)
in analogy with the definition (59) for the power–spectrum of a given per-
turbation. Therefore, the origin of the cross-correlation is due to a rather
transparent physical behaviour in terms of the oscillation mechanism. Dur-
ing the inflationary epoch, the gauge invariant perturbations Qϕ and Qχ are
generated with different wavelengths stretched by the superluminal expansion
of the scale–factor. Since the squared mass matrix of Qϕ and Qχ is not di-
agonal, oscillations between the two quantities are expected. As long as the
wavelength remains subhorizon, Qϕ and Qχ evolve independently and may be
considered good mass eigenstates. However, as soon as the wavelength leaves
the horizon, an amplification in the probability of oscillation between Qϕ and
Qχ occurs: a non–vanishing correlation between Qϕ and Qχ is created on su-
perhorizon scales because of the nondiagonal mass matrix M2IJ . Since the
adiabatic and the isocurvature modes are a linear combination of Qϕ and Qχ,
at horizon crossing a non–vanishing correlation between the adiabatic and the
isocurvature modes is left imprinted in the spectrum in the form 30
a2〈QA(k)δs∗(k′)〉=(sβcθ − cβsθ) (cβcθ + sβsθ)
[
|Qχ|2 − |Qϕ|2
]
. (354)
30 For simplicity we quote from Ref. [28] the expression which neglects the time
dependence of the square mass matrix of the fields Qϕ and Qχ.
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In Ref. [93] it has been shown that the cross-correlation between the adia-
batic and the entropy perturbations arise when the trajectories of the scalar
fields in the background bend in the field space (ϕ, χ), which amounts to say-
ing that β˙ 6= 0. Actually such a bending is simply due to the interactions
between the two scalar fields [29,289]. In particular if β is constant no corre-
lation is produced at the end of inflation. It could be the case where β = 0,
which corresponds to the case where the scalar field χ is approximately static,
or when there is some kind of attractor solution with ϕ ∝ χ. Notice from
Eqs. (349), (350) and (351) that in the former case the entropy perturbation
is due enterely to the scalar field χ (in agreement with the results of Ref. [28]).
During inflation the (comoving) curvature perturbation is given by [93]
R = H
A˙
QA, , A˙ = (cosβ)ϕ˙+ (sin β)χ˙ , (355)
while the entropy perturbation between the two scalar fields can be defined as
Sϕχ = H
δs
A˙
. (356)
In fact one needs to consider the evolution of the perturbations throughout
the reheating stage, and after the end of inflation in order to link the curvature
and the entropy perturbations to their corresponding quantities, defined in the
large–scale limit deep in the radiation era, which are actually the quantities
that can be constrained observationally. However as explained in Secs. 3.6.1
and 3.6.2 the adiabatic perturbation is sourced on large scales by the entropy
mode, while an entropy perturbation cannot be generated on large scales from
an adiabatic perturbation. Therefore generically one can describe the time
evolution of the curvature and entropy perturbation modes on large scales as
R˙ = αHS , S˙ = βHS , (357)
where α and β are in general time–dependent dimensionless functions. The
explicit form of the coupling between the curvature and entropy perturbations
will depend on the particular model under consideration: it has been computed
for the case of interacting scalar fields [93,116,29,97,289] and non–interacting
fluids [117]. In particular, as we already mentioned, in Ref. [93] it has been
shown that in the case of two scalar fields α = 2β˙/H . Integrating Eqs. (357)
one can parametrize the evolution of the perturbations on large scales through
some transfer functions T (t∗, t) relating curvature and entropy perturbations
generated when a given mode is stretched outside the Hubble scale during
inflation (k = aH , denoted by an asterisk) to curvature and entropy pertur-
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bations at some later time [12,289]R
S
 =
 1 TRS
0 TSS

R
S

∗
, (358)
where
TRS(t∗, t)=
t∫
t∗
α(t′)TSS(t∗, t
′)H(t′)dt′ ,
TSS(t∗, t)= exp
 t∫
t∗
β(t′)H(t′)dt′
 . (359)
For example, if the decay products of the reheating completely thermalize,
then after the reheating process, in the radiation dominated era, TSS = 0. On
the other hand if among the decay products a CDM species remains decoupled,
than an isocurvature perturbation between this component and the photons
will survive after inflation. The simplest possibility is that one of the scalar
fields (or its decay products) is just identified with the CDM.
The gravitational potential φ (in the longitudinal gauge) is indeed related to
the curvature perturbation so that (at least at linear order) one can write for
example at the beginning of the radiation epoch
φ ≃ 2
3
R = R∗ + TRSS∗ = g∗(QA∗ + TRSδs∗) , (360)
where g∗ = (H/A˙)∗ and we have used Eqs. (356) and (355). Therefore we are
now in the position to estimate, for example, the bispectrum of the gravita-
tional potential. According to the considerations of Sec. 2.5 it is reasonable
to consider that the dominant term in the bispectrum is given by the terms
proportional to TRSδs|∗, so that we want to estimate
〈φ(k1)φ(k2)φ(k3)〉 ∝ T 3RS〈δs∗(k1)δs∗(k2)δs∗(k3)〉 . (361)
Eq. (361) shows that the correlation between the adiabatic and the entropy
perturbations during inflation, parametrized by TRS actually sources the bis-
pectrum of the gravitational potential (the adiabatic mode). Notice that this
remains valid even if at the end of inflation only an adiabatic mode perturba-
tion is left imprinted on very large scales deep in the radiation era, for example
if all the decay products of the scalar fields thermalize after the reheating stage.
If there is enough time during inflation for the conversion from isocurvature to
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adiabatic perturbations to occur then a non–Gaussian adiabatic perturbation
mode is generated. On the other hand a residual isocurvature perturbation
might survive the reheating stage, for example if the inflaton field decays
into ordinary matter (the present day photons neutrinos and baryons) while
the additional scalar field decays into decoupled dark matter, or it does not
decay at all (like the case of an axion). In this case, as it has been shown
in Ref. [30], the bispectrum of the CMB anisotropies receives two additional
contributions, one from the intrinsic bispectrum of the isocurvature mode
〈S(k1)S(k2)S(k3)〉, and the other from the bispectrum of cross-correlation
terms of the type 〈φ(k1)φ(k2)S(k3)〉, providing a characteristic signatures of
these non–Gaussian inflationary perturbations.
In both cases one has to estimate terms like the one appearing in Eq. (361)
with a cubic combination of the transfer functions TSS and TRS . We can do
that in terms of the original scalar fields by evaluating
T̂ 3 〈δs∗(k1)δs∗(k2)δs∗(k3) = T̂ 3〈δs∗(k1)δs∗(k1)δs∗(k1)〉
= T̂ 3〈(cβQχ1 − sβQϕ1)(cβQχ2 − sβQϕ2)(cβQχ3 − sβQϕ3)〉 (362)
= T̂ 3 [c3β 〈Qχ1Qχ2Qχ3〉 − c2βsβ〈Qχ1Qχ2Qϕ3〉 − c2βsβ〈Qχ1Qϕ2Qχ3〉
+cβs
2
β〈Qχ1Qϕ2Qϕ3〉 − sβc2β〈Qϕ1Qχ2Qχ3〉+ s2βcβ〈Qϕ1Qχ2Qϕ3〉
+s2βcβ〈Qϕ1Qϕ2Qχ3〉 − s3β〈Qϕ1Qϕ2Qϕ3〉]
where, for example, Qϕ1 stands for Qϕ(k1) and we have used Eq. (349), and
for simplicity of notation we will omit the asterisk from now on. Also, we have
used the notation T̂ to indicate that actually the proper analysis should be
performed by extending these results to second order in the perturbations, and
therefore T̂ should be considered as an effective transfer function accounting
for the second–order effects.
Note that the bispectrum is a sum of different three–point correlation func-
tions. The coefficients in front of each correlation function involve mixing an-
gles which parametrize the amount of mixing between the adiabatic and the
isocurvature modes. If such mixing is sizeable, all coefficients are of order unity
and one expects that non–linearities in the perturbation of the scalar field χ
may be efficiently transferred to the inflaton sector, thus generating large non–
Gaussian features. We shall now consider some specific examples which may
help in understanding how such a mechanism acts during inflation.
9.1.3 Some worked examples
One can envisage different situations:
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i) Inflation is driven by the inflaton field ϕ and there is another scalar field χ
which does not interact with the inflaton and has a simple polynomial potential
V (χ) ∝ χn leading to zero vacuum expectation value, 〈χ〉 = 0. In such a case,
sin β = sin θ = 0 and there is no mixing between the inflaton field and the
χ-field as well as no cross-correlation between the adiabatic and isocurvature
modes. Non–vanishing non–Gaussianity will be present in the isocurvature
mode. This is indeed a known result [11,168]. We stress here that in particular
for a potential like V (χ) ∝ χ2 the non–Gaussianity is generated in the energy
density of the scalar field χ, while the scalar field is intrinsically Gaussian, as
we discussed in Sec. 2.5. Actually this is the scenario considered in Ref. [168].
Notice that the same authors suggested that if the χ–field decays late after
inflation into the CMB photons, the non–Gaussianity in its energy density
will then be transferred to the final adiabatic perturbations, which is at the
basis of the curvaton mechanism for the generation of non–Gaussian adiabatic
perturbations.
ii) Inflation is driven by two scalar fields ϕ and χ with equal mass, V =
m2
2
(ϕ2+χ2). In such a case the mixing is maximal, β = θ = π/4. Nevertheless,
the cross-correlation is again vanishing [93,28,29] and the bispectrum gets
contributions from adiabatic and isocurvature modes independently. A term
µ
3!
χ3 in the Lagrangian would be a source of non–Gaussianity and at the same
time it would switch on a cross correlation between the adiabatic and the
isocurvature modes, thus producing nonzero cross terms in the bispectrum of
the type 〈φ(k1)φ(k2)S(k3)〉. However, these non–Gaussianities would be small
because of the slow–roll conditions. In fact in such a situation, since the two
scalar fields have equal mass, their evolution mimicks a single–field slow–roll
inflaton.
iii) Let us now sketch a general way for the oscillation mechanism to be
operative. Let us suppose that inflation is driven by an inflaton field ϕ and
there is another scalar field χ whose vacuum expectation value depends on the
inflaton field and – eventually – on the Hubble parameter H and some other
mass scale µ, 〈χ〉 = f(ϕ,H, µ). Under these circumstances, 〈χ˙〉 = (∂f/∂ϕ) ϕ˙+
(∂f/∂H) H˙ . As in illustrative case, let us restrict ourselves to the case in which
(∂f/∂ϕ) ϕ˙ is the dominant term and we can approximate 〈χ˙〉 = (∂f/∂ϕ)ϕ˙.
We have therefore tanβ ≃ ∂f/∂ϕ and β˙ ≃ (∂f/∂ϕ)·/[1+(∂f/∂ϕ)2]. In such a
case, the cross-correlation between the adiabatic and the isocurvature modes
may be large and non–Gaussianity may be efficiently transferred from one
mode to the other.
An implementation of the transfer of non–Gaussianities from an isocurvature
perturbation in the scalar field χ to the inflaton field ϕ has been given in
Refs. [44,45]. A key point to bear in mind is that some kind of coupling
between the inflaton field and the extra scalar field is nedeed for such transfer
to occur. On the other hand we must always require the scalar field χ to have
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an effective mass which is less than the Hubble rate during inflation in order
for χ to develop non–negligible fluctuations. The two requirements seem to act
somewhat in opposite directions [44,45]. However, a model where the transfer
is efficient is the one with a potential of the form [44]
V (ϕ, χ) = U(ϕ) +m2×(ϕ− ϕ0)χ +
λ
n!
χn . (363)
The transfer of non–linearities from the χ sector to the inflaton can be easily
understood looking at the Klein–Gordon equation for the inflaton field fluctu-
ations at second order. Such an equation will contain a source term deriving
from the coupling, which will be of the form Vϕχδ
(2)χ ∼ m2×δ(2)χ. Therefore the
scalar field χ will first develop some non–Gaussianites as described in Sec. 2.5
during inflation. Such non–Gaussianities are of isocurvature type since the
scalar field χ remains subdominant and for cubic self interactions they will
be of the order δ(2)χ ∼
(
δ(1)χ
)2
λ(t − tk)/H , where tk is the time of horizon
crossing and H is the Hubble parameter during inflation. Then, through the
coupling the inflaton will acquire such non–linearities
δ(2)ϕ ∼
∫
dt
m2×
H
δ(2)χ ∼ λm
2
×
H2
N2k
H2
(
δ(1)χ
)2 ∼ λN2km2×H2 . (364)
The condition that the scalar field χ is subdominant and light enough that
χ˙ < ϕ˙ implies that Nk < (H/m×)
2 and it gives δ(2)χ < λNk/H
2, which can be
of the order of the Gaussian component δ(1)χ. In Ref. [44] it has been argued
that only with a quartic self–coupling for the scalar field χ it is possible to
develop non–Gaussianities on a long time scale without any severe fine tuning
on the model.
Of course the potential in Eq. (363) can be considered only as a toy model
or as an effective potential at some stage of the inflationary dynamics. In
Ref. [45] some more realistic particle physics realizations of the transfer of
non–Gaussianities have been discussed. An example is the hybrid–type model
of inflation involving three scalar fields. Let us consider the potential [45]
V (ϕ, χ, σ) =
1
2
m2ϕ2 +
λ
4!
χ4 +
µ
2
(
σ2 − σ20
)2
+
g
2
σ2 (ϕ cosα + χ sinα)2 .
(365)
Here ϕ is the inflaton field, the second field χ is a light and subdominant scalar
field with a quartic coupling and the third field σ is coupled to the other two
scalar fields so as to trigger the end of inflation by a phase transition. Here σ0
is the final vacuum expectation value of σ and α parametrizes the couplings
of ϕ and χ to σ. For large values of ϕ, the scalar field σ is anchored to the
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origin. When ϕ reaches the critical value ϕend for which the effective mass
of σ vanishes, then inflation ends and the fields roll down towards their true
minima σ = ±σ0, ϕ = 0 and χ = 0. The effective mass of σ is g(ϕ cosα +
χ sinα)2 − 2µσ20 and the instability point is
ϕend =
±
√
2µ/gσ0 − χ sinα
cosα
. (366)
In this model the transfer of non–Gaussianity proceeds as follows. For ϕ > ϕend
the inflaton field ϕ and the scalar field χ evolve independently. The scalar field
ϕ drives inflation, meanwhile χ develops non–Gaussianities. Notice in partic-
ular that χ is almost constant, χ˙ ≈ 0. From Eqs. (349) and (350) this means
that the isocurvature perturbations are just given by the fluctuations of the
subdominant scalar field χ, while the fluctuations of the inflaton are curvature
perturbations. In Eq. (362) only the term T̂ 3 c3β 〈Qχ1Qχ2Qχ3〉 survives. How-
ever at this stage there is no correlation between the two perturbations, the
mixing angle β defined in Eqs. (351) being constant and equal to zero. In fact
since the transfer function which measures the degree of correlation TRS is
proportional to β˙/H , in Eq. (362) the transfer of non–Gaussianites from χ to
ϕ is suppressed. However, because of the coupling between ϕ and χ through
their interactions to σ, near the critical point ϕend the trajectories in the field
space (ϕ, χ) start bending, i.e. β˙ 6= 0. Now in Eq. (362) the transfer of non–
Gaussianities from χ to the inflaton ϕ is acting since T̂ 3 c3β 〈Qχ1Qχ2Qχ3〉 is non–
vanishing and cβ 6= 0. In order to give an estimate of the non–Gaussianities,
we recall that they depend on the coupling λ and on the number of e–folds
Nk, according to Eq. (96). In fact to calculate the bispectra in Eq. (362) one
should first recast the scalar field fluctuations in terms of a combination of
mass eigenstates δΨi with mixing angles θ as defined in Eq. (346). This is
due to the fact that the Qχ fluctuations correspond to interaction eigenstates,
and not to mass eigeinstate [30]. In this way one can actually borrow the ex-
pression in Eqs. (90)–(92). However notice that the term T̂ 3 c3β 〈Qχ1Qχ2Qχ3〉
will not be given only by the expression (90)–(92), but it will contain also
contributions that might arise in the dynamics after the end of inflation, e.g.
depending on the details of the reheating stage. Apart from that, and most
importantly, a precise determination of the level of non–Gaussianity produced
by the transfer mechanism should require a full second–order analysis of the
perturbation evolution. Therefore in the transfer function T̂ 3 we are hiding
the effective non–Gaussianity which will follow from such an analysis.
As noticed in Ref. [45] a general condition for this mechanism to work is that
the terms responsible for the bending of the trajectories in field space must be
different from the non–linear coupling term, otherwise there are not enough e–
foldings for non–linearities to develop; moreover a kind of attractor trajectory
is established which tends to suppress the χ fluctuations and the transfer of
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non–Gaussianities. In fact this situation corresponds to the first example we
gave. In Ref. [44,45] an analytical expression for the one–point Probability
Distribution Function (PDF) for the isocurvature mode was also obtained. It
reads [44,45]
P (χ)dχ =
√√√√ 1
2π
∣∣∣∣∣ 1− χ2ν3(1 + χ2ν3/3)3
∣∣∣∣∣ exp
[
− 3χ
2
(6 + 2χ2ν3)σ2χ
]
. (367)
As it can be seen from Eq. (367) the PDF depends only on two parameters,
the variance of χ (which is proportional to H during inflation) and the pa-
rameter ν3 which quantifies the amount of non–Gaussianity. Notice that this
parameter just corresponds to the quantity in Eq. (92) for a quartic poten-
tial. In Ref. [44,45] the time evolution of the PDF was studied and compared
with numerical results finding good agreement with the expression above. Fi-
nally, notice from Eq. (360) that the total curvature perturbation will be given
by a Gaussian perturbation R∗, which mainly corresponds to the curvature
perturbations in the inflaton field ϕ, and by the non–Gaussian curvature per-
turbation TRSS∗, induced by the isocurvature mode of the scalar field χ.
9.1.4 Some estimates of the non–linearity parameter fφNL
We can now give a general order–of–magnitude estimate of the non–linearity
parameter fφNL, in those inflationary models where the mixing between adia-
batic and entropy perturbations is operative, as follows
fφNL ≃
〈φ3〉
6〈φ2〉2 . (368)
To estimate the quantity on the R.H.S. of the last equation we look at the
dominant contribution given in Eq. (361). In fact we can extend Eq. (360) to
second order in the perturbations and parametrize the transfer of the entropy
perturbations to the adiabatic mode R(2) as 31
R(2) = R(2)∗ + T (2)RS S(2)∗ . (369)
31 By merely extending the first–order expression (360) to second order in the per-
turbations, corrections of the form (first–order)2 are not considered. However, we
can account for them including them in the transfer functions we introduce. More-
over, these contributions are expected to give corrections of order unity to the overall
non–linearity parameter, which on the other hand turns out to be generically much
larger than unity, for the scenario we are considering.
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If we express the second–order entropy perturbation during inflation as S
(2)
∗ =
g∗δ(2)s∗ from Eq. (356), then we can write
T
(2)
RS S(2)∗ = g∗ T (2)RS δ(2)s∗
= g∗ T̂
(2)
RS ν3(δs)
(
δ(1)s
)2
, (370)
where g∗ = (H/A˙)∗ and ν3(δs) is the non–linearity parameter characterizing
the non–Gaussianities in the entropy field δs, in a similar way to what dis-
cussed in Eqs. (96) and (92). Here T̂
(2)
RS should account for the transfer of these
non–Gaussianities, additional second–order effects from the gravitational dy-
namics after inflation, and it should also account for second–order corrections
of the form (first–order)2. The latter contributions are expected to be O(1).
On the other hand using Eq. (360) we find
〈φ2〉 = 4
9
g2∗
[
1 + (T
(1)
RS)
2
]
〈(δ(1)s∗)2〉 , (371)
where we have used the fact that 〈(δ(1)s∗)2〉 ≃ 〈(Q(1)A∗)2〉 and the approximation
that the adiabatic and entropy fields are uncorrelated when they approach the
horizon during inflation [289].
Thus, combining Eq. (370) and Eq. (371) we find
fφNL ≃
3
2
(
T
(1)
RS
)2
T̂
(2)
RS[
1 +
(
T
(1)
RS
)2]2 g−1∗ ν3(δs) . (372)
In fact the expression in Eq. (372) shows how the non–linearities in the entropy
field are acquired by the gravitational potential.
In order to give an order–of–magnitude estimate of fφNL we notice that it is
possible to introduce a dimensionless measure of the correlation in terms of
the correlation angle [289]
cos∆ ≡ CRS
P1/2R P1/2S
, (373)
where CRS = T (1)R T (1)RSPR∗ is the cross-correlation between adiabatic and en-
tropy perturbations defined as in Eq. (353), and PR = [1 +
(
T
(1)
RS
)2
]PR∗,
PS =
(
T
(1)
SS
)2PS∗ are the linear adiabatic and entropy power–spectra [289].
Such a correlation angle is indeed a measurable quantity [12,289]. Moreover
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it is possible to argue on general grounds that the transfer T̂
(2)
RS function can
be written as T̂
(2)
RS ≃ α′Nk
(
T
(1)
SS
)2
, where α′ is a model–dependent coefficient.
Then the non–linearity parameter in Eq. (372) reads
fφNL ≃
3
2
PS
PR cos
2∆α′Nk g
−1
∗ ν3(δs) . (374)
For ν3(δs) we can use the expression (92) if we complitely identify the entropy
field with the scalar field δχ with cubic self–interactions. Therefore we find
g−1∗ ν3(δs) =
√
2
√
ǫMP
λNk
3H2
, (375)
where we have used the fact that (A˙/H)2 = 2ǫM2P. In order for the gener-
ation and the transfer of non–Gaussianities to be effective, some constraints
are to be satisfied. One of these requirements is that the effective mass of
the entropy field is sufficiently small (< H during inflation), to generate the
primordial entropy perturbations. We now turn back to the toy model defined
by the potential in Eq. (363) and, under some approximations, we specifically
impose such constraints. First of all notice that we are able to recover an ex-
pression similar to Eqs. (374)–(375) starting from the second–order curvature
perturbation
ζ (2)ϕ ∼
H
ϕ˙
δ(2)ϕ ∼ H
ϕ˙
λ
m2×
H2
N2k
3H2
(
δ(1)χ
)2
, (376)
where we have used Eq. (364) in the case of cubic self–interactions for the scalar
field χ. If we now say that δ(1)χ ∼ δ(1)ϕ then ζ (2)ϕ ∼ (ϕ˙/H)(λN2km2×/H4)
(
ζ (1)ϕ
)2
,
from which we read the non–linearity parameter (up to factors of order unity)
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32
fφNL ∼
ϕ˙
H
λ
N2k
3H2
m2×
H2
∼
√
2
√
ǫMP λ
N2k
3H2
m2×
H2
. (377)
We now relate the third derivative of the potential with respect to the scalar
field χ Vχχχ = λ to its effective mass Vχχ as Vχχ = Vχχχ χ so that
fφNL ∼
√
2
√
ǫ
MP
H
Vχχ
3Hχ
N2k
m2×
H2
. (378)
Notice that we expect (
√
2
√
ǫMP/H)
−1 to be at most of the order of the
amplitude of the produced density perturbations 2πP1/2R ∼ 2.5× 10−4 [174].
Therefore we conclude that
fφNL ∼ 4× 103
Vχχ
3H2
H
χ
N2k
m2×
H2
. (379)
If we require that the scalar field χ is light enough, Vχχ ≪ H2, to acquire some
fluctuations δχ, then we can estimate 4× 103(Vχχ/3H2) ∼ 1. This is actually
a conservative estimate. In fact the mass of the scalar field m2χ = Vχχ can be
also of the order of the Hubble rate during inflation. The scalar field χ can
be subdominant with respect to the (inflaton) field ϕ and thus the stringent
slow–roll conditions are widely relaxed. 33 It is also worth to notice that in
the inhomogeneous reheating scenario, even if the scalar field(s) χ determin-
ing the inflaton decay rate do not need to satisfy slow–roll conditions, the
non–Gaussianities induced by the self–interactions of χ are constrained from
32We would like to warn the reader about some technical issues which appear in
deriving the formula in Eq. (377). It coincides with Eqs. (374)–(375) in the limit
where during inflation (PS/PR) cos2∆ ≈ 1 (the factor m2×/H2, being contained
in the α′ coefficient for this particulr model). In fact Eq. (377) has been derived
under the approximation that the transfer of the entropy perturbation is extremely
efficient and that the final curvature perturbation is essentilay determined by such
a transfer. This is of course a limiting case. Related to that, notice that in using
Eq. (364) we have assumed that the transfer is operative during all the Nk e–
folds from the time the mode leaves the horizon till the end of inflation. Actually
the transfer could be efficient only for a shorter period of time. Therefore in the
α′ coefficient we should account for a fraction of the Nk e–folds. However, as we
explain later, our estimate of the non–linearity parameter fφNL is, for other reasons,
quite a conservative one.
33 In the case of single–field slow–roll inflation the self–interactions of the in-
flaton field ϕ produce a non–linearity parameter fNL ∼ P−1/2R (Vϕϕϕ/H)Nk.
The slow–roll condition on the third derivative of the inflaton potential imposes
P−1/2R (Vϕϕϕ/H)≪ 1.
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the requirement that 2/3(Vχχ/H
2) ∼ 10−2 [300], to satisfy the observational
limits on the spectral index of density perturbations which can be traced back
directly to the fluctuations δχ (see Eq. (310)). This constraint does not apply
to the case described in this subsection, since the fluctuations of the additional
scalar field χ may give only a subdominat contribution to the total amplitude
of the density perturbations. Another condition that we impose on the model
is that χ˙ < ϕ˙ during inflation, in order to allow for non–Gaussianities in the χ
sector to develop. This condition implies that Nk < H
2/m2×. Therefore, with
our conservative estimate from Eq. (379) we find that
fφNL .
H
χ
Nk ∼ 60H
χ
. (380)
We see that if the χ field is not much larger than H then significant non–
Gaussianities can be produced very close to the limits set by WMAP.
We conclude this section by introducing a simple parametrization for the non–
Gaussianity generated in the gravitational potential by the transfer mech-
anism. Such a parametrization is nedeed for practical purposes when con-
fronting with observations. Our results for the non–linearity parameter of the
gravitational potential indicate that we expect the gravitational potential to
be of the form
φ = φ1 + f
φ
NL(φ
2
2 − 〈φ22〉) +O(fφ 2NL ) , (381)
as it derives from Eqs. (360), (369) and (370). Here φ1 and φ2 are zero–mean
Gaussian fields with non–vanishing cross-correlation 〈φ1φ2〉 6= 0, with the
field φ2 corresponding to that part of the gravitational potential induced by
the evolution of the entropy pertubations. Such a parametrization has been
introduced in Refs. [83,30] and also envisaged in Ref. [139] as a possible exten-
sion of the formula (296), to look for specific non–Gaussian signatures from
two–field inflationary models. If an isocurvature perturbation mode survives
after inflation it is reasonable to parametrize its non–linearities as
S = S(1) + f isoNL(S(1)2 − 〈S(1)2〉) . (382)
Therefore, one can use also this parametrization to search for non–Gaussianities
in primordial (correlated) adiabatic perturbations φ and isocurvature pertur-
bations S, as explained in detail in Ref. [144] (see also Ref. [30] for more
generic cases).
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9.2 Non–Gaussianity in unconventional inflation set–ups
While inflation driven by a scalar field with a very flat potential provides
an early de Sitter phase of the Universe and elegantly solves the horizon and
flatness problems, it is certainly worthwhile to look for alternatives whose pre-
dictions might be discriminated with present and future observations.Since a
de Sitter phase of expansion obliterates the horizon and flatness problems, any
alternative to the standard slow–roll inflation has to preserve this property. It
is legitimate to ask whether the slow–roll picture is really necessary or if slow–
roll can be obtained in some unconventional way. In the following, we review
some possibilities which may predict a large amount of non–Gaussianity.
9.2.1 Warm inflation
Warm inflation [40,41] is an alternative to the standard scenario of super-
cooled inflation, where dissipative effects are assumed to play a dynamical
role during inflation so that radiation production occurs simultaneously with
the inflationary expansion. The warm inflation picture is a comprehensive set
of possible interactions between fields during inflation; no a priori assumptions
about multi–field interactions, thus particle production, during the inflation-
ary epoch are made. As such, the warm inflation picture makes explicit that the
thermodynamic state of the Universe during inflation is a dynamical question.
Supercooled inflation then emerges as the limiting case in which interactions
are negligible.
The evolution of the (minimally–coupled) inflaton in warm inflation is de-
scribed by the phenomonological equation
ϕ¨+ (3H + Γ)ϕ˙− ∇
2ϕ
a2
+ V ′(ϕ) = 0 , (383)
where the dissipation rate Γ may generally depend upon ϕ.
The presence of radiation during inflation influences the seeds of density per-
turbations. It is therefore natural to ask whether in such a model the level of
non–Gaussianity in the primordial perturbations might be sensibly different
from that of the standard slow–roll scenario. This problem was analyzed in
Ref. [99] (see also Ref. [98]), where the bispectrum of the gravitational field
fluctuations was calculated through a simple generalization of the stochastic
approach adopted in Ref. [86]. In analyzing the dynamics of inflaton fluctu-
ations, metric fluctuations were disregarded for simplicity, as in Ref. [82], so
that the bispectrum is non–zero only due to the presence of inflaton self–
interactions. Requiring the slow–roll condition |ϕ¨| ≪ (3H +Γ)|ϕ˙| and impos-
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ing a near–thermal–equilibrium, Markovian approximation, the equation of
motion for the inflaton field emerges as
dϕ(x, t)
dt
=
1
Γ
[
e−2Ht∇2ϕ(x, t)− V ′(ϕ(x, t)) + η(x, t)
]
. (384)
Implementing the fluctuation–dissipation theorem determines the properties
of the noise, which read
〈η〉 = 0 , (385)
〈η(k, t)η(k′, t′)〉 = 2ΓT (2π)3δ(3)(k− k′)δ(t− t′) , (386)
where T is the temperature and k and k′ denote physical momenta.
By splitting as usual the inflaton field into a homogeneous background ϕ0(t)
and a fluctuation field δϕ(x, t), one can expand the equation of motion in
powers of the fluctuations around the background. The bispectrum is then
immediately obtained from the second–order contribution. The corresponding
non–linearity strength fφNL in the strong-dissipative regime, Γ/H ≫ 1, is found
[99]
fφNL =
5
6
(
ϕ˙0
H2
) [
ln
(
Γ
H
)
V ′′′
Γ
]
, (387)
Applying this formalism to the λφ4 model, and imposing that the amplitude
of density fluctuations matches the COBE normalization one finds fφNL ≈
3.7 × 10−2. A similar analysis in the weak-dissipative limit, Γ/H ≪ 1, leads
to a value of fφNL smaller by an order of magnitude [98].
9.2.2 Ghost inflation
A new possibility of having a de Sitter phase in the Universe in a way dif-
fering from a cosmological constant has been proposed in Ref. [15]. It can be
thought of as arising from a derivatively coupled “ghost” scalar field ϕ which
“condenses” in a background where it has non–zero velocity
〈ϕ˙〉 = M2 → 〈ϕ〉 = M2t . (388)
Unlike other scalar fields, the velocity ϕ˙ does not redshift to zero as the Uni-
verse expands, it stays constant, and indeed the energy momentum tensor is
identical to that of a cosmological constant. However, the ghost condensate is
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not a cosmological constant, it is a physical fluid with a physical fluctuation
π defined as
ϕ =M2t+ π . (389)
The ghost condensate then gives an alternative way of realizing a de Sitter
phase in the Universe. Furthermore, it can be shown that the symmetries of
the theory allow to construct a systematic and reliable effective Lagrangian
for π and gravity at energies lower than the ghost cut-off M . Neglecting the
interactions with gravity, the effective Lagrangian for π (around flat space)
has the form [14]
S =
∫
d4x
(
1
2
π˙2 − α
2
2M2
(∇2π)2 − β
2M2
π˙(∇π)2 + · · ·
)
(390)
where α and β are order one coefficients. The Lagrangian is non–Lorentz
invariant, as it should be expected, since the background ϕ˙ = M2 breaks
Lorentz invariance spontaneously (the π field can be thought as the Goldstone
boson for this symmetry breaking). The low-energy dispersion relation for π
is of the unusual form
ω2 = α2
k4
M2
. (391)
The main motivation for such an approach is that coupling this sector to
gravity leads to a variety of interesting modifications of gravity in the infrared,
including antigravity and oscillatory modulation of the Newtonian potential
at late times and large distances [14].
As pointed out in Ref. [15], two are the important differences here from ordi-
nary slow–roll inflation. First, there is no slow–roll. Even in the approximation
where the potential is exactly flat, ϕ˙ = M2 is non-zero. The second important
difference with standard slow–roll inflation concerns the size of the fluctuations
in ϕ (or equivalently π). Since the effective Lagrangian for π is non–relativistic,
and in particular there are no k2 spatial kinetic terms, the fluctuations of π
are less suppressed than in a relativistic theory. In a relativistic theory, the
fact that scalar fields have scaling dimension one tells that the size of the fluc-
tuations of a scalar field inside a region of size R is given by ∼ 1/R, similarly,
at a frequency E it is given by E. In ordinary inflation, the inflaton fluctu-
ations freeze when they have a typical energy E ∼ H , so that their typical
size is δϕ ∼ H . We can determine the size of the fluctuations in the ghost
inflation case by a simple scaling argument familiar from power–counting for
non–relativistic effective theories. Suppose one scales energies by a factor of s,
E → sE, or alternatively t→ s−1t. Clearly, because of the ω2 ∝ k4 dispersion
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relation, one has to scale k differently, k → s1/2k or x → s−1/2x. We then
determine the scaling dimension of π by requiring the quadratic action to be
invariant, and one finds that π has scaling dimension 1/4
π → s1/4π . (392)
Now, π has mass dimension one, so the fluctuations at frequencies of order
the cutoff M is δπM ∼M . But the fact that π has scaling dimension 1/4 tells
that the fluctuation at a lower energy E is δπE ∼ (EM3)1/4. In particular,
the size of ghost fluctuations that freeze, as usual, by Hubble friction when its
frequency is of order E ∼ H , is
δπH ∼ (HM3)1/4 . (393)
Of course, for consistency of the effective theory, one has to require H ≪ M .
The field ϕ fluctuates and is stretched out until the Hubble damping becomes
important at frequency E ∼ H ; this does not correspond to k ∼ H but rather,
from the dispersion relation, k ∼ √HM . The fluctuation δπH causes inflation
to end at slightly different times in different places, and so one has the estimate
δρ
ρ
∼ Hδt = HδπH
ϕ˙
. (394)
Notice that ϕ˙ = M2, has nothing to do with slow–roll parameters. Further-
more, δπH is much larger. One then finds
δρ
ρ
∼
(
H
M
)5/4
, (395)
which can be compared with the standard inflationary case
δρ
ρ
∼ H
MP
√
ǫ
. (396)
A detailed computation confirms the expectation (395) and gives [15] the
primordial curvature spectrum
P
1/2
R =
1√
πΓ(1/4)
(H5M3α−3)1/4
ϕ˙
=
1√
πΓ(1/4)
(
H
M
)5/4
α−3/4 . (397)
As for the non–Gaussianity since the mass scales are all much smaller than
the Planck scale, there is no effect coming from gravitational interactions.
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The dominant effect comes from the trilinear interaction in the π effective
Lagrangian
β
M2
π˙(∇π)2 . (398)
This leads to a non-zero three–point function for the density perturbations.
To get an idea of the dimensionless size of this effect, one needs to find the
dimensionless size of this coupling at an energy of order H . Since one knows
the scaling dimension of t, x and π, the coefficient of the operator (398) has
scaling dimension 1/4. The dimensionless size of this interaction at the cutoff
M is ∼ 1; scaling it down to an energy of order H one gets an estimate for
the non–Gaussianity of the perturbations [15]
NG ∼
(
H
M
)1/4
∼
(
δρ
ρ
)1/5
. (399)
These are much larger than in standard inflation, where one expects NG ∼
ǫ·(δρ/ρ) during inflation. A detailed calculation of the level of non–Gaussianity
has been performed in Ref. [15] (see also Ref. [262]) and shows that fNL has a
non–trivial momentum dependence. However, for an equilateral configuration,
defined by setting k1 = k2 = k3, one can define an “effective” fNL
f effNL ≃ −140 · β · α−8/5 . (400)
This value can be much larger than unity depending upon the parameters α
and β. However, if the resulting f effNL turns out to be of order unity, one expects
relevant corrections coming from the post–de Sitter phase.
9.2.3 “D–cceleration” mechanism of inflation
In Ref. [?] an uncoventional mechanism for slow–roll inflation was introduced,
motivated by the behavior of rolling scalar fields in strongly interacting the-
ories, analyzed using the AdS/CFT correspondence [181]. The key feature of
this model is that the inflaton field ϕ is naturally slowed as it approaches a
point where many light degrees of freedom χ emerge, the slow–down arising
from the virtual effects of the light particles. From the stringy perspective, this
scenario translates to a probe D3–brane travelling down a five-dimensional
warped throat geometry. The ultraviolet end of the throat joins smoothly
onto a compactification in the manner of Randall-Sundrum [235], ensuring
that gravity in four dimensions is dynamical while coupling the field theory
to sectors in the compactification which can generate corrections to the effec-
tive action for ϕ. These corrections generically produce a nontrivial potential
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energy for ϕ including a mass term m2ϕ2 and a corresponding closing up of
the throat in the infrared region at a scale ϕIR.
The dynamics of the probe D3–brane is captured by the Dirac–Born–Infeld
(DBI) action coupled to gravity,
S =
∫
d4x
√−g
(
1
2
M2PR+ Leff + · · ·
)
(401)
with
Leff = − 1
gs
(
f(ϕ)−1
√
1 + f(ϕ)gµν∂µϕ∂νϕ+ V (ϕ)
)
(402)
Here gs is the string coupling constant, the function f(ϕ) is the (squared)
warp factor of the AdS-like throat. For example, for a pure AdS5 of radius R,
it is simply f(ϕ) = λ/ϕ4 with λ ≡ R4/α′ 2 and α′ is the string tension. The
non–analytic behavior of the square-root in (402) gives rise to a speed limit
restricting how fast the scalar field may roll. When f(ϕ) = λ/ϕ4, the speed
limit is given by |ϕ˙| ≤ ϕ2/√λ and a useful measure of how close we are to the
limit is given by
γ =
1√
1− f(ϕ)ϕ˙2
(403)
which is analogous to the Lorentz contraction factor defined in special rela-
tivity and grows without bound as the speed limit is approached.
The late time behaviour of the scale–factor a and the scalar field ϕ were
determined in Ref. [?] for a variety of potentials V (ϕ) and for f(ϕ) = λ/ϕ4
using the Hamilton-Jacobi approach. This method elevates the scalar field ϕ
to the role of cosmological time, so that the Hubble parameter H = a˙/a is
considered as a function H = H(ϕ) determined in terms of the potential by,
V (ϕ) = 3gsM
2
PH(ϕ)
2 − γ(ϕ)/f(ϕ) (404)
where γ(ϕ) is given by
γ(ϕ) =
(
1 + 4g2s M
4
P f(ϕ)H
′(ϕ)2
)1/2
(405)
The evolution of ϕ(t) is then fixed by the first–order Friedmann equation,
ϕ˙ = −2gsM2P
H ′(ϕ)
γ(ϕ)
(406)
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As in the standard inflationary scenarios, it is useful to introduce a slow–roll
parameter
ǫ =
2gsM
2
P
γ
(
H ′
H
)2
(407)
which parameterises the deviation from a pure de Sitter phase. In particular
one has a¨/a = H2(1− ǫ).
In Ref. [?] the first–order equations (404) and (406) were studied for a variety
of potentials V (ϕ). For the massive scalar field case, V (ϕ) ∼ m2ϕ2, the late
time dynamics was shown to be a power–law inflation given by a(t) → a0t1/ǫ
and
ϕ→
√
λ
t
, γ →
√
4gs
3λ
MPmt
2, H → 1
ǫ t
. (408)
The coefficient of the (time–dependent) Hubble parameter is given by the
slow–roll parameter which is a constant when evaluated on this background,
1
ǫ
=
1
3
(
1 +
√
1 +
3m2λ
gsM2P
)
≈
√
λ
3gs
m
MP
(409)
For ǫ < 1, one obtains a phase of power–law inflation. The exponential de
Sitter phase can be thought of as the limit as ǫ→ 0. Note that in contrast to
usual single field slow–roll inflation, the accelerated expansion occurs only if
the mass of inflaton m is suitably large. This is one novel aspect of this model.
It is clear from the action (402) that expanding ϕ in fluctuations ϕ→ ϕ+ δϕ
involves expanding the square root in (402). This produces powers of γ ac-
companying the powers of the fluctuation δϕ. The origin of the strong non–
Gaussianities can be therefore understood rather simply. The Lagrangian is
proportional to
√
1− v2p, where vp =
√
λϕ˙/ϕ2 is the proper velocity of the
brane probe whose position collective coordinate is the inflaton ϕ. The infla-
tionary solution involves a proper velocity approaching the speed of light as
ϕ approaches the origin (with both ϕ and ϕ˙ decreasing towards zero). Ex-
panding the action in fluctuations of ϕ involves expanding the square root
in the Lagrangian, which produces powers of γ = 1/
√
1− v2p accompanying
powers of the fluctuations of the inflaton. Since γ is relatively large, this pro-
duces a large contribution to non–Gaussianities in the model. It is also easy
to understand why linear perturbations with momentum k freeze when they
cross the sound horizon at aH = k/γ rather than at aH = k. The resulting
power–spectrum reads [9] Pζk ∼ gsH4/ϕ˙2 ∼ gs/ǫ4λ, where we have used the
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inflationary background (408); and the string coupling gs enters because the
canonically normalised scalar field is ϕ/
√
gs.
In the large γ, small ǫ regime, the leading terms in the interaction Hamiltonian
are given by
Hint = −a
3γ5
gs
[
1
2ϕ˙
(δϕ˙)3 +
k2
a2γ2
1
2ϕ˙
δϕ˙(δϕ)2
]
. (410)
The computation of the three–point correlation function goes along the lines
described in Subsection 2.5 and gives an fNL with a non–trivial momentum
dependence [9]. However, for an equilateral configuration defined by setting
for k1 = k2 = k3 one can define an “effective” fNL
f effNL ≃ −10−1 γ2 , (411)
which can be rather large. Again, if γ ∼ 20 and f effNL is of order unity, one needs
a detailed study of the post–inflationary evolution of the non–Gaussianities.
In Table 1 we summarize the level of primordial non–Gaussianity as gener-
ated in different cosmological scenarios. Actually for the first three cases the
values displayed have been obtained by a complete study of the perturbation
evolution from an early inflationary phase, through reheating till the radiation
and the matter dominated epoch (to which the results are referred). For the
other scenarios the values of fNL actually do not refer to the non–Gaussianities
generated in the CMB temperature anisotropies, rather to non–Gaussianities
in the curvature perturbation ζ (and for the uncoventional inflationary sce-
narios they refer only to the inflationary phase). In this case when the values
shown are fNL ≫ 1, then they should be a good approximation for the actual
observable quantity, but when they are of order unity one expects signifi-
cant corrections from a detailed study of the post–inflationary evolution of
the non–Gaussianites. The function g(k1,k2) is the same in the first three
cases and the infrared behaviour of fNL(k1,k2) is automatically regularized
once the monopole term is subtracted by requiring that 〈∆T/T 〉=0. In the
curvaton scenario the parameter r corresponds to the ratio of the curvaton
energy density to the total energy density at the epoch of the curvaton decay.
In the inhomogeneous reheating scenario we have accounted for a fraction of
the total decay rate to be dependent on a light scalar field, Γ1/Γ¯, and for a
ratio Γ¯/H at the end of inflation not much smaller than one, allowing the
(positive) α parameter to be α < 1/6, as discussed in Sec. 8.3. The “minimal
case” correponds to an inflaton decay rate Γ that is fully controlled by a light
scalar field χ, Γ ∝ χ2, and such that Γ≪ H during inflation (α = 1/6). In the
multiple–field case Vχχ/H
2 represents the ratio of the mass of the additional
self–interacting light scalar field χ and the Hubble parameter during inflation.
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The value shown is an estimate obtained from extending some linear rela-
tions to second order in the pertubations, and some corrections are expected
when the estimate shown is of the order one. Here we must make a remark.
Notice that the resulting fNL depends on the “isocurvature fraction” PS/PR,
determining the relative amplitue of the isocurvature perturbation to the adi-
abatic one, and on the correlation between them. Actually such a formula is
valid not only if after inflation an isocurvature perturbation survives, but also
if no entropy mode is left over. In the latter case one should interpret the
combination (PS/PR) cos2∆ evaluated at the end of inflation. If an entropy
mode survives for the data analysis one must also consider a corresponding
non–linearity parameter f isoNL as shown in Eq. (382) and (381). In the warm
scenario, Γ indicates the inflaton dissipation rate. Finally, notice that in the
ghost and D–cceleration scenarios, the values reported refer to an equilateral
configuration of the wavenumbers, k1 = k2 = k3.
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fNL(k1,k2) Comments
Single–field inflation 7
3
− g(k1,k2) g(k1,k2) = 4k1·k2k2 − 3 (k1·k2)
2
k4
+ 3
2
k41+k
4
2
k4
Curvaton scenario −
[
−2
3
+ 5
6
r − 5
4r
]
− g(k1,k2) r ≈
(
ρσ
ρ
)
decay
Inhomogeneous reheating 13
12
− I − g(k1,k2) I = −52 + 512 Γ¯αΓ1
“minimal case” I = 0 (α = 1
6
, Γ1 = Γ¯)
Multiple scalar fields . PSPR cos
2∆
(
4 · 103 · Vχχ
3H2
)
· 60H
χ
order of magnitude estimate
of the absolute value
“Uncoventional” inflation
set-ups
Warm inflation −5
6
(
ϕ˙0
H2
) [
ln
(
Γ
H
)
V ′′′
Γ
]
second–order corrections
not included
Ghost inflation −140 · β · α−8/5 post–inflationary corrections
not included
D–cceleration −10−1γ2 post–inflationary corrections
not included
Table 1. Predictions of the non–linearity parameter fNL from different scenarios for the generation of cosmological
perturbations. In the inhomogeneous reheating scenario Γ1/Γ¯ 6 1 and 0 < α 6 1/6. In the multiple–field case −1 6 cos∆ 6 1
is defined in Eq. (373) measuring the correlation between the adiabatic and entropy perturbations, while PS/PR is the isocurvature
fraction. In ghost inflation the coefficients α and β are typically ∼ O(1). In the D–cceleration mechanism of inflation the coefficient γ is
expected to be γ > 1. For the multiple–field case and the unconventional inflation set–ups, the estimates can receive relevant corrections
in the range fNL ∼ 1 from the post–inflationary evolution of the perturbations.
131
10 Observational constraints on non–Gaussianity
In this section, we discuss how to test observationally Gaussianity of primor-
dial fluctuations and constrain the non–linearity parameter, fNL. Currently,
the best constraint comes fromWMAP’s measurements of CMB anisotropy [139];
thus, we focus on testing Gaussianity of the CMB. This section is organized as
follows: In Sec. 10.1 we study the statistical properties of the angular n–point
harmonic spectra for n = 2 (power–spectrum), 3 (bispectrum), and 4 (trispec-
trum). In Sec. 10.2 we make theoretical predictions for the CMB angular
bispectrum from inflation. In Sec. 10.3 we calculate the secondary bispectrum
contribution from the Sunyaev–Zel’dovich effect and the weak-lensing effect,
and foreground contribution from extragalactic radio and infrared astronom-
ical sources. In Sec. 10.4 we estimate how well one can constrain fNL with
observations, and discuss how to distinguish between primordial, secondary,
and foreground bispectra. In Sec. 10.5 we present a practical way to deter-
mine fNL as well as the point–source contribution from nearly full–sky CMB
experiments. In Sec. 10.6 we review the observational constraints on fNL from
the WMAP experiment using the method described here.
10.1 Angular n–point harmonic spectrum on the sky
As we have mentioned in the introduction, the angular n–point correlation
function,
〈f(nˆ1)f(nˆ2) . . . f(nˆn)〉 , (412)
is a simple statistic characterizing a clustering pattern of fluctuations on
the sky, f(nˆ). Here, the bracket denotes the ensemble average, and Figure 1
sketches its meaning. If the fluctuation is Gaussian, then the two–point corre-
lation function specifies all the statistical properties of f(nˆ), for the two–point
correlation function is the only parameter in a Gaussian distribution. If it is
not Gaussian, then we need higher–order correlation functions to determine
the statistical properties.
Yet simple, one disadvantage of the angular correlation function is that data
points of the correlation function at different angular scales are generally not
independent of each other, but correlated: the two–point correlation at 1 de-
gree is correlated with that at 2 degrees, and so on. This property makes a
detailed statistical analysis and interpretation of the data rather complicated.
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Hence, one finds it more convenient to expand f(nˆ) into spherical harmonics,
the orthonormal basis on the sphere, as
f(nˆ) =
∞∑
l=0
l∑
m=−l
almYlm(nˆ), (413)
and then to consider the angular n–point harmonic spectrum, 〈al1m1al2m2 . . . alnmn〉.
While alm for m 6= 0 is complex, reality of f(nˆ) gives al−m = a∗lm(−1)m, and
thus the number of independent modes is not 4l + 1, but 2l + 1.
In particular, the angular two–, three–, and four–point harmonic spectra are
called the angular power–spectrum, bispectrum, and trispectrum, respectively.
By isotropy the angular power–spectra at different angular scales, or at differ-
ent l’s, are uncorrelated. Moreover, since the spherical harmonics are orthog-
onal for different l’s, they highlight characteristic structures on the sky at a
given l. In other words, even if the angular correlation function is featureless,
the angular spectrum may have a distinct structure, for inflation predicts a
prominent peak in the angular power–spectrum, not in the angular correlation
function. In this section, we study statistical properties of the angular n–point
harmonic spectra.
10.1.1 Statistical isotropy of the Universe
In reality, we cannot measure the ensemble average of the angular harmonic
spectrum, but one realization such as al1m1al2m2 . . . alnmn , which is so noisy
that we want to average it somehow to reduce the noise.
We assume statistical isotropy of the Universe from which it follows that our
sky is isotropic and has no preferred direction. Isotropy of the CMB justifies
the assumption. The assumption readily implies that one can average the
spectrum over mi with an appropriate weight, as mi represent an azimuthal
orientation on the sky. The average over mi enables us to reduce the statistical
error of the measured harmonic spectra.
How can we find the weight? One finds it as a solution to statistical isotropy,
or rotational invariance of the angular correlation function on the sky,
〈Df(nˆ1)Df(nˆ2) . . .Df(nˆn)〉 = 〈f(nˆ1)f(nˆ2) . . . f(nˆn)〉 , (414)
where D = D(α, β, γ) is a rotation matrix for the Euler angles α, β, and γ.
Figure 4 sketches the meaning of statistical isotropy. Substituting Eq. (413) for
f(nˆ) in Eq. (414), we then need rotation of the spherical harmonic,DYlm(nˆ). It
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Fig. 4. Statistical Isotropy of Angular Correlation Function
A schematic view of statistical isotropy of the angular correlation
function. As long as its configuration is preserved, we can average
f(nˆ1) . . . f(nˆn) over all possible orientations and positions on the
sky.
is formally represented by the rotation matrix element, D
(l)
m′m(α, β, γ), as [245]
DYlm(nˆ) =
l∑
m′=−l
D
(l)
m′mYlm′(nˆ). (415)
The matrix element, D
(l)
m′m = 〈l,m′ |D| l,m〉, describes finite rotation of an
initial state whose orbital angular momentum is represented by l and m into a
final state represented by l and m′. Finally, we obtain the statistical isotropy
condition on the angular n–point harmonic spectrum:
〈al1m1al2m2 . . . alnmn〉 =
∑
all m′
〈
al1m′1al2m′2 . . . alnm′n
〉
D
(l1)
m′1m1
D
(l2)
m′2m2
. . .D
(ln)
m′nmn
.(416)
Using this equation, in Ref. [114] appropriate weights for averaging the angular
power–spectrum (n = 2), bispectrum (n = 3), and trispectrum (n = 4), over
azimuthal angles have been systematically evaluated. Some of those may be
found more intuitively; however, this method allows us to find the weight
for any higher–order harmonic spectrum. In the following sections, we derive
rotationally invariant, azimuthally averaged harmonic spectra for n = 2, 3,
and 4, and study their statistical properties.
10.1.2 Angular power–spectrum
The angular power–spectrum measures how much fluctuations exist on a given
angular scale. For example, the variance of alm for l ≥ 1, 〈alma∗lm〉, measures
the amplitude of fluctuations at a given l.
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Generally speaking, the covariance matrix of alm,
〈
al1m1a
∗
l2m2
〉
, is not necessar-
ily diagonal. It is, however, actually diagonal once we assume full sky coverage
and rotational invariance of the angular two–point correlation function, as we
will show in this section. The variance of alm thus describes the two–point
correlation completely.
Rotational invariance (Eq. (416)) requires
〈
al1m1a
∗
l2m2
〉
=
∑
m′1m
′
2
〈
al1m′1a
∗
l2m′2
〉
D
(l1)
m′1m1
D
(l2)∗
m′2m2
(417)
to be satisfied, where we have used the complex conjugate for simplifying
calculations. From this equation, we seek for a rotationally invariant repre-
sentation of the angular power–spectrum. Suppose that the covariance matrix
of alm is diagonal, i.e.,
〈
al1m1a
∗
l2m2
〉
= 〈Cl1〉 δl1l2δm1m2 . Equation (417) then
reduces to
〈
al1m1a
∗
l2m2
〉
= 〈Cl1〉 δl1l2
∑
m′1
D
(l1)
m′1m1
D
(l1)∗
m′1m2
= 〈Cl1〉 δl1l2δm1m2 . (418)
Thus, we have proven that 〈Cl〉 is rotationally invariant. Rotational invariance
implies that the covariance matrix is diagonal.
Observationally, the unbiased estimator of 〈Cl〉 should be
Cl=
1
2l + 1
l∑
m=−l
alma
∗
lm =
1
2l + 1
(
a2l0 + 2
l∑
m=1
alma
∗
lm
)
=
1
2l + 1
{
a2l0 + 2
l∑
m=1
[
(ℜalm)2 + (ℑalm)2
]}
. (419)
The second equality follows from al−m = a∗lm(−1)m, i.e., al−ma∗l−m = alma∗lm,
and hence we average 2l+1 independent samples for a given l. It suggests that
fractional statistical error of Cl is reduced by
√
1/(2l + 1). This property is the
main motivation for considering the azimuthally averaged harmonic spectrum.
We find it useful to define an azimuthally averaged harmonic transform, el(nˆ),
as
el(nˆ) ≡
√
4π
2l + 1
l∑
m=−l
almYlm(nˆ), (420)
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which is interpreted as a square-root of Cl at a given position of the sky,∫
d2nˆ
4π
e2l (nˆ) = Cl. (421)
el(nˆ) is particularly useful for measuring the angular bispectrum [268,145],
trispectrum (Chapter 6 of Ref. [137]), and probably any higher–order harmonic
spectra, because of being computationally very fast to calculate. This is very
important, as the new satellite experiments, WMAP and Planck, have more
than millions of pixels, for which we will crucially need a fast algorithm for
measuring these higher–order harmonic spectra.
We derive the covariance matrix of Cl, 〈ClCl′〉−〈Cl〉 〈Cl′〉, with the four–point
function, the trispectrum. Starting with
〈ClCl′〉 = 1
(2l + 1)(2l′ + 1)
∑
mm′
〈alma∗lmal′m′a∗l′m′〉 , (422)
we obtain the power–spectrum covariance matrix
〈ClCl′〉 − 〈Cl〉 〈Cl′〉= 2 〈Cl〉
2
2l + 1
δll′ +
1
(2l + 1)(2l′ + 1)
∑
mm′
〈alma∗lmal′m′a∗l′m′〉c
=
2 〈Cl〉2
2l + 1
δll′ +
(−1)l+l′√
(2l + 1)(2l′ + 1)
〈
T lll′l′(0)
〉
c
, (423)
where 〈alma∗lmal′m′a∗l′m′〉c is the connected four–point harmonic spectrum, the
connected trispectrum, which is exactly zero for a Gaussian field. It follows
from this equation that the covariance matrix of Cl is exactly diagonal only
when alm is Gaussian.
〈
T l1l2l3l4 (L)
〉
c
is the ensemble average of the angular av-
eraged connected trispectrum, which we will define in Sec. 10.1.4 (Eq. (435)).
Unfortunately, we cannot measure the connected T lll′l′(0) directly from the
angular trispectrum (see Sec. 10.1.4). We will thus never be sure if the power–
spectrum covariance is precisely diagonal, as long as we use the angular trispec-
trum. We need other statistics able to pick up information on the connected
T lll′l′(0), even though they are indirect. Otherwise, we need a model for the
connected trispectrum, and use the model to constrain the connected T lll′l′(0)
from the other trispectrum configurations.
There is no reason to assume the connected T lll′l′(0) is small. It is produced on
large angular scales, if the topology of the Universe is closed hyperbolic [118].
An analytic prediction for the connected trispectrum produced in a closed
hyperbolic Universe is derived in Appendix D of Ref. [137]. On small angular
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scales, several authors have shown that the weak gravitational lensing effect
produces a non–zero connected trispectrum or four–point correlation func-
tion [43,301,299]; in Ref. [114] the induced off-diagonal terms are found to be
negligible compared with the diagonal terms out to l ∼ 2000.
If the connected trispectrum is negligible, then we obtain
〈ClCl′〉 − 〈Cl〉 〈Cl′〉 ≈ 2 〈Cl〉
2
2l + 1
δll′ . (424)
The fractional error of Cl is thus proportional to
√
1/(2l + 1), as expected from
our having 2l+1 independent samples to average for a given l. The exact form
follows from Cl being χ
2 distributed with 2l + 1 degrees of freedom when alm
is Gaussian. If alm is Gaussian, then its probability density distribution is
P (alm) =
exp [−a2lm/(2 〈Cl〉)]√
2π 〈Cl〉
. (425)
One can use this distribution to generate Gaussian random realizations of alm
for a given 〈Cl〉. First, calculate 〈Cl〉 with the CMBFAST code [260] for a set of
cosmological parameters. Next, generate a realization of alm, alm = ǫ 〈Cl〉1/2,
where ǫ is a Gaussian random variable with unit variance.
10.1.3 Angular bispectrum
The angular bispectrum consists of three harmonic transforms, al1m1al2m2al3m3 .
For Gaussian alm, the expectation value is exactly zero. By imposing statistical
isotropy upon the angular three–point correlation function, one finds that the
angular averaged bispectrum, Bl1l2l3 , given by
〈al1m1al2m2al3m3〉 = 〈Bl1l2l3〉
 l1 l2 l3
m1 m2 m3
 (426)
satisfies rotational invariance (Eq. (416)). Here, the matrix denotes theWigner–
3j symbol (see Appendix C). Since l1, l2, and l3 form a triangle, Bl1l2l3 satisfies
the triangle condition, |li − lj | ≤ lk ≤ li+lj for all permutations of indices. Par-
ity invariance of the angular correlation function demands l1 + l2 + l3 = even.
Figure 5 sketches a configuration of the angular bispectrum.
The Wigner–3j symbol, which describes the coupling of two angular momenta,
represents the azimuthal angle dependence of the angular bispectrum, since
the bispectrum forms a triangle. Suppose that two “states” with (l1, m1) and
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l3
Fig. 5. Angular Bispectrum Configuration
(l2, m2) angular momenta form a coupled state with (l3, m3). They form a
triangle whose orientation is represented by m1, m2, and m3, with satisfying
m1 + m2 + m3 = 0. As we rotate the system, the Wigner–3j symbol trans-
formsm’s, yet preserving the configuration of the triangle. Similarly, rotational
invariance of the angular bispectrum demands that the same triangle configu-
ration gives the same amplitude of the bispectrum regardless of its orientation,
and thus the Wigner–3j symbol describes the azimuthal angle dependence.
The proof of 〈Bl1l2l3〉 to be rotationally invariant is as follows. Substituting
Eq. (426) for the statistical isotropy condition (Eq. (416)) for n = 3, we obtain
〈al1m1al2m2al3m3〉
=
∑
all m′
〈
al1m′1al2m′2al3m′3
〉
D
(l1)
m′1m1
D
(l2)
m′2m2
D
(l3)
m′3m3
= 〈Bl1l2l3〉
∑
all m′
 l1 l2 l3
m′1 m
′
2 m
′
3

× ∑
LMM ′
 l1 l2 L
m′1 m
′
2 M
′

 l1 l2 L
m1 m2 M
 (2L+ 1)D(L)∗M ′MD(l3)m′3m3
= 〈Bl1l2l3〉
∑
m′3
∑
LMM ′
δl3Lδm′3M ′
 l1 l2 L
m1 m2 M
D(L)∗M ′MD(l3)m′3m3
= 〈Bl1l2l3〉
 l1 l2 l3
m1 m2 m3
 . (427)
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In the second equality, we have reducedD
(l1)
m′1m1
D
(l2)
m′2m2
toD
(L)∗
M ′M , using Eq. (C.17).
In the third equality, we have used the identity [245],
∑
m′1m
′
2
 l1 l2 l3
m′1 m
′
2 m
′
3

 l1 l2 L
m′1 m
′
2 M
′
 = δl3Lδm′3M ′
2L+ 1
. (428)
To obtain the unbiased estimator of the angular averaged bispectrum, Bl1l2l3 ,
we invert Eq. (426) with the identity Eq. (428), and obtain
Bl1l2l3 =
∑
all m
 l1 l2 l3
m1 m2 m3
 al1m1al2m2al3m3 . (429)
We can rewrite this expression into a more computationally useful form. Us-
ing the azimuthally averaged harmonic transform, el(nˆ) (Eq. (420)), and the
identity [245],
 l1 l2 l3
m1 m2 m3
=
 l1 l2 l3
0 0 0

−1√√√√ (4π)3
(2l1 + 1) (2l2 + 1) (2l3 + 1)
×
∫
d2nˆ
4π
Yl1m1(nˆ)Yl2m2(nˆ)Yl3m3(nˆ), (430)
we rewrite Eq. (429) as
Bl1l2l3 =
 l1 l2 l3
0 0 0

−1 ∫
d2nˆ
4π
el1(nˆ)el2(nˆ)el3(nˆ). (431)
This expression is computationally efficient; we can quickly calculate el(nˆ)
with the spherical harmonic transform. Then, the average over the full sky,∫
d2nˆ/(4π), is done by the sum over all pixels divided by the total number of
pixels, N−1
∑N
i , if all the pixels have equal area. Note that the integral over nˆ
must be done over the full sky even when a sky–cut is applied, as el(nˆ) already
encapsulates information on partial sky coverage through the alm, which may
be measured on an incomplete sky.
We calculate the covariance matrix of Bl1l2l3 , provided that non–Gaussianity
is weak, 〈Bl1l2l3〉 ≈ 0. Since the covariance matrix is a product of six alm’s, we
have 6C2 · 4C2/3! = 15 terms to evaluate, according to the Wick’s theorem;
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however, using the identity [245],
∑
m
(−1)m
 l l l′
m −m 0
 = δl′0, (432)
and assuming that none of the l’s zero, we find only 3! = 6 terms that do not
include
〈
alimialjmj
〉
but include only
〈
alimia
∗
ljmj
〉
non–vanishing. Evaluating
these 6 terms, we obtain [171,108,268,88]
〈
Bl1l2l3Bl′1l′2l′3
〉
=
∑
all mm′
 l1 l2 l3
m1 m2 m3

 l′1 l′2 l′3
m′1 m
′
2 m
′
3
〈al1m1al2m2al3m3a∗l′1m′1a∗l′2m′2a∗l′3m′3〉
= 〈Cl1〉 〈Cl2〉 〈Cl3〉
[
δ
l′1l
′
2l
′
3
l1l2l3
+ δ
l′3l
′
1l
′
2
l1l2l3
+ δ
l′2l
′
3l
′
1
l1l2l3
+ (−1)l1+l2+l3
(
δ
l′1l
′
3l
′
2
l1l2l3
+ δ
l′2l
′
1l
′
3
l1l2l3
+ δ
l′3l
′
2l
′
1
l1l2l3
)]
,
(433)
where δ
l′1l
′
2l
′
3
l1l2l3
≡ δl1l′1δl2l′2δl3l′3 , and so on. Hence, the covariance matrix is diagonal
in the weak non–Gaussian limit. The diagonal terms for li 6= 0 and l1+l2+l3 =
even are〈
B2l1l2l3
〉
= 〈Cl1〉 〈Cl2〉 〈Cl3〉 (1 + 2δl1l2δl2l3 + δl1l2 + δl2l3 + δl3l1) . (434)
The variance is amplified by a factor of 2 or 6, when two or all l’s are the
same, respectively.
One finds that Eq. (434) becomes non–exact on the incomplete sky, where the
variance distribution becomes more scattered. Using simulated realizations of
a Gaussian sky, the authors of ref. [139] measured the variance on the full sky
as well as on the incomplete sky for three different Galactic sky–cuts, 20◦,
25◦, and 30◦. Figure 6 plots the results; one finds that Eq. (434) holds only
approximately on the incomplete sky.
10.1.4 Angular trispectrum
The angular trispectrum consists of four harmonic transforms, al1m1al2m2al3m3al4m4 .
In Ref. [114] a rotationally invariant solution for the angular trispectrum was
found as
〈al1m1al2m2al3m3al4m4〉 =
∑
LM
 l1 l2 L
m1 m2 −M

 l3 l4 L
m3 m4 M
 (−1)M 〈T l1l2l3l4 (L)〉 .(435)
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Fig. 6. Variance of Angular Bispectrum
Histograms of variance of the angular bispectrum for l1 ≤ l2 ≤ l3
up to a maximum multipole of 20. There are 466 modes. These are
derived from simulated realizations of a Gaussian sky. The top-left
panel shows the case of full sky coverage, while the rest of panels
show the cases of incomplete sky coverage. The top-right, bottom-
left, and bottom-right panels use the 20◦, 25◦, and 30◦ Galactic sky-
cuts, respectively.
One can prove that this solution,
〈
T l1l2l3l4 (L)
〉
, is rotationally invariant by similar
calculations to those proving the angular bispectrum to be so. By construction,
l1, l2, and L form one triangle, while l3, l4, and L form the other triangle in
a quadrilateral with sides l1, l2, l3, and l4. L represents a diagonal of the
quadrilateral. Figure 7 sketches a configuration of the angular trispectrum.
When we arrange l1, l2, l3, and l4 in order of l1 ≤ l2 ≤ l3 ≤ l4, L lies in
max(l2− l1, l4− l3) ≤ L ≤ min(l1+ l2, l3+ l4). Parity invariance of the angular
four–point correlation function demands l1+l2+L = even and l3+l4+L = even.
The angular trispectrum generically consists of two parts. One is the dis-
connected part, the contribution from Gaussian fields, which is given by the
angular power–spectra [114],
〈
T l1l2l3l4 (L)
〉
disconnected
=(−1)l1+l3
√
(2l1 + 1)(2l3 + 1) 〈Cl1〉 〈Cl3〉 δl1l2δl3l4δL0
+(2L+ 1) 〈Cl1〉 〈Cl2〉
[
(−1)l2+l3+Lδl1l3δl2l4 + δl1l4δl2l3
]
. (436)
141
l1
l2
l3
l4
L
Fig. 7. Angular Trispectrum Configuration
For l1 ≤ l2 ≤ l3 ≤ l4, the disconnected terms are non–zero only when L = 0
or l1 = l2 = l3 = l4. We have numerically confirmed that the estimator given
below (Eq. (441)) accurately reproduces the disconnected terms (Eq. (436))
on a simulated Gaussian sky.
The other is the connected part whose expectation value is exactly zero for
Gaussian fields; thus, the connected part is sensitive to non–Gaussianity. When
none of the l’s are the same in T l1l2l3l4 (L), one might expect the trispectrum to
comprise the connected part only; however, this is true only on the full sky.
The disconnected terms on the incomplete sky, which are often much bigger
than the connected terms, leak the power to the other modes for which all l’s
are different. One should take this effect into account in the analysis.
Inverting Eq. (435), we obtain the unbiased estimator of T l1l2l3l4 (L) [114],
T l1l2l3l4 (L)= (2L+ 1)
∑
all m
∑
M
(−1)M
 l1 l2 L
m1 m2 M

 l3 l4 L
m3 m4 −M

×al1m1al2m2al3m3al4m4 . (437)
Note that this expression includes both the connected and the disconnected
terms.
We find that this estimator has a special property for L = 0 (which de-
mands l1 = l2 and l3 = l4). The trispectrum estimator for these configurations,
T l1l1l3l3 (0), reduces to a product of two power–spectrum estimators, Cl1Cl3,
T l1l1l3l3 (0)=
∑
m1m3
 l1 l1 0
m1 −m1 0

 l3 l3 0
m3 −m3 0
 al1m1al1−m1al3m3al3−m3
=(−1)l1+l3
√
(2l1 + 1)(2l3 + 1)Cl1Cl3 , (438)
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where Cl = (2l + 1)
−1∑
m alma
∗
lm. We have used the identity, Eq. (432), and
al−m = (−1)ma∗lm in the second equality. From this equation, one may assume
that T l1l1l3l3 (0) coincides with the disconnected terms for L = 0 (see Eq. (436)),〈
T l1l1l3l3 (0)
〉
disconnected
= (−1)l1+l3
√
(2l1 + 1)(2l3 + 1) 〈Cl1〉 〈Cl3〉+ 2 〈Cl1〉2 δl1l3 .(439)
They are, however, different for non–Gaussian fields, because of the power–
spectrum covariance, Eq. (423). By taking the ensemble average of T l1l1l3l3 (0),
and substituting Eq. (423) for 〈Cl1Cl3〉, we find a rather trivial result:
〈
T l1l1l3l3 (0)
〉
=(−1)l1+l3
√
(2l1 + 1)(2l3 + 1) 〈Cl1Cl3〉
=(−1)l1+l3
√
(2l1 + 1)(2l3 + 1) 〈Cl1〉 〈Cl3〉+ 2 〈Cl1〉2 δl1l3 +
〈
T l1l1l3l3 (0)
〉
c
=
〈
T l1l1l3l3 (0)
〉
disconnected
+
〈
T l1l1l3l3 (0)
〉
c
. (440)
Hence, T l1l1l3l3 (0) contains information not only on the disconnected trispectrum,
but also of the connected one.
Unfortunately, we cannot measure the connected part of T l1l1l3l3 (0) directly from
the angular trispectrum because of the following reason. To measure the con-
nected terms, we have to subtract the disconnected terms from the measured
trispectrum first. Since we are never able to measure the ensemble average
of the disconnected terms (Eq. (439)), we estimate them by using the esti-
mated power–spectrum, Cl. If we subtract the estimated disconnected terms,
∝ Cl1Cl3 , from measured T l1l1l3l3 (0), then it follows from Eq. (438) that T l1l1l3l3 (0)
vanishes exactly: T l1l1l3l3 (0) = 0; thus, T
l1l1
l3l3
(0) has no statistical power of mea-
suring the connected terms.
For practical measurement of the angular trispectrum, we rewrite the trispec-
trum estimator given by Eq. (437) with the azimuthally averaged harmonic
transform, el(nˆ) (Eq. (420)). We find that the following form is particularly
computationally efficient:
T l1l2l3l4 (L) =
1
2L+ 1
L∑
M=−L
tl1l2∗LM t
l3l4
LM , (441)
where tl1l2LM is given by
tl1l2LM ≡
√
2L+ 1
4π
 l1 l2 L
0 0 0

−1 ∫
d2nˆ [el1(nˆ)el2(nˆ)]Y
∗
LM(nˆ). (442)
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Since tl1l2LM is the harmonic transform on the full sky, we can calculate it quickly.
This method makes measurement of the angular trispectrum computationally
feasible even for the WMAP data in which we have more than millions of
pixels; thus, the methods developed here can be applied not only to the COBE
DMR data, but also to the WMAP data.
Let us calculate the covariance of the trispectrum in the weakly non–Gaussian
limit. Since the trispectrum covariance comprises eight alm’s, the total number
of terms is 8C2 · 6C2 · 4C2/4! = 105 according to the Wick’s theorem. The full
calculation will be a nightmare, for we have to deal with
〈
T l1l2l3l4 (L)T
l′1l
′
2
l′3l
′
4
(L′)
〉
=(2L+ 1)(2L′ + 1)
∑
all mm′
∑
MM ′
(−1)M+M ′
×
 l1 l2 L
m1 m2 M

 l3 l4 L
m3 m4 −M

 l′1 l′2 L′
m′1 m
′
2 M
′

 l′3 l′4 L′
m′3 m
′
4 −M ′

×
〈
al1m1al2m2al3m3al4m4a
∗
l′1m
′
1
a∗l′2m′2a
∗
l′3m
′
3
a∗l′4m′4
〉
. (443)
One can reduce this intricate expression to much a simpler form for some par-
ticular configurations. For L,L′ 6= 0 terms, thanks to the identity (432), only
4! = 24 terms that do not include
〈
alimialjmj
〉
but include only
〈
alimia
∗
ljmj
〉
are non–vanishing. For L = L′ = 0 terms, the triangle conditions in a quadri-
lateral demand l1 = l2 and l3 = l4 (see Figure 7). As we have shown, these
configurations have no statistical power of measuring the connected trispec-
trum of interest. Hence, we evaluate L,L′ 6= 0 terms in the following.
Evaluating the 24 L,L′ 6= 0 terms is still a headache; however, for l1 ≤ l2 <
l3 ≤ l4, we have only 8 terms left:
〈
T l1l2l3l4 (L)T
l′1l
′
2
l′3l
′
4
(L′)
〉
(2L+ 1) 〈Cl1〉 〈Cl2〉 〈Cl3〉 〈Cl4〉
= δLL′
[
δl1l2l3l4l′1l′2l′3l′4
+ δl1l2l3l4l′3l′4l′1l′2
+ (−1)l1+l2+l3+l4
(
δl1l2l3l4l′2l′1l′4l′3
+ δl1l2l3l4l′4l′3l′2l′1
)
+(−1)l1+l2+L
(
δl1l2l3l4l′2l′1l′3l′4
+ δl1l2l3l4l′4l′3l′1l′2
)
+ (−1)l3+l4+L
(
δl1l2l3l4l′1l′2l′4l′3
+ δl1l2l3l4l′3l′4l′2l′1
)]
,(444)
where δ
l′1l
′
2l
′
3l
′
4
l1l2l3l4
≡ δl1l′1δl2l′2δl3l′3δl4l′4 , and so on. Using parity invariance, l1+l2+L =
even and l3 + l4 + L = even, one finds the covariance matrix diagonal. Thus,
the diagonal terms for L 6= 0 and l1 ≤ l2 < l3 ≤ l4 are simplified very much as〈[
T l1l2l3l4 (L)
]2〉
= (2L+ 1) 〈Cl1〉 〈Cl2〉 〈Cl3〉 〈Cl4〉 (1 + δl1l2 + δl3l4 + δl1l2δl3l4) .(445)
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Fig. 8. Variance of Angular Trispectrum I
Histograms of variance of the angular trispectrum for L 6= 0 and
l1 ≤ l2 < l3 ≤ l4, for which the disconnected terms vanish on the full
sky. There are 16,554 modes, up to a maximum multipole of 20. The
meaning of the panels is the same as in Figure 6.
This result is strictly correct only on the full sky; the incomplete sky makes
the variance distribution much more scattered. Figure 8 plots the variance on
the full sky as well as on the incomplete sky.
For the rest of configurations for which the disconnected terms vanish, L 6= 0,
l2 = l3, and l1 6= l4, the covariance matrix is no longer diagonal in L,L′ [114].
Figure 9 plots the numerically evaluated variance on the full sky as well as on
the incomplete sky. The variance divided by (2L+ 1) 〈Cl1〉 〈Cl2〉 〈Cl3〉 〈Cl4〉 is
no longer an integer, but more scattered than that for L 6= 0 and l1 ≤ l2 <
l3 ≤ l4 even on the full sky.
10.1.5 Power–spectrum and bispectrum on the incomplete sky
Incomplete sky coverage destroys the orthonormality of the spherical har-
monics on the sky. The degree to which orthonormality is broken is often
characterized by the coupling integral [221],
Wll′mm′ ≡
∫
d2nˆ W (nˆ)Y ∗lm (nˆ)Yl′m′ (nˆ) =
∫
Ωobs
d2nˆ Y ∗lm (nˆ)Yl′m′ (nˆ) , (446)
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Fig. 9. Variance of Angular Trispectrum II
Histograms of variance of the angular trispectrum for L 6= 0, l2 = l3,
and l1 6= l4, for which the disconnected terms vanish on the full
sky. There are 4,059 modes, up to a maximum multipole of 20. The
meaning of the panels is the same as in Figure 6.
where W (nˆ) is zero in a cut region otherwise 1, and Ωobs denotes the solid
angle of the observed sky. When Wll′mm′ 6= δll′δmm′ , the measured harmonic
transform of the temperature anisotropy field, alm, becomes a biased estimator
of the true harmonic transform, atruelm , through
alm =
∞∑
l′=0
l′∑
m′=−l′
atruel′m′Wll′mm′ . (447)
Hence, we must correct our estimators of the power–spectrum and the bispec-
trum for the bias arising from incomplete sky coverage.
First, we derive a relationship between the angular power–spectrum on the
incomplete sky and that on the full sky. Taking the ensemble average of the es-
timator of the power–spectrum, the pseudo-Cl [288], Cl = (2l+1)
−1∑
m |alm|2,
we have
〈Cl〉= 1
2l + 1
∑
l′
Ctruel′
∑
mm′
|Wll′mm′ |2
≈ 1
2l + 1
Ctruel
∑
m
∑
l′m′
∫
d2nˆ W (nˆ)Y ∗lm (nˆ) Yl′m′ (nˆ)
∫
d2mˆ W (mˆ)Ylm (mˆ) Y
∗
l′m′ (mˆ)
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=
1
2l + 1
Ctruel
∑
m
∫
d2nˆ W (nˆ)Y ∗lm (nˆ)
∫
d2mˆ W (mˆ)Ylm (mˆ) δ
(2) (nˆ− mˆ)
=Ctruel
∫ d2nˆ
4π
W (nˆ)Pl (1)
=Ctruel
Ωobs
4π
. (448)
In the second equality, we have taken Ctruel′ out of the summation over l
′, as
|Wll′mm′ |2 peaks very sharply at l = l′, and Ctruel′ varies much more slowly
than |Wll′mm′ |2 in l′. This approximation is good for nearly full sky coverage.
In the third equality, we have used
∑
l′m′ Yl′m′ (nˆ) Y
∗
l′m′ (mˆ) = δ
(2) (nˆ− mˆ). In
the fourth equality, we have used
∑
m Y
∗
lm (nˆ)Ylm (mˆ) =
2l+1
4π
Pl(nˆ · mˆ). The
result indicates that the bias amounts approximately to a fraction of the sky
covered by observations.
Next, we derive a relationship between the angular bispectrum on the incom-
plete sky and that on the full sky. We begin with
〈al1m1al2m2al3m3〉 =
∑
all l′m′
〈
atruel′1m′1a
true
l′2m
′
2
atruel′3m′3
〉
Wl1l′1m1m′1Wl2l′2m2m′2Wl3l′3m3m′3 .(449)
Rotational and parity invariance of the bispectrum implies that the bispectrum
is given by
〈al1m1al2m2al3m3〉 = bl1l2l3
∫
d2nˆ Y ∗l1m1 (nˆ) Y
∗
l2m2 (nˆ) Y
∗
l3m3 (nˆ) , (450)
where bl1l2l3 is an arbitrary real symmetric function, which is related to the
angular averaged bispectrum, Bl1l2l3 . When b
true
l1l2l3
varies much more slowly
than the coupling integral, we obtain
〈al1m1al2m2al3m3〉=
∑
all l′
btruel′1l′2l′3
∑
all m′
∫
d2nˆ Y ∗l′1m′1 (nˆ) Y
∗
l′2m
′
2
(nˆ) Y ∗l′3m′3 (nˆ)
×
∫
d2nˆ1 W (nˆ1)Yl′1m′1 (nˆ1)Y
∗
l1m1 (nˆ1)
×
∫
d2nˆ2 W (nˆ2)Yl′2m′2 (nˆ2)Y
∗
l2m2
(nˆ2)
×
∫
d2nˆ3 W (nˆ3)Yl′3m′3 (nˆ3)Y
∗
l3m3
(nˆ3)
≈ btruel1l2l3
∫
d2nˆ W (nˆ)Y ∗l1m1 (nˆ)Y
∗
l2m2 (nˆ)Y
∗
l3m3 (nˆ) . (451)
Then, we calculate the angular averaged bispectrum, Bl1l2l3 (Eq. (426)). By
convolving Eq. (429) with the Wigner–3j symbol and using the identity Eq. (430),
we obtain
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〈Bl1l2l3〉≈ btruel1l2l3
√
4π
(2l1 + 1)(2l2 + 1)(2l3 + 1)
 l1 l2 l3
0 0 0

−1
× ∑
all m
∫
d2mˆ Yl1m1 (mˆ) Yl2m2 (mˆ) Yl3m3 (mˆ)
×
∫
d2nˆ W (nˆ)Y ∗l1m1 (nˆ)Y
∗
l2m2
(nˆ)Y ∗l3m3 (nˆ)
= btruel1l2l3
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4π
 l1 l2 l3
0 0 0

−1
×
∫
d2mˆ
4π
∫
d2nˆ
4π
W (nˆ)Pl1 (mˆ · nˆ)Pl2 (mˆ · nˆ)Pl3 (mˆ · nˆ)
= btruel1l2l3
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4π
 l1 l2 l3
0 0 0
 Ωobs
4π
=Btruel1l2l3
Ωobs
4π
, (452)
where we have used the identity,
1∫
−1
dx
2
Pl1(x)Pl2(x)Pl3(x) =
 l1 l2 l3
0 0 0

2
. (453)
Thus, the bias for the angular bispectrum on the incomplete sky is also ap-
proximately given by a fraction of the sky covered by observations.
10.2 Theoretical predictions for the CMB bispectrum from inflation
In this section, we derive analytical predictions for the angular bispectrum
from inflation. We expand the observed CMB temperature fluctuation field,
∆T (nˆ)/T , into the spherical harmonics,
alm =
∫
d2nˆ
∆T (nˆ)
T
Y ∗lm(nˆ), (454)
where the hats denote unit vectors. The CMB angular bispectrum is given by
Bm1m2m3l1l2l3 ≡ 〈al1m1al2m2al3m3〉 , (455)
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and the angular averaged bispectrum is (Eq. (429))
Bl1l2l3 =
∑
all m
 l1 l2 l3
m1 m2 m3
Bm1m2m3l1l2l3 , (456)
where the matrix is the Wigner–3j symbol (see Appendix C). The bispectrum,
Bm1m2m3l1l2l3 , satisfies the triangle conditions and parity invariance: m1 + m2 +
m3 = 0, l1 + l2 + l3 = even, and |li − lj | ≤ lk ≤ li + lj for all permutations
of indices. It implies that Bm1m2m3l1l2l3 consists of the Gaunt integral, Gm1m2m3l1l2l3 ,
defined by
Gm1m2m3l1l2l3 ≡
∫
d2nˆYl1m1(nˆ)Yl2m2(nˆ)Yl3m3(nˆ)
=
√
(2l1 + 1) (2l2 + 1) (2l3 + 1)
4π
 l1 l2 l3
0 0 0

 l1 l2 l3
m1 m2 m3
 . (457)
Gm1m2m3l1l2l3 is real, and satisfies all the conditions mentioned above.
Rotational invariance of the angular three–point correlation function implies
that Bl1l2l3 is written as
Bm1m2m3l1l2l3 = Gm1m2m3l1l2l3 bl1l2l3 , (458)
where bl1l2l3 is an arbitrary real symmetric function of l1, l2, and l3. This form,
Eq. (458), is necessary and sufficient to construct generic Bm1m2m3l1l2l3 under ro-
tational invariance; thus, we will use bl1l2l3 more frequently than B
m1m2m3
l1l2l3
in
this section, and call this function the reduced bispectrum, as bl1l2l3 contains all
physical information in Bm1m2m3l1l2l3 . Since the reduced bispectrum does not con-
tain the Wigner–3j symbol, which merely ensures the triangle conditions and
parity invariance, it is easier to calculate physical properties of the bispectrum.
We calculate the angular averaged bispectrum, Bl1l2l3 , by substituting Eq. (458)
into Eq. (456),
Bl1l2l3 =
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4π
 l1 l2 l3
0 0 0
 bl1l2l3 , (459)
where we have used the identity,
∑
all m
 l1 l2 l3
m1 m2 m3
Gm1m2m3l1l2l3 =
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4π
 l1 l2 l3
0 0 0
 .(460)
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Alternatively, one can define the bispectrum in the flat–sky approximation,
〈a(l1)a(l1)a(l3)〉 = (2π)2δ(2) (l1 + l2 + l3)B(l1, l2, l3), (461)
where l is a two–dimensional wave vector on the sky. This definition ofB(l1, l2, l3)
reduces to Eq. (458) with the correspondence
Gm1m2m3l1l2l3 → (2π)2δ(2) (l1 + l2 + l3) , (462)
in the flat–sky limit [113]. Thus, we have
bl1l2l3 ≈ B(l1, l2, l3) (flat–sky approximation). (463)
This fact motivates our use of the reduced bispectrum, bl1l2l3 , rather than
the angular averaged bispectrum, Bl1l2l3 . Note that bl1l2l3 is similar to Bˆl1l2l3
defined in Ref. [179]; the relation is bl1l2l3 =
√
4πBˆl1l2l3 .
If primordial fluctuations are adiabatic scalar fluctuations, then
alm = 4π(−i)l
∫ d3k
(2π)3
Φ(k)gTl(k)Y
∗
lm(kˆ), (464)
where Φ(k) is the primordial curvature perturbation in Fourier space, and
gTl(k) is the radiation transfer function. alm takes over the non–Gaussianity,
if any, from Φ(k). Although Eq. (464) is valid only if the Universe is flat, it is
straightforward to extend this to an arbitrary geometry. We can calculate the
isocurvature fluctuations similarly by using the entropy perturbation and the
proper transfer function.
As it has been shown in Sec. 8, the primordial non–Gaussianity may be pa-
rameterized as a linear plus quadratic term in the gravitational potential in
the general form of Eq. (296), where the non–linearity parameter fNL appears
as a kernel in Fourier space, rather than a constant. This gives rise to an angu-
lar modulation of the quadratic non–linearity, which might be used to search
for specific signatures of inflationary non–Gaussianity in the CMB [161]. In
this section, however, we restrict ourselves to the simplest weak non–linear
coupling case, assuming that fNL is merely a multiplicative constant, as done
in data analyses so far. Hence we write
Φ(x) = ΦL(x) + fNL
[
Φ2L(x)−
〈
Φ2L(x)
〉]
, (465)
in real space, where ΦL(x) denotes the linear Gaussian part of the perturba-
tion, and 〈Φ(x)〉 = 0 is guaranteed.
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In Fourier space, we decompose Φ(k) into two parts,
Φ(k) = ΦL(k) + ΦNL(k), (466)
and accordingly we have
alm = a
L
lm + a
NL
lm , (467)
where ΦNL(k) is a non–linear curvature perturbation defined by
ΦNL(k) ≡ fNL
[∫ d3p
(2π)3
ΦL(k+ p)Φ
∗
L(p)− (2π)3δ(3)(k)
〈
Φ2L(x)
〉]
. (468)
One can immediately check that 〈Φ(k)〉 = 0 is satisfied. In this model, a
non–vanishing component of the Φ(k)–field bispectrum is
〈ΦL(k1)ΦL(k2)ΦNL(k3)〉 = (2π)3δ(3)(k1 + k2 + k3) 2fNLPΦ(k1)PΦ(k2), (469)
where PΦ(k) is Bardeen’s potential linear power–spectrum given by
〈ΦL(k1)ΦL(k2)〉 = (2π)3PΦ(k1)δ(3)(k1 + k2). (470)
We have also used
〈ΦL(k+ p)Φ∗L(p)〉 = (2π)3PΦ(p)δ(3)(k), (471)
and 〈
Φ2L(x)
〉
= (2π)−3
∫
d3kPΦ(k). (472)
Substituting Eq. (464) into Eq. (455), using Eq. (469) for the Φ(k)–field bispec-
trum, and then integrating over angles kˆ1, kˆ3, and kˆ3, we obtain the primordial
CMB angular bispectrum,
Bm1m2m3l1l2l3 =
〈
aLl1m1a
L
l2m2
aNLl3m3
〉
+
〈
aLl1m1a
NL
l2m2
aLl3m3
〉
+
〈
aNLl1m1a
L
l2m2
aLl3m3
〉
=2Gm1m2m3l1l2l3
∞∫
0
r2dr
[
bLl1(r)b
L
l2
(r)bNLl3 (r) + b
L
l1
(r)bNLl2 (r)b
L
l3
(r)
+bNLl1 (r)b
L
l2
(r)bLl3(r)
]
, (473)
where
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bLl (r)≡
2
π
∞∫
0
k2dkPΦ(k)gTl(k)jl(kr), (474)
bNLl (r)≡
2
π
∞∫
0
k2dkfNLgTl(k)jl(kr). (475)
Note that bLl (r) is dimensionless, while b
NL
l (r) has a dimension of L
−3.
One can immediately check that Eq. (458) holds; thus, the reduced bispectrum,
bl1l2l3 (Eq. (458)), for the primordial non–Gaussianity reads
bpriml1l2l3 =2
∞∫
0
r2dr
[
bLl1(r)b
L
l2(r)b
NL
l3 (r) + b
L
l1(r)b
NL
l2 (r)b
L
l3(r)
+bNLl1 (r)b
L
l2
(r)bLl3(r)
]
. (476)
We can fully specify bpriml1l2l3 by a single constant parameter, fNL, as the CMB
angular power–spectrum, Cl, will precisely measure cosmological parameters.
We stress again that this formula is valid only when the scale–dependence of
fNL is weak, which is a good approximation if the momentum–independent
part of fNL is larger than unity.
One can calculate the primordial CMB bispectrum (Eqs.(473)–(476)) numeri-
cally as follows. One computes the full radiation transfer function, gTl(k), with
the CMBFAST code [260], assuming a single power–law spectrum, PΦ(k) ∝
kn−4, for the primordial curvature fluctuations. After doing the integration
over k (Eqs.(474) and (475)) with the same algorithm of CMBFAST, one per-
forms the integration over r (Eq. (476)), r = c (τ0 − τ), where τ is the confor-
mal time. τ0 is the present–day value. In our model, cτ0 = 11.8 Gpc, and the
decoupling occurs at cτ∗ = 235 Mpc at which the differential visibility has a
maximum. Our cτ0 includes radiation effects on the expansion of the Universe;
otherwise, cτ0 = 12.0 Gpc. Since most of the primordial signal is generated at
τ∗, we choose the r integration boundary as c (τ0 − 2τ∗) ≤ r ≤ c (τ0 − 0.1τ∗).
We use a step-size of 0.1cτ∗, as we have found that a step size of 0.01cτ∗ gives
very similar results. As cosmological model, let us assume a scale–invariant
Standard Cold Dark Matter (SCDM) model with Ωm = 1, ΩΛ = 0, Ωb = 0.05,
h = 0.5, and n = 1, and with power–spectrum PΦ(k) normalized to COBE
[56]. Although this model is almost excluded by current observations, it is still
useful to depict the basic effects of the transfer function on the bispectrum
(see also Ref. [161]).
Figure 10 shows bLl (r) (Eq. (474)) and b
NL
l (r) (Eq. (475)) for several different
values of r. We find that bLl (r) and Cl look very similar to each other in
shape and amplitude at l >∼ 100, although the amplitude in the Sachs–Wolfe
regime is different by a factor of −3. This is because Cl ∝ PΦ(k)g2Tl(k), while
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Fig. 10. Components of Primordial CMB Bispectrum [143]
This figure shows bLl (r) (Eq. (474)) and b
NL
l (r) (Eq. (475)),
the two terms in our calculation of the primordial CMB angu-
lar bispectrum, as a function of r. Various lines in the top panel
show
[
l(l + 1)bLl (r)/2π
] × 1010, where r = c (τ0 − τ), at τ =
0.4, 0.6, 0.8, 1.0, 1.2, 1.4, and 1.6×τ∗ (decoupling time);
[
bNLl (r)f
−1
NL
]×
1010 are shown in the bottom panel. τ0 is the present-day conformal
time. Note that cτ0 = 11.8 Gpc, and cτ∗ = 235 Mpc in our cosmolog-
ical model chosen here. The thickest solid line in the top panel is the
CMB angular power–spectrum, [l(l + 1)Cl/2π] × 1010. Cl is shown
for comparison.
bLl (r) ∝ PΦ(k)gTl(k), where gTl = −1/3. We also find that bLl (r) has a good
phase coherence over a wide range of r, while the phase of bNLl (r) in the high–l
regime oscillates rapidly as a function of r. This strongly damps the integrated
result (Eq. (473)) in the high-l regime. The main difference between Cl and
bl(r) is that bl(r) changes the sign, while Cl does not.
Looking at Figure 10, we find l2bLl ∼ 2× 10−9 and bNLl f−1NL ∼ 10−10 Mpc−3. As
most of the signal is coming from the decoupling epoch, the volume element
at τ∗ is r2∗∆r∗ ∼ (104)2 × 102 Mpc3; thus, we can give an order–of–magnitude
estimate of the primordial reduced bispectrum (Eq. (476)) as
bprimlll ∼ l−4
[
2r2∗∆r∗
(
l2bLl
)2
bNLl × 3
]
∼ l−4 × 2× 10−17fNL. (477)
Since bNLl f
−1
NL ∼ r−2∗ δ(r − r∗) (see Eq. (480)), r2∗∆r∗bNLl f−1NL ∼ 1. This rough
estimate agrees with the numerical result below (Figure 11).
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Figure 11 shows the integrated bispectrum (Eq. (473)) divided by the Gaunt
integral, Gm1m2m3l1l2l3 , which is the reduced bispectrum, bpriml1l2l3 . While the bispec-
trum is a 3–d function, we show different 1–d slices of the bispectrum in this
figure. We plot
l2(l2 + 1)l3(l3 + 1)
〈
aNLl1m1a
L
l2m2a
L
l3m3
〉 (
Gm1m2m3l1l2l3
)−1
/(2π)2
as a function of l3 in the top panel, while we plot
l1(l1 + 1)l2(l2 + 1)
〈
aLl1m1a
L
l2m2
aNLl3m3
〉 (
Gm1m2m3l1l2l3
)−1
/(2π)2
in the bottom panel. We have multiplied each bLl (r) which contains PΦ(k) by
l(l+1)/(2π) so that the Sachs–Wolfe plateau at l3 <∼ 10 is easily seen. We have
chosen l1 and l2 so as (l1, l2) = (9, 11), (99, 101), (199, 201), and (499, 501). We
find that the (l1, l2) = (199, 201) mode, the first acoustic peak mode, has the
largest signal in this family of parameters. The top panel has a prominent
first acoustic peak, and strongly damped oscillations in the high-l regime;
the bottom panel also has a first peak, but damps more slowly. The typical
amplitude of the reduced bispectrum is l4bprimlll f
−1
NL ∼ 10−17, which agrees with
the order–of–magnitude estimate of Eq. (477).
The formula in Eq. (476) and numerical results agree with [86] in the Sachs–
Wolfe regime, where gTl(k) ≈ −jl(kr∗)/3, and
bpriml1l2l3 ≈ −6fNL
(
CSWl1 C
SW
l2
+ CSWl1 C
SW
l3
+ CSWl2 C
SW
l3
)
(SW approximation).(478)
Each term is of the same order as Eq. (476). Here, CSWl is the CMB angular
power–spectrum in the Sachs–Wolfe approximation,
CSWl ≡
2
9π
∞∫
0
k2dkPΦ(k)j
2
l (kr∗). (479)
In deriving Eq. (478) from Eq. (476), we have approximated bNLl (r) (Eq. (475))
with
bNLl (r) ≈
(
−fNL
3
)
2
π
∞∫
0
k2dkjl(kr∗)jl(kr) = −fNL
3
r−2∗ δ(r − r∗). (480)
The Sachs–Wolfe approximation (Eq. (478)) is valid only when l1, l2, and l3
are all smaller than ∼ 10, for which the authors of Ref. [86] give ∼ −6×10−20
in Figure 11. We stress again that the Sachs–Wolfe approximation gives a
qualitatively different result from our full calculation (Eq. (476)) at li >∼ 10.
The full bispectrum changes sign, while the approximation never changes sign
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Fig. 11. Primordial CMB Bispectrum [143]
The primordial angular bispectrum (Eq. (473)), divided by
the Gaunt integral, Gm1m2m3l1l2l3 (Eq. (457)). The bispectrum
is plotted as a function of l3 for (l1, l2) =(9,11), (99,101),
(199,201), and (499,501). Each panel plots a different 1-
dimensional slice of the bispectrum. The top panel plots
l2(l2 + 1)l3(l3 + 1)
〈
aNLl1m1a
L
l2m2
aLl3m3
〉
f−1NL
(
Gm1m2m3l1l2l3
)−1
/(2π)2,
while the bottom panel plots l1(l1 + 1)l2(l2 +
1)
〈
aLl1m1a
L
l2m2
aNLl3m3
〉
f−1NL
(
Gm1m2m3l1l2l3
)−1
/(2π)2. Note that we
have multiplied the bispectrum in each panel by a factor of 1019.
because of the use of CSWl . The acoustic oscillation and the sign–change are
actually great advantages when we try to separate the primordial bispectrum
from various secondary bispectra. We will analyze this point later.
As we have calculated the full bispectrum at all scales, it is now possible to
calculate the 3–point function in real space. Unlike the bispectrum, however,
the form of the full 3–point function is fairly complicated; nevertheless, one
can obtain a simple form for the skewness, S3, given by
S3 ≡
〈(
∆T (nˆ)
T
)3〉
, (481)
which is perhaps the simplest (but less powerful) statistic characterizing non–
Gaussianity. We expand S3 in terms of Bl1l2l3 (Eq. (456)), or bl1l2l3 (Eq. (458)),
as
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S3=
1
4π
∑
l1l2l3
√
(2l1 + 1) (2l2 + 1) (2l3 + 1)
4π
 l1 l2 l3
0 0 0
Bl1l2l3Wl1Wl2Wl3
=
1
2π2
∑
2≤l1l2l3
(
l1 +
1
2
)(
l2 +
1
2
)(
l3 +
1
2
) l1 l2 l3
0 0 0

2
×bl1l2l3Wl1Wl2Wl3, (482)
where Wl is the experimental window function. We have used Eq. (459) to
replace Bl1l2l3 by the reduced bispectrum, bl1l2l3 , in the last equality. Since l = 0
and 1 modes are not observable, we have excluded them from the summation.
Throughout this section, we consider a single-beam window function, Wl =
e−l(l+1)/(2σ
2
b), where σb = FWHM/
√
8 ln 2. Since
 l1 l2 l3
0 0 0

2
bl1l2l3 is symmetric
under permutation of indices, we change the way of summation as
∑
2≤l1l2l3
−→ 6 ∑
2≤l1≤l2≤l3
. (483)
This reduces the number of summations by a factor of ≃ 6. We will use this
convention henceforth.
The top panel of Figure 12 plots S3(< l3), which is S3 summed up to a cer-
tain l3, for FWHM beam sizes of 7
◦, 13′, and 5′.5. These values correspond to
COBE, WMAP, and Planck beam sizes, respectively. Figure 12 also plots the
infinitesimally thin beam case. We find that WMAP, Planck, and the ideal ex-
periments measure very similar S3 to one another, despite the fact that Planck
and the ideal experiments can use many more modes than WMAP. The rea-
son is as follows. Looking at Eq. (482), one finds that S3 is a linear integral
of bl1l2l3 over li; thus, integrating oscillations in b
prim
l1l2l3
around zero (see Fig-
ure 11) damps the non–Gaussian signal on small angular scales, l >∼ 300. Since
the Sachs–Wolfe effect, implying no oscillation, dominates the COBE–scale
anisotropy, the cancellation on the COBE scale affects S3 less significantly
than on the WMAP and Planck scales. Planck suffers from severe cancella-
tion in small angular scales: Planck and the ideal experiments measure only
the same amount of S3 as WMAP does. As a result, the measured S3 almost
saturates at the WMAP resolution scale, l ∼ 500.
We conclude this section by noting that when we can calculate the expected
form of the bispectrum, then it becomes a “matched filter” for detecting non–
Gaussianity in the data, and thus much more powerful a tool than the skewness
in which the information is lost through the coarse–graining.
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Fig. 12. Primordial Skewness [143]
The top panel shows the primordial CMB skewness (Eq. (482))
summed up to a certain l3, −S3(< l3)f−1NL × 1015. The bottom panel
shows the error of S3 (Eq. (517)) summed up to l3, σS3(< l3)× 1015.
The solid line represents the zero–noise ideal experiment, while the
dotted lines show COBE, WMAP, and Planck experiments.
10.3 Secondary sources of CMB bispectrum
Even if the CMB bispectrum were significantly detected in the CMB map, its
origin would not necessarily be primordial, but rather there would be various
secondary sources such as the Sunyaev–Zel’dovich (SZ) effect [302], the weak
lensing effect, and so on, or foreground sources such as extragalactic radio
sources. To isolate the primordial origin from the others, we have to know the
accurate form of bispectra produced by secondary and foreground sources.
10.3.1 Coupling between the weak lensing and the Sunyaev–Zel’dovich effects
The coupling between the SZ effect and the weak lensing effect produces an
observable effect in the bispectrum [92,70]. We expand the CMB temperature
field including the SZ and the lensing effect as
∆T (nˆ)
T
=
∆TP (nˆ+∇Θ(nˆ))
T
+
∆T SZ(nˆ)
T
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≈ ∆T
P(nˆ)
T
+∇
(
∆TP(nˆ)
T
)
· ∇Θ(nˆ) + ∆T
SZ(nˆ)
T
, (484)
where P denotes the primordial anisotropy, Θ(nˆ) is the lensing potential,
Θ(nˆ) ≡ −2
r∗∫
0
dr
r∗ − r
rr∗
Φ(r, nˆr), (485)
and SZ denotes the SZ effect,
∆T SZ(nˆ)
T
= y(nˆ)jν , (486)
where jν is a spectral function of the SZ effect [302]. y(nˆ) is the Compton
y-parameter given by
y(nˆ) ≡ y0
∫
dr
r∗
Tρ(r, nˆr)
T ρ0
a−2(r), (487)
where
y0 ≡
σTρgas0kBT ρ0r∗
µempmec2
= 4.3× 10−4µ−1e
(
Ωbh
2
)(kBT ρ0
1 keV
)(
r∗
10 Gpc
)
. (488)
Tρ ≡ ρgasTe/ρgas is the electron temperature weighted by the gas mass density,
the overline denotes the volume average, and the subscript 0 means the present
epoch. We adopt µ−1e = 0.88, where µ
−1
e ≡ ne/(ρgas/mp) is the number of
electrons per proton mass in the fully ionized medium. Other quantities have
their usual meaning.
Transforming Eq. (484) into harmonic space, we obtain
alm= a
P
lm +
∑
l′m′
∑
l′′m′′
(−1)mG−mm′m′′ll′l′′
× l
′(l′ + 1)− l(l + 1) + l′′(l′′ + 1)
2
aPl′m′Θl′′m′′ + a
SZ
lm
= aPlm +
∑
l′m′
∑
l′′m′′
(−1)m+m′+m′′G−mm′m′′ll′l′′
× l
′(l′ + 1)− l(l + 1) + l′′(l′′ + 1)
2
aP∗l′−m′Θ
∗
l′′−m′′ + a
SZ
lm, (489)
where Gm1m2m3l1l2l3 is the Gaunt integral (Eq. (457)). Substituting Eq. (489) into
Eq. (455), and using the identity, G−m1−m2−m3l1l2l3 = Gm1m2m3l1l2l3 , we obtain the
bispectrum,
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SZ
LSS
CMB
Fig. 13. SZ–lensing Coupling
A schematic view of the SZ–lensing coupling bispectrum. One of
the three CMB photons, which are decoupled at the last scattering
surface (LSS), penetrates through a SZ cluster, changing its temper-
ature, and coming toward us. As the other two photons pass near
the SZ cluster, they are deflected by the lensing effect, changing
their propagation directions, and coming toward us. As a result, the
three photons are correlated, generating a three–point correlation,
the bispectrum.
Bm1m2m3l1l2l3 =Gm1m2m3l1l2l3
[
l1(l1 + 1)− l2(l2 + 1) + l3(l3 + 1)
2
CPl1
〈
Θ∗l3m3a
SZ
l3m3
〉
+5 permutations] . (490)
The form of Eq. (458) is confirmed; the reduced bispectrum bsz−lensl1l2l3 includes
the terms in square brackets.
While Eq. (490) is complicated, we can understand the physical effect produc-
ing the SZ–lensing bispectrum intuitively. Figure 13 shows how the SZ–lensing
coupling produces the three–point correlation. Suppose that there are three
CMB photons decoupled at the last scattering surface (LSS), and one of these
photons penetrates through a SZ cluster between the LSS and us; the energy
of the photon changes because of the SZ effect. When the other two photons
pass near the SZ cluster, they are deflected by the gravitational lensing effect,
changing their propagation directions, and coming toward us. What do we see
after all? We see that the three CMB photons are correlated; we then measure
a non–zero angular bispectrum. The cross–correlation strength between the SZ
and lensing effects,
〈
Θ∗l3m3a
SZ
l3m3
〉
, thus determines the bispectrum amplitude,
as indicated by Eq. (490).
In Ref. [92]
〈
Θ∗lma
SZ
lm
〉
was derived assuming the linear pressure bias model [226],
Tρ = T ρbgasδ, and the mean temperature evolution, T ρ ≃ T ρ0(1 + z)−1,
for z < 2, which is roughly suggested by recent hydrodynamic simulations
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[60,237,270]. They obtained
〈
Θ∗lma
SZ
lm
〉
≃ −jν 4y0bgasl
2
3ΩmH20
z∗∫
0
dz
dr
dz
D2(z)(1 + z)2
r∗ − r(z)
r2∗r5(z)
PΦ
(
k =
l
r(z)
)
, (491)
where D(z) is the linear growth factor. Simulations without non–gravitational
heating [237,270] suggest that T ρ0 ∼ 0.2− 0.4 keV and bgas ∼ 5− 10; analytic
estimations give similar numbers [237,303]. In the pressure bias model, the
free parameters (except cosmological ones) are T ρ0 and bgas; however, both
actually depend upon the cosmological model [237]. Since l3
〈
Θ∗lma
SZ
lm
〉
∼ 2×
10−10jνT ρ0bgas [92,70] and l2CPl ∼ 6× 10−10, we have
bsz−lenslll ∼ l−3
[(
l2CPl
) (
l3
〈
Θ∗lma
SZ
lm
〉)
× 5/2
]
∼ l−3 × 3× 10−19jνT ρ0bgas, (492)
where T ρ0 is in units of 1 keV, and bl1l2l3 = B
m1m2m3
l1l2l3
(
Gm1m2m3l1l2l3
)−1
is the
reduced bispectrum (Eq. (458)). Comparing this with Eq. (477), we obtain
bprimlll
bsz−lenslll
∼ l−1 × 10
(
fNL
jνT ρ0bgas
)
. (493)
This estimate suggests that the SZ–lensing bispectrum overwhelms the pri-
mordial bispectrum on small angular scales. This is why we have to separate
the primordial from the SZ–lensing effect.
While the pressure bias model gives a rough estimate of the SZ power–spectrum,
more accurate predictions exist. Several authors have predicted the SZ power–
spectrum analytically using the Press–Schechter approach [63,180,16,140,68,202]
or the hyper-extended perturbation theory [303]. The predictions agree with
hydrodynamic simulations well [237,258,270,239]. While a big uncertainty in
the predictions lies in phenomenological models which describe the SZ surface
brightness profile of halos, the authors of Ref. [141] have proposed universal
gas and temperature profiles and predicted the SZ profile relying on a more
physical basis; they have then used the universal profiles to improve upon the
analytic prediction for the SZ power–spectrum. The universal profiles should
describe the SZ profile in the average sense; on the individual halo–to–halo
basis, there could be significant deviation from the universal profile, owing to
substructures in halos (see, e.g., Ref. [138]).
10.3.2 Extragalactic radio and infrared sources
The bispectrum from extragalactic radio and infrared sources whose fluxes,
F , are smaller than a certain detection threshold, Fd, is simple to estimate,
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when we assume the Poisson distribution. The authors of Ref. [279,13] have
shown that the Poisson distribution is a good approximation at low frequencies
(ν < 100 GHz). The Poisson distribution has white–noise power–spectrum;
thus, the reduced bispectrum (Eq. (458)) is constant, bsrcl1l2l3 = b
src = constant,
and we obtain
Bm1m2m3l1l2l3 = Gm1m2m3ll12l3 bsrc, (494)
where
bsrc(< Fd) ≡ g3(x)
Fd∫
0
dFF 3
dn
dF
= g3(x)
β
3− βn(> Fd)F
3
d . (495)
Here, dn/dF is the differential source count per unit solid angle, and n(>
Fd) ≡
∫∞
Fd
dF (dn/dF ). We have assumed a power–law count, dn/dF ∝ F−β−1,
for β < 2. The other symbols mean x ≡ hν/kBT ≃ (ν/56.80 GHz)(T/2.726 K)−1,
and
g(x) ≡ 2 (hc)
2
(kBT )3
(
sinh x/2
x2
)2
≃ 1
67.55 MJy sr−1
(
T
2.726 K
)−3 (sinh x/2
x2
)2
.(496)
Using the Poisson angular power–spectrum, Cps, given by
Cps(< Fd) ≡ g2(x)
Fd∫
0
dFF 2
dn
dF
= g2(x)
β
2− βn(> Fd)F
2
d , (497)
we can rewrite bsrc into a different form,
bsrc(< Fd) =
(2− β)3/2
β1/2(3− β) [n(> Fd)]
−1/2 [Cps(< Fd)]
3/2 . (498)
The authors of Ref. [279] have estimated n(> Fd) ∼ 300 sr−1 for Fd ∼ 0.2 Jy
at 217 GHz. This Fd corresponds to 5σ detection threshold for the Planck
experiment at 217 GHz. In Ref. [238] their estimation was extrapolated to
94 GHz, finding n(> Fd) ∼ 7 sr−1 for Fd ∼ 2 Jy, which corresponds to the
WMAP 5σ threshold. These values yield
Cps(90 GHz, < 2 Jy)∼ 2× 10−16, (499)
Cps(217 GHz, < 0.2 Jy)∼ 1× 10−17. (500)
Thus, rough estimates for bsrc are
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bsrc(90 GHz, < 2 Jy)∼ 2× 10−25, (501)
bsrc(217 GHz, < 0.2 Jy)∼ 5× 10−28. (502)
While we have assumed the Euclidean source count (β = 3/2) for definiteness,
this assumption does not affect order–of–magnitude estimates here.
As the primordial reduced bispectrum is ∝ l−4 (Eq. (477)), and the SZ–lensing
reduced bispectrum is ∝ l−3 (Eq. (492)), the point–source bispectrum rapidly
becomes to dominate the total bispectrum on small angular scales:
bprimlll
bsrc
∼ l−4 × 107
(
fNL
bsrc/10−25
)
, (503)
bsz−lenslll
bsrc
∼ l−3 × 106
(
jνT ρ0bgas
bsrc/10−25
)
. (504)
For example, the point–sources overwhelm the SZ–lensing bispectrum mea-
sured by WMAP at l >∼ 100.
What do the SZ–lensing bispectrum and the point–source bispectrum look
like? Figure 14 plots the primordial, the SZ–lensing, and the point–source
reduced bispecta for the equilateral configurations, l ≡ l1 = l2 = l3. We have
plotted l2(l+1)2blll/(2π)
2. We find that these bispecra are very different from
each other in shape on small angular scales. It thus suggests that we can
separate these three contributions on the basis of shape difference. We study
this point in the next section.
10.4 Measuring bispectra: signal–to–noise estimation
In this section, we study how well we can measure the primordial bispectrum,
and how well we can separate it from the secondary bispectra. Suppose that
we fit the observed bispectrum, Bobsl1l2l3 , by theoretically calculated bispectra,
which include both the primordial and secondary sources. We minimize χ2
defined by
χ2 ≡ ∑
2≤l1≤l2≤l3
(
Bobsl1l2l3 −
∑
iAiB
(i)
l1l2l3
)2
σ2l1l2l3
, (505)
where i denotes a component such as the primordial, the SZ and lensing effects,
extragalactic sources, and so on. We have removed unobservable modes, l = 0
and 1.
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Fig. 14. Equilateral Reduced Bispectra
Comparison between the primordial (solid line), the SZ–lensing
(dashed line), and the point–source (dotted line) reduced bispectra
for the equilateral configurations, l ≡ l1 = l2 = l3. We have plotted[
l2(l + 1)2blll/(2π)
2
] × 1016, which makes the Sachs–Wolfe plateau
of the primordial reduced bispectrum on large angular scales, l <∼ 10,
easily seen.
As we have shown in Sec. 10.1, the variance of the bispectrum, σ2l1l2l3 , is the six–
point function of alm [171,108]. When non–Gaussianity is weak, we calculate
it as [268,88]
σ2l1l2l3 ≡
〈
B2l1l2l3
〉
− 〈Bl1l2l3〉2 ≈ Cl1Cl2Cl3∆l1l2l3 , (506)
where ∆l1l2l3 takes values 1, 2, or 6 when all l’s are different, two are the
same, or all are the same, respectively. Cl ≡ Cl + CNl is the total CMB angu-
lar power–spectrum, which includes the power–spectrum of the detector noise,
CNl . We calculate C
N
l analytically following [125] with the noise characteristics
of relevant experiments. We do not include Cl from secondary sources, as they
are subdominant compared with the primordial Cl and C
N
l for relevant exper-
iments. Including Cl from extragalactic sources (Eqs.(499) or (500)) changes
our results by less than 10%.
Taking ∂χ2/∂Ai = 0, we obtain the equation
∑
j
 ∑
2≤l1≤l2≤l3
B
(i)
l1l2l3
B
(j)
l1l2l3
σ2l1l2l3
Aj = ∑
2≤l1≤l2≤l3
Bobsl1l2l3B
(i)
l1l2l3
σ2l1l2l3
. (507)
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We then define the Fisher matrix, Fij , as
Fij ≡
∑
2≤l1≤l2≤l3
B
(i)
l1l2l3
B
(j)
l1l2l3
σ2l1l2l3
=
2
π
∑
2≤l1≤l2≤l3
(
l1 +
1
2
)(
l2 +
1
2
)(
l3 +
1
2
) l1 l2 l3
0 0 0

2
b
(i)
l1l2l3
b
(j)
l1l2l3
σ2l1l2l3
,(508)
where we have used Eq. (459) to replace Bl1l2l3 by the reduced bispectrum,
bl1l2l3 (see Eq. (458) for definition). Since the covariance matrix of Ai is F
−1
ij ,
we define the signal–to–noise ratio, (S/N)i, for a component i, the correlation
coefficient, rij , between different components i and j, and the degradation
parameter, di, of (S/N)i due to rij , as
(
S
N
)
i
≡ 1√
F−1ii
, (509)
rij ≡
F−1ij√
F−1ii F
−1
jj
, (510)
di≡FiiF−1ii . (511)
Note that rij does not depend upon the amplitude of the bispectra, but on
their shape. We have defined di so as di = 1 for zero degradation, while di > 1
for degraded (S/N)i. In Ref.s [268] and [70] the diagonal component of F
−1
ij
has been considered. We study all the components to look at the separability
between various bispectra.
We can give an order–of–magnitude estimate of S/N as a function of the
angular resolution, l, as follows. Since the number of modes contributing to
S/N increases as l3/2, and l3
 l l l
0 0 0

2
∼ 0.36 × l, we estimate (S/N)i ∼
(Fii)
1/2 as
(
S
N
)
i
∼ 1
3π
l3/2 × l3/2
∣∣∣∣∣∣∣
 l l l
0 0 0

∣∣∣∣∣∣∣×
l3b
(i)
lll
(l2Cl)3/2
∼ l5b(i)lll × 4× 1012, (512)
where we have used l2Cl ∼ 6× 10−10.
Table 2 tabulates Fij , while Table 3 tabulates F
−1
ij ; Table 4 tabulates (S/N)i,
while table 5 tabulates di in the diagonal, and rij in the off-diagonal parts.
164
Table 2
Fisher Matrix
Fisher matrix, Fij (see Eq. (508)): i denotes a component in the first
row; j denotes a component in the first column. T ρ0 is in units of 1
keV, bsrc25 ≡ bsrc/10−25, and bsrc27 ≡ bsrc/10−27.
COBE primordial SZ–lensing point–sources
primordial 4.2× 10−6 f2NL −4.0× 10−7 fNLjνT ρ0bgas −1.0× 10−9 fNLbsrc25
SZ–lensing 1.3 × 10−7 (jνT ρ0bgas)2 3.1 × 10−10 jνT ρ0bgasbsrc25
point–sources 1.1× 10−12 (bsrc25 )2
WMAP
primordial 3.4× 10−3 f2NL 2.6 × 10−3 fNLjνT ρ0bgas 2.4× 10−3 fNLbsrc25
SZ–lensing 0.14 (jνT ρ0bgas)
2 0.31 jνT ρ0bgasb
src
25
point–sources 5.6 (bsrc25 )
2
Planck
primordial 3.8× 10−2 f2NL 7.2 × 10−2 fNLjνT ρ0bgas 1.6× 10−2 fNLbsrc27
SZ–lensing 39 (jνT ρ0bgas)
2 5.7 jνT ρ0bgasb
src
27
point–sources 2.7 × 103 (bsrc27 )2
Table 3
Inverted Fisher Matrix
Inverted Fisher matrix, F−1ij . The meaning of the symbols is the same
as in Table 2.
COBE primordial SZ–lensing point–sources
primordial 3.5× 105 f−2NL 1.1× 106 (fNLjνT ρ0bgas)−1 1.3 × 107 (fNLbsrc25 )−1
SZ–lensing 3.1× 107 (jνT ρ0bgas)−2 −7.8× 109 (jνT ρ0bgasbsrc25 )−1
point sources 3.1 × 1012 (bsrc25 )−2
WMAP
primordial 3.0× 102 f−2NL −6.1 (fNLjνT ρ0bgas)−1 0.21 (fNLbsrc25 )−1
SZ–lensing 8.4 (jνT ρ0bgas)
−2 −0.46 (jνT ρ0bgasbsrc25 )−1
point–sources 0.21 (bsrc25 )
−2
Planck
primordial 26 f−2NL −4.9× 10−2 (fNLjνT ρ0bgas)−1 −5.7× 10−5 (fNLbsrc27 )−1
SZ–lensing 2.6 × 10−2 (jνT ρ0bgas)−2 −5.4× 10−5 (jνT ρ0bgasbsrc27 )−1
point–sources 3.7× 10−4 (bsrc27 )−2
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Table 4
Signal–to–noise Ratio
Signal–to–noise ratio, (S/N)i (see Eq. (509)), of detecting the bis-
pectrum. i denotes a component in the first row. The meaning of the
symbols is the same as in Table 2.
primordial SZ–lensing point–sources
COBE 1.7 × 10−3 fNL 1.8 × 10−4 |jν |T ρ0bgas 5.7 × 10−7 bps25
WMAP 5.8 × 10−2 fNL 0.34 |jν |T ρ0bgas 2.2 bps25
Planck 0.19 fNL 6.2 |jν |T ρ0bgas 52 bps27
Table 5
Signal Degradation and Correlation Matrix
Signal degradation parameter, di (see Eq. (511)), and correlation
coefficient, rij (see Eq. (510)), matrix. i denotes a component in the
first row; j denotes a component in the first column. di for i = j,
while rij for i 6= j.
COBE primordial SZ–lensing point–sources
primordial 1.46 0.33 sgn(jν) 1.6× 10−2
SZ–lensing 3.89 −0.79 sgn(jν)
point–sources 3.45
WMAP
primordial 1.01 −0.12 sgn(jν) 2.7× 10−2
SZ–lensing 1.16 −0.35 sgn(jν)
point–sources 1.14
Planck
primordial 1.00 −5.9× 10−2 sgn(jν) −5.8× 10−4
SZ–lensing 1.00 −1.8× 10−2 sgn(jν)
point–sources 1.00
10.4.1 Measuring the primordial bispectrum
Figure 15 shows the signal–to–noise ratio, S/N . The top panel shows the differ-
ential S/N for the primordial bispectrum at ln l3 interval, [d(S/N)
2/d ln l3]
1/2
f−1NL,
and the bottom panel shows the cumulative S/N , (S/N)(< l3)f
−1
NL, which is
S/N summed up to a certain l3. We have computed the detector noise power–
spectrum, CNl , for COBE four–year map [36], WMAP 90 GHz channel, and
Planck 217 GHz channel, and assumed full sky coverage. Figure 15 also shows
the ideal experiment with no noise: CNl = 0. Both [d(S/N)
2/d ln l3]
1/2
and
(S/N)(< l3) increase monotonically with l3, roughly ∝ l3, up to l3 ∼ 2000 for
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Fig. 15. Signal–to–noise Ratio [143]
The predictions of the signal–to–noise ratio, S/N , for COBE,
WMAP, and Planck experiments (see Eq. (509)). The differential
S/N at ln l3 interval is shown in the upper panel, while the cumula-
tive S/N up to a certain l3 is shown in the bottom panel. Both are
in units of fNL. Solid line represents the zero-noise ideal experiment,
while dotted lines show the realistic experiments mentioned above.
The total (S/N)f−1NL are 1.7× 10−3, 5.8× 10−2, and 0.19 for COBE,
WMAP, and Planck experiments, respectively.
the ideal experiment.
Beyond l3 ∼ 2000, an enhancement of the damping tail in Cl because of the
weak lensing effect [257] stops [d(S/N)2/d ln l3]
1/2
, and hence (S/N)(< l3),
increasing. This leads to an important constraint on observations; even for
the ideal noise–free, infinitesimally thin beam experiment, there is an up-
per limit on the value of S/N <∼ 0.3fNL. For a given realistic experiment,
[d(S/N)2/d ln l3]
1/2
has a maximum at a scale near the beam size.
For COBE, WMAP and Planck experiments, the total (S/N)f−1NL are 1.7 ×
10−3, 5.8× 10−2, and 0.19, respectively (see Table 4). To obtain S/N > 1, we
need fNL > 600, 20, and 5, while the ideal experiment requires fNL > 3 (see
Table 6). We can also roughly obtain these values by substituting Eq. (477)
into (512),
(
S
N
)
prim
∼ l × 10−4fNL. (513)
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The degradation parameters, dprim, are 1.46, 1.01, and 1.00 for COBE, WMAP,
and Planck experiments, respectively (see Table 5), suggesting that WMAP
and Planck experiments will separate the primordial bispectrum from the oth-
ers with 1% or better accuracy; however, COBE cannot discriminate between
them very well, as the primordial and the secondary sources change mono-
tonically on the COBE angular scales. On the WMAP and Planck scales, the
primordial bispectrum starts oscillating around zero, being well separated in
shape from the secondaries that do not oscillate. This is good news for the
forthcoming high angular resolution CMB experiments.
10.4.2 Measuring secondary bispectra
Signal–to–noise ratios for detecting the SZ–lensing bispectrum, (S/N)sz−lens,
in units of |jν |T ρ0bgas are 1.8 × 10−4, 0.34, and 6.2 for COBE, WMAP, and
Planck experiments, respectively (see Table 4), where T ρ0 is in units of 1 keV.
Using Eqs. (512) and (492), we can roughly estimate (S/N)sz−lens as(
S
N
)
sz−lens
∼ l2 × 10−6 |jν |T ρ0bgas. (514)
Hence, (S/N)sz−lens increases with the angular resolution more rapidly than
the primordial bispectrum (see Eq. (513)). Since |jν |T ρ0bgas should be of order
unity, COBE and WMAP cannot detect the SZ–lensing bispectrum; however,
Planck is sensitive enough to detect, depending on the frequency, i.e., a value
of jν . For example, 217 GHz is insensitive to the SZ effect as jν ∼ 0, while
jν = −2 in the Rayleigh–Jeans regime.
The degradation parameters, dsz−lens, are 3.89, 1.16, and 1.00 for COBE,
WMAP, and Planck experiments, respectively (see Table 5); thus, Planck
will separate the SZ–lensing bispectrum from the other effects. Note that
the (S/N)sz−lens values must be understood as order–of–magnitude estimates,
since our cosmological model is the COBE normalized SCDM that yields
σ8 = 1.2, which is a factor of 2 greater than the cluster normalization for
Ωm = 1, and 20% greater than the normalization for Ωm = 0.3 [124]. Hence,
this factor tends to overestimate
〈
Θ∗lma
SZ
lm
〉
(Eq. (491)) by a factor of less than
10; on the other hand, using the linear PΦ(k) power–spectrum rather than the
non–linear power–spectrum tends to underestimate the effect by a factor of
less than 10 at l ∼ 3000 [70]. Yet, our main goal is to discriminate between
the shapes of various bispectra, not to determine the amplitude, so that this
factor does not affect our conclusion on the degradation parameters, di.
For the extragalactic radio and infrared sources, one can estimate the signal–
to–noise ratios as 5.7 × 10−7(bsrc/10−25), 2.2(bsrc/10−25), and 52(bsrc/10−27)
for COBE, WMAP, and Planck experiments, respectively (see Table 4), and
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the degradation parameters, dps, as 3.45, 1.14, and 1.00 (see Table 5). This
estimate is consistent with that of Ref. [238]. From Eq. (512), we find(
S
N
)
ps
∼ l5 × 10−13
(
bsrc
10−25
)
; (515)
thus, S/N of the point–source bispectrum increases very rapidly with the
angular resolution.
Although WMAP cannot separate the Poisson bispectrum from the SZ–lensing
bispectrum very well (see rij in Table 5), the SZ–lensing bispectrum is too
small to be measured by WMAP anyway. Planck will do an excellent job on
separating all kinds of bispectra, at least including the primordial signal, SZ–
lensing coupling, and extragalactic point–sources, on the basis of the shape
difference.
10.4.3 Measuring primordial skewness
For the skewness, we define S/N as(
S
N
)2
≡ S
2
3
σ2S3
, (516)
where the variance is [271]
σ2S3 ≡
〈
(S3)
2
〉
= 6
1∫
−1
d cos θ
2
[C(θ)]3
=6
∑
l1l2l3
(2l1 + 1) (2l2 + 1) (2l3 + 1)
(4π)3
 l1 l2 l3
0 0 0

2
Cl1Cl2Cl3W 2l1W 2l2W 2l3
=
9
2π3
∑
2≤l1≤l2≤l3
(
l1 +
1
2
)(
l2 +
1
2
)(
l3 +
1
2
) l1 l2 l3
0 0 0

2
×Cl1Cl2Cl3W 2l1W 2l2W 2l3 . (517)
In the last equality, we have used symmetry of the summed quantity with
respect to indices (Eq. (483)), and removed unobservable modes, l = 0 and 1.
Typically σS3 ∼ 10−15, as σS3 ∼ [C(0)]3/2 ∼ 10−15, where C(θ) is the tempera-
ture auto–correlation function including noise.
The bottom panel of Figure 12 plots σS3(< l3), which is σS3 summed up to
a certain l3, for COBE, WMAP, and Planck experiments as well as for the
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Table 6
Detection Limit for the Non–Linearity Parameter
The minimum non–linearity parameter, fNL, needed for detecting
the primordial non–Gaussianity by the bispectrum or the skewness
with signal–to–noise ratio greater than 1. These estimates include the
effects of cosmic variance, detector noise, and foreground sources.
Experiments fNL (Bispectrum) fNL (Skewness)
COBE 600 800
WMAP 20 80
Planck 5 70
Ideal 3 60
ideal experiment. Since ClW 2l = Cle−l(l+1)σ2b + w−1, where w−1 is the white–
noise power–spectrum of the detector noise [125], w−1 keeps σS3(< l3) slightly
increasing with l3 beyond the experimental angular resolution scale, l ∼ σ−1b .
In contrast, S3(< l3) becomes constant beyond l ∼ σ−1b (see the top panel of
Figure 12). As a result, S/N starts slightly decreasing beyond the resolution.
We use the maximum S/N for calculating the minimum value of fNL above
which the primordial S3 is detectable; we find that fNL > 800, 80, 70, and 60
for COBE, WMAP, Planck, and the ideal experiments, respectively, assuming
full sky coverage.
These fNL values are systematically larger than those for detecting Bl1l2l3 by a
factor of 1.3, 4, 14, and 20, respectively (see Table 6). The higher the angular
resolution is, the less sensitive the primordial S3 is to non–Gaussianity than
Bl1l2l3 . This is because of the cancellation effect on smaller angular scales
caused by the oscillation of Bl1l2l3 damps S3.
Figure 16 compares the expected signal–to–noise ratio of detecting the primor-
dial non–Gaussianity based on the bispectrum (Eq. (509)) with that based on
the skewness (Eq. (516)). It shows that the bispectrum is almost an order
of magnitude more sensitive to the non–Gaussianity than the skewness. We
conclude that when we can compute the predicted form of the bispectrum,
it becomes a “matched filter” for detecting the non–Gaussianity in data, and
thus much more a powerful tool than the skewness. Table 6 summarizes the
minimum fNL for detecting the primordial non–Gaussianity using the bispec-
trum or the skewness for COBE, WMAP, Planck, and the ideal experiments.
This shows that even the ideal experiment needs fNL > 3 to detect the pri-
mordial bispectrum.
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Fig. 16. Bispectrum vs Skewness [143]
Comparison of the signal–to–noise ratio summed up to a certain
l3, S/N(< l3), for the bispectrum (top panel; Eq. (509)) and the
skewness (bottom panel; Eq. (516)). S/N(< l3) is in units of fNL. The
dotted lines show COBE, WMAP, and Planck experiments (dotted
lines), while the solid line shows the ideal experiment. See Table 6
for fNL to obtain S/N > 1.
10.5 Measuring primordial non–Gaussianity in the cosmic microwave back-
ground
Measuring fNL from nearly full–sky experiments is challenging. The bispec-
trum analysis explained in Sec. 10.1 requires N5/2 operations (N3/2 for com-
puting three l’s and N for averaging over the sky) where N is the number
of pixels. The brute–force analysis is possible for the COBE data for which
N ∼ 3000 [145], while it is quite challenging for mega–pixel experiments (e.g.,
N ∼ 3× 106 for WMAP, 5× 107 for Planck). In fact, just measuring all con-
figurations of the bispectrum from the data is possible. What is challenging
is to carry out many Monte Carlo simulations: in order to quantify the statis-
tical significance of the measurements, one needs many simulations . It is the
simulations that are computationally very expensive. Since the brute–force
trispectrum analysis requires N3, it is even more challenging.
Although we measure the individual triangle configurations of the bispectrum
(or quadrilateral configurations of the trispectrum) at first, we eventually com-
bine all of them to constrain model parameters such as fNL, as the signal–to–
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noise per configuration is nearly zero. This may sound inefficient. Measuring
all configurations is enormously time consuming. Is there any statistic which
already combines all the configurations optimally, and fast to compute? Yes
[144]. A physical justification for our methodology is as follows. A model like
Eq. (466) generates non–Gaussianity in real space, and the Central–Limit
Theorem makes the Fourier modes nearly Gaussian; thus, real-space statistics
should be more sensitive. On the other hand, real-space statistics are weighted
sum of Fourier-space statistics, which are often easier to predict. Therefore, we
need to understand the shape of Fourier-space statistics to find sensitive real-
space statistics, and for this purpose it is useful to have a specific, physically
motivated non–Gaussian model, compute Fourier statistics, and find optimal
real-space statistics.
10.5.1 Reconstructing primordial fluctuations from temperature anisotropy
We begin with the primordial curvature perturbations Φ (x) and isocurvature
perturbations S (x). If we can reconstruct these primordial fluctuations from
the observed CMB anisotropy, ∆T (nˆ)/T , then we can improve the sensitivity
to primordial non–Gaussianity. We find that the harmonic coefficients of the
CMB anisotropy, alm = T
−1 ∫ d2nˆ∆T (nˆ)Y ∗lm(nˆ), are related to the primordial
fluctuations as
alm = Wl
∫
r2dr
[
Φlm(r)α
adi
l (r) + Slm(r)α
iso
l (r)
]
+ nlm, (518)
where Φlm(r) and Slm(r) are the harmonic coefficients of the fluctuations at a
given comoving distance, r = |x| fom the observer. A beam function Wl and
the harmonic coefficients of the noise nlm represent instrumental effects. Since
noise can be spatially inhomogeneous, the noise covariance matrix 〈nlmn∗l′m′〉
can be non–diagonal; however, we approximate it with ≃ σ20δll′δmm′ . We thus
assume the “mildly inhomogeneous” noise for which this approximation holds.
The function αl(r) is defined by
αl(r) ≡ 2
π
∫
k2dkgT l(k)jl(kr), (519)
where gT l(k) is the radiation transfer function of either adiabatic (adi) or
isocurvature (iso) perturbations. Note that this function is equal to f−1NLb
NL
l (r)
(see Eq. (474)).
Next, assuming that Φ (x) dominates, we try to reconstruct Φ (x) from the
observed ∆T (nˆ). A linear filter, Ol(r), which reconstructs the underlying field,
can be obtained by minimizing the variance of the difference between the
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filtered field Ol(r)alm and the underlying field Φlm(r). By evaluating
∂
∂Ol(r)〈|Ol(r)alm − Φlm(r)|
2〉 = 0, (520)
one obtains a solution for the filter as
Ol(r) = βl(r)Wl
C˜l
, (521)
where the function βl(r) is given by
βl(r) ≡ 2
π
∫
k2dkP (k)gT l(k)jl(kr), (522)
and P (k) is the power–spectrum of Φ. Of course, one can replace Φ with
S when S dominates. This function is equal to bLl (r) (see Eq. 475). Here,
we put a tilde on a quantity that includes effects of Wl and noise such that
C˜l ≡ ClW 2l + σ20, where Cl is the theoretical power–spectrum that uses the
same cosmological model as gT l(k).
Finally, we transform the filtered field Ol(r)alm back to pixel space to obtain
an Wiener–filtered, reconstructed map of Φ(r, nˆ) or S(r, nˆ). We have assumed
that there is no correlation between Φ and S. We will return to study the case
of non-zero correlation later (Sec. 10.5.3).
Figure 10.5.1 shows Ol(r) as a function of l and r for (a) an adiabatic SCDM
(Ωm = 1), (b) an adiabatic ΛCDM (Ωm = 0.3), (c) an isocurvature SCDM,
and (d) an isocurvature ΛCDM. While we have used P (k) ∝ k−3 for both
adiabatic and isocurvature modes, the specific choice of P (k) does not affect
Ol very much as P (k) in βl in the numerator approximately cancels out P (k)
in Cl in the denominator. On large angular scales (smaller l) the Sachs–Wolfe
(SW) effect makes Ol equal to −3 for adiabatic modes and −5/2 for isocur-
vature modes in SCDM. For the ΛCDM models the late–time decay of the
gravitational potential makes this limit different. Adiabatic and isocurvature
modes are out of phase in l.
The figure shows that Ol changes the sign of the fluctuations as a function
of scales. This indicates that acoustic physics at the last scattering surface
modulates fluctuations so that hot spots in the primordial fluctuations can be
cold spots in the CMB, for example. Therefore, the shape of Ol “deconvolves”
the sign change, recovering the phases of fluctuations. This is an intuitive
reason why our cubic statistic derived below (Eq. (525)) works, and it proves
more advantageous to measure primordial non–Gaussianity on a filtered map
than on a temperature map.
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Fig. 17. Wiener Filters for the Primordial Fluctuations [144]
Wiener filters, Ol(r) = βl(r)/Cl (Eq. (521)). We plot (a) Ol for an
adiabatic SCDM (Ωm = 1, ΩΛ = 0, Ωb = 0.05, h = 0.5), (b) for
an adiabatic ΛCDM (Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.04, h = 0.7),
(c) for an isocurvature SCDM, and (d) for an isocurvature ΛCDM.
The filters are plotted at five conformal distances r = c(τ0 − τ) as
explained in the bottom-right panel. Here τ is the conformal time
(τ0 at the present). The SCDM models have cτ0 = 11.84 Gpc and
cτdec = 0.235 Gpc, while the ΛCDM models cτ0 = 13.89 Gpc and
cτdec = 0.277 Gpc, where τdec is the photon decoupling epoch.
This property should be compared to that of real-space statistics measured
on a temperature map. As we have shown in Sec. 10.4 the skewness of a tem-
perature map is much less sensitive to the primordial non–Gaussianity than
the bispectrum, exactly because of the cancellation effect from the acoustic
oscillations. The skewness of a filtered map, on the other hand, has a larger
signal–to–noise ratio, and more optimal statistics like our cubic statistic de-
rived below can be constructed. Other real–space statistics such as Minkowski
functionals [194,96,255,57], peak–peak correlations [109] may also be more
sensitive to the primordial non–Gaussianity, when measured on the filtered
maps.
Unfortunately, as gT l oscillates, our reconstruction of Φ or S from a temper-
ature map alone is not perfect. While Ol reconstructs the primordial fluctu-
ations very well on large scales via the Sachs–Wolfe effect, Ol ∼ 0 on inter-
mediate scales (l ∼ 50 for adiabatic and l ∼ 100 for isocurvature), indicating
loss of information on the phases of the underlying fluctuations. Then, toward
smaller scales, we recover information, lose information, and so on. Exact
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scales at which Ol ∼ 0 depend on r and cosmology. A good news is that a
high signal–to–noise map of the CMB polarization anisotropy will enable us
to overcome the loss of information, as the polarization transfer function is
out of phase in l compared to the temperature transfer function, filling up
information at which Ol ∼ 0. In other words, the polarization anisotropy has
finite information about the phases of the primordial perturbations, when the
temperature anisotropy has zero information.
10.5.2 Measuring primordial non–Gaussianity in adiabatic fluctuations
Using two functions introduced in the previous section, we construct a cubic
statistic which is optimal for the primordial non–Gaussianity. We apply filters
to alm, and then transform the filtered alm’s to obtain two maps, A and B,
given by
A(r, nˆ)≡∑
lm
αl(r)Wl
C˜l
almYlm(nˆ), (523)
B(r, nˆ)≡∑
lm
βl(r)Wl
C˜l
almYlm(nˆ). (524)
The latter map, B(r, nˆ), is exactly the Ol-filtered map, a Wiener–filtered map
of the underlying primordial fluctuations. We then form a cubic statistic given
by
Sprim ≡ 4π
∫
r2dr
∫ d2nˆ
4π
A(r, nˆ)B2(r, nˆ), (525)
where the angular average is done on the full sky, regardless of the sky cut.
We find that Sprim reduces exactly to
Sprim =
∑
l1≤l2≤l3
B˜obsl1l2l3B˜
prim
l1l2l3
C˜l1C˜l2C˜l3
, (526)
where
B˜l1l2l3 ≡ Bl1l2l3Wl1Wl2Wl3 , (527)
and Bobsl1l2l3 is the observed bispectrum with the effect of Wl corrected while
Bpriml1l2l3 is given by Eqs. (476) and (459).
The denominator of Eq. (526) is the variance of B˜obsl1l2l3 in the limit of weak
non–Gaussianity (say |fNL| . 103) when all l’s are different:
〈
B˜2l1l2l3
〉
=
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C˜l1C˜l2C˜l3∆l1l2l3 , where ∆l1l2l3 is 6 for l1 = l2 = l3, 2 for l1 = l2 6= l3 etc.,
and 1 otherwise. The bispectrum configurations are thus summed up nearly
optimally with the approximate inverse–variance weights, provided that ∆l1l2l3
is approximated with ≃ 1. The least–square fit of B˜priml1l2l3 to B˜obsl1l2l3 can be per-
formed to yield
Sprim ≃ fNL
∑
l1≤l2≤l3
(B˜priml1l2l3)
2
C˜l1C˜l2C˜l3
. (528)
This equation gives an estimate of fNL directly from Sprim.
The most time–consuming part is the back–and–forth harmonic transform
necessary for pre–filtering (see Eqs. (523) and (524)), taking N3/2 operations
times the number of sampling points of r, of order 100, for evaluating the
integral (Eq. (525)). This is much faster than the full bispectrum analysis
which takes N5/2, enabling us to perform a more detailed analysis of the data
in a reasonable amount of computational time. For example, measurements of
all bispectrum configurations up to lmax = 512 take 8 hours to compute on 16
processors of an SGI Origin 300; thus, even only 100 Monte Carlo simulations
take 1 month to be carried out. On the other hand, Sprim takes only 30 seconds
to compute, 1000 times faster. When we measure fNL for lmax = 1024, we speed
up by a factor of 4000: 11 days for the bispectrum vs 4 minutes for Sprim. We
can do 1000 simulations for lmax = 1024 in 3 days.
10.5.3 Mixed fluctuations
The Ol-filtered map, B, is an Wiener–filtered map of primordial curvature
or isocurvature perturbations; however, this is correct only when correlations
between the two components are negligible. On the other hand, multi–field
inflation models and curvaton models naturally predict correlations. The cur-
rent CMB data are consistent with, but do not require, a correlated mix-
ture of these fluctuation modes [12,282,225]. In this case, the Wiener filter
for the primordial fluctuations (Eq. (521)) needs to be modified such that
Ol(r) = βl(r)Wl/C˜l → β˜l(r)Wl/C˜l, where
β˜adil (r)=
2
π
∫
k2dk
[
PΦ(k)g
adi
T l (k) + PC(k)g
iso
T l (k)
]
jl(kr),
β˜isol (r)=
2
π
∫
k2dk
[
PS(k)g
iso
T l (k) + PC(k)g
adi
T l (k)
]
jl(kr),
for curvature (adi) and isocurvature (iso) perturbations, respectively. Here PΦ
is the primordial power–spectrum of curvature perturbations, PS of isocurva-
ture perturbations, and PC of cross correlations.
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For measuring non–Gaussianity from the correlated fluctuations, we use Eq. (466)
as a model for Φ– and S–field non–Gaussianity to parameterize them with
fadiNL and f
iso
NL, respectively. We then form a cubic statistic similar to Sprim
(Eq. (525)), using A(r, nˆ) and a new filtered map B˜(r, nˆ) which uses β˜l(r).
We have two cubic combinations: AadiB˜
2
adi for measuring f
adi
NL and AisoB˜
2
iso
for f isoNL, each of which comprises four terms including one P
2
Φ (or P
2
S), one
P 2C , and two PΦPC ’s (or PSPC ’s). In other words, the correlated contribution
makes the total number of terms contributing to the non–Gaussianity four
times more than the uncorrelated–fluctuation models (see Ref. [30] for more
generic cases).
10.5.4 Point–source non–Gaussianity
Next, we show that the filtering method is also useful for measuring fore-
ground non–Gaussianity arising from extragalactic point–sources. The residual
point–sources left unsubtracted in a map can seriously contaminate both the
power–spectrum and the bispectrum. We can, on the other hand, use multi–
band observations as well as external template maps of dust, free–free, and
synchrotron emission, to remove diffuse Galactic foreground [39]. The radio
sources with known positions can be safely masked.
The filtered map for the point–sources is
D(nˆ) ≡∑
lm
Wl
C˜l
almYlm(nˆ). (529)
This filtered map was actually used for detecting point–sources in the WMAP
maps [39]. Using D(nˆ), the cubic statistic is derived as
Ssrc ≡
∫
d2nˆ
4π
D3(nˆ) =
3
2π
∑
l1≤l2≤l3
B˜obsl1l2l3B˜
src
l1l2l3
C˜l1C˜l2C˜l3
. (530)
Here, Bsrcl1l2l3 is the point–source bispectrum for unit white–noise bispectrum
(i.e., bsrc = 1 in Eq. (494)). When the covariance between Bpriml1l2l3 and B
src
l1l2l3
is
negligible as is the case for WMAP and Planck (see Table 5), we find
Ssrc ≃ 3b
src
2π
∑
l1≤l2≤l3
(B˜srcl1l2l3)
2
C˜l1C˜l2C˜l3
. (531)
We omit the covariance only for simplicity; however, including it would be
simple [145].
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Again, Ssrc measures bsrc much faster than the full bispectrum analysis, con-
straining effects of residual point–sources on CMB sky maps. Since Ssrc does
not contain the extra integral over r, it is even 100 times faster to compute
than Sprim. This statistic is particularly useful because it is sometimes difficult
to tell how much of Cl is due to point–sources. In Sec. 10.6 we see how Ssrc
(i.e., bsrc) is related to Cl due to the unsubtracted point–sources.
10.5.5 Incomplete sky coverage
Finally, we show how to incorporate incomplete sky coverage and pixel weights
into our statistics. Suppose that we weight a sky map by M(nˆ) to measure
the harmonic coefficients,
aobslm =
1
T
∫
d2nˆM(nˆ)∆T (nˆ)Y ∗lm(nˆ). (532)
A full–sky alm is related to a
obs
lm through the coupling matrix
Mll′mm′ ≡
∫
d2nˆM(nˆ)Y ∗lm(nˆ)Yl′m′(nˆ) by a
obs
lm =
∑
l′m′ al′m′Mll′mm′ . In this case
the observed bispectrum is biased by a factor of
∫
d2nˆM3(nˆ)/(4π); thus, we
need to divide Sprim and Sps by this factor. If only the sky cut is considered,
then this factor is the fraction of the sky covered by observations (see Eq. 452).
Monte Carlo simulations of non–Gaussian sky maps computed with Eq. (518)
(see Appendix A of Ref. [139]) show that Sprim reproduces the input fNL’s
accurately both on full sky and incomplete sky with modest Galactic cut and
inhomogeneous noise on the WMAP data, i.e., the statistic is unbiased. The
error on fNL from Sprim is as small as that from the full bispectrum analysis;
however, one cannot make a sky cut very large, e.g., more than 50% of the
sky, as for it the covariance matrix of B˜l1l2l3 is no longer diagonal. The cubic
statistic does not include the off–diagonal terms of the covariance matrix [see
Eq. (526)]; however, it works fine for WMAP sky maps for which one can
use more than 75% of the sky. Also, Eq. (531) correctly estimates bsrc using
simulated realizations of point–sources (see Appendix B of Ref. [139]).
These fast methods allow to carry out extensive Monte Carlo simulations
characterizing the effects of realistic noise properties of the experiments, sky
cut, foreground sources, and so on. A reconstructed map of the primordial
fluctuations, which plays a key role in the method, potentially gives other
real–space statistics more sensitivity to primordial non–Gaussianity. As it has
been shown, the method can be applied to the primordial non–Gaussianity
arising from inflation, gravity, or correlated isocurvature fluctuations, as well
as the foreground non–Gaussianity from radio point–sources, all of which can
be important sources of non–Gaussian fluctuations on the CMB sky maps.
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10.6 Applications to observational data
There are two approaches to testing Gaussianity of the CMB.
• Blind tests (null tests) which make no assumption about the form of non–
Gaussianity. The simplest test would be measurements of deviation of one–
point PDF. from a Gaussian distribution. (Measurements of the skewness,
kurtosis, etc., for example.) Being model–independent is a merit of this
approach, while the statistical power is weak. If we had no models to test,
this approach would be the only choice.
• Testing specific models of non–Gaussianity, constraining the model param-
eters. This approach is powerful in putting quantitative constraints on non–
Gaussianity, at the cost of being model–dependent. If we had a sensible (yet
fairly generic) model to test, this approach would be more powerful than
the blind tests.
Both approaches have been applied to the CMB data on large angular scales (∼
7◦) [135,108,255,84,218,51,19,67,208,179,214,251,25,227,145,137,148,7,59], on
intermediate scales (∼ 1◦) [220,263], and on small scales (∼ 10′) [294,252,232].
So far, there is no compelling evidence for the cosmological non–Gaussianity,
and the pre-WMAP constraint on fNL was weak, fNL . (2000− 3000) at 95%
confidence level [145,59,252].
In this section, we briefly review results of Gaussianity tests on the WMAP
data presented in Ref. [139]. The WMAP, Wilkinson Microwave Anisotropy
Probe, has recently produced clean and precise sky maps of the CMB in 5 mi-
crowave bands [38], with the angular resolution 30 times better than that of
the Differential Microwave Radiometer (DMR) aboard the COBE satellite [36].
Detailed study of these sky maps offers a fundamental test of cosmology, as
various cosmological effects change temperature and energy distribution of
the CMB at all angular scales (e.g., [115]). The temperature and polarization
power–spectra of the WMAP data [110,136] have determined the best-fit cos-
mological model with errors in the parameter determinations being quite small
(< 10%) [269,216]. The systematic errors in the parameter determinations are
minimized by both the careful instrumental design [119,217,24,111] and data
analysis techniques [286].
Apart from the CMB, there are a number of non–cosmological, “foreground”
sources in the microwave sky. The emission from our Galaxy is the brightest
component, which must be masked or subtracted out before any cosmological
analysis of the CMB. Since the WMAP observes in 5 frequency bands, much of
the Galactic emission can be reliably subtracted using the non–monochromatic
nature of the Galaxy [39]. The power–spectra measured in different bands
coincide with each other after the foreground subtraction, which is reassur-
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ing [110]. Actually, much more problematic a foreground component is the
extragalactic radio sources. Although we can mask those positions of the sky
which are known to have sources brighter than some threshold flux (which is
determined by the sensitivity of observations), there always remain undetected
sources. The undetected (unmasked) sources potentially contaminate the cos-
mological CMB signals. Since we cannot subtract them out individually, we
must estimate the effect of the sources in a statistical manner.
The emission from the sources is highly non–Gaussian and only important on
small angular scales; thus, we can use the non–Gaussian signals to directly
estimate the source contribution. This example illustrates usefulness of the
higher–order statistics in a real life.
10.6.1 Minkowski functionals
For the first test, one can use (but is not limited to) the Minkowski func-
tionals [194,96,255,57], which measure morphological structures of the CMB,
describing the properties of regions spatially bounded by a set of contours. The
contours may be specified in terms of fixed temperature thresholds, ν = ∆T/σ,
where σ is the standard deviation of the map, or in terms of the area. The
three Minkowski functionals are: (1) the total area above threshold, A(ν), (2)
the total contour length, C(ν), and (3) the genus, G(ν), which is the number
of hot spots minus the number of cold spots. Parameterization of contours by
threshold is computationally simpler, while parameterization by area reduces
the correlations between the Minkowski functionals [263]; however, when a
joint analysis of the three Minkowski functionals is performed, one has to
explicitly include their covariance anyway. Therefore the simpler threshold
parameterization will be used.
In Ref. [139] the Minkowski functionals at 5 different resolutions from the pixel
size of 3.7 degrees in diameter to 12 arcminutes have been measured. Figure 18
shows one example at 28′ pixel resolution. The gray band shows the 68%
confidence region derived from 1000 Gaussian Monte Carlo simulations. (See
section 2.3 of Ref. [139] for description of the simulations.) The WMAP data
are in excellent agreement with the Gaussian simulations at all resolutions.
But, how Gaussian is it?
10.6.2 Angular bispectrum
For the second test, we use the fast cubic statistics derived in Sec. 10.5, which
combine three–point (triangle) configurations of the angular bispectrum that
are sensitive to the models under consideration.
Once again, we consider two components. The first one is the primordial non–
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Fig. 18. The Minkowski Functionals for the Foreground–cleaned WMAP
Data [139]
The Minkowski functions at 28′ pixel resolution (filled circles) and
the residuals between the mean of the Gaussian simulations and
the WMAP data. The gray band shows the 68% confidence interval
for the Gaussian Monte Carlo simulations. The WMAP data are in
excellent agreement with the Gaussian simulations.
Gaussianity from inflation parametrized by fNL (see Sec. 8), which determines
the amplitude of a quadratic term added to Bardeen’s curvature perturbations:
Φ(x) = ΦL(x) + fNL [Φ
2
L(x)− 〈Φ2L(x)〉], It is useful to estimate the r.m.s.
amplitude of Φ to see how important the second–order term is. One obtains
〈Φ2〉1/2 ≃ 〈Φ2L〉1/2 (1 + f 2NL 〈Φ2L〉), where 〈Φ2〉1/2 ≃ 3.3 × 10−5 [36]; thus, a
fractional contribution from the second term is
f 2NL
〈
Φ2L
〉
≃ 10−5(fNL/100)2 . (533)
We are talking about very small effects.
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This parameterization is useful to find quantitative constraints on the amount
of non–Gaussianity allowed by the CMB data. Also, the form is general in
that fNL parameterizes the leading–order non–linear corrections to Φ.
Figure 19 shows fNL measured from the foreground–cleaned Q+V+W coadded
map using the cubic statistic, as a function of the maximum multipole lmax
(for details of measurements, see Ref. [139]). There is no significant detection
of fNL at any angular scale. There is no significant band–to–band variation,
or significant detection in any band. The best constraint is −58 < fNL <
134 (95%), which is equivalent to say that the fractional contribution to the
r.m.s. value of Φ from the second–order term is smaller than 2× 10−5. These
results support inflationary models, but still do not exclude the possibility of
having a small contribution from non–linearities predicted by second–order
perturbation theory.
Note that fNL for lmax = 265 has a smaller error than that for lmax = 512,
because the latter is dominated by the instrumental noise. Since all the pixels
outside the cut region are uniformly weighted, the inhomogeneous noise in
the map (pixels on the ecliptic equator are noisier than those on the north
and south poles) is not accounted for. This leads to a noisier estimator than
a minimum variance estimator. The constraint on fNL for lmax = 512 will
likely improve with more appropriate pixel-weighting schemes [108,252]. Ap-
parently, the fact that the constraint actually obtained from the data is worse
than predicted (c.f., Table 6) should be due to sub-optimalness of the current
estimator. The simple inverse noise (N−1) weighting makes the constraints
much worse than the uniform weighting, as it increases errors on large angular
scales where the CMB signal dominates over the instrumental noise. (How-
ever, it works fine for the point–sources.) The uniform weighting is thus closer
to optimal.
The Minkowski functionals shown in Figure 18 also place constraints on fNL,
comparing the data to the predictions derived from Monte Carlo simulations
of the non–Gaussian CMB (for details of the simulations, see Appendix A of
[139]). It has been found that fNL < 139 (95%), remarkably consistent with
that from the bispectrum analysis.
10.6.3 Point–source non–Gaussianity
The second component is the foreground non–Gaussianity from radio point–
sources, parameterized by the skewness, bsrc. The filled circles in the right
panels of Figure 19 show bsrc measured in Q (top panel) and V (bottom
panel) band. We have used source masks for various flux cuts, Sc, defined
at 4.85 GHz to make these measurements. (The masks are made from the
GB6+PMN 5 GHz source catalogue.) We find that bsrc increases as Sc: the
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Fig. 19. Primordial Non–Gaussianity and Point–Source Contribution [139]
(Left Panel) The non–linearity parameter, fNL, as a function of the
maximum multipole lmax, measured from the Q+V+W coadded map
using the bispectrum estimator. The error bars at each lmax are
not independent. (Right Panel) The point–source angular bispectrum
bsrc and power–spectrum csrc. The left panels show bsrc in Q band
(top panel) and V band (bottom panel). The shaded areas show
measurements from the WMAP sky maps with the standard source
cut, while the filled circles show those with flux thresholds Sc defined
at 4.85 GHz. The dashed lines show predictions from the source count
model of Ref. [279], while the solid lines are those multiplied by 0.65
to match the WMAP measurements. The right panels show csrc.
The filled circles are computed from the measured bsrc substituted
into Eq. (534). The lines are predictions. The error bars are not
independent.
brighter sources being unmasked, the more non–Gaussianity is detected. On
the other hand one can make predictions for bsrc using the source count model.
Comparing the measured values of bsrc with the predicted counts by [279]
(dashed lines) at 44 GHz, one finds that the measured values are smaller than
the predicted values by a factor of 0.65. The solid lines show the predictions
multiplied by 0.65. Our value for the correction factor matches well the one
obtained from the WMAP source counts for 2− 10 Jy in Q band [39].
The source bispectrum, bsrc, is related to the source power–spectrum, csrc, by
an integral relation [139],
csrc(Sc) = b
src(Sc)[g(ν)Sc]
−1 +
Sc∫
0
dS
S
bsrc(S)[g(ν)S]−1, (534)
where g(ν) is a conversion factor from Jy sr−1 to µK which depends upon
the observing frequency ν as g(ν) = (24.76 Jy µK−1 sr−1)−1[(sinh x/2)/x2]2,
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x ≡ hν/kBT0 ≃ ν/(56.78 GHz). One can use this equation combined with the
measured bsrc as a function of the flux threshold Sc to directly determine c
src
as a function of Sc, without relying on any extrapolations. The right panels
of Figure 19 also show the estimated csrc as filled circles. The measurements
suggest that csrc for the standard source mask (indicated by the shaded area) is
csrc = (15±6)×10−3 µK2 sr in Q band. In V band, csrc = (4.5±4)×10−3 µK2 sr.
In addition to the bispectrum, the WMAP team has carried out other meth-
ods to estimate the source contribution: (1) extrapolation from the number
counts of detected sources in the WMAP data [39], and (2) the angular power–
spectrum on small angular scales [110]. These methods yield consistent results.
In summary, the WMAP 1-year data has enormously improved the sensitivity
for testing the Gaussianity of the CMB. Yet, we do not have any compelling
evidence for primordial non–Gaussianity. This result is consistent with what
is predicted by inflation and the second–order perturbation theory. There may
be some chance to find non–Gaussian signals arising from second–order pertur-
bations. Detection can be made possible by the Planck experiment combining
the temperature and polarization anisotropies. While we can detect fNL ∼ 5
by using the temperature alone (see Table 6), combining the polarization mea-
surements increases our sensitivity: we have several observables for the bispec-
trum such as 〈TTT 〉, 〈TTE〉, 〈TEE〉, and 〈EEE〉. The future polarization-
dedicated satellite experiment (e.g., CMBPol) in combination with the Planck
temperature map may enable us to detect fNL ∼ 3.
11 Conclusions and future prospects
Testing Gaussianity of the primordial fluctuations is and will be one of the
most powerful probes of the inflationary paradigm. Gaussianity tests are com-
plementary to conventional ones using the power–spectrum: as we have shown
in this review, Gaussianity tests enable us to discriminate between different in-
flationary models which would be indistinguishable otherwise. We have exam-
ined various examples including the standard single–field slow–roll inflation,
the curvaton model, the inhomogeneous reheating scenario, multi–field models
and some unconvonetional scenarios, which make unique predictions for the
strength of non-Gaussianity and its shape (see Table 1 for a summary). For
the single–field slow–roll inflationary model, on the other hand, we have shown
that inflation itself produces a negligible amount of non–Gaussianity, and the
dominant contribution comes from the evolution of the ubiquitous second–
order perturbations after inflation, which is potentially detectable with future
observations of temperature and polarization anisotropies of the CMB. This
effect must exist regardless of inflationary models, setting the minimum level of
non–Gaussianity in the cosmological perturbations. Alternative models for the
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generation of perturbations might produce stronger non–Gaussianity than this
minimum amount. Therefore, if we do not find any evidence for this ubiquitous
non–Gaussianity, then it will challenge our understanding of the evolution of
cosmological perturbations at a deeper level. (In other words, no detection of
non–Gaussianity at the level of fNL ∼ 1 rules out our standard cosmological
model!) It is extremely important to keep improving upon our sensitivity to
the primordial non–Gaussianity until we reach the critical sensitivity, fNL ∼ 1.
We have reviewed in great detail the current constraints on fNL from the an-
gular bispectrum of the CMB. Here, let us make a remark on future prospects
for observational constraints on fNL. It has been shown that the angular
bispectrum of temperature anisotropy alone can detect non–Gaussianity, if
|fNL| > 5 [143]. This estimate assumes that the Planck satellite is the ul-
timate experiment measuring temperature anisotropy in terms of primor-
dial non–Gaussianity. Small–scale CMB experiments, such as the Atacama
Cosmology Telescope [146], would detect non–Gaussianity from secondary
anisotropies (see Sec 10.4 and, e.g., Refs. [92,70,6]). If we add polarization
information (which is assumed to be measured as accurately as temperature
up to l ∼ 3000), then one can improve it to fNL > 3. This is still a factor
of 3 larger than the critical limit; however, fortunately we have many more
Gaussianity tests which can, in principle, give us independent measurements
of fNL. If fluctuations are Gaussian, then the power–spectrum contains all
the statistical information, so that one cannot overcome cosmic variance by
using other statistical tools; however, if fluctuations are non–Gaussian, then
there can be many independent statistical tools measuring different aspects
of the same non–Gaussianity, giving independent constraints on the strength
and shape of non–Gaussianity. 34 If those statistical tools are orthogonal to
the bispectrum, then one can improve the limits on fNL by the square–root of
the number of independent statistical tools (i.e., we need at least 9 completely
independent methods to measure fNL = 1.)
Although numerous statistical estimators have been applied to the CMB
data for Gaussianity tests, only a few of these (Minkowski functionals [139],
Mexican–hat wavelets [209], local curvature [58]) have been used to find limits
on fNL. Also, the extent to which these statistical tools are independent re-
mains unknown (see Ref. [57] for the first attempt to address this issue); thus,
studying statistical power and complementarity of the statistical tools mea-
suring fNL will be one of the most important goals. To achieve this goal, it is
crucial to have accurate numerical simulations of the non–Gaussian CMB sky
maps (both temperature and polarization), as well as analytical calculations
34 Let us mention here the analysis of the 3–pont function of CMB anisotropies in
the WMAP data of Ref. [91]. Also interesting is a statistical method based on the
multivariate empirical distribution function of the spherical harmonics, proposed in
Refs. [105,106]
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of the effects of fNL on the statistics can be very complicated. At the time
of writing, analytical predictions exist only for the bispectrum [143] and the
trispectrum [215]. Simulations of non-Gaussian temperature fluctuations with
the fNL–model already exist [139,160] and can be readily extendend to include
polarization, as well as arbitrary non–Gaussian initial conditions in the pri-
mordial curvature and entropy perturbations. Moreover, direct simulations of
the non–linear dynamics of cosmological perturbations, which have been eval-
uated analytically in this review, may be feasible. We clearly need a systematic
study of the combined statistical power of various methods constraining fNL,
using these simulations.
In addition to the CMB, we have other methods to constrain the primor-
dial non–Gaussianity. Galaxy correlations at large distances, where non–linear
clustering is modest, still preserve statistical properties of the primordial
fluctuations; thus, one can use them to find limits on the primordial non-
Gaussianity (see, e.g., Ref.[47] for a review). Using the three–dimensional bis-
pectrum, the authors of Ref. [256] have found a limit −2000 < fNL < 1600
(95%), from the PSCz survey. They conclude that the bispectrum analysis of
the Sloan Digital Sky Survey can reach |fNL| ∼ (150 − 200), and that of an
idealistic all–sky redshift survey up to z ∼ 1 can reach |fNL| ∼ 1. In principle,
therefore, the LSS data might become as competetive as the CMB data. One
big advantage of the LSS data is three–dimensional information. Since the
CMB data give us only two–dimensional information, the number of modes
of the bispectrum that one can measure is fairly limited even on the full sky,
and this is the fundamental limitation of the CMB bispectrum. On the other
hand, the number of modes available in the three–dimensional bispectrum is
enormous, and helps to obtain tight limits on fNL. Of course, there are disad-
vantages of the LSS data: non–linear clustering and bias producing spurious
non–Gaussian signals [285]. Combination of CMB and LSS data will thus offer
a systematic error check and potentially an improved signal–to–noise ratio for
detection of fNL ∼ 1.
Yet another tool is the number of massive halos (e.g., clusters of galaxies)
at high z [169,147,193,244,293,61]. The number of massive clusters is very
sensitive to statistical properties of the primordial fluctuations. For example,
one can calculate the number of clusters corresponding to density peaks of,
say, 3–σ, for a Gaussian distribution. Since these objects are rare, the number
is very sensitive to the exact shape of the tail of the probability distribution
function of density fluctuations. Even a slight amount of non-Gaussianity can
change it rather dramatically. This method is powerful when density fields
are positively skewed, giving more objects for a given mass and redshift. (A
positive skewness in density fluctuations corresponds fNL < 0.) Although the
current limits on fNL from the WMAP constrain deviation of the number of
massive clusters from the Gaussian prediction to within ∼50% for z < 1 and
M < 1015 M⊙, the constraints rapidly improve as one goes to higher z [139].
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Therefore, one needs to go to high z to look for signatures of non–Gaussianity
in cluster abundance. One major problem of this method is, however, as it
has been correctly pointed out by several authors [284,256], that one needs
very accurate (of order a few percent) determinations of the mass of clusters
at z > 1, in order to find fNL ∼ −100. It seems rather difficult to achieve
this accuracy for many clusters. Yet, if one finds one exceptionally massive
cluster (∼ 1015 M⊙) at a very high z (∼ 3), then it should tantalizingly
indicate the presence of non–Gaussianity. A preliminary, lower z version of
this methodology was attempted in Ref. [293] for a massive cluster, MS 1054–
03, at z = 0.83, where evidence for non–Gaussianity was claimed; however,
unfortunately uncertainties in mass determinations are still too large to claim
a robust detection of non–Gaussianity (the WMAP limit is inconsistent with
this detection), but in principle one can extend it to higher z with a better
determination of the mass.
Non–cosmological non–Gaussianities from Galactic emission and extragalactic
point–sources are serious contaminants. Fortunately the shape of the angular
bispectrum from point sources is very different from that of the primordial
bispectrum, and they can be separated very well [143,139]. A problem occurs
when we find a non–Gaussian signal, but we do not know what the origin is.
Although many authors claim detection of non–Gaussianity in the WMAP
1–yr data [62,219,65,287,71,81,104,209,153], none of its can be accounted for
by the fNL model, and their origin is unclear (also, one should keep in mind
that the statistical significance of these detections is less than around 3–σ).
Clearly, understanding possible foreground contamination and other possible
systematics in the data are critical issues for measurements of primordial non–
Gaussianity.
Therefore, testing the Gaussianity of primordial perturbations represents a
challenge for the present and future CMB experiments, as well as for LSS
observations, which might reveal the ultimate origin of the structures we see
in the Universe today.
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A Second–order gravitational perturbations
A.1 Basic notation
The number of spatial dimensions is n = 3. Greek indices (α, β, . . . , µ, ν, . . .)
run from 0 to 3, while latin indices (a, b, . . . , i, j, k, . . .m, n, . . .) run from 1 to
3. The total space–time metric gµν has signature (−,+,+,+). The connection
coefficients are defined as
Γαβγ =
1
2
gαρ
(
∂gργ
∂xβ
+
∂gβρ
∂xγ
− ∂gβγ
∂xρ
)
. (A.1)
The Riemann tensor is defined as
Rαβµν = Γ
α
βν,µ − Γαβµ,ν + ΓαλµΓλβν − ΓαλνΓλβµ . (A.2)
The Ricci tensor is a contraction of the Riemann tensor
Rµν = R
α
µαν , (A.3)
and in terms of the connection coefficient it reads
Rµν = ∂α Γ
α
µν − ∂µ Γανα + Γασα Γσµν − Γασν Γσµα . (A.4)
The Ricci scalar is given by contracting the Ricci tensor
R = Rµµ . (A.5)
The Einstein tensor is defined as
Gµν = Rµν − 1
2
gµνR . (A.6)
The Einstein equations are written as Gµν = κ
2Tµν , so that κ
2 ≡ 8πGN, where
GN is Newton’s constant.
In the following expressions we have chosen a specific ordering of the terms.
In the expressions in which two spatial indices appear, such as Eq. (A.18),
we have assembled together the terms proportional to δij . The intrinsically
second–order terms precede the source terms which are quadratic in the first–
order perturbations. The second–order fluctuations have been listed in the
following order as φ(2), ψ(2), ω(2), ω
(2)
i , χ
(2), χ
(2)
i and χ
(2)
ij , respectively. This
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ordering simplifies the analogy between the first–order and the second–order
equations and allows to obtain immediately the expressions in a given gauge.
A.2 The connection coefficients
In a spatially flat FRW background the connection coefficients are
Γ000 =
a′
a
; Γi0j =
a′
a
δij ; Γ
0
ij =
a′
a
δij ; (A.7)
Γi00 = Γ
0
0i = Γ
i
jk = 0 . (A.8)
The first–order perturbed connection coefficients corresponding to first–order
metric perturbations in Eq. (103) are
δ(1)Γ000=φ
(1)′ , (A.9)
δ(1)Γ00i= ∂i φ
(1) +
a′
a
∂i ω
(1) , (A.10)
δ(1)Γi00=
a′
a
∂iω(1) + ∂iω(1)
′
+ ∂iφ(1) , (A.11)
δ(1)Γ0ij =− 2
a′
a
φ(1) δij − ∂i∂jω(1) − 2 a
′
a
ψ(1) δij − ψ(1)′ δij (A.12)
− a
′
a
Dijχ
(1) +
1
2
Dijχ
(1)′ ,
δ(1)Γi0j =−ψ(1)
′
δij +
1
2
Dijχ
(1)′ , (A.13)
δ(1)Γijk =−∂jψ(1) δik − ∂kψ(1) δij + ∂iψ(1) δjk −
a′
a
∂iω(1) δjk (A.14)
+
1
2
∂jD
i
kχ
(1) +
1
2
∂kD
i
jχ
(1) − 1
2
∂iDjkχ
(1) .
At second order we get:
δ(2)Γ000 =
1
2
φ(2)
′ − 2φ(1) φ(1)′ + ∂kφ(1) ∂kω(1) + a
′
a
∂kω(1) ∂kω
(1) (A.15)
+ ∂kω(1) ∂kω
(1)′ ,
δ(2)Γ00i=
1
2
∂i φ
(2) +
1
2
a′
a
(∂iω
(2) + ω
(2)
i ) − 2φ(1) ∂i φ(1) (A.16)
− 2 a
′
a
φ(1) ∂iω
(1) − ψ(1)′∂iω(1) + 1
2
∂kω(1)Dikχ
(1)′ ,
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δ(2)Γi00 =
1
2
∂i φ(2) +
1
2
a′
a
(∂iω(2) + ωi(2)) +
1
2
(
∂iω(2)
′
+
(
ωi(2)
)′)
(A.17)
+ 2ψ(1) ∂i φ(1) − φ(1)′∂iω(1) + 2 a
′
a
ψ(1) ∂iω(1) + 2ψ(1) ∂iω(1)
′
− ∂kφ(1)Dikχ(1) − a
′
a
∂kω
(1)Dikχ(1) − ∂kω(1)′Dikχ(1) ,
δ(2)Γ0ij =
(
− a
′
a
φ(2) − 1
2
ψ(2)
′ − a
′
a
ψ(2)
+4
a′
a
(
φ(1)
)2
+ 2φ(1) ψ(1)
′
+ 4
a′
a
φ(1) ψ(1) + ∂kω(1) ∂kψ
(1) (A.18)
− a
′
a
∂kω(1) ∂kω
(1)
)
δij − 1
2
∂i ∂jω
(2) +
1
4
(
Dijχ
(2)′ + ∂j χ
(2)
i
′
+ ∂i χ
(2)
j
′
+
(
χ
(2)
ij
)′)
+
1
2
a′
a
(
Dijχ
(2) + ∂i χ
(2)
j + ∂j χ
(2)
i + χ
(2)
ij
)
− 1
4
(
∂iω
(2)
j + ∂jω
(2)
i
)
+ 2φ(1) ∂i∂jω
(1) − ∂iψ(1) ∂jω(1) − ∂jψ(1) ∂iω(1) − φ(1)Dijχ(1)′ + 1
2
∂kω(1) ∂iDkjχ
(1)
+
1
2
∂kω(1) ∂jDikχ
(1) − 1
2
∂kω(1) ∂kDijχ
(1) ,
δ(2)Γi0j =−
1
2
ψ(2)
′
δij +
1
4
(
Dijχ
(2)′ + ∂j
(
χ(2)i
)′
+ ∂i
(
χ
(2)
j
)′
(A.19)
+
(
χ
(2)i
j
)′)
+
1
4
(
∂jω
i(2) − ∂iω(2)j
)
− 2ψ(1) ψ(1)′δij − ∂iω(1) ∂jφ(1) −
a′
a
∂iω(1) ∂jω
(1)
+ψ(1)Dijχ
(1)′ + ψ(1)
′
Dijχ
(1) − 1
2
Dikχ(1)Dkjχ
(1)′ ,
δ(2)Γijk =
1
2
(
−∂j ψ(2) δik − ∂k ψ(2) δij + ∂i ψ(2) δjk
)
+
1
4
(
∂jD
i
kχ
(2) (A.20)
+ ∂kD
i
jχ
(2) − ∂iDjkχ(2)
)
+
1
2
∂j∂k χ
i(2) +
1
4
(
∂j χ
i(2)
k + ∂k χ
i(2)
j − ∂i χ(2)jk
)
− 1
2
a′
a
(
∂iω(2) + ωi(2)
)
δjk + 2ψ
(1)
(
−∂j ψ(1) δik − ∂k ψ(1) δij + ∂i ψ(1) δjk
)
+2
a′
a
φ(1) ∂iω(1) δjk + ∂
iω(1) ∂j∂kω
(1) + ψ(1)
′
∂iω(1) δjk
+ ψ(1)
(
∂jD
i
kχ
(1) + ∂kD
i
jχ
(1) − ∂iDjkχ(1)
)
+ ∂jψ
(1)Dikχ
(1)
+ ∂kψ
(1)Dijχ
(1) − ∂mψ(1)Dimχ(1) δjk − a
′
a
∂iω(1)Djkχ
(1)
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+
a′
a
∂mω(1)Dimχ
(1) δjk − 1
2
∂iω(1)Djkχ
(1)′ − 1
2
Dimχ(1) ∂jDmkχ
(1)
− 1
2
Dimχ(1) ∂kDmjχ
(1) +
1
2
Dimχ(1) ∂mDjkχ
(1) .
A.3 The Ricci tensor components
In a spatially flat FRW background the components of the Ricci tensor Rµν
are given by
R00 = − 3 a
′′
a
+ 3
(a′
a
)2
; R0i = 0 ; (A.21)
Rij =
[
a′′
a
+
(a′
a
)2]
δij . (A.22)
The first–order perturbed Ricci tensor components read
δ(1)R00=
a′
a
∂i∂
iω(1) + ∂i∂
iω(1)
′
+ ∂i∂
iφ(1) + 3ψ(1)
′′
+ 3
a′
a
ψ(1)
′
+ 3
a′
a
φ(1)
′
, (A.23)
δ(1)R0i=
a′′
a
∂iω
(1) +
(
a′
a
)2
∂iω
(1) + 2∂iψ
(1)′ + 2
a′
a
∂iφ
(1) +
1
2
∂kD
k
iχ
(1)′ , (A.24)
δ(1)Rij =
−a′
a
φ(1)
′ − 5a
′
a
ψ(1)
′ − 2a
′′
a
φ(1) − 2
(
a′
a
)2
φ(1) − 2a
′′
a
ψ(1) (A.25)
− 2
(
a′
a
)2
ψ(1) − ψ(1)′′ + ∂k∂kψ(1) − a
′
a
∂k∂
kω(1)
 δij − ∂i∂jω(1)′
+
a′
a
Dijχ
(1)′ +
a′′
a
Dijχ
(1) +
(
a′
a
)2
Dijχ
(1) +
1
2
Dijχ
(1)′′ + ∂i∂jψ
(1)
− ∂i∂jφ(1) − 2a
′
a
∂i∂jω
(1) +
1
2
∂k∂iD
k
jχ
(1) +
1
2
∂k∂jD
k
iχ
(1) − 1
2
∂k∂
kDijχ
(1) .
At second order we obtain
δ(2)R00=
3
2
a′
a
φ(2)
′
+
1
2
∇2 φ(2) + 3
2
a′
a
ψ(2)
′
+
3
2
ψ(2)
′′
+
1
2
a′
a
∂k ∂
kω(2) (A.26)
+
1
2
∂k ∂
kω(2)
′ − 6 a
′
a
φ(1) φ(1)
′ − ∂kφ(1) ∂kφ(1) − 3φ(1)′ψ(1)′
+ 2ψ(1)∇2 φ(1) − ∂kψ(1) ∂kφ(1) + 6 a
′
a
ψ(1) ψ(1)
′
+ 6ψ(1) ψ(1)
′′
+ 3
(
ψ(1)
′)2 − φ(1)′∇2 ω(1) + a′
a
∂kω(1) ∂kφ
(1) +
a′′
a
∂kω(1)∂kω
(1)
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+
(a′
a
)2
∂kω(1) ∂kω
(1) − a
′
a
∂kψ
(1) ∂kω(1) + 2
a′
a
ψ(1)∇2ω(1) − ∂kψ(1) ∂kω(1)′
+2ψ(1)∇2ω(1)′ + 3 a
′
a
∂kω(1) ∂kω
(1)′ − ∂kφ(1) ∂iDikχ(1) − ∂i∂kφ(1)Dikχ(1)
− a
′
a
∂i∂kω
(1)Dikχ(1) − a
′
a
∂kω
(1) ∂iD
ikχ(1) − ∂kω(1)′ ∂iDikχ(1)
− ∂i∂kω(1)′Dikχ(1) + 1
2
Dikχ(1)Dkiχ
(1)′′ +
1
4
Dikχ(1)
′
Dkiχ
(1)′
+
1
2
a′
a
Dikχ(1)Dkiχ
(1)′ .
δ(2)R0i =
a′
a
∂iφ
(2) + ∂iψ
(2)′ +
1
4
∂kD
k
iχ
(2)′ +
1
4
∇2 χ(2)i
′ − 1
4
∇2 ω(2)i (A.27)
+
1
2
a′′
a
( ∂iω
(2) + ω
(2)
i ) +
1
2
(a′
a
)2
( ∂iω
(2) + ω
(2)
i ) − 4
a′
a
φ(1) ∂iφ
(1)
− 2ψ(1)′∂iφ(1) + 4ψ(1)′ ∂iψ(1) + 4ψ(1) ∂iψ(1)′ − 2 a
′′
a
φ(1)∂iω
(1)
− 2
(a′
a
)2
φ(1) ∂iω
(1) − a
′
a
φ(1)
′
∂iω
(1) − ∇2ω(1) ∂iφ(1)
− ∂kω(1) ∂i∂kφ(1) + ∂kφ(1) ∂i∂kω(1) − ∂kω(1) ∂i∂kω(1)′ − a
′
a
∇2ω(1)∂iω(1)
−ψ(1)′′∂iω(1) − 5 a
′
a
ψ(1)
′
∂iω
(1) − 1
2
∂kφ(1)Dikχ(1)
′
+ ψ(1) ∂kD
k
iχ
(1)′
+ψ(1)
′
∂kD
k
iχ
(1) − 1
2
∂kψ
(1)Dki χ
(1)′ + ∂kψ
(1)′Dkiχ
(1) +
a′
a
∂kω(1)Dikχ
(1)′
+
1
2
∂kω(1)Dikχ
(1)′′ − 1
2
∂kD
kmχ(1)Dmiχ
(1)′ − 1
2
Dkmχ(1) ∂kDmiχ
(1)′
+
1
2
Dkmχ(1)
′
∂iDmkχ
(1) +
1
4
Dkmχ(1) ∂iDmkχ
(1)′ .
The expression for the purely spatial part of δ(2)Rµν is very long, thus for sim-
plicity we will divide it into two parts: the diagonal part δ(2)Rdij , proportional
to δij , and the non–diagonal part R
nd
ij .
δ(2)Rdij =
[
−
(a′
a
)2
φ(2) − 1
2
a′
a
φ(2)
′ − a
′′
a
φ(2) − − 5
2
a′
a
ψ(2)
′ −
(a′
a
)2
ψ(2)(A.28)
− 1
2
ψ(2)
′′ − a
′′
a
ψ(2) +
1
2
∇2ψ(2) − 1
2
a′
a
∇2ω(2) + 4
((a′
a
)2
+
a′′
a
)(
φ(1)
)2
+4
a′
a
φ(1) φ(1)
′
+ 10
a′
a
φ(1) ψ(1)
′
+ 2
a′
a
φ(1)
′
ψ(1) + φ(1)
′
ψ(1)
′
+ 2φ(1) ψ(1)
′′
+4
((a′
a
)2
+
a′′
a
)
φ(1) ψ(1) + ∂kψ
(1) ∂kφ(1) +
(
ψ(1)
′)2
+ ∂kψ
(1) ∂kψ(1)
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+2ψ(1)∇2ψ(1) + a
′
a
∂kφ
(1) ∂kω(1) + 2
a′
a
φ(1)∇2ω(1) −
(a′
a
)2
∂kω
(1) ∂kω(1)
− a
′′
a
∂kω
(1) ∂kω(1) − a
′
a
∂kω
(1) ∂kω(1)
′
+ 3
a′
a
∂kω
(1) ∂kψ(1)
+2 ∂kψ
(1)′ ∂kω(1) + ψ(1)
′∇2ω(1) + ∂kψ(1) ∂kω(1)′ − ∂mψ(1) ∂kDkmχ(1)
− ∂k∂mψ(1)Dkmχ(1) + a
′
a
∂m∂
kω(1)Dmk χ
(1) +
a′
a
∂kω(1) ∂mD
m
k χ
(1)
− 1
2
a′
a
Dmkχ(1)Dkmχ
(1)′
]
δij ,
δ(2)Rndij =−
1
2
∂i∂jφ
(2) +
1
2
∂i∂jψ
(2) − a
′
a
∂i∂jω
(2) − 1
2
∂i∂jω
(2)′ − 1
2
a′
a
(
∂i ω
(2)
j + ∂j ω
(2)
i
)
(A.29)
− 1
4
(
∂i ω
(2)
j
′
+ ∂j ω
(2)
i
′)
+
1
2
((a′
a
)2
+
a′′
a
)(
Dijχ
(2) + ∂iχ
(2)
j + ∂jχ
(2)
i + χ
(2)
ij
)
+
1
2
a′
a
(
Dijχ
(2)′ + ∂iχ
(2)
j
′
+ ∂jχ
(2)
i
′
+
(
χ
(2)
ij
)′)
+
1
2
∂k∂iD
k
jχ
(2) − 1
4
∇2Dijχ(2)
− 1
4
∇2χ(2)ij +
1
4
(
Dijχ
(2)′′ + ∂iχ
(2)
j
′′
+ ∂jχ
(2)
i
′′
+
(
χ
(2)
ij
)′′)
+ ∂iφ
(1) ∂jφ
(1)
+2φ(1) ∂i∂jφ
(1) − ∂jφ(1) ∂iψ(1) − ∂iφ(1) ∂jψ(1) + 3 ∂iψ(1) ∂jψ(1) + 2ψ(1) ∂i∂jψ(1)
+4
a′
a
φ(1) ∂i∂jω
(1) + φ(1)
′
∂i∂jω
(1) + 2φ(1) ∂i∂jω
(1)′ + ∇2ω(1) ∂i∂jω(1)
− ∂j∂kω(1) ∂i∂kω(1) − 2 a
′
a
∂iψ
(1) ∂jω
(1) − 2 a
′
a
∂iω
(1) ∂jψ
(1) − ∂iψ(1)′ ∂jω(1)
− ∂jψ(1)′ ∂iω(1) − ∂iψ(1) ∂jω(1)′ − ∂jψ(1) ∂iω(1)′ + ψ(1)′ ∂i∂jω(1) − 2
(a′
a
)2
φ(1)Dijχ
(1)
− 2 a
′′
a
φ(1)Dijχ
(1) − 2 a
′
a
φ(1)Dijχ
(1)′ − a
′
a
φ(1)
′
Dijχ
(1) − 1
2
φ(1)
′
Dijχ
(1)′ − φ(1)Dijχ(1)′′
+
1
2
∂kφ
(1) ∂iD
k
jχ
(1) +
1
2
∂kφ
(1) ∂jD
k
iχ
(1) − 1
2
∂kφ
(1) ∂kDijχ
(1) − 3 a
′
a
ψ(1)
′
Dijχ
(1)
+
1
2
ψ(1)
′
Dijχ
(1)′ +
1
2
∂kψ
(1) ∂iD
k
jχ
(1) +
1
2
∂kψ
(1) ∂jD
k
iχ
(1) − 3
2
∂kψ
(1) ∂kDijχ
(1)
+ψ(1) ∂k∂iD
k
jχ
(1) + ψ(1) ∂k∂jD
k
iχ
(1) − ψ(1) ∂k∂kDijχ(1) + ∂iψ(1) ∂kDkjχ(1)
+ ∂jψ
(1) ∂kD
k
iχ
(1) + ∂k∂iψ
(1)Dkjχ
(1) + ∂k∂jψ
(1)Dkiχ
(1) +
1
2
∂k∂iω
(1)Dkjχ
(1)′
+
1
2
∂k∂jω
(1)Dkiχ
(1)′ − 1
2
∂k∂
kω(1)Dijχ
(1)′ +
1
2
∂kω(1) ∂iDkjχ
(1)′ +
1
2
∂kω(1) ∂jDkiχ
(1)′
− ∂kω(1) ∂kDijχ(1)′ + 1
2
∂kω(1)
′
∂iDkjχ
(1) +
1
2
∂kω(1)
′
∂jDkiχ
(1) − 1
2
∂kω(1)
′
∂kDijχ
(1)
+
a′
a
∂kω(1) ∂iDkjχ
(1) +
a′
a
∂kω(1) ∂jDkiχ
(1) − a
′
a
∂kω(1) ∂kDijχ
(1) − a
′
a
∂k∂
kω(1)Dijχ
(1)
− 1
2
Dki χ
(1)′Dkjχ
(1)′ − 1
2
∂iDmjχ
(1) ∂kD
kmχ(1) − 1
2
∂jDmiχ
(1) ∂kD
kmχ(1)
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+
1
2
∂mDijχ
(1) ∂kD
kmχ(1) − 1
2
∂k∂iDmjχ
(1)Dkmχ(1) − 1
2
∂k∂jDmiχ
(1)Dkmχ(1)
+
1
2
∂k∂mDijχ
(1)Dkmχ(1) +
1
2
Dkmχ(1) ∂i∂jDkmχ
(1) +
1
4
∂iD
mkχ(1) ∂jDmkχ
(1) .
A.4 The Ricci scalar
At zeroth order the Ricci scalar R reads
R =
6
a2
a′′
a
. (A.30)
The first–order perturbation of R is
δ(1)R=
1
a2
(
−6a
′
a
∂i∂
iω(1) − 2∂i∂iω(1)′ − 2∂i∂iφ(1) − 6ψ(1)′′ (A.31)
− 6a
′
a
φ(1)
′ − 18a
′
a
ψ(1)
′ − 12a
′′
a
φ(1) + 4∂i∂
iψ(1) + ∂k∂
iDkiχ
(1)
)
.
At second order we find
δ(2)R=−∇2φ(2) − 3 a
′
a
φ(2)
′ − 6 a
′′
a
φ(2) + 2∇2ψ(2) − 9 a
′
a
ψ(2)
′ − 3ψ(2)′′ − ∇2ω(2)′(A.32)
− 3 a
′
a
∇2ω(2) + 1
2
∂k∂iD
kiχ(2) + 24
a′′
a
(
φ(1)
)2
+ 2 ∂kφ
(1) ∂kφ(1) + 4φ(1)∇2φ(1)
+24
a′
a
φ(1) φ(1)
′
+ 6φ(1)
′
ψ(1)
′
+ 36
a′
a
φ(1) ψ(1)
′
+ 2 ∂kψ
(1) ∂kφ(1) − 4ψ(1)∇2φ(1)
+12φ(1) ψ(1)
′′ − 12ψ(1) ψ(1)′′ − 36 a
′
a
ψ(1)
′
ψ(1) + 6 ∂kψ
(1) ∂kψ(1) + 16ψ(1)∇2ψ(1)
+6
a′
a
∂kω(1) ∂kφ
(1) + 12
a′
a
φ(1)∇2ω(1) + 4φ(1)∇2ω(1)′ + 2φ(1)′∇2ω(1)
− 5 a
′′
a
∂kω
(1) ∂kω(1) − 6 a
′
a
∂kω
(1) ∂kω(1)
′
+ ∇2ω(1)∇2ω(1) − ∂i∂kω(1) ∂i∂kω(1)
+8 ∂kω
(1) ∂kψ(1)
′
+ 2 ∂kω
(1)′∂kψ(1) − 4ψ(1)∇2ω(1)′ − 12 a
′
a
ψ(1)∇2ω(1)
+4ψ(1)
′∇2ω(1) + 2 ∂kφ(1) ∂iDikχ(1) + 2 ∂i∂kφ(1)Dikχ(1) + 4ψ(1) ∂k∂iDkiχ(1)
− 2 ∂k∂iψ(1)Dikχ(1) + 3 ∂kω(1) ∂iDkiχ(1)
′
+ 6
a′
a
∂kω(1) ∂iD
i
kχ
(1) + 2 ∂iω
(1)′∂kD
ikχ(1)
+2 ∂k∂iω
(1)′Dikχ(1) + 6
a′
a
∂k∂iω
(1)Dkiχ(1) − Dikχ(1)Dikχ(1)′′ − 3
4
Dikχ(1)
′
Dkiχ
(1)′
− 3 a
′
a
Dikχ(1)Dikχ
(1)′ − 2 ∂k∂iDmiχ(1)Dkmχ(1) + ∇2Dimχ(1)Dmiχ(1)
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− ∂kDkmχ(1) ∂iDmiχ(1) + 1
4
∂iDkmχ(1) ∂iDmkχ
(1) .
A.5 The Einstein tensor components
The Einstein tensor in a spatially flat FRW background is given by
G00=−
3
a2
(
a′
a
)2
, (A.33)
Gi j =−
1
a2
(
2
a′′
a
−
(a′
a
)2)
δij , (A.34)
G0i=G
i
0 = 0 . (A.35)
The first–order perturbations of the Einstein tensor components are
δ(1)G00=
1
a2
[
6
(a′
a
)2
φ(1) + 6
a′
a
ψ(1)
′
+ 2
a′
a
∇2ω(1) − 2∇2ψ(1) (A.36)
− 1
2
∂k∂
iDki χ
(1)
]
,
δ(1)G0i=
1
a2
(
− 2 a
′
a
∂iφ
(1) − 2 ∂iψ(1)′ − 1
2
∂kD
k
iχ
(1)′
)
, (A.37)
δ(1)Gi j =
1
a2
[(
2
a′
a
φ(1)
′
+ 4
a′′
a
φ(1) − 2
(a′
a
)2
φ(1) + ∇2φ(1) + 4 a
′
a
ψ(1)
′
(A.38)
+ 2ψ(1)
′′ −∇2ψ(1) + 2 a
′
a
∇2ω(1) + ∇2ω(1)′ + 1
2
∂k∂
mDkmχ
(1)
)
δij
− ∂i∂jφ(1) + ∂i∂jψ(1) − 2 a
′
a
∂i∂jω
(1) − ∂i∂jω(1)′
+
a′
a
Dijχ
(1)′ +
1
2
Dijχ
(1)′′ +
1
2
∂k∂
iDkjχ
(1) +
1
2
∂k∂j D
ikχ(1) − 1
2
∂k∂
kDijχ
(1)
]
.
The second–order perturbed Einstein tensor components are given by
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δ(2)G00=
1
a2
(
3
(a′
a
)2
φ(2) + 3
a′
a
ψ(2)
′ − ∇2ψ(2) + a
′
a
∇2ω(2) − 1
4
∂k∂iD
kiχ(2) (A.39)
− 12
(
a′
a
)2 (
φ(1)
)2 − 12 a′
a
φ(1) ψ(1)
′ − 3 ∂iψ(1) ∂iψ(1) − 8ψ(1) ∇2ψ(1) + 12 a
′
a
ψ(1) ψ(1)
′
− 3
(
ψ(1)
′)2
+ 4
a′
a
φ(1)∇2ω(1) − 2 a
′
a
∂kω
(1) ∂kφ(1) − 1
2
a′′
a
∂kω
(1) ∂kω(1)
+
1
2
∂i∂kω
(1) ∂i∂kω(1) − 1
2
∂k∂
kω(1) ∂k∂
kω(1) − 2 a
′
a
∂kψ
(1) ∂kω(1) + 4
a′
a
ψ(1)∇2ω(1)
− 2 ∂kω(1) ∂kψ(1)′ − 2ψ(1)′∇2ω(1) − φ(1) ∂i∂kDikχ(1) − 2ψ(1)∂k∂iDkiχ(1)
+ ∂k∂iψ
(1)Dkiχ(1) − 2 a
′
a
∂i∂kω
(1)Dikχ(1) − 2 a
′
a
∂kω
(1) ∂iD
ikχ(1) − ∂kω(1) ∂iDkiχ(1)
′
− 1
2
∇2Dmkχ(1)Dkmχ(1) + ∂m∂kDikχ(1)Dimχ(1) + 1
2
∂kD
kmχ(1) ∂iDmiχ
(1)
− 1
8
∂iDkmχ(1) ∂iDkmχ
(1) +
1
8
Dikχ(1)
′
Dkiχ
(1)′ +
a′
a
Dkiχ(1)Dikχ
(1)′
)
,
δ(2)Gi0=
1
a2
(a′
a
∂iφ(2) + ∂iψ(2)
′
+
1
4
∂kD
kiχ(2)
′
+
1
4
∇2χi(2)′ − 1
4
∇2ωi(2) (A.40)
− a
′′
a
∂iω(2) − a
′′
a
ωi(2) + 2
(a′
a
)2
∂iω(2) + 2
(a′
a
)2
ωi(2) − 4 a
′
a
φ(1) ∂iφ(1) + 4
a′
a
ψ(1) ∂iφ(1)
− 2ψ(1)′∂iφ(1) + 4ψ(1)′∂iψ(1) + 8ψ(1) ∂iψ(1)′ − ∂iφ(1)∇2ω(1) − ∂kω(1) ∂i∂kφ(1)
+∇2φ(1) ∂iω(1) + ∂i∂kω(1) ∂kφ(1) + 4 a
′′
a
φ(1) ∂iω(1) − 8
(a′
a
)2
φ(1) ∂iω(1)
+2
a′
a
φ(1)
′
∂iω(1) + ∇2ω(1)′ ∂iω(1) − ∂kω(1) ∂i∂kω(1)′ + 2ψ(1)′′∂iω(1)
+ 8
(a′
a
)2
ψ(1) ∂iω(1) − 4 a
′′
a
ψ(1) ∂iω(1) − 2 a
′
a
ψ(1)
′
∂iω(1) − 1
2
∂kφ(1)Dikχ
(1)′
− 2 a
′
a
∂kφ
(1)Dkiχ(1) − 1
2
∂kψ
(1)Dkiχ(1)
′
+ 2ψ(1) ∂kD
kiχ(1)
′
+ ψ(1)
′
∂kD
kiχ(1)
− ∂kψ(1)′Dkiχ(1) + 1
2
∂kω(1)Dikχ
(1)′′ +
a′
a
∂kω(1)Dikχ
(1)′ − 4
(a′
a
)2
∂kω
(1)Dikχ(1)
+2
a′′
a
∂kω
(1)Dikχ(1) − 1
2
∂kD
kmχ(1)Dimχ
(1)′ − 1
2
∂kD
i
mχ
(1)′Dkmχ(1)
+
1
4
∂iDmkχ
(1)Dkmχ(1)
′
+
1
2
∂iDmkχ
(1)′Dkmχ(1) − 1
2
Dikχ(1) ∂mD
m
kχ
(1)′) ,
δ(2)G0i =
1
a2
(
− a
′
a
∂iφ
(2) − ∂iψ(2)′ − 1
4
∂kD
k
iχ
(2)′ − 1
4
∇2χ(2)i
′
+
1
4
∇2ω(2)i (A.41)
+ 8
a′
a
φ(1)∂iφ
(1) + 4φ(1) ∂iψ
(1)′ + 2ψ(1)
′
∂iφ
(1) − 4ψ(1)′∂iψ(1) − 4ψ(1) ∂iψ(1)′
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+ ∂iφ
(1)∇2ω(1) − ∂i∂kω(1) ∂kφ(1) + 8a
′′
a
φ(1) ∂iω
(1) − 4
(a′
a
)2
φ(1) ∂iω
(1)
− 2 a
′
a
∂kω(1) ∂i∂kω
(1) + ∇2ψ(1) ∂iω(1) + ∂kω(1) ∂i∂kψ(1) − ∂kφ(1)Dkiχ(1)
′
+
1
2
∂kφ(1)Dikχ
(1)′ − ψ(1) ∂kDkiχ(1)
′
+
1
2
∂kψ
(1)Dkiχ
(1)′ − ψ(1)′∂kDkiχ(1)
− ∂kψ(1)′Dkiχ(1) + ∂iω(1) ∂k∂mDkmχ(1)
− 2 a
′′
a
∂kω(1)Dikχ
(1) +
(a′
a
)2
∂kω(1)Dikχ
(1) + ∂kω(1) ∂m∂iD
m
kχ
(1)
− 1
2
∂mω(1) ∂k∂
kDimχ
(1) +
1
2
∂kD
kmχ(1)Dimχ
(1)′ +
1
2
∂kDimχ
(1)′Dkmχ(1)
− 1
4
∂iDmkχ
(1)Dkmχ(1)
′ − 1
2
∂iDmkχ
(1)′Dkmχ(1)
)
,
δ(2)Gd
i
j =
1
a2
(1
2
∇2φ(2) + a
′
a
φ(2)
′
+ 2
a′′
a
φ(2) −
(a′
a
)2
φ(2) − 1
2
∇2ψ(2) + ψ(2)′′ (A.42)
+ 2
a′
a
ψ(2)
′
+
a′
a
∇2ω(2) + 1
2
∇2ω(2)′ − 1
4
∂k∂iD
kiχ(2) + 4
(a′
a
)2 (
φ(1)
)2
− 8 a
′′
a
(
φ(1)
)2 − 8 a′
a
φ(1) φ(1)
′ − ∂kφ(1) ∂kφ(1) − 2φ(1)∇2φ(1) − 4φ(1) ψ(1)′′
− 2φ(1)′ψ(1)′ − 8 a
′
a
φ(1) ψ(1)
′ − 2 ∂kψ(1) ∂kψ(1) − 4ψ(1)∇2ψ(1) +
(
ψ(1)
′)2
+8
a′
a
ψ(1) ψ(1)
′
+ 4ψ(1) ψ(1)
′′
+ 2ψ(1)∇2φ(1) − φ(1)′∇2ω(1)
− 2φ(1)∇2ω(1)′ − 2 a
′
a
∂kω
(1) ∂kφ(1) − 4 a
′
a
φ(1)∇2ω(1) + 3
2
a′′
a
∂kω
(1) ∂kω(1)
−
(a′
a
)2
∂kω
(1) ∂kω(1) + 2
a′
a
∂kω
(1) ∂kω(1)
′ − 1
2
∇2ω(1)∇2ω(1)
+
1
2
∂m∂kω(1) ∂m∂kω
(1) + 4
a′
a
ψ(1)∇2ω(1) + 2ψ(1)∇2ω(1)′
− 2 ∂kω(1) ∂kψ(1)′ − ψ(1)′∇2ω(1) − ∂k∂mφ(1)Dkmχ(1) − ∂kφ(1) ∂mDmkχ(1)
− ∂kψ(1) ∂mDmkχ(1) − 3
2
∂kω
(1) ∂iDkiχ
(1)′ − ∂kω(1)′ ∂mDmkχ(1)
− ∂k∂mω(1)′Dkmχ(1) − 2 a
′
a
∂kω(1) ∂mD
m
kχ
(1) − 2 a
′
a
∂m∂
kω(1)Dmkχ
(1)
+
3
4
∂k∂
lDmlχ
(1)Dkmχ(1) − 1
2
∇2Dmlχ(1)Dmlχ(1) + 1
4
∂m∂
kDlkχ
(1)Dlmχ(1)
+
1
2
∂kDkmχ
(1) ∂lDmlχ(1) − 1
8
∂lDkmχ
(1) ∂lD
kmχ(1)
+
1
2
Dmkχ(1)Dmkχ
(1)′′ +
3
8
Dmkχ(1)
′
Dmkχ
(1)′ +
a′
a
Dmkχ(1)Dkmχ
(1)′
)
δij .
198
δ(2)Gnd
i
j =
1
a2
[
− 1
2
∂i∂jφ
(2) +
1
2
∂i∂jψ
(2) − a
′
a
∂i∂jω
(2) − 1
2
∂i∂jω
(2)′ (A.43)
− 1
2
a′
a
(
∂i ω
(2)
j + ∂j ω
i(2)
)
− 1
4
(
∂i ω
(2)
j
′
+ ∂j ω
i(2)′
)
+
1
2
a′
a
(
Dijχ
(2)′ + ∂iχ(2)j
′
+ ∂jχ
i(2)′ + χi(2)j
′)
+
1
2
∂k∂
iDkjχ
(2)
− 1
4
∇2Dijχ(2) −
1
4
∇2χi(2)j +
1
4
(
Dijχ
(2)′′ + ∂iχ(2)j
′′
+ ∂jχ
i(2)′′ + χi(2)j
′′)
+ ∂iφ(1) ∂jφ
(1) + 2φ(1) ∂i∂jφ
(1) − 2ψ(1)∂i∂jφ(1) − ∂jφ(1) ∂iψ(1) − ∂iφ(1) ∂jψ(1)
+3 ∂iψ(1) ∂jψ
(1) + 4ψ(1) ∂i∂jψ
(1) + 2
a′
a
∂iω(1) ∂jφ
(1) + 4
a′
a
φ(1) ∂i∂jω
(1)
+φ(1)
′
∂i∂jω
(1) + 2φ(1) ∂i∂jω
(1)′ + ∇2ω(1) ∂i∂jω(1) − ∂j∂kω(1) ∂i∂kω(1)
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′
a
∂iψ(1) ∂jω
(1) − 2 a
′
a
∂iω(1) ∂jψ
(1) − ∂iψ(1)′ ∂jω(1) + ∂jψ(1)′ ∂iω(1)
− ∂iψ(1) ∂jω(1)′ − ∂jψ(1) ∂iω(1)′ − 2ψ(1) ∂i∂jω(1)′ + ψ(1)′ ∂i∂jω(1)
− 4 a
′
a
ψ(1) ∂i∂jω
(1) − 2 a
′
a
φ(1)Dijχ
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′
Dijχ
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1
2
∂kφ
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2
∂kφ
(1) ∂jD
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1
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Dijχ
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′′
Dijχ
(1) + 2
a′
a
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i
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kmχ(1) +
1
2
∂mD
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,
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where δ(2)Gd
i
j stands for the diagonal part of δ
(2)Gij , which is proportional to
δij, and δ
(2)Gnd
i
j is the non–diagonal contribution.
B Perturbing the Klein–Gordon equation
In the homogeneous background the Klein–Gordon equation for the scalar
field ϕ is
ϕ0
′′ + 2
a′
a
ϕ0
′ = −∂V
∂ϕ
a2 (B.1)
The perturbed Klein–Gordon equation at first order is
δ(1)ϕ ′′ + 2
a′
a
δ(1)ϕ
′ −∇2δ(1)ϕ− φ(1)′ϕ0′ − 3ψ(1)′ϕ0′ −∇2ω(1) ϕ0′ = (B.2)
− δ(1)ϕ ∂
2V
∂ϕ2
a2 − 2φ(1) ∂V
∂ϕ
.
At second order we get
− 1
2
δ(2)ϕ
′′ − a
′
a
δ(2)ϕ
′
+
1
2
∇2δ(2)ϕ + φ(2) ϕ0′′ + 2 a
′
a
φ(2) ϕ0
′ +
1
2
φ(2)
′
ϕ0
′ (B.3)
+
3
2
ψ(2)
′
ϕ0
′ +
1
2
∇2ω(2) ϕ0′ − 4
(
φ(1)
)2
ϕ0
′′ − 8 a
′
a
(
φ(1)
)2
ϕ0
′ − 4φ(1) φ(1)′ϕ0′
+2φ(1) δ(1)ϕ
′′
+ φ(1)
′
δ(1)ϕ
′
+ 4
a′
a
φ(1) δ(1)ϕ
′
+ ∂kφ(1) ∂kδ
(1)ϕ − 6φ(1) ψ(1)′ϕ0′
+6ψ(1) ψ(1)
′
ϕ0
′ + 3ψ(1)
′
δ(1)ϕ
′ − ∂kψ(1) ∂kδ(1)ϕ + 2ψ(1)∇2δ(1)ϕ
− 2φ(1)∇2ω(1) ϕ0′ − ∂kω(1) ∂kφ(1) ϕ0′ − ∂kω(1) ∂kψ(1) ϕ0′ + 2ψ(1)∇2ω(1) ϕ0′
+ ∂kω(1) ∂kω
(1) ϕ0
′′ + 2
a′
a
∂kω(1) ∂kω
(1) ϕ0
′ + ∂kω
(1) ∂kω(1)
′
ϕ0
′ + 2 ∂kω(1) ∂k δ
(1)ϕ
′
+2
a′
a
∂kω(1) ∂k δ
(1)ϕ + ∇2ω(1) δ(1)ϕ′ + ∂kω(1)′∂kδ(1)ϕ − ∂kω(1) ∂iDikχ(1) ϕ0′
− ∂i∂kω(1)Dikχ(1) ϕ0′ − ∂i∂k δ(1)ϕDikχ(1) − ∂k δ(1)ϕ∂iDkiχ(1)
+
1
2
Dikχ(1)Dkiχ
(1)′ ϕ0
′ =
1
2
∂2V
∂ϕ2
δ(2)ϕa2 +
1
2
∂3V
∂ϕ3
(δ(1)ϕ)2 a2 .
To obtain the Klein–Gordon equation in the Poisson gauge one can simply set
ω(1) = ω(2) = 0, χ(1) = χ(2) = 0, and φ(1) = ψ(1). Thus at first order we find
δ(1)ϕ
′′
+ 2
a′
a
δ(1)ϕ
′ −∇2δ(1)ϕ− 4φ(1)′ϕ0′ = −δ(1)ϕ ∂
2V
∂ϕ2
a2 − 2φ(1) ∂V
∂ϕ
, (B.4)
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while at second order the equation is
1
2
δ(2)ϕ
′′
+
a′
a
δ(2)ϕ
′ − 1
2
∇2δ(2)ϕ − φ(2)
(
ϕ0
′′ + 2
a′
a
ϕ0
′
)
(B.5)
− 1
2
φ(2)
′
ϕ0
′ − 3
2
ψ(2)
′
ϕ0
′ − 4φ(1) φ(1)′ϕ0′ − 4φ(1)′δ(1)ϕ′
− 4φ(1)∇2δ(1)ϕ = −2φ(1) δ(1)ϕ∂
2V
∂ϕ2
a2 − 1
2
δ(2)ϕ
∂2V
∂ϕ2
a2 − 1
2
(δ(1)ϕ)2
∂3V
∂ϕ3
a2 ,
where we have used the background equation (B.1) and the first–order per-
turbed equation (B.4) to simplify some terms.
C Wigner 3-j symbol
In this appendix, we summarize basic properties of the Wigner 3–j symbol,
following Ref. [245]. The Wigner 3–j symbol characterizes geometric properties
of the angular bispectrum.
C.1 Triangle conditions
The Wigner 3–j symbol, l1 l2 l3
m1 m2 m3
 , (C.1)
is related to the Clebsh–Gordan coefficients which describe coupling of two
angular momenta in the quantum mechanics. In the quantum mechanics, l
is the eigenvalue of the angular momentum operator, L = r × p: L2Ylm =
l(l + 1)Ylm. m is the eigenvalue of the z-direction component of the angular
momentum, LzYlm = mYlm.
The symbol such as
(−1)m3
 l1 l2 l3
m1 m2 −m3
 (C.2)
describes coupling of two angular–momentum states, L1 and L2, forming a
coupled state, L3 = L1+L2. It follows from L1+L2−L3 = 0 that m1+m2−
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m3 = 0; thus, the Wigner 3–j symbol (C.1) describes three angular momenta
forming a triangle, L1 + L2 + L3 = 0, and satisfies m1 +m2 +m3 = 0.
Since L1, L2, and L3 form a triangle, they have to satisfy the triangle condi-
tions, |Li − Lj | ≤ Lk ≤ Li + Lj , where Li ≡ |Li|. Hence, l1, l2, and l3 also
satisfy the triangle conditions,
|li − lj | ≤ lk ≤ li + lj ; (C.3)
otherwise, the Wigner 3–j symbol vanishes. The triangle conditions also in-
clude m1 + m2 + m3 = 0. These properties may regard (l, m) as vectors, l,
which satisfy l1 + l2 + l3 = 0. Note that, however, L 6= l.
For l1 = l2 and l3 = m3 = 0, the Wigner 3–j symbol reduces to
(−1)m
 l l 0
m −m 0
 = (−1)l√
2l + 1
. (C.4)
In Sec. 10.1, we have used this relation to reduce the covariance matrix of the
angular bispectrum and trispectrum. We have also used this relation to reduce
the angular trispectrum for L = 0 (see Eq. (438)).
C.2 Symmetry
The Wigner 3–j symbol is invariant under even permutations,
 l1 l2 l3
m1 m2 m3
 =
 l3 l1 l2
m3 m1 m2
 =
 l2 l3 l1
m2 m3 m1
 , (C.5)
while it changes the phase for odd permutations if l1 + l2 + l3 = odd,
(−1)l1+l2+l3
 l1 l2 l3
m1 m2 m3
 (C.6)
=
 l2 l1 l3
m2 m1 m3
 =
 l1 l3 l2
m1 m3 m2
 =
 l3 l2 l1
m3 m2 m1
 . (C.7)
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The phase also changes under the transformation of m1+m2+m3 → −(m1+
m2 +m3), if l1 + l2 + l3 = odd,
 l1 l2 l3
m1 m2 m3
 = (−1)l1+l2+l3
 l1 l2 l3
−m1 −m2 −m3
 . (C.8)
If there is no z–direction component of the angular momenta in the system,
i.e., mi = 0, then the Wigner 3–j symbol of the system,
 l1 l2 l3
0 0 0
 , (C.9)
is non–zero only if l1 + l2 + l3 = even. This symbol is invariant under any
permutations of li.
In Sec. 10.2, we have frequently used the Gaunt integral, Gm1m2m3l1l2l3 , defined by
Gm1m2m3l1l2l3 ≡
∫
d2nˆYl1m1(nˆ)Yl2m2(nˆ)Yl3m3(nˆ)
=
√
(2l1 + 1) (2l2 + 1) (2l3 + 1)
4π
 l1 l2 l3
0 0 0

×
 l1 l2 l3
m1 m2 m3
 , (C.10)
to calculate the angular bispectrum. By definition, the Gaunt integral is in-
variant under both the odd and the even permutations, and non-zero only if
l1 + l2 + l3 = even, m1 + m2 + m3 = 0, and |li − lj | ≤ lk ≤ li + lj. In other
words, the Gaunt integral describes fundamental geometric properties of the
angular bispectrum such as the triangle conditions.
The Gaunt integral formi = 0 gives the identity for the Legendre polynomials,
1∫
−1
dx
2
Pl1(x)Pl2(x)Pl3(x) =
 l1 l2 l3
0 0 0

2
. (C.11)
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In Sec. 10.1, we have used this identity to derive the bias for the angular
bispectrum on the incomplete sky (Eq. (452)). Here, we have used
Yl0(nˆ) =
√
4π
2l + 1
Pl(cos θ). (C.12)
C.3 Orthogonality
The Wigner 3–j symbol has the following orthogonality properties:
∑
l3m3
(2l3 + 1)
 l1 l2 l3
m1 m2 m3

 l1 l2 l3
m′1 m
′
2 m3
 = δm1m′1δm2m′2 , (C.13)
and
∑
m1m2
 l1 l2 l3
m1 m2 m3

 l1 l2 l′3
m1 m2 m
′
3
 = δl3l′3δm3m′3
2l3 + 1
, (C.14)
or
∑
all m
 l1 l2 l3
m1 m2 m3

2
= 1. (C.15)
The orthogonality properties are essential for any basic calculations involving
the Wigner 3–j symbols. Note that these orthogonality properties are consis-
tent with orthonormality of the angular–momentum eigenstate vectors, and
unitarity of the Clebsh–Gordan coefficients, by definition.
C.4 Rotation matrix
A finite rotation operator for the Euler angles α, β, and γ, D(α, β, γ), com-
prises angular momentum operators,
D(α, β, γ) = e−iαLze−iβLye−iγLz . (C.16)
Since the Wigner 3–j symbol describes coupling of two angular momenta, it
also describes coupling of two rotation operators. Using the rotation matrix
element, D
(l)
m′m = 〈l,m′ |D| l,m〉, we have
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D
(l1)
m′1m1
D
(l2)
m′2m2
=
∑
l3
(2l3 + 1)
∑
m3m′3
D
(l3)∗
m′3m3
 l1 l2 l3
m1 m2 m3

 l1 l2 l3
m′1 m
′
2 m
′
3

(C.17)
In Sec. 10.1, we have used this relation to evaluate rotationally invariant har-
monic spectra. Note that the rotation matrix is orthonormal,∑
m
D
(l)∗
m′mD
(l)
m′′m = δm′m′′ . (C.18)
C.5 Wigner 6-j symbol
The Wigner 6-j symbol, l1 l2 l3l′1 l′2 l′3
 , (C.19)
describes coupling of three angular momenta. We often encounter the Wigner
6-j symbol, when we calculate the angular bispectrum which has more com-
plicated geometric structures (see, e.g., Ref. [92], Appendix C of Ref. [137]).
The angular trispectrum also often includes the Wigner 6-j symbol [114].
The Wigner 6-j symbol is related to the Wigner 3–j symbols through
(−1)l′1+l′2+l′3
 l1 l2 l3l′1 l′2 l′3

 l1 l2 l3
m1 m2 m3

=
∑
all m′
(−1)m′1+m′2+m′3
×
 l1 l′2 l′3
m1 m
′
2 −m′3

 l′1 l2 l′3
−m′1 m2 m′3

 l′1 l′2 l3
m′1 −m′2 m3
 . (C.20)
By using Eq. (C.15), we also obtain
(−1)l′1+l′2+l′3
 l1 l2 l3l′1 l′2 l′3
=
∑
all mm′
(−1)m′1+m′2+m′3
×
 l1 l2 l3
m1 m2 m3

 l1 l′2 l′3
m1 m
′
2 −m′3

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×
 l′1 l2 l′3
−m′1 m2 m′3

 l′1 l′2 l3
m′1 −m′2 m3
 .
(C.21)
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