Abstract-This paper presents an electricity consumer characterization framework based on a knowledge discovery in databases (KDD) procedure, supported by data mining (DM) techniques, applied on the different stages of the process. The core of this framework is a data mining model based on a combination of unsupervised and supervised learning techniques. Two main modules compose this framework: the load profiling module and the classification module. The load profiling module creates a set of consumer classes using a clustering operation and the representative load profiles for each class. The classification module uses this knowledge to build a classification model able to assign different consumers to the existing classes. The quality of this framework is illustrated with a case study concerning a real database of LV consumers from the Portuguese distribution company.
I. INTRODUCTION
O NE of the major consequences of electricity markets liberalization is the freedom that all customers will have on the choice of their electricity supplier. This new scenario creates an environment were several retail companies compete for the electricity supply of end users. An overview about electricity retail markets is presented in [1] . To obtain well functioning markets it is essential to define new rules and structures concerning data collection and description and the definition of communication protocols between the different participants in the market. This new structures will increase significantly the amounts of data collected by the participants in the market. This data grows up in a dynamic form and can play an important role in the decision support and in the definition of market strategic behavior. The development of frameworks and tools, able to extract useful knowledge from this data, can be a competitive advantage for the participants in the market.
The knowledge of how and when consumers use electricity is essential to the competitive retail companies. This kind of knowledge can be found in historical data of the consumers col- lected in load research projects developed in many countries. One of the important tools defined in these projects are different consumers classes represented by its load profiles. Load profiling has been a matter of research during the last years [2] - [5] .
In [2] data mining techniques are used on the determination of load profiles for different type of consumers considering the effect of weather conditions. In [3] and [4] statistical and clustering techniques are used on the determination of load profiles to support the development of tariff offer and market strategies.
In [5] a knowledge discovery in databases (KDD) process, to extract useful knowledge from electricity consumers' data, is described. In this process data mining techniques are applied, on different stages of the process, to find the different consumption patterns. These patterns are represented by their load profiles and each of the patterns represents a consumer class. This knowledge is useful to develop a decision support system to support the definition of adequate contract options and market strategies. However, the increase of data available and its dynamic growth will bring new challenges to the load profiling and consumer characterization. The new tools must be able to treat large amounts of data with all the problems common to real databases, like noise, missing values and outliers. These tools must be flexible, robust and able to provide an easy actualization of the knowledge as new data is available. This paper presents a framework developed to support the retail and distribution companies on the extraction of knowledge from electricity consumption data. This is based on the application of data mining techniques to the determination and characterization of a set of load profiles, representing the different consumption patterns of a sample of consumers. A classification tool to support the attribution of new consumers to the existing classes complements this characterization. The framework is able to treat different data sets in an easy and efficient way and provides results like consumer classes, represented by its load profiles, and classification models. These results can be updated as new data is collected.
The paper is organized as follows: In Section II the consumers' characterization framework is described. In Section III the data mining model structure and the techniques used are presented. Section IV describes a case study, using real historical data, from the Portuguese Distribution Company, to illustrate the quality of the framework. In the last section some concluding remarks are presented.
II. CUSTOMER CHARACTERIZATION FRAMEWORK
This framework is based on a KDD [6] of the process. A description of the framework's structure is presented in Fig. 1 .
The following major steps can be identified.
1)
Data Selection: the initial database, of significant dimension, stores data related with electricity consumers. The first step is the selection of the data with more significance to the process. This selection is made according to the voltage level of the consumers. Separate studies must be conducted to different voltage levels.
2)
Data Cleaning and Preprocessing: In the cleaning phase we check for inconsistencies in the data and outliers are removed using the following procedure.
Anomalous consumption values and outages are detected and replaced based on the information of similar days. In the preprocessing phase missing values are detected and replaced using regression techniques. Linear regression is used to estimate numerical attributes like missing values of measures, and logistic regression is used to estimate nominal attributes like the missing commercial information, such as activity type, tariff type, etc. With this procedure the major problems of real databases are minimized and the initial data set is cleaned and completed.
3)
Data Reduction: The data reduction is made using previous knowledge about the way the loading conditions, like the season of the year and the type of weekday (working days or weekends), affect electricity consumption. Data are separated, according to the different loading conditions, in smaller data sets. We have two data sets representing each season of the year, one for working days and another for weekends. To obtain a more effective data reduction, without loosing important information, the data from each individual consumer are reduced. This is based on the reduction of the measured daily load diagrams, corresponding to each loading condition, to one representative load diagram. This representative load diagrams are obtained elaborating the data from the measurement campaign. For each consumer, the representative load diagram is built by averaging the measured load diagrams. Each consumer is then described by one single representative load diagram in each data set, for the different loading conditions. The diagrams are computed using the field-measurements values, so they need to be brought together to a similar scale for the purpose of their pattern comparison. This is achieved through normalization. For each consumer the vector of the representative load diagram was normalized to the [0-1] range using the peak power of the representative load diagram. This kind of normalization allows maintaining the shape of the curve and comparing the consumption patterns.
4)
Data Mining: This step involves selection and application of the data mining techniques. This is made using one isolated technique or combining several techniques, to build a model able to find relevant knowledge about the different consumption patterns found in the data. The implementation of the model involves several steps, like attribute selection, fitting the models to the data and evaluating the models. This will be described in the next section.
5)
Interpretation of the discovered knowledge: in this step the knowledge discovered by the DM model is improved. This knowledge can provide new insights into relationships between data elements and facilitate more productive and sophisticated decision support applications.
III. DATA MINING MODEL
The data-mining model for consumer characterization is based on the combination of unsupervised and supervised learning techniques. After the data preprocessing and reduction phase, each consumer is represented by its representative load diagram and the commercial indexes used by the distribution company. The representative daily load diagram of the th consumer is the vector where are the normalized values of the instant power consumed in the instant h and with , representing the 15-min interval between the collected measurements. The commercial indexes available are of contractual nature (i.e., activity type, contracted power, tariff type, supply voltage level). The distribution company, to classify its clients, defines these indexes a priori. The proposed model is described in Fig. 1 and can be divided in two main modules according to the techniques used and to the results obtained. In the first module unsupervised learning, based on clustering techniques, is used to obtain a partition of the initial sample into a set of consumer classes. These classes represent the different consumption patterns existing among the sample in study. Each of these classes is represented by its load profile. In the second module, supervised learning (using decision trees) is used to describe each class by a rule set and create a classification model able to assign consumers to the existing classes. This model is important to the determination and actualization of the load profiles and the classification model as new data are collected and to the attribution of new consumers to the existing classes.
A. Load Profiling Module
The load profiling module's goal is the partition of the initial data sample in a set of classes defined according to the load shape of the representative load diagrams of each consumer. Fig. 2 presents the structure of this module. This is made assigning to the same class consumers with the most similar behavior, and to different classes consumers with dissimilar behavior. The first step of the module development was the selection of the most suitable attributes to be used by the clustering model. To obtain the best separation between the classes it is important to use the most detailed information about the shape of the consumers' load diagrams. The vectors with the normalized representative load diagrams are the best option. The selection of the most suitable clustering algorithm is described in [7] and was based on a comparative analysis of the performance of different algorithms. Several algorithms were tested performing different clustering operations. To evaluate the performance of the different algorithms two measures of adequacy were used: a measure of cluster compactness (MIA) and another measure of cluster separation (CDI) presented in [4] . The best results are obtained with a combination of a self-organizing map (SOM) [8] with the classical k-means algorithm [9] . This combination operates in two levels. In the first level the SOM is used to obtain a reduction of the dimension of the initial data set. The SOM performs the projection of the H-dimensional space, containing the M vectors representing the load diagrams of the consumers in the initial data set, into a bidimensional space. Two coordinates, representing the SOM attributes in the bidimensional space, are assigned to each client. At the end of the first level the initial data set is reduced to the number of winning units in the output layer of the SOM, represented by its weight vectors. This set of vectors is able to keep the characteristics of the initial data set and achieve a reduction of its dimension. In the second level the k-means algorithm is used to group the weight vectors of the SOM's units and the final clusters are obtained. The use of the k-means in the second level allows the definition of the number of classes as an input of the model. This combination is very interesting for large data sets, very common in data mining problems. The SOM has good performance with large data sets and is able to process large amounts of data, reducing this data to a smaller data set. During the comparative analysis it was possible to conclude that the k-means algorithm presented a very good performance with data sets with continuous attributes, like the ones we are using, but this algorithm presents limitations with large data sets. The combination of both algorithms was able to solve these limitations and create a solution able to deal with large data sets. Testing both solutions we were able to conclude that the results obtained were similar, which proves the effectiveness of the proposed combination. The load profiles for each class are obtained by averaging the representative load diagrams of the consumers assigned to the same class (cluster).
We also solved the load patterns using conventional statistic regression methods, based on the partition of the data set according to the commercial indexes. Standard deviation values obtained for each class were much lower using our methodology instead of using the classical statistic regression methods (considering the same number of classes). This stresses the validity of the proposed methodology.
B. Classification Module
The major goals of the classification module (see Fig. 3 ) are the following: 1) inference of a rule set to characterize each class; 2) support the attribution of new consumers to the classes obtained by the load profiling module. The first attempt made and detailed in [5] was the search for the correlation between the commercial indexes and the classes obtained. The results point out that a poor correlation exists, so it is not possible to create a good classification model based only on the commercial indexes. This means that new indexes, able to capture relevant information about the consumption behavior, must be derived to obtain a more complete and useful consumer characterization and create the classification model. These indexes must contain information about the daily load curve shape of each consumer. Several indexes were proposed in [10] and we selected the most relevant, presented in Table I .
The classification model uses supervised learning, based on the knowledge about the relation between the characteristics The model's goal attribute is the consumer class obtained by the clustering module. The load shape indexes are computed, for each consumer, using the representative load diagrams. In order to obtain a reduction of the range of values assumed by these indexes, and treat them as nominal attributes, they are replaced by a small number of distinct categories using an interval equalization method [11] . This method obtains intervals with different sizes, choosing them so that approximately the same number of consumers falls in each one, to minimize the loss of information due to the replacement of the indexes by a set of discrete categories. Each interval is a class label. This allows us to treat the load shape indexes in the same manner we treat the commercial indexes.
The classification model inputs are the commercial and the load shape indexes for each consumer.
The classification algorithm used is the C5.0 [12] . This algorithm was selected because it creates robust models and does not require long training times to estimate so it presents good performances with large data sets as the ones used in data mining. A divide and conquer strategy is used and the algorithm works by splitting the sample, based on the attribute that provides the maximum information gain. Each subsample defined by the first split is split again, usually based on a different attribute, and the process is repeated until the subsamples cannot be split any further. Finally, the lowest level splits are reexamined, and those that do not contribute significantly to the value of the model are removed or pruned. C5.0 can produce two kinds of models, a decision tree and a rule set. The decision tree is a straightforward description of the splits found by the algorithm. The rule set represents a simplified version of the information found in the decision tree.
The model evaluation is performed using ten-fold cross validation [11] . This kind of evaluation was selected to improve the results obtained in the presence of small data sets. Using this evaluation technique it is possible to train the algorithm using the entire data set and obtain a more precise model. This will increase the computational effort but improves the model's capacity of generalization to different data sets. The evaluation is performed by randomly splitting the initial sample in ten subsamples. The model is trained using 9/10 of the data set and tested with the 1/10 left. This is performed 10 times on different training sets and finally the ten error estimates are averaged to yield an overall error estimate.
The classification model creates a complete characterization of consumers' classes based on the most relevant attributes selected by the model. This model can be used to assign new consumers to the existing classes.
IV. CASE STUDY ON A DATA BASE OF ELECTRICITY CONSUMERS
A case study concerning a database with information from 165 LV consumers is considered in this section. This information has been gathered by measurement campaigns carried out by EDP-Distribuição, the Portuguese Distribution Company. The measurement campaigns were made during a period of three months in summer and another three months in winter for working days and weekends in each customer of the sample population. The instant power consumption for each consumer was collected with a cadence of 15 min., by real-time meters. The commercial indexes related with the activity code and the contracted power are also available. In Tables II and III it is possible to analyze the distribution of the sample population according to the commercial indexes. This data set is applied to the customer characterization framework presented in the previous sections.
A. Data Preprocessing
Data's usual bad quality is one of the major problems of working with real databases. The supplied database presented some problems including wrong information and missing data. Due to the limited dimension of the sample we had to minimize the loss of data so the cleaning and preprocessing phase assumed major importance. In the data-cleaning phase wrong information has been corrected. The outliers and outages were detected using interactive graphics and regression techniques based on the data from similar days, which permits replacement by most probable values.
The missing values of measures were detected and estimated using regression techniques. With these data cleaning and completion procedures, the quality of the data has been improved with a minimum loss of information. These data were reduced and normalized using the procedures presented in Section II. A different representative load diagram is created and normalized to each one of the loading conditions defined: winter, summer, working days and weekends.
In this phase each consumer is described by a normalized representative daily load curve for each of the loading conditions to be studied separately. In this section, we present the results obtained for the winter working days and weekend data sets, to illustrate our case study.
B. Definition of the Number of Classes
The number of classes is an input of the model so it must be defined based on a criterion that leads to an adequate selection. The number of classes obtained by the clustering module must be in the range 2 to , where M is the number of consumers in the data set. Based on information from the electricity company, we fixed a minimum number of 6 and a maximum number of 9 classes. To define the number of classes, several clustering operations were performed to study the evolution of the clusters compactness using the measure Mean Index Adequacy (MIA) presented in [4] . The following distances (1) and (2) 2) Distance between a representative load diagram and the center of a set of diagrams (2) Let us consider a set of M load diagrams separated in k classes with , were K is the total number of clusters, and each class is formed by a subset of load diagrams, where is a pattern assigned to cluster k. The MIA is defined by (3) The smaller values of MIA indicate more compact clusters. The k-means algorithm was used to study the cluster tendency of the data set based on the MIA measure. The obtained results are presented in Fig. 4 . It is possible to see that 9 clusters would be the best choice, considering the indication of the distribution company and the evolution of the MIA, because for more then 9 clusters the improvement on the clusters compactness, represented by the decrease of the MIA values, is not very relevant.
C. Consumer Characterization
A different consumer characterization is obtained to each of the data sets corresponding to the different loading conditions considered. Each data set was applied to the module and a complete characterization was obtained, represented by a load profile and a rule set describing each class. The winter-working days and winter-weekends data sets are applied to the clustering module. In the first level a SOM is trained to obtain the initial reduction of the data sets. A rectangular grid with dimension 7 10 is used. The SOM has the following architecture: Input layer: 96 units and Output layer: 70 units. The winning units vectors in the output layer represent the reduced data set to be clustered by the k-means, in the second level. The final number of clusters is introduced as an input in this level. Table IV do not represent typical consumption patterns so they will not be considered to build the classification model.
The load profiles of the typical behavior classes are obtained by averaging the representative load diagrams of the consumers in the same cluster. The load profiles representing the winter-working day classes are presented in Fig. 5 and the load profiles for weekend classes are represented in Fig. 6 . Analyzing the load diagrams profiles obtained it is possible to see that the clustering module has well separated the client population, creating representative load diagrams with distinct load shapes. Each cluster was also validated calculating its standard deviation, and the results obtained were quite satisfactory.
The representative load diagrams are used by the classification module to compute the load shape indexes d1, d3 and d5 of each consumer. The attributes representing each consumer, used by the classification algorithm, are described in Table V. The classification module is able to produce classification models represented by a decision tree and a rule set, based on the most relevant attributes. These are the attributes selected by the model to grow the decision tree. The data from the consumers in the typical classes were used to build the models for winter working days and weekends. These were evaluated using ten-fold cross validation and the overall accuracy obtained is presented in Table VI . The characteristics of the models obtained are also presented in Table VI. The model, according to the data set, selected different relevant attributes. It is possible to conclude that the load factor and the night impact are the most relevant attributes to describe the consumers' characteristics. Fig. 7 presents an example with the rule set obtained for the winter working days data set, for this case study. The obtained rules are simple and with straightforward interpretation. These rules can be integrated in a decision support system.
V. CONCLUSION
This paper deals with the characterization of electricity consumers using historical data. A new and robust framework, based on DM techniques, to find relevant knowledge about how and when consumers use electricity, is proposed. The DM model presented is able to obtain a set of consumer classes, represented by its load profiles, and a classification model represented by a rule set. The innovative contributions of this framework are the ability to treat large data sets, its robustness in the presence of missing data and outliers and the combination of unsupervised and supervised learning to perform a more complete characterization of the classes obtained and create a classification tool to support the practical application of these classes.
The proposed framework is generally applicable to different databases and can be used to update the consumer characterization as new data are collected. The quality of this framework is illustrated by a case study considering a real database, supplied by the Portuguese Distribution Company. The results obtained were quite satisfactory considering the limitations of the available database. This can be a useful tool to the distribution and retail companies to support the definition and selection of the most adequate electricity supply contracts to suit each of its client's needs. The development of these kinds of applications is of crucial importance nowadays, due to the pressure of competitive retail markets and the increase of the amount of data available, with the evolution of the data collected and stored.
