Simple arguments are given, related to the apparent universality with which Bloch's famous T 3/2 -law, and generalizations thereof, are not only found in d=3-dimensional ferromagnetic systems, but astonishingly also in lower dimensions. It is argued that
• one should not simply apply the usual isotropic dispersion relation ω( k) = D · k 2 known to almost everyone but only valid for circular precession of the spins (i.e. where only the exchange interaction is taken into account), but instead one should consider also the other interactions and use the less-known relation ω( k) = ω a ( k) · ω b ( k) for elliptical precession,
• one might consider the apparent universality of Bloch's T 3/2 -law as some kind of 'apparent quantum universality' in a certain finite-temperature crossover region from a quantum phase transition at T=0, • one should use certain simple crossover-scaling arguments for better understanding of the phenomena, instead of the usual more complicated derivations by direct integration. This is also exemplified for more general cases in four appendices on the significance of a crossover from a quantum phase transition.
the T 3/2 Bloch law for M s (T ) for a nanostructured planar system, [1] ; and although I originally thought that the considerations presented below were too simple for publication, some of the participants of those discussions suggested that I should write them down. So here I do so, just hoping to broaden and intensify thereby more personal discussions. Bloch's law: According to this law (which is derived in any textbook on solid-state magnetism and is one of the most prominent results of theoretical physics) the temperature dependence of the magnetization M s (T ) of a three-dimensional ferromagnet is simply given by
because each excited magnon reduces the magnetic moment of a ferromagnetic sample by 2 Bohr magnetons. Here T is the Kelvin temperature, β = (k B T ) −1 with the Boltzmann constant k B , and the fraction 1 exp(βǫ( k)−1 represents the thermal expectation value of the number of magnetic excitations ('magnons') with excitation energy ǫ( k), where the wave-vector k has its usual meaning. The integration is over the Brillouin zone BZ of the crystal. For d = 3, if ǫ( k) ∝ k 2 , the integral converges, but for d = 2 it would be 'infrared divergent' in agreement with the famous Mermin-Wagner theorem, [5] . In fact, for the excitation energy ǫ( k) of a magnon in a Heisenberg ferromagnet (and also in itinerant ferromagnets when the spin-orbit interaction, and also the Stoner excitations, are neglected against the collective magnon-like spin excitations) one simply has (for simplicity we assume cubic symmetry): ǫ( k) = D · k 2 , where D is the so-called spin-wave stiffness. Therefore, by the substitution x := βD · k 2 and the replacement d 3 k = 4πk 2 dk one gets the famous result
For Anderson's "poor man", [2] , instead of the usual derivation, one can give the following simpler argument: exp βDk 2 − 1 is approximated for long enough wavelengths and/or high enough T by the 'quasiclassical thermal-energy approximation' βD·k 2 , so that one simply gets
where P hsR(T ) means a typical phase-space radius in k-space, replacing the integral ′ π/a ′ 0 4πk 2 k 2 dk. Here ′ π/a ′ represents a (very large) wavenumber-cutoff corresponding to the upper edge of the Brillouin zone, which is replaced by a sphere as in typical renormalization group arguments. But it would be wrong, if at this place one would perform directly the integration (after having made the above-mentioned quasi-classical approximation leading to the 'thermal-energy prefactor' ( k B T D )); instead, one gets the correct P hsR(T ) by a Pippard-type argument, i.e. simply by equating the dominating energy-resp. temperature-ranges:
. What would be different in a planar system magnetized in-theplane ? One would again expect a quasi-classical approximation exp βǫ
i.e. a pronounced elliptical precession instead of the circular one. For example, if one is dealing with a film of infinite extension in the x-and y-directions, with finite thickness in the zdirection, then (if the film is magnetized in the x-direction) spin-wave deviations in the z-direction are strongly disfavoured energetically, due to the demagnetizing field H DM z = −4πM z . Thus, one would have
s · V is the effective anisotropy energy constant corresponding to the demagnetizing field (V is the volume of the system)). In contrast, spin deviations in the y-direction would not be disfavoured, i.e. ǫ a ( k) ≡ ǫ y ( k) = D · k 2 , as before.
Thus for
This change of the spin-wave dispersion at small wavenumbers by the magnetostatic fields was already noted years ago in an early paper of P. Bruno, [4] , who stated that exactly in this way the Mermin-Wagner theorem, [5] , is invalidated by a 'cut-off effect' related to the magnetostatic interactions, which are not considered in the theorem, [6] . However, note that for the existence of an elliptical precession and of the planar uniaxial anisotropy, we do not need a finite thickness of the magnetic film, i.e. it can also just be a monolayer.
So I suggest that in planar systems (magnetized 'in the plane' by the simultaneous influence of the exchange interaction and an effective in-plane uniaxial anisotropy), M s (T ) should behave as
Here I assumed a similar 'quasi-classical thermal-energy factor' ( k B T D ′ ) as before, but now the phase-space radius P hsR(T ) replaces the inte-
Here the changes of the exponents of the nominator and of the denominator, both exponents changing from 2 to 1, result (for the denominator) from the fact that for k 2 · l 2 exch < ∼ 1 the exponent in the dispersion relation has changed fom 2 to 1, whereas the change in the nominator comes from d 2 k ∼ k 1 dk. But for temperatures above a crossover value T * corresponding to the crossover from long-wavelength to short-wavelength magnons (i.e. for k B T > ∼ k B T * := D ′ · (π/a)), the dominating modes are spin waves with ǫ( k) = Dk 2 , since for k 2 l 2 exch > ∼ 1 one gets this quadratic dispersion, and so P hsR(T ) should once more be proportional to ( k B T D ) 1 2 , i.e. also P hsR(T ) is essentially unchanged. (The fact that here the system 'remembers' the long-wave behaviour while behaving thermodynamically according to the shortwave branch of the magnon dispersion becomes understandable in the renormalization-group (i.e. 'flow line') scenario of Appendix A.)
As a consequence, unexpected in d = 2 dimensions, one has again Bloch's T 3/2 -law: M s (T ) = M s (0) − const ′′ . × T 3/2 , although probably with a larger constant and only for temperatures T > T * . (Note that T * is very small compared with T c .) In fact, the T 3/2 Bloch's law is not only measured for three-dimensional amorphous ferromagnets, [8] , but also for two-dimensional ultrathin films, [9] , which has already been noted by many people, e.g. by [10] , and now by [1] for nanostructured planar systems.
In any case, it would again be wrong to replace our simple scaling arguments by a direct integration, which would lead to the 'Döring-
where T 0 is a constant temperature unit. As far as I know, this has never been observed. Is all this related to quantum phase transitions ? Obviously, the detailed behaviour earns a more thorough study; fortunately, there is a recent careful analysis of an extremely large set of experimental results by U. Köbler, [10] , which leads to an apparently universal classification for the behaviour of M s (T ), although the arguments look quite complicated. The universality of the classification reminds to second-order phase transitions (i.e. for thermal phase transitions there is the well-known 'Griffiths Universality Hypothesis', see e.g. [11] ). But since here the universality is in the low-and intermediatetemperature region and not in the vicinity of the Curie temperature, the 'Griffiths universality' does not apply, and one is probably dealing with 'Quantum Phase Transitions', i.e. one is perhaps in the finitetemperature region of a weakly unstable 'quantum fixed point' and should consider the renormalization-group flow-lines in a diagram joining that 'quantum fixed point' and the thermal 'Curie' fixed point (see the appendices). According to the recent book of S. Sachdev, [12] , in this finite-T-region one should have a very wide range of scaling behaviour, which would explain the wide range of applicability, and the large variety of 'Bloch laws', see below.
The experimental analysis of Köbler is additionally remarkable because of the fact that his generalized 'Bloch's law exponent' η, defined by the behaviour M s (T ) = M s (0) − const. T η , depends on whether the spin-quantum number s of the magnetic atoms is integer or half-integer. In a quasi-classical approximation this distinction makes no sense, but in the context of a quantum phase transition it does. E.g. for an atom with s = 1/2 a change m → (m − 1) would only correspond to a flip of the sign of the local magnetization, whereas for s = 1 a concomitant change would lead to vanishing of all local magnetic properties, [13] .
Therefore one should reconsider the behaviour of M s (T ) in the context of renormalization-group flow lines of quantum phase transitions; perhaps in this way one can better understand and unify the Bloch-like behaviour in thin films and related (patterned) nanostructures, [1] , also for more complicated multispin models as those advocated by U. Köbler, see [10] , by simple crossover-scaling laws for various classes of models, arising from such an approach.
Some ideas concerning these points are already sketched in the appendices, which should be considered as an integral part of this letter and should be read before the following 'conclusions'.
Conclusions: As a consequence of the preceding paragraphs and the appendices, concerning the temperature range considered, we stress that the simple arguments of the present letter, combined with semiquantitative renormalization-group scenarios in Appendix A and Appendix B, do not consider the immediate vicinity of the quantum phase transion at T = 0 nor that of the thermal phase transition at T c but rather apply for the (wide) temperature range between the (very low) crossover temperature T * (≡ C b · D · (π/a) 2 /k B in the case of Appendix A ) and a (much higher) crossover temperature in the range ofT = D · (π/a) 2 /k B . So the quantum fixed point is significant, but at the same time it only plays a secondary role.
All statements in the appendices A to C apply to half-integer s in Köbler's classification, [10] . Additional complications for integer s (outside the region of overwelming importance of the thermal fluctuations) will be shifted to future work and to a more thorough analysis; some preliminary considerations can already be found in Appendix D.
[14] This flow line is obtained by eliminating from the original 3d partition function Z(T, C b ) successively the high-wavenumber degrees of freedom between k max · exp(−l) and k max , where l is a positive infinitesimal. In this way one obtains a renormalized Hamiltonian, i.e. βH → β ′ H ′ , with renormalized anisotropy and renormalized temperature, leading to the same value of Z(T, C b ), see e.g. [11] .
[15] The value of T * does practically not change if one starts the flow not at the fixed point value C min q , but at larger anisotropies.
[16] E.g. in d=3 dimensions the Curie temperature of a Heisenberg model with a large value of s is ∝ s 2 , whereas the largest magnon energy is only ∝ s. Here we only need T * ≪T , whereT (rsp. T * ) is the upper (rsp. lower) crossover temperature of the 'Bloch region' T * < T <T , see the remarks at the end of Appendix B.
[17] M. Przybilski, U. Gradmann, Phys. Rev. Lett. 59 (1987) 1152
Appendix A: T 3/2 crossover-scaling from the quantum fixed point to the thermal fixed point for in-plane magnetized films This is a semi-quantitative 'scenario': We consider a planar cartesian coordinate system, where along the horizontal axis ('x-axis') the (positive) reciprocal uniaxial anisotropy (C b ) −1 is plotted, whereas on the perpendicular axis ('y-axis') the temperature T is plotted. On the horizontal axis one has an 'ordered line segment' ranging from (C b ) −1 = 0 + up to a critical value (corresponding to a minimal necessary uniaxial anisotropy C min b , where the quantum fluctuations just destroy the magnetic order); we equate this minimal anisotropy to an (extremely low) effective temperature T x , i.e. k B T x = C min b . On the outer segment of the 'x-axis', i.e. from (C b ) −1 ≡ (C min b ) −1 to (C b ) −1 = ∞, the quantum fluctuations, which are always present in the case of elliptical spin precession, make the system paramagnetic , i.e. a 'quantum paramagnet' in the sense of [12] .
From the quantum fixed point on the 'x-axis' a flow line emerges, [14], the 'separatrix' between the paramagnetic outer region and the magnetic inner region of the system, i.e. this flow line joins the 'quantum fixed point' with the 'thermal fixed point' on the y-axis, i.e. at the temperature T c the thermal fluctuations are just sufficiently strong to destroy the long-range order. The separatrix begins at first with a positive vertical slope, but soon it turns to the left, resembling a flat elliptical segment running almost parallel to the x-axis in the direction of the y-axis, where it extrapolates, almost horizontally, to a small crossover temperature T * , see [15] and below. On the other hand, at the vertical axis one has a similar scenario, namely long-range order up to the thermal critical temperature (Curie temperature) T c , which is of the order ofT := D · ( π a ) 2 /k B or typically even larger, [16] . From this Curie fixed point on the 'y-axis' our (reciprocal) flow line emerges, starting at first horizontally, but soon turning downwards almost vertically, until it extrapolates to the horizontal axis roughly at (k B T * ) −1 ( ≪ (k B T x ) −1 ), i.e. roughly at the crossover point, where k B T * ≈ C b · D · (π/a) 2 . Now, what counts in the above-mentioned Bloch behaviour, is on the one-hand the thermal energy factor ∝ T , and on the other hand the effective phase space radius ∝ T 1/2 corresponding to only the vertical segment T > T * of the flow line between T * andT (in this region the quasi-classical 'poor man's scaling' considerations apply). Thus one k-space dimension has been effectively 'renormalized away', without invalidating the quadratic dispersion ǫ( k) = D · k 2 in the two remaining dimensions. For starting points with smaller values of x the flow is not much different, i.e. all flow lines must turn around the 'edge' between the crossover point and the origin and then turn upwards towardsT with the same T 3/2 -behaviour; this is the essential point of the apparent universality of the behaviour of the systems in d=2 for T * < T <T , i.e. the described 'channeling' of the flow does not appear in d=3.
Appendix B: T 5/2 crossover-scaling from the quantum fixed point to the thermal fixed point for magnetic wires (d=1) Here the arguments are essentially the same as in Appendix A. We consider a homogeneous ferromagnetic wire stretching from x = −∞ to x = +∞ along the x-axis, with constant circular cross section, magnetized longitudinally, i.e. in the x-direction. Now the effective anisotropy acts with equal strength along the y-axis and the z-axis of the ferromagnetic wire, and the crossover point, which has an ordinatevalue T * (≪ T c ) as before, is now at the smaller anisotropy C * * b = (C * b ) 2 , where C * * b refers to the present Appendix B and C * b to Appendix A (we use dimensionless quantities). This means that now one has a quadratic 'energy factor' ∝ T 2 , but the same 'phase-space radius' ∝ T 1/2 as before in the general formula M s (T ) = M s (0) − const. × ′ Energy F actor(T ) ′ × ′ P hase Space Radius(T ) ′ , although now in the relation ǫ(k dom. ) = D · k 2 dom. = k B T , defining the phase-space radius, the vector k dom. has only one independent component instead of two in Appendix A.
In any case, the resulting T 5/2 dependence is in agreement with the classification of U. Köbler for half-integer s and one-dimensional systems, [10] , and also with experiments by U. Gradmann and cowork-ers, [17] . (The films in [17] are two-dimensional, as those in [9] , but whereas in [9] one has the T 3/2 behaviour of Appendix A, for the films of [17] one has the T 5/2 behaviour of Appendix B, which means that the anisotropies now make the magnetic behaviour of the system after the crossover effectively one-dimensional. In the critical region around T c the effective dimension should return to the value 2).
Actually the magnetic behaviour of the longitudinally magnetized wire is even more complicated. On the one hand, due to the fact that now the dispersion is circular, there are no quantum fluctuations to destroy the long-range order at T = 0, so the minimal anisotropy C min b is 0 + , and [15] plus the remark at the end of Appendix A comes into play for the (ordered) quantum phase. On the other hand, i.e. concerning the 'thermal behavior' near T c , it is known that there is no long range order at finite T in a one-dimensional Ising-class model, because along the wire there are too many 'dynamic kink excitations', i.e. too many instantaneous domain walls separating x-regions with opposite orientation of the magnetization. Here our previous remark, [16], on the difference between the upper value of the spin wave dispersion and the critical value of k B T c comes into play: the flow line considered should really move almost vertically upwards from the (lower) crossover point T * up to the (upper) crossover temperature, which should be of the order of D · ( π a ) 2 /k B , as already mentioned. From the 'upper crossover point' it should turn steeply downwards to the origin, i.e. to the genuine critical temperature T c = 0 + . But this 'downturn region' (or 'upturn region' in case of U. Gradmann's T 5/2 -films) is experimentally outside the range of the 'Bloch behaviour', where one observes this T 5/2 law.
Also two-dimensional systems with a strong uniaxial perpendicular anisotropy should belong the this 'quasi-universality class' with Bloch exponent 5/2. In contrast, in the particular case of a 'reorientation' transition at T = 0, corresponding to a situation, where the effective uniaxial anisotropy is exactly zero, if no additional anisotropies are present, the original Mermin-Wagner theorem becomes applicable and the magnetic order disappears: In practice, due to the magnetostatic interaction, a nontrivial domain structure appears.
Appendix C: T 2 crossover-scaling from the quantum fixed point to the thermal fixed point for itinerant magnets in d=3 The arguments of this appendix are especially simple. We consider a crystalline metallic ferromagnet in d=3 dimensions. The system has separate energy bands {E ↑ ( k)} rsp. {E ↓ ( k)}, and at T = 0 the 'Stoner excitations', i.e. electron-hole excitations with spin flip, where e.g. an electron with energy 'immediately below the Fermi energy E F ', with initial-state wave-vector k and spin ↑, is moved to a state 'immediately above E F ', with a different final-state wave-vector k ′ and spin ↓. Now at finite T , the expression 'immediately above or below E F ' means: 'within an interval of width ≈ k B T around E F . Every such excitation reduces the magnetic moment of the sample by two Bohr magnetons; i.e. in the above-mentioned 'general formula' one has a 'phase-space factor' ∝ (k B T ) 2 , where one of the two powers of k B T stands for the effective phase-space of the initial states, while the other one represents the final states. There is no 'energy factor', since all this happens in the above-mentioned interval immediately near E F .
Similar arguments also apply to itinerant antiferromagnets, in accordance with the observations of U. Köbler, [10] , who always observed the same Bloch power for ferromagnets and antiferromagnets. (But hithertoo I have not found similar arguments for semiconducting magnets, e.g. for EuO.) In contrast, the collective magnon excitations, which are also present in itinerant magnets and which have the same quadratic dispersion as before, seem to give a neglegible contribution to the behaviour of M s (T ) in the temperature range considered, although at very low temperatures a T 3/2 -contribution would always be larger than a T 2 -one. So this means again that one should remain above a certain crossover-temperature, in this time that one to the dominance of the T 3/2 behaviour.
Appendix D: Integer s The arguments in the previous appendices have all considered halfinteger values of s, e.g. s = 1/2. For integer values, e.g. s = 1, one must consider the additional interaction energy, ∼ k B T , which is necessary to break e.g. a s = 1 triplet state of two s = 1/2 spins into two separate s = 1/2 entities. This happens at sufficiently high temperatures at the upper range of the Bloch region, i.e. below the genuine critical temperature region.
So for a single entity the square root of that energy comes into play as an additional energy factor so that Köbler's effective Bloch exponents of η = 3/2 (rsp. η = 5/2) for spin systems with half-integer s and effective Bloch-dimensionality d eff. = 2 (rsp. d eff. = 1) should change for integer s to η = 2 (rsp. η = 3), as observed, see [10] . For d eff. = 3 things are more complicated: according to the tentative arguments of Appendix C, the Bloch exponent η = 2 for d eff. = 3 and half-integer s is given by a product of three terms, which can be written symbolically as (k B T ) 1 initial state × (k B T ) 1 final state × (k B T ) 0 , where the third term represents the constant energy-factor (see Appendix C). However for integer s, due to the above-mentioned interaction effects, the first two factors should each acquire an additional power of (k B T ) 1 , while the third factor should acquire an additional 'square-root power' (k B T ) 1/2 . In this way, starting with the T 2 -behaviour for half-integer s one would expect a T 9/2 -behaviour for integer s, as observed, [10] . Whether this is more than heuristics, has to be shown.
