This paper evaluates the accuracy of linear and nonlinear estimation methods for dynamic stochastic general equilibrium models. We generate a large sample of artificial datasets using a global solution to a nonlinear New Keynesian model with an occasionally binding zero lower bound (ZLB) constraint on the nominal interest rate. For each dataset, we estimate the nonlinear model-solved globally, accounting for the ZLB-and the linear analogue of the nonlinear model-solved locally, ignoring the ZLB-with a Metropolis-Hastings algorithm where the likelihood function is evaluated with a Kalman filter, unscented Kalman filter, or particle filter.
INTRODUCTION
Using Bayesian methods to estimate linear dynamic stochastic general equilibrium (DSGE) models has become common practice in the literature over the last 20 years. Many central banks also use these models for forecasting and counterfactual simulations. The estimation procedure sequentially draws parameters from a proposal distribution, solves the model given that draw, and then evaluates the likelihood function. With linearity and normally distributed shocks, the model solves in a fraction of a second and it is easy to evaluate the likelihood function exactly with a Kalman filter. 1 The financial crisis and subsequent recession compelled many central banks to take unprecedented action to reduce their policy rate to its zero lower bound (ZLB), calling into question linear estimation methods. The ZLB constraint presents a challenge for empirical work because it creates a kink in the central bank's policy rule. The constraint has always existed, but when policy rates were well above zero and the likelihood of hitting the constraint was negligible, it was reasonable to ignore it. The extended period of near zero policy rates over the last decade and the increased likelihood of future ZLB events due to estimates of a lower natural rate has forced researchers to think more carefully about the ZLB constraint and its implications (e.g., Laubach and Williams (2016) ).
Recent empirical work uses a variety of methods to deal with the nonlinearity imposed by the ZLB constraint. 2 Several papers exclude the post-crisis period from their estimation, skirting the nonlinearity and justifying the continued use of linear methods (e.g., Aruoba et al. (2018) ; Christiano et al. (2015) ; Cuba-Borda (2014) ; Del Negro et al. (2015) ; Galí et al. (2012) ). While that is a reasonable approach, at some point it is necessary to incorporate the more recent data and its effects on the model parameters. Another approach is to ignore the constraint and estimate a linear model with all available data (e.g., Ireland (2011); Suh and Walker (2016) ). That approach maintains the simplicity of the estimation procedure but potentially provides inaccurate estimates of the parameters and model predictions. Recognizing this concern, a few recent papers have estimated a fully nonlinear model with an occasionally binding ZLB constraint (e.g., Gust et al. (2017) ; Plante et al. (2018) ). 3 This method provides the most comprehensive treatment of the constraint, but it requires numerically intensive nonlinear solution and estimation techniques. Specifically, it uses projection methods to solve the model and a particle filter to evaluate the likelihood function with each draw. This paper takes an important first step toward comparing the accuracy of linear and nonlinear estimation methods when the ZLB is present in the data. We specify a true parameterization of a nonlinear New Keynesian model with an occasionally binding ZLB constraint, solve the model in this paper. With this mode of comparison, a method is tested with the same empirical strategy applied to most DSGE models. If it turns out that a method is computationally more efficient and more accurate than the ones we examine, it should become the standard for future empirical work.
Our paper is similar in spirit to Fernández-Villaverde and Rubio-Ramírez (2005) who find a neoclassical growth model estimated with NL-PF predicts moments closer to the true moments than the estimates from Lin-KF using two artificial datasets as well as actual data. The primary nonlinearity in their model is high risk aversion, whereas we study the implications of the ZLB constraint. The paper closest to ours is Hirose and Inoue (2016) . They generate artificial datasets from a linear model where the ZLB constraint is imposed using anticipated policy shocks and then apply Lin-KF to estimate the model without the constraint. They find the estimated parameters, impulse response functions, and structural shocks become less accurate as the frequency and duration of ZLB events increase in the data. In contrast, we generate data using a global solution to a nonlinear model and consider alternative estimation methods that use nonlinear filters and global solutions.
We also build on recent empirical work that analyzes the implications of the ZLB constraint (e.g., Gust et al. (2017) ; Iiboshi et al. (2018) ; Plante et al. (2018) ; Richter and Throckmorton (2016) ). These papers use NL-PF to estimate a nonlinear model similar to ours using actual data from the U.S. or Japan that includes the recent ZLB period. Our contribution is to determine the accuracy of these nonlinear methods and show under what conditions they outperform other methods.
We find the ME variances in the particle filter play an important role in the estimation procedure. Positive ME variances are necessary to prevent degeneracy-a situation when all but a few particle weights are near zero. Canova et al. (2014) show the downside of introducing ME is that the posterior distributions of some parameters do not contain the truth in a Smets and Wouters (2007) model estimated with Lin-KF. To prevent degeneracy and increase the accuracy of the particle filter, most papers set large ME variances.
5 Similar to our results, Cuba-Borda et al. (2017) show ME reduces the accuracy of the likelihood function using a calibrated model with an occasionally binding borrowing constraint. Herbst and Schorfheide (2017) develop a tempered particle filter that sequentially reduces the ME variances. They assess its accuracy against the Kalman filter on actual U.S. data with a linear DSGE model and find it outperforms the basic, unadapted, bootstrap particle filter. In our analysis, we set the ME variances and then compare the posterior estimates with several alternative values using a particle filter that adapts to the current observation. The paper proceeds as follows. Section 2 describes our data generating process, including the true model and parameters. Section 3 outlines the estimation and computational procedures. Section 4 defines our accuracy measures and reports the results of our estimation. Section 5 concludes.
DATA GENERATING PROCESS
To test the accuracy of recent linear and nonlinear estimation methods, we generate a large number of artificial datasets from a New Keynesian model with an occasionally binding ZLB constraint,
where the frequency and duration of ZLB events controls the degree of nonlinearity in each dataset.
2.1 MODEL A representative household chooses {c t , n t , b t } ∞ t=0 to maximize expected lifetime utility, E 0
, where β is the subjective discount factor, χ determines the steady state labor supply, 1/η is the Frisch elasticity of labor supply, c is consumption, c a is aggregate consumption, h is the degree of external habit persistence, n is labor hours, b
is the real value of a privately-issued 1-period nominal bond, E 0 is the mathematical expectation operator conditional on information available in period 0, and a is a preference shock that follows
An increase in a t makes households more impatient, which increases demand in period t. The household's choices are constrained by c t + b t /(i t (1 +s)) = w t n t + b t−1 /π t + d t , where π is the gross inflation rate, w is the real wage rate, i is the gross nominal interest rate,s is the steady-state risk premium on the nominal bond, and d is a real dividend from ownership of intermediate firms.
The first order conditions to the household's constrained optimization problem are given by
The production sector consists of a continuum of monopolistically competitive intermediate goods firms and a final goods firm. Intermediate firm f ∈ [0, 1] produces a differentiated good, y t (f ), according to y t (f ) = z t n t (f ), where n(f ) is the labor hired by firm f and z t = g t z t−1 is technology, which is common across firms. Deviations from the balanced growth rate,ḡ, follow
The final goods firm purchases y t (f ) units from each intermediate firm to produce the final good, y t ≡ [ 1 0
, where ǫ > 1 is the elasticity of substitution. It then maximizes dividends to determine its demand function for intermediate good f ,
where
is the price level. Following Rotemberg (1982) , each intermediate firm pays a price adjustment cost, adj t (f ) ≡ ϕ(p t (f )/(πp t−1 (f ))−1) 2 y t /2, where ϕ > 0 scales the cost andπ is the gross inflation rate along the balanced growth path. Given that functional form, firm f chooses n t (f ) and p t (f ) to maximize the expected discounted present value of future dividends, E t ∞ k=t q t,k d k (f ), subject to its production function and the demand for its product, where q t,t ≡ 1, q t,t+1 ≡ β(λ t /λ t+1 ) is the pricing kernel between periods t and t+1, q t,k ≡ k>t j=t+1 q j−1,j , and d t (f ) = p t (f )y t (f )/p t −w t n t (f )−adj t (f ). In symmetric equilibrium, all firms make identical decisions (i.e., p t (f ) = p t , n t (f ) = n t , and y t (f ) = y t ). Therefore, the optimality conditions imply
When ϕ = 0, w t /z t = (ǫ−1)/ǫ, which is the inverse of a firm's markup of price over marginal cost.
The central bank sets the gross nominal interest rate, i, according to
where y gdp is real GDP (the level of output minus the resources lost due to price adjustment costs), i n is the gross notional interest rate,ī andπ are the steady-state or target values of the inflation and nominal interest rates, and φ π and φ y determine the central bank's responses to deviations of inflation from the target rate and deviations of real GDP growth from the balanced growth rate. When the net notional rate is positive, i t = i n t . When it is negative, the ZLB binds and i t = 1. A more negative net notional rate means the central bank is more constrained and the model is more nonlinear.
The model does not possess a steady-state due to the unit root in technology, z t . Therefore, we redefine the subset of variables with a trend in terms of technology (i.e.,x t ≡ x t /z t ). The detrended equilibrium system includes the two stochastic processes, (1) and (2), the ZLB constraint, (5), and
A competitive equilibrium consists of infinite sequences of quantities, {c t ,ỹ t ,ỹ
, and exogenous variables, {a t , g t } ∞ t=0 , that satisfy the detrended equilibrium system, given the initial conditions, {c −1 , i n −1 , a 0 , g 0 , ε i,0 }, and sequences of shocks, {ε g,t , ε a,t , ε i,t } Table 1 shows the true model parameters. In general, the true parameters were chosen so our data generating process is characteristic of actual U.S. data. The steadystate growth rate (ḡ), inflation rate (π), and risk-premium (s) are equal to the time averages of per capita real GDP growth, the percent change in the GDP implicit price deflator, and the Baa corporate bond yield relative to the yield on the 10-Year Treasury from 1992Q1-2016Q4 (100 quarters). The subjective discount factor, β, is set to 0.9955, which is the time average of the values implied by the steady-state consumption Euler equation and the federal funds rate. The corresponding annualized steady-state nominal interest rate is 2.7%, which is consistent with the sample average and current long-run estimates of the federal funds rate. The leisure preference parameter, χ, is set so steady-state labor equals 1/3 of the available time. The elasticity of substitution between intermediate goods, ǫ, is set to 6, which matches the estimate in Christiano et al. (2005) and corresponds to a 20% average markup of price over marginal cost. The Frisch elasticity of labor supply, 1/η, is set to 3 to match the macro estimate in Peterman (2016) . The other parameters are set to round numbers that are in line with the posterior parameter estimates from similar models in the literature.
PARAMETER VALUES

SOLUTION AND SIMULATION METHODS
We solve the nonlinear model with the policy function iteration algorithm described in Richter et al. (2014) , which is based on the theoretical work on monotone operators in Coleman (1991) . We discretize the endogenous state variables and approximate the exogenous states, s t , g t , and ε i,t , using the N-state Markov chain in Rouwenhorst (1995) . The Rouwenhorst method is attractive because it only requires us to interpolate along the dimensions of the endogenous state variables, which makes the solution more accurate and faster than quadrature methods. To obtain initial conjectures for the nonlinear policy functions, we solve the log-linear analogue of our nonlinear model with Sims's (2002) gensys algorithm. Then we minimize the Euler equation errors on every node in the state space and compute the maximum distance between the updated policy functions and the initial conjectures. Finally, we replace the initial conjectures with the updated policy functions and iterate until the maximum distance is below the tolerance level. See Appendix B for a more detailed description of the solution method.
We generate data for real GDP growth, the inflation rate, and the nominal interest rate by simulating the model using the nonlinear policy functions, so the vector of observables is given by
We also save the other variables in the equilibrium system to calculate the accuracy of the estimated states. Each simulation is initialized with a draw from the ergodic distribution and contains 104 quarters. We use the first 4 quarters as a training period when filtering the data, so our accuracy measures are based on the last 100 quarters of each data set. We chose this data length because it is similar to what most researchers use when estimating DSGE models with actual data. We create 640 datasets to ensure large differences in their degree of nonlinearity. Figure 1 plots histograms of the number of quarters the ZLB binds in each dataset. Some of our results are based on a subset of the datasets, so we provide a histogram for the first 128 datasets and all 640 datasets.
The fraction of quarters where the ZLB binds largely determines the degree of nonlinearity in the data, which will affect the accuracy of each estimation method. The ZLB binds in at least 1 quarter in 574 of the 640 datasets. On average, the ZLB binds in about 6 of the 100 quarters in each dataset. When we condition on datasets where the ZLB binds for at least 5 (10, 15, 25) quarters, the average increases to 10 (14.3, 19.2, 28) quarters. The average when the ZLB binds for at least 25 quarters equals the number of quarters that the federal funds rate was stuck at zero over the last 100 quarters.
Another important statistic is the duration of the longest ZLB event in a given dataset because it is a key indicator of the severity of the ZLB constraint. Across all datasets, the average duration of the longest ZLB event is about 3.3 quarters. Conditional on datasets with at least 5 (10, 15, 25) ZLB quarters, that value increases to about 5 (6.5, 8.5, 10.1) quarters. These values fall well short of the 28 quarter ZLB event in the U.S. from December 2008 to December 2015. However, recent estimates of the notional rate indicate it was close to zero for large portions of that period, suggesting the Fed was not constrained for all 28 quarters (Gust et al. (2017) ; Plante et al. (2018) ). Datasets with longer durations than we consider would increase the importance of using nonlinear methods.
ESTIMATION METHODS
We estimate the model described in section 2.1 with Bayesian methods. For each data set, we draw parameters from a proposal distribution, solve the model conditional on that draw, filter the data to evaluate the likelihood function, and use a random walk Metropolis-Hastings algorithm to determine whether to accept or reject the draw. We examine the accuracy of several estimation methods. First, we estimate the log-linear analogue of the nonlinear model, solved using Sims's (2002) gensys algorithm, with a Kalman filter (Lin-KF). This method is by far the least computationally expensive and the most common approach in the literature for estimating DSGE models.
Second, we estimate the nonlinear model with a particle filter (NL-PF). We follow Algorithm 12 in Herbst and Schorfheide (2016) and adapt the bootstrap particle filter described in Fernández-Villaverde and Rubio-Ramírez (2007) to include the information contained in the current observation, so the model better matches extreme outliers in the data. NL-PF is far better equipped to handle the nonlinearities in the data, but it also imposes a much larger computational burden than Lin-KF because it requires us to solve the nonlinear model for each draw from the proposal distribution.
Finally, as a potential middle-ground between Lin-KF and NL-PF, we estimate the nonlinear model with an unscented Kalman filter (NL-UKF) following Julier and Uhlmann (1997). The unscented Kalman filter modifies the basic Kalman filter for nonlinear models. It propagates a deterministic set of points through the nonlinear state equation to approximate the mean and variance of the conditional state distribution, whereas the particle filter approximates the entire distribution using a much larger number of points. Therefore, the unscented Kalman filter is faster than the particle filter but potentially less accurate. Appendix C describes each estimation procedure in detail.
The measurement equation is independent of the solution method and given by x t = Hs t + ξ t , where
′ is the state of the system, H is an observable selection matrix, and ξ ∼ N(0, R) is a vector of measurement errors (MEs) with covariance matrix R. The primary difference between estimating the linear and nonlinear models is the state equation. In the former case, it is given by s t = T (ϑ)s t−1 + M(ϑ)ε t and in the latter case it is given by
′ is a vector of parameters,
T and M are the transition and impact matrices from the linear solution, Ψ is a vector-valued function of the nonlinear equilibrium system of equations, and
′ is a vector of shocks. Table 2 displays information about the priors. The prior means are set to the true parameter values to isolate the influence of other aspects of the estimation procedure, such as the solution method and filter. Different prior means would most likely affect the accuracy of the estimation and contaminate our results. The prior standard deviations are relatively diffuse to give the algorithm the flexibility to search the parameter space and consistent with the values used in the literature.
We are free to set the ME variances to zero when we use the Kalman filter, since the number of observables is equal to the number of shocks. The particle filter, however, always requires positive ME variances to avoid degeneracy. Unfortunately, there is very little consensus in the literature on how to set these values, despite their potentially large effect on the posterior estimates. For example, Ireland (2004) allows for cross-and auto-correlated MEs. However, he finds the real business cycle model's out-of-sample forecasts improve when the ME covariance matrix is diagonal. Guerrón-Quintana (2010) finds that introducing i.i.d. MEs and fixing their variance to 10%
or 20% of the standard deviation of the data improves the empirical fit and forecasting properties of a medium-scale New Keynesian models. Fernández-Villaverde and Rubio-Ramírez (2007) estimate the ME variances instead of fixing them, but Doh (2011) argues that approach can lead to complications because the ME variances are similar to bandwidths in nonparameteric estimation. Given those findings, we decided to use a diagonal ME covariance matrix and fix the variances, consistent with most other papers that use a particle filter (e.g., An and Schorfheide (2007) ; Bocola ( consider three values for the ME variance of real GDP growth, inflation, and the nominal interest rate: 5%, 10%, and 20% of their variance in the data. These percentages capture the wide range of values in the literature. As a benchmark, we also use 0% ME variances when we estimate Lin-KF.
Our estimation procedure has three stages. First, we conduct a mode search to create an initial variance-covariance matrix for the estimated parameters. The covariance matrix is based on the parameters corresponding to the 90th percentile of the likelihoods from 5,000 draws. Second, we perform an initial run of the Metropolis-Hastings algorithm with 25,000 draws from the posterior distribution. We burn off the first 5,000 draws and use the remaining draws to update the variancecovariance matrix from the mode search. Third, we conduct a final run of the Metropolis-Hastings algorithm. We obtain 100,000 draws from the posterior distribution and then thin by 100 to limit the effects of serial correction. Therefore, each posterior distribution contains a sample of 1,000 draws.
The algorithm is programmed in Fortran using Open MPI and executed on a cluster. We run the chains in parallel across several supercomputers. When we estimate Lin-KF, each chain uses a single core. To estimate NL-UKF and NL-PF, each chain uses 20 cores because we parallelize the nonlinear solution across the nodes in the state space. For example, if a cluster has 100 cores available, we can simultaneously run 100 Lin-KF chains but only 5 NL-PF chains. To increase the accuracy of the particle filter, we evaluate the likelihood function on each core. Since each NL-PF chain uses 20 cores, we obtain 20 likelihoods and then determine whether to accept or reject a candidate draw based on the median likelihood. This step reduces the variance of the likelihoods from seed effects at no additional computational cost. The filter uses 40,000 particles for our main results, but we also examine the accuracy of NL-PF when the filter uses 20,000 and 80,000 particles in Appendix A. Table 3 reports the medians and credible sets of the computing times for each estimation method across 128 datasets. We approximate the times by calculating the average seconds per draw across the 1,000 draws from the posterior distribution. We also provide hours per dataset, which we extrapolated by multiplying seconds per draw by 130,000 draws and dividing by 3,600 seconds per hour. We report the times for Lin-KF, NL-UKF, and NL-PF on 1, 20, and 20 cores, respectively.
For each method, we set the ME variances to 5%. The estimation times depend on the hardware, but there are a couple interesting points. One, with 20 cores, NL-UKF used only about 3.2 seconds per draw, which corresponds to 115 hours or less than 5 days per dataset. Therefore, nonlinear estimation is possible in a reasonable amount of time on a single workstation. Two, even NL-PF finished in less than 2 weeks, which made it feasible for us to estimate a large number of datasets.
POSTERIOR ESTIMATES AND ACCURACY
4.1 ACCURACY MEASURES We measure the accuracy of each estimation method by calculating the root-mean square-error in the estimated parameters, RMSE θ , and filtered state variables, RMSE s . In the former case, the error is the difference between a draw from the posterior distribution,θ d , and the true parameter,θ. In the latter case, the error is the difference between the median filtered state variables based on a draw from the posterior distribution,ŝ d , and the true state variables,s. For parameter i, state variable j, dataset k, and method h, the statistics are given by
where N d = 1000 is the number of posterior draws after thinning and T = 100 is the number of quarters in each data sample.θ d,i,k,h ∼ p(θ i |k, h) is the dth draw of parameter i from its posterior distribution, conditional on dataset k and estimation method h.ŝ d,j,k,h,t is jth median filtered state variable based on parameter draw d, conditional on dataset k, estimation method h, and quarter t. There are two primary benefits of the RMSE statistics. One, they assess the accuracy of the entire distribution, rather than just the median draw. Specifically, the RMSE statistics naturally weight the errors according to their posterior distribution, so the errors near the center of the distribution have a larger weight than the errors in the tails. Two, we are able to obtain an overall measure of accuracy across the estimated parameters because RMSE θ is normalized by the true parameter, θ i , to remove scale differences. Similarly, we report the accuracy of the state variables by summing the errors across all periods in our sample. Appendix A shows how well each method is able to recover the true means, standard deviations, and covariances in each dataset. For each statistic, we report quantiles across the datasets to identify differences in the accuracy of each estimation method.
PARAMETER ESTIMATES AND MARGINAL DATA DENSITIES We begin by comparing the
posterior parameter estimates to the true values in table 4. There are three estimation methods: the linear model estimated with a Kalman filter and 0% ME variances (Lin-KF-0%), the linear model estimated with a Kalman filter and 5% ME variances (Lin-KF-5%), and the nonlinear model estimated with a particle filter and 5% ME variances (NL-PF-5%). We report the medians and 90% credible sets for each parameter and method after pooling the draws from all datasets and the subsample of datasets where the ZLB binds for at least 15 quarters. Differentiating the results based on the frequency of ZLB events shows how the amount of nonlinearity in the data affects the estimates.
In the unconditional sample, it appears there is little benefit to using NL-PF-5%, even though the ZLB binds on average for 6 quarters. For all but two parameters, the median NL-PF-5% estimates are further from the truth than the Lin-KF-0% estimates and the values are similar to the Lin-KF-5% estimates. The benefits of NL-PF-5% are clearer when the data spends at least 15 quarters at the ZLB. While most of the NL-PF-5% estimates are just as accurate as they were in the unconditional sample, the Lin-KF-0% and Lin-KF-5% estimates are typically farther from the truth. NL-PF-5% has the biggest advantage in estimating the persistence and standard deviation of the preference shock (ρ a and σ a ) because those parameters affect the frequency and duration of ZLB events.
However, the median NL-PF-5% estimates are less accurate than the linear estimates along some dimensions, in spite of the nonlinearity in the data. For example, the true price adjustment cost parameter is 100, but it increases from 105.8 in the unconditional sample to 111.5 in the ZLB sample.
The second to last row in table 4 shows the median and 90% credible sets of the marginal data densities, ℓ, across our datasets. The density is based on Geweke's (1999) harmonic mean estimator, which indicates how well each method fits the data. We adjust the values for the number of mode search draws where the nonlinear solution method did not converge, so the prior density integrates to one. In the unconditional sample, the differences between the median data densities are small across the three methods. When we condition on datasets where the ZLB binds for at least 15 quarters, the nonlinear model fits the data better, while the linear models fit the data slightly worse.
To get an indication of whether the differences in empirical fit are statistically significant, we compute the distribution of the differences between an alternative method and Lin-KF-0% with each dataset. The difference between any two median density values, ∆ℓ, is known as the Bayes factor (in logs). A value greater than 4.6 (log 10 2 ) is viewed as decisive evidence in favor of the alternative method. The median and 90% credible sets of the differences are shown in the last row. Positive values indicate an alternative method fits the data better than Lin-KF-0%. If the credible set does not include zero, it indicates that the differences in the marginal data densities are statistically significant at the 10% level. The results confirm our previous findings. NL-PF-5% does not provide a statistically significant advantage across all datasets. However, when restricting attention to datasets with at least 15 ZLB quarters, the differences are significant and decisive.
These results demonstrate that the data must contain a reasonable amount of nonlinearity for the nonlinear model to have a statistically significant advantage over the linear model in fitting the data. Table 5 shows how well each estimation method is able to recover the true parameters. For each parameter, dataset, and method, we first calculate RMSE θ as well as the sum of the errors across the parameters (bottom row, denoted by Σ). We then calculate the ratio of the errors with each alternative method relative to the error with Lin-KF-0% and report the median and 90% credible sets of the ratios across the datasets. A value less (greater) than one indicates an alternative method is more (less) accurate than Lin-KF-0%. If the credible set does not include one, it indicates that the differences in accuracy are statistically significant at the 10% level. Across all datasets, the nonlinear model has a slight advantage over Lin-KF-0% along a few dimensions, including the sum of the errors across all parameters. However, none of the differences are statistically significant, even though the ZLB binds on average for 6 quarters. When we condition on datasets where the ZLB binds for at least 15 quarters, the results change. Positive ME variances in the Kalman filter lead to even less accurate estimates than in the unconditional sample, including two parameters (σ i and ρ a ) that are significantly different from Lin-KF-0%. In contrast, the nonlinear model becomes relatively more accurate along most dimensions. The differences are statistically significant for the two parameters (ρ a and σ a ) with the largest impact on whether the ZLB binds each quarter. Interestingly, the sum of the errors is not statistically different from Lin-KF-0%.
PARAMETER ACCURACY
When turning to the small subset of datasets where the ZLB binds for at least 25 quarters, the results are even more stark. The total error as well as four of the nine parameters with Lin-KF-5% are statistically less accurate than Lin-KF-0%. The opposite is true of the nonlinear model. The total error, as well as the RMSE in two of the nine parameters, is statistically less than Lin-KF-0%. Two key takeaways emerge from these results: (1) Positive ME variances in the observation equation of the filter hurt the accuracy of the estimation; (2) the data must be highly nonlinear for the particle filter to overcome positive ME variances and become statistically more accurate than Lin-KF-0%. Table 6 examines a much broader set of specifications. The table shows results for the nonlinear model estimated with the unscented Kalman filter (NL-UKF) and for each specification with 10% and 20% ME variances. We also condition on datasets with at least 5 quarters and at least 10 quarters at the ZLB to provide more variation in the degree of nonlinearity in the data. To accommodate the additional specifications, we lowered the number of datasets from 640 to 128, though most of the previous results are robust to the smaller sample size. The top panel shows the parameter accuracy for each method relative to Lin-KF-0%. The values are based on the total error across the parameters so they are analogous to the values in the bottom row of table 5. There are several key findings. One, the ME variances have a large impact on accuracy. Regardless of the estimation method and dataset, lower ME variances lead to more ac-curate estimates. As the ME variances increase, the filter is more likely to treat extreme realizations in the data as ME, even though outliers are the most informative about the true parameter values. Setting the ME variances to 0% treats all tail realizations as informative variations in the data.
ADDITIONAL SPECIFICATIONS
Two, for a given value of the ME variances, NL-PF is more accurate than the other methods and the differences in accuracy become larger as the fraction of time spent at the ZLB increases.
Three, NL-UKF is consistently more accurate than Lin-KF and the accuracy increases when the data is more nonlinear, similar to our results with NL-PF. NL-UKF is always less accurate than NL-PF, but takes less than half as much time to estimate NL-PF and it is nearly as accurate.
Therefore, it may be reasonable to prefer NL-UKF for some models, even though it is less accurate.
Four, if the ME variances are too large, Lin-KF-0% is more accurate than both NL-UKF and NL-PF, even if the data is highly nonlinear. For example, when the ZLB binds for at least 15 quarters and the ME variances are set to 5%, NL-PF is considerably more accurate than Lin-KF-0%, whereas the opposite result occurs with 20% ME variances. When using all of the datasets, NL-PF-20% is statistically less accurate than Lin-KF-0%. These results are important, since it is common in the literature to specify large ME variances to increase the accuracy of the particle filter.
The values in the bottom panel are the marginal data densities for the same specifications in the top panel, relative to Lin-KF-0%. These values are analogous to those in the bottom row of table 4. There are several similarities with the accuracy results. One, the data density always increases as the ME variances decline. Two, NL-PF typically has the highest data density and the advantage over the Lin-KF-0% density increases with the number of ZLB quarters in the data. The one counterexample is when the ME variances are equal to 20%. Given a sufficiently high ME variance, any improvement in the data density from using a nonlinear model instead of a linear model is completely washed away, even when the data spends many quarters at the ZLB. This result demonstrates that the presence of ME variance significantly biases the estimates. Any research that compares the estimates from linear and nonlinear models could erroneously conclude there is either no or a very small benefit to using the nonlinear model simply because the ME variances are too large. Table 7 shows how well each method is able to recover the latent preference shock state across time. For each dataset, we calculate RMSE s , which sums the errors across time based on the median filtered states. Just like in previous tables, we calculate the ratio of the errors with each alternative method relative to the error with Lin-KF-0% and report the median and 90% credible sets of the ratios across the datasets. We focus on the preference shock state because it has the largest impact on whether the ZLB binds in each period. It is also the only state variable that is persistent across time and not linked to one of the observables. Similar to the results for the parameters, the accuracy of the filtered states improves as the ME variances decrease, regardless of the estimation method. As long as the ME variances are suffi- ciently low (e.g., 5% of the variance in the data), both NL-UKF and NL-PF provide statistically more accurate estimates of the preference shock state across all datasets. When we condition on datasets that spend a larger number of quarters at the ZLB, the differences in accuracy between the linear and nonlinear estimation methods become even larger, particularly with NL-PF. The nonlinear model provides significantly more accurate estimates than the linear model for two reasons.
ACCURACY OF THE LATENT STATES
One, the nonlinear model accounts for the expectation of entering, staying at, and exiting the ZLB. Two, a lower preference shock state generates simultaneous declines in inflation and real GDP growth that make the ZLB more likely to bind and for a longer duration, which is exacerbated by the fact that it is highly persistent. Therefore, historical estimates of the state variables are the most accurate with a method that sets small ME variances and uses both a nonlinear solution and filter.
4.6 IMPULSE RESPONSES To show the economic implications of the parameter bias and solution method, we compare generalized impulse response functions (GIRFs) to the true GIRFs across our estimation methods. The advantage of using GIRFs over traditional impulse response functions is that we can more accurately compare the effects of shocks in different states of the economy. To compute GIRFs, we follow the procedure in Koop et al. (1996) . Given an initial state, we first calculate the mean of 10,000 model simulations using random shocks in every quarter (i.e., the baseline path). We then calculate a second mean from another set of 10,000 simulations, but this time the shock in the first quarter (e.g., a preference shock) is replaced with the desired shock size. The GIRF is defined as the difference between the two mean paths. See Appendix D for further details. Figure 2 shows the responses of real GDP growth to a negative 2 standard deviation preference shock. A preference shock is a proxy for a change in demand because it determines households' degree of patience. Negative shocks cause households to postpone consumption to future periods, which reduces current real GDP growth. We focus on this shock, rather than the technology growth or monetary policy shocks, because it is the primary mechanism for generating ZLB events in the model. GIRFs are calculated with the true nonlinear model and the estimated linear and nonlinear models, which are parameterized at the posterior mean estimates for each of the 53 datasets that spend at least 15 quarters at the ZLB. We use that subset since those datasets look more like recent U.S. data and better highlight the potential shortfalls of linear estimation methods. The Lin-KF-0% estimates are shown in the left column and the NL-PF-5% estimates are provided in the middle column. We also show what happens if estimates are obtained with Lin-KF-0% and then the responses are computed with the nonlinear solution method (right column), as some other papers have done.
The true response (solid line) is compared to the estimated median response (dashed line). The 90% credible sets (shaded regions) show variation in the estimated GIRFs across the datasets. In the top row, the GIRFs are initialized at the true stochastic steady state and in the bottom row they are initialized in a ZLB state. The ZLB state is the average state in quarters when the notional rate is between −0.6% and −0.4% in a long simulation of the true model. In the ZLB state, the average notional rate is −0.5%, which equals the 2008Q4 estimate for the U.S. from Plante et al. (2018) .
In steady state (top panel), while not significant, the median Lin-KF-0% response on impact is bigger than the truth since the estimates must compensate for the absence of the ZLB in the solution. However, the median NL-PF-5% response closely follows the truth. If researchers instead computed GIRFs with the nonlinear solution using estimates from Lin-KF-0%, they would significantly overpredict the effect of the shock on impact and be worse off than using the linear solution.
The effect of the shock is independent of the state of the economy in a linear model, so Lin-KF-0% predicts the same 1% decline in real GDP growth in the ZLB state (bottom panel) as it does in steady state. However, the true response of real GDP growth is much larger (−1.4%) because the ZLB amplifies the effect of the shock in the data. When the nominal interest rate is far from the ZLB, the drop in real GDP growth is damped by the monetary policy response. When the ZLB binds, the central bank cannot respond by lowering its policy rate, which leads to the larger decline in real GDP growth. Therefore, the true response is far outside the Lin-KF-0% credible set. In contrast, the median NL-PF-5% response coincides with the true response of real GDP growth in the ZLB state. If estimates are obtained with Lin-KF-0% and the GIRFs are computed with the nonlinear solution, the median impact (−1.8%) is significantly different from the truth. Researchers are equally worse off using the linear and nonlinear solution with the Lin-KF-0% parameter estimates. The key takeaway from these simulations is that the errors in estimating the parameters and latent states, as shown in previous tables, will generate significant errors in the model's predictions.
CONCLUSION
This paper examines the accuracy of linear and nonlinear estimation methods for DSGE models using artificial datasets generated from a nonlinear New Keynesian model with an occasionally binding ZLB constraint. We find the accuracy of each method crucially depends on the size of the ME variances in the observation equation and the number of quarters the ZLB binds in the data. As long as the ME variances are not too large (e.g., less than 5% of the variance in the data) and there is a sufficient presence of the ZLB in the data (more than 15% of quarters in the sample), the nonlinear model estimated with a particle filter is statistically more accurate than the linear model estimated with a Kalman filter. These findings are particularly important in light of the recent ZLB experience in the U.S., Japan, and the Euro Area and the increased likelihood of future ZLB events. Over the last decade, researchers have used a variety of posterior samplers, solution methods, and filters for policy analysis. Our framework provides a unified way to assess the relative performance of different methods applied to our datasets. For example, a promising alternative to the random walk Metropolis-Hastings (RWMH) algorithm is the sequential Monte Carlo (SMC) method first applied to a DSGE model by Creal (2007) . Herbst and Schorfheide (2014) find SMC is better suited for multimodal and irregular posterior distributions than RWMH, and parallelization helps reduce the numerical cost of SMC even though it performs significantly more evaluations of the likelihood function than a typical RWMH algorithm. A popular alternative to our global solution method is to use the Smolyak method to discretize the state space, low-order Chebyshev polynomials to approximate the policy functions, and fixed-point iteration (e.g., Fernández-Villaverde et al. (2015) ; Gust et al. (2017); Judd et al. (2014) ). Our results can also serve as a benchmark for continued improvements to the particle filter, such as the tempered particle filter proposed by Herbst and Schorfheide (2017) . Finally, while the UKF is a significant improvement over the Kalman filter, the central difference Kalman filter has the potential to further improve accuracy (Andreasen (2013) ).
Aside from studying our model with an occasionally binding ZLB constraint, researchers could compare estimation methods applied to artificial datasets generated by models with other potentially important nonlinearities, such as asymmetric adjustment costs, firm default, borrowing constraints, search frictions, and stochastic volatility. Another line of research could examine the role of model misspecification. For example, one could generate datasets with a global solution to a medium-scale model and then ask how well a small-scale model can recover key parameters. We believe this line of work will uncover key nonlinear features and deliver methodological advances.
A ADDITIONAL RESULTS Table 8 shows the accuracy of several unconditional moments in the data. We obtain 1,000 simulations of 100 quarters for each estimation method, posterior draw, and dataset. We then take the median of each moment across the 1,000 simulations and compute the RMSE across the posterior draws. Finally, we normalize the RMSE for a given moment by the error with Lin-KF-0% and report the median and (5%, 95%) credible sets across the datasets. Similar to previous tables, a number less than one indicates an alternative method predicts a moment closer to the truth than the one predicted by Lin-KF-0%. Credible sets that include one imply statistically insignificant differences.
Unconditional (640 datasets Unconditionally, NL-PF-5% predicts means that are closer to the truth than the estimates with the linear models, since the nonlinear solution accounts for differences between the deterministic and stochastic steady states. In datasets with many ZLB quarters, NL-PF-5% is also closer to the truth for other moments, such as some of the standard deviations, serial-correlations, and cross-correlations. For example, when conditioning on datasets with at least 25 ZLB quarters, NL-PF-5% is significantly closer to the truth than Lin-KF-0% for mean(π), mean(i), std(π), std(i), and corr(i t , i t−1 ) because it accounts for changes in volatility and persistence induced by the ZLB. Table 9 shows how the number of particles in NL-PF-5% affects the posterior estimates. We report the medians and (5%, 95%) credible sets of the marginal data densities and estimated param-Unconditional (128 datasets) ZLB quarters ≥ 15 (13 datasets) Ptr NL-PF-5%-20k NL-PF-5%-40k NL-PF-5%-80k NL-PF-5%-20k NL-PF-5%-40k NL-PF-5%-80k eters with 20,000, 40,000 (baseline specification), and 80,000 particles. We find almost no variation in the medians or credible sets, even when conditioning on datasets that spend at least 15 quarters at the ZLB. Although these results clearly depend on the model specification and the number of observables, they indicate that it is safe to use a smaller number of particles than what is traditionally used in the literature. Adapting the particle filter to the current observation and performing multiple runs of the filter for each draw most likely improved accuracy and played a major role in our results.
B NONLINEAR SOLUTION METHOD
We begin by compactly writing the detrended nonlinear equilibrium system from section 2.1 as
where f is a vector-valued function,
′ is a vector of variables,
′ is a vector of state variables, and ϑ ≡ [β, η, ǫ,n,s,ḡ,π, ϕ, φ π , φ y , h, ρ a , ρ i , σ g , σ a , σ i ] ′ is a vector of all the model parameters.
There are many ways to discretize the exogenous state variables, g t , a t , and ε i,t . We use the Markov chain in Rouwenhorst (1995) , which Kopecky and Suen (2010) show outperforms other methods for approximating autoregressive processes. The bounds on i n t−1 and c t−1 are respectively set to ±2.5% and ±4% of the deterministic steady state to contain the filtered state variables based on posterior draws. We discretize the state variables into (8, 12, 8, 7, 7) evenly-spaced points. In total, there are D = 37,632 nodes in the state space, and the realization of z t on node d is denoted z t (d). The Rouwenhorst method provides integration nodes, [g t+1 (m), a t+1 (m), σ i,t+1 (m)], with weights, φ(m), for m ∈ {1, . . . , M}. Since the exogenous variables evolve according to a Markov chain, the number of future realizations is the same as the state variables, (8, 12, 8) , or M = 768.
For the policy functions, we approximatec t (z t ) and π iv. If the stochastic steady state exists, then use the particle filter in section C.2 to obtain the log-likelihood value for the model, log ℓ model i
, otherwise repeat 5(a)i.
v. Accept or reject the candidate draw according to
whereû is a draw from a uniform distribution, U[0, 1], and the posterior loglikelihood associated with the candidate draw is log ℓ 6. Following the procedure in step 5, perform a final run of the Metropolis-Hastings algorithm, whereθ 0 =θ preM H and Σ = Σ preM H . We set N d = 100,000 and keep every 100th draw.
The remaining 1,000 draws form a representative sample from the joint posterior density.
C.2 ADAPTED PARTICLE FILTER Henceforth, our definition of s t from Appendix B is referred to as the state vector, which should not be confused with the state variables for the nonlinear model.
1. Initialize the filter by drawing {ε t,p } 0 t=−24 for all p ∈ {0, . . . , N p } and simulating the model, where N p is the number of particles. We initialize the filter with the final state vector, s 0,p , which is approximately a draw from the model's ergodic distribution. We set N p = 40,000.
2. For t ∈ {1, . . . , T }, sequentially filter the data with the linear or nonlinear model as follows:
(a) For p ∈ {1, . . . , N p }, draw shocks from an adapted distribution, ε t,p ∼ N(ε t , I), wherē ε t maximizes p(ξ t |s t )p(s t |s t−1 ) ands t−1 = t,p ε t,p /2) exp(−(ε t,p −ε t ) ′ (ε t,p −ε t )/2) .
Without adaptation,ε t = 0 and ω t,p = p(ξ t |s t,p ), as in a basic bootstrap particle filter.
The time-t contribution to the log-likelihood is ℓ ii. Similarly, augment the state covariance matrix, P , with the shocks covariance matrix, I (the identity matrix), and the measurement error covariance matrix, R, 
This update step is the same as the basic Kalman filter. The time-t contribution to the log-likelihood is log ℓ model t = −(log |S t | + ξ 
D GENERALIZED IMPULSE RESPONSE FUNCTIONS
The general procedure for calculating GIRFs is described in Koop et al. (1996) . The GIRFs are based on the average path from repeated model simulations and generated with the following steps:
1. Initialize each simulation with the desired state vector, s 0 (e.g., the stochastic steady state).
To calculate the stochastic steady state, we simulate the model without shocks. The stochastic steady state is defined as the state vector where |s t −s t−1 | converges to zero, which differs from the deterministic steady state since the policy functions embed higher order moments.
2. Draw random growth rate, preference, and monetary policy shocks, {ε t } N t=0 , for each simulation, where N is the simulation length. From the initial state vector, s 0 , simulate N GIRF equilibrium paths, {x j t (s 0 )} N t=0 , where j ∈ {1, 2, . . . , N GIRF } and N GIRF = 10,000.
3. Using the same draws of shocks from step 2, replace the preference shock in period one with a 2 standard deviation shock (i.e., set ε a,1 = 2σ a ). Then simulate the model with these alternate sequences of shocks to obtain N GIRF equilibrium paths, {x 
5.
The difference between the two average paths is a GIRF.
