ABSTRACT. We examine the question of when a quadratic polynomial f (x) defined over a number field K can have a newly reducible nth iterate, that is, f n (x) irreducible over K but f n+1 (x) reducible over K, where f n denotes the nth iterate of f . For each choice of critical point γ of f (x), we consider the family
INTRODUCTION
Let K be a number field and f (x) ∈ K [x] . By the nth iterate f n (x) of f (x), we mean the n-fold composition of f with itself. Determining the factorization of f n (x) into irreducible polynomials has proven to be an important problem. From a dynamical perspective, it is a question about the inverse orbit O − (z) := n≥1 f −n (0) of zero, which has significance in various ways. For instance, it accumulates at every point of the Julia set of f [1, p. 71] . The field of arithmetic dynamics seeks to understand sets such as O − (z) from an algebraic perspective, and finding the factorizations of f n (x) fits into this scheme: a nontrivial factorization arises from an "unexpected" algebraic relation among elements of O − (z). In addition, understanding the factorization of f n (x) has proven to be a key obstacle in determining the Galois groups of f n (x) (see [10, 13] or [12] for the case of some rational functions). These Galois groups provide a sort of dynamical analogue to the well-studied -adic Galois representations [3] .
In general, the factorization of the iterates of f can exhibit a wide variety of behaviors. For instance, in [8, Lemma 1.1] it is shown that for each n ≥ 1 there exist (many) number fields K such that for some f (x) ∈ K[x], f n+1 (x) is newly reducible, that is, f n (x) is irreducible over K but f n+1 (x) is reducible over K. More specifically, it follows from [18, p. 243] and [8, Lemma 1.1] that if f (x) = x 2 + m for m ∈ Z >0 , m ≡ 1, 2 mod 4, then for any fixed n ≥ 1 there exists a number field K such that f n+1 (x) is newly reducible over K. But what happens when we fix the number field K to start with, and ask about the factorization of f n (x) as n grows? Many authors have examined this question, in general with the aim of giving criteria that ensure all iterates are irreducible (see, e.g., [14] [15, Section 4] ). Most usefully for our purposes, Danielson and Fein [6] examine the case when f (x) = x d + m, for d ≥ 2. They show, for instance, that if m ∈ Z and f (x) is irreducible, then all iterates of f are irreducible. In fact they only assume that K is the quotient field of a unique factorization domain R, and in this case they show that certain strong diophantine conditions must be satisfied when f n (x) is irreducible and f n+1 (x) is reducible. In particular, for K = Q, they take S(d, n) to be the set of m ∈ Q such that f n+1 (x) is newly reducible. Further, let S(d) = n≥1 S(d, n). In [6, Theorem 7] it is shown, among other things, that S(2, 1) (and thus S(2)) is infinite, S(3, n) is finite for all n ≥ 1, and
One goal of the present paper is to determine whether S(2, n) is finite for n ≥ 2. Our main result, however, is significantly more general. Consider the family of polynomials
where K is a number field. Denote the ring of integers of K by O K . Our main result is the following: In particular, when K = Q, part (1) of Theorem 1 holds when v 2 (γ) is not of the form −2 j for j ≥ 1. Hence when γ = 0, we obtain that S(2, n) is finite for n ≥ 2 (in the notation of [6] ); in other words, for each n ≥ 2 there are at most finitely many m ∈ Q such that x 2 + m has a newly reducible (n + 1)st iterate. In Proposition 10, we show further that S(2, 3) is empty. Note also that part (1) of Theorem 1 applies whenever γ belongs to the ring of integers of K, and in particular for γ ∈ Z. In fact, part (1) holds whenever γ is taken so that:
(See Theorem 6, Proposition 9, and the discussion immediately preceding Proposition 9.) Condition (2) is the same as the condition appearing in [7] for the preimage curve Y pre (i, −γ), given by the vanishing of the polynomial
, to be non-singular for all i ≥ 1. In Proposition 9, we give a new criterion ensuring (2) holds for given γ, thereby improving [7, Proposition 4.8] . It seems reasonable to believe that part (1) of Theorem 1 holds even when condition (2) fails; see the remark following the proof of Proposition 9.
There are infinitely many m such that g γ,m (x) is irreducible and g 2 γ,m (x) is reducible, and one can explicitly describe them (see Theorem 3), thus settling the n = 1 case. When γ = 0 this result is [6, Proposition 2] . For given K, let us denote by S(2, n, γ) the set of m ∈ K such that g n+1 γ,m (x) is newly reducible. We note that that even when K = Q, the sets S(2, n, γ) may be non-empty. For instance, when f (x) = x 2 − x − 1, corresponding to γ = 1/2 and m = −7/4, we have that f (x) and f 2 (x) are irreducible but
and thus −7/4 ∈ S(2, 2, 1/2). For K = Q, the sets S(2, n, γ) are likely to be empty for n ≥ 3, since as we will see they correspond to rational points on high-genus curves. However, without effective algorithms to find such points, a new approach will be required to precisely determine S(2, n, γ).
To prove Theorem 1, we first examine the case where n ≥ 3 and use the fact that comparing constant terms of a hypothetical non-trivial factorization of g n+1 γ,m (x) gives rise to K-rational points on a hyperelliptic curve (at least for the γ described in part (1) of Theorem 1). This allows us to use Faltings' Theorem to conclude that S(2, n, γ) is finite for these γ and for n ≥ 3. We then examine the n = 2 case using a system of equations generated from a factorization of the third iterate. After defining certain cases for this system, we use Faltings' Theorem on a plane curve arising from the Groebner basis of the system to show that S(2, 2, γ) is finite for certain γ.
2. THE n = 1 CASE Before we approach the main theorem, let's examine the case where n = 1. It is possible for g , and K = Q. Then
is irreducible over Q since 4 3 is not a rational square. However, we have
Because it has degree 4, g 2 γ,m (x) could a priori have non-trivial factors of degree 1, 2, or 3. We will show in Corollary 5 that if g γ,m (x) is irreducible, then the only non-trivial factorization for g , where
In particular, for each γ ∈ K, the set S(2, 1, γ) is infinite.
Remark. It is interesting to note that when γ = 1/4, we have
and so g Proof. Suppose that g γ,m (x) is irreducible and g
Comparing coefficients in the equality g
gives the following system of equations:
Clearly b 1 = −c 1 from (1). We show b 0 = c 0 in Theorem 6 (see (7)). So we have the following system of two equations:
Solving (1) for c 0 and substituting the result into equation (2) gives
If c Note that when γ = 0, taking c 1 = 2 in Theorem 3 yields Example 2. We also remark that in the case of γ = 0, taking c 1 = 2z in Theorem 3 yields Proposition 2 of [6] , at least in the case where K is a number field. (Note that in [6] the polynomial under consideration is x 2 − m, and hence the results differ by a minus sign.)
3. THE n ≥ 3 CASE To prove Theorem 1, there are multiple issues we must address, and thus we prove it in several steps. Having handled the n = 1 case, we now address the case where n ≥ 3 (rather than n = 2, which is the subject of Section 5) because the former allows us to work with hyperelliptic curve of genus at least two, while the latter does not. Therefore we will be able to directly prove the n ≥ 3 case, while additional work is involved in proving the n = 2 case.
Understanding the roots of g 
The following picture summarizes the relation of the roots to one another. Note that they are arranged in a tree.
In this section we establish two principal results on the structure of hypothetical factors in the case where g Proof. We proceed by contradiction. Assume there is a root α of p 1 (x) such that p 1 (α) = p 1 (2γ − α) = 0. Let E n+1 be the splitting field of g n+1 γ,m (x) over K and E n be the splitting field of g n γ,m (x) over K. Then K ⊂ E n ⊂ E n+1 . Consider the Galois groups G n = Gal(E n /K) and G n+1 = Gal(E n+1 /K). The action of G n+1 on the roots of g n γ,m (x) is the same as the action of G n on the roots of g n γ,m (x); in other words, G n+1 acts transitively on the roots of g
On the other hand, if φ(α) = 2γ − α , then
Therefore
n , and p 1 (x) and p 2 (x) are irreducible.
Proof. Assume g γ,m (x) has no more than 2 n elements. But, since G n+1 acts transitively on {β 1 , . . . , β 2 n }, there is only one orbit of G n+1 over {β 1 , . . . , β 2 n }. Let β i be a root of g n γ,m (x) with 1 ≤ i ≤ 2 n . Then,
Therefore, each orbit of G n+1 over the roots of g n+1 γ,m (x) has at least 2 n elements. Hence each orbit of G n+1 over the roots of g n+1 γ,m (x) has exactly 2 n elements so g n+1 γ,m has two irreducible factors, each with degree 2 n .
CURVES AND FALTINGS' THEOREM
We now use Theorem 4 to connect a new factorization of g n+1 γ,m (x) to K-rational points on a certain curve. γ,m (x) is reducible for some n ≥ 1, then there exist x, y ∈ K with x = m such that
where the polynomials t i (x) are defined by the recurrence relation t 1 (x) = x + γ and for i ≥ 2,
Remark. Note that t i (x) = (g i γ,m (γ))| m=x , as will be shown below (or can be easily seen by induction).
Proof. Assume g γ,m is irreducible and g n+1 γ,m (x) = p 1 (x)p 2 (x) for some p 1 (x), p 2 (x) ∈ K[x] of positive degree. By Theorem 4, if α i is a root of p 1 (x) for any i ∈ {1, · · · , 2 n }, then 2γ − α i is not a root of p 1 (x), which implies that 2γ − α i is a root of p 2 (x). Without loss of generality, let α 1 , . . . , α 2 n be the roots of p 1 (x) with α j = 2γ − α i and
So we have:
and therefore
and hence g The polynomials t i (x) play a critical role in our argument. The first few are:
Equations of the form y 2 = t i (x) may be interpreted geometrically as plane curves. A plane curve defined over a field F is the set of solutions (x, y) ∈ F × F of an equation of the form h(x, y) = 0, where h(x, y) ∈ F [x, y]. If K is a subfield of F , a K-rational point on the curve is one whose coordinates lie in K. For instance, (1, −1) is a Qrational point on the curve
). The genus of a plane curve is a measure of its geometric complexity, and for curves of the form y 2 = r(x), which is the case of interest to us in light of Theorem 6, there is a convenient way to calculate it -at least, when the roots of r(x) in the algebraic closure of K are distinct.
Theorem 7. [9]
Consider the curve C : y 2 = r(x). If r(x) is separable and of degree d, then the genus g of C is given by
Assume that r(x) is separable. A curve of the form y 2 = r(x) of genus at least two is called a hyperelliptic curve, while when such a curve has genus one it is known as a elliptic curve. The reason we care about the genus of a curve is that Faltings' Theorem famously connects it to the number of K-rational points on the curve: Theorem 8. (Faltings' Theorem) [11] Let K be a number field, and let C be a curve defined over K of genus g ≥ 2. Then the set of K-rational points on C is finite.
Suppose for a moment that all of the polynomials t i (x) in Theorem 6 are separable. Clearly deg t i (x) = 2 i−1 . By Theorem 7, the genus g i of the curve y 2 = t i (x) then satisfies
Therefore by Faltings' Theorem, the curve y 2 = t n+1 (x) has only finitely many Krational points for n ≥ 3. In particular, there are only finitely many x ∈ K such that (x, y) is a K-rational point on y 2 = t n+1 (x). Thus, by Theorem 6, when n ≥ 3 there are only finitely many m ∈ K with g n γ,m (x) irreducible and g n+1 γ,m (x) reducible over K. Hence the lone remaining obstacle to proving part (1) of Theorem 1 is to establish that the t i (x) in Theorem 6 are separable. Note that this is not true for all γ ∈ K. Indeed, if γ = 1/4, then t 2 (x) = (x + 1/2) 2 . (Note that γ = 1/4 also distinguished itself in Theorem 3). The set S := {γ ∈ Q : t i (x) is separable for all i ≥ 1} is the same as the set of a ∈ Q such that the pre-image curves Y pre (N, −a) N ≥1 defined in [7] are all non-singular. In general, the set of Q \ S is poorly understood. One result [7, Proposition 4.8] gives a criterion for membership in S. Here we give an improvement on that result. Proposition 9. Let K be a number field with ring of integers O K , and let t i (x) = (t i−1 (x) − γ)
2 + x + γ, as in Theorem 6. Suppose there exists a prime p of O K with v p (2) = e ≥ 1 and v p (γ) = s with s = −e2 j for all j ≥ 1. Then t i (x) is separable over K for all i ≥ 1.
Remark. When K = Q, Proposition 9 says that if v 2 (γ) = −2 j for all j ≥ 1, then t i (x) is separable for all i ≥ 1.
Proof. It suffices to establish that t i (x) and t i (x) have no common roots in K, which we do through the use of Newton polygons with respect to the valuation v p (which we often abbreviate NP). We assume the reader is familiar with the relationship between slopes of the Newton polygon of a polynomial and the p-adic valuation of the polynomial's roots (see e.g. [17, Theorem 5.11] ). We first claim that for each r with 0 ≤ r ≤ i − 2, t i (x) has 2 r roots in K with p-adic valuation −e/2 r . The statement is trivial for i = 2, so we assume inductively that it holds for given i ≥ 3, and we consider the NP of t i (x) with respect to the p-adic valuation. By the chain rule,
Observe that t i (x)−γ is monic, has integer coefficients, and has linear coefficient 1 (and constant term 0). Thus its NP consists of a single horizontal line segment from (1, 0) to (2 i−1 , 0). From our inductive hypothesis, it follows that the NP of 2(t i (x) − γ)t i (x) consists of a horizontal line segment from (1, e) to (2 i−1 , e), followed by a sequence of segments of slope e/2 i−2 , e/2 i−3 , . . . , e and respective lengths 2 i−2 , 2 i−3 , . . . , 1. Hence the NP of 2(t i (x) − γ)t i (x) + 1 consists of a line segment from (0, 1) to (2 i−1 , e), having slope e/2 i−1 , and otherwise is identical to the NP of 2(t i (x) − γ)t i (x), since e/2 i−1 < e/2 c for 0 ≤ c ≤ i − 2. This proves the claim.
For each i ≥ 1, t i (x) is a monic polynomial with degree 2 i−1 and constant term γ, whose non-constant coefficients are all integers. If v p (γ) ≥ 0, then the NP of t i (x) consists of nonpositive slopes, and hence all its roots have nonnegative p-adic valuation, and therefore cannot coincide with roots of t i (x) by the above claim. If v p (γ) = s < 0, the NP for t i (x) consists of a single line segment from (0, s) to (2 i−1 , 0), with length 2 i−1 and slope −s/2 i−1 . Hence if t i (x) and t i (x) have a root in common, then by the above claim, −s/2 i−1 = e/2 r with 0 ≤ r ≤ i − 2. But this holds if and only if s = −e2 i−1−r , and since i − 1 − r ≥ 1, the proof is complete.
Remark. To show that the genus of the curve y 2 = t i (x) is at least two, we can get by with a much weaker statement than Proposition 9. Indeed, the genus of y 2 = t i (x) depends on the degree of t i (x)/f (x), where f (x) is the largest square polynomial dividing t i (x). All we need to show is that the degree of t i (x)/f (x) is at least five, for each i ≥ 4. It is reasonable to believe that this holds for all γ ∈ Q.
THE n = 2 CASE
Consider now the case where n = 2. From (9), we know that when t 3 (x) is separable, g 3 = 1, and so y 2 = t 3 (x) is an elliptic curve. (When t 3 (x) is not separable, y 2 = t 3 (x) gives a curve of genus 0.) Thus we cannot directly apply Faltings' Theorem, and we must use a different approach to determine the set S(2, 2, γ) of m ∈ K such that g 2 γ,m (x) is irreducible and g 3 γ,m (x) is reducible over K. Now for some number fields K and some γ ∈ K, it may still be the case that y 2 = t 3 (x) has only finitely many K-rational points, proving the finiteness of S(2, 2, γ) over K. This is the case for γ = 0 and K = Q, as we now show: Proposition 10. Let γ = 0 and C 3 be the curve given by y 2 = t 3 (x) = x 4 −2x 3 +x 2 −x. The only Q-rational points on C 3 are (0, 0) and the point at infinity. In particular, there are no m ∈ Q such that x 2 + m has a newly reducible third iterate.
Proof. Let y = u/v 2 and x = −1/v define a birational rational map φ from C 3 :
We compute the conductor of the elliptic curve C 3 to be 92, and locate it as curve 92A1 in Cremona's tables [5] . From the tables, it has rank zero over Q and torsion subgroup of order 3. Hence the obvious points (0, ±1) together with the point at infinity give all Q-rational points on C 3 . However, if (x, y) is an affine rational point on C 3 with x = 0, then φ −1 (x, y) is an affine rational point (v, u) on C 3 with v = 0. But there are no such points.
The strategy of Proposition 10, however, won't even work for all number fields K in the case γ = 0. Indeed, let K = Q(i) and let φ be the same transformation as in Proposition 10. One can check that (−1, i) is a non-torsion point of C 3 in many ways. One of the more interesting, if not the simplest computationally, is to show that (−1, i) has positive canonical height. In [16] , Silverman gives upper and lower bounds for the difference between the canonical heightĥ(P ) and the Weil height h(P ) of a K-rational point P on an elliptic curve, computed in terms of the discriminant and j-invariant of the curve. For C 3 , we have −1.5484 ≤ĥ(P ) − h(P ) ≤ 1.4577. In particular, h(P ) ≥ h(P ) − 1.5484, so h(P ) > 1.5484 would imply that P is a non-torsion point. Using MAGMA [4] , we find that although h(P ) = 0 for P = (−1, i) on C 3 , we have
([2]P ) > 0, using algebraic properties of canonical height.
Since (−1, i) is a non-torsion point, our curve C 3 has infinitely many K-rational points. However, when we check some corresponding x-values on C 3 as our choices for m in x 2 + m, we don't find a newly reducible third iterate over Q(i). Thus we must adopt a different approach to have any hope of proving the n = 2 case of Theorem 1, even for γ = 0.
Let K be a number field and γ ∈ K. Suppose that g 3 γ,m (x) is newly reducible, so that by Corollary 5, g
Multiplying p 1 (x) and p 2 (x) together, setting this product equal to g 3 γ,m (x) and comparing coefficients we obtain a system of eight equations. By simplifying this system using Theorem 6, and noting that a 0 = 0 by the irreducibility of p 1 (x), we get two cases:
Case II : a 1 = b 1 = 0:
We use Groebner bases to find the solutions to these systems of non-linear equations. We dispense with Case II first, noting that it consists of five equations in five variables so we expect it will have only finitely many solutions in K. We assign an ordering to the variables in which γ is last, and using MAGMA [4] to compute a Groebner basis for each system, we find that the system in Case II has one K-rational solution for each For instance, when γ = 1/2, one checks that C γ has the rational point (1, 7/4), which corresponds to the newly reducible example given in (3). The actual Groebner basis is far too long to include here; however, we have included the Groebner basis in the case γ = 1 in the appendix to this article. Thus when C γ has genus at least two, there can be only finitely many K-rational solutions to the system given in Case I, and hence only finitely many m ∈ K such that g γ,m (x) has a newly irreducible third iterate. Part (2) of Theorem 1 is thus proved when the genus C γ is at least two (Case II results in at most finitely many additional m-values, as will be shown below). Using MAGMA again, we checked that C γ has genus 11 for γ = r/4, −200 ≤ r ≤ 200 except for the following: g(C −2 ) = 9, g(C 0 ) = 9, g(C 1/4 ) = 7, g(C 1 ) = 10.
Note that we chose γ to have denominator 4 in order to include the case γ = 1/4, where we strongly suspected degeneracies to occur. The map ψ sending C γ to γ has fibers whose genus appears generally to be 11. Even the degenerate fibers seem to have genus greater than 1, and hence part (2) of Theorem 1 holds even in those cases. Interestingly, if we take a section of ψ by fixing a value of m and letting γ vary, we appear always to get a curve of genus at most 1. This phenomenon was first noticed by Michael Zieve (personal correspondence). In other words, writing C γ,m instead of C γ , and choosing ψ to be the map sending C γ,m to m, the surface C γ,m is (birational to) an elliptic surface. This observation may pave the way for a full understanding of C γ,m , and hence improvements to part (2) of Theorem 1.
