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 ABSTRACT 
This dissertation presents a distributed-parameters base modeling framework for 
microcantilever (MC)-based force sensing and control with applications to 
nanomanipulation and imaging. Due to the widespread applications of MCs in nanoscale 
force sensing or atomic force microscopy with nano-Newton to pico-Newton force 
measurement requirements, precise modeling of the involved MCs is essential. Along this 
line, a distributed-parameters modeling framework is proposed which is followed by a 
modified robust controller with perturbation estimation to target the problem of delay in 
nanoscale imaging and manipulation. It is shown that the proposed nonlinear model-
based controller can stabilize such nanomanipulation process in a very short time 
compared to available conventional methods. Such modeling and control development 
could pave the pathway towards MC-based manipulation and positioning. 
The first application of the MC-based (a piezoresistive MC) force sensors in this 
dissertation includes MC-based mass sensing with applications to biological species 
detection. MC-based sensing has recently attracted extensive interest in many chemical 
and biological applications due to its sensitivity, extreme applicability and low cost.  By 
measuring the stiffness of MCs experimentally, the effect of adsorption of target 
molecules can be quantified.  To measure MC’s stiffness, an in-house nanoscale force 
sensing setup is designed and fabricated which utilizes a piezoresistive MC to measure 
the force acting on the MC’s tip with nano-Newton resolution.   
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In the second application, the proposed MC-based force sensor is utilized to achieve a 
fast-scan laser-free Atomic Force Microscopy (AFM).  Tracking control of piezoelectric 
actuators in various applications including scanning probe microscopes is limited by 
sudden step discontinuities within time-varying continuous trajectories.  For this, a 
switching control strategy is proposed for effective tracking of such discontinuous 
trajectories.  A new spiral path planning is also proposed here which improves scanning 
rate of the AFM. Implementation of the proposed modeling and controller in a laser-free 
AFM setup yields high quality image of surfaces with stepped topographies at 
frequencies up to 30 Hz. 
As the last application of the MC-based force sensors, a nanomanipulator named 
here MM3A® is utilized for nanomanipulation purposes.  The area of control and 
manipulation at the nanoscale has recently received widespread attention in different 
technologies such as fabricating electronic chipsets, testing and assembly of MEMS and 
NEMS, micro-injection and manipulation of chromosomes and genes.  To overcome the 
lack of position sensor on this particular manipulator, a fused vision force feedback 
robust controller is proposed.  The effects of utilization of the image and force feedbacks 
are individually discussed and analyzed for use in the developed fused vision force 
feedback control framework in order to achieve ultra precise positioning and optimal 
performance.  
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CHAPTER ONE 
 
INTRODUCTION AND OVERVIEW 
 
1.1. Introduction 
This dissertation presents a distributed-parameters base modeling and control framework 
for microcantilever (MC)-based force sensing and control and its applications to 
nanomanipulation and imaging. Second chapter of this dissertation presents a closed-form 
distributed-parameters based modeling framework for piezoresistive MC-based force sensors 
used in a variety of cantilever-based nanomanipulation actions. Current modeling practices call 
for a simple lumped-parameters framework rather than modeling the piezoresistive MC itself. 
Due to the widespread applications of such MCs in nanoscale force sensing or non-contact 
atomic force microscopy with nano-Newton to pico-Newton force measurement requirements, 
precise modeling of the piezoresistive MCs is essential. Instead of the previously used lumped-
parameters modeling, a distributed-parameters modeling framework is proposed and developed 
here to arrive at the most complete model of the piezoresistive MC including tip-mass, tip-force 
and base movement considerations. In order to have online control and real-time sensor 
feedback, a closed-form model of the piezoresistive MC which expresses the MC’s 
piezoresistive output voltage as a function of tip force and the base motion is highly desirable. 
Along this line of reasoning and utilizing a novel approach, a closed-form model for the 
piezoresistive MC is presented in this chapter. Following mathematical modeling, both 
numerical simulations and experimental results are presented to demonstrate the accuracy of the 
proposed distributed-parameters model when compared with the previously reported lumped-
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parameters modeling approach. It is shown that by utilizing the distributed-parameters model 
rather than lumped-parameters approach and by predicting the exact motion of each point on the 
MC, the precision of the piezoresistive MC’s model is significantly enhanced. Such novel 
modeling framework could pave the pathway towards MC-based manipulation and positioning 
as detailed in following chapters of the dissertation. 
The third chapter presents a new nonlinear control framework for MC-based imaging and 
manipulation applications. In the first chapter of this dissertation, piezoresistive MCs were 
introduced as a new alternative to bulky laser-based feedback typically utilized in Atomic Force 
Microscopy (AFM) or complicated tunneling current feedback used in Scanning Tunneling 
Microscopy (STM). Lack of real-time operation is a well-known problem in almost all nano-
scale imaging and manipulation approaches such as AFM and STM, and has tremendous effect 
on their performance. Due to the variety of unmodeled dynamics and uncertainties in any 
nanoscale applications, the controller design for nanomanipulation and imaging tasks is not a 
trivial problem. This chapter utilizes the precise distributed-parameters modeling approach, 
presented in the preceding chapter, and proposes a new control framework, i.e. a modified robust 
controller with perturbation estimation, to target the problem of delay in nanoscale imaging and 
manipulation. It is shown that the proposed nonlinear model-based controller design can stabilize 
such nanomanipulation process in less than a second. This is especially noticeable as the 
commonly used PID controller with the best possible gains adjustment takes 15 seconds for the 
same nanomanipulation task. The proposed nano-force sensing framework and its modeling and 
controller design are fully discussed. Experimental results are presented to demonstrate the 
stability and performance characteristics of the designed controller. Such superior controller 
design can be used in a variety of MC-based sensing and manipulation applications. 
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The forth chapter presents precise MC-based mass sensing with applications to biological 
species detection. MC-based sensing has recently attracted widespread attention due to the 
variety of chemical and biological applications, its sensitivity, extreme applicability and low 
cost. A MC-based sensor can be operated either in static or dynamic mode.  In the static mode, to 
identify the external mass on the MC, MC’s deflection is measured and the surface stress 
generated from the adsorbed species will be related to this deflection. In the dynamic mode, 
however, the shift in the resonance frequency of the beam shows existence of the external mass 
on the MC. In the case both surfaces of the MC have the same affinity to the target molecules, 
which is the case in majority of experiments, however, the static deflection measurement may 
not be a sensitive or even feasible method for mass detection which makes frequency response 
measurement a better sensing technique. Furthermore, the static detection mode requires 
sophisticated calibration procedures which is time consuming and may introduce errors. In the 
dynamic mode, the shift in the resonant frequency of a resonating MC is due to the change in 
two independent parameters which are overall mass of the MC and MC’s stiffness. These two 
effects are separated here by running experiments once for the MC functionalized only on one 
surface and repeating the same experiments for a MC having both sides functionalized. Utilizing 
the frequency shifts for both cases, the relationship for the surface stress formulation is obtained. 
In order to validate the experimental results and analysis, knowledge of one of these two 
parameters (added mass or the stiffness) is needed. Here, by measuring the stiffness of MCs 
using the same experimental instrument both before and after the adsorption of target molecules, 
stiffness of the MCs are obtained and utilized to validate the experimental results. To measure 
the MC’s stiffness, here an in-house nano-force sensing setup is designed and fabricated which 
utilizes a piezoresistive MC to measure the force acting on the MC’s tip with nano-Newton 
 4
resolution. Utilizing a new distributed-parameters modeling approach, introduced in previous 
chapters, the accurate model of the piezoresistive force sensor is acquired. Using our in-house 
setup, percentage of frequency reduction of the different double and single sided MCs, for 
different Phosphate Buffered Saline (PBS) buffer concentrations and nucleotide lengths are 
measured and analyzed. 
Tracking control of piezoelectric actuators in various applications including scanning 
probe microscopes is limited by sudden step discontinuities within time-varying continuous 
trajectories. In fifth chapter of this dissertation, a switching control strategy is proposed for 
effective tracking of such discontinuous trajectories. A piezoelectric-driven nanopositioning 
stage with high resolution built-in capacitive position sensor is utilized in a set of experiments to 
study the performance of controllers tuned for tracking of continuous trajectories in tracking of 
stepped trajectories, and vice versa. Using a Lyapunov-based robust adaptive and PID controller, 
it is observed that the controllers tuned for continuous trajectory tracking demonstrate large 
oscillations with light damping rate in tracking of stepped inputs. Conversely, when they are 
tuned for smoother step tracking, poor performance is achieved in tracking of continuous 
trajectories within a desired frequency range. Hence, a switching strategy is proposed to track 
desired trajectories using two controllers separately tuned for continuous and stepped 
trajectories. The robust adaptive and the PID controllers are tuned and used for tracking of 
continuous and stepped trajectories, respectively. Switching conditions and transformation laws 
are then derived and experimentally implemented. Results indicate that the proposed framework 
presents higher tracking performance compared to the individual controllers in tracking of 
trajectories with both step and harmonic components. At the next step, a piezoresistive MC-
based laser-free fast scan Atomic Force Microscopy (AFM) is designed and developed which 
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utilizes the proposed precise modeling approach and the switching controller design to increase 
scanning rate of the current AFMs. 
Following previous chapters’ accomplishments in design and development of a 
piezoresistive MC-based laser-free fast-scan AFM, a new scanning strategy is introduced to 
increase scanning speed of current SPMs. Low scanning speed and follow-on low imaging rate 
of current SPMs (namely AFM, STM) is a fundamental problem in different applications 
currently available for SPM. In previous chapters, a new controller framework is introduced 
which optimizes the performance of the piezo-stage in SPMs and increases their scanning speed. 
Raster scanning strategy is widely used in current SPMs, however, because of non-uniform 
image resolution and probe speed during the imaging, which leads to non-uniform image quality, 
raster scanning is not the optimal strategy for fast-scan SPM. Here a new spiral scanning strategy 
is introduced and formulated, which offers an optimal uniform resolution and probe speed 
throughout the scanning. It is shown that utilizing this new scanning strategy, without any 
change in current SPMs’ hardware and just by a simple change in their software; their scanning 
speed can be increased π times. Experimental results are presented to show applicability and 
efficiency of the proposed spiral scanning strategy. 
The last chapter of this dissertation presents design and development of a fused vision 
force feedback robust controller for a nanomanipulator used in nanofiber grasping and nano-
fabric production applications. The RRP (Revolute Revolute Prismatic) nanomanipulator 
considered here utilizes two rotational motors with 0.1 µrad resolution and one linear 
Nanomotor® with 0.25 nm resolution. The nanomanipulator is capable of achieving well-
behaved kinematic and backlash-free characteristics in addition to atomic scale precision to 
guarantee accurate manipulation at the nanoscale. A mathematical model of the nanomanipulator 
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is formulated, along with direct and inverse kinematics and dynamic equations of the system. 
Unlike typical macroscale manipulator models and controllers, the controller development is not 
trivial due to nanoscale movement and forces, coupled with unmodeled dynamics, nonlinear 
structural dynamics and mainly the lack of position and velocity feedback in this particular 
nanomanipulator. Utilizing pure vision feedback to acquire nanomanipulator’s tip position is 
shown to have limited capabilities in achieving the desired control accuracy. To remedy this, a 
controlled fusion of visual servoing and force feedbacks for nanomanipulator positioning is 
proposed and analyzed extensively. Following the development of the controller, numerical 
simulations with generic feedback using a realistic scenario with fused vision and force 
feedbacks are presented to demonstrate the positioning performance capability in 
nanomanipulation applications. 
 
1.2. Contributions 
The major contributions of this dissertation can be summarized as: 
? Development of a distributed-parameters modeling framework to arrive at the most 
complete model of the piezoresistive MC including tip-mass, tip-force and base 
movement considerations followed by numerical simulations and experimental 
results to demonstrate the accuracy of the proposed distributed-parameters model 
? Development of a new control framework, a modified robust controller with 
perturbation estimation, to target the problem of delay in nanoscale imaging and 
manipulation followed by experimental results to demonstrate the stability and 
performance characteristics of the designed controller 
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? Development of a precise MC-based mass sensor with applications to biological 
species detection utilizing the proposed modeling and control framework for MC-
based force sensors 
? Development of a switching PID/Robust Adaptive control strategy for effective 
tracking of discontinuous trajectories with sudden step discontinuities within time-
varying continuous trajectories followed by experimental implementation 
? Development of a piezoresistive-based fast-scan laser-free Atomic Force Microscopy 
utilizing the proposed piezoresistive MC modeling framework and switching 
controller design followed by experimental implementation 
? Development of a new spiral scanning strategy for Scanning Probe Microscopy, 
which offers an optimal uniform resolution and probe speed throughout the scanning 
and makes the scanning π (3.14) times faster compared to the conventional scanning 
strategy raster scanning, followed by experimental implementation 
? Development of a mathematical model for nano-robotic manipulator along with 
development of a new fused force vision feedback controller which utilizes the 
feedbacks from visual servoing system and nano-scale force sensor to control the 
nanomanipulator’s tip position followed by simulations results to demonstrate the 
proposed framework’s positioning performance capability in nanomanipulation 
applications 
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1.3. Dissertation Overview 
The rest of the dissertation is organized as follows: In Chapter 2, MC-based force sensing 
and manipulation is presented. A new distributed-parameters modeling approach is utilized in 
this chapter to precisely model the piezoresistive-based MCs and utilize them in force sensing 
applications. In Chapter 3, a new nonlinear control framework is developed which utilizes the 
proposed modeling in the proceeding chapter to estimate the force at the piezoresistive MC’s tip, 
and employs a piezo-actuator to move the MC’s base to regulate the force at the MC’s tip or 
follow a desires force trajectory. 
Chapter 4 presents precise MC-based mass sensing with applications to biological species 
detection. In this chapter, the piezoresistive MC modeling, presented in Chapter 2, and the 
control framework presented in Chapter 3 are utilized to design and develop MC-based biomass 
sensors. Chapter 5 presents MC-based imaging. In this chapter, the modeling framework, 
presented in Chapter 2, is utilized along with a new switching controller design for the 
framework presented in Chapter 3, to develop a fast-scan laser-free Atomic Force Microscopy. 
Chapter 6 presents a new spiral path planning for the Scanning Probe Microscopy, which 
replaces the conventional raster path planning widely, used in current SPMs. The proposed spiral 
scanning strategy is utilized in the fast-scan laser-free AFM, presented in Chapter 5, and it is 
shown that this new scanning strategy can enhance scanning rate of currents SPMs more than 
three times. Chapter 7 represents fused vision and force robust feedback control of nanorobotic-
based manipulation and grasping. In this chapter, the piezoresistive-based MC and its modeling, 
presented in Chapter 2, are utilized in a new control framework along with the visual servoing 
system to control a nano-robotic manipulator’s tip in the nanomanipulation task. 
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Finally, Chapter 8 summarizes the study and presents concluding remarks, possible 
improvements for future works as well as directions and applications of the topics covered here 
to other areas. 
 
CHAPTER TWO 
 
MICROCANTILEVER-BASED SENSING AND MANIPULATION: FORCE SENSING 
MODELING AND EXPERIMENTAL VERIFICATION1 
 
2.1. Introduction 
When Microcantilevers (MCs) were used as the force sensor in Atomic Force 
Microscopy (AFM), researchers found out about their tremendous sensitivity to different 
environmental factors such as acoustic noise, light, temperature, humidity and ambient pressure 
(Sepaniak et al. 2002, Binnig et al. 1987). Due to the simplicity and availability, AFM has 
attracted widespread attention during the last decade. Increasing the number of researches in 
different disciplines such as biological, material science, imaging and sensing indicate the 
importance of the MC-based sensors and actuators (Datskos et al. 1999, Boisen et al. 2000). 
Due to the recent advances in manufacturing of MCs with different shapes and material 
properties and embedded actuation and sensing capabilities, sensing based on the bending of MC 
beams are known as a simple, cheap and accurate way when compared to conventional sensing 
methods (Yang et al. 2003). Chen et al. (Chen et al. 1995) suggested a MC model to predict the 
change of spring constant caused by surface stress; Fritz et al. (Fritz et al. 2000) measured the 
DNA hybridization and receptor-ligand binding employing a MC. Same studies based on the 
biochemical–mechanical transduction have recently been reported in adsorption of low-density 
lipoprotein, antigen–antibody binding, and an artificial nose (Yang et al. 2007a). 
                                                            
1 The contents of this chapter may have come directly or indirectly from our publication (Saeidpourazar et al. 2008a, 2009a). 
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MC’s deflection and surface stress measurement via piezoresistive layer has been 
recently proposed (Boisen et al. 2000, Thaysen et al. 2001). Piezoresistive MCs are usually used 
in force microscopy applications where difficulties in laser alignment make optical detection 
inconvenient. Some of the piezoresistive-based sensing applications are atomic data storage 
systems, cantilever arrays, high vacuum AFM measurements and portable cantilever-based 
sensors (Harley et al. 1999).  
Even though numerous studies have recently focused on piezoresistive MC sensors, 
almost in all of them, the piezoresistive MC is replaced by a simple lumped-parameters model 
(Boisen et al. 2000, Thaysen et al. 2001). Due to the extreme precision of these sensors, which is 
in the range of the nano-Newton, utilizing a more precise modeling approach is critical (Jalili et 
al. 2004). In this chapter, a distributed-parameters modeling approach is proposed and developed 
to obtain the most accurate model of the piezoresistive MC. 
For online feedback control purposes, a closed-form model of the MC is very desirable. 
This area in distributed-parameters piezoresistive MC modeling approach still needs research 
and attention. For this, a novel approach is proposed here to obtain an accurate closed-form 
model of the piezoresistive MC which relates the output voltage of the piezoresistive layer to the 
tip force and base motion of the MC.  
  
2.2. Motivation and Problem Statement 
MC-based sensors and actuators have recently attracted wide spread attention due to 
tremendous applications in biological and material science technologies. Nanomanipulation, 
fabricating electronic chipsets, testing of microelectronics circuits, assembly of MEMS, 
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teleoperated surgeries, micro-injection and manipulation of chromosomes and genes serve as 
demonstrable examples of MC-based nanomanipulation. More specially, Fig.2-1 depicts a 3DOF 
nanorobotic manipulator, namely MM3A, which is utilized for nanomanipulation, identification, 
sensing and imaging purposes. The piezoresistive MC which can be appended to the 
nanomanipulator’s tip (see Fig. 2-2-a), combined with its base motion and alignment provided by 
the nanomanipulator, can be utilized in variety of applications such as force sensing, non-contact 
AFM imaging and nanomanipulation with nanoscale resolution requirement. 
In our previous publications (Saeidpourazar et al. 2006, 2007a-f), the problem of 
modeling and control of MM3A nanomanipulator has been addressed and a novel control 
framework was proposed to provide the most accurate movement of the nanomanipulator’s tip at 
nano-scale. In order to employ a combined task of nanomanipulation and piezoresistive-based 
sensing, there is a need to precisely model the piezoresistive MC to arrive at a relationship 
between piezoresistive layer output and base motion and tip force of the MC. 
 
 
 
  
 13
 
Fig. 2-1. (a) MM3A nanomanipulator’s workstation, (b) MM3A nanomanipulator with 
piezoresistive MC force sensor module at Clemson University Smart Structures and NEMS 
(SSNEMS) Laboratory 
 
Due to the interaction force between nanomanipulator’s tip and nanoparticle, the 
piezoresistive MC bends and because of the longitudinal deflection of the beam, the electrical 
resistance of the piezoresistive layer on the MC changes (see Fig. 2-2). This change in 
piezoresistive layer’s electrical resistance can be converted to the electrical voltage signal by 
utilizing a simple electrical circuit.  
 
(a) (b)
Piezoresistive MC
MM3A 
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Fig. 2-2. (a) Piezoresistive MC at the MM3A nanomanipulator’s tip (Kleindiek Nanotechnik a), 
(b) Schematic operation of a piezoresistive MC 
 
In many studies reported in this area, a simple lumped-parameters modeling (i.e., mass, 
spring and damper trio) is employed to model the relationship between the force on the tip of the 
piezoresistive MC and the tip’s motion (Boisen et al. 2000, Thaysen et al. 2001). Utilizing the 
tip’s motion, the stress and strain on the MC’s surface are estimated as constant values over the 
MC’s surface and just function of the force on the tip. The piezoresistive layer’s voltage output is 
then calculated utilizing the predicted surface stress and strain. However, by replacing the MC 
with a mass, spring and damper, MC’s motion between the base and the tip is not precisely 
predictable and, as discussed next, this motion has a key role in defining the piezoresistive 
layer’s output voltage. 
Here, the piezoresistive MC is modeled as a clamped-free beam with a boundary force 
and a mass on its tip and base motion consideration. Utilizing an energy method and the 
extended Hamilton approach and considering the coupling between piezoresistive layer and the 
S(t)
f(t)
(a) (b) 
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beam, dynamic equations of the motion of distributed-parameters system are obtained. As shown 
next, by utilizing the distributed-parameters model rather than lumped-parameters approach and 
by predicting the exact motion of each point on the MC, the precision of the piezoresistive MC’s 
model is significantly enhanced. Following the mathematical modeling of the piezoresistive MC, 
numerical simulations and experimental results are presented to demonstrate the accuracy of the 
proposed distributed-parameters modeling when compared with the previously reporte 
 
2.3. Mathematical Modeling 
In this section, two different types of modeling approaches are presented. The first 
modeling approach is a lumped-parameters modeling scheme, which is used in the literature 
(Boisen et al. 2000, Thaysen et al. 2001) to model the piezoresistive MC. The second modeling 
approach, introduced here, is a distributed-parameters approach. 
 
2.3.1. Lumped-Parameters Modeling 
In modeling the piezoresistive MC with mass and force on the tip and base motion, the 
MC of Fig. 2-2 can be replaced by a mass-spring-damper trio as shown in Fig. 2-3. S(t) is the 
MC’s base motion, fb(t) is the force exerting on the MC’s base, f(t) is the force acting on the 
MC’s tip which needs to be measured utilizing MC piezoresistive layer’s output voltage, wL(t) is 
the MC’s tip motion relative to the MC’s base, mb is the MC’s base mass and meq, keq and beq are 
given as: 
eq e=  + 3
Lm m ρ
                                                          (2-1) 
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eq 3
3 = EIk
L                                                               (2-2) 
L L
2
1 1 1
0 0
eq 2
1 =
 ( ) d  +  ( ) ( ) d  
 = 
( ) x L
B x x C ' x x x
b
x
ϕ ϕ ϕ
ϕ
∫ ∫
                                  (2-3) 
where me is the MC’s tip mass, ρ is the MC’s linear density, L is the MC’s length, EI is the MC’s 
rigidity, B is the MC’s viscous damping, C is the MC’s structural damping, φ1(x) is the first 
mode shape of the MC, which is introduced next, and φ′1(x) is the first derivative of φ1(x) with 
respect to variable x. 
 
 
Fig. 2-3. Lumped-parameters model of the piezoresistive MC 
 
f(t) 
fb(t) S(t) 
meq 
keq beq 
mb 
wL(t) 
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Utilizing the model arrangement given in Fig. 2-3 and equations (2-1 through 2-3), the 
dynamic equation of motion of the lumped-parameters modeled piezoresistive MC can be 
expressed as: 
eq eq eq eq ( ) +  ( ) +  ( ) = ( ) -  ( )L L Lm w t b w t k w t f t m S t???? ?                            (2-4) 
where inputs S(t) (base motion) and f(t) (force on the MC’s tip) result in w(L,t) (MC’s tip motion 
relative to the MC’s base). This equation can also be written assuming fb(t) (force exerting on the 
MC from the MC’s base) as the input. Since the motion of the MC’s base is measurable but not 
the force exerting on the MC from its base, only equation (2-4) can be employed in the 
modeling. 
Having wL(t) from equation (2-4), the stress on the surface of the MC can be expressed 
(Yang et al. 2007a,b ;  Yin et al. 2005) : 
2
b
2
( )    = 
3(1- ) 
Lw t E t
L
σ ν                                                         (2-5) 
where σ is the longitudinal stress on the surface of the MC, E is the MC’s Young’s modulus, tb is 
the MC’s thickness and ν is the MC’s Poisson ratio. Strain on the MC’s surface is then expressed 
(Yang et al. 2007a,b;  Yin et al. 2005) : 
3 (1- )  = 
E  t
ν σε
                                                           (2-6) 
where ε represents the longitudinal strain on the MCs surface. The deformation of the 
piezoresistive layer is 
p p=  l l∆ ε                                                               (2-7) 
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p p=   w w∆ ν ε                                                           (2-8) 
where lp is the piezoresistive layer’s length and wp is the piezoresistive layer’s width. The change 
in the resistivity of the piezoresistive layer on the MC, due to the applied strain, is 
x y
p p 2
(  + ) =   
1-
E π νπ ∆ρ ρ ε ν                                                   (2-9) 
where ρp is the resistivity, πx is the longitudinal piezoresistance coefficient and πy is the 
transverse piezoresistance coefficient of the piezoresistive layer on the MC. Employing 
equations (2-7 through 2-9), the resistance change of the piezoresistive layer is 
p p p
p p p
 =   +   +  R R RR l w
l w
∂ ∂ ∂∆ ∆ ∆ ∆ρ∂ ∂ ∂ρ                                     (2-10) 
where R is the piezoresistive layer’s resistance. Utilizing the piezoresistive layer’s resistance in a 
Wheatstone bridge, the output voltage of the piezoresistive MC can be expressed as (Boisen et 
al. 2000) 
o b
1 =   
4
RV V
R
∆
                                                       (2-11) 
where Vo is the output voltage and Vb is the supply voltage of the Wheatstone bridge. Utilizing 
equations (2-1 through 2-11), Vo can be obtained as a function of the cantilever’s base motion 
S(t) (which is known), and the force acting on the MC’s tip f(t).  
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2.3.2. Distributed-Parameters Modeling 
In distributed-parameters modeling approach, the MC in Fig. 2-2 is replaced by an Euler-
Bernoulli beam depicted in Fig. 2-4. In Fig. 2-4, w(x,t) represents the deflection of the MC at the 
position x, and time t. Note, w(L,t) represents the equivalent tip deflection of the beam, wL(t), in 
the lumped-parameters representation. 
Utilizing the MC model depicted in Fig. 2-4, the kinetic energy can be written as 
2 2 2
b e 0
1 1 1 =   ( ) +   ( ( ) + ( , ))  +  ( ) ( (t) + ( , ))  d
2 2 2
L
T m S t m S t w L t x S w x t xρ∫? ? ?? ?        (2-12) 
where T represents the kinetic energy of the MC and ρ is defined as 
b b p pρ( ) =  (   + ( )  )x b t G x tρ ρ                                             (2-13) 
1 2( ) = ( - ) - ( - )G x H x L H x L                                               (2-14) 
with b being the MC’s width, tb is its thickness, tp is the piezoresistive layer’s thickness, ρb is the 
MC’s density, ρp is the piezoresistive layer’s density and H(x) is the Heaviside function. The 
overdot " ˙ " represents partial derivative with respect to time t. 
The potential energy of the piezoresistive MC can be also represented as 
( )2
0
1 =  ( )  d( , )
2
L
U EI x xw x t′′∫                                           (2-15) 
b b p p( ) =  ( ) +  ( ) EI x E I x E I x                                             (2-16) 
3
2b
b b n( ) =  + G( )   12
b tI x x b t y
                                            (2-17) 
  
 20
3
p p 2b
p p n
 
( ) = ( ) [  +   (  +  - ) ]
12 2 2
b t t tI x G x b t y
                                (2-18) 
 
p p p b
n
p p b b
 (  + )
 = 
2 (   +  )
E t t t
y
E t E t                                                   (2-19) 
where Eb is the MC’s Young’s modulus of elasticity, Ep is the piezoresistive layer’s Young’s 
modulus of elasticity and over prime " ′ " represents partial derivative with respect to variable x.  
 
 
Fig. 2-4. The proposed distributed-parameters model of the piezoresistive MC 
 
Utilizing Hamilton’s Principle and equations (2-12 through 2-19), the partial differential 
equations (PDE) of the MC can be obtained as 
( )  +  ( , ) +  ( , ) + ( ) ( , ) = 0( , ) + ( ) B w x t C w' x t EI x w'''' x tw x t S tρ ?? ? ???              (2-20) 
( )b e e b0 +  +  ( ) +  ( , )) d  +  ( , ) = ( ) + ( )Lm m L S t w x t x m w L t f t f tρ ρ∫?? ?? ??             (2-21) 
S(t) 
x 
fb(t) 
mb 
L1 
L2 
L 
w(x,t)
f(t) 
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with the boundary conditions; 
(0, ) = 0w t                                                             (2-22) 
(0, ) = 0w' t                                                             (2-23) 
( , ) = 0w'' L t                                                            (2-24) 
( )e   -  ( , ) = ( )( ) + ( , )m EI w''' L t f tS t w L t?? ??                                   (2-25) 
In order to solve the dynamic equations of the MC and find the closed-form solution for 
them, there is a need to convert the original PDEs (equations 2-20 and 2-21) to ordinary 
differential equations (ODE). For this, the well-known Assumed Mode Model (AMM) approach 
is utilized here. For using this approach and the resultant separation of variables, there is a need 
to homogenize the boundary conditions of the system (especially equation 2-25). For this, the 
following change of variable is proposed: 
( , ) = ( , ) + ( ) ( )w x t z x t f t g x                                              (2-26) 
where function g(x) can be found such that the new boundary conditions are homogenous (i.e., 
right-hand-side in equation (2-25)). It can be shown that if g(x) is selected as 
4 3 2-1 5( ) =   +   -  
9  18 6 
Lg x x x x ,
EI L EI EI                                  (2-27) 
then, this task can be accomplished (Jalili et al. 2004). Employing the change of variable 
expressed in (26) into equations (2-20 through 2-25), the new set of governing equations for the 
MC are obtained as 
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( )
( )
  +  ( , ) +  ( , ) +  ( , ) =( , ) + ( )
-  ( ) ( ) +  ( ) ( ) +  ( ) ( ) +   ( ) ( )  
B z x t C z x t EI z'''' x tz x t S t
g x f t B g x f t C g x f t EI g'''' x f t
′ρ
′ρ
?? ? ???
?? ? ?
              (2-28) 
( )b e e b0 0 +  +  ( ) +  ( , ) d  +  ( , ) = ( ) + ( ) - ( )  ( ) dL Lm L m S t z x t x m z L t f t f t f t g x xρ ρ ρ∫ ∫?? ?? ?? (2-29) 
with the new homogenized boundary conditions; 
(0, ) = 0z t                                                             (2-30) 
(0, ) = 0z' t                                                            (2-31) 
( , ) = 0z'' L t                                                            (2-32) 
( )e   =  ( , )( ) + ( , )m EI z L tS t z L t ′′′?? ??                                         (2-33) 
As seen in the homogenized boundary condition (2-33), the term f(t) is omitted, when 
compared to the original boundary condition (2-25). 
z(x,t) is now taken to be 
i
i=1
( , ) = ( ) ( )z x t x q t
∞
ϕ∑
                                                  (2-34) 
where φi(x)’s are the mode shapes of the MC beam with a tip mass and q(t)’s are beam’s 
generalized coordinates. By substituting equation (2-34) into equations (2-28 , 2-29), the ODEs 
of the MC are obtained as (Jalili et al. 2004) 
j j b 4
j=1
Ψ ( ) +  ( ) = ( ) + ( ) +  ( )S t A q t f t f t D f t
∞∑ ???? ??
                              (2-35) 
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i i i ij j i i 1i 2i 3i
j=1
 ( ) +   +  ( ) +  ( ) =  ( ) +  ( ) +  ( ) =1,2,...A S t N q C q t S q t D f t D f t D f t i
∞∑ ? ???? ?? ?
 (2-36) 
where 
i i e i
0
 =  ( ) d  +  ( )
L
A x x m Lρ ϕ ϕ∫
                                             (2-37) 
2 2
i i e i
0
 =  ( ) d  +  ( )
L
N x x m Lρ ϕ ϕ∫
                                           (2-38) 
j jij i
0
 ( ) +  ( )  =  ( )  d
L
B x C xC x x′ϕ ϕρ ϕ   ∫
                                   (2-39) 
2
i i
0
=  ( ) d
L
S EI x x′′ϕ∫
                                                   (2-40) 
1i i
0
8=  ( ) d
3
L
D x x
L
ϕ∫
                                                   (2-41) 
2i i i
0 0
 = -  ( ) ( ) d  -  ( ) ( ) d
L L
D B g x x x C g x x x′ϕ ϕ∫ ∫
                              (2-42) 
3i i
0
= -  ( ) ( ) d
L
D g x x xρ ϕ∫
                                                (2-43) 
4
0
= -  ( ) d
L
D g x xρ∫
                                                      (2-44) 
e=  +  + m m LΨ ρ                                                      (2-45) 
The ODEs (2-35) and (2-36) can be expressed in the following more compact form 
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 +   +   =  M Ω C Ω K Ω F U?? ?                                               (2-46) 
where 
1 2 n
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0 0 0
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0 0 0
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with n being the number of mode shapes considered in the MC modeling. Utilizing equations (2-
46 through 2-52), the dynamic equations of the MC in the state-space form are represented 
ss ss ss ss ss=   +  X A X B U?                                                  (2-53) 
ss ss ss ss=   +  Y C X D U                                                    (2-54) 
where Yss is the output vector and 
( +1) ( +1) ( +1) ( +1)
ss -1 -1
0
 = 
- -
n n n n× ×   
I
A
M K M C                                              (2-55) 
( +1) 1
ss -1
0
 = n ×
   B M F                                                         (2-56) 
( )1 1 ( +1)ss 0 0 = n na a ×C ?                                            (2-57) 
ss  = 
   
Ω
X
Ω?                                                             (2-58) 
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with ai, i=1…n and Dss matrix being introduced next.  
In modeling the MC as an Euler-Bernoulli beam, the strain at the beam’s surface is 
expressed as 
2
2
( , ) = -  w x te z
x
∂
∂                                                       (2-59) 
where z is the distance between the MC’s neutral axis and the piezoresistive layer’s geometrical 
surface. Employing equation (2-59) and distributed-parameters form of equation (2-10), the 
resistance change of the piezoresistive layer can be written as 
2 2
1 1
2
1
2 2
p
2 2
p p p
2
x y
2 2
p p
-   ( , ) ( , ) = -    d  +    d  + 
-    (  -  ) ( , )                    d
(1- ) 
L L
L L
L
L
z wR w x t R w x tR z x x
l x l w x
E z R w x t x
l x
ν∂ ∂ ∂ ∂∆ ∂ ∂ ∂ ∂
ρ π ν π ∂ ∂
ν ∂ρ ∂
∫ ∫
∫
            (2-60) 
consequently, 
p x y2 1
2
p 2 1 p 2 1 p
-   -    (  -  )( , ) ( , ) -   +   +   =     - 
- (1- ) ( - )
z w E zR R Rw L t w L t zR
l L L w L Lx x
ν ρ π ν π ∂ ∂ ∂∂ ∂ ∆    ∂ ∂ ν ∂ρ∂ ∂    (2-61) 
Utilizing equation (2-26) results in 
2 1 2 1 2 1( , ) ( , ) ( , ) ( , ) ( ) ( ) = + ( )  -  -  - w L t w L t z L t z L t g L g Lf t
x x x x x x
∂ ∂ ∂ ∂ ∂ ∂          ∂ ∂ ∂ ∂ ∂ ∂         (2-62)    
On the other hand, using equation (2-34) yields 
n
2 1
i 2 i i 1 i
=1 i=1
( , ) ( , ) = ( ) ( ) - ( ) ( ) - 
n
i
z L t z L t L q t L q t
x x
∂ ∂  ′ ′ϕ ϕ ∂ ∂  ∑ ∑                (2-63) 
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Considering equations (2-61 through 2-63) and (2-53 through 2-58), coefficients ai’s and 
matrix Dss can be given as 
i 2 1= ( ) - ( ) i ia L L′ ′ϕ ϕ                                                     (2-64) 
2 1ss = =
( ) ( ) = 0 - 0 0x L x L
g x g x
x x
∂ ∂  ∂ ∂ D                                  (2-65) 
By taking the inverse Laplace transformation from equations (2-53 , 2-54) and 
substituting equations (2-47 through 2-65), the closed-form model of the MC beam, which 
relates the output voltage of the piezoresistive layer to the force acting on MC tip, can be 
obtained as
=0 =0 =0 =0 =0 =0
2 1
-1 2
ss ss ss 1 ss 3 ss 4 ss 4
pz
2
= =ss ss ss 2 3 4
( ) = 
( )[  -  ( - )  ( -   (  ( ) -  ( ) - ( ) ) +   ( ) +    ( ) +   ( ) ]
 
( ) ( )[  ( - )  [  +  + ] + - ] 
t t t t t t
x L x L
f t
R s s s S s s S t S t f t s f t f t
CL
g x g xs s s
x x
∆
∂ ∂
∂ ∂
C I A Ω B R B R B R B R
C I A B R R R
??
-1
]
      
(2-66) 
where L-1 is the inverse Laplace transformation, ∆R(s) and S(s) are the Laplace transformations 
of ∆R(t) and S(t), respectively. 
p x y
pz 2
p 2 1 p 2 1 p
-   -    (  -  )
-   +   +   =  
- (1- ) ( - )
z w E zR R RzC
l L L w L L
ν ρ π ν π ∂ ∂ ∂ ∂ ∂ ν ∂ρ                    (2-67) 
1 2 3 4
1 0 0 0
0 1 0 0
 =  ,  =  ,  =  ,  =  
0 0 1 0
0 0 0 1
                                          
R R R R
                                (2-68) 
Assuming zero initial conditions for the piezoresistive MC, equation (2-66) reduces to 
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For the simulation purposes only, there is a need to rearrange equation (2-66) as 
2 1
2 -1 2
ss ss ss 2 3 4 pz pz ss ss t=0 ss 1
= =
( ) = 
[  ( - )  [  +  + ] +  - ] ( )  +   ( - )  (  -   (  ( )) ]   
x L x L
R t
g gs s s F s C C s s S sL
x x
∆
∂ ∂  ∂ ∂ C I A B R R R C I A Ω B R
-1
 
(2-70)  
where F(s) is the Laplace transformation of f(t). In the experiment, the closed-form 
modeling presented in equation (2-66) can be utilized to find the force acting on the 
MC’s tip as a function of the piezoresistive output voltage and base motion. In the 
simulation; however, equation (2-70) is employed to simulate the output voltage of the 
piezoresistive MC as a function of the force acting on the MC tip and its base motion.     
We observed two unique aspects on the proposed approach and the resultant 
equation (2-66). First, the piezoresistive MC is modeled as continuous beam; this is a key 
point because employing the conventional lumped-parameters approach may describe the 
MC’s tip movement reasonably but is unable to describe any phenomenon occurring 
within the MC. From equation (2-66), it is obvious that the output voltage of the 
piezoresistive layer is a function of the MC’s slope at places where the piezoresistive 
layer starts and ends. Utilizing the distributed-parameters modeling approach, these 
slopes are easily predictable; however, in the lumped-parameters modeling approach, this 
dynamic is neglected. The second unique aspect of equation (2-66) is its closed-form 
format. In order to find the force acting on the MC’s tip without any time delay, the 
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derived closed-form solution can be used to describe such force as a function of the 
output voltage of the piezoresistive layer. Also, in order to design a model-based 
controller for the described force sensor, with the tip force and base motion inputs and 
piezoresistive layer’s output, it is critical to describe the tip force as a closed-form 
function of the output voltage of the piezoresistive layer. Both numerical simulations and 
experimental results are presented next.      
 
2.4. Piezoresistive MC’s Specifications 
In order to demonstrate the accuracy and effectiveness of the proposed modeling 
approach, a self-sensing MC named PRC-400 is utilized for force sensing and 
nanomanipulation applications. Fig. 2-5 depicts the MC image under a 100x 
magnification light microscopy consisting of a piezoresistive layer on the base, tip mass 
and the piezoresistive reference lever.  
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Fig. 2-5. PRC-400 self-sensing piezoresistive MC 
 
The piezoresistive layers on MC and reference lever are utilized as the resistances 
in a Wheatstone bridge. Due to the external force on the piezoresistive MC’s tip, it bends 
and results in a change of resistance in the piezoresistive layer. This change of resistance 
can be monitored utilizing the output voltage of the Wheatstone bridge and equation (2-
11). Fig. 2-6 depicts a schematic of the PRC-400 self-sensing MC, with external 
Wheatstone bridge and amplifier. The numerical values for the piezoresistive MC’s 
parameters are listed in Table 2-1.  
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Fig. 2-6. Schematic of the PRC-400 self-sensing MC, external Wheatstone bridge and the 
amplifier 
    
As seen from Fig. 2-5, the MC has a variable width. The measured values for 
width and length, which are used in the simulations, are shown in Fig. 2-7. 
 
Fig. 2-7. PRC-400 self sensing MC dimensions 
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Table 2-1. Numerical values for the piezoresistive MC’s parameters 
Parameter Value Unit 
L 393.33×10-6 m 
ρ′ 2330 Kg/m3 
mb 0 Kg 
me 5.27×10-13 Kg 
B 0.1 Kg/ms 
C 0.01 Kg/s 
tb 4×10-6 m 
Vb 2.5 volt 
Vo amplification 40 - 
Eb 150×109 Pa 
Ep 160×109 Pa 
Lp 25×10-6 m 
z 2×10-6 m 
L1 0 m 
L2 25×10-6 m 
R 675 Ω  
 
2.5. Numerical Simulations 
A set of numerical simulations is utilized here to show the accuracy of the 
proposed distributed-parameters modeling and compare it with the previously reported 
lumped-parameters modeling approach. Referring to Fig. 2-7, the cantilever width W(x), 
can be expressed as:  
( )1
1
( )     1, 2,3, 4( ) ( )
n
i i i
i
W x W iH x l H x l +
=
= =− − −∑
             (2-71) 
where H(x) is the Heaviside function defined earlier and 
1 2 3 4 50 ,  5 ,  41.67 ,  361.67 ,  393.33 l m l m l m l m l m= µ = µ = µ = µ = µ (2-72) 
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1 2 3 48 ,  50 ,  25 ,  50 W m W m W m W m= µ = µ = µ = µ               (2-73) 
According to the MC width function W(x) in (2-71), the MC’s linear mass density 
ρ(x) and moment of inertia I(x), are defined as: 
( )  ( )bx t W x′ρ = ρ × ×                                         (2-74) 
3( )( )
12
bW x tI x ×=
                                          (2-75) 
where ρ′ is the MC’s density (see Table 2-1) and tb is its thickness.  
Since values 
p p p
    x
R R R, , , ,
l w
∂ ∂ ∂ ν π∂ ∂ ∂ρ  and yπ  are not reported in the literature, it 
is very hard to determine constant Cpz precisely. Here, a calibration procedure is utilized 
to determine the exact value of constant Cpz. Based on several experimental runs, this 
value is found to be 4.99571×104. This calibration procedure is fully described and 
discussed later in the experimental results section.   
In the first set of simulations, a step force with the magnitude of 16.607 µN is 
applied to the MC’s tip (f = 16.607 µN for t>0 and f = 0 for t<0); the MC’s base is 
assumed to be stationary (S(t) = 0). Utilizing the numerical values in Table 2-1, the 
output voltage of the piezoresistive layer is simulated. The simulation results, utilizing 
both the lumped-parameters and distributed-parameters modeling approaches, are 
depicted in Figs. 2-8 and 2-9 for different number of modes. 
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Fig. 2-8. Simulation results for the lumped-parameters modeling (LPM) and distributed-
parameters modeling for i modes (DPM-i) of the MC 
 
When a 1µN step force is applied at the tip of the MC, output voltage of the 
piezoresistive layer is depicted in Fig. 2-8, while the error in the output voltage shown in 
Fig. 2-9. As seen from Figs. 2-8 and 2-9, utilizing the lumped-parameters modeling 
approach results in a significant error in the output voltage. However, when utilizing the 
proposed distributed-parameters modeling strategy, the error in the output voltage of the 
piezoresistive layer is significantly reduced. As seen, the accuracy of the output voltage 
relies on the number of modes which are used in the simulation. Table 2-2 compares the 
steady-state error in the output voltage of the piezoresistive layer, when utilizing both 
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lumped-parameters and distributed-parameters modeling approaches with different 
number of modes. 
As seen in Figs. 2-8, 2-9 and Table 2-2, utilizing the proposed distributed-
parameters modeling approach has reduced the error in the output voltage from 19.947% 
to less than 0.01 %. It is also obvious that by using more number of modes in the 
distributed-parameters modeling, the precision of the modeling enhances; however, after 
utilizing at least two modes, the error percentage decreases significantly. Hence, even 
utilizing two modes in the modeling improves the precision in the response significantly.  
 
 
Fig. 2-9. Simulation results for the lumped-parameters modeling (LPM) and distributed-
parameters modeling for i modes (DPM-i) of the MC 
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Table 2-2. Steady-state error in the output voltage of the piezoresistive layer of MC 
Modeling Approach Relative Error 
Lumped-parameters 19.947 % 
Distributed-parameters, 1 mode 11.761 % 
Distributed-parameters, 2 modes 2.704 % 
Distributed-parameters, 3 modes 0.930 % 
Distributed-parameters, 4 modes 0.342 % 
Distributed-parameters, 5 modes 0.107 % 
Distributed-parameters, 6 modes 0 % 
 
It is noted from Fig. 2-8 that all output voltages in simulation results for the 
distributed-parameters model have a non-zero initial value at t=0; however, the output 
voltage in simulation results for the lumped-parameters model is zero at this time. The 
explanation of such phenomenon is in equations (2-4) and (2-46 through 2-52). As 
illustrated in equation (2-4), the inputs to the lumped-parameter modeled piezoresistive 
MC are ( )S t
??
, which is zero here, and f(t), which is the step function. Hence, without any 
initial conditions, the system response starts from zero as depicted in Fig. 2-8. However, 
as can be seen in equations (2-46 through 2-52), the inputs to the distributed-parameter 
modeled piezoresistive MC are ( )S t?? , which is zero again here, f(t), which is a step 
function, ( )f t?  which is an impulse function and ( )f t?? . The impulse input influences the 
system similar to an initial condition case and it is for this reason that the distributed-
parameters modeling plots all start from a non-zero value.  This phenomenon is 
extremely important, especially for the cases where transient response of the 
piezoresistive is insignificant such as high-frequency imaging or sensing applications. In 
the high-frequency imaging or sensing utilizing the piezoresistive MC, even transient 
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response of the MC which occurs in the range of a millisecond is important and 
influences the system output shape significantly. In these cases, employing the 
conventional lumped-parameters model results in a substantial error in the output.  
In the second simulation, a set of step forces with different amplitudes are applied 
to the MC’s tip (f = ai µN for t>0 and f = 0 for t<0, 16.6<ai<24.8). The MC’s base is 
assumed to be stationary (S(t) = 0). Utilizing the numerical values in Table 2-1, the 
steady-state output voltage of the piezoresistive layer is simulated. The simulation results 
for the lumped-parameters and distributed-parameters models, using different number of 
modes, are depicted in Fig. 2-10. 
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Fig. 2-10. Simulation results for the lumped-parameters modeling (LPM) and distributed-
parameters modeling for i modes (DPM-i) of the MC 
 
When a range of step force is applied at the MC’s tip, output voltage of the 
piezoresistive layer changes from zero to a final steady-state value as previously 
described. Fig. 2-10 depicts the final steady-state voltage of the piezoresistive layer’s 
voltage output with respect to a range of forces. As seen from Fig. 2-10, employing the 
lumped-parameters modeling approach to model the results in a significant error in the 
output voltage to the input force ratio (i.e., Vo/f, the slope of the lines in Fig. 2-10). When 
utilizing the distributed-parameters modeling, the error in this slope is significantly 
reduced. As seen, the accuracy of the output voltage to the input force ratio relies on the 
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number of modes which are used in the simulation. Table 2-3 compares the error in the 
output voltage to the input force ratio of the MC, when employing lumped-parameters 
and distributed-parameters modeling approaches with different number of modes. 
 
Table 2-3. Error in the output voltage to the input force ratio of the MC 
Modeling Approach Vo/f (volt/µN) Relative 
Error 
Lumped-parameters 0.312127 19.947 % 
Distributed-parameters, 1 mode 0.344046 11.761 % 
Distributed-parameters, 2 modes 0.379361 2.704 % 
Distributed-parameters, 3 modes 0.386276 0.930 % 
Distributed-parameters, 4 modes 0.388570 0.342 % 
Distributed-parameters, 5 modes 0.389486 0.107 % 
Distributed-parameters, 6 modes 0.389904 0 % 
 
 
2.6. Experimental Verification 
2.6.1. Experimental Setup 
A set of experimental tests is utilized here to demonstrate the accuracy and 
effectiveness of the proposed modeling approach and simulations. The experimental 
setup consists of Polytec MSA-400 Micro System Analyzer, Physik Instrumente (PI) P-
753.11c PZT-driven nanostager, PI E-500 Modular Piezo Control System, PI M-126.DG 
translation microstager, PI C-809.40 4-channel servo-amplifier-Motion I/O interface, 
dSPACE DS1104 controller board, Pulnix TM-1400 camera with 50x Mitutoyo lens, 
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Kleindiek FMS-EM force measurement system, and Seiko Instruments Institute PRC-400 
self-sensing piezoresistive MC (see Fig. 2-11)  
 
 
Fig. 2-11. The experimental setup at SSNEMS 
 
The MSA-400 Micro System Analyzer is a state-of-the-art measurement system 
by Polytec Inc. (Polytec Inc.), with built-in all-in-one microscope with scanning laser-
doppler vibrometry, stroboscopic video microscopy and white light interferometry. It can 
clarify real microstructural response and topography (Polytec Inc.). Here, the MSA-400 is 
utilized to obtain the position feedback of the MC’s tip with the pico-meter-scale 
precision (see Fig. 2-12). 
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Fig. 2-12. Polytec MSA-400 Micro System Analyzer at SSNEMS 
 
P-753.11c PZT-driven nanostage combined with PI E-500 Modular Piezo Control 
System are utilized here to move the MC’s base with sub-nano meter precision (see Fig. 
2-13). P-753.11c PZT-driven nanostage, with unique design 0.05 nm resolution with 
capacitive sensors for highest precision and ultra-fast response combined with the E-500 
Modular Piezo Control System provide the possibility to move the MC’s base with sub-
nano meter precision and having the ultra precise position feedback simultaneously 
(Physik Instrumente a). Extensive theoretical and experimental modeling has been 
performed by the research team to model and precisely control the positioning of such 
nanostage (Bashash et al. 2006, 2007a). 
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Fig. 2-13. (a) P-753.11c PZT-driven nanostage, (b) E-500 Modular Piezo Control System 
by Physik Instrumente at SSNEMS 
 
M-126.DG translation microstage combined with PI C-809.40 4-channel servo-
amplifier Motion I/O interface are utilized here to move the MC’s base with sub-micro 
meter precision (see Fig. 2-14). PI M-126.DG translation microstage with 25 mm travel 
range and less than 0.1 µm resolution combined with 4-channel servo-amplifier is a 
complete solution to move the MC’s base with sub-micro meter resolution in a wide 
range (Physik Instrumente b).  
 
 
Nanostager
(a) 
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Fig. 2-14. (a) M-126.DG translation microstage, (b) C-809.40 4-channel servo-amplifier-
Motion I/O interface by Physik Instrumente used at SSNEMS 
 
FMS-EM force measurement system by Kleindiek combined with the PRC-400 
self-sensing MC by Seiko Instruments Institute are utilized here as the piezoresistive MC 
with its Wheatstone bridge and amplifier (see Figs. 2-5 and 2-15). The FMS-EM module 
with 80 µN maximum tip force and 3.1×10-3 mV/nm sensitivity is a perfect solution for 
variety of force sensing and nanomanipulation applications, namely, contact and non-
contact force microscopy, nanoidentation, tensile measurement and MEMS analysis 
(Kleindiek Nanotechnik b; Seiko Instruments Institute; Next Instrument Technologies).    
 
(a) 
(b) 
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Fig. 2-15. FMS-EM force measurement system by Kleindiek combined with the PRC-
400 self-sensing piezoresistive MC by Seiko Instruments Institute at SSNEMS 
 
2.6.2. Experimental Procedures and Methods 
The experimental procedure consists of applying different static forces to the 
MC’s tip and monitoring the output voltage of the piezoresistive layer. Hence, there is a 
need to be able to move the MC in the Cartesian space in the macro-range with nano-
scale precision. For this, a combination of nanostage, microstage and a manual stage is 
utilized for such purpose (see Fig. 2-16).  
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Fig. 2-16. Combination of nanostage, microstage and a manual stage to move the MC at 
SSNEMS 
 
A holder is designed and provided to mount the PRC-400 self-sensing MC to the 
nanostage. Utilizing the FMS-EM force measurement system, the MC’s deflection is 
converted to the output voltage which is fedback to the DS1104 dSPACE. This whole 
setup is running under the Pulnix TM-1400 camera and MSA-400 to provide the image 
and position feedbacks of the MC. 
In order to calibrate and verify the derived closed-form solution, given in equation 
(2-36), there is a need to apply predefined forces to the MC’s tip and monitor the output 
voltage and then compare it with the simulation results. Here, a calibration weight is 
employed for such a purpose (see Fig. 2-17).   
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Fig. 2-17. Calibration weight utilized to apply the predefined force to MC at SSNEMS 
 
As seen in Fig. 2-17, the calibration weight is a see-saw mechanism with a 
predefined weight on one end (1.67mg = 16.4 µN). Fig. 2-18 illustrates the principle by 
which a predefined force is applied to the MC’s tip. 
 
 
Fig. 2-18. Principle by which a predefined force is applied to the MC’s tip 
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As seen in Fig. 2-18, by depressing one side of the see-saw until the 16.4 µN ball 
is suspended, a constant force is exerted on the MC’s tip. According to Fig. 2-18, force f 
which is exerted on the MC’s tip, can be simply defined as: 
1
2
16.4 lf
l x
×= −                                               (2-76)  
where l1, l2 and x are measurable. By placing the MC in different distances (x), different 
predefined static forces can be applied to the MC’s tip. 
 
2.6.3. Experimental Results and Discussions  
Fig. 2-19 depicts the overall experimental procedure. As seen in Fig. 2-19, the 
free end of the see-saw is placed under the MSA-400 micro system analyzer, then the MC 
is moved towards the see-saw’s lever and push it downward until the calibration weight is 
suspended. The output voltage of the piezoresistive layer at this moment is read and 
registered.  
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Fig. 2-19. Experimental procedure at SSNEMS, (a) PRC-400 MC, (b) the calibration see-
saw, (c), (d) and (e) exerting different forces on the MC’s tip 
 
For each value of x, the experiment is repeated for three times and a total of 
thirteen different values of x is tested. The experimental results are summarized in Table 
2-4.  
The experimental results shown in Table 2-4 are depicted in Fig. 2-20. Three 
experimental results for each applied force to the MC are plotted and the best line fitted 
to these experimental results is sketched.  
As seen in Fig. 2-20, the output voltage of the piezoresistive layer almost linearly 
varies with changing the force on the MC’s tip. In Fig. 2-20, the best line fitted to the 
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experimental results is defined and plotted. This line can be expressed by following 
equation: 
(volt)  0.394   ( )oV f N= × µ                                  (2-77) 
Utilizing the best fitted line to the experimental results, parameter Cpz given in 
equation (2-66) can be calibrated as explained previously. Employing the calibrated Cpz, 
the simulation results for the lumped-parameters modeling and distributed-parameters 
models with different number of modes and experimental results are depicted in Fig. 2-
21. 
 
Table 2-4. Experimental results for l1=7366 µm and l2= 7273.90 µm 
Distance x 
(µm) 
Force f 
(µN) 
Output 
Voltage 
Experiment 1 
(volt) 
Output 
Voltage 
Experiment 2 
(volt) 
Output 
Voltage 
Experiment 3 
(volt) 
Output 
voltage 
Mean 
Value 
(volt) 
0 16.60764 6.4585 6.4524 6.5153 6.47540 
200 17.07719 6.7990 6.8760 6.9309 6.86863 
400 17.57406 6.8737 6.9482 6.9049 6.90893 
600 18.10071 7.1427 7.1139 7.1017 7.11943 
800 18.65991 7.3391 7.3468 7.3467 7.34420 
1000 19.25475 7.6114 7.5330 7.5567 7.56703 
1200 19.88876 7.8665 7.8231 7.7801 7.82323 
1400 20.56595 8.0832 7.9944 8.0204 8.03267 
1600 21.29089 8.3381 8.4148 8.3953 8.38273 
1800 22.06879 8.6171 8.6296 8.6619 8.63620 
2000 22.90570 9.1243 9.2999 9.2273 9.21717 
2200 23.80858 9.3234 9.5315 9.2039 9.35293 
2400 24.78556 9.6840 9.7374 9.7528 9.72473 
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Fig. 2-20. Experimental results for the 1st run (*), 2nd run (+) and 3rd run (o) and the 
best fitted line 
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Fig. 2-21. Experimental and simulation results for the lumped-parameters modeling 
(LPM) and distributed-parameters modeling for i modes (DPM-i) of the MC, points for 
the 1st run (*), 2nd run (+), and 3rd run (o) 
 
As seen in Fig. 2-21, by employing more than two modes, the distributed-
parameters closed-form modeling derived in (2-66) can precisely predict the MC’s output 
voltage due to an applied tip force. However, utilizing the commonly used lumped-
parameters model, results in a 20% error in the predicted output voltage. These results 
match the numerical simulations very closely.  
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2.7. Chapter Summary 
This chapter presented a closed-form distributed-parameters modeling framework 
for piezoresistive MC-based sensors utilized in variety of nanomanipulators. In order to 
have online control and real-time sensor feedback, there was a need to have a closed-
form modeling of the MC in order to express the piezoresistive layer’s output as a 
function of tip force and the base motion. Utilizing a novel approach, this problem has 
been overcome in this chapter for the first time, and the closed-form modeling of the MC 
was developed and presented. Following the mathematical modeling, the simulation and 
experimental results were presented to demonstrate the accuracy of the proposed 
distributed-parameters modeling when compared with the previously proposed lumped-
parameters modeling approach. It was shown that by utilizing the distributed-parameters 
model rather than lumped-parameters approach and by predicting the exact motion of 
each point on the MC, the precision of the MC’s model was significantly enhanced.  
More specifically, utilizing the commonly used lumped-parameters model could result in 
about 20% or more error in the predicted output voltage, and hence, the interaction force. 
 
 
 
 
 
CHAPTER THREE 
 
MICROCANTILEVER-BASED SENSING AND MANIPULATION: CONTROL 
DEVELOPMENT AND IMPLEMENTATION * 
 
3.1. Introduction 
Force sensing and control at nanoscale have lately attracted extensive interest due 
to their widespread applications in different biological and material science technologies 
(Yang et al. 2007c,d; Haque et al. 2002; Jang et al. 2006; Enikov et al. 2005; Tao et al. 
2003). Different scenarios are experienced in nanoscale force sensing, utilizing a 
complicated custom made MEMS device (Yang et al. 2007c,d; Haque et al. 2002), 
employing the nanomanipulator (Jang et al. 2006), or just using a single nanotube or 
nanowire are demonstrable examples of some of the approaches that are reported to 
measure force at the nanoscale. 
In this chapter, a Microcantilever (MC) is utilized to measure the forces at the 
nanoscale. Due to the recent advances in manufacturing of MCs with different shapes, 
material properties and embedded actuation and sensing capabilities, sensing based on the 
bending of the MC’s are known as simple, inexpensive and accurate way when compared 
to conventional sensing methods (Yang et al. 2003b). Currently, MC-based sensors are 
utilized in variety of applications, for example, Chen et al. (Chen et al. 1995) suggested 
employing MC to predict the change of spring constant caused by surface stress; and 
                                                            
* The contents of this chapter may have come directly or indirectly from our publication (Saeidpourazar et al. 2008a, 2009a). 
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Fritz et al. (Fritz et al. 2000) measured the DNA hybridization and receptor-ligand 
binding employing a MC. Same studies based on the biochemical–mechanical 
transduction have recently been reported in adsorption of low-density lipoprotein, 
antigen–antibody binding, and an artificial nose (Yang et al. 2007a). 
Among different types of MCs, piezoresistive MC is selected here to measure 
forces at the nanoscale. Utilizing a MC as a sensor and measuring its tip deflection using 
a laser (sending a laser beam to the cantilever’s tip and receiving the returned laser beam 
via a photo diode) is a conventional procedure which is widely used in Atomic Force 
Microscopy (AFM) (Binnig et al. 1987, Seok-Whan et al. 1998). However, bulky laser-
based sensing may introduce a variety of shortfalls and inconveniences in nanoscale 
sensing namely the need for sample preparation, alignment and large working chamber. 
Utilizing a piezoresistive layer on the surface of MC instead of the laser beam is an 
attractive alternative to address this problem. MC’s deflection and surface stress 
measurement via piezoresistive layer has been recently proposed (Boisen et al. 2000, 
Thaysen et al. 2001). Piezoresistive MCs are usually used in force microscopy 
applications where difficulties in laser alignment make optical detection inconvenient. 
Some of the piezoresistive-based sensing applications are atomic data storage systems, 
cantilever arrays, high vacuum AFM measurements and portable cantilever-based sensors 
(Harley et al. 1999, Frazier et al. 1995). The piezoresistive MC’s high noise ratio and 
high sensitivity to the environmental temperature has been always a problem in utilizing 
this type of cantilevers in different applications; however, recent advances in 
manufacturing process and material science has addressed such a problem and provided 
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even more precision in piezoresistive MC-based measurement compared to the laser-
based ones (Takahashi et al. 2002).  
In order to sense, apply and control a nanoscale force utilizing a piezoresistive 
MC there is a need to mathematically model the piezoresistive MC and design the 
appropriate controller for the process. Even though numerous studies have recently 
focused on piezoresistive MC sensors, almost in all of them, the MC is replaced with a 
simple lumped-parameters model (Thaysen et al. 2001, Harley et al. 1999). Due to the 
extreme precision of the MC sensors, which is in the range of the nano-Newton, utilizing 
a more precise modeling approach is critical (Jalili et al. 2004). In previous publications 
of the authors, the applications of the piezoresistive MC and its structure have been 
studied (Saeidpourazar et al. 2008b,c,d) and a new distributed-parameters modeling 
approach was utilized to obtain the most accurate model of the piezoresistive MC 
(Saeidpourazar et al. 2007f, 2008e,f). 
Due to the complexity of nanomanipulation tasks in general and variety of 
uncertainties and unmodeled dynamics in micro- and nano-scales, designing a suitable 
controller for the nanomanipulation or imaging missions is not a trivial undertaking. To 
the best of our knowledge, model-based or nonlinear controller structures have rarely 
been employed in nanoscale operations and currently only simple linear controllers, 
namely PID controller, are common especially in commercial applications (Abramovitch 
et al. 2007, Yoneya et al. 1998, Tang et al. 2001). Although linear, model-free controllers 
are simple to apply and easy to tune, their poor performance compared to nonlinear 
controllers introduces severe difficulties in nanomanipulation and imaging tasks. Since 
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this family of controllers utilizes model-free design, they are too conservative to settle 
down the nanomanipulation or imaging task in a short time. This makes it impossible to 
target real-time operation and especially tracking problems using these controllers. To 
overcome these shortfalls, a nonlinear model-based robust controller has been proposed 
(Saeidpourazar et al. 2009a, 2008g), which utilizes the piezoresistive MC’s output 
voltage and the proposed distributed-parameters modeling approach to obtain a 
predefined force at the MC’s tip. 
The control objective here in moving the MC’s base to track the desired force 
trajectory at its tip is a general and highly demanding mission in nanomanipulation and 
imaging tasks. In contact imaging in AFM, there is a need to track the force at the MC’s 
tip (Abramovitch et al. 2007); moreover, in almost all of the non-destructive materials 
characterization and nanomanipulation tasks there is a need to control the interaction 
force between the MC’s tip and the surface or nanoparticle. Such demanding needs, 
further motivates the necessity of the proposed control structure in addressing a wide 
range of problems in nanomanipulation and imaging.  Extensive numerical simulations 
and experimental results are presented to demonstrate the performance of the designed 
controller compared to the widely used PID controller. It is shown that utilizing the 
proposed controller instead of PID controller significantly reduces the tracking error and 
increases the performance of the controller.  
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3.2. Experiment Setup and Procedure 
The experiment procedure is to move the piezoresistive MC’s base, utilizing a 
nanostage, and bring the piezoresistive MC’s base in contact with the sample MC (see 
Fig. 3-1). Due to the piezoresistive MC’s base motion, the force acting on its tip varies. 
The objective here is to sense the force acting on the piezoresistive MC’s tip utilizing the 
output voltage of the piezoresistive MC and smoothly move its base to acquire the 
desired force trajectory on the piezoresistive MC’s tip. Fig. 3-1 depicts a schematic of the 
proposed MC-based force sensing experiment setup. 
In Fig. 3-1, the nanostage moves the piezoresistive MC’s base by S(t). S(t) is 
measured utilizing the built-in capacitance position sensor in the nanostage; however, this 
measurement is for monitoring purpose only and is not part of the designed control loop. 
Due to the piezoresistive MC’s base excitation, its tip position, d(t), and the force acting 
on it, f(t), undergo changes. The piezoresistive MC’s tip motion, d(t), is measured 
utilizing the state-of-the-art MSA-400 laser doppler vibrometry; however, this 
measurement is also not part of the control loop and is just for monitoring purposes.  
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Fig. 3-1. Schematic of the MC-based force sensing experimental setup 
 
The control objective is to obtain the desired force trajectory at the piezoresistive 
MC’s tip, which is measured utilizing the output voltage of the piezoresistive layer, Vout, 
and the distributed-parameters model proposed in the previous publications of the authors 
(Saeidpourazar et al. 2007f, 2008e,f). Acquiring the force acting on the piezoresistive 
MC, this force and the desired value for the force on the MC’s tip are fed back to the 
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controller. Utilizing the system dynamics, the controller generates the suitable control 
command and sends it to the nanostage as the input voltage Vin. As seen in Fig. 3-1, the 
only measurement controller needs as input is the output voltage of the piezoresistive 
MC, Vout. Hence, the proposed controller does not need any other sensor to measure the 
base excitation or tip motion which makes the designed setup as a simple, laser-free and 
easy to implement for many manipulation or imaging applications. The fact that the force 
on the MC-based force sensor tip is produced by a sample MC does not restrict the 
applications of the proposed setup, since, as seen next, in designing the controller, this 
sample MC is replaced by a simple lumped-parameters model and any uncertainty or 
unmodeled dynamics can be compensated by employing a well-designed robust 
controller. 
CSC17/Cr-Au MC, fabricated by MikroMasch (Mikromasch) is utilized here to 
apply variable force to the MC-based force sensor (see Fig. 3-2). This cantilever has 
radius of curvature of less than 50 nm, tip height of about 20-25 µm, and full tip cone 
angle of less than 30.ْ Tip and both sides of MC are consecutively coated by continuous 
films of Cr (first layer, 20 nm thickness) and Au (second layer, 20 nm thickness). The 
MC’s length is 460±5µm, width of 50±3 µm, thickness of 2.0±0.5 µm, resonant 
frequency of 12±3.5 kHz and force constant of typically 0.15 N/m varying between 0.05 
N/m to 0.30 N/m. Fig. 3-2 depicts the CSC17/Cr-Au MC. 
The sample MCs are tested with an in-house MC-based force sensing setup. The 
complete setup is depicted in Fig. 3-3 with all the details and different parts already 
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detailed in previous publications of the authors (Saeidpourazar et al. 2007f, 2008e,f,g, 
2009a). 
 
3.3. Modeling and Controller Development 
In order to design a high performance robust controller for the MC-based force 
sensing setup, there is a need to generally model the system depicted in Fig. 3-1. All the 
uncertainties and unmodeled dynamics in this model will be compensated in the designed 
robust controller. For this, the relationship between the nanostage’s input voltage Vin and 
the force acting on the piezoresistive MC’s tip, f(t), should be determined. The 
relationship between output voltage of the piezoresistive layer, Vout, and f(t) is extensively 
discussed and formulated utilizing the distributed-parameters modeling approach in 
previous publications of the authors (Saeidpourazar et al. 2007f, 2008e,f). 
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Fig. 3-2. (a) The CSC17/Cr-Au MC by MikroMasch (Mikromasch), (b) its tip 
(Mikromasch), (c) its backside, (d) and a biologically cultured MC 
 
 
Fig. 3-3. (a) MC-based force sensing setup (b) MC-based force sensor and the nanostage 
which provides its base motion 
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Since the range of the force acting on the MC’s tip (up to 20 µN) and the MC’s 
mass (≈4.5×10-11 Kg (Saeidpourazar et al. 2007f, 2008e,f)) are very small compared to 
the nanostage’s payload (≈100 N, (Physik Instrumente a)), the effect of the interaction 
force between the piezoresistive MCs base and nanostage can be safely neglected. 
Consequently, the nanostage can be modeled as a mass-spring-damper trio with Vin as 
input and S(t) as output as 
( ) ( ) ( ) ( )pzt pzt pzt inm S t b S t k S t V t+ + = −?? ?                                (3-1) 
where mpzt, bpzt and kpzt are constants. kpzt can be experimentally measured, while mpzt and 
bpzt can be obtained by having the commercially reported constants ω0 and ζ and the 
following equations. 
0
pzt
pzt
k
m
ω =                                                      (3-2) 
2
pzt
pzt pzt
b
k m
ζ =                                                   (3-3) 
In order to find the relationship between S(t) and f(t), since the force generated by 
equivalent mass (≈4.5×10-11 Kg (Saeidpourazar et al. 2007f, 2008e,f)) and damping ratio 
(≈0.005 N.s/m (Saeidpourazar et al. 2007f, 2008e,f)) of the utilized MCs are very small 
compared to the force generated by their stiffness (≈2.2 N/m, (Saeidpourazar et al. 2007f, 
2008e,f)), the piezoresistive and the sample MCs are substituted with simple linear 
springs with kp and ks as force constants, respectively. The uncertainties in kp and ks 
values and the unmodeled dynamics associated with this replacement will be 
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compensated in the controller design. Replacing the MCs with two springs, the 
relationship between the piezoresistive MC’s base motion, S(t), and the interaction force 
between two cantilevers, f(t), can be expressed as 
1 1
( ) ( )
p s
S t f t k k
 +=   
                                            (3-4) 
Substituting S(t) from (4) into (1), the relationship between Vin and f(t) can be 
simplified as  
1 1 1 1 1 1
( ) ( ) ( ) ( )pzt pzt pzt in
p s p s p s
m f t b f t k f t V tk k k k k k
     + + ++ + = −          
?? ?     (3-5) 
As seen in the modeling proposed in (3-5), the sample MC is replaced with a 
spring, which means the sample in the force measurement and control can be any surface 
or nanoparticle with a roughly known stiffness constant. Also, for simplicity and in order 
to avoid the need for more sensors, the piezoresistive MC is replaced with a spring. This 
does not cause any contradiction with our extensive distributed-parameters modeling, 
since this model is utilized here to acquire the value of the force on the MC’s tip, f(t), 
from Vout and compare it to the desired tip force value. Hence, the value of the acquired 
force f(t) should be very accurate in order to minimize the error going into the controller 
which is the difference between f(t) and the desired force. The error in modeling the 
MC’s to relate Vin and f(t) can be, however, compensated through the controller design 
described next. 
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For reader’s convenience, a brief overview of controller development and general 
framework is revisited here from our earlier publications (Saeidpourazar et al. 2006, 
2008b,g, 2009a). In sliding mode control, the goal is to design asymptotically stable 
hyperplanes such that all system trajectories converge to these hyperplanes and slide 
along their path until approach their desired destination (Slotine 1984, Utkin et al. 1977). 
The control objective is to track the actuators displacement for admissible input 
commands. For this purpose, equation (3-5) can be rewritten as: 
( ) ( )
( )
( )
( ) ( ) Γ( ) ( ) ( ) ( )
1 1
( ) ( )
1 1 1 1
Γ ( ) ( )( ) ( )
in
pzt
p s
pzt pzt
p s p s
        V t M f tf t , f t f t , f t
                 M mf t , f t k k
b f t k f tf t , f t k k k k
− = +
 +=   
   + += +      
??? ?
?
??
                 (3-6) 
In practice, however, the dynamic equation of motion is contaminated by ever-
present uncertainties and unmodeled dynamics. Hence, the dynamic equations of the 
system can be modified as  
( ) ( + ) ( ) (Γ+ Γ) Ω( )inV t M M  f t t− = ∆ + ∆ +??                             (3-7) 
where ∆M and ∆Γ are system uncertainties and Ω is the unmodeled dynamics. By 
collecting uncertainties and unmodeled dynamics into a single perturbation 
function ( )( ) ( ) Γ Ω( )d t M  f t t=∆ +∆ +?? , the equation of motion can be simplified as: 
( ) ( ) Γ ( )inV t Mf t d t− = + +??                                        (3-8)  
where 
 65
( ) ( ) Γ Ω( )d t M  f t t= ∆ + ∆ +??                                      (3-9)  
Also, equation (3-8) could be rearranged as: 
( )1( ) ( ) Γ ( )inf t M V t d t−= − − −??                                    (3-10) 
in which d(t) is the perturbation function and the estimated value for the perturbation 
function (dest) can be calculated as: 
( )est ( ) ( ) ( ) Γind t Sat V t M f t= − −τ − − ??                               (3-11) 
where a saturation function is introduced in order to avoid possible unboudedness in the 
response. 
As seen in (3-11), the tip force f(t) and its first and second derivatives are all 
needed for this estimation. Moreover, this estimation has uncertainty due to the 
measurements’ inaccuracies, especially in measuring first and second time derivatives of 
the tip force. However, this problem is relaxed due to the robust structure of proposed 
controller as described next. 
In order to simultaneously satisfy tracking control and robustness requirements, 
the sliding hyperplanes are selected as functions of tracking error and its first time 
derivative as: 
( ) ( )Λ ( ) ( ) Λ( ) ( )desired desireds f t f t e ef t f t= − + = +−? ? ?                    (3-12) 
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where s is the sliding hyperplane, Λ>0 is a control parameter and fdesired(t) is the desired 
tip force trajectory. By defining the error signal between the system perturbation and its 
estimation as  
est( ) ( ) ( )d t d t d t= −?                                              (3-13) 
The modified version of system equations can be written as: 
( )1 est( ) ( ) Γ ( ) ( )inf t M V t d t d t−= − − − −?? ?                               (3-14) 
Theorem: For the system described in (3-14), if the control input is given by  
( ) ( ) ( ) est( ) β ( ε) Γ ( ( ) Λ ) ( )( ) ( ) ( ) ( ) ( ) ( )in desiredˆ ˆ ˆV t M sgn s / M f t e d tf t , f t f t , f t f t , f t− = − + + − +??? ? ? ?
 (3-15) 
where sgn(.) represents the signum function, ( )( ) ( )Mˆ f t , f t? is the estimated value 
of ( )( ) ( )M f t , f t? , ( )Γ ( ) ( )ˆ f t , f t?  is the estimated value of ( )Γ ( ) ( )f t , f t? , ( )desiredf t??  is the 
second derivative of the desired tip force and β (β ( )M d t> -1 ? ) and ε are positive scalars, 
then asymptotically task-space and subtask tracking of the system is guaranteed in the 
sense that the signal e(t) is bounded (e(t)→0 as t→∞). 
Proof: see (Saeidpourazar et al. 2008b, 2006). 
Remark: Due to the discontinuous nature of the signum function used in the 
controller, chattering phenomenon may occur, which is undesirable and may lead to 
instability in experiment. To overcome this, high gain saturation function, sat(s/ε), or 
high gain inverse tangent hyperbolic function, tanh-1(s/ε), can be utilized. Although the 
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system will remain stable, its asymptotic property is, however, degraded and a zone 
coverage for the system is achieved. We can ensure that the tracking error dynamics s are 
always bounded by ε (s<ε). Parameter ε must be chosen in a tradeoff to keep the 
chattering and error magnitudes small. The controller derived in this part will replace the 
controller block in the schematic of the MC-based force sensing experiment setup 
depicted in Fig. 3-1. 
 
3.4. Experimental Results 
A set of experimental results are presented to show performance and effectiveness 
of the designed controller in tracking a desired nanoscale force at the tip. The 
experimental setup depicted in Figs. 3-1 and 3-3 is utilized here to apply a force to the 
MC’s tip. The designed controller moves the piezoresistive MC’c base motion utilizing 
the nanostage. Due to the piezoresistive MC’s base motion, its tip moves and pushes the 
sample cantilever’s tip downwards. Consequently, due to the sample MC’s tip deflection, 
which is equal to the piezoresistive MC’s tip motion, an interaction force f(t) is applied to 
the piezoresistive MC’s tip and in the opposite direction to the sample cantilever (see Fig. 
3-1). This force, f(t), is the force which should be controlled. Hence, the control objective 
is to sense force f(t) utilizing piezoresistive MC’s output voltage and the proposed 
distributed-parameters modeling (Saeidpourazar et al. 2007f, 2008e,f), and track the 
desired trajectory for this force employing the piezoresistive MC’s base motion through 
the nanostage. 
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For this, the piezoresistive MC’s output voltage is utilized to predict the force 
acting on the MC’s tip. By comparing the predicted force with the desired trajectory, the 
error which should be regulated can be easily determined. However, in order to identify 
what is the actual force acting on the MC and compare it with the estimated force through 
the modeling, another measurement mechanism must be employed. In order to address 
such a problem, the position feedback from the Microsystem Analyzer (MSA-400), 
which measures the sample MC’s tip deflection, is employed here (see Figs. 3-1 and 3-3). 
In previous publications of the authors, the sample MC has been modeled as a linear 
spring and its stiffness was measured and analyzed (Saeidpourazar et al. 2009a, 2008g). 
Fig. 3-4 depicts the experimental results to identify the sample MC’s stiffness. 
The slope of the line depicted in Fig. 3-4 in the contact region represents the force 
acting on the sample MC’s tip over the sample MC’s deflection which is also the sample 
MC’s stiffness. Here, the sample MC’s stiffness is acquired as 0.2212 N/m which is in 
the range of 0.05-0.30 and in agreement with the reported values by the manufacturer. 
Utilizing the sample MC’s stiffness and its deflection, through the MSA-400 position 
feedback, the actual force acting on the MC’s tip can be defined. Fig. 3-5 depicts the 
schematic of the designed control structure. 
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Fig. 3-4. Interaction force between sample and piezoresistive MC with microscale base 
motion (Saeidpourazar et al. 2009a, 2008g) 
 
As seen in Fig. 3-5, the output voltage of the piezoresistive MC is utilized in the 
piezoresistive MC’s model, the distributed-parameters model which was previously 
introduced in (Saeidpourazar et al. 2007f, 2008e,f), in order to estimate the force acting 
on the MC’s tip. The estimated force is then compared to the desired force trajectory and 
the error, Error-2 in the Fig. 3-5, is fed back to the designed controller. The control input 
which is an input voltage is now fed to the nanostage which moves the piezoresistive 
MC’s base. Based on the piezoresistive and sample MCs modeling (Model-2 in Fig. 3-5) 
and proposed in (3-5), the cantilevers move and the output voltage of the piezoresistive 
MC changes accordingly. On the other hand, the MSA-400 measures the sample MC’s 
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tip deflection.  Now, utilizing the sample MC’s model, which was previously described in 
Fig. 3-4, the actual force acting on the MC’s tip can be measured. Comparing the actual 
force and the desired force on the MC’s tip generates the error in the force tracking, 
Error-1 in Fig. 3-5, which can be utilized for monitoring purpose. 
In order to compare the performance of the proposed controller design with 
previous approaches, a proportional-integral-derivative (PID) controller is designed and 
analyzed. The PID control law can be represented as 
0
( )( ) ( )
t
in p i d
de tV K e t K e d K
dt
− = + τ τ +∫                             (3-16) 
where Kp is the proportional gain, Ki is the integral gain, Kd is the derivative gain and e(t) 
is the system error defined as 
( ) ( ) ( )desirede t f t f t= −                                            (3-17) 
Exercising an extensive gains adjustment process, the best gains for the PID 
controller with best possible response characteristics are obtained as 
30,   1000,   0.005p i dK K K= = =                                  (3-18) 
The controller proposed and designed in (3-15) is also utilized in a set of 
experiments to demonstrate its stability, performance and precision. The constants in this 
controller and its gains are listed in Table 3-1. 
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Fig. 3-5. High-level schematic of the proposed control structure 
 
Utilizing the designed PID and proposed controller (3-15), a set of experiments is 
performed to analyze stability, performance and precision of the controllers. The 
experiment procedure is the same as the one depicted in Fig. 3-1. The controller moves 
the piezoresistive MC’s base through the nanostage and only the output voltage of the 
piezoresistive MC is utilized to control the force acting on the MC’s tip. MSA400 and 
nanostage’s capacitance sensor’s output signals are utilized just for monitoring purposes. 
Due to the high-frequency noise in the force sensor’s signal, an analog 8th order 
Butterworth low-pass filter with passband edge frequency of 50 rad/s is also utilized to 
arrive at a smooth control output. 
In order to study the controllers’ characteristics, a set-point control objective is 
first defined and performed. Fig. 3-6 depicts the experimental results when the control 
objective is to provide a 1 µN force at the tip of the piezoresistive MC (fdesired=1 µN). Fig. 
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3-6-a depicts the error in the force provided at the MC’s tip, e(t)= fdesired-f(t), utilizing the 
designed PID controller, Fig. 3-6-b depicts the same error when the proposed MRC-PE 
controller is utilized; Figs. 3-6-c and 3-6-d depict the control input for the defined set-
point control objective while PID and MRC-PE controllers are utilized, respectively.  
As seen from Fig. 3-6, both controllers are able to stabilize the system in a very 
short time and have almost the same amount of maximum overshoot; however, utilizing 
the MRC-PE controller results in more oscillations in the MC’s tip force compared to the 
PID controller. MRC-PE controller has slightly better settling time compared to the PID 
controller. It is noted that employing the MRC-PE controller results in almost smooth 
control input without a huge jump, but the PID controller cause a significant jump in the 
control input at the moment of switching the controller on, which is undesirable and can 
be harmful for the nanostage and the piezoresistive MC. 
 
Table 3-1. Constants and gains in constructing controller (3-15) 
Constant Value Constant Value 
ω0 5600 (Hz) kp 2.25 (N/m) 
ζ 10 ks 0.2212 (N/m) 
kpzt 8.33 (Volt/µm) β 800 
mpzt 
0.006753 
(Volt.s2/m) ε 0.6 
bpzt 
4743.5215 
(Volt.s/m) Λ 4300 
 
A set of experimental results are presented to demonstrate the stability and 
effectiveness of the designed controllers in tracking a desired force at the MC’s tip. Here, 
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the control objective is to track a sinusoidal force with 0.5 µN amplitude and 0.5 µN 
mean value (fdesired=0.5 sin (ωt)+0.5 µN) at different frequencies (ω=0.5, 1 and 3 Hz). Fig. 
3-7 depicts the experimental results for tracking the force at the MC’s tip utilizing the 
designed PID and MRC-PE controllers. Fig. 3-7-a, c and e depict the desired force, actual 
force and the error in tracking the desired force at the MC’s tip for 0.5, 1 and 3 Hz 
frequencies, respectively, utilizing the designed PID controller. Fig. 3-7-b, d and f depict 
the desired force, actual force and the error in tracking the desired force at the MC’s tip 
for 0.5, 1 and 3 Hz frequencies, respectively, utilizing the designed MRC-PE controller. 
As seen in Fig. 3-7, the designed PID and MRC-PE controllers are able to 
stabilize the system and track the desired force at the MC’s tip; however, utilizing the 
MRC-PE controller significantly enhances the performance in tracking the desired tip 
force. This is especially obvious at the higher frequencies. More specifically, moving 
from 0.5 Hz desired force trajectory to 3 Hz desired force trajectory, the error in the force 
tracking utilizing the designed PID controller is significantly increased; while this error is 
much less when utilizing the designed MRC-PE controller. Table 3-2 depicts the relative 
errors in tracking the tip force utilizing the designed PID and MRC-PE controllers for 
different frequencies. 
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Fig. 3-6. (a) Error in the force provided at the MC’s tip, e(t)= fdesired-f(t) utilizing the 
designed PID controller, (b) Error in the force provided at the MC’s tip, e(t)= fdesire-f(t) 
utilizing the designed MRC-PE controller, (c) Control input utilizing the designed PID 
controller, and (d) Control input utilizing the designed MRC-PE controller  
 
As seen in Table 3-2, employing the designed MRC-PE controller results in 
significantly better performance compared to the designed PID controller. Fig. 3-8 
depicts the control inputs, the input voltage of nanostage, utilizing the designed MRC-PE 
controller in tracking the desired tip force for 0.5 and 3 Hz frequencies. 
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Table 3-2. Relative error in tracking the tip force utilizing the designed PID and MRC-
PE controllers in different frequencies 
Maximum (Tracking error) / Maximum (Desired trajectory) 
Frequency PID Controller MRC-PE Controller 
0.5 Hz 6.92 % 1.71 % 
1 Hz 13.43 % 2.64 % 
3 Hz 30.06 % 7.61 % 
 
As seen in Fig. 3-8, utilizing the MRC-PE controller in different frequencies 
results in a smooth control input which is also in the range of the input voltage of the 
nanostage (-20 to 120 Volts). As a result, the designed MRC-PE controller is able to 
move the piezoresistive MC’s base to track the desired force on the MC’s tip with 
significantly better performance compared to the commercially used PID controller. The 
maximum tracking frequency obtained here is around 3 Hz. The proposed controller has 
great potential in nanomanipulation and imaging tasks to overcome the very slow 
imaging rate of the commercially available AFMs. 
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Fig. 3-7. (a) Force tracking response in 0.5 Hz frequency utilizing PID controller, (b) 
Force tracking response in 0.5 Hz frequency utilizing MRC-PE controller, (c) Force 
tracking response in 1 Hz frequency utilizing PID controller, (d) Force tracking response 
in 1 Hz frequency utilizing MRC-PE controller, (e) Force tracking response in 3 Hz 
frequency utilizing PID controller, (f) Force tracking response in 3 Hz frequency utilizing 
MRC-PE controller (solid lines, desired force; dashed lines, actual force on the MC’s tip; 
and dashed-dotted lines, Error in the force tracking) 
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Fig. 3-8. Control input utilizing the designed MRC-PE controller in tracking (a) the 0.5 
Hz desired trajectory (b) the 3 Hz desired trajectory 
 
3.5. Chapter Summary 
This chapter presented the development and real-time implementation of a robust 
nonlinear control framework for piezoresistive microcantilever (MC)-based force 
tracking with applications to imaging and nanomanipulation tasks. Among the varieties 
of nanoscale force sensing scenarios, a MC was utilized to measure and apply the force at 
the nanoscale. In contrast to distributed-parameters modeling approach, the MC-based 
force sensor was modeled here as a lumped-parameters system. However, replacing the 
MC with a linear mass-spring-damper trio, created a variety of uncertainties and 
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unmodeled dynamics that needed to be addressed for a precise force sensor’s read-out. 
For this, a modified robust controller built around sliding mode control strategy and 
augmented with a perturbation estimation module was proposed to overcome these 
roadblocks. Through extensive experimental results it was shown that utilizing the MRC-
PE controller in different frequencies could result in a much more smoother control input 
when compared with commercially available PID controllers. The proposed controller 
has great potential in a variety of nanomanipulation and imaging tasks to overcome the 
very slow imaging rate of the commercially available AFMs, and ultimately significantly 
enhance the imaging resolution and manipulation accuracy needed at this scale. 
  
CHAPTER FOUR 
 
A COMPARATIVE STUDY OF MICROCANTILEVER-BASED MASS SENSING 
PLATFORMS WITH APPLICATIONS TO BIOLOGICAL SPECIES 
DETECTION* 
 
4.1. Introduction 
Microcantilever (MC)-based sensing is a powerful method used in a variety of 
chemical and biological applications due to its sensitivity, extreme applicability and low 
cost (BudgetSensors, Thundat et al. 1995, Baselt et al. 1997). MC biosensors have been 
used in the studies of genetics and proteomics and also in the detection of specific 
biomolecular interactions which is essential in disease diagnostics (Milburn et al. 2005, 
Su et al. 2003, Savran et al. 2004). These sensors operate through the specific binding of 
target molecules on the functionalized surface of the MC; therefore there will be no need 
for labeling target molecules with fluorescence or radioactive tags. In genomics 
experiments, the label-free detection of target DNA occurs through the hybridization of 
these species to their complementary probe DNA strands which have been already 
immobilized on MC surface(s) (McKendry et al. 2002).  
A MC sensor can be operated in two different modes of “static” and “dynamic”.  
In the static mode, MC deflection is measured and the surface stress generated from the 
adsorbed species is related to this deflection. In the dynamic mode, however, the shift in 
                                                           
* The contents of this chapter may have come directly or indirectly from our publication (Saeidpourazar et al. 2009b). 
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the resonance frequency of the beam is of interest. Similar to the static mode, adsorption 
induced surface stress and/or the added mass of the adsorbed species can be calculated 
measuring the resonance frequency shift due to the adsorption.  
If only one side of a MC biosensor is functionalized, it has been observed that the 
adsorption of target species will bend the beam (Wu et al. 2001). By measuring this 
deflection, the adsorption induced surface stress may be calculated using the Stoney’s 
formula as follows (Stoney et al. 1909)  
( ) συ
Et
Lz 2
213 −=
                                                 (4-1) 
where z, L, t, E and υ are the MC’s deflection, length, thickness, Young’s modulus of 
elasticity and Poisson’s ratio, respectively. σ is the adsorption induced surface stress. 
There exist quantitative formulas relating the surface stress and MC stiffness. A simple 
one of these formulas is given as(Chen et al. 1995) 
σπ
1
2
4n
nKs =
                                                    (4-2) 
where Ks is the MC spring constant due to the surface stress, n being a geometric 
parameter with the typical value of 0.24 for a rectangular MC beam and n1 is also a 
geometric correcting factor for modeling the beam as a string (Chen et al. 1995). 
If both sides of the MC have the same affinity to the target molecules, however, 
the static deflection measurement may not be a practical and sensitive method for either 
bio-species detection or quantification of biomolecular interactions; making the 
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frequency response measurement a better sensing technique. Moreover, the static 
detection mode requires careful calibration procedures to ensure experimental accuracy 
which can be error prone and time consuming (McFarland et al. 2005). 
Frequency response method may be used instead of the static mode in order to 
avoid the abovementioned problems. However, the shift in the resonant frequency of a 
resonating MC is due to the change in two independent parameters; namely,  the overall 
mass of the MC and its stiffness. In other words (Thundat et al. 1997) 
*
* *
* *
( , )
2
ff f dK dmdf m K dm dK
m K K m
∂ ∂     = + = −     ∂ ∂                       (4-3) 
These two effects should be separated by running experiments once for the MC 
functionalized only on one surface and repeating the same experiments for a MC having 
both sides functionalized. Having the frequency shifts for both cases, the relationship for 
the surface stress formulation can be obtained. In order to validate the experimental 
results and analysis, however, knowledge of one of these two parameters (added mass or 
the stiffness) is needed. In our experiments, this has been fulfilled by measuring the 
stiffness of MCs using the same experimental instrument (with a different setup though) 
both before and after the adsorption of target molecules.  
To measure the MC’s stiffness, an in-house nanoscale force sensing setup is 
designed and fabricated which utilizes a piezoresistive MC to measure the force acting on 
the MC’s tip. Next, this setup is discussed and precisely modeled. A new distributed-
parameters modeling approach (Saeidpourazar et al. 2008d,g,f, 2007f) is utilized here to 
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accurately model the piezoresistive MC. Following the model validation, the force sensor 
is calibrated and different single and double sided, cultured and uncultured sample MCs 
are tested and their stiffness values are reported. The change of stiffness in the single and 
double sided MCs before and after culturing is also analyzed and discussed. 
  
4.2. Materials and Methods 
The MC probes utilized in the experiments were ordered from Innovative 
Solutions Bulgaria Ltd. (Bulgaria). Two different models of MCs were used in the 
immobilization experiments. Structural specifications of these two contact mode AFM 
probes (models ContGD and ContGB) are given in Fig. 4-1 and Table 4-1. The two 
probes are dimensionally identical, except that the ContGB have both surfaces covered 
with gold (referred to as the Double-Sided MC) while ContGD model only has one gold 
coated active surface (referred to as the Single-Sided MC). Each MC was cultured 
separately and its resonance frequencies were measured and analyzed both before and 
after the DNA immobilization. 
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Fig. 4-1. Structural specifications of the two AFM probe models of a) ContGD and b) 
ContGB of BudgetSensors (BudgetSensors) 
 
 
Table 4-1. Product specification of AFM probe model ContGD of BudgetSensors 
(BudgetSensors) 
 Typical Values Range 
Resonant Frequency 13 kHz ± 4 kHz 
Force Constant 0.2 N/m 0.07 N/m to 0.4 N/m 
Length 450 µm ± 10 µm 
Mean Width 50 µm ± 5 µm 
Thickness 2 µm ± 1 µm 
Tip Height 17 µm ± 2 µm 
Tip Set back 15 µm ± 5 µµm 
Tip Radius < 10 nm 
Reflex Coating 70 nm gold on detector side 
Half Cone Angle 20°-25° along cantilever axis 
25°-30° from side 
10° at the apex 
 
DNA strands were immobilized on the surface(s) of the abovementioned MCs and 
the resultant shift in the beams’ resonance frequencies were measured using the Micro 
System Analyzer (MSA)-400. All DNA sequences were obtained from Invitrogen 
Corporation (Carlsbad, CA). They differed in their nucleotide lengths and were ordered 
in three lengths of 10, 20 and 30. Their detailed sequences are listed in Table 4-2. In 
order to have a specific adsorption of these single-stranded DNAs on the gold coated 
a) b) 
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surface of the MCs, their 5’ end was modified by Thiol. The whole thiolated DNAs were 
prepared by Invitrogen Corporation. 
 
Table 4-2. Sequences of the DNAs immobilized on MC surface(s) 
Primer Name Base Sequence Purity 
DS10 5’-thiol-GAG GGA TTA T-3’ Desalted
DS20 5’-thiol-TTA TAA CTA TTC CTA GGT CG-3’ Desalted
DS30 5’-thiol-TTA AGG TCT GGA CTG GCC TGA ATT TAG CGC-3’ Desalted
 
Phosphate Buffered Saline (PBS) used in the DNA immobilization experiments 
was made at four different concentrations of 50 mM, 250 mM, 500 mM and 1000 mM. 
Various immobilization experiments were done for the three nucleotide lengths of 10, 20 
and 30, in each of the four PBS solutions.  
Each MC was analyzed by the MSA-400 prior to the immobilization period and 
its stiffness and first three resonance frequencies were measured. It was then immersed in 
small container having DNA with the desired nucleotide length dissolved in PBS buffer 
(50, 250, 500 or 1000 mM) and was left in this solution for about 3.5 hours. This would 
result in the immobilization of the thiolated DNA strands on the gold coated surface(s) of 
the MC. Following the immobilization process, MC was taken out of the solution, dried 
and studied again by the MSA-400. The new stiffness and the first three resonance 
frequencies were as well recorded for the MC having the immobilized DNA.  
In order to get the frequency response of the MC beams by MSA-400, these 
beams needed to be excited. As the two models of MC probes utilized in the experiments 
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here did not have a piezoelectric layer on their surface, a cantilever holder was used 
instead. This tapping/contact mode cantilever holder (model DAFMCH) purchased from 
Veeco Probes (Camarillo, CA) is depicted in Fig. 4-2. This cantilever holder has a piezo 
tip drive. Therefore, when the appropriate amount of voltage is applied to its connections, 
it base-excites the MC probe held in its clamp. 
 
 
Fig. 4-2. Veeco Probes cantilever holder of model DAFMCH (Veeco Instruments) 
 
In the simplest form of an optical detection setup (for either modes of dynamic or 
static) a laser beam is focused at the MC’s tip and its reflection is sensed through a 
position sensitive detector (Datskos et al. 1999). Atomic force microscope (AFM) is the 
most common setup based on the laser (optical) detection mode.  However, the frequency 
response of this system is sometimes disturbed by false signals.  This results in a double 
peak or multiple peaks in the frequency response of the resonating MC, which cannot be 
explained by the simple beam theories (Rabe et al. 2007).  Examples of these unfavorable 
frequency responses are depicted in Fig. 4-3. 
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Fig. 4-3. Different frequency responses of a cantilever measured by an AFM: a) 
undisturbed resonance response, b) response having a detectable peak while the shape of 
the resonance response is deformed, c) resonance response with a double peak, and d) 
response having three peaks although theory expects only one (Rabe et al. 2007) 
 
One of the key points of the experimental setup here is the access to the MSA-400 
at Clemson University Smart Structures and NanoElectroMechanical Systems (SSNEMS) 
Laboratory. As mentioned earlier, utilizing the MSA-400 results in consistent, repeatable 
and much more accurate frequency responses of the resonating MCs. A schematic of the 
MSA-400 utilized in the SSNEMS Laboratory is depicted in Fig. 4-4.    
a) b) 
c) d) 
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Fig. 4-4. Polytec Micro System Analyzer MSA-400 setup at SSNEMS laboratory, 
Clemson University 
Frequency response of a double-sided MC, measured by MSA-400 is also shown 
in Fig. 4-5. Peaks, indicating different modes of resonance, are clearly distinguished in 
these results. By defining the frequency limit within the vicinity of each peak, the MSA-
400 provides us with the animation demo of MC’s resonance. Hence, the specific mode 
of resonance may be assigned to the appropriate peak. Fig. 4-6 depicts frequency 
response of a double-sided MC beam using MSA-400 before and after immobilization of 
DNA. A considerable shift in first and second natural frequencies is illustrated in this 
figure. 
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Fig. 4-5. Frequency response of a double-sided MC beam using MSA-400. Each peak 
denotes one mode of resonance. The first and second mode peaks are depicted in (a) and 
the third mode peak in (b) 
 
Fig. 4-6 depicts frequency response of a double-sided MC beam using MSA-400 
before (dark line) and after (light line) immobilization of DNA. A considerable shift in 
first and second natural frequencies is illustrated in this figure 
 
1st Mode of Resonance 
   2nd Mode of Resonance
(a) 
 3rd Mode of Resonance
(b) 
 89
 
Fig. 4-6. Frequency response of a double-sided MC beam using the MSA-400 before 
(dark line) and after (light line) immobilization of DNA. 
 
The MCs are also tested with our in-house nanoscale force sensing setup before 
and after culturing. In the setup depicted in Fig. 4-7, a self-sensing MC named PRC-400 
is utilized as the piezoresistive MC for the force sensing applications. 
 
1st Mode 
2nd Mode
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Fig. 4-7. Nanoscale force sensing setup at SSNEMS 
 
Fig. 4-8 depicts the PRC-400 self-sensing MC image under a 100x magnification 
light microscopy. It consists of a MC with piezoresistive layer on the base and mass on 
the tip and the reference lever with piezoresistive layer. 
 
PRC‐400 Self‐
Sensing MC 
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Fig. 4-8. PRC-400 self-sensing MC (Saeidpourazar et al. 2009a) 
 
 
The piezoresistive layers on the cantilever and the reference lever are utilized as 
the resistances in a Wheatstone bridge. Due to the external force on the piezoresistive 
cantilever’s tip, it bends and results in a change of resistance in the piezoresistive layer. 
This change of resistance can be monitored utilizing the output voltage of the Wheatstone 
bridge.  
 
4.3. Model Development 
In chapter two of this dissertation, a new distributed-parameters modeling 
approach is proposed to model this sensor followed by a calibration weight to calibrate 
100 μm 
Piezoresistive 
cantilever 
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the force sensor and validate the projected distributed-parameters model. Utilizing this 
sensor and the proposed model, the MCs are tested and their stiffness before and after 
culturing are reported.   
Please refer to the section 2.3 for comprehensive modeling of the piezoresistive 
MC-based force sensors. As shown in Fig. 2-4, w(x,t) represents the deflection of the MC 
at position x on the cantilever and time t. Utilizing the MC model depicted in Fig. 2-4, 
kinetic and potential energies of the piezoresistive MC, Hamiltonian’s Principle and 
Assumed Mode Model (AMM) approach, the state-space representation of the system can 
be expressed as (2-53 through 2-58). 
In the proposed state-space description (2-53 through 2-58), the MC is modeled 
with U as the input vector and = /ss o pzV CY  as the output. The proposed formulation can 
be utilized to simulate the MC’s output voltage as a function of input force acting on the 
MC’s tip; however, in the actual experiment there is a need to determine the force acting 
on the MC’s tip due to a predefined base motion an piezoresistive layer’s output voltage. 
Consequently, by replacing vector Xss with vector x1, force f with variable x2, f?  with 
variable x3, and f??  with variable x4, equations (2-53 through 2-58) can be rearranged as: 
1 1 1 2 2 3 3 4 4ss ss ss ss ssB S B x B x B x= + + + +x A x ???                            (4-4) 
2 3x x=?                                                        (4-5) 
3 4x x=?                                                        (4-6) 
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1 2 2
o
ss ss
pz
V D x
C
= +C x
                                            (4-7) 
where Biss and Diss represent the ith column of Bss and Dss matrices, respectively. 
Eliminating variable x4 in equations (4-4 through 4-7) yields the following equations: 
( )
( )
4 4 2 4 3 2
21 1 2 33
4 4 4
4 1 4
1
4 4
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B B B
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(4-8) 
2 3x x=?                                                       (4-9) 
( )2 3 2 13 1 2 34 4 4 4 4
1ss ss ss ss ss ss ss ss ss
o
ss ss ss ss ss ss ss ss ss ss pz
B B D Bx x x S V
B B B B B C
− += − − − +C A C C Cx
C C C C C
?? ??
(4-10) 
2y x=                                                        (4-11) 
Utilizing the state-space modeling given in equations (4-8 through 4-11), the force 
acting on the MC’s tip (output y = x2 = f) can be obtained using MC’s base acceleration 
(S?? ) and the piezoresistive layer’s output voltage’s derivative with respect to time ( oV? ). 
 
4.4. Experimental Results and Discussions 
In this study, only the results for the first mode of resonance for each MC before 
and after immobilization of DNA strands are presented which is due to the complex 
nature of these higher resonance modes. Here the cantilever’s depicted in Fig. 4-1 are 
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tested with the force sensor setup. Fig. 4-9 depicts the sample cantilever and PRC-400 
self-sensing MC under the MSA-400 Micro System Analyzer. 
 
 
Fig. 4-9. Sample cantilever and PRC-400 self-sensing MC 
 
Utilizing the combined microstage and nanostage depicted in Fig. 4-7, the PRC-
400 self-sensing MC can be moved up and down while the micro and nanostage’s built-in 
position sensors are monitoring the self-sensing MC’s base motion, the MSA-400 Micro 
System Analyzer is monitoring the self-sensing MC’s tip motion which also represents 
the sample cantilever’s tip motion. Fig. 4-10 is depicted the experimental procedure 
where the self-sensing MC approached the sample cantilever and push it down. 
Sample MC 
PRC‐400 Self‐Sensing 
MC 
50 μm
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Fig. 4-10. Experimental procedure for finding the sample cantilever’s stiffness 
The MSA-400 measures the sample and MCs’ tip motion. Since the sample MC’s 
base is fixed and stationary, the measured position feedback by MSA-400 is also equal to 
the sample cantilever’s deflection. Utilizing the distributed-parameters modeling 
approach proposed in (4-8 through 4-11), the calibration procedure (Saeidpourazar et al. 
2008d,g,f, 2007f) and the output voltage of the piezoresistive layer on the PRC-400 self-
sensing MC, the interaction force between the PRC-400 and the sample cantilever is 
(d) (e) (f)
(g) (h) (i)
(b) (a) (c)
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defined. Fig. 4-11 depicts the interaction force acting on the sample cantilever and the 
PRC-400 tip motion during the experiment depicted in Fig. 4-10. 
 
 
Fig. 4-11. Interaction force acting on the sample cantilever and the PRC-400 tip motion 
during an experiment 
 
The slope of the line depicted in Fig. 4-11 in the contact region represents the 
force acting on the sample MC’s tip over the sample MC’s deflection which is the sample 
MC’s stiffness. Utilizing this experimental procedure, the stiffness of the different 
cultured and uncultured sample MCs are measured. 
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Tables 4-3 through 4-6 show the experimental results. Table 4-3 lists sample 
MCs’ first natural frequency before and after culturing, and shift in first natural frequency 
and its percentage. Table 4-4 lists sample MCs’ stiffness before and after culturing, this 
stiffness is measured at least three times before and after culturing and the measured 
stiffness and average stiffness are listed in Table 4-4. Table 4-5 presents sample MCs’ 
shift in mass and stiffness due to culturing and their percentage. Table 4-6 compares the 
sample MCs’ first natural frequency after culturing values measured utilizing MSA-400 
and calculated through the following equation: 
K mFreq2=Freq1 1+0.5 ( )-( )
k1 m1
 ∆ ∆                                   (4-12) 
where ∆K and ∆m are assumed to be small values. Table 4-6 gives that the error in 
calculating the first natural frequency after culturing compared to its actual value is 
negligible, which imply that the error in calculating the added mass to the MC is also 
insignificant. 
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Table 4-3. Sample MCs’ first natural frequency before and after culturing 
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Table 4-4. Sample MCs’ stiffness before and after culturing 
DD14 
(N/m) K1 K2 K3 K4 Kave. 
Before Imm. 0.361 0.364 0.360 0.364 0.362 
After Imm. 0.372 0.367 0.374 0.364 0.371 
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Table 4-5. Sample MCs’ shift in mass and stiffness due to culturing 
DD14 
m1 (micro-g) m2 (micro-g) ∆m Shift Perc. ∆K Shift Perc. 
2.141 2.426 0.285 13.30 0.009 2.42 3
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m1 (micro-g) m2 (micro-g) ∆m Shift Perc. ∆K Shift Perc. 
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m1 (micro-g) m2 (micro-g) ∆m Shift Perc. ∆K Shift Perc. 
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m1 (micro-g) m2 (micro-g) ∆m Shift Perc. ∆K Shift Perc. 
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m1 (micro-g) m2 (micro-g) ∆m Shift Perc. ∆K Shift Perc. 
2.097 2.372 0.276 13.16 0.032 9.55 3
0 
nt
 - 
25
0 
m
M
 
PB
S 
- 5
 
m
ic
ro
M
 
SS20 
m1 (micro-g) m2 (micro-g) ∆m Shift Perc. ∆K Shift Perc. 
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Table 4-6. Sample MCs’ first natural frequency after culturing 
DD14 
(∆K/k1)-(∆m/m1) (∆m/m1)/(∆K/k1) f2 from Formula* Freq2-Freq2* %Error 
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(∆K/k1)-(∆m/m1) (∆m/m1)/(∆K/k1) f2 from Formula* Freq2-Freq2* %Error 
-0.036 1.74 12343.39 16.01 0.12 2
0 
nt
 - 
50
0 
m
M
 
PB
S 
- 5
 
m
ic
ro
M
 
DD18 
(∆K/k1)-(∆m/m1) (∆m/m1)/(∆K/k1) f2 from Formula* Freq2-Freq2* %Error 
-0.036 1.38 12412.62 24.88 0.2 3
0 
nt
 - 
25
0 
m
M
 
PB
S 
- 5
 
m
ic
ro
M
 
SS20 
(∆K/k1)-(∆m/m1) (∆m/m1)/(∆K/k1) f2 from Formula* Freq2-Freq2* %Error 
-0.120 5.87 13389.66 86.94 0.64 3
0 
nt
 - 
10
00
 
m
M
 
PB
S 
- 5
 
m
ic
ro
M
 
 
Figs. 4-12 through 4-15 depict the experimental results for the sample cantilevers. 
All the points in the graphs presented in this section are the average of data for at least 
three different experiments. Fig. 4-12 depicts percentage of frequency reduction of the 
sample cantilevers versus PBS buffer concentration for different double- and single-sided 
MCs. As seen in Fig. 4-12, percentage of frequency reduction of sample MCs increases 
in higher PBS buffer concentration and the frequency reduction has larger values in lower 
nucleotide lengths. Fig. 4-13 depicts percentage of frequency reduction of the sample 
cantilevers versus nucleotide length for different double- and single-sided MCs. As is 
shown in Fig. 4-13, percentage of frequency reduction of the sample cantilevers 
decreases in higher nucleotide length and the percentage of frequency reduction has 
higher values in higher PBS buffer concentration. Fig. 4-14 depicts the percentage of 
frequency reduction of the sample cantilevers versus PBS buffer concentration for 
different nucleotide length DNA solutions; which also shows as increase in higher PBS 
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buffer concentration and percentage of frequency reduction is larger in double-sided 
cantilevers compared to the single-sided cantilevers. Fig. 4-15 depicts percentage of 
frequency reduction of the sample cantilevers versus nucleotide length for different PBS 
buffer concentrations, which also shows a decrease in higher nucleotide length and 
percentage of frequency reduction is larger in double-sided cantilevers compared to the 
single-sided cantilevers. 
 
  
 
Fig. 4-12. Experimental results, percentage of frequency reduction of the sample 
cantilevers versus PBS buffer concentration for different double and single MCs 
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Fig. 4-13. Experimental results, percentage of frequency reduction of the sample 
cantilevers versus nucleotide length for different double and single MCs 
 
 
 
Fig. 4-14. Experimental results, percentage of frequency reduction of the sample 
cantilevers versus PBS buffer concentration for different nucleotide length DNA 
solutions 
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Fig. 4-15. Experimental results, percentage of frequency reduction of the sample 
cantilevers versus nucleotide length for different PBS buffer concentrations 
 
4.5. Chapter Summary 
This chapter presented a comparative study on different MC-based mass sensing 
platforms with applications to biological species detection. In the dynamic mode of MCs, 
the shift in the resonant frequency of a resonating MC is due to the change in two 
independent parameters; namely, overall mass of the MC and its stiffness. These two 
effects were separated here by running experiments once for the MC functionalized only 
on one surface and repeating the same experiments for a MC having both sides 
functionalized. Utilizing the frequency shifts for both cases, the relationship for the 
surface stress formulation was obtained. In order to validate the experimental results and 
analysis, knowledge of one of these two parameters (added mass or the stiffness) was 
needed. Here, by measuring the stiffness of MCs using the same experimental instrument 
both before and after the adsorption of target molecules, stiffness of the MCs were 
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obtained and utilized to validate the experimental results. Using our in-house setup, the 
percentage of frequency reduction of the different double- and single-sided MCs, for 
different PBS buffer concentrations and nucleotide lengths were measured and analyzed. 
 
 
CHAPTER FIVE 
 
MICROCANTILEVER-BASED IMAGING: DEVELOPMENT OF FAST-SCAN LASER-
FREE ATOMIC FORCE MICROSCOPY1 
 
5.1. Introduction 
Atomic Force Microscopy (AFM) is an advantageous tool for studying micro and nano 
scale topographical variations of surfaces, as well as manipulating ultra small objects on surfaces 
in various applications including material sciences, physics, chemistry, and biology. In AFM a 
flexible microcantilever (MC) beam scans the surface through a 2D piezoelectric 
nanopositioning stage in three contact, non-contact, and tapping modes. Due to the interaction 
force between the cantilever tip and the sample surface, cantilever deflects according to the 
point-by-point surface variation. Hence, by measuring and recording the cantilever deflection 
during the scanning process surface topographical image can be obtained. Typically, this 
measurement is carried out through a high-resolution laser interferometer. Although this 
measurement technology offers excellent accuracy, it is bulky and expensive. Hence, alternative 
measurement techniques that could lead to development of less costly and portable AFMs are 
highly preferred. 
From the control viewpoint, there are two scanning modes in AFM: (i) constant height 
(open-loop) scanning, where the MC scans the surface without any adjustment at its base. Hence, 
the surface topography corresponds to only the cantilever tip deflection. (ii) Constant force 
(closed-loop) scanning, where the tip/sample interaction force is controlled at a constant level 
                                                            
1 The contents of this chapter may have come directly or indirectly from our publication (Bashash et al. 2008, 2009b,c). 
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despite the variation of surface topography using the real-time cantilever deflection feedback. In 
this case, MC base should adjust to the surface topography in such a way that the cantilever 
deflection’s variation is minimized throughout the scanning. Hence, the surface image depends 
on the cantilever base motion, as well as the ever-present error in its deflection. Compared to the 
closed-loop mode, the open-loop AFM is more straightforward to implement since there are no 
control associated with the base. Moreover, the resolution and the speed of imaging are higher. 
The only drawback of the open-loop mode is the variation of tip/sample interaction force, which 
may damage the sample if ultra soft materials with large topographical variations are utilized.  
However, in both open-loop and closed-loop imaging modes, the XY piezo-scanner 
needs to be precisely controlled, particularly when higher speeds of operation are demanded. 
This initiates the need for control of piezoelectric systems. 
A variety of current technological applications utilize piezoelectric positioning devices to 
generate controlled motions with fast and fine positioning accuracies. Particularly, piezoelectric 
devices have been extensively utilized in optics (Sepaniak et al. 2002), medical surgery (Binnig 
et al. 1987), microfabrication (Aoshima et al. 1992), metrology (Akahori et al. 2005), and many 
other applications with enabling ultra-accurate operations. Scanning Probe Microscopy (SPM) is 
a widely used class of the piezoelectric-driven systems for atomic and molecular level imaging 
of materials’ surfaces and manipulation of nano-size objects (Hesselbach et al. 1998, Haitjema et 
al. 1996, Binnig et al. 1983). In a typical SPM, the task of the probe attached to a positioning 
stage is to scan and track the surface of samples with random topography variations, preferably 
at high speeds. Therefore, precision and robustness are key factors for achieving high-
performance control through piezoelectric systems.  
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Tracking control of piezoelectric devices is limited by a number of structural and 
dynamical effects. Hysteresis phenomenon with its multiple-loop behavior is the most limiting 
nonlinearity in both feedforward and feedback positioning of piezoelectric systems. All 
feedforward control strategies need an inverse model to compensate the hysteresis effect (Gonda 
et al. 1999, Curtis et al. 1997, Bashash et al. 2007b). However, there are different scenarios in the 
closed-loop control. Although many proposed feedback strategies have utilized hysteresis model 
in their control laws as an essential part (Kuhnen et al. 2001, Lining et al. 2004, Tao et al. 1995), 
a few have precisely controlled their plant without including any representative hysteresis model 
(Tzen et al. 2003, Bashash et al. 2007c). The latter methods utilize robust control schemes 
instead, relying on the fact that hysteresis is a bounded deviation (disturbance) from a linear 
response (Bashash et al. 2007c). Hence, the controller can suppress hysteresis effect if it is well 
robustified. Since all the hysteresis models have complex structures and are challenging to 
identify, such hysteresis-free controllers are favorably viewed in many applications.  
System dynamic’s characteristics are also important in tracking problem, especially when 
precision in a broad frequency range is desired. In general, the dynamics of piezoelectric systems 
can be well described by distributed-parameters representation expressed by partial differential 
equations (Bashash et al. 2009). However, depending on the frequency of operation, the system 
can be safely simplified to its lumped-parameters representation. Although there are a few 
references have adopted distributed-parameters models (Bashash et al. 2009, Su et al. 2000), 
many others have considered lumped-parameters representation (Lining et al.  2004, Tao et al. 
1995, Tzen et al. 2003). Their justification relies on the fact that piezoelectric stages usually have 
higher resonant frequencies than the operational frequency. Hence, the need for modeling of 
higher modes is eliminated when operating below the first resonance.  
 108
System constant parameters contain uncertainties due to the identification inaccuracy, 
and are subjected to change because of aging and the environmental variations. Hence, the 
collective parametric errors can induce disturbance-like forces and degrade the control 
performance. Although robust control schemes such as sliding mode control can theoretically 
eliminate the effects of parametric uncertainties, they only can minimize these effects in reality 
due to the practical limitations such as the chatter effect. This necessitates the need to augment 
the controller to adaptive laws for such system unknown parameters (Tzen et al. 2003, Bashash 
et al. 2007c). The only practical limitation of an adaptive controller is that its performance 
depends on the accuracy of the nominal (initial) values of system parameters and the amount of 
tolerance between their upper and lower bounds. However, this problem can be effectively 
resolved by utilizing appropriate system identification algorithms. The incorporation of the 
robust and adaptive features into the control design would lead to high-performance tracking of 
desired trajectories in a broad frequency range despite the unmodeled hysteresis effect, 
parametric uncertainties, and ever-present bounded disturbances. 
In general, controllers designed for tracking of time-varying trajectories are tuned for 
continuously differentiable trajectories. Hence, discontinuities and particularly step-like jumps in 
the desired trajectory may lead to significant oscillations of the closed-loop system and even 
instability because of the input saturation. In many applications including in SPMs’ axis-Z 
control, the desired trajectory is not stipulated, and may change suddenly in real-time. Hence, the 
controller must be prepared for such events. One of the most commonly used remedies is to pass 
the desired trajectory through a low-pass filter before applying to the controller. This will 
transform the jumps of desired trajectory into gradual transitions leading to a smoother signal. 
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However, a delay is inherently induced in the filtered signal which can significantly decrease the 
control performance in real-time, particularly, at high frequencies.  
In this chapter, a PID controller is proposed to control Y-axis of SPM along with robust-
adaptive controller to control X-axis of AFM and a switching controller for effective tracking 
control of high-frequency trajectories with discontinuities to be utilized in control the Z-axis of 
the SPMs. In switching controller design, the controller structure is based on switching between 
two separate control modes: a Lyapunov-based robust adaptive tracking controller and a PID 
step controller. It has been demonstrated that the proposed robust adaptive controller presents 
excellent robustness and performance in tracking of continuous trajectories in frequencies up to 
300 Hz. However, its transient performance for stepped inputs is limited by large oscillations. On 
the other hand, a PID controller can be tuned in such a way that it presents excellent step 
tracking performance with small settling time and overshoot. Nevertheless, the PID controller is 
unable to precisely track medium-range and high-frequency trajectories because of its limited 
bandwidth. The proposed switching controller has been shown to offer excellent performance in 
tracking of high-frequency trajectories with discontinuities without the degrading delay effect 
associated with filtering proposition. Actual imaging results are presented to demonstrate 
effectiveness and performance of the proposed control structure. 
 
5.2. Fast-Scan Laser-Free Atomic Force Microscopy 
SPM is a powerful tool for atomic level surface imaging and manipulation. The main idea 
in SPM is to bring an atomically sharpened probe close to surface of a sample material and scan 
it to characterize its topography, or manipulate objects in atomic level. The first SPM was a 
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Scanning Tunneling Microscope (STM) introduced by Binnig and Rohrer in 1981 (Hesselbach et 
al. 1998).  Fig. 5-1 depicts the schematic view of STM and its working principle. 
 
 
Fig. 5-1. Schematic of STM and its working principle. 
 
As illustrated in Fig. 5-1, STM utilizes a sharp tip mounted on a piezoelectric stage to 
approach sample’s surface and stop near it in an equilibrium position between the attractive and 
repulsive areas (Aderiaens et al. 2000). In this position, electrons tunnel between the STM tip 
and the sample resulting in a current with amplitude being a function of the tip/sample distance. 
Utilizing a piezoelectric scanner, sample is moved in the X-Y directions, and due to the variation 
of sample topography, the distance between STM tip and sample surface changes. By acquiring 
the amplified feedback of the tunneling current and employing an appropriate controller, the 
piezoelectric stage moves up and down in Z direction to control the tunneling current at a 
constant level (Smith et al. 2005). Hence, the recorded positions of X-Y-Z piezoelectric stages 
can reveal the surface topography with molecular and atomic variations. Other SPM systems 
such as Atomic Force Microscopy (Julian et al. 1990) follow similar principles but with different 
interaction mechanisms between sample and surface.  
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Fig. 5-2 depicts the proposed laser-free AFM setup. The sample to be imaged is mounted 
on a double axes parallel Physik Instrumente piezoflexural scanning stage with 100 µm stroke, 
while a piezoresistive MC is mounted on a Physik Instrumete z-stage for acquiring sample 
topography. The z-stage is used for the initial adjustment and to bring the cantilever into a 
desired contact with the sample. During the scanning process, the z-stage moves and follows the 
sample’s  topography (see Fig. 5-3 for the schematic view of laser-free AFM setup).    
 
 
 
Fig 5-2. Piezoresistive cantilever-based laser-free AFM setup. 
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Fig. 5-3. Schematic representation of laser-free AFM setup. 
 
A self-sensing MC, PRC-400, is utilized here for imaging purpose. This piezoresistive 
cantilever’s characteristics and comprehensive modeling framework  are fully discussed in 
Chapter 2 of this dissertation. As discussed in Chapter 2, the piezoresistive layers on cantilever 
and reference lever are utilized as the resistances in a Wheatstone bridge. Due to the external 
force on the piezoresistive cantilever’s tip, it bends and results in a change of resistance in the 
piezoresistive layer. This change of resistance can be monitored utilizing the output voltage of 
the Wheatstone bridge.  
A typical SPM Z-axis controller should be able to track different sample topographies, 
some of which are depicted in Fig. 5-4. To this end, SPM tip must scan the surface with the Z 
stage following the surface’s point-by-point topography. As seen from Fig. 5-4, the surface 
topographies may change suddenly (a), smoothly (b), or both (c). For the piezoelectric actuator, 
tracking the trajectory of a line of scan in Fig. 5-4-a, 5-4-b and 5-4-c is similar to the tracking the 
trajectories depicted in Fig. 5-5-a, 5-b and 5-c, respectively.  
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Fig. 5-4. Common SPM sample topographies: (a) SPM calibration sample (Oura et al. 2003), (b) 
Positively-charged polymer latex particles adsorbed to mica in water (Binnig et al. 1987), and (c) 
Crystal of satellite tobacco mosaic virus particles (Image Metrology A/S). 
 
 
 
Fig. 5-5. (a) Stepped trajectory, (b) continuous harmonic trajectory, and (c) combination of step 
and harmonic trajectories resembling topographical surfaces of samples shown in Fig. 5-4. 
 
As shown in Fig. 5-4 and 5-5, SPM samples could contain both hard and smooth 
topography variations which can be represented with stepped and harmonic trajectories for the 
control structure. Hence, the control problem for SPM with fast imaging rate in axis-Z can be 
reduced to robust controller design for piezoelectric actuators that can track combined stepped 
and sinusoidal trajectories in broad frequency ranges. 
a b c
a b c
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As will be illustrated next, the controller design for tracking of step trajectories in 
piezoelectric actuators is dissimilar to the design for tracking of sinusoidal trajectories. In this 
work, to control the axis-Z of the SPMs, two different control structures are designed and 
developed along with an optimal switching function that efficiently switches between them to 
provide the concurrent performance in tracking stepped and sinusoidal trajectories. 
 
5.3. Control of Axises X, Y and Z of Fast-Scan Laser-Free AFM 
In the raster scanning of AFM in X-Y plane, one axis tracks a sinusoidal trajectory while 
the other follows a ramp signal to cover a desired surface area. In a high-speed AFM, the 
frequency of sinusoidal trajectory could increase to a certain amount that cannot be precisely 
tracked using PID controller. Hence, more rigorous controllers are required for accurate control 
of the system. Here, a robust adaptive controller is utilized for tracking of sinusoidal trajectory. 
The proposed method has demonstrated to offer superior performance over PID controller at 
high frequencies, despite the system parametric uncertainties and unknown hysteresis 
nonlinearity. For the axis with ramp trajectory, however, a PID controller is preferred since the 
speed of operation is low and PID is more straightforward and efficient to implement.    
In controlling the Z-axis of the AFM, to effectively track a time-varying continuous 
trajectory in practice, the controller must be made robust with respect to the ever-present 
disturbances and uncertainties in system parameters. In this chapter, a Lyapunov-based robust 
adaptive control law derived in (Tzen et al. 2003) is utilized for precision tracking control of the 
system. This controller has been shown to possess a good performance despite the parametric 
uncertainties, unmodeled hysteresis effect, and bounded disturbances.  
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5.3.1. Modeling the Piezo Actuators 
A widely-used model for piezoelectric positioning systems is a linear second order 
dynamics with hysteretic excitation given by (Lining et al. 2004, Tao et al. 1995, Tzen et al. 
2003): 
{ }2 2( ) 2 ( ) ( ) ( )n n nx t x t x t H v tξω ω ω+ + =                                       (5-1) 
where x(t) and v(t) stand for the system displacement and applied input voltage, respectively, ξ 
and ωn are the system damping ration and natural frequency, respectively, and H{v(t)} represents 
a scaled hysteretic relation between the applied voltage and the generated force through the 
piezoelectric stack. It is well known that hysteresis is a bounded phenomenon (Bashash et al. 
2007c) which can be divided into a linear segment and a bounded variation as: 
 { } ( )( ) ( ) ( ) , ( )h hH v t a v t v t v t M+ ≤                                          (5-2) 
where a is the average slope of hysteresis and M is the finite bound of its variation from the 
linear approximation.  Hence, equation (5-1) can be recast as:  
2
( ) ( ) ( ) ( ) ( )
1 2 1, , ,ξω ω
+ + = +
= = = =
  h
n n
mx t cx t kx t v t v t
bm c k r
a a a a                                            (5-3)     
Considering the collective effects of ( )hv t  and the ever-present external and internal 
disturbances as a single bounded input with a static and a dynamic portion leads to: 
   ( )( ) ( ) ( ) ( ) ( ) , ( )cmx t cx t kx t v t d d t d t N+ + = + + ≤                             (5-4)  
with dc and d(t) being the respective constant (static) and dynamic disturbances, and N being a 
finite value representing the bound of the dynamic disturbance.  
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5.3.2. Control of Axis-Y of AFM 
While Axis-X is performing the sinusoidal motion, Axis-Y must follow a ramp trajectory 
to cover a desired scan area. A PID controller can effectively be utilized to track the ramp 
trajectory. The PID control law for Axis-Y is given by: 
0
( ) ( ) ( ) ( )τ τ= + +∫ ty Py y Iy y Dy yu t k e t k e d k e t
                                                  
where ( ) ( ) ( )= −y de t y t y t  is the Axis-Y tracking error, and kPy, kIy, and kDy are, respectively, the 
proportional, integral and derivative control gains for this axis. 
 
5.3.3. Control of Axis-X of AFM 
In raster scanning, a sinusoidal trajectory is assigned for Axis-X. Since the frequency and 
amplitude of the trajectory may subject to significant changes from one experiment to another, a 
high-precision closed-loop robust-adaptive controller is utilized here. In (Tzen et al. 2003), a 
globally uniformly ultimately bounded Lypunov-based controller has been developed for robust 
adaptive tracking control of piezoelectric systems with their essential dynamics described by 
equation (5-4). Defining the tracking error as ( ) ( ) ( )de t x t x t= − with ( )dx t being a two times 
continuously differentiable desired trajectory, the proposed control law is given by: 
( ) ( )1 2ˆ ˆˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) sat ( ) /d cv t m t x t e t c t x t k t x t d t s t s tσ η η ε= + + + − + +             (5-5) 
where σ , 1η , 2η  and ε  are positive control parameters satisfying 2N η< , ( ) ( ) ( )s t e t e tσ= + , 
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are the adaptation laws with k1  to k4 being adaptation gains, ˆ (0)m  to 
ˆ (0)cd being approximate 
parameter values with known lower and upper bounds, and [ ]Projθ i  is the projection operator 
given by: 
[ ]
max
min
ˆ0 if ( )  and   0
ˆProj 0 if ( )  and  0
otherwise
t
tθ
θ θ
θ θ
 = >= = <
i
i i
i
                                   (5-7) 
where 
ˆ( )tθ  represents the adaptation variable (e.g., ˆ ( )m t , ˆ( )c t , etc.) with minθ  and maxθ  being 
its lower and upper bounds, respectively. The utilization of projection operator guarantees that 
all the adaption variables stay bounded by their lower and upper values, while the stability of 
closed-loop system is enhanced. Moreover, the saturation term in equation (5-5) is associated 
with the robustness feature of controller against the dynamic disturbances including the 
hysteresis variations. Based on a Lyapunov analysis, the bound of steady-state error amplitude 
can be explicitly expressed as a function of control gains as follows:  
    
2
1 2
( )
( )ss
e t η εσ η ε η≤ +                                                        (5-8) 
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The full proof of the proposed control law is given in (Tzen et al. 2003), and is omitted 
here for the sake of brevity. However, several experimental studies are presented next to 
demonstrate the effectiveness of the proposed method compared to a well-tuned PID controller 
in tracking control of piezoelectrically-driven systems.  
    
5.3.3.1 Experimental Control Results 
A Physik Instrumente P-753.11c PZT-driven nanopositioning stage as shown in Fig. 5-6 
is used for the experiments here. Experimental data interfacing is carried out through a Physik 
Instrumente E-500 chassis for actuator amplifier and position servo-controller along with 
dSPACE® data acquisition (DS1103) controller board. The sampling rate of the controller is set 
to 20 kHz, and the position of the stage is measured by a sub-nanometer resolution built-in 
capacitive sensor. 
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Fig. 5-6. Experimental setup for the PZT-driven nano-positioning stage. 
 
To verify the effectiveness of the proposed robust adaptive control law in a broad 
frequency range, a 1 µm amplitude desired chirp trajectory is considered with linear frequency 
increase from 0 to 300 Hz within 30 seconds.  The advantage of chirp trajectory is that it 
demonstrates a continuous variation of closed-loop system performance in a wide frequency 
range. To comparatively assess the effectiveness of the proposed control law, a PID controller is 
implemented as well. With the aid of initial analytical calculations (e.g. pole-placement) and 
with several trial and errors, the gains of both controllers are tuned in such a way that they 
operate near their best performance for the applied desired trajectory. However, the experimental 
limitations such as measurement noise, limited sampling rate of DSP and the chatter effect limit 
the performance characteristics to ones presented here.       
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Fig. 5-7. Tracking results of 1 µm amplitude chirp trajectory from 0 to 300 Hz: (a) error 
comparison between well-tuned robust adaptive and PID controllers, (b) robust adaptive tracking 
around 250 Hz, and (c) PID tracking around 250 Hz. 
 
Fig. 5-7 depicts the chirp tracking results, as well as a sample tracking around 250 Hz.  It 
is seen that the proposed robust adaptive controller maintains a good level of performance for the 
entire frequency range, especially for higher frequencies. There is a 2.5% peak for maximum 
tracking error at about 25 Hz, while for most of the frequencies this value stays below 2%. The 
PID controller produces a linear increase in error amplitude with respect to frequency. Although 
it presents better performance compared to the robust adaptive controller initially, its 
a 
b c
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performance starts to degrade after about 30 Hz. Tracking with PID controller can lead to 20% 
maximum error percentage at 300 Hz, indicating it is less effective than robust adaptive 
controller in tracking of high-frequency trajectories.    
This shows that the proposed controller is able to track high frequency sinusoidal 
trajectories and is a great choice to control the axis-X of the our AFM. Since many other 
applications may require tracking of step-like trajectories, a 50 Hz rectangular reference signal is 
applied to assess the performance of these controllers. Fig. 5-8 depicts the system response using 
PID and robust adaptive controllers. Although both controllers offer stable convergence to the 
desired trajectory, their transient response includes undesirable large oscillations. Hence, the 
control gains are re-tuned to present better and faster transient response for stepped trajectory as 
shown in Fig. 5-9. However, when these gains are utilized for tracking of the previous chirp 
trajectory, they yield lower tracking performance. This has been shown in Fig. 5-10, where the 
robust adaptive controller presents about 7% maximum error around 40 Hz while the PID 
controller yields about 75% error at 300 Hz. Tables 5-1 and 5-2 list the control gains tuned for 
stepped and chirp trajectories for robust adaptive and PID controllers, respectively. 
 
   
ba 
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Fig. 5-8. Stepped trajectory tracking using (a) robust adaptive and (b) PID controllers tuned for 
chirp tracking. 
 
    
Fig. 5-9. Stepped trajectory tracking using (a) robust adaptive and (b) PID controllers tuned for 
step tracking. 
 
 
Fig. 5-10. Tracking results of 1 µm amplitude chirp trajectory from 0 to 300 Hz for robust 
adaptive and PID controllers tuned for step tracking. 
 
a b
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Table 5-1. Robust adaptive control gains used for tracking of chirp and step trajectories. 
 η1 η2 σ ε k1 k2 k3 k4 
Chirp 
tracking 800 35 5800 0.007 0.5 10
6 5×1016 2×106
Step tracking 4800 30 1450 0.01 0.5 106 1017 5×106
 
Table 5-2. PID control gains used for tracking of chirp and step trajectories. 
 kP kI kD 
Chirp tracking 28×106 11.5×1010 1500 
Step tracking 9×106 2.25×1010 500 
 
In SPM applications, the piezoelectric Z-stage is responsible of tracking surface 
topographies with multiple-frequency components and frequent stepped-like discontinuities. 
Choosing robust adaptive controller for tracking continuously-varying trajectories and PID 
controller for tracking stepped trajectories, two experiments are carried out here for tracking of a 
representative harmonic trajectory with stepped discontinuities. Fig. 5-11 indicates both robust 
adaptive and PID controllers, where each one alone, cannot present excellent results for such 
trajectories (the robust adaptive controller lacks desirable transient response at stepped points, 
while PID yields a poor steady-state tracking performance). 
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Fig. 5-11. Tracking multiple-frequency harmonic trajectory with discontinuities: (a) Robust 
adaptive controller tuned for chirp tracking, and (b) PID controller tuned for step tracking. 
 
To achieve a high-performance tracking control while having a desirable transient 
response at stepped points, a switching controller is proposed here to control the Z-axis of our 
AFM. The robust adaptive controller tuned for chirp tracking will be activated for the continuous 
trajectories, while the PID controller tuned for step trajectories will be in charge of the 
discontinuities. Switching conditions need to be carefully assigned as they play significant roles 
in the stability and performance of tracking in the event of switching from one controller to 
another. It is remarked that one may choose only the robust adaptive controller and tune the 
gains in a trade-off between two control objectives. This way, both step and tracking 
performances are penalized yielding poorer results. The next section presents the switching 
controller design for achieving high-performance trajectory tracking in axis-A of our AFM 
despite discontinuities.  
 
5.3.4. Control of Axis-Z of AFM  
a b
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The objective of switching control for Z-axis of AFM, is to systematically assign 
different controllers to the system to achieve desired objectives with conflicting requirements. 
More specifically, we intend to use the robust adaptive controller for tracking of continuous 
trajectories and switch to PID controller in the event of trajectory jumps. Hence, two switching 
conditions need to be specified: (i) the condition for switching to PID controller, and (ii) 
condition for switching back to the robust adaptive controller.       
When a jump occurs in the desired trajectory, the position error e(t) changes suddenly, 
depending on the jump amplitude; however, the time derivative of the position error ( )e t which is 
approximated by ( )( ) ( )e t e t t t− −∆ ∆  grows significantly at the jump instance because of sudden 
error change in a small time step t∆ . Hence, it can be a good indicator of discontinuity in the 
desired trajectory for switching to PID controller. That is, when ( )e t  becomes greater than a 
preset threshold, i.e. ( ) > dtre t e , and the robust adaptive controller is in charge of tracking, the 
supervisory control law must switch to PID controller and wait until system response converges 
to the desired trajectory. Once the position error e(t) reaches near zero, i.e. ( ) tre t e< , while the 
PID controller is operating, the supervisory control law must switch to the robust adaptive 
controller again to achieve the ideal performance in tracking of the desired trajectory. Since an 
overshoot-free PID controller design in utilized, the time derivative of error ( )e t  becomes very 
small when e(t) reaches near zero. Hence, the initial conditions of robust adaptive controller at 
the switching time are trivial, and may only induce small initial oscillations.  
Consequently, the proposed switching control law can be formulated as:     
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( ) : ( if ( ) PID& ( ) )or (if ( ) RA & ( ) )
( )
( ) : ( if ( ) PID& ( ) )or (if ( ) RA & ( ) )
 − ∆ ∈ > −∆ ∈ >=  −∆ ∈ ≤ −∆ ∈ ≤


PID tr dtr
RA tr dtr
v t v t t e t e v t t e t e
v t
v t v t t e t e v t t e t e        (5-9) 
where the term ( )v t t X−∆ ∈ means the control input at the previous time step is generated by 
controller X. Equation (5-9) states that the control strategy must stay the same or switch to 
another strategy if one of the switching conditions holds.  
Switching stability and performance depends on a number of matching conditions at the 
switching instances. Particularly, when a switching occurs, the activated controller starts a new 
task. Hence, a transformation is needed for the time and position coordinates. Fig. 5-12 
demonstrates switching between two PID and robust adaptive controllers. At every switching 
instance, the time and position are set to zero for the new control task, meaning the coordinates 
are transformed to the switching position. 
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Fig. 5-12. A typical step tracking within tracking of a continuous trajectory (controller switches 
from robust adaptive to PID at the step instance and then switches back to the robust adaptive 
strategy when actuator response reaches the desired trajectory). 
 
Denoting the ith switching time as tsi, and constructing the ith coordinate system based on 
ti and xi (ti), the following transformations can be given: 
,
( ) ( ) ( )
( ) ( ) ( )
i si si
i i si
di i d si
t t t t t
x t x t x t
x t x t x t
= − <
= −
= −                                                     (5-10) 
which result in: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
i i si
di i d si d di i d
i i di i i i i i
i i i i i i
x t x t x t x t
x t x t x t x t x t x t
e t x t x t e t e t e t
s t e t e t e t e t s tσ σ
= − =
= − = ⇒ =
= − = ⇒ =
= + = + =
   
     
 
                                   (5-11) 
Moreover, integrators including adaptation and PID integrals after the switching instance 
are reset due to the time transformation. For a general function ( )i if t , this can be written as:  
0
( ) ( )i
si
t t
i t
f d f dτ τ τ τ=∫ ∫                                                   (5-12) 
Since the coordinates are transformed, the control input must be transformed as well. 
That is:   
( ) ( ) ( ),i i si siv t v t v t t t= − <                                                  (5-13) 
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Considering the transformation proposed by equation (5-10) and the results given by 
equations (5-11) and (5-12), if the ith switching is from robust adaptive controller to PID 
controller, we can write: 
( ) ( ) ( ) ( ) ( ) ( ) ( ),τ τ= + = + + + <∫ 
si
t
PID si i i si P I D sit
v t v t v t v t k e t k e d k e t t t
                (5-14) 
and, if the ith switching is from PID controller to robust adaptive controller, we have: 
( )
( ) ( )1 2
( ) ( ) ( )
ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
ˆ ˆ( ) ( ) ( ) ( ) ( ) sat ( ) / ,
RA si i i
si i i d i i
i i si ci i si
v t v t v t
v t m t x t e t c t x t
k t x t x t d t s t s t t t
σ
η η ε
= + =
+ + + +
− − + + <
  
                 (5-15) 
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[ ]
( )
[ ]
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2
3
4
1ˆ ˆ( ) (0) Proj ( ) ( ) ( )
1ˆ ˆ( ) (0) Proj ( ) ( )
1ˆ ˆ( ) (0) Proj ( ) ( ) ( )
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i
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i
si
i
si
ci
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i i m dt
t
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ci i c dt
m t m s x e d
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d t d s d
k
τ τ σ τ τ
τ τ τ
τ τ τ
τ τ
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= +
= + −  
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∫
∫
∫
∫
 

                            (5-16) 
Equations (5-14 through 5-16) represent the finial forms of control laws for the proposed 
switching strategy. It is remarked that only three changes are made in the control inputs and their 
corresponding signals: (i) resetting the integrals, (ii) recording the control input at the switching 
instance ( )siv t and adding it to the original control input after switching, and finally (iii) 
transforming the position feedback x(t) to ( ) ( )six t x t− . All other signals remain unchanged.  
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Fig. 5-13 demonstrates a flowchart of the proposed switching control strategy. Setting the 
initial controller to robust adaptive, the condition for stepped trajectory is checked; if the answer 
is positive, the controller switches to PID, and if it is negative, it stays on the robust adaptive 
strategy until a step occurs. If the strategy is on PID control, the controller checks whether the 
actuator response has reached the desired trajectory or not; if the answer is positive, it switches 
back to robust adaptive, otherwise it stays on PID control strategy. The controller keeps tracking 
until a termination command is applied by the computer or the operator. In practice, the 
switching law can be applied through Rely and Switch operators in computer-based control 
environments such as Simulink or LabVIEW.  
It is remarked that the proposed controller for Z-axis of AFM, is not limited to switching 
between PID and robust adaptive controllers; instead any other control pairs, one tuned for step 
tracking and the other tuned for continuous trajectory tracking can be implemented using the 
proposed switching strategy. However, the modifications imposed by transformation of 
coordinates must be carefully applied to the control laws.  
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Fig. 5-13. Flowchart of the proposed switching strategy between robust adaptive and PID 
controllers. 
 
The multiple-frequency sinusoidal trajectory depicted in Fig. 5-11 is given to the 
switching controller to assess its tracking performance. The switching thresholds are set to 
45 10 sec−= ×dtre m  (corresponding to 25 nm step in 55 10 sec−×  time interval) and 5tre nm= .  
Fig. 5-14 depicts the tracking results. As seen, the designed switching controller for Z-axis of 
AFM, is able to smoothly track a trajectory of combined jumps and high-frequency sinusoids 
with excellent performance, when compared to the PID and robust adaptive controller responses 
depicted in Fig. 5-11.  
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Fig. 5-14. Tracking multiple-frequency harmonic trajectory with discontinuities using the 
proposed switching control strategy. 
 
5.4. Experimental Results for Fast-Scan Laser-Free AFM 
An AFM calibration sample with 25 5 m× µ cubic holes with 200 nm depth, uniformly 
distributed on its surface, is considered for the experimental implementation of the proposed 
laser-free AFM setup. Fig. 5-15 demonstrates the 3D image of the sample within a 216 16 m× µ  
scanning area at 10 Hz scanning frequency. It is particularly desired to observe the quality of 
images acquired in different scanning speeds (or in other words scanning frequencies). Fig. 5-16 
demonstrates the top view of images at frequencies varying from 10 Hz to 60 Hz with 10 Hz 
increments. It is seen that as the frequency increases, the quality drops and images become more 
blurry. This effect could have been originated from the increased transversal vibrations of MC 
due to facing with the steeper steps in the surface at higher speeds, and/or the sensitivity 
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reduction of piezoresistive layer due to the frequency increase. Further information such as 
cross-sectional view (line scan) of the surface could yield better judgment in this regard.  
The cross-sectional views of the surface at different scanning frequencies are depicted in 
Fig. 5-17. It reveals that at frequency of 30 Hz or less, the steep topographical steps are captured 
clearly by the cantilever and its piezoresistive sensing layer. However, when the frequency 
increases to 40 Hz and more, the stepped edges seem smoother and the image loses accuracy 
around the step areas. Moreover, at high frequencies, particularly at 60 Hz, the measured 
topography finds a negative slope which leads to further accuracy loss. Both of these effects 
cannot originate from the cantilever’s vibrations, neither can they come from cantilever’s 
irresponsiveness. This is due to the ultrahigh natural frequency of MCs (in the order of several 
kHz) which significantly reduces their rise time and makes them extremely responsive. Hence 
we may conclude that the degradation of image at high frequencies is due to the deficiency of the 
piezoresistive measurement at high frequencies which sets the limit to the proposed laser-free 
AFM device. Hence one of the important future directions of piezoresistive-based AFMs would 
be improving the accuracy of piezoresistive sensors through their manufacturing process and 
electronics integration.                  
Nevertheless, acquiring high-quality images at frequencies up to 30 Hz could imply to the 
effectiveness of the proposed control framework in increasing the speeds of current AFMs which 
typically suffer from the low speed of their PID controllers.    
 
 
 133
 
Fig. 5-15. 3D image of an AFM calibration sample with 200 nm steps captured by the developed 
laser-free AFM setup at 10 Hz raster scanning rate. 
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Fig. 5-16. Effects of raster scanning frequency on the image quality of laser-free AFM.   
 
 
 
 
Fig. 5-17. Cross-sectional view of the effect of scanning frequency on the image quality of laser-
free AFM.   
10 Hz 20 Hz 30 Hz 
60 Hz 50 Hz40 Hz 
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5.5. Chapter Summary 
In this chapter, a PID controller is proposed to control Y-axis of SPM along with robust-
adaptive controller to control X-axis of AFM and a switching controller for effective tracking 
control of high-frequency trajectories with discontinuities to be utilized in control the Z-axis of 
the SPMs. A Lyapunov-based robust adaptive controller and a PID controller were employed to 
study the performance of controllers for tracking of chirp and stepped trajectories. It was shown 
that when controllers were tuned for chirp tracking, they induced large oscillations for step 
trajectories. Conversely, when they were tuned for step tracking, they demonstrated low-
performance chirp tracking. Moreover, the robust adaptive controller offered more effective 
performance than PID in chirp tracking, but less for tracking of stepped trajectories. Hence, a 
switching strategy was proposed to decide between the robust adaptive and PID controllers tuned 
for chirp and step tracking, respectively. Switching conditions were derived and the need for 
coordinate transformation at switching instances was discussed in detail. The proposed strategy 
was implemented experimentally and significantly improvements were achieved using the 
proposed controller for axis-Z of our AFM compared to the individual controllers. This strategy 
was used in our in-house AFM setup to achieve a fast-scan laser-free AFM. Actual imaging 
results from our AFM setup were presented to show effectiveness and performance of the 
proposed control framework.  
 
CHAPTER SIX 
 
SPIRAL PATH PLANNING FOR PIEZORESISTIVE MICROCANTILEVER-
BASED LASER-FREE SCANNING PROBE MICROSCOPY* 
 
6.1. Introduction 
Scanning Tunneling Microscopy (STM) was first introduced by Gerd Binnig and 
Heinrich Rohrer in the early 1980s (Binnig et al. 1982, 1983). Since then, different 
approaches in Scanning Probe Microscopy (SPM) have attracted widespread attention in 
research because of  their remarkable applications namely in material science, 
biotechnology, nanomanipulation and MEMS and NEMS engineering. 
The problem of design and development of a fast-scan laser-free Atomic Force 
Microscopy (AFM) was introduced and addressed (Bashash et al. 2009b,c). The proposed 
fast-scan laser-free AFM, depicted in Fig. 6-1, consists of a piezoresistive 
microcantilever (MC), and Z and XY piezo-stages. A distributed-parameters modeling 
approach has been proposed to precisely model the piezoresistive MC as a clamp- free 
Euler-Bernoulli beam (Saeidpourazar et al. 2008a, 2009a). It was shown that utilizing this 
approach instead of conventional lumped-parameters approach could yield a more 
accurate estimation of piezoresistive MC’s output voltage due to an external tip force. 
Following the piezoresistive MC modeling, the problem of tracking a step or sinusoidal 
force trajectory at the tip of the MC, with moving its base up and down, was also 
                                                            
* The contents of this chapter may have come directly or indirectly from our publication (Saeidpourazar et al. 2009c). 
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addressed. A new nonlinear Lyapunov-based control framework was then designed 
which utilized the piezoresistive layer’s output voltage to estimate the force on the MC’s 
tip while also moving the MC’s base up and down, utilizing  piezo-stages, to maintain a 
force trajectory at the piezoresistive MC’s tip.  
 
 
 
Fig. 6-1. Fast-scan laser-free AFM at Smart Structures and NEMS Labratory (Bashash et 
al. 2009c) 
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In previous chapter (Bashash et al. 2009b) the problem of high frequency 
trajectory tracking of the piezo-stages has been tackled. A new switching PID-Robust 
Adaptive control framework was designed and developed to address problem of piezo-
stage high frequency tracking of a time-varying discontinuous trajectories. The designed 
control framework track smooth trajectories utilizing a robust adaptive control structure 
and switches to PID controller to track step trajectories which provides excellent tracking 
characteristics for combined step-smooth high frequency trajectories up to 300 Hz. Such 
a high frequency trajectory tracking property for the piezo-stages is a key step towards 
high speed AFM. 
Utilizing the knowledge in modeling the piezoresistive MC and high-frequency 
trajectory tracking of the piezo-stages, the fast-scan laser-free AFM is designed and 
developed, which is depicted in Fig. 6-1. Fig. 6-2 depicts the schematic showing working 
principle of the designed AFM. 
 
 
Fig. 6-2. working principle of the designed fast-scan laser-free AFM (Bashash et al. 
2009b,c) 
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As shown in Fig. 6-2, the piezoresistive MC model is employed to convert the 
output voltage of piezoresistive layer to the MC’s tip position feedback, a nonlinear 
switching controller is then utilized to use this feedback and move the piezoresistive 
MC’s base, with nanostage, to keep the MC’s tip at certain predefined distance from the 
surface. In this structure, since piezoresistive MC output voltage is utilized, there is no 
need for bulky and expensive laser head. The appropriate nonlinear Lyapunov-based 
switching control framework is designed to employ our knowledge in modeling the 
piezoresistive MC and designing a high-frequency tracking controller for the stand-alone 
piezo-stages, in order to address the problem of having a fast-scan AFM. 
As illustrated in Fig. 6-2, in fast-scan AFM, the controller moves Z piezo-stage up 
and down to make the piezoresistive MC’s tip follow the surface topography.  In this 
procedure, how fast the piezoresistive cantilever hits the bumps on the sample’s surface, 
has a key effect on the image quality, since this speed modifies the time that the AFM 
controller has to move the piezo-stage and eventually the MC’s base to follow the 
sample’s topography. In the other word, in a fixed controller structure design, the XY 
piezo-stage’s speed, which moves the sample, has a fundamental influence on the image 
quality and ultimately the AFM scanning rate.  
To the best of our knowledge, majority of current Scanning Probe Microscopes 
(e.g. AFM, STM, …) utilize  raster scanning strategy on their XY stages to scan the 
surface of a sample. In raster scanning strategy in Scanning Probe Microscopy (SPM), 
one of the scanning axes of XY piezo-stage, namely X, follows a sinusoidal curve with 
respect to time, while other scanning axes of XY piezo-stage, namely Y, follows a ramp 
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trajectory with respect to time. Fig. 6-3 shows the desired trajectory for X, Y and follow-
on XY desired trajectory in raster scanning strategy. 
 
   
 
 
Fig. 6-3. Desired trajectory for (a) X, (b) Y and (c) follow-on XY desired trajectory in 
raster scanning strategy 
V=Vmax 
V=0 
x=A 
a b
c 
h 
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As seen from Fig. 6-3 (c), utilizing  raster scanning strategy in SPM, the probe’s 
velocity changes from zero in x=0 and x=A to maximum value in x=A/2. The probe has 
the maximum speed in middle line of the image, which means the lowest quality of image 
occurs at this line and the scanning speed should be adjusted in the way that the controller 
can maintain the desired trajectory tracking and follow-on image quality at these points 
of scanning. As shown in Fig. 6-3 (c), although the controller can maintain proper 
tracking properties and image quality while probe moving at its maximum speed, the 
probe is moving with lower speed at the other parts of the scanning area. This means 
some time is being lost in this process however, there is a potential in the set-up for faster 
scanning.  
In the other hand, as shown in Fig. 6-3 (c), the scanning resolution is not uniform 
in raster scanning, which means the distance between scanning lines varies during the 
scan, which is not desirable since it leads to a non-uniform image quality. 
This chapter presents a new scanning strategy to address the problem of non-
uniformity in speed and resolution of the image in conventional widely used raster 
scanning strategy in SPMs. The proposed scanning strategy offers a consistent speed, 
resolution, and follow-on image quality through all scanning area, which means fast scan 
and employing full potential of the set-up in scanning a sample surface. 
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6.2. Spiral Path Planning for Scanning Probe Microscopy 
As mentioned earlier non-uniformity in the probe speed and resolution of the 
scanning lines are two major disadvantages of conventional raster scanning strategy in 
current SPMs. Uniform resolution in polar coordinates is described as: 
1r k= θ                                                         (6-1)  
where k1 is a constant value. Uniform speed in polar coordinates is described as 
( )22 2r kr+ =θ??                                                    (6-2) 
where k2 is a constant value. Since in SPMs usually ( )22r rθ?? ? , equation (6-2) can be 
written as: 
( )2 2kr ≅θ?                                                        (6-3) 
 Equations (6-1) and (6-2) offer a spiral path for the SPM tip to provide uniform 
speed and resolution throughout the scanning. Note that the main interest of this study is 
to reduce the scanning time of the current SPMs, hence, scanning time of raster scanning 
and spiral scanning are obtained and compared. Equation (6-4) shows representation of 
raster and proposed spiral scanning strategies. 
( )
( )
1
2
2
r=Asin
Raster Scanning    Spiral Scanning 
B r
kx t
y t k
θ= ω  = = θ ?
              (6-4) 
where A, ω, B, k1 and k2 are constant values. To compare these two scanning strategies, it 
is assumed that the SPM scan the same sample area, named here as parameter Area, with 
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the same resolution, which is the distance between the scan lines and depicted in Fig. 6-3, 
and named here as h. It is assumed that the designed controller can control the SPM’s 
probe at the maximum velocity of Vmax; in spiral path planning the goal is to move the 
probe with the maximum velocity of Vmax throughout all the scanning area. 
 Having the parameters Area, h and Vmax, the constants A, ω and B in equation (6-
4) are obtained as: 
max maxV 2VA ,   B ,  
2
hArea
Area Area
= = ω =π                              (6-5) 
Based on parameters Area, h and Vmax, scanning time in raster scanning strategy 
is: 
maxV
scanning
Areat
h
π=                                                   (6-6) 
In the proposed spiral scanning strategy for the same parameters Area, h and Vmax, 
constants k1 and k2 in equation (6-4) are obtained as: 
2
1 2 max,  2
hk k V= =π                                               (6-7) 
and the proposed spiral path planning equation in (6-7), in time domain is expressed as: 
max maxV V,     2hr t t
h
π= θ =π                                   (6-8) 
For the spiral path shown in (6-8), scanning time is obtained as: 
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maxV
scanning
Areat
h
=                                                    (6-9) 
 In summary, the proposed spiral scanning and raster scanning are expressed as: 
max max
max max
max max
2V Vsin
2
V VRaster Scanning         Spiral Scanning 2
V Vscanning scanning
Area htx r t
Area
hy t t
Area h
Area Areat t
h h
  = =   π    π= θ = π  π= =  
 (6-
10) 
As seen in (6-10), with employing spiral path planning strategy in SPM instead of 
conventional raster scanning strategy, the scanning time is reduced π times, meaning just 
with a simple change in the software of current SPM’s and without changing any 
hardware, more than 3 times faster scanning can be obtained by utilizing proposed spiral 
path planning strategy. 
Fig. 6-4 depicts the proposed spiral path planning strategy, Fig. 6-4(a) depicts the 
proposed spiral path in X-Y coordinates, Fig. 6-4(b) depicts the proposed spiral path in 
X-t coordinates, and Fig. 6-4 (c) depicts the proposed spiral path in Y-t coordinates. The 
spiral path shown in Fig. 6-4 (a) is proposed to replace the conventional raster scanning 
path depicted in Fig. 6-3 (c). 
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Fig. 6-4. (a) The proposed spiral path in X-Y coordinates, (b) The proposed spiral path in 
X-t coordinates, and (c) The proposed spiral path in Y-t coordinates. 
 
6.3. Experimental Implementation 
A set of experiments is performed to study feasibility and performance of the 
proposed spiral path planning strategy and compare the results with the conventional 
raster scanning strategy. At the first step and before imaging, the proposed spiral 
trajectory, depicted in Fig. 6-4, is given to the XY piezo-stage as the desired trajectory to 
a 
b c 
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follow. Fig. 6-5 shows the experimental results when XY piezo-stage is forced to follow 
the desired trajectory depicted in Fig. 6-4. 
 
 
 
Fig. 6-5. Experimental results when XY piezo-stage is forced to follow the desired 
trajectory depicted in Fig. 6-4 (a) The swept path in X-Y coordinates, (b) The swept path 
in X-t coordinates, and (c) The swept path in Y-t coordinates. 
 
a 
b c 
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As seen from Fig. 6-5, the XY piezo-stage is unable to follow the desired spiral 
trajectory at the region near the center. Since the XY piezo-stage is forced to move with 
the constant velocity Vmax which is in the range of the actuator’s capability, high speed is 
not the problem here, however, as seen in Fig. 6-5 (b) and (c), constant velocity Vmax near 
the center, means very high frequency desired trajectory for XY piezo-stage. The XY 
piezo-stage is unable to follow such a high frequency desired trajectory, hence the 
experimental results are not satisfactory near the center of spiral trajectory, however, the 
experimental results are acceptable faraway from the center of spiral trajectory.  
The experimental results depicted in Fig. 6-5 imply that it is impractical for the 
XY piezo-stage to track the spiral desired trajectory depicted in Fig. 6-4 (a) while 
scanning the entire path with a constant speed, namely Vmax here. To overcome this 
problem, the original spiral desired trajectory proposed in (6-10) and depicted in Fig. 6-4 
is modified such that the XY piezo-stage starts from the rest at the center of the spiral 
path and its speed gradually increases to a maximum velocity Vmax in a short period of 
time. This means that in the modified spiral desired trajectory, the XY piezo-stage’s 
speed is not constant and (6-7) changes to: 
( )( )21 2 max,  12 at
hk k V e −= = −π                                     (6-11) 
where a is a constant value. Equation (6-11) shows that in the modified spiral path 
planning strategy, instead of constant probe velocity V=Vmax, a modified profile of probe 
velocity as ( )max 1 atV V e −= −  is utilized, this modified profile of probe velocity is 
depicted in Fig. 6-6 for different values of the constant a. 
 148
 
 
Fig. 6-6. Modified profile of probe velocity for different values of the constant a 
 
In Fig. 6-6, the time axes limit (0.45 sec) is a small portion of total scanning time 
(around 11 sec here), which means even utilizing a=10, a small fraction of total scanning 
time is given to the XY piezo-stage to maintain the desired maximum velocity Vmax. This 
implies that employing the modified spiral path planning instead of original spiral path 
planning strategy does not have a significant influence on total scanning time and the 
goal of having π times faster scan, stated in (6-10), is still feasible. 
Utilizing (6-11) instead of (6-7), the modified spiral path is obtained as:  
( )max 1 atV V e −= −
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                   (6-12) 
In a new set of experiments, the modified spiral path desired trajectory, stated in 
(6-12), is given to the XY piezo-stage; for the value of a=50, with the experimental 
results depicted in Fig. 6-7. 
As seen from Fig. 6-7, utilizing the modified spiral path desired trajectory and for the 
value of a=50, the tracking properties of the XY piezo-stage is improved compared to the 
original proposed spiral path tracking results depicted in Fig. 6-5. In a new set of 
experiments, the modified spiral path desired trajectory, stated in (6-12), is given to the 
XY piezo-stage; for the value of a=10, the experimental results are depicted in Fig. 6-8. 
As seen in Fig. 6-8, utilizing the modified spiral path desired trajectory and for the value 
of a=10, the tracking properties of the XY piezo-stage is significantly improved 
compared to the original proposed spiral path tracking results depicted in Fig. 6-5 and 
modified spiral path tracking results depicted in Fig. 6-7. Fig. 6-9 depicts the 
experimental results showing the actual speed of the probe utilizing the original spiral 
path and modified spiral path for the value of a=50 and a=10. As seen in the Fig. 6-9, the 
experimental results match the simulation results depicted in Fig. 6-6. 
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Fig. 6-7. Experimental results when modified spiral path desired trajectory for the value 
of a=50 is given to the XY piezo-stage (a) The swept path in X-Y coordinates, (b) The 
swept path in X-t coordinates, and (c) The swept path in Y-t coordinates. 
 
a 
b c 
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Fig. 6-8. Experimental results when modified spiral path desired trajectory for the value 
of a=10 is given to the XY piezo-stage (a) The swept path in X-Y coordinates, (b) The 
swept path in X-t coordinates, and (c) The swept path in Y-t coordinates 
 
  
a 
b c 
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Fig. 6-9. Experimental results showing the actual speed of the probe utilizing the original 
spiral path and modified spiral path for the value of a=50 and a=10 
 
A set of experiments is performed to show the feasibility and performance of the 
proposed modified spiral path planning compared to the raster scanning in an actual 
scanning probe microscopy imaging mission. For that, an AFM calibration sample is 
tested with an in-house piezoresistive MC-based fast-scan laser-free AFM, previously 
designed and developed as depicted in Fig. 6-1 (Bashash et al. 2009c). Fig. 6-10 depicts 
the experimental result of sample imaging utilizing modified spiral path planning and 
conventional raster path planning. 
 
( )max 1 atV V e −= −
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Fig. 6-10. Experimental result of a sample imaging utilizing (a) modified spiral scanning 
and (b) conventional raster scanning 
 
 
As seen in Fig. 6-10, an AFM calibration sample with holes with 200 nm depth is 
tested under the piezoresistive MC-based AFM. For the same scanning area (Area = 1024 
µm2), same resolution (h = 0.1µm) and same maximum velocity (Vmax = 1000 µm/sec), 
max
2
V 1000 
0 1 
1024  
m / s
h . m
Area m
= µ
= µ
= µ
10 96 sect .= 32 sect =
a b
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modified spiral scanning with 10.96 sec scanning time can scan the sample almost π 
times faster than the conventional raster scanning strategy with 32 sec scanning time.  
As illustrated in Fig. 6-10, the image quality in both scanning strategies is nearly 
identical, the only difference is that in the spiral scanning, the resultant image is in a 
circular shape rather than the conventional rectangular shape in the raster scanning, 
which is not a significant shortfall, since in many applications, the point of interest in 
imaging is at the middle of the image rather than its edges. 
 
6.4. Chapter Summary 
Following our previous accomplishment in design and development of a 
piezoresistive MC-based laser-free fast-scan AFM, a new scanning strategy was 
introduced to increase scanning speed of current SPMs. Low scanning speed and follow-
on low imaging rate of current SPMs (namely AFM, STM) was a fundamental problem 
in different applications currently available for SPM. Raster scanning strategy is widely 
used in current SPMs, however, because of non-uniform image resolution and probe 
speed during the imaging, which led to non-uniform image quality, raster scanning is not 
the optimal strategy for fast-scan SPM. Here, a new spiral scanning strategy was 
introduced and formulated, which offers an optimal uniform resolution and probe speed 
throughout the scanning. It was shown that utilizing this new scanning strategy, without 
any change in current SPMs’ hardware and just by a simple change in their software; 
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their scanning speed could be increased π times. Experimental results were presented to 
show applicability and efficiency of the proposed spiral scanning strategy. 
 
CHAPTER SEVEN 
 
TOWARDS FUSED VISION AND FORCE ROBUST FEEDBACK CONTROL OF 
NANOROBOTIC-BASED MANIPULATION* 
 
7.1. Introduction 
The area of control and manipulation at the nanoscale has recently received 
widespread attention in different technologies such as fabricating electronic chipsets, 
testing and assembly of MEMS and NEMS, micro-injection and manipulation of 
chromosomes and genes (Kallio et al. 1995). For example, in nanofiber manipulation the 
ultimate goal is to grasp, manipulate and place nanofibers in certain predefined 
arrangement. The overall operation resembles weaving a nano-fabric. Due to ultra-high 
precision of this process with atomic resolution requirement, the nano-fabric could 
possess extraordinary properties and can be designed and used in deferent applications. 
For instance, in self-cleaning nano-fabrics when subjected to ultraviolet light, the 
titanium dioxide produces an oxidizing agent that can break down dirt and other organic 
substances. Also, single-atom-thick carbon nano-fabric with almost perfect electrical 
properties can be used to produce the ultimate chip substrate.  
Because of the complexity in nano-fabric production procedure, there is a need to 
study different nanomanipulation strategies and select the most feasible one to enable 
grasping delicate fibers and placing them in a complex structure. Early efforts on 
                                                            
* The contents of this chapter may have come directly or indirectly from our publication (Saeidpourazar et al. 2008b,c,d). 
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nanomanipulations were initiated by the inventions of scanning tunneling microscopes 
(STMs) (Binnig et al. 1982), atomic force microscopes (AFMs) (Binnig et al. 1986), and 
other types of scanning probe microscopes (SPMs). Beside these, optical tweezers 
(Ashkin et al. 1986) and magnetic tweezers (Crick et al. 1950) have been used for 
nanomanipulation. Nanorobotic manipulators (NRMs) (Yu et al. 1999, Dong et al. 2000) 
with 6-DOF nanomanipulation capability, multi-endeffector, and compatibility with 
SPMs, have recently attracted widespread attention in nanomanipulation. A simple 
comparison between STM, AFM, and NRM as three commonly practiced 
nanomanipulation strategies is depicted in Fig. 7-1, (Fukuda et al. 2003). 
 
 
Fig. 7-1. A comparison of different nanomanipulation strategies (Fukuda et al. 2003) 
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In manipulation via STM due to its ultra-high imaging resolution, nanoparticles as 
small as atoms can be manipulated. However, this manipulation is feasible only in a 2D 
working space. Moreover, utilizing STM in complicated manipulation process is not 
possible. On the other hand, utilizing AFM in nanomanipulation is feasible in either 
contact or dynamic (i.e., non-contact and/or tapping) modes. In manipulation via AFM in 
non-contact mode, the image of nanoparticle is taken, the tip oscillation is removed and 
the tip is approached to particle while maintaining contact with the surface. In 
manipulation via AFM, larger forces can be applied to the nanoparticle and any object 
with arbitrary shape can be manipulated in 2D space. However, the manipulation of 
individual atoms or nanofibers with an AFM is sill a major challenge and practically 
difficult task (Fukuda et al. 2003).  
In manipulation via NRMs much more degrees of freedom (DOFs) including 
rotation for orientation control of nanoparticle are feasible. For this reason, NRMs can be 
used for manipulations in 3D space. However, the relatively low resolution of electron 
microscope in manipulation with NRMs is a limiting factor in this nanomanipulation. A 
NRM system generally utilizes nanorobot as the manipulation device, microscopes or 
CCD camera as visual feedback, end-effectors including cantilevers and tweezers or other 
type of SPM and some sensors (e.g., force, displacement, tactile, strain) to manipulate 
nanoparticles (Fukuda et al. 2003). 
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7.2. Problem Statement 
The nanomanipulator, named here as MM3A® and depicted in Fig. 7-2, consists 
of two rotational Nanomotors® with 240˚ operating range, 10-7 rad resolution and up to 
10 mm/s speed, and one linear Nanomotor® with 12mm operating range, 0.25nm 
resolution and up to 2 mm/s speed. With 60mm length, 22mm width, 25mm height and 
45g weight, the MM3A is virtually insusceptible to vibrations. The contact between the 
tool on the tip of the MM3A and the sample is stable even if the bench is non-stationary. 
The MM3A travels a distance of 1cm within one second, with up to 1nm step precision. 
Using a single drive system, it integrates both coarse and fine manipulations and is 
therefore less liable to the problems of conventional systems. It also offers a high degree 
of flexibility; that is, the nanomanipulator is capable of approaching a sample at any 
angle along the X, Y and Z-axes (Kleindiek Nanotechnik a).  
Unlike typical controller design for macroscale manipulators, here the controller 
development is not trivial due to nanoscale movement and forces, coupled with 
unmodeled dynamics, nonlinear structural dynamics and mainly the lack of position and 
velocity feedback in this particular nanomanipulator. To overcome the lack of position 
and velocity feedback, nanomanipulators are typically put under the SEM (Scanning 
Electron Microscopy) to acquire accurate position feedback using high precision SEM 
images (Dong et al. 2000, Hanel et al. 2006, Nakajima et al. 2004). However, a variety of 
problems in this process exists; adjusting the manipulation’s working pressure and 
volume with SEM chamber’s pressure and volume, complicated image processing and 
very slow image refreshing rate in SEM are just a few examples. These issues limit the 
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nanomanipulation operation in most closed-loop feedback control and automated 
processes. To overcome the lack of position sensor on this particular manipulator, a new 
fused vision force feedback robust controller has been proposed (Saeidpourazar et al. 
2008b, 2007a). Using vision feedback from a high-resolution CCD (Charge Coupled 
Device) camera is a conventional solution for acquiring position feedback in 
manipulation (Wong et al. 1996, Carusone et al. 1998, Ueno et al. 1996). Although in 
macroscale the vision feedback from CCD cameras has the required precision, moving 
towards micro and especially nanoscale, its precision, simplicity and processing time 
become cumbersome. On the other hand, microcantilever (MC)-based nanoscale-force 
sensors, such as contact AFM (Atomic Force Microscopy), have recently been used in 
different imaging and defining materials properties applications at the nanoscale (Sherma 
et al. 2005, Butt et al. 2005). However, because of the nature of the interaction forces 
between nanomanipulator’s tip and object, this force is very small and practically useless 
when utilized in macro-level distance.   
This chapter presents the effect of utilization of the image and force feedbacks 
individually for use in the proposed fused vision force feedback control framework in 
order to achieve ultra precise positioning and optimal performance. The force sensor 
utilized here is a piezoresistive based MC. Even though numerous studies have recently 
focused on piezoresistive MC sensors, almost in all of them, the piezoresistive MC is 
replaced by a simple lumped-parameters model (Boisen et al. 2000, Thaysen et al. 2001). 
Due to the extreme precision of the piezoresistive MC sensors, which is in the range of 
the nano-Newton, utilizing a more precise modeling approach is critical (Jalili et al. 
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2004). Here, a distributed-parameters modeling approach is proposed and developed to 
obtain the most accurate model of the piezoresistive MC. The proposed controller 
features very short settling time, trifle overshoot and satisfactory actuator force range; 
however, a jump in the actuator forces is detected during control process. This jump 
occurs at the switching time and is due to the fact that controller is switching between 
feedbacks coming from force and vision sensors. This issue has been previously reported 
in the literature (Zhou et al. 1998, 2000, Papanikolopoulos et al. 1992, Nelson et al. 1997, 
Vikramaditya et al. 1997). In this chapter, different switching functions are introduced 
and a novel soft switching function is proposed to overcome the problem of jump in 
actuator force during fused vision force control of the nanomanipulation. 
 
7.3. An Overview of Nanofiber Production 
Different techniques can be used to produce polymeric nanofibers; such as 
drawing, template synthesis, phase-separation, self-assembly, and electrospinning. 
Among these methods, electrospinning is considered as one of the most suited techniques 
for industrial applications. This is due to the fact that it can be easily scaled up, is a 
repeatable process, cost effective and a very convenient method for nanofiber production 
and control of fiber characteristics (Laxminarayana et al. 2005, Hiremath et al. 2006a). 
Different polymer composites have been successfully electrospun with varying fiber 
dimensions. The only major drawback of electrospinning is the jet instability at a distance 
of iniation (Formhals et al. 1934).  
 162
 
Fig. 7-2. (a) MM3A nanomanipulator (Kleindiek Nanotechnik a), (b) MM3A 
nanomanipulator at Clemson University, Smart Structures and NEMS Laboratory 
(SSNEMS), (c) MM3A equivalent model and coordinate systems used. 
 
The electrospinning process consists of application of a high voltage to a polymer 
solution such that charges are induced within the fluid. The charges build up and when 
reach a critical amount, the droplet at the tip of the needle transforms into a “Taylor 
(a) (b)
(c) 
' 
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Cone” (Taylor 1969). This cone then extends as a thin jet stream towards the lower 
potential target. This jet undergoes whipping after traveling as a linear jet for few 
centimeters. The process parameters have to be controlled suitably to stabilize this 
whipping phenomenon so as to produce uniform nanofibers. In our previous work, a 
controller was designed to fabricate nanoscale fibers of desired diameter by regulating the 
parameters such as flow rate, field current, concentration and distance (see Fig. 7-3 
(Hiremath et al. 2006b,c)).  
 
  
Fig. 7-3. SEM image of electrospun nanofibers (Hiremath et al. 2006b) 
 
Along this line and in pursuit of developing next-generation electronic textiles, 
our aim here is to extend our efforts to manipulate these nanofibers, weave and utilize 
them in a variety of textile-related applications (see Fig. 7-4). The MM3A 
nanomanipulator combined with our proposed fused vision force feedback controller can 
be designed to address such a critical need in nano-fabric production automation 
(Hiremath et al. 2006b, Baumgarten et al. 1971). 
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Fig. 7-4. MM3A manipulating nanofibers under SEM (Kleindiek Nanotechnik a) 
 
7.4. Nanomanipulator’s Actuation Principle 
MM3A nanomanipulator consists of 3 piezoelectrically-driven motors or 
actuators, named Nanomotor®.  The Nanomotor® is composed of a piezoelectric stator 
and a slider. The friction between stator and the slider in Nanomotor® can be controlled 
by adjusting the normal force between the stator and the slider. By applying electrical 
current to the piezoelectric stator, it expands or contracts which results in the slider’s 
movement. Unlike linear nanostagers which provide only a couple of micrometers 
working range, the piezoelectric actuators utilized in MM3A provide wide range of 
action (120° in revolute actuators and 12mm in prismatic actuator) with sub-nanoscale 
precision (0.1 µrad in revolute actuators and 0.25 nm in prismatic actuator). 
This wide range of action combined with sub-nano scale precision is achieved due 
to the special stick/slip movement principle of the Nanomotors®. This movement can 
occurs in two phases: “coarse phase” and “fine phase”. In fine mode, there is no slip 
between the stator and the slider, and the actuator’s movement is only the result of the 
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stator’s expansion.  In this mode, a voltage between +80 V and -80 V can be applied to 
the stator in 4096 steps, where each voltage portion results in a 0.25 nm displacement in 
the linear axis or 0.1 µrad rotations in the rotational axis of the nanomanipulator. Hence, 
the total deflection achievable in the fine mode of the nanomanipulator is 0.25nm×4096= 
1.024µm in linear axis and 0.1µrad ×4096=4.096µrad in rotational axis. The commands 
in MM3A can be executed with different speeds. Fig. 7-5 depicts a sample fine 
movement diagram of the MM3A nanomanipulator with three different speeds: f01, f08 
and f64. The number after f shows the number of the fine steps executed in each time step 
(Kleindiek Nanotechnik a). 
 
Fig. 7-5. MM3A nanomanipulator’s fine positioning (Kleindiek Nanotechnik a). 
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The driving principle in the coarse mode is totally different compared to the 
driving principle in the fine mode. In the coarse mode, the Nanomotor’s® movement is 
based on the momentum of the slider. In this mode, a signal is first fed to the stator which 
causes simultaneous movement of the stator and the slider, and then very quickly a 
negative signal is fed to the stator, which causes movement of the stator in opposite 
direction. Since this change in signal direction occurs in a very short time and then ends, 
the slider does not have the time to follow the stator’s motion and slides over the stator 
which results in a one coarse step of the nanomanipulator. The amplitude of the applied 
signal determines the size of the coarse step and the frequency of the signal affects speed 
of the manipulation. Fig. 7-6 depicts a sample coarse step movement diagram of the 
MM3A nanomanipulator with three different speeds: c01, c08 and c64. The number after 
“c” shows the number of coarse steps executed in each time step (Kleindiek Nanotechnik 
a). 
This stick/slip movement principle causes stepping like movement of 
nanomanipulators tip, and hence, it is not possible to send a continuous signal to the 
Nanomotors® to move the nanomanipulator’s tip continuously. However, the signals are 
converted to step numbers (number of steps which each actuator must execute) and due to 
the step length of each actuator, the nanomanipulator’s tip moves forward. The problem 
is that these step lengths are not fixed numbers and vary based on the load on the 
nanomanipulator, ambient condition and some other factors. A remedy to this will be 
presented later in Section 4. 
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Fig. 7-6. MM3A nanomanipulator’s coarse positioning (Kleindiek Nanotechnik a). 
 
7.5. Mathematical Modeling 
For deriving the kinematic and dynamic equations of the system, the MM3A is 
replaced by a 3-DOF, serial RRP manipulator. Moreover, for implementing any control 
algorithm on the system, direct kinematics, inverse kinematics and dynamic equation of 
the system are needed. For this, four coordinate systems are defined and attached to the 
system as depicted in Fig. 7-7. 
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Fig. 7-7. MM3A equivalent model and coordinate systems used. 
 
0 0 0x y z  coordinate system is attached to base and located in the same place as 
1 1 1x y z , the 0 0 0x y z  is fixed reference coordinate system and 1 1 1x y z  is the coordinate 
system which can rotate by angel 1θ  with respect to 0 0 0x y z . 2 2 2x y z  is attached to second 
link and rotates with angel 2θ . 3 3 3x y z  with an offset is attached to second link and rotates 
with respect to 2 2 2x y z , finally and 4 4 4x y z  is attached to the end effector and it’s origin 
moves with x . 
Using Denavit-Hartenberg parameters, direct kinematics of the system can be 
expressed as: 
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Orientation of the end-effector: 
1 2 1 1 2
1 2 1 1 2
2 2
-c s s c c
-s s -c s c
c 0 s
                            (7-1) 
Position of the end-effector: 
1 2 1 2 1 1 2
1 2 1 2 1 1 2
2 2 1
X c c x+c c l +c l
Y s c x+s c l +s l
Z  s x+s l
      =                           (7-2) 
where ci and si represent cos(θi) and sin(θi), respectively. 
For deriving the inverse kinematics, three of above parameters or combination of 
them can be chosen as system outputs. Here, X ,Y ,Z , the position of end effector, have 
been chosen as system outputs. Considering these outputs, the inverse kinematics 
equations of the system lead to:  
1 2 3 4ix ( i ) ( X ,Y ,Z ) i , , ,= Ψ =                                     (7-3) 
 1 1 2 3 4i( i ) ( X ,Y ,Z ) i , , ,θ = Ξ =                                     (7-4) 
2 1 2 3 4i( i ) ( X ,Y ,Z ) i , , ,θ = Π =                                     (7-5) 
where detailed expressions for iΨ , iΞ  and iΠ  are provided in Appendix A. 
Next step is to find the dynamic equations of the system. In dynamic equations, 
1τ , the torque in first revolute joint, 2τ , the torque in second revolute joint and, f , the 
force in prismatic joint are considered as inputs of the system while 1 2,θ θ and x are 
considered as outputs of the system. Using recursive Newton-Euler dynamics algorithm, 
angular velocity and angular momentum of each link must be calculated. Then 
acceleration of each joint and center of gravity of each link must be obtained. 
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Considering the angular and linear accelerations in previous part, and having the mass 
and moment of inertia of each link, forces and torques which can cause such acceleration 
can calculated. Considering external forces and torques in addition to transition of force 
and torque from each link to the other link, the dynamic equation of system can be 
obtained as: 
 1 1 1 1 2 2 2f ( x ,x ,x , , , , , , )= ϒ θ θ θ θ θ θ? ?? ? ??? ??                                    (7-6) 
   1 2 1 1 1 2 2 2( x ,x ,x , , , , , , )τ = ϒ θ θ θ θ θ θ? ?? ? ??? ??                                   (7-7) 
2 3 1 1 1 2 2 2( x ,x ,x , , , , , , )τ = ϒ θ θ θ θ θ θ? ?? ? ??? ??                                   (7-8) 
where the expressions for iϒ ’s are given in Appendix B.  
The equations of motion can be represented in more compact form as: 
1 1 1 1 2 2 2
2
f
( x ,x ,x , , , , , , )
  τ = ∆ θ θ θ θ θ θ  τ 
? ?? ? ??? ??
                                  (7-9)                
For the purpose of simulation and control development expression (7-9) is 
rewritten in the following form: 
1 3 3 1 1 1 2 2
2 2
f x
M ( x ,x , , , , )×
      τ = × θ + Γ θ θ θ θ      τ θ   
??
?? ? ??
??
                             (7-10)            
where the mass matrix M is obtained as: 
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2 2 1 2 2 3 1 2
3 2 1 2 3 3 1 2
4
, ,
, ,
m 0 0
M 0 M ( , ,x ) M ( , ,x )
0 M ( , ,x ) M ( , ,x )
  = θ θ θ θ  θ θ θ θ                           (7-11)            
in which:  
2 2
2
, 222 4 1 2 2 4 1 2 2 3 1 2 2 3 2
2 2 2
3 1 2 2 4 2 2 2 1 2 2 2 413 4 2 3 2
2 2 2 2 2 2
2 2 433 333 333 2 222 2 2 1 311 2 211 2
2 2 2 2 2 2 2
433 2 411 2 2 431 2 4 2 4 1 2 3 1
M i +2xm l c +2l m l c +2l m l c +l m xc +
xm l c +2l m xc +l m l c +s c i +m l +m l +
m l +i +i -i c -i c +1/4l m +i c +i c -
i c +i c +s i c +m x c +m l c +m l
=
2
2
2 2 2 2
2 221 2 2 2 212 1 2 2 3 2 2 331 2
2 2 313 133
c -
s i c -s c i +1/4l m c +1/4x m c +s i c +
s c i +i                    (7-12) 
2 3, 2 213 2 332 2 412 2 223 2 432 2 312M c i +s i +c i -s i +s i +c i=                      (7-13) 
3 2, 231 2 232 2 323 2 423 2 421 2 321 2M i c -i s +i s +i s +i c +i c=                       (7-14) 
3 3
2 2 2
, 322 233 3 4 1 2 4 1
2 2
4 1 3 1 422 3 1
M i +i +1/4x m +m x +1/4l m +2xm l +
m l +m l +i +xm l  
=
                 (7-15) 
As expected, if the moment of inertia matrix for all linkages is symmetric, then 
mass matrix also will be symmetric. 
 
7.6. Memory-based Robust Adaptive Controller Design  
As described in our previous publications (Saeidpourazar et al. 2008b, 2006), due 
to the complicated dynamic structure of the nanomanipulator, it is infeasible to stabilize 
the nanomanipulator utilizing only linear controllers, such as PID controller. On the other 
hand, replacing complicated MM3A with the simple structure in Fig. 7-7 invites a variety 
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of unmodeled dynamics to the system in addition to uncertainties in the 
nanomanipulator’s parameters such as linkage’s lengths and masses. Moreover, due to 
the stick/slip driving principle of the MM3A nanomanipulator, actuators’ movement is 
step by step and control design for such driving mechanism is not trivial. The 
nanomanipulator is typically controlled with digital signal processor which sends 
commanded signals to MM3A’s actuators in each stepsize. If the moving step length of 
the MM3A is considered as a fixed value in each time step, by dividing the controller 
outputs to this fixed step length, the number of commanded steps can be determined. 
However, these step lengths are not fixed values and will vary in each step. 
Consequently, there is a need to design an adaptive controller which adapts the 
manipulators step lengths in each time step and use them to execute proper signals. A 
schematic sketch of the proposed controller to overcome this need is depicted in Fig. 7-8. 
As illustrated in Fig. 7-8, the desired positions of the nanomanipulator’s tip are 
fed to the inverse kinematics of the nanomanipulator which results in the desired 
actuators’ positions. Desired actuators’ positions are then fed to a robust controller, 
previously introduced by the authors, for non-stepping nanomanipulation control, which 
will result in actuators’ force and torques as outputs. The actuators’ force and torques are 
fed to the memory-based adaptation module to adapt the moving step lengths values of 
the nanomanipulator and use the adapted step lengths to execute the number of 
appropriate steps for the manipulation. The number of steps in the actuators’ stepping 
dynamics, which must be executed by the actuators, is converted to the actuators’ force 
and torques. By having actuators’ force and torques, the positions of the actuators are 
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acquired.  By feeding the actuators’ positions to direct kinematics module of the 
nanomanipulator, final position of the nanomanipulator’s tip can be obtained. In practice, 
the actuators stepping dynamics and MM3A dynamic model are replaced by the MM3A 
nanomanipulator. The following subsections present the development of the 
nanomanipulator controller (Block A in Fig. 7-8) and memory-based adaptation module 
(Block B in Fig. 7-8).  
 
 
Fig. 7-8. Schematic diagram of the memory-based robust adaptive controller. 
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7.6.1. MRC-PE Controller 
 
7.6.1.1. An Overview of Perturbation Estimation Strategy 
 The concept of on-line estimation of unmodeled dynamics and disturbances pioneered by 
Elmali and Olgac (Elmali et al. 1992, 1996), is briefly reviewed here for the reader’s 
convenience. For this, a general form of a family of nonlinear systems is considered as: 
1 1 1 1( ) ( ) [ ( ) ( )] ( )
( n )
m m m m,..., ,..., ,..., ,..., t= + ∆ + + ∆ +Q f Q Q f Q Q B Q Q B Q Q u Ω  (7-16) 
where 
1[ ]  1  in( n )i i i iq ,q ,...,q , i ,..., m
−= ∈ℜ =Q ?  is the state sub-vector and qi, i =1,…,m are 
m independent coordinates. The unknown terms including system uncertainties ( ∆f and 
∆B) and unmodeled dynamics (Ω(t)) are assumed to be bounded by known functions and 
all gathered here in a single quantity named perturbation vector: 
( )( ) ( ) ( )  ( )nt t t t= ∆ + ∆ + = − −d f B u Ω Q B u f                           (7-17) 
Considering dest as an estimate of perturbation function d, this estimate can be 
computed by utilizing dynamic equations of the system.  
( )( )( )  ( )nest t sat t≅ − − τ −d Q B u f                                   (7-18) 
where τ is the sampling rate in control feedback loop and u(t-τ) represents control input in 
the previous step. A saturation function also is used here to avoid possible 
unboundedness in the response. Since functions B and f are assumed to be known, the 
perturbation estimation can be computed by calculation of Q(n) and state feedback. In 
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practice, such an algorithm is implemented digitally by acquiring the control input in 
previous step which is u(t-τ). The sampling rate must be selected high enough to ensure 
that u(t)≈u(t-τ) and in the case of lack of Q(n) feedback (e.g., acceleration feedback for 
second order dynamics) an approximation can be utilized as 
( 1) ( 1)
( ) ) ( )( )
n n
n ( t tt
− −− − τ≅ τ
Q QQ
                               (7-19) 
 
7.6.1.2. Sliding Mode Control with Perturbation Estimation 
In sliding mode control, the goal is to design asymptotically stable hyperplanes such that 
all system trajectories converge to these hyperplanes and slide along their path until 
approach their desired destination (Slotine 1984, Utkin et al. 1977, Jalili et al. 1998, 
2001). The control objective is to track the actuators displacement for admissible input 
commands. For this purpose, equation (7-10) can be rewritten as: 
1 1 1 1 2 2
2 2
( ) ( )
f x
, x ,x , , , ,
      τ = θ + θ θ θ θ      τ θ   
M q q Γ
??
?? ? ?? ?
??
                           (7-20) 
or in a shorter form as: 
1 2 1 2( ) ( ) [ ] [ ]
T T, , ,     f , , , x , ,= + = τ τ = θ θu M q q q Γ q q u q? ?? ?                (7-21) 
In practice, however, the dynamic equation of motion is contaminated by ever-
present uncertainties and unmodeled dynamics. Hence, the dynamic equations of the 
system can be represented as: 
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( ) ( ( )t= ∆ + ∆ +u M M q Γ + Γ) Ω??+                              (7-22) 
where ∆M and ∆Γ are system uncertainties and Ω is the unmodeled dynamics. By 
collecting uncertainties and unmodeled dynamics in a single perturbation function 
( ) ( ) )t  t=∆ +∆ +( d M q Γ Ω?? , the equation of motion can be rewritten as: 
( )t= + +u Mq Γ d??                                         (7-23)  
Also, equation (7-23) could be rearranged as: 
1( ( ) ( ))t t−= − −q M u Γ d??                                   (7-24) 
in which d(t) is the perturbation function and dest is calculated as: 
( )est ( ) ( )t Sat t= − τ − −d u M q Γ??                                     (7-25) 
where a saturation function is introduced in order to avoid possible unboundedness in the 
response. 
As seen, the actuators displacement, velocity and acceleration measurements are 
all needed for this estimation. Moreover, this estimation has uncertainty due to the 
measurements’ inaccuracies, especially in measuring first and second time derivatives of 
position feedback. However, this problem is relaxed due to the robust structure of 
proposed controller as described next. 
In order to simultaneously satisfy tracking control and robustness requirements, 
the sliding hyperplanes are selected as functions of tracking error and its first time 
derivative as: 
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( ) ( )= − + − = +r rs Λ q q q q Λe e? ? ?                                    (7-26) 
where s is the sliding hyperplane, Λ>0 is a control parameter and qr is the reference 
control input. By defining the error signal between the system perturbation and its 
estimation as  
 ( ) ( ) ( )t t t= − estd d d?                                                (7-27) 
The modified version of system equations can be written as: 
1( ( ) ( ))t t−= − − − estq M u Γ d d???                                      (7-28) 
Theorem: For the system described in (7-20), if the control input is given by  
( ) ( ) ( ) ( )( ) ( )ˆ ˆ ˆ, sgn / , , t= − + + − +r estu M q q β s ε Γ q q M q q q Λe d? ? ? ?? ?              (7-29) 
where sgn(.) represents the signum function and β and ε are positive scalars, then 
asymptotically task-space and subtask tracking of the system is guaranteed in the sense 
that the signal e(t) is bounded (e(t)→0 as t→∞). 
Proof: By selecting the positive definite Lyapunov function candidate 0.5 V = s.s , its first 
derivative is simply given by 
V = s.s? ?                                                         (7-30) 
Taking the time derivative of (7-26) and utilizing equations (7-28) and (7-29) to 
solve for V?  yields 
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If gain β is selected such that the condition ( )t> -1β M d?  is satisfied, then 
V ( ) ( ( )) 0t t≤ − − ≤ − + <-1 -1s β sM d β M d s? ? ?                            (7-32) 
As seen, the time derivative of proposed positive definite Lyapunov function 
candidate is negative definite. Therefore, according to the Invariant Set Theorem (Slotine 
1991) asymptotic stability of the system is guaranteed. 
Remark: Due to the discontinuous nature of the signum function used in the controller, 
chattering phenomenon may occur, which is undesirable and may lead to instability, 
vibration and noise in the experiment. To overcome this, high gain saturation function, 
sat(s/ε), or high gain inverse tangent hyperbolic function, tanh-1(s/ε), which are referred 
to as soft switching functions, can be utilized instead of signum function as a hard 
switching function. Although the system will remain stable, its asymptotic property is, 
however, degraded and a zone coverage for the system is achieved. We can ensure that 
the tracking error dynamics s are always bounded by ε (s<ε). Parameter ε must be chosen 
in a tradeoff to keep the chattering and error magnitudes small.  
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7.6.2. Memory-Based Adaptation Module 
In memory-based adaptation module, the goal is to find the number of steps which 
must be executed by each actuator. This number is a function of variable step lengths 
which vary during the manipulation. Hence, an adaptation function must be utilized to 
adapt the step lengths in each time step and execute the most optimum number of steps 
that are needed in each actuator. Fig. 7-9 depicts a schematic sketch of the proposed 
memory-based adaptation module. 
 
 
Fig. 7-9. Schematic sketch of the proposed memory-based adaptation module. 
 
As demonstrated in Fig. 7-9, the actuators’ force and torques, f, τ1, τ2 are 
converted to the actuators’ positions, x, θ1, θ2 by employing inverse dynamics of the 
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nanomanipulator. Defining L1i, L2i, L3i as the initial guesses for the nanomanipulator’s 
step lengths, the adaptation function inputs are named L1i, L2i, L3i, x, θ1, θ2 and xm, θ1m, 
θ2m (the position feedbacks in previous time step which acquired utilizing a memory 
module) and N1m, N2m, N3m (the numbers of executed steps in previous step which also 
acquired utilizing a memory module). Outputs of the adaptation function are adapted step 
lengths (L1a, L2a, L3a) and the number of steps which must be executed in the current time 
step (N1, N2, N3). 
At the beginning of the motion, the adaptation function uses the initial guesses for 
the step lengths L1i, L2i, L3i to determine the number of steps which must be executed in 
each actuator using the following simple rule: 
1 1i 2 1 2i 3 2 3iN = x/L , N = /L , N = /Lθ θ                                              
After this, the adapted step lengths are determined in each time step as follows 
1a 2a 3a 2m 3mm 1m 1m 2mL = , L = , L = /Nx /N /N θθ                         (7-33) 
The numbers of steps which must be executed in each time step are determined by 
1 1a 2 1 2a 3 2 3aN = x/L , N = /L , N = /Lθ θ                                (7-34) 
 
7.6.3. Simulation Results  
A set of numerical simulations is used here to verify the effectiveness of the 
proposed memory-based robust adaptive controller in a set-point manipulation task using 
MM3A nanomanipulator. The numerical values for the nanomanipulator are listed in 
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Table 7-1, with the controller gains given in Table 7-2. The controller objective is to 
move the nanomanipulator’s tip 1cm from the initial position in x direction, 1cm from 
initial position in y direction and 1cm from the initial position in z direction. The 
simulation results are demonstrated in Figs. 7-10 and 7-11. 
Fig. 7-10 (left) depicts the end effector positioning error in x, y and z directions. 
As seen, the proposed controller can stabilize the nanomanipulator in all directions in less 
than 1 sec. and without significant overshoot. Fig. 7-10 (right) depicts the prismatic 
actuator’s force and revolute actuators’ torques. As shown in Fig. 7-10, the prismatic 
actuator’s maximum force is in the mN range and the revolute actuators’ maximum 
torques are less than 1 mN.m, which are in the MM3A nanomanipulator’s working range.  
Fig. 7-11 depicts the variable step length of each actuator and the corresponding 
adapted values. In the simulation, it is assumed that the actuators have arbitrary step 
length functions as seen in Fig. 7-11. As seen from the simulation results in Fig. 7-11, the 
proposed memory-based robust adaptive controller is capable of precisely predicting the 
step length of each actuator during the nanomanipulation. As also evidenced from Fig. 7-
11 (right), the adaptation module can track the nanomanipulators step lengths precisely 
by one time step lag. This means that by reducing the time step of the nanomanipulation 
control, better results in adaptation can be achieved.   
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Table 7-1. Parameters values for MM3A dynamics (all dimensions are in metrics, e.g. 
Kg, m, N…) 
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l1 2105 m1 20000 i311 0.1542 i411 0 
l2 1737 m2 20000 i312 0 i412 0 
l3 500 m3 5000 i313 0 i413 0 
l4 0 m4 3000 i321 0 i421 0 
i111 0.1040 i211 0.7998 i322 0.1542 i422 0 
i112 0 i212 0 i323 0 i423 0 
i113 0 i213 0 i331 0 i431 0 
i121 0 i221 0 i332 0 i432 0 
i122 0.1023 i222 0.1225 i333 0.1000 i433 0 
i123 0 i223 0 fx 0 τx 0 
i131 0 i231 0 fy 0 τy 0 
i132 0 i232 0 fz 0 τz 0 
i133 0.1023 i233 0.7998 
 
Table 7-2. Gain values for the controller. 
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k1 .1 ε1 1 
k2 10 ε2 1 
k3 11 ε3 1 
γ1 5 β1 15 
γ2 5 β2 20 
γ3 10 β3 5 
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Fig. 7-10. The end effector’s positioning error in x, y and z directions (left), and 
prismatic actuator’s force and revolute actuators’ torques (right). 
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Fig. 7-11. Variable moving step length of each actuator and its adapted values during the 
nanomanipulation. 
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7.7. An Overview of the Proposed Fused Vision and Force Feedback Controller 
In designing a suitable controller for the MM3A nanomanipulator, there are some 
issues that must be considered. Firstly, there is no position sensor for this special 
manipulator (manufacturer’s limitation), hence vision and force feedback signals must be 
acquired and used to achieve position feedback. Secondly, the position feedback obtained 
by the visual servoing is simple, fast and precise in macroscale but not in submicron 
and/or nanoscale movement. Alternatively, the position feedback acquired through the 
force feedback is significantly precise in nanoscale, but not useful in macroscale. Thirdly, 
most of the system’s physical properties such as linkages masses or moments of inertia 
are unavoidably unknown; hence, the controller must be able to handle these 
uncertainties while also remaining stable. Lastly, replacing the MM3A nanomanipulator 
with a simple 3-link serial manipulator (see Fig. 7-2) with rigid linkages, homogeneous 
and uniform linkage masses, neglecting the friction at the joints and neglecting the 
actuator’s dynamics, introduces some unmodeled dynamics in addition to natural 
presence of noise in the feedback system.  
To overcome these issues, the controller framework shown in Fig. 7-12 is 
proposed here which represents a fused vision force feedback robust controller. In 
previous publications of the authors, the problem of modeling the MM3A 
nanomanipulator is addressed (Saeidpourazar et al. 2008b,2006), different controllers 
such as H∞ and µ Synthesis robust controllers (Saeidpourazar et al. 2007g) and adaptive 
robust controller (Saeidpourazar et al. 2007e) are designed to control the 
nanomanipulator and finally MRC-PE controller is designed and proved to have the best 
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performance in controlling the nanomanipulation process (Saeidpourazar et al. 2006, 
2009a). The idea of fusing the vision and force feedbacks to control the nanomanipulator 
is introduced (Saeidpourazar et al. 2008b, 2007a) and optimal switching strategy is 
designed for the proposed controller (Saeidpourazar et al. 2007c,d). A path planning 
strategy is introduced (Saeidpourazar et al. 2007b) which optimally moves the 
nanomanipulator’s tip to the nanoparticle. The force sensor’s structure is extensively 
studied and modeled (Saeidpourazar et al. 2009a, 2007f) and a new closed form 
formulation is proposed to precisely predict the force acting on the force sensor 
(Saeidpourazar et al. 2009a, 2008f). In the proposed fused vision and force feedback 
controller, C(t) (block C in Fig. 7-12) represents a switching function introduced in order 
to handle the optimal part of the controller in the following manner. When the 
nanomanipulator moves close enough to the target, the controller switches to the position 
feedback obtained from force feedback module (block B in Fig. 7-12), otherwise the 
controller keeps using the position feedback obtained from visual servoing (block A in 
Fig. 7-12). The proposed controller (block D in Fig. 7-12) is a modified robust controller 
with perturbation estimation (MRC-PE) introduced in our earlier publications 
(Saeidpourazar et al. 2006, 2009a) and utilized here in the fused vision force feedback 
controller structure.  
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Fig. 7-12. The proposed fused vision force feedback controller (Saeidpourazar et al. 
2008b, 2007a). 
 
In the following sections, the functions for image feedback to position signal 
converter (block A in Fig. 7-12), force signal to position signal converter (block B in Fig. 
7-12) and optimal switching function C(t) (block C in Fig. 7-12) are described and 
discussed extensively. 
 
 
 
D
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A
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7.7.1. Acquisition of Position Feedback Utilizing Visual Servoing  
 
7.7.1.1. Concept and Preliminaries 
Using vision feedback is a very common practice to achieve position feedback for 
manipulator’s end-effector in macroscale due to its simplicity of implementation and low 
cost (Wong et al. 1996, Shirai et al. 1973, Weiss et al. 1984). In the visual servoing 
algorithm used in this chapter, the controller error is defined in the image coordinate 
similar to (Zhou et al. 1998, 2000, Papanikolopoulos et al. 1992, Nelson et al. 1997, 
Vikramaditya et al. 1997). 
For the reader’s convenience, the modeling steps from our earlier publication 
(Saeidpourazar et al. 2007a, 2008b) are briefly revisited here. In the MM3A equivalent 
model and coordinate systems depicted in Fig. 7-2, xyz is a fixed reference coordinate 
system attached to the base and coincides with x1y1z1 coordinate, which can rotate by 
angle θ1 with respect to x0y0z0. x2y2z2 is attached to the second link and rotates with angle 
θ2.  x3y3z3 with an offset l2 is attached to the second link and rotates with respect to x2y2z2, 
and finally x4y4z4  coordinate system is attached to the end-effector with it’s origin 
moving with x' along last linkage of the manipulator. In order to model the visual 
servoing system, a Jacobian mapping matrix Jv is introduced which maps the task space 
to sensor space as (Zhou et al. 1998, 2000, Papanikolopoulos et al. 1992, Nelson et al. 
1997, Vikramaditya et al. 1997): 
( )φ=s v Tx J X??                                                    (7-35) 
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where ?sx  is the velocity vector in sensor space, TX?  is the velocity vector in task space 
and Jv(φ) is the Jacobian mapping matrix which is a function of vision sensor parameters 
(φ) as (Zhou et al. 1998, 2000, Papanikolopoulos et al. 1992, Nelson et al. 1997, 
Vikramaditya et al. 1997): 
0 00
0 0 0
s y xx c x
y c y s x y
y s / sm/s Z m / s
m / s Z m / s x s / s
− − =  − − v
J
           (7-36) 
with sx and sy being the pixel dimensions of CCD camera, m being the total linear 
magnification given by 
2 1 o em h / h g'  c / f f′ ′= =                                         (7-37) 
 
 
 
 
 
Fig. 7-13. Visual servoing system properties (Zhou et al. 1998, Vikramaditya et 
al. 1997). 
 
In equation (7-37), g´ is the optical tube length (see Fig. 7-13), c is the distance 
between CCD camera and its principal focal plane, h1 is object size in task frame, h2 is 
h2 
c fe´ 
fe g'fo´ 
fo 
h1 
h´
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object size in sensor frame, fo´ is the posterior objective focal length and  fe´ is the 
anterior objective focal length. For the case where several features are to be tracked by 
the CCD camera, Jv can be reformed as: 
T T T[ ]...=v 1 nJ J J                                               (7-38) 
As seen, Jv is a 2×6 matrix which means it transforms the 6×1 velocity space 
consisting of three linear and three angular velocities to a 2×1 sensor space in which the 
in-plane vision is taking place. In the case of MM3A nanomanipulator considered here 
with three actuators and 3 DOFs, only the first three columns of Jv would be needed. 
Hence, Jv in this case reduces to: 
  
0 0
0 0
x
y
m / s
m / s
− =  − v
J
                                      (7-39) 
Expression (7-39) indicates that this vision system totally ignores the movement 
in the normal direction to its main plane when using one camera. For numerical 
simulations, there is a need to obtain 
1−
vJ . This can be easily obtained as: 
0
0 0
0
0 0
0 0
x
x
y
y
X X s / m
x m / s x
Y   Y s / m ,
m / sy y
Z Z
−     ′ ′−         = ⇒ = −         −′ ′                    (7-40)  
Hence, 
0
0
0 0
x
y
s / m
s / m
−  = −   
-1
vJ
                                        (7-41)                           
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in which the Z-component is always zero which means this vision system by one camera 
can visually survey the system in a plane but not in its depth. In the case of a need for a 
third feedback (Z), adding a 2nd camera can simply solve the problem. Here, for 
simplicity of the procedure only planar motion of the nanomanipulator is considered. 
Considering visual servoing structure in previous publications, a number of 
complicated control inputs have been utilized (Zhou et al. 1998, 2000, Papanikolopoulos 
et al. 1992, Nelson et al. 1997, Vikramaditya et al. 1997) which increase processing time 
and are unable to stabilize the system in some cases. We demonstrate later in the text that 
by applying the proposed robust controller, such complications are totally avoided in this 
chapter in addition to achieving much better performance. The pseudoinverse Jacobian 
1−
vJ  derived in equation (7-41) will replace the image feedback to position signal 
converter block in the fused vision force feedback controller structure (block A in Fig. 7-
12). 
 
7.7.1.2. Preliminary Simulation Results  
A set of numerical simulations is performed here to demonstrate the effectiveness 
of utilizing just vision feedback in positioning of the MM3A nanomanipulator. The 
control objective is to move the nanomanipulator’s tip 1cm from the initial position in x 
direction and 1cm from initial position in y direction and stay at rest in z direction. To 
resemble a realistic case, 10% noise is added to image feedback signals to survey effect 
of this uncertainty in control process. Then, the vision feedback is fed back to the MRC-
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PE controller (Saeidpourazar et al. 2006, 2009a) to appraise vision feedback effectiveness 
in position control of the nanomanipulator. 
 
 
 
 
 
 
 
 
 
 
Fig. 7-14. Simulation results for MRC-PE utilizing vision feedback; (a) Position errors in 
x and y directions and (b) actuator force (for prismatic joint). 
 
As seen in Fig. 7-14, by utilizing only vision feedback in MRC-PE controller in 
positioning the MM3A nanomanipulator, in small scale and because of high feedback 
noise and lack of precision in vision feedback (CCD camera), the system error does not 
reach zero precisely and oscillates around the desired position. Fig. 7-14 shows the 
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necessity of employing more precise position feedback signal rather than just vision 
feedback in order to achieve a more meticulous manipulation. As explained next, 
utilizing a MC-based system to measure the interaction force between the 
nanomanipulator’s tip and the nanoparticle will provide appropriate position feedback 
accuracy for nano scale manipulation.       
 
7.7.2. Acquisition of Position Feedback Utilizing Force Sensor 
 
7.7.2.1. Concept and Preliminaries 
As mentioned earlier, force feedback has been recently used widely in acquiring position 
feedback, imaging and defining materials properties at the nanoscale especially in AFM. 
This approach consists of using a MC in the manipulator’s tip and measuring the 
deflection of the MC with piezoelectric or laser-based sensors. The dynamic model of the 
MC can then be used to predict the interaction force between manipulator’s tip and the 
sample surface based on the MC’s deflection. Consequently, the interaction force models 
can be utilized to estimate the distance between the manipulator’s tip and the surface 
using the interaction force between the manipulator and sample surface. 
There are different interaction forces at the nanoscale such as meniscus adhesion, 
electrostatic, and van der Waals forces. Here, the attractive van der Waals force is 
considered to be the major force between the nanomanipulator’s tip and the nanoparticle. 
It is assumed that the nanomanipulation is performed in a clean vacuum chamber with a 
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proper electrical grounding to prevent other effects on the interaction forces (Fathi et al. 
2006, Stark et al. 2003, Garcia et al. 2000). 
MM3A nanomanipulator is equipped with a force sensor module; namely FMS-
EM, which is a piezoresistive MC mounted on a PCB (Printed Circuit Board) combined 
with the wiring, Wheatstone bridge, signal amplifier and the BNC (bayonet Neill-
Concelman) output. In order to employ a combined task of nanomanipulation and 
piezoresistive-based sensing, there is a need to precisely model the piezoresistive MC to 
arrive at a relationship between piezoresistive layer output and base motion and tip force 
of the MC. Due to the interaction force between nanomanipulator’s tip and nanoparticle, 
the piezoresistive MC bends and because of the longitudinal deflection of the beam, the 
electrical resistance of the piezoresistive layer on the MC changes (see Fig. 7-15). This 
change in piezoresistive layer’s electrical resistance can be converted to the electrical 
voltage signal by utilizing a simple electrical circuit.  
 
7.7.2.2. Force Sensor Mathematical Modeling 
In chapter two and four of this dissertation, a new distributed-parameters 
modeling approach is proposed to model this sensor followed by a calibration weight to 
calibrate the force sensor and validate the projected distributed-parameters model. Please 
refer to the sections 2.3 and 4.3 for comprehensive modeling of the piezoresistive MC-
based force sensors.  
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Fig. 7-15. (a) Piezoresistive MC at the MM3A nanomanipulator’s tip (Kleindiek 
Nanotechnik a), (b) Schematic operation of a piezoresistive MC. 
 
Utilizing the state-space modeling given in equations (4-8 through 4-11), the force 
acting on the MC’s tip (output y = x2 = f) can be obtained using MC’s base acceleration 
(S?? ) and the piezoresistive layer’s output voltage’s derivative with respect to time ( oV? ). 
 
 
 
7.7.3. Robust Control of the Nanomanipulator Utilizing Force Feedback in Macro 
and Microscale:  
A set of numerical simulations is performed here to demonstrate the effectiveness 
of utilizing just force feedback in positioning of the MM3A nanomanipulator in macro 
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and microscale. The control objective is to move the nanomanipulator’s tip from the 
initial position in x and y directions and stay motionless in z direction. The force feedback 
is fed back to the MRC-PE controller (Saeidpourazar et al. 2006, 2009a) to appraise force 
feedback effectiveness in position control of the nanomanipulator. 
Fig. 7-16 depicts the positioning errors for the nanomanipulator’s tip in x and y 
directions. In Fig. 7-16 (a) and (b), the nanomanipulator’s tip has an initial distance of 
0.2mm and 0.5mm from the target, in both x and y directions, respectively. In Fig. 7-16 
(c) and (d), the nanomanipulator’s tip has an initial distance of 10mm and 30mm from the 
target, in both x and y directions, respectively. 
As seen in Fig. 7-16 (a) and (b) at microlevel, the robust MRC-PE controller 
utilizing only force feedback stabilizes the nanomanipulator precisely with trifle 
overshoot and low settling time; however, as seen in Fig. 7-16 (c) and (d) at macrolevel, 
the controller is unable to bring the nanomanipulator’s tip near the target and system 
positioning error diverges in a short time. Fig. 7-16 shows the capability of the force 
feedback in stabilizing the system at microlevel precision and the necessity of utilizing 
another feedback in macrolevel positioning. 
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Fig. 7-16. Positioning error in, (a) x direction at microlevel, (b) y direction at microlevel, 
(c) x direction at macrolevel, and (d) y direction at macrolevel. 
 
The band seen in which the force feedback can converge system positioning error 
is a critical point in designing switching function and directly depends on the precision of 
the force sensing module using to obtain position feedback of the nanomanipulator’s tip. 
This band is the area that force feedback is able to stabilize the system and switching 
from less precise feedback module can take place.  
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7.7.4. Design and Development of Switching Function C(t)  
C(t) represents a switching function introduced in order to handle the optimal part 
of the controller and previously defined as 
( ): when (  or ):  , 
         otherwise:                                           
t f
f th i th t f
t f
t i
t i
t i
X X
t d d d d Y Y
Z Z
X X
Y Y
Z Z
      ′− < ε − < ε =         
      =         
C
              (7-42) 
where df is the distance between nanomanipulator tip and sample and measured utilizing 
force feedback module in MM3A, di is the distance between nanoprobe and nanoparticle, 
measured using image feedback module (i.e., CCD camera) and (Xt,Yt,Zt)T is the 
switching function C(t) output. Equation (7-42) states that when nanomanipulator tip 
moves close enough to the sample (considering threshold value dth and resolution ε´), the 
controller switches to the position feedback obtained from force feedback module 
((Xf,Yf,Zf)T), otherwise the controller keeps using the position feedback obtained from 
visual servoing ((Xi,Yi,Zi)T).   
The switching function (7-42), which is a hard switching function, does not 
depend on the visual servoing system structure; hence, it is a much simpler function 
compared to those proposed in the literature (Zhou et al. 1998, 2000, Papanikolopoulos et 
al. 1992, Nelson et al. 1997, Vikramaditya et al. 1997). In our earlier publication 
(Saeidpourazar et al. 2008b, 2007a), it was assumed that the nanomanipulator is equipped 
with the position feedback sensor but not velocity feedback. A modified robust controller 
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with perturbation estimation (MRC-PE) was then designed and fully analyzed for the 
nanomanipulation process. As a next step, the MRC-PE introduced in (Saeidpourazar et 
al. 2008b, 2006) is utilized here to replace the current linear controllers in a fused vision 
force feedback controller structure. This brings a significant simplification in the 
switching function and outstanding performance as shown later in the simulations part. 
Utilizing hard switching function, the simulation results, previously reported by 
the authors, are depicted here to show potency of the previously proposed hard switching 
function. As seen from Fig. 7-17, the proposed hard switching function stabilizes the 
nanomanipulator with very short settling time, excellent overshoot and satisfactory 
actuator force range; however, a jump in actuator forces is observed during control 
process. This jump occurs at the switching time and is due to the fact that controller is 
switching between feedbacks coming from force and vision sensors and previously 
reported in the literature (Zhou et al. 1998, 2000, Papanikolopoulos et al. 1992, Nelson et 
al. 1997, Vikramaditya et al. 1997). This jump in actuator force is not acceptable for 
robot function and needs to be eliminated or suppressed. 
In this chapter, a soft switching approach is proposed to overcome this problem. 
Two different types of switching functions are proposed to modify the hard switching 
function (7-42). The first proposed soft switching function is a ramp switching function 
described as 
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where t is the time, t0 is the time when for the first time (  or )f th i thd d d d ′− < ε − < ε  
and ∆t is the time period which soft switching is taking place (see Fig. 7-18). 
The second soft switching function is a sinusoidal switching function which can 
be expressed as 
0
0
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where 
0t t
t
−ζ = ∆                                                      (7-45)  
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Fig. 7-18 shows the plots of 0( )t t / t− ∆  as a representation of ramp soft switching 
function and 0 5(1 (10 3 2)). Sin / /+ ζ π + π  as representation of sinusoidal soft switching 
function. 
A set of numerical simulations is performed here to verify the effectiveness of the 
proposed soft switching functions in positioning using MM3A nanomanipulator. The 
controller objective is to move the nanomanipulator’s tip 1cm from the initial position in 
x direction and 1cm from initial position in y direction and stay motionless in z direction. 
A 10% noise is added to image feedback signals while a 0.5% error is added to force 
feedback.  
Fig. 7-19 depicts the position errors in x and y directions utilizing hard switching, 
ramp soft switching, sinusoidal soft switching and sinusoidal soft switching with wider 
switching range (larger ∆t). As seen from Fig. 7-19, all switching strategies can stabilize 
the system with very short settling time and trifle overshoot. Fig. 7-19 (c) and (d) depict 
the first revolute actuator’s torque and prismatic actuator’s force utilizing hard switching, 
ramp soft switching, sinusoidal soft switching and sinusoidal soft switching with wider 
switching range (larger ∆t). As clearly seen from Fig. 7-19 (c) and (d) utilizing the 
proposed soft switching instead of our previous hard switching approach, significantly 
reduces the jump in the actuator force and torque. Employing ramp soft switching 
function instead of hard switching reduces the jump in actuator force largely; however, 
still sharp edges can be seen in the actuator force. Utilizing sinusoidal soft switching 
function instead of hard switching approach vanishes the jump in the actuator’s force and 
torque in addition to eliminating any sharp edge in the actuator’s force and torque 
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diagram.
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Fig. 7-17. Simulation results for: (a) Position error in x, (b) position error in y direction, 
and (c) actuator force. 
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Applying sinusoidal soft switching function with wider switching time (larger ∆t) 
instead of normal switching time reduces the actuator force jump even more; however, it 
results in a more control effort and larger overshoot. 
In summary and when comparing all the results, sinusoidal soft switching 
function can be considered as the most effective switching approach to be utilized in 
fused vision force feedback control of the nanomanipulator. As mentioned earlier, 
choosing larger or smaller value for ∆t could be viewed as a trade-of between actuator 
force reduction in one side and control effort and maximum overshoot in the other hand.  
 
 
 
 
 
 
Fig. 7-18. Ramp and sinusoidal soft switching functions. 
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Fig. 7-19. Simulation results utilizing hard switching (HS), ramp soft switching (RSS), 
sinusoidal soft switching (SSS) and sinusoidal soft switching with extended switching time (SSSE). 
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7.8. Chapter Summary 
In this chapter of dissertation, a fused vision and force feedback robust controller 
for a nanomanipulator for use in nanofiber grasping and nano-fabric production was 
presented. A mathematical model of the nanomanipulator was formulated and both direct 
and inverse kinematics of the system as well as dynamic equations were presented. The 
process of nanofiber production was briefly discussed and principle of visual servoing 
and force feedback were presented. A new fused vision and force feedback based optimal 
robust controller with perturbation estimation for nanomanipulator positioning was 
derived and analyzed extensively. Following the development of the controller, numerical 
simulations of the nanomanipulator were used to verify the positioning performance. 
With low positioning error and low actuator force/torque and settling time of less than 1 
sec, the effectiveness of the proposed controller performance was demonstrated. 
 
CHAPTER EIGHT 
 
CONCLUSIONS AND FUTURE WORKS 
 
8.1. Concluding Remarks 
This dissertation presented a distributed-parameters based modeling framework for 
microcantilever (MC)-based force sensing and control with applications to nanomanipulation and 
imaging. Second chapter of this dissertation presented a closed-form distributed-parameters 
modeling framework for piezoresistive MC-based sensors utilized in variety of 
nanomanipulators. In order to have online control and real-time sensor feedback, there was a 
need to have a closed-form modeling of the MC in order to express the piezoresistive layer’s 
output as a function of tip force and the base motion. Utilizing a novel approach, this problem 
has been overcome in this chapter for the first time, and the closed-form modeling of the MC 
was developed and presented. Following the mathematical modeling, the simulation and 
experimental results were presented to demonstrate the accuracy of the proposed distributed-
parameters modeling when compared with the previously proposed lumped-parameters modeling 
approach. It was shown that by utilizing the distributed-parameters model rather than lumped-
parameters approach and by predicting the exact motion of each point on the MC, the precision 
of the MC’s model was significantly enhanced.  More specifically, utilizing the commonly used 
lumped-parameters model could result in about 20% or more error in the predicted output 
voltage, and hence, the interaction force. 
Third chapter of this dissertation presented the development and real-time 
implementation of a robust nonlinear control framework for piezoresistive MC-based force 
 208
tracking with applications to imaging and nanomanipulation tasks. Among the varieties of 
nanoscale force sensing scenarios, a MC was utilized to measure and apply the force at the 
nanoscale. In contrast to distributed-parameters modeling approach, the MC-based force sensor 
was modeled here as a lumped-parameters system. However, replacing the MC with a linear 
mass-spring-damper trio, created a variety of uncertainties and unmodeled dynamics that needed 
to be addressed for a precise force sensor’s read-out. For this, a modified robust controller built 
around sliding mode control strategy and augmented with a perturbation estimation module was 
proposed to overcome these roadblocks. Through extensive experimental results it was shown 
that utilizing the MRC-PE controller in different frequencies could result in a much more 
smoother control input when compared with commercially available PID controllers. The 
proposed controller has great potential in a variety of nanomanipulation and imaging tasks to 
overcome the very slow imaging rate of the commercially available AFMs, and ultimately 
significantly enhance the imaging resolution and manipulation accuracy needed at this scale. 
Forth chapter of this dissertation presented precise MC-based mass sensing with 
applications to biological species detection. MC-based sensing had recently attracted widespread 
attention due to the variety of chemical and biological applications, its sensitivity, extreme 
applicability and low cost. A MC-based sensor could be operated either in static or dynamic 
mode. In the case both surfaces of the MC had the same affinity to the target molecules, which 
was the case in majority of experiments, however, the static deflection measurement might not 
be a sensitive or even feasible method for mass detection which made frequency response 
measurement (dynamic mode) a better sensing technique. In the dynamic mode, the shift in the 
resonant frequency of a resonating MC was due to the change in two independent parameters 
which were overall mass of the MC and MC’s stiffness. These two effects were separated here 
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by running experiments once for the MC functionalized only on one surface and repeating the 
same experiments for a MC having both sides functionalized. Utilizing the frequency shifts for 
both cases, the relationship for the surface stress formulation was obtained. In order to validate 
the experimental results and analysis, knowledge of one of these two parameters (added mass or 
the stiffness) was needed. Here, by measuring the stiffness of MCs using the same experimental 
instrument both before and after the adsorption of target molecules, stiffness of the MCs were 
obtained and utilized to validate the experimental results. Using this in-house set-up, percentage 
of frequency reduction of the different double and single sided MCs, for different PBS buffer 
concentrations and nucleotide lengths were measured and analyzed. 
In fifth chapter of this dissertation, a PID controller is proposed to control Y-axis of SPM 
along with robust-adaptive controller to control X-axis of AFM and a switching controller for 
effective tracking control of high-frequency trajectories with discontinuities to be utilized in 
control the Z-axis of the SPMs. A Lyapunov-based robust adaptive controller and a PID 
controller were employed to study the performance of controllers for tracking of chirp and 
stepped trajectories. It was shown that when controllers were tuned for chirp tracking, they 
induced large oscillations for step trajectories. Conversely, when they were tuned for step 
tracking, they demonstrated low-performance chirp tracking. Moreover, the robust adaptive 
controller offered more effective performance than PID in chirp tracking, but less for tracking of 
stepped trajectories. Hence, a switching strategy was proposed to decide between the robust 
adaptive and PID controllers tuned for chirp and step tracking, respectively. Switching 
conditions were derived and the need for coordinate transformation at switching instances was 
discussed in detail. The proposed strategy was implemented experimentally and significantly 
improvements were achieved using the proposed controller for axis-Z of our AFM compared to 
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the individual controllers. This strategy was used in our in-house AFM setup to achieve a fast-
scan laser-free AFM. Actual imaging results from our AFM setup were presented to show 
effectiveness and performance of the proposed control framework.   
In sixth chapter of this dissertation, following our previous accomplishment in design and 
development of a piezoresistive MC-based laser-free fast-scan AFM, a new scanning strategy 
was introduced to increase scanning speed of current SPMs. Low scanning speed and follow-on 
low imaging rate of current SPMs (namely AFM, STM) was a fundamental problem in different 
applications currently available for SPM. Raster scanning strategy is widely used in current 
SPMs, however, because of non-uniform image resolution and probe speed during the imaging, 
which led to non-uniform image quality, raster scanning is not the optimal strategy for fast-scan 
SPM. Here, a new spiral scanning strategy was introduced and formulated, which offers an 
optimal uniform resolution and probe speed throughout the scanning. It was shown that utilizing 
this new scanning strategy, without any change in current SPMs’ hardware and just by a simple 
change in their software; their scanning speed could be increased π times. Experimental results 
were presented to show applicability and efficiency of the proposed spiral scanning strategy. 
In the last chapter of this dissertation, a fused vision and force feedback robust controller 
for a nanomanipulator for use in nanofiber grasping and nano-fabric production was presented. A 
mathematical model of the nanomanipulator was formulated and both direct and inverse 
kinematics of the system as well as dynamic equations were presented. The process of nanofiber 
production was briefly discussed and principle of visual servoing and force feedback were 
presented. A new fused vision and force feedback based optimal robust controller with 
perturbation estimation for nanomanipulator positioning was derived and analyzed extensively. 
Following the development of the controller, numerical simulations of the nanomanipulator were 
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used to verify the positioning performance. With low positioning error and low actuator 
force/torque and settling time of less than 1 sec, the effectiveness of the proposed controller 
performance was demonstrated. 
 
8.2. Future Works 
Several directions are open for future investigations including: 
? Utilizing the proposed modeling in Chapter 2 for the piezoresistive-based MCs and 
the proposed control framework in  Chapter 3 in different mass/biomass detection 
missions 
? Enhance the modeling proposed in Chapter 2 with considering nonlinearities in 
modeling the piezoresistive MC 
? Utilizing boundary control theory to control the force at the piezoresistive MC’s tip 
instead of the framework proposed in Chapter 3 
? Design and development of switching Bang-Bang/Robust-Adaptive controller 
instead of the proposed control framework in Chapter 5 to enhance scanning speed of 
the developed fast-scan laser-free AFM 
? Implementation of fused force and vision feedback control strategy in a manipulation 
mission 
? Adding haptic interface to the MM3A nanorobotic manipulator and utilize the 
proposed mathematical model for the robot and the derived model for its nanoscale 
force sensor to perform force-controlled manipulation tasks in different missions 
namely nanotube characterization and cell manipulation 
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? Coupling the proposed framework in Chapter 3 to control the force at the 
piezoresistive MC’s tip, with the bulge testing to characterize different material’s 
properties 
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Appendix A 
Functions Used in Inverse Kinematics 
 
The functions used in the inverse kinematics solution of the manipulator are 
expressed here. The functions iΨ ,  iΞ  and iΠ  used in equations (7-3), (7-4) and (7-5) 
are:  
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Appendix B 
Functions Used in Dynamic Equations of Motion 
 
The functions used in dynamic equations of the manipulator are expressed here. 
The functions iϒ  used in equations (7-6), (7-7) and (7-8) are: 
2 2 2 2 2 2 2 2 2
1 4 1 4 1 2 4 2 4 2 1 4 1 1 4 1 1 2 4 2 1 2 4 2 4
2 2 2 2 2 2 2 2 2
3 1 3 1 2 3 2 3 2 1 3 1 1 3 1 1 2 3 2 1 2 3 2
= -m x+m xs -m x-m l -m l +m l s -m c l +m s g+m x-
1/2m x+1/2m xs -1/2m x-m l -m l +m l s -m c l +m s g       
ϒ θ θ θ θ θ θ θ
θ θ θ θ θ θ θ
? ? ? ? ? ? ? ??
? ? ? ? ? ? ?  
(B-1) 
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2 1 412 2 2
= m s c l +m s c l +l m s l +l m s l +l m c g+1/4l m s c +
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s i -c
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θ θ θ θ θ θ θ θ θ θ
θ θ
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? ? ? ? ? ? ? ? ? ?
? ?
( )
2 2 2 2 2 2 2
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4 1 3 1 422 3 1 2
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(B-2) 
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(B-3) 
In all of these equations, ij  is the moment of inertia of link #j defined as: 
11 12 13
21 22 23
31 32 33
j j j
j j j j
j j j
i i i
i i i i
i i i
  =                                                 (B-4) 
and mj is the mass of link #j, g is the gravitational constant, [fx , fy , fz]T is the external 
force and [τx ,τy, τz]T is the external torque. 
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