Abstract. We consider coordinate descent methods on convex quadratic problems, in which exact line searches are performed at each iteration. (This algorithm is identical to Gauss-Seidel on the equivalent symmetric positive definite linear system.) We describe a class of convex quadratic problems for which the random-permutations version of cyclic coordinate descent (RPCD) outperforms the standard cyclic coordinate descent (CCD) approach. A convergence analysis is developed to support the computational observations.
Introduction
The coordinate descent (CD) approach for solving the problem where the single nonzero in e i appears in position i. Epochs (indicated by the counter ) encompass cycles of inner iterations (indicated by j). At each iteration k, one component of x is selected for updating; a steplength parameter α k is applied to the negative gradient of f with respect to this component.
Algorithm 1 Coordinate Descent
Set Choose x 0 ∈ R n ; for = 0, 1, 2, . . . do for j = 0, 1, 2, . . . , n − 1 do Define k = n + j; Choose index i = i( , j) ∈ {1, 2, . . . , n}; Choose α k > 0;
for end for
The choice of coordinate i = i( , j) to be updated at inner iteration j of epoch differs between variants of CD, as follows:
• For "cyclic CD" (CCD), we choose i( , j) = j + 1.
• For "fully randomized CD," also known as "stochastic CD," and abbreviated as RCD, we choose i( , j) uniformly at random from {1, 2, . . . , n} and independently at each iteration.
• For "random-permutations CD" (abbreviated as RPCD), we choose π +1 at the start of epoch to be a random permutation of the index set {1, 2, . . . , n}, then set i( , j) to be the (j + 1)th entry in π +1 , for j = 0, 1, 2, . . . , n − 1.
Note that x ln denotes the value of x after l epochs. We consider in this paper problems in which f is a strictly convex quadratic, that is (1.3) f (x) = 1 2
with A symmetric positive definite. As we saw in [2] , even this restricted class of functions reveals significant diversity in convergence behavior between the three variants of CD described above. The minimizer of (1.3) is obviously x * = 0. We assume that the choice of α k in Algorithm 1 is the exact minimizer of f along the chosen coordinate direction. The resulting approach is thus equivalent to the Gauss-Seidel method applied to the linear system Ax = 0. The variants CCD, RCD, RPCD can be interpreted as different cyclic / randomized variants of Gauss-Seidel for Ax = 0.
In the RPCD variant, we can express a single epoch as follows. Letting P be the permutation matrix corresponding to the permutation π on this epoch, we split the symmetrically permuted Hessian into strictly triangular and diagonal parts as follows:
where L P is strictly lower triangular and ∆ P is diagonal. We then define (1.5)
so that the epoch indexed by l − 1 can be written as follows:
(1.6)
where P l denotes the matrix corresponding to permutation π l . By recursing to the initial point x 0 , we obtain after epochs that (1.7) x n = (P C P P T )(P −1 C P −1 P
yielding a function value of (1.8)
We analyze convergence in terms of the expected value of f after epochs, with the expectation taken over the initial point x 0 and the permutations P 1 , P 2 , . . . , P , that is, (1.9) E x 0 E P1,P2,...,P f (x n ).
Previous Work.
This work is an adjunct to our paper [2] , in which we show that a convex quadratic function f that achieves close to worst-case convergence behavior for CCD (as shown by [4] ) has faster asymptotic convergence behavior for RPCD, similar to the fully-random variant RCD. The function considered in [2] has the form (1.3) with (1.10) A := δI + (1 − δ)11 T , where δ ∈ (0, n/(n − 1)), where 1 = (1, 1, . . . , 1) T . Salient properties of this matrix include:
(a) It has eigenvalue δ replicated (n−1) times, and a single dominant eigenvalue δ + (1 − δ)n, and (b) it is invariant under symmetric permutations, that is, P T AP = A for all permutation matrices P . The latter property makes the analysis of RPCD much more straightforward than for general A. It follows from (1.5) that
T , that is, C P is independent of P . For the matrix (1.10), the expression (1.6) thus simplifies to
We refer to [2] for a discussion of prior related work on variants of coordinate descent.
1.2.
Contributions. Computational experience reported in [5, 6] showed that for most convex quadratic problems (1.3), the convergence behaviors of the cyclic and randomized versions of CD are similar. The most notable class of exceptions was quadratic problems (1.3) in which A has a single dominant eigenvalue. In most (but not all) such cases, the relative convergence behaviors of CCD (on the one hand) and RPCD and RCD (on the other hand) follow the behavior seen for the problem (1.10). That is, CCD converges slowly at a rate near its worst-case bound [4] while RPCD and RCD converge much more rapidly [2] . We therefore consider the following generalization of (1.10), in which all the small eigenvalues are identical, and the large eigenvalue has eigenvector u:
(We assume that u ∈ R n is a vector with elements of size O(1).) This paper focuses on the case in which the components of u are not too different in magnitude. The latter property is key to distinguishing between particular cases of (1.11) in which the randomized methods work well or poorly, and our analysis provides some insight on the reasons for this apparent anomaly. In Section 2, we show that the matrix (1.11) is within a symmetric diagonal scaling (with scaling matrix U −1 , where U = diag(u)) of the matrix A defined by
We show too that the scaling by U −1 does not greatly affect the behavior of coordinate descent, so there is little loss of generality between (1.11) with V = I and (1.12). For matrices of the form (1.12) in (1.3), we demonstrate similar convergence behavior to what we proved in [2] for (1.10): RPCD and RCD have much faster asymptotic convergence behavior than CCD. By the generalization to (1.11), we provide a more complete explanation of the behavior observed in computational experiments.
1.3. Preliminaries. Applying to (1.12) the decomposition (1.4) into triangular and diagonal matrices, we obtain
where (1.14)
Following (1.5), we have for A that the iteration matrix is (1.15)
and, as in (1.9), our interest is in the quantity
We adapt other notation from [2] , namely, the matricesĀ (t) , t = 0, 1, 2, . . . , defined as follows:
. . .
. We have the the following recursive relationship between successive terms in the sequenceĀ (t) , t = 0, 1, 2, . . . :
where we have dropped the the subscript on P −t+1 in the second equality, since the permutation matrices for each epoch are i.i.d. By comparison with (1.8), we see that
If the starting vector x 0 is drawn from N (0, I), we have
We can see immediately that A defined by (1.12) is "sandwiched" between scalar multiples of two matrices of the form (1.10). We have
where δ = (δ+ )/(1+ ) and "≤" denotes element-wise inequality. This observation suggests similar behavior for RPCD to that observed for the matrices (1.10) in [2] , but there is no obvious way to make use of this sandwich property in the analysis. The distinctiveness of the components of D plays a key role in the convergence analysis, which shows that effects of D persist through the epochs. Given > 0 and δ ∈ (0, 1), suppose that u ∈ R n satisfies
Consider the matrix (2.2)
Defining U := diag(u), we have
and note that the diagonal elements of U −2 are in the range [1, /δ + 1]. Thus we can write δU −2 = δI + D, where D is diagonal with elements in [0, 1], so A in (2.3) has the form (1.12).
We verify in Appendix A that the iterates generated by Algorithm 1 for a given sequence of indices i( , j) to (1.3) with A = B u from (2.2), with starting pointx 0 and exact line search are isomorphic to the iterates generated by applying the same algorithm with the same index sequence to (1.3) with A = A from (2.3), with starting point x 0 = Ux 0 . In fact, we have x k = Ux k for all k ≥ 0, where {x k } is the iteration sequence for (2.2) and {x k } is the sequence for (2.3). Note that the function values coincide at each iteration, that is,
Suppose we are interested in the expected value of this function after epochs, given thatx 0 ∼ N (0, I). Because of the relationship x 0 = Ux 0 , we can think of the vector x 0 as being drawn from the multivariate distribution N (0, U 2 ). The expected function value can be derived by the same logic used to derive (1.20) until the final step, where we take the expectation with respect to x 0 . We thus have the following expression in place of (1.20):
Thus the expected value of (2.4) forx 0 ∼ N (0, I) is a weighted version of the trace that captures the expected value of f (x k ) for x 0 ∼ N (0, I), where the weights U 2 ii are between δ/(δ + ) and 1. Thus we expect to see similar asymptotic behavior for the quadratic objectives based on matrices (2.2) and (1.12), from starting points with the same distribution. The main contribution of this paper is therefore to extend the convergence analysis from the matrix (1.10) (as performed in [2] ) to the case in which the single dominant eigenvector is replaced by a more general vector u, provided that the elements of u are not too disparate in magnitude. Since we allow δ in the analysis below, the bounds (2.1) are not too restrictive.
Epoch-Wise Convergence of Expected Function Value
We focus here on the operation (1.18), defining the relationship between two successive members of the sequence of expected coefficient matrices {Ā (t) } t=0,1,2,... .
We focus on a regime in which
The first inequality implies that we can replace O(δ) factors in the analysis by O( ). We expect that the main convergence results will continue to apply in a regime in which 0 ≤ < δ, which indeed is closer to the matrix studied in [2] , but a different style of analysis will be needed, in which the remainder terms in the analysis are handled differently.
Compact Bound forĀ (t)
. We will demonstrate that the matrix sequence
) is approximately dominated 1 by another sequence of positive definite matrices {Â (t) } that can be represented as a four-term recurrence
where d is the vector defined in (1.12) and the coefficientsη t ,ν t , andˆ t are nonnegative andτ t is nonpositive, for all t = 0, 1, 2, · · · . We setÂ
Defining notation
By substitution into (3.5), we have for the initial trace that
where d av is defined in (3.4). In Subsection 3.5, we derive an approximate linear recurrence relation for the sequence of coefficient quadruplets 1 − 2δ + 6 2 .
Thus the sequence of expectations of function values f (x n ) is approximately bounded by a sequence that converges linearly to zero at the epoch-wise rate (3.7), provided that in addition to (3.1), the condition < δ/3 holds.
Expected Decrease in the First
Iteration. We show in the following lemma that the decrease in the very first iteration for all variants of CD can be explained by using an extension of the analysis in [2, Theorem 3.4]. Geometrically, this happens because the function (1.3), (1.12) increases rapidly along just one direction -the all-one direction 1 -and comparitively gently in other direction. Thus an exact line search along any coordinate search direction will identify a point near the bottom of this multidimensional "trench." 
where i = i(0, 0) is the coordinate chosen for updating in the first iteration. In the regime (3.1), we have
For CCD, these same estimates hold, with the expectations with respect to i omitted.
Proof. Suppose that i ∈ {1, 2, . . . , n} is the component chosen for updating in the first iteration, which is chosen uniformly at random from {1, 2, . . . , n} for RPCD and RCD. After a single step of CD, we have
Thus from (1.12) we have
Since d i ∈ [0, 1] and δ ∈ (0, 1), we have
Thus by substitution into (3.9), we obtain
By our assumptions on x 0 , we have
The main result follows by taking expectation with respect to i and x 0 in (3.10) and using the estimates (3.11).
The estimate (3.8) follows immediately from (3.1) when we capture only firstorder terms in δ and .
The results for CCD can be obtained similarly, by omitting the expectations with respect to i from (3.11).
By comparing (3.8) and (3.6), we note that the first iteration reduces the expected function value from O(n(1 + )) to O(n(δ + )) -a dramatic reduction for typical parameter choices.
3.3. Definitions and Technical Results. We start by defining some useful quantities, drawing on [2] , and proving several elementary results.
From (1.12) and (3.4), we have
From the definition of D in (1.12), we have d av = O(1) and d av,2 = O(1). We use π to denote the permutation of {1, 2, . . . , n} associated with the permutation matrix P , so that for any vector u ∈ R n , we have (3.13)
We can see immediately that
A useful conditional probability is as follows:
This claim follows because P e 2 contains n−1 zeros and a single 1, and the 1 cannot appear in position i (because P e 1 = e i ) but may appear in any other position with equal likelihood.
A quantity that appears frequently in the analysis is the matrix F defined by
that is, the n × n matrix of all zeros except for 1 on the diagonal immediately above the main diagonal. Several identities follow immediately:
We also have
To verify this claim, note that the diagonals of P F P T are zero for all permutation matrices P , while the off-diagonals are 1 with equal probability. Thus the expected value of the n(n − 1) off-diagonal elements is obtained by distributing the n − 1 nonzeros in F with equal weight among all off-diagonal elements, giving an expected value of 1/n for each of these elements, as in (3.18).
We have the following results about quantities involving F .
Lemma 3.2.
P F P
T DP e 1 = 0, (3.19a)
Proof. For (3.19a), we see that P
T DP e 1 is a multiple of e 1 , and that F e 1 = 0. For (3.19b), we use E i to denote the expectation with respect to index i uniformly distributed over {1, 2, . . . , n}, and recall that π denotes the permutation corresponding to P . We have
as required.
As in [2] , we define We noted in [2] thatL
so using notation (3.16) and saving only O(1) terms, we have
We further define the epoch-iterative matrix C 0 , to be the matrix C P from (1.15) in the special case = 0, that is
(The notation C 0 is appropriate because when = 0, C P no longer depends on P .) From the explicit expression for C 0 in [2] (C 0 is denoted by C in that paper), and using the notation (3.16), we obtain (3.23)
(Note that this is a more refined estimate than what we would obtain by substituting (3.21) and (1.14) into (3.22) .)
The following lemma provides a useful estimate of the matrix C P defined in (1.5).
Lemma 3.3. Suppose that (3.1) holds. Then for C P defined by (1.5), we have
Proof. Starting from (1.15), we have
where we use (I + Y )
for the third equality, and the definitions (3.22), (3.20) , and (3.21) and assumption (3.1) for the later equalities. This proves (3.24a). We obtain (3.24b) and (3.24c) by using the estimates (3.21) and (3.23).
Single-Epoch Analysis.
In this section we analyze the change in each term in the expression (3.2) over a single epoch. We examine in turn the following terms:
• the I term: Lemma 3.4, • the D term: Lemma 3.5, • the 11 T and (d1 T + 1d T ) terms: Lemma 3.6.
Proofs of the following technical results appear in Appendix B.
Lemma 3.4. Suppose that (3.1) holds. We have
Lemma 3.5. Suppose that (3.1) holds. We have
Lemma 3.6. Suppose that (3.1) holds. For any v ∈ R n , we have
(3.25)
When v = 1, we have
When v = d, we have
3.5. Four-Term Approximate Recurrence. In this section we define a sequence of n × n symmetric matricesÂ (t) with the following properties.
•
•Â (t) has the four-parameter representation (3.2).
Some straightforward technical results are needed.
Lemma 3.7. For D and d defined in (1.12), we have
Proof. The proof is obtained by showing that the following inequalities hold for all v ∈ R n :
. We explain further the last of these bounds. We have
where the last step is from the usual bound of · 1 in terms of · 2 .
We now have the following result, drawing on Lemmas 3.4, 3.5, and 3.6, as well as Lemma 3.7. Theorem 3.8. Suppose that (3.1) holds. We have
Proof. The first result (3.29) follows immediately by rearranging terms in the result in Lemma 3.4.
We obtain (3.30) from (3.26) in Lemma 3.6 when we use bound (3.28b) from Lemma 3.7.
For (3.31), we use Lemma 3.5, using (3.28a) and (3.28c) to bound the terms in dd T and 11
T as a multiple of I, and omitting the term in D 2 , which has a negative coefficient.
For (3.32), we use (3.27) from Lemma 3.6 together with the bounds from (3.28a) and (3.28c), noting that since the coefficients of the terms dd T and 11 T D 2 +D 2 11
T are negative in (3.27), we have rather than in this bound.
We now show the main result for recurrence of the representation (3.2).
Corollary 3.9. Suppose that (3.1) holds. Suppose thatÂ (t) has the form (3.2), witĥ
, withη t ,ν t , andˆ t all nonnegative andτ t nonpositive. We then have that
where
whereM is the matrix
Proof. The proof follows from Theorem 3.8 when we take into account the signs and sizes of the four coefficients.
We note that the assumptions on the coefficientsη t ,ν t ,ˆ t ,τ t in this theorem are not strong. They are satisfied at t = 0 withη 0 = δ,ν 0 = 1 − δ,ˆ t = ,τ t = 0. For t ≥ 1,η t decreases slowly from its initial value of δ;ν 1 becomes approximately δ + d av andν t declines slowly thereafter;ˆ t decreases slowly from its initial value of ; andτ t ≈ −ˆ t−1 /n.
Next, we show that the sequence {Ā (t) } t=0, 
Proof. We havē
from Corollary 3.9.
3.6. Contraction in the Four-Term Recurrence. We now perform an approximate spectral analysis onM . For the sake of simplicity of exposition, we introduce the notation (3.35) φ := /δ, (noting that φ ≥ 1 from (3.1)) and make the additional assumptions that Under these assumptions, we show that the eigenvalues ofM are bounded in norm by approximately 1 + 6
2 . This implies that the eigenvalues of the recurrence matrix (1 − δ) 2M in Corollary 3.9 are bounded by approximately
Thus, we can expect contraction in (3.33) provided that
We write the first-order approximation in δ toM as follows:
By omitting O(1/n) terms that are dominated by terms of size O (1), and omitting O(1) terms that are dominated by terms of size O(φ), we have
For the eigendecomposition of M 0 , we have
We have 
where we used (3.40) together with (3.41) and (3.42) for the approximation. We now estimate the eigenvalues of the matrix (3.43). Clearly one of these (denoted by λ * 4 ) is 0, and we obtain the other three as roots of the characteristic (cubic) polynomial formed by the 3 × 3 trailing principal minor, that is,
Thus we have
Thus, there is a root of s near √ 12φδi, specifically
so that t has a root near
Since t has real coefficients, the remaining root is the complex conjugate of λ * 2 , namely λ *
We conclude that the spectral radius of (3.43) is approximately
In conclusion, for the settings (3.37) and in a regime defined by (3.1) and (3.36), we have that the spectrum of the recurrence matrix (1−δ) 2M in (3.33) of Corollary 3.9 satisfies (3.38).
Analysis for CCD and RCD
The analysis for the RCD variant of coordinate descent for (1.3), (1.12) follows from the standard analysis [3] . The modulus of convexity µ is δ, while the maximum coordinate-wise Lipschitz constant for the gradient L max is 1 + . The per-epoch linear rate of expected improvement in f for RCD on A is thus (4.1)
The (slightly tighter) complexity of RCD implied by [3, Section 4] is
Notice that when = 0, these are the same rates that we see for (1.10) (see [2] ). For CCD, we note that the iterates have the form
and the asymptotic behavior of the sequence of function values is governed by C 2 . By Gelfand's formula [1] , the asymptotic per-epoch decrease factor is thus approximately ρ(C) 2 . Proposition 3.1 of [4] yields an upper bound on the perepoch decrease factor. Noting that the largest eigenvalue of A is bounded above by n(1 − δ) + δ + , their bound is as follows: (4.2)
which is approximately 1 − δ/n 2 for the ranges of values of δ and of interest in this paper. The implied iteration complexity is about a factor of n 2 worse than for RCD. In our computational experiments, we compare empirical observations of CCD convergence rate with ρ(C) 2 rather than with (4.2).
Computational Results
We report on some experiments with variants of CD on convex quadratic problems in which CCD has different performance from RCD and RPCD, especially those matrices discussed in this paper.
We start with the matrix (1.10) analyzed in [2] , and reproduce one of the figures from this paper as Figure 1 , for n = 100 and δ = .05. Here we observe (a) the similarity in performance between the randomized methods RCD and RPCD, and (b) the much slower asymptotic performance of CCD. Both these features are typical of our empirical observations in [2] . Figure 2 bears out the discussion of Section 2, that the behavior of each variant of CD is similar on the matrices (1.12) and (2.2) (with u satisfying (2.1)). Thus our analysis applies to symmetric positive definite matrices with a single dominant eigenvalue, provided that the eigenvector does not have too much diversity in the magnitudes of its elements. Figure 1 . CCD, RPCD, and RCD on convex quadratic objective, where A is defined by (1.10) with n = 100 and δ = .01. A more detailed examination in how the size of affects the behavior is shown in Tables 1-3 . In these tables, we obtain empirical estimates of the observed converegence rate by geometrically averaging the rate over the last 10 epochs. By this means, we obtained ρ CCD (δ, observed), ρ RCD (δ, observed), and ρ RPCD (δ, observed). As noted in Section 4, we use ρ(C) 2 as the theoretical bound on the convergence rate for CCD, while we use ρ RCD from [3, Section 4] as the theoretical estimate of the convergence rate for RCD. For RPCD, we took the theoretical bound to be ρ(M ), where M = (1 − δ) 2M , withM defined in (3.34). When δ = , we see from Table 1 that the asymptotic convergence xrate for RPCD predicted by ρ(M ) according to Gelfand's formula is quite close to the observed rate. When = δ/10 (Table 2) , there is roughly a factor of two between the predicted rate and the observed rate for RPCD. We also see that the predicted and empirical rates of RPCD and RCD are quite similar, confirming the common Table 1 . Comparison of CCD, RPCD, and RCD on the matrix (1.12) with n = 100 and = δ. In the entries, a(b) represents a × 10 b . Table 3 . Comparison of CCD, RPCD, and RCD on the matrix (1.12) with n = 100 and = 1. In the entries, a(b) represents a × 10 b , and "-" represents that this range is beyond the range allowed by the theory.
belief that RPCD behaves closer to RCD than to CCD. Table 3 shows observed rates for = 1, a value that does not satisfy the range assumptions (3.1). Although the convergence analysis in this paper does not cover this case, we see that the RPCD variant continues to converge at a rate similar to RCD. Note thatÃ is symmetric positive definite. Consider the objective functions (1.3) defined with Hessians A andÃ. For a given x 0 , definex 0 = F x 0 . The function values match at these points, that is,
Considering the iterates generated by Algorithm 1 for the two functions, with α k defined by exact line searches, and the same choices of coordinates i( , j) at each iteration. Assume that F x t =x t for t = 1, 2, . . . , k. Suppose that coordinate i is chosen at iteration k, the updates are
A ii e i .
By noting that (Ãx
ii A ii , and using the inductive hypothesis, it is easy to verify thatx k+1 = F x k+1 , as required. Proof. From Lemma 3.3, we have
For the O(1) term in (B.1), we have from (3.14) and e
For the first part of the O(δ) term, we have from (3.14), (3.17), (3.18) , and e T 1 e 2 = 0 that
(By symmetry, the second part of the O(δ) term will also have expectation − 1 n I.) For the O( ) term in (B.1), we have from (1.14), (3.17), (3.18), Lemma 3.2, and the fact that E P e T 1 D P e 1 = d av that
The result follows by substituting this estimate along with (B.2) and (B.3) into (B.1).
B.2. Proof of Lemma 3.5.
Proof. From Lemma 3.3, saving only terms of lower order than 2 (but retaining the factor (1 − δ)
2 ), we have
where we used (3.19a) from Lemma 3.2 along with e T 2 D P e 1 = 0 to simplify the coefficient of δ.
For the O(1) term, we have that
Thus from (3.14), we have by taking expectations over P that
as required. For the coefficient of δ, we have
Taking expectations with respect to D, we have from (3.14) and (3.18) that
For the coefficient of , we have
where we used (3.19a) in Lemma 3.2 to eliminate terms that are multiples of F e 1 = 0.
For the first term in (B.4), we have from (3.18) that = 21E P (e
where we used (3.19b) − 2E P (e T 1 P T D 2 P e 1 )11 T = −2d av,2 11 T .
By substituting (B.5), (B.6), and (B.7) into (B.4), we obtain the required coefficient of .
B.3. Proof of Lemma 3.6.
Proof. We have
where we use (transpose) to denote the transpose of the explicitly stated terms. From Lemma 3.3 and P 1 = 1, we have
(1 − δ) −2 P C T P P T 1v T P C P P T = P (I − 1e 
We now use the fact that (I − 1e T 1 )1 = 1 − 1 = 0 to eliminate the O(1) term, and also one of the two terms in the coefficients of both and δ. We thus obtain
(1 − δ) −2 P C T P P T 1v T P C P P T = − P (I − 1e We obtain the full coefficient of (− ) in (3.25) by adding this quantity to its transpose, to obtain
as required. The claim (3.27) follows by substituting v = d into (3.25). For (3.26), we find by substituting v = 1 into (3.25) that only the O( 2 ) term remains. We proceed on to elaborate on the coefficient for this term. Using (3.24c) in Lemma 3.3, we have
= P (I − 1e
where we used (3.17) for the second-last equality. Continuing, we have
= P (I − 1e where we used the following identities to obtain the last equality:
(I − 1e −1 P C T P P T 1 = − DP e n − δP e n + O(δ ).
By forming the outer product of this vector with itself, we obtain
(1 − δ) −2 P C T P P T 11 T P C P P T = [ DP e n + δP e n + O(δ )][ (P e n ) T D + δ(P e n ) T + O(δ )] = 2 D(P e n )(P e n ) T D + δ (D(P e n )(P e n ) T + (P e n )(P e n ) T D) + δ 2 (P e n )(P e n ) T ) + O( 3 ). (B.13) Since E P (P e n )(P e n ) T = 1 n I,
we obtain the result (3.26) by taking expectations over P in (B.13).
