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Abstract
We propose a practical and scalable Gaussian
process model for large-scale nonlinear proba-
bilistic regression. Our mixture-of-experts model
is conceptually simple and hierarchically recom-
bines computations for an overall approximation
of a full Gaussian process. Closed-form and
distributed computations allow for efficient and
massive parallelisation while keeping the mem-
ory consumption small. Given sufficient comput-
ing resources, our model can handle arbitrarily
large data sets, without explicit sparse approx-
imations. We provide strong experimental evi-
dence that our model can be applied to large data
sets of sizes far beyond millions. Hence, our
model has the potential to lay the foundation for
general large-scale Gaussian process research.
1 Introduction
Probabilistic Gaussian processes (GPs) [18] are the method
of choice for probabilistic regression: Their non-parametric
nature allows for flexible modelling without specifying
low-level assumptions (e.g., the degree of a polynomial) in
advance. Moreover, for the standard Gaussian likelihood,
inference can be performed in closed form in a principled
way simply by applying Bayes’ theorem. GPs have had
substantial impact in various research areas, including geo-
statistics [3], optimisation [9, 2], data visualisation [11],
robotics and reinforcement learning [5], spatio-temporal
modelling [13], and active learning [10]. A strength of the
GP model is that it can be used fairly reliably as a black-box
function approximator, i.e., it produces reasonable predic-
tions without manual parameter tuning.
A practical limitation of the GP model is its compu-
tational demand: In standard implementations, training
and predicting scale in O(N3) and O(N2), respectively,
where N is the size of the training data set. For large
N (e.g., N > 10, 000) we often use sparse approxima-
tions [23, 16, 7, 21, 12, 19]. Typically, these sparse ap-
proximations lower the computational burden by implicitly
(or explicitly) using a subset of the data. They scale GPs
up to multiple tens or hundreds of thousands of data points.
However, even with sparse approximations it is inconceiv-
able to apply GPs to data set sizes of tens or hundreds of
millions of data points.
An alternative to sparse approximations is to distribute the
computations by using local models. These local models
typically require stationary kernels for a notion of “dis-
tance” and “locality”. Shen et al. [19] used KD-trees to
recursively partition the data space by means of a multi-
resolution tree data structure, which allows to scale GPs
up to multiple tens of thousands of training points. How-
ever, the approach proposed in [19] does not provide so-
lutions for variance predictions and is limited to station-
ary kernels. Similarly, [15] used a heuristic partitioning
scheme based on the locality notion of stationary kernels
for real-time mean predictions of GPs. Along the lines of
exploiting locality, mixture-of-experts (MoE) models [8]
have been applied to GP regression [14, 17, 24]. How-
ever, these models have not primarily been used to speed
up GP regression, but rather to allow for heteroscedastic-
ity (input-dependent variations) and non-stationarity. Each
local model possesses its own set of hyper-parameters to
be optimised. Predictions are made by collecting the pre-
dictions of all local expert models, and weighing them us-
ing the responsibilities assigned by the gating network. In
these MoE models, a Dirichlet process prior is placed on
the multinomial “responsibility” vector of each local ex-
pert, which allows for a data-driven partitioning on the fly.
Unfortunately, inference in these models is computation-
ally intractable, requiring MCMC sampling or variational
inference to assign data points to each GP expert, a compu-
tationally demanding process.
Within the context of spatio-temporal models with 106 data
points, [13] propose efficient inference that exploits com-
putational advantages from both separable and compactly
supported kernels, leading to very sparse kernel matri-
ces. The authors propose approximate (efficient) sampling
methods to deal with both noisy and missing data.
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Recently, Gal et al. [6] proposed a distributed approach
that scales variational sparse GPs further by exploiting dis-
tributed computations. In particular, they derive an exact
re-parameterisation of the variational sparse GP model by
Titsias [21], to update the variational parameters indepen-
dently on different nodes. This is implemented within a
Map-Reduce framework, and the corresponding architec-
ture consists of a central node and many local nodes, i.e., a
single-layer architecture.
In this paper, we follow an approach orthogonal to sparse
approximations in order to scale full GPs to large data sets
by exploiting massive parallelisation. In particular, we pro-
pose a hierarchical mixture of experts model that distributes
the computational load amongst a large set of independent
computational units. Our model recursively recombines
computations by these independent units to an overall GP
inference/training procedure. This idea is related to Tresp’s
Bayesian Committee Machine [22], which combines esti-
mators. A key advantage of our model is that all compu-
tations can be performed analytically, i.e., no sampling is
required. Given sufficient computing power our model can
handle arbitrarily large data sets. In our experiments we
demonstrate that our model can be applied easily to data
sets of size 224 ≈ 1.7 × 107, which exceeds the typical
data set sizes sparse GPs deal with by orders of magni-
tude. However, even with limited computing resources, our
model is practical in the sense that it can train a full GP
with a million training points in less than half an hour on a
laptop.
2 Objective and Set-up
We consider a regression setting y = f(x) + , where
x ∈ Rd and  ∼ N (0, σ2 ) is i.i.d. Gaussian noise. The
objective is to infer the latent function f from a training
data set X = {xi}ni=1,y = [y1, . . . , yN ]>. For small data
set sizes N , a Gaussian process is one of the methods of
choice for probabilistic non-parametric regression.
A Gaussian process is a non-parametric Bayesian model,
which is often used for (small-scale) regression. A GP is
defined as a collection of random variables, any finite num-
ber of which is Gaussian distributed. A GP is fully speci-
fied by a mean function and a covariance function (kernel).
In this paper, we assume that the prior mean function is 0.
Furthermore, we consider the Gaussian (squared exponen-
tial) kernel
k(xi,xj) = σ
2
f exp
(− 12 (xi − xj)>Λ−1(xi − xj)), (1)
xi,xj ∈ RD, where σ2f is the variance of the latent func-
tion f and Λ = diag(l21, . . . , l
2
D) is the diagonal matrix of
squared length-scales li, i = 1, . . . , D. Furthermore, we
consider a Gaussian likelihood p(y|f(x)) = N (f(x), σ2 )
to account for the measurement noise.
A GP is typically trained by finding hyper-parameters θ =
{σf , li, σ} that maximise the log-marginal likelihood [18],
which is (up to a constant) given by
log p(y|X,θ) .= − 12
(
y(K + σ2I)
−1y + log |K + σ2εI|
)
.
(2)
The computationally demanding computations in (2) are
the inversion and the determinant of K + σ2I , both of
which scale in O(N3) with a standard implementation.
For a given set of hyper-parameters θ, a training set X,y
and a test input x∗ ∈ RD, the GP posterior predictive dis-
tribution of the corresponding function value f∗ = f(x∗)
is Gaussian with mean and variance given by
E[f∗] = m(x∗) = k>∗ (K + σ
2
εI)
−1y , (3)
var[f∗] = σ2(x∗) = k∗∗ − k>∗ (K + σ2εI)−1k∗ , (4)
respectively, where k∗ = k(x∗,X) and k∗∗ = k(x∗,x∗).
When we cache (K + σ2I)
−1 computing the mean and
variance in (3) and (4) requires O(N) and O(N2) compu-
tations, respectively.
For N > 10, 000 training and predicting become rather
time-consuming procedures, which additionally require
large amounts of memory, i.e., O(N(N +D)).
Our working hypothesis is that a standard GP can model
the latent function f . However, due to the data set size N
the standard GP is not applicable.
Instead of a sparse approximation [16, 21], we address both
the computational and the memory issues of full GPs by
distributing the computational and memory load to many
individual computational units that only operate on subsets
of the data. This results in an approximation of the full GP,
but this approximation can be computed efficiently (time
and memory) by exploiting massive parallelisation.
3 Hierarchical Mixture-of-Experts Model
Consider a GP with a training data set D = {X,y}.
We define a set S of c subsets (not necessarily a par-
tition) of the data set as S = {D(1), . . . ,D(c)} where
D(i) = {X(i),y(i)}. These subsets are from the full train-
ing set D, and we will use a GP on each of them as a (lo-
cal) expert1. Each of these local expert models computes
means and variances conditioned on their respective train-
ing data2. These (local) predictions are recombined to a
mean/variance by a parent node (see Fig. 1(a)), which sub-
sequently can play the role of an expert at the next level of
the model architecture. Recursively applying these recom-
binations, our model results in a tree structured architecture
1The notion of “locality” is misleading as our model does not
require similarity measures induced by stationary kernels.
2Both mean and variances are necessary for training and infer-
ence.
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(a) Single-layer model.
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(b) Two-layer model.
Figure 1: Hierarchical MoE model. Main computations are at the leaf nodes (black). All other nodes (linearly) recombine
information from their direct children, allowing for an arbitrarily deep architecture.
with arbitrarily many layers, see Fig. 1(b).3 In our model,
all GPs at the leaves of this tree are trained jointly and share
a single set of hyper-parameters θ.
We train our model and make predictions under the as-
sumption that each expert is independent of the other ex-
perts at the same level of the tree, which allows us to par-
allelise and distribute computations over independent pro-
cessing units. The assumption that the GPs at each level
are independent effectively results in a GP with a block-
diagonal covariance matrix, which can be efficiently in-
verted by distribution. If S is a partition of D, this covari-
ance matrix would be composed of the block-diagonal ele-
ments of the original GP’s covariance matrix (with zeros on
the off block-diagonals). However, with a partition, some
information about the structure of the data is lost, which
would otherwise be captured by the cross-covariance terms
in the full GP. Since our model aims to replicate a full GP
we are interested in mitigating the effects of the indepen-
dence assumption. We do so by sharing arts of the training
set amongst multiple subsets in S. Thereby, we account
for the covariance effects between the points in D to some
degree. This approach is illustrated in the bottom path of
Fig. 2, where parts of the training set are shared amongst
individual nodes. Note that memory consumption can be
kept constant since the training set is not modified (read-
only access).
3.1 Dividing the Data into Subsets
Creating subsets of the training data and using each sub-
set with a GP forms the basis of our hierarchical MoE GP
(HGP) model, where we have divided the problem into
a number of GPs, each using a smaller training data set.
This can be done recursively, further subdividing the prob-
lem until a desired training set size for the leaf-GPs is
achieved.4 For an efficient implementation, the number c
3We discuss different architecture choices in Section ??.
4 The data set sizes assigned to the leaves can be chosen de-
pending on the computational resources available.
of data subsets D(k) should correspond to a multiple of the
number of computing units available. For disjoint data sets
D(k), every leaf-GP would possess N/c data points; if we
allow for shared data sets this number scales linearly with
the degree of sharing. For instance, if every data point ap-
pears in two local experts in a single-layer model, we would
have each D(k) of size 2N/c.
There are various ways of assigning data points to the ex-
perts at the leaves of the tree in Fig. 1(b). For instance,
random assignment is fast and can work quite well. Most
of our results, however are based on a different approach:
First, we use a KD-tree to recursively divide the input space
into non-overlapping regions. We terminate the division
when the required number of partitions is reached. Second,
each region is then partitioned into p disjoint groups of in-
puts. Third, we construct each data set D(k), k = 1, . . . , c,
for the local experts, such that it contains exactly one group
from each region. After this procedure, each data set D(k)
will contain points across the entire input space, rather than
being clustered in the same region in the input space. Note
that neither method for assigning data points to GP experts
relies on any locality notion induced by the kernel.
3.2 Training
We train the model by maximising a factorising approxi-
mation to the log-marginal likelihood in (2), i.e.,
log p(y|X,θ) ≈
∑
k
log p(y(k)|X(k),θ) (5)
with respect to the kernel hyper-parameter θ, which are
shared amongst all individual GPs. The factorising approx-
imation in (5) is implied by our independence assumption
of the individual (small) GP models. Each term in (5) is
given by
log p(y(k)|X(k),θ) = − 12y(k)(K(k)θ + σ2I)−1y(k)
− 12 log |K(k)θ + σ2I|+ const (6)
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Partitioning
≈
Kernel matrix
w/ Duplication
Block-diagonal approximation with
pairwise cross-covariances
Block-diagonal approximation
Figure 2: In a single-layer MoE model, partitioning the data leads to a block-diagonal approximation of the kernel matrix
(top path). By duplicating data points this clear separation between blocks is smoothed out (bottom path), and the effects
of the independence assumption are mitigated.
and requires the inversion and determinant ofK(k)θ + σ
2
I ,
whereK(k)θ = k(X
(k),X(k)) is a p×pmatrix, and p is the
size of the data set associated with the GP expert k. These
computations can be performed in O(p3) time with a stan-
dard implementation. Note that p is significantly smaller
than N , i.e., the size of the full data set. The memory con-
sumption is O(p2 + pD) for each individual model.
Note that in (5) the number of parameters to be optimised is
relatively small since we do not consider additional varia-
tional parameters or inducing inputs that we optimise. The
gradients of (5) and (6) with respect to θ can be computed
in independently at all k nodes, which allows for massive
parallelisation and a significant speed-up of training com-
pared to training a full GP.
To evaluate the training time for our GP model, we com-
puted the amount of time required to compute the log-
marginal likelihood and its gradients with respect to the
kernel hyper-parameters. A typical optimisation proce-
dure for the kernel hyper-parameters, e.g., conjugate gra-
dients or (L)BFGS, requires these values. The full train-
ing time is proportional to the time it takes to compute the
log-marginal likelihood and its gradient (it still depends on
the number of line-searches). We chose a computer archi-
tecture of 64 nodes with 4 cores each. Furthermore, we
chose a three-layer model with varying widths (branching
factors). For data sets of ≤ 220 data points the leaf nodes
possessed 512 data points each, for data set sizes of > 220,
we chose the number of data points per node to be 128.
Fig. 3 shows the time required for computing the log-
marginal likelihood and its gradient with respect to the
hyper-parameters. The horizontal axis shows the size of the
training set (logarithmic scale), the left vertical axis shows
the computation time in seconds (logarithmic scale) for our
model (HGP, blue-dashed), a full GP (red-dashed) and a
sparse GP with inducing inputs [20] (green-dashed). For
the sparse GP model, we chose the number M of inducing
inputs to be 10% of the size of the training set, i.e., the com-
putation time is of the order of O(NM2) = O(N3/100),
which offsets the curve of the full GP. Taking even fewer
inducing inputs (e.g., 1% or 0.1% of the data) would push
the sparse approximation towards multiple-hundred thou-
sand data points. However, this can only be done if the data
set possesses a high degree of redundancy. The right ver-
tical axis shows the number of leaf GPs (black-solid), i.e.,
the number of GP experts amongst which we distribute the
computation. While the training time of the full GP reaches
impractical number at data set sizes of about 10,000, the
sparse GP model can be reasonably trained up to 50,000
data points.5 The computational time required for the HGP
to compute the marginal likelihood and gradients is signif-
icantly lower than that of the full GP, and we scaled it up
5In this comparison we did not include any computational
overhead for selecting the inducing inputs (either as variational
parameters or as free parameters to be optimised), which is often
non-negligible.
Jun Wei Ng, Marc Peter Deisenroth
103 104 105 106 107 108
Training data set size
10-2
10-1
100
101
102
103
C
o
m
p
u
ta
ti
o
n
 t
im
e
 o
f 
N
LM
L 
a
n
d
 i
ts
 g
ra
d
ie
n
ts
 (
s)
101
102
103
104
105
106
107
N
u
m
b
e
r 
o
f 
le
a
f 
G
P
s
Computation time (HGP)
Computation time (Full GP)
Computation time (SPGP)
Number of leaf GPs (HGP)
Figure 3: Computing time for the log-marginal likelihood
and its gradient with respect to the kernel hyper-parameters
as a function of the size of the training data. The HGP
scales favourably to large-scale data sets. With an in-
creasing number of child-GPs (but fixed computational re-
sources), the HGP scales to more than 107 data points.
to 224 ≈ 1.7 × 107 training data points, which required
about the same amount of time (≈ 230 s) for training a full
GP with 214 × 104 and a sparse GP with 215 ≈ 3.2 × 104
data points. The figure shows that for any problem size, we
are able to find an architecture that allows us to compute
the marginal likelihood (hence, train the model) within a
feasible amount of time.
Even if a big computing infrastructure is not available,
our model is useful in practice: We performed a full GP
training cycle (which includes many evaluations of the log-
marginal likelihood and its gradient) with 106 data points
on a standard laptop in about 20 minutes. This is also a
clear indicator that the memory consumption of the HGP is
relatively small.
3.3 Predictions/Inference
The predictive distribution is computed by an iterative re-
combination of the computations at the leaf-GPs. In partic-
ular, the parent nodes compute
p(y∗|x∗,X,y) ∝
∏
k
p(y∗|x∗,X(k),y(k)) (7)
∝ N (y∗ |µ∗, σ2∗) , (8)
as the product of all Gaussians passed on by the children.
The resulting distribution is also Gaussian with mean µ∗
and variance σ2∗, where
µ∗ = σ2∗
∑
k
µk(x∗)
σ2k(x∗)
, σ2∗ =
(∑
k
σ−2k (x∗)
)−1
.
Both µ∗ and σ2∗ are computed analytically. We exploit
the distributed architecture of our model to ensure small
computational overhead. The mean of the HGP predic-
tive distribution can be written as a weighted sum of the
means of the child-GPs’ predictive distributions. µ∗ =∑
k wkµk(x∗) where wk = σ
−2
k (x∗)/
∑
j σ
−2
j (x∗). The
weights on the child-GPs’ predictions are proportional to
the inverse variances of their prediction, which allows
more accurate predictions (lower variances) to have bigger
weights in the final prediction, and less accurate predictions
(higher variances) to have weights closer to zero. This, in
general, allows the HGP to remain effective across various
methods of assigning data points to the child-GPs.
3.4 Architecture Choice
Thus far, we have described the single-level version of the
HGP model, where the child-GPs are standard GPs. Since
the HGP possesses the same “interface” (marginal likeli-
hood, predictive distribution) as a standard GP, we can use
HGPs themselves as the child-GPs of an HGP. This can
be done recursively to build up a tree structure of arbitrary
depth and width.
In the following, we show that a multi-level HGP is equiv-
alent to a single-level HGP if its children (experts) are the
leaf-GPs (experts) of a multi-level HGP. For this, we show
that training and prediction are identical in both models.
Training In (5), we expressed the log-marginal likeli-
hood of the HGP as a sum of the log marginal likelihoods
of its child-GPs. If the child-GPs themselves are also HGPs
(“child-HGPs”), then this sum can be expanded and ex-
pressed as the sum of the log-marginal likelihood of the
child-GPs of the child-HGPs. This generalises to HGPs
of an arbitrary number of levels, and we can always write
the log-marginal likelihood of a HGP as a sum of the log-
marginal likelihood of its leaf GPs (experts):
log p(y|X,θ) ≈
∑
k
log p(y(k)|X(k),θ)
≈
∑
k
∑
ik
log p(y(ik)|X(ik),θ)
≈ · · ·
≈
∑
l∈leaves log p(y
(l)|X(l),θ) (9)
Equation (9) shows that the log-marginal likelihood of a
multi-level HGP is the sum of the log marginal-likelihoods
of its leaves, which is equivalent to the log-marginal like-
lihood of a single-level HGP with the (multi-level HGP’s)
leaves as its child-GPs (experts). Hence, the structure of
the HGP above the leaves has no effect on the computation
of the log-marginal likelihood.
Prediction We now show that the predictions of a
multi-level HGP and a single-level HGP are identi-
cal. The product in (7) can be factorised6 into
6This is not strictly a factorisation, since it is only proportional
to (7). While it is not crucial to our application, we can easily
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∏
l∈leaves p(y∗|x∗,X(l),y(l)), a product of terms involv-
ing only the leaf-GPs (experts) and not containing terms
relating to the intermediate levels.
It is, however, not immediately obvious that the predictive
distribution in (8) is equivalent to the predictive distribution
of a single-level HGP with the same leaves. To show this,
we provide a simple proof that the resulting distribution of
the product of an arbitrary number of Gaussians, which are
in turn the product of Gaussians (we refer to them as the
“sub-Gaussians”), is Gaussian and equivalent to the distri-
bution resulting from the product of all the sub-Gaussians.
The product of Gaussians is proportional to a Gaussian,
i.e.,
∏
kN
(
x |µk, σ2k
) ∝ N (x |µ∗, σ2∗) where µ∗ =
σ2∗
∑
k µkσ
−2
k and σ
2
∗ = (
∑
k σ
−2
k )
−1. Suppose each of
the component Gaussians are themselves product of Gaus-
sians. That is, N (x |µk, σ2k) ∝ ∏ik N (x |µik , σ2ik) and
µk = σ
2
k
∑
ik
µikσ
−2
ik
and σ2k = (
∑
ik
σ−2ik )
−1. Then
µ∗ = σ2∗
∑
k
µkσ
−2
k = σ
2
∗
∑
k
∑
ik
µikσ
−2
ik
, (10)
σ2∗ =
(∑
k
σ−2k
)−1
=
(∑
k
∑
ik
σ−2ik
)−1
, (11)
(where ik are the indices corresponding to the children of
the child GPs, and so on) i.e., the distribution from the
product of the Gaussian distributions is equivalent to the
distribution from the product of the sub-Gaussians. This
result generalises to any number of levels of Gaussian prod-
ucts (if the sub-Gaussians are derived as products of “sub-
sub-Gaussians” we apply the above again), and completes
our proof for the equivalence of a multi-level HGP and a
single-level HGP with the same leaves (experts).
Therefore, mathematically it does not matter whether to
choose a shallow or deep architecture if the leaf GPs (ex-
perts) are the same. However, a multi-level HGP still
makes sense from a computational point of view.
Multi-level HGPs Given the same leaf-GPs, the depth of
the HGP has no effect on the model, for both training and
prediction, as shown in Section 3.4. Although it is mathe-
matically not necessary to construct an HGP of more than
one level, in practice, a multi-level HGP allows us to fully
utilise a given set of distributed computing hardware. To
implement a single-level HGP on a distributed system, we
have one “master” node, which is responsible for the com-
putational work of the HGP (combining the outputs of the
child-GPs). The computational work of the child-GPs is
distributed evenly across the other “slave” nodes. Such a
set-up imposes a heavy communication and computational
load on the master node, since it has to manage its commu-
nication with all slave nodes, and perform the computations
required for combining the child-GPs on its own (during
which the slave nodes will idle). This is not an optimal use
of resources, and we exploit the fact that the HGP model is
recover the normalising constant by integration.
Node 1 Node 2 Node 3 Node 4
Figure 4: The flexibility of choosing amongst equiva-
lent architectures enables the HGP to evenly distribute
computational (and network communication) work. Each
blue vertical rectangle represents one distributed comput-
ing unit while each coloured node denotes an HGP. The
coloured rectangles represent the overall responsibility of
the corresponding coloured nodes. The overlap between
the coloured rectangles and the blue represent the comput-
ing resources available for the computational work related
to a particular HGP. The main computations are performed
at the leaf-experts (black).
invariant to the presence of intermediate layers to propose
a better solution, which is illustrated in Fig. 4. Starting
from the top of the HGP tree, divide the number of compu-
tational nodes available into c groups where c is the num-
ber of child-GPs that the HGP possesses, and assign each
child-GP/child-HGP to one group. We do this recursively
until we reach the leaves of the HGP or until there is only a
single node available to the HGP. This approach leads to a
more uniform distribution of network communication and
computational load amongst all nodes.
Number of Experts Fig. 5 (top row) illustrates the effect
of the number of leaf-GPs (experts) on the accuracy of the
HGP. We constructed 3 HGPs with 1, 2, and 3 levels (4, 16,
and 64 experts), respectively, on a training data set of size
200. This resulted in each HGP having experts with data
sets of sizes 100, 50, and 25, respectively. As the number of
experts increases, the accuracy decreases. Especially with
64 leaves, no expert has enough data points to model the
underlying latent function reasonably well. However, with
more training data the HGP with 64 experts recovers the
prediction accuracy of the full GP.
3.5 Implementation: True Concurrency in Python
A known issue of the CPython interpreter, which we use in
our implementation, is the lack of true concurrency using
the in-built threading library. Due to the Global Interpreter
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Standard GP
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Figure 5: Top row: Comparison of HGPs (blue lines) with varying depths (hence, number of experts) with a ground truth
GP (red lines). The mean functions and corresponding 2σ predictive intervals are shown. The model accuracy decreases
with the number of experts. Bottom row: For a fixed depth (and number of experts), the HGP model becomes more and
more similar to the ground truth GP model with an increasing number of data points.
Lock (GIL, which is implemented in the interpreter because
Python’s memory management is not thread safe), only a
single thread of Python code can be executed at any point
in time. Therefore, the use of threads in the Python context
only provides logical concurrency in terms of the flow of
programs, but not true simultaneous computations.
There exists a workaround for the true concurrency prob-
lem in Python, via the use of processes instead of threads to
perform simultaneous computations. In the POSIX model,
threads are lightweight units of computations belonging to
the same process, thus, sharing the same memory space.
Processes have their own memory space and come with
increased system overheads compared to threads. How-
ever, on Linux (which we use for this implementation),
the creation of duplicate processes (forking) does not in-
cur large memory costs since Linux implements a copy-
on-write model. This means that when a process forks
into two, the memory is not copied, unless the new process
attempts to modify it. In the context of our implementa-
tion, we make no modification to the training data, which
is shared amongst all child-GPs. In terms of the memory
usage, each child-GP only needs to compute its own kernel
matrix and the corresponding Jacobian matrix per hyper-
parameter, which have no interaction with any other child-
GP. Therefore, computing each child-GP using a separate
process does not incur any large, redundant memory costs
that would not be present in a true concurrency model im-
plemented by native threads.
4 Experimental Results
In this section, we apply our model to two real-world data
sets. For both the full GP (if applicable) and the HGP
model we optimised the kernel hyper-parameters by max-
imising the log-marginal likelihood using BFGS. In all fol-
lowing experiments, we used a single standard desktop
computer with four cores (16 GB RAM, Intel Core-i7).
4.1 Robotic-Arm Data
We applied our HGP model to the kin40k data set [1]. The
kin40k data set is generated with a simulation of the for-
ward dynamics of an 8-link all-revolute robot arm. The
task in the data set is to predict the distance of the end-
effector from a target using joint positions and twist angles.
The training set size is 10,000 (i.e., we can still train a full
GP on it for comparison), the test set size is 30,000, and
the input dimension is 8. We trained our model with var-
ious architectures (fixed branching factor), ranging from a
single-layer model with four experts to a model with 7 lay-
ers and 47 = 16, 384 experts. We chose different architec-
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Table 2: Average RMSE values for predicting airline delays
(700K training data, 100K test data).
SVGP [7] Dist SVGP [6] HGP
33.00 32.95 27.45
tures to assess the trade-off between computation time and
accuracy with respect to the full GP.
Table 1 summarises the results. We report the training time
per BFGS iteration (all models required 50–70 iterations),
the number of data points per computational unit, and the
likelihood ratio LRGP (HGP ), which tells us how close
our model is to the full GP. The likelihood ratio LRG1(G2)
of two distributions G1 and G2 is defined as
LRG1(G2) :=
N∏
i=1
p(yi|G2)
p(yi|G1)
N→∞−→ exp (−KL(G1||G2))
where yi ∼ G1 (see supplementary material for the proof).
The basic single-level HGP with only four experts was able
to achieve very similar results in a significantly shorter
amount of time. The performance of the HGP decreased
with increasing depth since the number of data points per
expert becomes too small (note that the input space is 8D)
as discussed in Fig. 5.
4.2 Airline Delays (US Flight Data)
We considered a data set reporting flight arrival and depar-
ture times for every commercial fight in the US from Jan-
uary to April 2008. This dataset contains extensive infor-
mation about almost 2 million flights, including the delay
(in minutes) in reaching the destination. For this data set,
we followed the procedure described in [7]7: We randomly
selected 800,000 data points from which we used a random
subset of 700,000 samples to train the model and 100,000
to test it. We chose the same eight input variables x as
in [7]: age of the aircraft, distance that needs to be covered,
airtime, departure and arrival times, day of the week and
month, month. This data set has been evaluated in [7, 6],
both of which use sparse variational GP methods to deal
with this training set size. We applied our HGP model,
using data duplication (each training instance is used by
two experts) and 1,400 experts with 1,000 data points each.
Data was assigned randomly to the expert GPs.
We repeated the experiment four times. The average train-
ing time was 35.6 minutes and 14 BFGS iterations. Table 2
reports the average RMSE values for predicting airline de-
lays. Table 2 also relates our results for predicting airline
delays to the corresponding results reported in [6], where
100 inducing points were used for the sparse variational GP
7The data set can be obtained from http://
stat-computing.org/dataexpo/2009/. Thanks
to J Hensman for the availability of the pre-processing script.
(SVGP) [7] and for the distributed sparse variational GP
(Dist SVGP) [6], which are in line with the results reported
in [7]. Compared to the sparse variational GP methods,
our HGP achieves a substantially better predictive perfor-
mance. Additionally, the HGP converged after a few tens of
iterations, whereas the sparse variational GP methods [7, 6]
require hundreds or thousands of iterations.
5 Discussion
Our approach to scaling up GPs is conceptually straightfor-
ward and practical: It recursively recombines computations
by independent lower-level experts to an overall prediction.
Unlike any other approach to scaling GPs to large data sets
our model is not an explicit sparse approximation of the full
GP. Therefore, the leaf nodes still perform full GP compu-
tations, i.e., their computations scale cubically in the num-
ber of data points. However, the number of data points
at each leaf can be controlled by adjusting the number of
leaves.
In the limit of a single expert, our hierarchical GP model is
equivalent to a standard GP. Additionally, even with more
than a single expert, our hierarchical mixture-of-experts
model is still a Gaussian process: Any finite number of
function values is Gaussian distributed, although we make
an implicit (smoothed out) block-diagonal approximation
of the covariance matrix. Note that the Deep GP model [4]
is actually not a GP.
In our model, the kernel hyper-parameters are shared
amongst all local GP experts. This makes sense as our
objective is to reproduce a full “vanilla” GP, which, for
practical reasons (size of training set) cannot be applied to
the problem. Shared hyper-parameters also do not suffer
much from overfitting problems: Even if a local expert fits
a poor model, its (wrong/biased) gradient only has a small
contribution if the number of local models is high. Train-
ing our model is relatively easy: Besides the shared GP
hyper-parameters there are no additional parameters, such
as inducing inputs [6, 21, 20], i.e., compared to these ap-
proaches it is less likely to end up in local optima.
The main purpose of our model is to scale up the vanilla GP
by distributing computational load. Therefore, all kinds of
variations that are conceivable for standard GPs could also
be implemented in our model. In particular, this includes
classification, sparse approximations, heteroscedastic mod-
els, and non-Gaussian likelihoods. Note that these models
would only be necessary at the level of the leaf GPs: All
other computations are (linear) recombinations of the com-
putations at the leaves.
Compared to other mixture-of-experts models, we chose
the simplifying assumption that we know the number of
experts, which in our case corresponds to the individual
computing units. Thus, we do not need a Dirichlet process
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Table 1: Overview of the kin40K-data set results.
Model
Number of Levels
(HGP)
Number of Leaves
(HGP)
Training Time (s)
per BFGS Iteration
Data Points
per Leaf
Likelihood
Ratio
GP (ground truth) - - 218.5 10,000 1
HGP
1 4 75.6 5,000 0.992
2 42 = 16 56.5 2,500 0.978
3 43 = 64 52.0 1,250 0.956
4 44 = 256 49.4 625 0.909
5 45 = 1024 32.2 313 0.875
6 46 = 4096 17.1 157 0.834
7 47 = 16384 22.0 79 0.815
prior over partitions and, hence, sampling methods, which
dramatically simplifies (and speeds up) training and infer-
ence in our model.
6 Conclusion and Future Work
We presented a conceptually straightforward, but effec-
tive, hierarchical model that allows to scale probabilistic
Gaussian processes to (in principle) arbitrarily large data
sets. The key idea behind our model is to massively paral-
lelise computations by distributing them amongst indepen-
dent computational units. A recursive (and closed-form) re-
combination of these independent computations results in
a practical hierarchical mixture-of-GP-experts model that
is both computationally and memory efficient. Compared
to the most recent sparse GP approximations, our model
performs very well, learns fast, requires little memory, and
does not suffer from high-dimensional variational optimi-
sation of inducing inputs. We have demonstrated that our
model scales well to large data sets: (a) Training a GP with
a million data points takes less than 30 minutes on a laptop,
(b) with more computing power training a GP with more
than 107 data points can be done in a few hours.
The model presented in this paper lays the foundation for
a variety of future work in the context of Gaussian pro-
cesses, including classification, non-Gaussian likelihoods
in regression, and the combination with sparse GP methods
(for really large data sets and limited computing power) at
the level of the leaf nodes of our mixture-of-experts model.
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