Study objective-To examine changes in regional variance in all cause mortality rates in Great Britain from 1931-91 using formal statistical modelling procedures, and to follow up the suggestion by Illsley and Le Grand that there has been a reduction over time in the regional variance in younger but not older age groups. Design, setting, and participants-Data were the age and sex specific death rates around each census from 1931-91 for the British regions, reconstructed to make them comparable with the 1981 regional definitions. Regional variance was modelled using bootstrap simulation tests and by age-period and age-cohort models. Measurements and main results-While there was some evidence of a decline and levelling off of the regional variance over time in older age groups (over 35), the decline in younger age groups was more marked. This broadly confirms previous findings. Parametrising the period effect into linear and quadratic components, with allowance for an increase in regional variance in the war years, gave broadly comparable fit to the data as a model with period as a factor. Models for the changes in regional variance which were based on period effects seemed to provide a better description ofthe observed variances than those based on birth cohort effects. In the younger (but not older) groups there was evidence of a rise in the regional variance between 1981 and 1991.
and Le Grand that there has been a reduction over time in the regional variance in younger but not older age groups. Design, setting, and participants-Data were the age and sex specific death rates around each census from 1931-91 for the British regions, reconstructed to make them comparable with the 1981 regional definitions. Regional variance was modelled using bootstrap simulation tests and by age-period and age-cohort models. Measurements and main results-While there was some evidence of a decline and levelling off of the regional variance over time in older age groups (over 35), the decline in younger age groups was more marked. This broadly confirms previous findings. Parametrising the period effect into linear and quadratic components, with allowance for an increase in regional variance in the war years, gave broadly comparable fit to the data as a model with period as a factor. Models for the changes in regional variance which were based on period effects seemed to provide a better description ofthe observed variances than those based on birth cohort effects. In the younger (but not older) groups there was evidence of a rise in the regional variance between 1981 and 1991.
Conclusions-The decline in regional variance is larger in younger than in older age groups when allowance is made for the increase in regional variance over the war years. Statistical modelling can provide insights into the data which are not always detected by descriptive analyses. Moreover, they provide a capacity for generalisation beyond the particular data; relationships found can form the basis for studies of replicability, for example, in other countries.
(_7 Epidemiol Community Health 1997;51:502-509)
The study of mortality differentials between regions over time has gained impetus in recent years partly as a result of a dissatisfaction with the use of social class as an invariant indicator over time of underlying socioeconomic factors. Direct methods of examining changes in the relation of mortality to particular socioeconomic variables over time are bedevilled by two factors-the change in the measurement scale and the inconsistency of numerator and denominator populations. Though absolute levels of mortality have declined over time, there is substantial evidence that existing differentials have not decreased, and even that they have increased over time.'`However, it has been argued that the changes in the occupational and social structure of Britain, involving, in particular, the reduction in the size and composition of the lowest social class (V), means that the measurement scale has been "stretched . . . artificially creating an increase in the mortality inequality".6 Moreover, unless the denominators (population) and the numerators (deaths) making up the mortality rate are taken from the same source (as, for example, in the OPCS longitudinal study) it is also likely that biases will arise in the calculation of such differentials through differences between self report of occupation at census and the later, proxy report by next of kin at death. 8 Though there has been much research into regional differences in mortality at particular points in time,9 little research has examined systematically the differences between regions on a national basis over time.'0 11
A substantial body of research now suggests that the differences in mortality between areas of high and low deprivation have increased over the recent period (1981-9 1).12 13 in a vertical line, values for a given age (for different cohorts) being linked together. These serve to provide a background for the discussion. They show, overall, decreasing mortality with time within each age group, with the rates in younger people decreasing fastest. In comparison with the period before the war, however, there are increases in mortality rates 
equality between the scaled deviance and df for this model. To check on the consistency of the findings irrespective of the choice of the baseline model for the estimation of the scale parameter, the models were re-run using, as the baseline model, the previous model 3. The scale parameter (0.14) for this model was almost identical. No change in the model selection process resulted and neither were there any changes in the parameter estimates or standard errors in the final model chosen.
Investigation of the differences in the scaled deviances, which had an asymptotic X2 distribution assuming the baseline model ( Plots of the Pearson residuals against age group, time period, and the fitted values are presented in figure 2 , along with the normal order plot of the residuals. None of these plots suggested that the model was invalid. There was a slightly wider spread of residuals for the [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] age group and some suggestion of outliers in time periods 1951-71, suggesting that the dip in 1961 in this age group in comparison with 1951 and 1971 (see Illsley and Le Grand' , fig 2) was not taken into account, and a slight non-linearity in the normal plot of the residuals, but nothing to suggest any serious model discrepancies.
There was no evidence of any difference in the effect of period between the two sexes, model 4 and 5 (X2 = 6.60, 6 df). This test was of interest because of the possible effect of the war on the regional variance in mortality rates. The high mortality rates in 1941 mainly affected the younger age groups and so we probed the effects of the war further by looking at the interaction between sex and "old" age and the three way interaction between sex, period, and "old" age. A slight improvement to this model could be made by considering an interaction between sex and the "old" age factor (X2 = 5.19, 1 df model 5 and 6), but there was no evidence of any three way interaction (models 6 and 7).
The parameter estimates for model 8 figure 4 . Fitted values for females showed the same general pattern. These confirmed the previous evidence for an increase in regional variability over the last time period in the youngest three groups. Moreover, within the older age groups the linear trend with period was significant (-0.0017, SE, 0.00033), though at a lower value than the linear trend in the younger groups (-0.0058), as was the quadratic term (0.00038; SE, 0.00012).
Within this simplified period effect model there was no evidence of any differential regional variability between the sexes associated with the war (X2 = 0.47 on 1 df) nor any differential regional variability between the sexes in young ages only associated with the war (X2 = 0.12 on 1 df). There was also no evidence that the relation to period was not the same for males and females (X2= 3.13 on 2 df). some differences in the last period. In our case the regional variances tended to be larger in those age groups under 45. This can be explained by Illsley and Le Grand's use of the average of three years' data in the last period. They did so because there were few deaths in some of the regions in some of the age groups, but the effect of using the average was to reduce the expected value of the regional variance by comparison with all the other periods in which only 1 year's deaths were used. We used the single year (1991) to maintain consistency with the previous years.
Time period Figure 4 Predicted values for the linear and quadratic time model (model 13); males only.
Discussion
This paper has sought to model and describe changes in the regional variance in mortality rates within the United Kingdom from 1931-91. Of particular interest are changes associated with period. However, successive cohorts have certainly enjoyed increased expected lifespan and it is of interest also to see if regional variation has changed with cohort.
There is evidence to suggest that regional variance was not constant over the period of 60 years investigated here. Initially, it was greatest among the younger age groups and it declined substantially over time among these age groups. Among older age groups the regional variance seemed to be lower at earlier time points (1950 and earlier), though not at later time points, than in the younger groups. However, there has still been a significant reduction in the older age groups over time up to 1971, though there have been no further reduction since then.
In the above respects the statistical modelling broadly confirmed the descriptive results of Illsley and Le Grand, though we found no evidence of an increase in variance between regions in older ages at later periods.' However, in addition, in younger age groups there was evidence of a recent increase in the last period (now 1981-91) examined in the variance in the regional log mortality rates. This continued a trend, operating in all years apart from the war ones, towards a reduction over time in the rate at which the between regional variance decreased. This was not apparent in the Illsley and Le Grand analysis, partly because of their unusual practice of using an average of three years' deaths in the last period in contrast to the one year in all previous periods. This practice was justified by them (p 440) as follows ".... because by then the number of deaths in a single year had become small in the youngest age groups". This had the effect of reducing the observed variance between regions by substantially reducing the error variance at this level.
Birth cohort does provide an alternative explanation of patterns in regional variance but on its own does not explain as much of the residual variation in the models of section 3 as time period. This is not a valid reason for preferring age-period to age-cohort representation and concluding that the changes in the variance are a result of period effects. However, the analysis indicated that the variance had reduced in all of the younger age groups at the same time (ie 1941-71) and that the changes in the older age groups over the same period were not as great. These different patterns in two distinct age groups are not in accord with birth cohort effects.
The variance of the log rates was larger in the younger age groups which had lower mortality rates, and smaller in older age groups. This analysis has modelled the variance in the log mortality rates over regions as a function of age group, time period, and sex. We need to address the question of how much of this variance was due to random sampling variation and how much to systematic differences among the regions. It is possible to show that the expected values of the regional variance in the log mortality rates is equal to the sum of a component due to the systematic differences between the regions and a component which is due to the random variation in the log mortality rates. As the variance of the log mortality rate is estimated as the inverse of the number of deaths,28 this second component is estimated as the average of the inverses of the number of deaths over the regions. Consequently, it will be larger in the age groups and time periods where there are fewer deaths, namely the younger age groups. There was no relationship between the regional variance in the log mortality rates and the average of the inverses of the number of deaths over the regions, the correlation being -0.12. Moreover, there was no pattern to a plot of residuals from the final model (model 8 in table 3) against the average of the inverses of the number of deaths. Furthermore, the inclusion of the average of the inverses of the number of deaths as an explanatory variable in model 8, table 2 did not result in a significant reduction in deviance, even when stratified by age group. Consequently, we believe that the effect of increased random variation due to increasingly small numbers of deaths in the younger age groups does not fully explain the recent increase in regional variance.
The causes of mortality differed between the age groups, with the youngest age group (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) who were still subject to childhood causes showing marked differences to the other age groups. Also, the oldest age group had an open ended interval and we assumed that it could be associated with a 10 year birth cohort. Similar results were obtained in the models when the youngest and the oldest age groups were omitted from the analysis. Thus, the conclusions from the quadratic model for the variances did not depend upon the inclusion of the two extreme age groups, for either sex.
The log mortality rates decreased with time and the decrease was greatest in regions which had high rates among younger age groups in the initial period of study. The convergence in the log mortality rates over the regions occurred because the rates in regions where they were highest decreased at a faster rates than those in regions where they were lower.
The explanation for the apparent increase in regional variance recently among younger people requires elaboration. It is not a consequence of a very steep decline from 1941-51 and a much shallower decline from 1951-61, which leads to an upturn in the future. Firstly, the quadratic model on data from 1950 onwards still shows the recent upturn in the predicted regional variance among younger ages in the last two periods. Secondly, this upturn is present in the fitted values in figure 3 which are based on a model which makes no assumption about a quadratic model. Thus this effect is not a consequence of very fast decreases in regional variance in the early part of the series.
The increase in the between regional variance among the younger age groups between 1981 and 1991 may be related to the finding of an increase over a similar period in the relation between mortality and the deprivation of areas, shown for example in northern England,'5 Scotland,'4 and in Glasgow. 29 The model predictions for the variances (in fig 4) are based on a quadratic model. This is only a description of the observed trends and should not be taken as an indication of future trends as they would predict a continued increase in the variance in the rates, without any limit. The quadratic components are in the model to reflect different changes in the variances of the rates with time among different age groups ie a faster decline and recent increase among younger age groups and a slower decline among older age groups.
We should note, however, that a quadratic relationship between regional variance and period could arise as a result of the reduction in the systematic component of the between regional variance to very low levels in recent periods with the increasing random variation due to the smaller numbers of deaths leading to an upturn. The models used in this analysis were not able to detect this, and the residual analysis did not suggest that this was the case but we have addressed the issue (Robertson, Ecob and Watt, personal communication).
This analysis has used the variance in the log mortality rates as a summary statistic at each time point for each age group and sex. An alternative analysis is to model the log mortality rates and the variance in these rates simultaneously through a multilevel model (Robertson, Ecob and Watt, personal communication).
Conclusions
While there was some suggestion of a decline and levelling off of the regional variance over time in the older age groups (35+), there was evidence that the decline in younger age groups (5-34) was more marked. This provides broad confirmation of Illsley and Le Grand's findings.' Parametrising the period effect into linear and quadratic components, with allowance for an increase in regional variance in the war years, gave broadly comparable fit to the data as a model with period as a factor. This model is a relatively concise description of the data and can form the basis for comparative research in other countries. The evidence, found here, of a rise in regional variance between 1981 and 1991 in the younger (but not the older) groups; a continuation of a trend operating over a longer period, was not detected by Illsley and Le Grand.' Though it is possible that this is due to the earlier final time point (1989) of their data it is more likely that this is because of their practice of combining three years of mortality data at this time point while only using data for one year at each of the previous census points. This has the effect of reducing the observed variance between regions by eliminating a greater portion of the (random) variation between regions over adjacent years at the last time point. It is necessary in studies such as these to have comparable data at each time point.
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