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Three Essays in Econometrics
Kerem Tuzcuoglu
This dissertation contains both theoretical and applied econometric work. The appli-
cations are on finance and macroeconomics. Each chapter utilizes time series techniques
to analyze dynamic characteristics of data. The first chapter is on composite likelihood
(CL) estimation, which has gained a lot of attention in the statistics field but is a relatively
new technique to the economics literature. I study its asymptotic properties in a complex
dynamic nonlinear model and use it to analyze corporate bond ratings. The second chap-
ter explores the importance of global food price fluctuations. In particular, I measure the
effects of global food shocks on domestic macroeconomic variables for a large number of
countries. The third chapter proposes a method to interpret latent factors in a data-rich
environment. In the application, I find five meaningful factor driving the US economy.
In Chapter 1, persistent discrete data are modeled by Autoregressive Probit model and
estimated by CL estimation. Autocorrelation in the latent variable results in an intractable
likelihood function containing high dimensional integrals. CL approach offers a fast and
reliable estimation compared to computationally demanding simulation methods. I pro-
vide consistency and asymptotic normality results of the CL estimator and use it to study
the credit ratings. The ratings are modeled as imperfect measures of the latent and au-
tocorrelated creditworthiness of firms explained by the balance sheet ratios and business
cycle variables. The empirical results show evidence for rating assignment according to
Through-the-cycle methodology, that is, the ratings do not respond to the short-term fluc-
tuations in the financial situation of the firms. Moreover, I show that the ratings become
more volatile over time, in particular after the crisis, as a reaction to the regulations and
critics on credit rating agencies.
Chapter 2, which is a joint work with Bilge Erten, explores the sources and effects
of global shocks that drive global food prices. We examine this question using a sign-
restricted SVAR model and rich data on domestic output and its components for 82 coun-
tries from 1980 to 2011. After identifying the relevant demand and supply shocks that
explain fluctuations in real food prices, we quantify their dynamic effects on net food-
importing and food-exporting economies. We find that global food shocks have contrac-
tionary effects on the domestic output of net food importers, and they are transmitted
through deteriorating trade balances and declining household consumption. We docu-
ment expansionary and shorter-lived effects for net food exporters. By contrast, positive
global demand shocks that also increase real food prices stimulate the domestic output of
both groups of countries. Our results indicate that identifying the source of a shock that
affects global food prices is crucial to evaluate its domestic effects. The adverse effects of
global food shocks on household consumption are larger for net food importers with rel-
atively high shares of food expenditures in household budgets and those with relatively
high food trade deficits as a share of total food trade. Finally, we find that global food and
energy shocks jointly explain 8 to 14 percent of the variation in domestic output.
Chapter 3, which is a joint work with Sinem Hacioglu, exploits a data rich environ-
ment to propose a method to interpret factors which are otherwise difficult to assign
economic meaning to by utilizing a threshold factor-augmented vector autoregression
(FAVAR) model. We observe the frequency of the factor loadings being induced to zero
when they fall below the estimated threshold to infer the economic relevance that the
factors carry. The results indicate that we can link the factors to particular economic ac-
tivities, such as real activity, unemployment, without any prior specification on the data
set. By exploiting the flexibility of FAVAR models in structural analysis, we examine
impulse response functions of the factors and individual variables to a monetary policy
shock. The results suggest that the proposed method provides a useful framework for the
interpretation of factors and associated shock transmission.
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Composite Likelihood Estimation of
AR-Probit Model:
Application to Credit Ratings
1
1.1 INTRODUCTION
Persistent discrete variables are extensively used in economics and finance. Credit
ratings, changes in the Federal Funds Target Rate, NBER recession dates, unemployment
status, and school grades are just a few important examples among many. These variables
have a fair amount of persistence in them: credit ratings of companies change rarely; the
policy rate is usually adjusted gradually by central banks; a recession (expansion) in a
quarter tends to be followed by a recession (expansion). To understand the nature of
these variables, one needs to take care of discreteness and persistence at the same time.
But, modeling and estimating persistent discrete data can be challenging. Incorporat-
ing time series concepts (to capture the persistence) into the nonlinear nature of discrete
data might need complex models that are hard to estimate. To deal with such compli-
cations, I borrow a method – composite likelihood estimation – from statistics literature
and bring it to economics where the method is not widely known. Composite likelihood
(CL) estimation is a likelihood-based method that uses the partial specification of full-
likelihood. CL becomes very useful especially in cases where writing or computing the
full-likelihood is infeasible, yet marginal or conditional likelihoods are easier to formu-
late. In particular, CL can offer a fast and robust estimation for models with complex like-
lihood function that can be written only in terms of a large dimensional integral, which
renders implementation of the full-likelihood maximization approach impractical.
An interesting model with such challenging likelihood is an autoregressive probit (AR-
Probit) model, where discrete (binary or categorical) data are modeled as a nonlinear
function of an underlying continuous autoregressive latent process. Mathematically, an





yit = 1[y∗it ≥ 0]
2
where i represents firms, t represents time, and 1(·) represents the indicator function.
The discrete yit can be considered as an imperfect measure of the latent process y∗it. Hence,
the autoregressive property of the latent process drives the persistence in the discrete vari-
able. But, the nonlinear dynamic dependency between yit and y∗it results in an intractable
likelihood function with a high dimensional integral that does not have an explicit so-
lution. Although there are methods (e.g., simulated maximum likelihood, Bayesian es-
timation techniques) to compute/approximate likelihoods containing integrals, they are
computationally demanding. More importantly, they might become unstable and even
impractical if the dimension of the integral is large – in the empirical part, my model
has 55 dimensional integral. In this paper, I extend the above model into various direc-
tions and use composite likelihood approach to estimate the complex likelihood of the
AR-Probit model.
Lindsay [1988] defined composite likelihood as a likelihood-type object formed by
multiplying together individual component likelihoods, each of which corresponds to
a conditional or marginal event. The merit of CL is to reduce the computational complex-
ity so that it is possible to deal with large datasets and complex dependencies, especially
when the use of standard likelihood methods are not feasible. The formal definition of
composite likelihood is as follows.
Definition 1. Let { f (y; θ), y ∈ Y , θ ∈ Θ} be a parametric statistical model with Y ⊆ RT,
Θ ⊆ Rd, T ≥ 1 and d ≥ 1. Consider a set of events {Ai : Ai ⊆ F , i ∈ I}, where I ⊆ N and F
is some sigma algebra on Y . A composite likelihood is defined as
LC(θ; y) = ∏
i∈I
f (y ∈ Ai; θ)wi ,
where f (y ∈ Ai; θ) = f ({yj ∈ Y : yj ∈ Ai}; θ), with y = (y1, . . . , yT), while {wi, i ∈ I} is a
set of suitable weights. The associated log-likelihood is LC(θ; y) = log LC(θ; y).
The definition of composite likelihood is very general, even encompassing the full like-
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lihood as a special case. Hence, the definition does not tell how to formulate composite
likelihood in special cases; it just states that composite likelihood is a weighted collec-
tion of likelihoods. In practice, CL is chosen as a subset of the full-likelihood. For a
T-dimensional data vector y, the most common choices are marginal composite likeli-
hood LC(θ; y) = ∏Tt f (yt|θ) or various pairwise composite likelihoods such as LC(θ; y) =




j=1 f (yt, yt+j|θ). In this sense, CL is considered
to be pseudo-likelihood, quasi-likelihood, and partial-likelihood by several authors (Be-
sag [1974], Cox [1975]). Compared to the traditional maximum likelihood estimator, the
CL method may be statistically less efficient, but consistency, asymptotic normality, and
significantly faster computation are among the appealing properties of the CL estimator.
Moreover, it can be more robust to model misspecification compared to ML estimation or
simulation methods since one needs only correct sub-models in CL approach.
AR-Probit is clearly not the only model to estimate persistent discrete data – though
it is more akin to standard time series models. One can consider replacing the lag of the
unobserved variable y∗t−1 by the lag of the observed outcome yt−1. In the literature, this
model is called Dynamic Probit. This is a state-dependence model whereas AR-Probit is
closer to habit-persistence models. Dynamic Probit models are useful when the discrete
variable is an important policy variable since the past discrete observation yt−1 creates
a jump in the continuous latent variable. On the other hand, AR-Probit models are use-
ful when the discrete variable is an imperfect measure of the underlying dynamic state
variable.
A good example where AR-Probit can be preferred would be credit ratings where the
rating assigned to a firm is an imperfect measure of firm’s underlying creditworthiness
evaluated by a credit rating agency. A firm does receive AA rating not because it was
assigned AA previously, but because the financial situation of the firm is persistent and
yields a similar level of credit conditions as previously. Another example is NBER re-
cession dates. Many papers (e.g., Dueker [1997], Kauppi and Saikkonen [2008]) use the
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past recession dummy variable to predict its future values. Here we should consider this
question: “Is the economy in a recession because it was in a recession in the previous
period, or is it because the underlying state of the economy is persistent and was in a bad
state previously?”. A case can be made that, the second argument explains the recessions
better. From this point of view, the AR-Probit seems a better option to model persistent
discrete data in some cases. Moreover, Beck et al. [2001] argued that AR-Probit yields
often superior results than Dynamic Probit. Regarding estimation, maximum likelihood
can easily be applied to Dynamic Probit model (de Jong and Woutersen [2011]) since the
discrete data have Markovian property. However, in AR-Probit model, the discrete data
are not Markovian anymore, and the likelihood contains integrals to be computed or ap-
proximated – which can be computationally challenging. With composite likelihood, in
particular, with modeling only pairwise likelihoods, one bypasses the need for simula-
tions and still achieve an estimator with desirable asymptotic properties.
This paper contributes to two strands of literature. First, it contributes to the compos-
ite likelihood literature by providing the consistency and asymptotic normality results of
the CL estimator in the AR-Probit model. CL is gaining substantial attention in the statis-
tics field but has relatively little coverage in econometrics and other related fields. To be
precise, there have been just a handful of papers that used composite likelihood in the eco-
nomics and finance literature. Varin and Vidoni [2008] showed how pairwise likelihood
can be applied, from simple models, like AR(1) model with a dynamic latent process,
to more complex ones, like AR-Tobit model. That paper can be considered an introduc-
tion of composite likelihood approach to econometrics literature. Afterwards, Engle et al.
[2008] and Pakel et al. [2011] both utilized CL estimator in multivariate GARCH models
to avoid inverting large-dimensional covariance matrices. Bhat et al. [2010] compared the
performance of simulated maximum likelihood (SML) to CL in a Panel Probit model with
autocorrelated error structure and found that CL needs much less computational time
and provides more stable estimation (see Reusens and Croux [2016] for an application of
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this model to sovereign credit ratings). CL is attractive to estimate DSGE models, in par-
ticular with stochastic singularities (Qu [2015]) or misspecifications (Canova and Matthes
[2016]). CL can also be employed to deal with high dimensional copulas (Oh and Patton
[2016] and Heinen et al. [2014]). Finally, Bel et al. [2016] use CL in a multivariate logit
model and show that CL has much smaller computation time with a small efficiency loss
compared to MLE. In statistics literature, Varin and Vidoni [2006] show the applicability
and usefulness of CL estimation in AR-Probit model. Standard asymptotic results for CL
estimation under general theory have already been presented in the literature (see Lind-
say [1988], Molenberghs and Verbeke [2005], Varin et al. [2011]). However, finding the
required assumptions and proving the asymptotic results of CL estimator specifically in
AR-Probit models, to the best of my knowledge, is a theoretical contribution. CL, as a
general class of estimators, is known to be consistent and asymptotically normal, but, in
this paper, I provide the required assumptions to achieve these asymptotic results in the
AR-Probit model.
Second, this paper contributes to the corporate bond ratings literature by studying the
stability of the ratings in a model with firm specific variables. It is known that there is a
trade-off between accuracy and stability of credit ratings (Cantor and Mann [2006]). More
accurate ratings require more volatility in rating assignments to capture the changes in the
creditworthiness of companies in a timely fashion. This paper contributes by presenting
a new methodology and findings in measuring stability. In particular, to the best of my
knowledge, this is the first paper at the firm-level analysis, where the rating stability is
measured by a single estimated coefficient – the persistence parameter ρ. Moreover, by us-
ing time-varying coefficients (ρt), the rating stability changes is estimated over time. But,
why is the rating stability important? The rating stability has its benefits for investors,
issuers, and credit rating agencies. Moreover, rating stability is desirable to prevent pro-
cyclical effects in the economy – ratings that respond to temporary information might ex-
acerbate the situation and contribute to the market volatility. For this reason, credit rating
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agencies promised to assign ratings according to Through-the-cycle (TTC) methodology1,
which means that the ratings do not reflect short-term fluctuations, but rather indicate
the long-term trustworthiness of a firm (see Altman and Rijken [2006] for more details on
TTC). The literature is divided on verifying TTC rating claim by rating agencies. A branch
of literature found evidence for pro-cyclical ratings, thus argues that rating agencies uses
Point-in-time (PIT)methodology instead of TTC (Nickell et al. [2000], Bangia et al. [2002],
Amato and Furfine [2004], Feng et al. [2008], Topp and Perl [2010], Freitag [2015]). On the
other hand, there are others showing that rating agencies can in fact see through the cycle
(Carey and Hrycay [2001], Altman and Rijken [2006], Löffler [2004, 2013], and Kiff et al.
[2013]). In this paper, I provide empirical evidence for TTC rating approach by showing
that during the Great Recession, rating agencies actually tried to hold the ratings stable
for the first 2-3 quarters of the recession before starting downgrading the firms. Only af-
terward, when rating agencies realized that the changes in the credit situation of the firms
are not short-term, ratings are let to be more volatile.
The rest of the paper proceeds as follows. Section 1.2 gives an overview of the com-
posite likelihood approach and the advantages over other estimation techniques. Section
1.3 introduces the Panel AR-Probit model, explains how to construct the pairwise com-
posite likelihood, and states the theoretical asymptotic results. The last large section 1.4
is dedicated to the empirical application. In that section, extensions of the baseline model
are provided together with the estimation results and robustness checks. All the mathe-
matical proofs are left to the Technical Appendix.
1[Standard and Poor’s, 2002, p.41]: “The ideal is to rate through the cycle. There is no point in assigning
high ratings to a company enjoying peak prosperity if that performance level is expected to be only tem-
porary. Similarly, there is no need to lower ratings to reflect poor performance as long as one can reliably
anticipate that better times are just around the corner.”
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1.2 COMPOSITE LIKELIHOOD LITERATURE
The literature on composite likelihood goes back to late 1980s, but it became popular
especially after the early 2000s. The papers using CL are mostly focused on statistics,
computer science, and biology to handle the estimation of very complex systems. In the
economics literature, and more so in finance, CL is relatively an unknown topic. The first
paper that defines composite likelihood is Lindsay [1988]. CL has its roots in the pseudo-
likelihood of Besag [1974] and the partial likelihood of Cox [1975]. Varin et al. [2011] gives
a thorough overview of the topic.
CL has a wide variety of applications, but I will focus on the literature involving mod-
els that have dynamic latent variables; a feature that is present in AR-Probit model. The
first example is Le Cessie and Van Houwelingen [1994], where correlated binary data,
even though the underlying process is not explicitly modeled, is estimated by pairwise
likelihoods. Varin and Vidoni [2006], mentioned above, is the first paper that applied
CL to AR-Probit. Varin and Czado [2009] offered pairwise composite likelihood in panel
probit model with autoregressive error structure. This model is also used later in Bhat
et al. [2010]. Some theoretical results of CL estimator in a general class of models with a
dynamic latent variable (e.g., stochastic volatility, AR-Poisson) is introduced in Ng et al.
[2011]. Gao and Song [2011] applied EM algorithm to composite likelihood in hidden
Markov models. A dynamic factor structure in a probit model was analyzed in Vasdekis
et al. [2012].
Theoretical properties of composite likelihood are closely related to pseudo-likelihoods
(see Molenberghs and Verbeke [2005] for some asymptotic results in general context).
Because CL comprises either marginal or conditional likelihoods which are in fact parts
of the full likelihood, some nice theoretical results directly follow from the properties of
the full likelihood. For instance, CL satisfies the Kullback-Leibler information inequality
since log-likelihood of each conditional or marginal event `i belongs to the full likelihood,
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thus
Eθ0 [`i(θ)] ≤ Eθ0 [`i(θ0)] for all θ.
Kullback-Leibler inequality together with some regular mild assumptions gives consis-
tency of the CL estimator. However, being a “miss-specified likelihood”, the asymptotic
variance of the CL estimator is not the inverse of the information matrix. Instead, it is in
the so-called sandwich form (it also goes by the name Godambe Information in the statis-
tics literature due to Godambe [1960]). Regarding hypothesis testing, Wald and score test
statistics are standard; however (composite) likelihood ratio test statistic does not have
a χ2 distribution asymptotically. It has a non-standard asymptotic distribution in the
form of a weighted summation of independent χ2 distributions where the weights are
the eigenvalues of the multiplication of the inverse Hessian and the information matrix
(see Kent [1982]). Adjustments to CL ratio statistics can also be made so that one obtains
asymptotically a χ2 distribution (see Chandler and Bate [2007] and Pace et al. [2011]).
Model selection can be done according to information criteria such as AIC and BIC with
composite likelihoods as shown in Varin and Vidoni [2005] and Lindsay et al. [2011]. The
information criterion contains the composite likelihood and a penalty term that depends
on the multiplication of the inverse Hessian and the information matrix.
Composite Likelihood provides computational ease and sometimes even computa-
tional possibility of the estimation. Moreover, it is more robust than full likelihood ap-
proach since only the likelihoods that are part of the composite likelihood must be cor-
rectly modeled instead of the correctly specified full likelihood. For instance, a pairwise
composite likelihood in AR-Probit model requires the correct specification of the bivariate
probabilities instead of the correct specification of all dependencies of the data. However,
composite likelihood comes with a cost: efficiency loss. It is hard to establish a general
efficiency result for composite likelihoods. Mardia et al. [2007] show that composite con-
ditional estimators are fully efficient in exponential families that have a certain closure
property under subsetting. For instance, AR(1) model falls into this category; it is easy
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to show that the conditional composite likelihood ∏Tt=1 f (yt|yt−1) actually is the (condi-
tional) full likelihood in AR(1) model. Lindsay et al. [2011] have a theory on optimally
weighting the composite likelihood to increase the efficiency. However, they stated: “We
conclude that the theory of optimally weighted estimating equations has limited usefulness for
the efficiency problem we address.”. Similarly, Harden [2013] proposed a weighting scheme
for composite likelihood but the simulations showed minimal improvements regarding
efficiency. There are several studies for efficiency on specific examples. For instance,
Davis and Yau [2011] analyzed the efficiency loss of the CL estimator in AR(FI)MA mod-
els where both the full-likelihood and the pairwise likelihood can be computed. They
find that in AR models and long-memory processes with a small integration parameter,
the efficiency loss is ignorable. However, CL might have substantial efficiency loss in MA
models and long-memory processes if the order of integration is high. Hjort and Varin
[2008] conjectured that CL can be seen as a penalized likelihood in general Markov chain
models and find that efficiency loss of CL estimator compared to ML is negligible. Joe and
Lee [2009] and Varin and Vidoni [2006] find evidence that, in time series context, including
only nearly adjacent pairs in the composite likelihood ∏T−Jt=1 ∏
J
j=1 f (yt, yt+j) might have
advantages over all-pairs composite likelihood ∏t 6=s f (yt, ys) . The idea follows from the
fact that far apart observations bring almost no information but end up bringing more
noise to the estimation.
Identification of the parameters in CL is the most tricky part. So far, the literature
has not been able to provide conditions which guarantee identifiability. Since CL can
contain very different components of the full likelihood, it is not always clear when iden-
tification can or cannot be achieved. A very simple example helps us understand the
issue. Consider an AR(1) model yt = ρyt−1 + σet. If we choose marginal distribution
f (yt) = N (0, σ2/(1 − ρ2)) as CL then we cannot identify the parameters (ρ, σ) sepa-
rately. However, using conditional distribution f (yt|yt−1) = N (ρyt−1, σ2) as CL enables
us to identify the parameters. Even in such an easy example, the choice of composite
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likelihood matters dramatically in terms of identification. In more complex models, it is
not clear, in general, which sub-likelihoods should be included in the CL so that one can
identify all of the parameters. For now, the identification is checked case by case until a
unified theory on identification in CL literature is developed.
Composite likelihood might be relatively new in the economics literature, but its un-
derlying idea of modeling misspecified likelihood has been used for many years under
different names like pseudo-likelihood, partial-likelihood or quasi-likelihood. For in-
stance, asymptotic theory on pseudo maximum likelihood based on exponential families
is analyzed by Gourieroux et al. [1984]. Fermanian and Salanié [2004] suggests estimat-
ing parts of the full-likelihood of an autoregressive Tobit model by nonparametric sim-
ulated maximum likelihood. Molenberghs and Verbeke [2005] has a chapter on pseudo-
likelihoods with applications and theoretical results. In the finance literature, Lando and
Skødeberg [2002] used partial-likelihood to estimate some of the parameters from only
a particular part of the likelihood function. In Duan et al. [2012], to avoid intensive nu-
merical estimations in a forward intensity model, pseudo-likelihood is constructed with
overlapping data to utilize the available data to the fuller extent. CL is not the only esti-
mation technique to estimate complex models where the full-likelihood contains large di-
mensional integral. Simulated maximum likelihood (SML) and Bayesian techniques have
been the most common choices in economics and finance literature to compute these inte-
grals. In economics, Hajivassiliou and Ruud [1994], Gourieroux and Monfort [1996], Lee
[1997], Fermanian and Salanié [2004](non-parametric SML); in finance, Gagliardini and
Gouriéroux [2005], Feng et al. [2008], Koopman et al. [2009], and Koopman et al. [2012]
(Monte Carlo ML) can be given as examples among many papers that used SML. One
concern about SML in these models is the computational complexity. In fact, Feng et al.
[2008] stated that “Practitioners might, however, find this method complicated and pos-
sibly time-consuming.” and “Although the SML estimators are consistent and efficient
for large number of simulations, practitioners may find the procedure quite difficult and
11
time-consuming.”. Thus they offered an auxiliary estimation where the model is esti-
mated first without dynamics, then the dynamics of the factor are estimated in a second
step. Bhat et al. [2010] compared the performances of SML (GHK simulator – one of the
most frequently used SML techniques) and CL estimation in a Panel Probit with corre-
lated errors model. The number of categories for the ordered outcome (yit ∈ {1, . . . , S})
and the time dimension are the key factors for computation times for SML. Thus they
were kept at low levels. In their simulations, N = 1000, T = 5, and S = 5. The results
show that both estimation techniques recovered the true parameters successfully, and
there is almost no difference in efficiency between CL and SML. This result is interesting
since CL is supposed to be less efficient than full-likelihood approach. However, SML
is efficient when the number of draws tends to infinity; otherwise, the simulation error
in approximating the likelihood is not negligible. If one cannot simulate a large number
of times – due to computational power and time restrictions, SML also ends up being
inefficient. Hence, CL and SML provide comparable estimation results, but in terms of
computation times, CL is approximately 40 times faster than SML. In terms of Bayesian
techniques, Chauvet and Potter [2005], Dueker [2005], McNeil and Wendin [2007], and
Stefanescu et al. [2009] use Gibbs sampling in latent dynamic probit models. However,
Müller and Czado [2012] showed that in such models, Gibbs sampler exhibits bad conver-
gence properties, therefore, suggested a more sophisticated group move multigrid Monte
Carlo Gibbs sampler. Yet, this proposed technique was criticized by Varin and Vidoni
[2006] and Bhat et al. [2010] for increasing the computational complexity. Finally, it is
worth to mention that Gagliardini and Gourieroux [2014] proposed an efficient estimator
that does not require any simulation. They used Taylor approximation of the likelihood
to estimate, but their theory needs the following conditions in order the approximation
error to become negligible: N → ∞, T → ∞, and Tν/N = O(1) for ν > 1 (or ν > 1.5
for stronger results). However, in their simulations and applications, they used N = 1000
and T = 20, where T is actually not large.
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A final word can be said on the similarity between CL and GMM estimation tech-
nique. In GMM, the researcher should choose the orthogonality conditions to estimate
the parameters. However, selecting the most informative moments is not an easy task
(see Andrews [1999] for some optimality conditions). In this regard, CL is similar to
GMM since the researcher should choose the collection of likelihoods which will be in-
cluded in the composite likelihood. Moreover, there is no theory that tells how to choose
them optimally. CL is attractive when the model is very complicated; thus, most of the
time, the researcher is already limited by the model complexity or computational burden.
For instance, in an AR-Probit model, one can easily model bivariate and maybe trivariate
probabilities, but computing quadruple probabilities becomes complicated and reduces
the attractiveness of the CL. The composite likelihood (as well as maximum likelihood)
estimator can be considered a subset of the method of moment estimators. In particu-
lar, one can always choose the orthogonality conditions for GMM estimation as the score
functions derived from the (composite) likelihood. In this sense, it is hard to pin down
the difference between GMM and CL estimator. However, in panel data applications
with strictly exogenous regressors, it is well known that the orthogonality conditions are
of order T2. In an application like the one in this paper, where N = 516 and T = 55,
the number of moment conditions is extremely high. Not all moments are informative,
but choosing “the best ones” among them is a hard exercise. Moreover, computing the
optimal weighting matrix and taking its inverse is practically impossible. This situation
results in a noisy GMM estimation whereas there is not such an issue in CL estimation
since one just adds the log-likelihoods for i = 1, . . . , N and t = 1, . . . , T. Simulation re-
sults for a comparison of CL versus GMM are provided in the following section after
introducing the pairwise composite likelihood estimation. The results clearly favor for
the CL estimation in a setting similar to the empirical application of this paper. Hence,
GMM can be considered a set of estimators that contains MLE and CLE as special cases,
however, in some large scale applications, it might be beneficial to use CL over GMM.
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1.3 PANEL AR-PROBIT MODEL AND PAIRWISE COMPOSITE
LIKELIHOOD
In this section, I introduce the baseline Panel AR-Probit model and construct a pairwise
composite likelihood. Moreover, I state the objective function to be maximized and the
assumptions needed for consistency and asymptotic normality of the resulting composite
likelihood estimator. The proofs are left to the appendix.
For i = 1, . . . , N and t = 1, . . . , T, let i denotes the ith firm and t denotes the time. I
assume that the innovations are εit
iid∼ N (0, 1) over both i and t. The choice of normal
distribution is somewhat important: with the estimation approach that is explained be-
low, the errors should belong to a family of probability distribution that is closed under
convolution. More explanation will be given at the end of the section. The variance of the
innovations is assumed to be 1 in order to identify other parameters, which is a typical
assumption in any probit model. The (K × 1) dimensional explanatory variables are de-
noted by xit, and are assumed to be strictly exogenous in the sense that f (εi|xi) = f (εi),
where the notation zi denotes the T-dimensional vector (zi1, . . . , ziT)′. Moreover, the re-
gressors are independent and identically distributed on the cross-section. A univariate,
continuous, latent, autoregressive process y∗it is generated by its lag y
∗
i,t−1, xit and εit in
a linear relationship. Depending on the level of y∗it, the univariate discrete variable yit is
generated. The ((K + 1) × 1) dimensional parameters to be estimated are θ ≡ (ρ, β′)′.
Theoretically, |ρ| < 1 is not required for stationarity since T is fixed. However, when T is
at least moderately large, |ρ| < 1 is needed for empirical stability of the estimator.
The continuous variable y∗it is unobserved, however the binary variable yit ∈ {0, 1} is





′xit + εit, (1.1)
yit = 1[y∗it ≥ 0]. (1.2)
The initial condition will be defined below. The generating process of the latent autore-
gressive y∗it is Markov, however the same is not true for the discrete value yit. The vari-
able yit depends nonlinearly on the autoregressive y∗it, thus yit does depend not only on
yi,t−1 but also on the whole history of yit, i.e., on {yi,t−1, . . . , yi1}. In other words, yit ex-
hibits non-Markovian property because yi,t−1 contains only partial information – interval
information – concerning y∗it. Therefore, the values {yi,t−2, . . . , yi1} contain additional im-
perfect but useful information for yit. Hence, the typical Markov property in linear time
series models is not valid in AR-Probit model. For this reason, one needs to integrate out
y∗it, which results in a T dimensional integral in the likelihood function for each individual





f (yi|yi∗; θ) f (yi∗|xi; θ)dyi∗,
It is not feasible to maximize ∑Ni=1 log Li(yi|xi; θ) by maximum likelihood estimation un-
less T is fairly small (see Matyas and Sevestre [1996]). For a very small T, one can either
compute T-variate probabilities – it gets exponentially complicated as T enlarges to com-
pute the probability of the history {yi1, . . . , yiT} – or one can approximate the integrals,
say by Gauss–Hermite quadrature. However, all these solutions are feasible for very
small T. One can use simulation-based techniques – as well as Bayesian – to compute
large dimensional integrals, however as mentioned in the previous sections, these esti-
mation techniques are computationally demanding and might have convergence issues.
Hence, composite likelihood estimation is a good alternative for panel AR-Probit models
with large N and not-so-small T. In particular, a composite likelihood consisting of only
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pairwise dependencies will be easy to estimate since the nonlinear dependencies are re-
duced to a level that is easy to handle. For instance, a composite likelihood of pairs with








log f (yit, yi,t+j|xi; θ). (1.3)
One could write composite likelihood of each pairs f (yit, yis|xi; θ) for s 6= t rather than
f (yit, yi,t+j|xi; θ). However, in a time series framework, the dependency between two
observations becomes negligible as they get more distant. Thus, in practice, all-pairs-
likelihood might be even inferior to J-pairs likelihood in terms of estimated variance
(Varin and Vidoni [2006], Joe and Lee [2009]). Before computing the pairwise probabilities
in (1.3), it will be constructive to compute marginal probabilities.
First, since y∗i,t−1 is not observed, I use backward substitution on latent process, i.e.,
y∗it becomes a weighted sum of the past observations and innovations, where the weights
are decreasing at an exponential rate. Second, the initial value should be modeled. One
might assume y∗io = 0 or y
∗
io is drawn from its unconditional distribution
2. However,
the former is too unrealistic and the latter requires modelling a process for xit. Hence, I
assume that y∗io is drawn from its conditional distribution, that is, y
∗
io = β



































By using (1.4), one can compute the marginal probability of a realization yit in the follow-
ing way.























































= Φ (mt(xi, θ))
where mt(xi, θ) ≡ −
√
1− ρ2 ∑tk=0 ρkβ′xi,t−k, which can be considered as the normalized
conditional mean of the latent process. Note that, the second to last equation follows since
ρtεio +
√
1− ρ2 ∑t−1k=0 ρ
kεi,t−k ∼ N (0, 1). As mentioned at the beginning of the section, this
approach cannot be applied to any type of error distribution; one needs the distribution of
the weighted infinite sum of errors to be the same distribution as that a single error term.
In other words, the error distribution should be a stable distribution 3. While normal
3(Feller [1971], page 169) Let X, X1, X2, . . . be independent and identically distributed. The distribution
is called stable if ∀ n ∃ cn > 0 and γ ∈ R such that (X1 + · · ·+ Xn) has the same distribution as cnX + γ.
The well-known stable distributions are Gaussian, Cauchy, and Lévy distributions. Note that the latter two
distributions do not have even a well-defined mean. If the stable distributions are in general unknown, can
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distribution is a stable distribution, logistic distribution is not. That is, the convolution of
logistic distribution does not result in a logistic distribution 4.
Next, let’s compute the bivariate probability of a realization (yit, yi,t+j) = (0, 0).
P
(




y∗it < 0, y
∗






















































where (Z1, Z2) are bivariate standard normally distributed with the correlation coefficient
we at least characterize them? The answer is yes.
(Hall et al. [2002], page 5) A random variable Z has a stable distribution with shape, scale, skewness, and
location parameters (α, σ, β, µ), denoted by Z ∼ S(α, σ, β, µ), if its log characteristics function has the form
log E[eiuZ] =
{
iµu− σα|u|α[1− iβ sgn(u) tan(πα/2)] if α 6= 1
iµu− σ|u|[1− iβ sgn(u)(2/π) log(u)] if α = 1
where α ∈ (0, 2], σ > 0, µ ∈ (−∞, ∞), and β ∈ [−1, 1]. It is easy to see that when α = 2, Z is a normal
random variable with mean µ and variance 2σ2. When α = 1 and β = 0, Z has a Cauchy distribution.
Thus, with this characterization, one can compute the cumulative probabilities of any stable distribution
at a given point; hence normal distribution is not the only option. However, computationally, the analysis
will be very cumbersome.
4(Ojo [2003]) Let X1, X2, . . . , Xn be n iid logistic random variables so that their distribution is F(x) =


























r = ρj. By using the rectangle property of a bivariate distribution 5, we conclude that
P
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yit = 1, yi,t+j = 1 | xi; θ
)




where r(θ) = ρj, mit(θ) = mt(xi, θ), and Φ2(·, ·|r) denotes the bivariate standard normal
distribution with the correlation coefficient r.
1.3.1 Pairwise Composite Likelihood Estimator
In this subsection, the objective function, the associated estimator and the assumptions
for consistency and asymptotic normality are introduced. Having found the bivariate


































1(yit = s1, yi,t+j = s2) logP
(
yit = s1, yi,t+j = s2 | xi; θ
)
, (1.7)
where 1(·) denotes the indicator function, y = (y1, . . . , yN), and yi = (yi1, . . . , yiT). The
notation is similar for x. The composite likelihood estimator is found by maximizing the
5 For any two random variables X and Y with the bivariate cumulative distribution function G, one can
write P(x1 ≤ X ≤ x2, y1 ≤ Y ≤ y2) = G(x2, y2)− G(x1, y2)− G(x2, y1) + G(x1, y1)
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objective function, where Θ is the parameter space,
θ̂N = arg max
θ∈Θ
Lc(θ|y,x). (1.8)
For consistency of the estimator, the following assumptions are needed – some of them
have already been mentioned in the text.
Assumption 1. The true parameter value θ0 ∈ Θ ⊆ RK, Θ is compact.
Assumption 2. The innovations are independent and identically distributed over i and t, that is,
εit
iid∼ N (0, 1).
Assumption 3. The covariates xi are independent and identically distributed over i.
Assumption 4. The covariates xi are strictly exogenous. Moreover, E(xixi′) is invertible.
Note that, the compactness assumption requires some prior knowledge by the econo-
metrician about the region where the true parameter might be. Assumptions 2 and 3 are
typical in panel probit models. The first part of Assumption 4 is stringent; it is not al-
ways easy to find strictly exogenous regressors, in particular in time series. For the sake
of theoretical part, I will keep this assumption. One can allow for the endogeneity of the
regressors if the model is transformed into a VAR-Probit model where (y∗it, xit) is mod-
eled endogenously by their past values. It is an interesting model, but it is left as a future
work for now. The continuity and the measurability of the objective function are easy
to prove since bivariate Gaussian cumulative distribution function Φ2 and mit(θ) are all
continuous and measurable functions. Thus, log f (yit, yi,t+j|xi; θ) is continuous in θ for a
given (yit, yi,t+j, xi), and is a measurable function of (yit, yi,t+j|xi) for a given θ. Also note
that, since yit is a measurable function of y∗it, its stationarity is implied by the stationarity
of y∗it.
Theorem 1. Under the assumptions (1) through (4), the composite likelihood estimator defined in
(1.8) is consistent, i.e., θ̂N →p θ0, as N → ∞ and T < ∞.
Since each piece of the full likelihood satisfies the Kullback-Leibler inequality, so will
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the chosen pieces for the composite likelihood. This property helps the estimator to
discriminate the true parameter value from other possible parameters. E [log f (θo)] ≥
E [log f (θ)] since E
[







= 0. The proof for E [log f (θo)] 6= E [log f (θ)]
which implies that θo is the unique maximizer, is left to the appendix.
For asymptotic normality of the estimator, the following assumptions are needed. Note
that, log f (yit, yi,t+j|xi; θ) is twice continuously differentiable since both the univariate
and bivariate cumulative normal distribution is in fact infinitely differentiable. Assump-
tion 5 is necessary since if the true parameter is on the boundary then the resulting distri-
bution will not be Gaussian.
Assumption 5. The true parameter value is in the interior of the parameter space, i.e., θ0 ∈ Θ̊.
Assumption 6. E‖xi‖4 < ∞
The finiteness of the fourth order moment of the covariates is needed for the finiteness
of the variance of the score function.
Theorem 2. Under the assumptions (1) through (6), the composite likelihood estimator defined
in (1.8) is asymptotically normal. The asymptotic covariance matrix is in the sandwich-form as
defined below. As N → ∞,
√




















j=1 log f (yit, yi,t+j|xi; θ).
The asymptotic theory on the CL estimator in AR-Probit model, conceptually, is not
different than the asymptotic theory on pseudo-likelihoods (or quasi-likelihoods). How-
ever, the difficulty arises due to the nonlinearity in the parameters. The cumulative dis-
tribution function Φ is not the only source of the nonlinearity; the function mit is also
nonlinear in parameters – especially in ρ. This ‘double’ nonlinearity result in complicated
derivative functions of the composite likelihood. Hence, computing the derivatives and
finding bounds for them become non-trivial. Despite this extra nonlinearity, the moment
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conditions on the process xt is not different than those in static model, thanks to the as-
sumption |ρ| < 1. For instance, the finiteness of |∑∞k=0 ρkβ′xt−k| ≤ ∑∞k=0|ρ|
k‖β‖‖xt−k‖ in
expectation is simply implied by the finiteness of ‖xt‖ in expectation since |ρ| < 1. The
complications and the nonlinearity of the model disappear when ρ = 0. Thus, at any
point in the proof, one can recover the conditions for static probit by imposing ρ = 0.
Finally, in order to compute consistent estimator of the asymptotic covariance matrix,





































∂ log f (yit, yi,t+j|xi; θ̂N)
∂θ
)′
where the derivatives of the likelihood function are


































Here the notation is simplified and the dependencies on (i, t, j) are suppressed. Clearly,
1s1,s2 denotes 1(yit = s1, yi,t+j = s2), and Ps1,s2(θ) denotes P
(
yit = s1, yi,t+j = s2 | xi; θ
)
.
More details on the derivatives of the probability functions are given in the appendix.
A small note on choosing the lag length is worth to mention. As in the MLE case, one
can use AIC/BIC type of criteria to choose the lag length J in an optimal way. The cri-
teria are in their usual forms as in the pseudo-likelihood or quasi-likelihood estimation
cases: AIC(θ̂N) = −2Lc(θ̂N|x, y)+ 2 tr{G(θ̂N)H(θ̂N)−1} and BIC(θ̂N) = −2Lc(θ̂N|x, y)+
log(N) tr{G(θ̂N)H(θ̂N)−1}. In theory, the larger is the lag length J the more efficient is the
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estimator; however, in practice with finite N and T, sometimes larger J might bring less
efficiency after some point due to the fact that there might not be any useful informa-
tion left after a certain J, and including these terms in the composite likelihood might
create extra noise (see Varin and Vidoni [2006] for a simulation exercise in a time series
setting). The same is true with the pairwise f (yit, yi,t+j) vs the triplet f (yit, yi,t+j, yi,t+j+k)
composite likelihood. The triplet composite likelihood is, in theory, more efficient than
the pairwise likelihood. However, in practice with finite data application, the (j+ k)th lag
might just bring noise instead of useful information; moreover, it increases computational
burden exponentially.
There is nothing particular about large N fixed T setup of the composite likelihood
in this paper. Composite likelihood approach to AR-Probit model can also be used in a
univariate time series setting with N = 1 and large T, as well as in a large N large T panel
setting. The identification conditions and the derivatives of the bivariate probabilities will
not be affected by any of these changes. Certain moment conditions should be adjusted
to provide the finiteness of the composite likelihood and the hessian. Extra attention
should be paid to the variance of G(θ0) matrix since the terms in the score function will
be correlated. Therefore, one needs to compute the long-run variance when computing
G(θ0). Thus, its estimator should utilize Newey-West type of long-run variance estimator.
1.3.1.1 Comparison of CLE to GMM
As mentioned in the introduction, CLE and GMM resemble each other in the sense that
pieces of likelihoods are chosen for CLE whereas moments are chosen for GMM. They
both require a choice by the researcher. Theoretically, GMM is a more general estimation
technique since it assumes CLE as a special case where one can choose the moments as the
score of the CLE. In this case, CLE will be identical to GMM. In this section, I will compare
pairwise CLE and GMM where the most obvious and common moments are chosen. The
simulation setup will mimic the setup of the empirical part of this paper. In particular,
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I will argue that in a large N and moderate T panel setting, GMM is inferior to CLE in
terms of estimation performance as well as computation time. The problem with GMM is
that there are too many moments when T is not small, which makes the computation of
the efficient GMM infeasible.
Before showing the simulation result, let’s first analyze the moments for the GMM.
E[yit|xi] = P(yit = 1|xi) = Φ(−mit)
Var[yit|xi] = Φ(−mit)Φ(mit)
E[yityi,t+j|xi] = P(yit = 1, yi,t+j = 1|xi)




Let us count the number of moments implied by each moment. For a K-dimensional
covariate vector xit, the condition E [{yit −Φ(−mit)} xit] = 0 for all t gives TK-many







0 for all t implies also TK-many moments. Finally, the moment condition for covari-
ance E
[{
yityi,t+j − 1 + Φ(mit) + Φ(mi,t+j)−Φ2
(
mit, mi,t+j
∣∣ ρj)} xit] = 0 for all t and all
j yields ∑Jj=1(T − j)K-many moments. All in all, just by using the mean, variance, and
covariance moments, we end up with TK + TK + ∑Jj=1(T − j)K-many moments. In the
empirical study of this paper, N = 516, T = 55, J = 8, and K = 11. The number of mo-
ments in such a setup would be 5654. To compute the efficient GMM, one needs to invert
(5654× 5654)-dimensional weighting matrix, which is practically impossible. Thus, the
second best thing one can do is to invert the diagonal (5654× 5654)-dimensional weight-
ing matrix, which weights each moment inversely according to its noise level. For the
simulation purposes, I choose a smaller setup than the empirical study of the paper. In
the simulations, (N, T, J, K) = (500, 50, 4, 3) which implies 870 moments. Table 1.1 shows
the simulation results. In this table, GMM indicates the first step GMM with the iden-
tity matrix as the weighting matrix. Hence, it can be considered nonlinear least squares
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estimation. E-GMM represents the second step GMM where the weighting matrix is the
inverse of the variances of each moment computed in the first step. Thus, it can be consid-
ered weighted nonlinear least squares. Note that, the efficient GMM is not feasible since
one needs to invert a (870× 870)-dimensional matrix. The simulation study consists of
200 simulations.
Table 1.1: Simulation results for CLE and GMM
ESTIMATES RMSE
TRUE CLE E-GMM GMM CLE E-GMM GMM
ρ 0.8 0.796 0.769 0.771 0.005 0.034 0.033
β0 0.8 0.856 0.968 0.945 0.059 0.170 0.146
β1 0.0 -0.000 0.001 0.000 0.006 0.012 0.011
β2 -0.8 -0.850 -0.788 -0.783 0.051 0.029 0.042
Notes: The table reports the simulation results to compare the performances of CLE and GMM.
The simulation is repeated 200 times where (N, T, J, K) = (500, 50, 4, 3). This relatively large
scale data yields 870 moments for the GMM estimation which results in noisy GMM estimates
compared to CL estimates.
The simulations clearly indicate that composite likelihood estimator outperforms GMM
estimator in this setup. The estimation of the autocorrelation parameter ρ is very accurate
with CLE. Moreover, the root mean squared errors (RMSE) are smaller for CLE except
for one parameter. In terms of computation times, CLE is around 100 times faster than
GMM in a personal computer. Naturally, this comparison can change from computer to
computer, or might depend on the coding; but, the computational attractiveness of CLE
will stay intact.
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1.4 LARGE N MODERATE T APPLICATION: CREDIT
RATINGS
1.4.1 Introduction
Credit ratings reflect the creditworthiness of a borrower or obligor. Hence, they consti-
tute an essential part of investors’ decision of buying a company’s bonds – even its stocks.
The accuracy and timeliness of the ratings are important for the financial markets and
the economy. Inaccurate or miss-timed ratings can aggravate a crisis (Ferri et al. [1999]).
Therefore it is important to correctly model credit ratings. A part of credit risk modeling
literature goes back to Altman [1968] where corporate failure is analyzed by discrimi-
nant analysis based on accounting ratios (Altman Z-score models). Since then, there have
been numerous papers on credit scoring. However, these firm-level models have been
criticized for being static and missing the dynamic nature of the ratings. In this paper,
I propose a novel model for the credit rating literature: a panel autoregressive ordered
probit which takes into account the persistence of credit ratings, firm-specific variables,
and the business cycle. In this model, the observed discrete variable yit will represent the
rating that firm i at time t receives. The latent variable y∗it can be seen in different ways: y
∗
it
is the continuous rating that the firm gets during the creditworthiness assessment. Since
the rating agency cannot publish a continuous rating, they discretize these ratings and
publishes letter grades. Another interpretation can be the creditworthiness of the firm
estimated by the rating agency. If this estimate falls between certain threshold, then the
firm is assigned a letter grade according to the interval it belongs to. All in all, the latent
variable reflects the view of the rating agency regarding the firm. In the model, the per-
sistence of the ratings is driven by the autocorrelation in the unobserved credit quality of
the firm as seen from the credit rating agency’s perspective, which depends on the firm’s
financial ratios and the state of the economy. Since the credit quality of a firm, in general,
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changes slowly, the assigned ratings change slowly as a result. Moreover, because of the
complicated nature of the model, maximum likelihood estimation is impractical; thus,
I use composite likelihood estimation to estimate the model. The results show a small
improvement over the static probit model for in-sample predictions, but large improve-
ments for pseudo out-of-sample predictions and the estimated transition matrices. The
dynamic nature of the model helps estimate the transition much more successfully than
the static model.
Investors might want to keep the risk level of their portfolio at a certain level. Since
re-balancing a portfolio is costly, investors prefer rating stability rather than ratings to
reflect temporary changes in companies’ financial conditions. At the same time, ratings
should reflect an accurate estimate of the borrower’s condition. Hence, timeliness of rat-
ings is also important. In this regard, credit rating agencies face a trade-off between rating
stability and accuracy (Cantor and Mann [2006]). There are two conceptual approaches
for assigning ratings: Through-the-cycle (TTC) and Point-in-time (PIT). TTC (also called
cycle-neutral) methodology focuses more on the permanent component of default risk
rather than short-term fluctuations due to business cycles. Hence, TTC approach renders
ratings more stable and rating migration more prudent. However, with this methodology,
the timeliness of the ratings can be at question since ratings might lag the actual default
risk of a company. In PIT method, on the other hand, current conditions of a company
has a big effect on its credit rating. With this approach, ratings predominantly reflect
the current condition of the borrower. The question of whether credit rating agencies
assign ratings according to TTC or PIT has attracted a lot of attention from researchers.
There are several papers providing evidence for the pro-cyclical behavior of ratings. See,
for instance, Nickell et al. [2000], Bangia et al. [2002], Amato and Furfine [2004], Koop-
man and Lucas [2005], Feng et al. [2008], Topp and Perl [2010], Auh [2015], and Freitag
[2015]. Some of these papers conclude that this is evidence for PIT ratings. However,
rating actions being pro-cyclical does not necessarily imply that the ratings reflect short-
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term fluctuations. For instance, during a recession, there might be a significant change in
the long-term credit quality of a firm. Therefore, lower ratings during a recession do not
mean that the rating agencies cannot see through the cycle. On the TTC side of the litera-
ture, Löffler [2004, 2013] and Kiff et al. [2013] show that the credit ratings have predictive
power on the long-term component on default probabilities. The slow and delayed reac-
tion by credit rating agencies are empirically documented by Altman and Rijken [2006]
and Löffler [2005]. The empirical results in this paper support this phenomenon, thus
provide evidence for TTC ratings. In particular, the results show that at the beginning of
Great Recession, the rating agencies waited 2-3 quarters before reflecting the changes in
the credit quality of the firms on their ratings. This finding is quantitatively in line with
the estimates in Altman and Rijken [2006]. They find that the TTC methodology delays
the timing of rating migrations by 0.70 year on average.
Figure 1.1: Percentage of issuers with unchanged ratings (year-to-year)
Notes: This figure shows the percentage of issuers whose ratings remain unchanged from year to year.
These data are taken directly from annual public S&P reports (see 2015 Annual Global Corporate Default
Study And Rating Transitions)
Cheng and Neamtiu [2009] described the rating quality by three properties: accuracy,
stability (or volatility), and timeliness. In this paper, I focus on the stability of the rat-
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ings. TTC methodology is designed to induce rating stability (Carey and Hrycay [2001]).
However, little research is done on quantifying the stability of the credit ratings. One
way of inferring rating stability is through the frequency of rating transitions. Smaller
transition frequencies mean higher stability. Figure 1.1 displays percentage of issuers for
which their ratings stayed unchanged from one year to another. For instance, the highest
stability in the ratings occurred in the year 2004 – more than 75% of the firms stayed in
the same rating class. On the other hand, the lowest stability occurred during the Great
Recession. Motivated by this observation, the rating stability can be measured through
the diagonal (and near diagonal) elements of a transition matrix. The diagonal element
of a transition matrix shows the percentage of firms that stayed in the same rating class
in a given year. Jafry and Schuermann [2004] and Amato et al. [2013] generate “mobility
indices” by analyzing the singular values and the eigenvalues of the yearly rating transi-
tion matrices. These indices capture the time-varying stability of ratings over the years.
But, these values are obtained without controlling for any firm or macroeconomic con-
ditions. In this regard, these indices represent the unconditional stability of the ratings.
There are also portfolio models that use transition matrices and control for business cycle
effects. However, these models are “cohort-style”, that is, all the firms within a rating
class are identical. Hence, the rating classes exhibit persistence and correlations among
themselves where individual firms actually do not matter. But, the research by Lando
and Skødeberg [2002] and Frydman and Schuermann [2008] shows that two firms with
identical current credit ratings can have substantially different transition probabilities.
This shows that ratings exhibit non-Markovian property. In this regard, AR-Probit model
seems a better model to analyze the ratings since the ordered outcome variable in this
model is non-Markovian. Moreover, the analysis is done at the firm level by controlling
for firm balance sheet ratios and business cycle variables. Finally, the rating stability is
inferred by the autocorrelation parameter (ρ) of the underlying continuous latent vari-
able. Hence, the stability is induced from the fundamentals of a firm. The higher is ρ the
29
higher is the stability of ratings. Moreover, the model can be extended to a time-varying
parameter model, where the rating stability can be estimated at a quarterly level.
In Dynamic Probit model, last period’s credit rating yi,t−1 is used to predict the cur-
rent one yit. Mizen and Tsoukas [2009] use this model for forecasting purposes. As they
noted, the knowledge of the previous rating helps the forecast but the coefficients of yi,t−1
do not say anything about persistence, instead, it just shifts the latent credit quality of the
firm by constant term. Note that, the right-hand-side variable yi,t−1 actually represents a
dummy variable for each rating class. Consider a firm with a high rating, say AAA. There
is no upper level ratings that a AAA firm can go to; such firms can face only downgrades.
Therefore, a AAA rating in the previous period will necessarily render the coefficient of
yi,t−1 to be negative. A similar argument will be valid for AA firms as well since it is more
likely for a AA firm to face a downgrade than an upgrade. From the opposite angle, firms
that are below investment grade will be more likely to have upgrades – especially if the
data do not include default observations. Thus, the most likely direction for a speculative
grade is upwards, which renders the coefficient of previous BB/B/CCC rating to be posi-
tive. All in all, the coefficients of the previous rating artificially captures the convergence
to the middle rating BBB instead of capturing the stability. The assigned ratings should
be a result of the unobserved creditworthiness of a firm, not a determinant of it. The em-
pirical analysis focuses on three parts. The first part is a comparison of static probit model
and AR-Probit model. The estimation results show a significant and economically large
persistent parameter. In AR-Probit, one can compute short-term and long-term effects
of the explanatory variables. In static model, however, the effects last only one term. In
comparison, I find that the estimates from the static model are indeed an average between
the short-term and long-term cumulative effects computed from AR-Probit estimates. In
particular, static model estimates are close to the 2-to-4 quarter cumulative effects de-
rived from AR-Probit model. Regarding in-sample prediction performances, both model
performs similarly – though AR-Probit model has a better prediction for infrequent rat-
30
ing classes. Regarding transition matrix estimates, AR-Probit model shows 5 times better
performance than the static model since it accounts for persistence in the ratings. In the
second part, time-varying parameter model is utilized to estimate changes in the rating
stability over time. The results show that the stability declines over time. But, the de-
cline is more prominent after the crisis. It means that the rating agencies try to assign
the ratings more timely. One reason for that can be the critics on rating agencies during
the recession. Another one is the new regulations enforced on the agencies to increase
their liability. Trying to increase the rating quality after critics and regulations are in line
with the findings in the literature (see Cheng and Neamtiu [2009]). Facing widespread
criticism, the credit rating agencies might be concerned for their reputation and start as-
signing the ratings more conservatively. In the third part, I show the evidence for sluggish
rating adjustment during the recent crisis. Based on the time-varying parameter model,
the results show that the credit rating agencies increase the weights on the past informa-
tion – to keep the ratings stable – when they face changes in the financial situation of the
firm.
1.4.2 Data
I use Financial Ratios Suite by WRDS database for quarterly balance sheet financial
ratios of companies. The measure of credit rating is the S&P Long-Term Issuer Level
rating obtained from Compustat in WRDS database. Ratings are available in monthly
frequency; I convert them to quarterly frequency by taking the last rating within each
quarter assuming that the most up-to-date information on a firm is contained in the most
recent rating. Firm-level data are between 2002Q1-2015Q3. I use the quarterly macro data
set of McCracken and Ng [2015] to extract business cycle factors. The factors are estimated
by principal component analysis from a large panel of macro variables that include real
sector, employment, housing, prices, interest rates, money and credit, exchange rates, and
financial data. In the data set, there are in total 218 variables between 1971Q2–2015Q3.
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After extracting two principal components with the largest eigenvalues, I took the cor-
responding dates of the factors that match with the data range of credit ratings. Hence,
the estimated factors capture the business cycle of the economy. Finally, NBER recession
dates are obtained from FRED.
Even though the term “credit rating of a firm” is frequently used, the corporate bond
that is issued by the obligor receives a rating, rather than the obligor itself. An obligor
can issue several bonds, and each issue might have a different rating. However, senior
unsecured long-term bonds’ rating are close to the issuer rating since the debt defaults
only when the issuer defaults. Therefore, Long-Term Issuer Level ratings are de-facto the
creditworthiness of the obligor. I convert letter ratings into ordinal numbers from 1 to 7
corresponding to the grades {CCC, B, BB, BBB, A, AA, AAA}, respectively, that is CCC=1
and AAA=7. Note that, I grouped ratings without considering notches +/−, e.g., AA−,
AA and AA+ belong to a single category denoted as AA. The CCC category contains
all the ratings including any C letter, i.e., CCC+, CCC, CCC−, CC, and C. Observations
with D, SD (Suspended) or NM (Not meaningful) ratings are excluded. In the robustness
analyses, defaulted firms will also be included in the dataset.
Using financial ratios for credit rating determination in discrete choice models is com-
mon in the literature. I do not claim that this is the exact method the credit rating agen-
cies do follow to generate the ratings. Yet, as described in Van Gestel et al. [2007], the
real rating process may be well approximated by such models with financial ratios as de-
terminants. Moreover, Standard and Poor’s [2013] gave a list of Key Financial Ratios that
are used in rating adjustment process. One thing to note is that some financial ratios are
highly correlated with each other, thus one needs to take this into account while choosing
the variables. Another important thing is that some ratios are not available at a quarterly
frequency. Based on these criteria, I use the following set of financial ratios that capture
solvency, financial soundness, profitability, and valuation of a firm: total debt leverage
(debt/assets), long-term debt to total debt ratio (ltd/debt), return on assets (roa), cover-
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age ratio (cash/debt), net profit margin, and valuation ratio (price/sales). The detailed
definitions and descriptive statistics of the variables are given in Table 1.2 and Table A1,
respectively.
Table 1.2: Financial ratios affecting the credit ratings of corporate firms
Class Variable Description
Solvency debt/assets Total debt as a fraction of total assets
Fin. Soundness ltd/debt Long-term debt as a fraction of total debt
Fin. Soundness cash/debt Operating cash flow as a fraction of total debt
Profitability return on assets Operating income before depreciation as
a fraction of total assets
Profitability profit margin Net income (income after interest and taxes)
as a fraction of sales
Valuation price/sales Market capitalization as a fraction of total sales
Notes: The table shows the definitions of the financial ratios used in the empirical analysis
together with what aspect of a firm’s financial situation they capture.
As a solvency measure, the debt-to-asset ratio is used, which reflects the leverage level
of the firm. In general, the higher is this ratio the riskier is the company in terms of
meeting its debt payments. Financial soundness is implied by the ratios of total long-term
debt to total debt 6 and operating cash flow to debt. The former ratio shows the capital
structure of the firm and is negatively related to credit ratings whereas the latter one is
a coverage ratio showing the ability to carry the debt of the company and is positively
related to credit ratings. Profitability is another important aspect showing how easy a
firm can generate income. It is captured by return on assets and net profit margin 7,
which are positively correlated to credit ratings. Finally, as a valuation ratio, I use market
6In the literature, many papers use the ratios debt-to-assets and long term debt to assets together in
regressions. However, these variables are highly correlated (∼ 75%). To avoid multicollinearity, I prefer
using long term debt to total debt ratio to capture the debt structure instead of long term debt to assets.
7Operating profit margin (opm) is more frequently used than net profit margin (npm) in the literature.
However, Corr(roa, opm) = 0.84, but Corr(roa, npm) = 0.64. It means that {roa, opm} is likely to create
multicollinearity problem whereas {roa, opm} is not. Moreover, given the fact that Corr(opm, npm) = 0.76
and that opm and npm have very similar definitions, I choose nmp over opm for the analysis.
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value to sales ratio8.
To control for the state of the economy, the literature uses various choices of business
cycle variables. The NBER recession dummy seems the most common choice, but choice
of macro fundamental variables differ from paper to paper. While some papers use GDP
growth rate (Feng et al. [2008], Koopman et al. [2009], and Alp [2013]), others create their
business cycle indicator (Amato and Furfine [2004], Freitag [2015]). Hence, it is not clear
which business cycle variable should be used. For this reason, I prefer using estimated
factors from a large macroeconomic data set. The first two principal components (called
Factor1 and Factor2) explain more than 20% of the total variation in 218 business cycle
variables. They are especially related to the real economy sector. For instance, they ex-
plain around 70% of the variation in real variables such as output, exports, imports, per-
sonal income, private investment, and housing starts. These estimated factors appear to
be positively correlated with the ratings whereas the ratings are lower during the NBER
recession dates, as expected.
For the empirical baseline results, a balanced panel data set is used. In this data set,
there are 516 firms over 55 quarters (2002Q1–2015Q3) with no missing data. Hence, they
are the firms that ‘survived’ throughout the data period. The frequency of the ratings in
this data set is given on the left side of Table 1.3. Since more than 70% of the ratings are in
the investment grade category, we can consider this data set as investment-grade firms.
As a robustness check, estimation results based on an unbalanced panel data set are also
presented. The reason why this data set is not the baseline is two folds. First, it is not clear
how to model D rated firms. Should the D ratings be excluded from the analysis or do
these observations indeed contain useful information in terms of rating dynamics? Note
that, a D rating does not necessarily mean that the firm is out of the market. There are
8Many papers use price-to-book ratio instead of price-to-sales. However, these papers have annual data.
But, at the quarterly frequency the data for p/b have a lot of missing values. Another famous choice is price-
to-earnings ratio. However, especially during the crises many firms suffer losses, i.e., they do not make any
earnings, which renders p/e ratio meaningless for a crucial period in the dataset. For these reasons, I prefer
using price-to-sales ratio over p/b and p/e.
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firms that have consecutive D ratings for a few quarters, but then continue being rated
without any interruption in their rating history9. Second, due to the autocorrelation in
the latent variable, modeling the missing data in the middle of a firm’s history is not
straightforward; it will result in a complex formulation.
Table 1.3: Frequency of credit ratings
2002Q1-2015Q3 Surviving Firms 2002Q1-2015Q3 All Firms
Rating # of Obs Percentage Rating # of Obs Percentage
D (—) (—) D 389 0.4%
CCC 41 0.6% CCC 1863 1.8%
B 613 8.5% B 18190 17.3%
BB 1473 20.3% BB 25355 24.1%
BBB 2963 40.8% BBB 31201 29.7%
A 1796 24.8% A 21996 20.9%
AA 292 4.0% AA 5059 4.8%
AAA 77 1.1% AAA 1144 1.1%
N T NT N Avg Ti NT
516 55 28380 1406 38 53999
Notes: The table shows the frequency of the bond ratings in the data. The left panel represents
the data with no missing values (the baseline case) whereas the right panel represents a larger
data set where failed firms are also included. The latter is used for robustness check purposes.
As a result, I include data for the firms that do not have any missing data once they
entered the market until they leave. A firm is allowed to enter the data set after the initial
date 2002Q1 and to leave it before 2015Q3. Since the firms with an extremely short span
of data are not representative and exhibit large variations, I excluded firms that have less
than 5 years of quarterly data. Moreover, D ratings are also included in the data set as long
as the balance sheet data are also available. Finally, there are 1406 firms with an average of
38 quarters in this data set. The frequency of the ratings for the unbalanced panel data is
9For instance, Xerium Technologies Inc. filed bankruptcy for 2010Q1–2010Q2, but was rated B in 2010Q3
and continued being in the market. There is useful information to use as long as we can observe how the
defaulted firms’ balance sheet data evolve (coming from bankruptcy back to business). Such cases are
obviously rare (most firms’ data ends once they default), and omitting them will not affect the estimates.
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given on the right side of Table 1.3. In this data set, ratings are more evenly distributed. In
particular, we have a relatively higher representation of sub-investment firms compared
to the balanced panel. This difference will allow us to highlight characteristic differences
between investment and non-investment firms.
1.4.3 Extensions of the Model
In this subsection, I extend the baseline model into various directions. All these mod-
els will be used in the empirical part to address different aspects of the credit rating data.
The first extension is changing the binary response variable into an ordered one. This
model will be the working model of the empirical part. Another extension is allowing for
random effects to control for firm heterogeneity. Another interesting extension is allow-
ing for time-varying parameters, in particular, time-varying autocorrelation coefficient.
Finally, I will analyze unbalanced panel probit model.
1.4.3.1 Panel AR Ordered Probit Model
For i = 1, . . . , N and t = 1, . . . , T, let i denotes the ith firm and t denotes time. I assume
that the innovations are εit
iid∼ N (0, σ2ε ), the (K × 1) dimensional explanatory variables
are denoted as xit, which are assumed to be strictly exogenous. The time dependent
continuous variable y∗it is unobserved, however the ordinal variable yit ∈ {1, . . . , S} is
observed. The levels for yit is merely for classification; the mathematical distance between
two ordinal values is meaningless. Hence, a Panel Autoregressive Ordered Probit model
can be written as the following, where s = 1, . . . , S and the threshold coefficients are




′xit + εit, (1.9)
yit = s if τs−1 < y∗it ≤ τs, (1.10)
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For S = 2, that is when yit is binary, the model is a simple probit model; for S > 2,
it is called ordered probit model. One can relax the assumption τ1 = 0 if y∗it does not
contain any constant term and is a mean-zero process. The calculation of the bivariate














yield the following bivariate probabilities.
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, Z1 and Z2 are jointly standard nor-
mally distributed with the correlation coefficient r = ρj. Based on these bivariate prob-
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where the probabilities are given in (1.11).
1.4.3.2 Panel AR Ordered Probit with Random Effects
In this model, I assume y∗it depends also on firm-specific random effect αi which is
allowed to depend on observed xi = (xi1, . . . , xiT) values, but is independent over i con-





′xit + αi + εit,
yit = s if τs−1 < y∗it ≤ τs,
The firm-specific random effects will capture the effects that change over firms but not
over time. For instance, it is likely to capture the location of the firm, the sector the firm is
operating in, managerial activities, etc. as long as these variables do not change over time.
Otherwise, they will be captured by idiosyncratic shocks εit
iid∼ N (0, σ2ε ). One cannot treat
the unobserved firm heterogeneity as fixed effects and estimate them as parameters due
to incidental parameter problem; it will yield biased and inconsistent estimates. There
are a couple of ways to deal with the unobserved random αi: it can be integrated out or
replaced by a reduced form equation. In either way, one needs to make a distributional
assumption for αi, say αi
iid∼ N (γo + γ′1x̄i, σ2α) where x̄i is the average of xit over t. For
identification purposes, we need to put a restriction on the variances of the innovations.
The following will be assumed for the random effects model σ2α + σ2ε = 1. Note that,
the parameter θ in this model also contains the extra parameters arising due to random
effects, that is, (γo, γ′1, σ
2
α , σ2ε ). The first approach will yield a likelihood function contain-
























∣∣∣ xi, (√2σαHg + γo + γ′1x̄i)) ,
where φ(z|µ, σ2) denotes the normal probability density with mean µ and variance σ2
evaluated at z, the nodes Hg are the zeros of gth order Hermite polynomial, and wg are the
corresponding weights. Hence, ∑Gg=1 approximates the integral by evaluating the func-
tion f at specific nodes and then weighting them. The pairwise likelihood of f (yi|xi, αi)
can be computed in the exactly same way as in (1.12), where αi will be replaced by nor-
malized nodes
√
2σαHg + γo + γ′1x̄i.
In the other approach, αi is replaced by a reduced form equation. Let’s assume that
y∗i0 = β




iid∼ N (0, σ2ε ) and αi = µ + γ′ x̄i + ηi where ηi ∼




































10 Gauss–Hermite quadrature is used for numerical integration; it approximates a specific type of integral








where the nodes xk are zeros of kth order Hermite polynomial and wk are corresponding weights. A table
for the nodes and the weights can be found in Abramowitz et al. [1972], page 924. If one has a normal
density instead of exp(−x2), a standardization will be needed.
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The presence of ηi generates autocorrelation in the composite error term ηi + εit, which
needs to be taken into account in calculating bivariate probabilities and the correlation


































This correlation formula looks complicated, however, note that if there was no firm het-
erogeneity, i.e., if σ2α = 0, then the correlation becomes ρj, as it was the case in Panel
AR-Probit model in (1.11). If there was no idiosyncratic variation, i.e., σ2ε = 0, then
the correlation becomes 1 since the persistence in the composite error does not dimin-
ish due to the presence of ηi for each t. Hence, the correlation formula above represents
the weighted average of these two extreme case correlations. Based on this correlation
coefficient, one can say that in Panel AR-Probit models the interpretation of ρ is differ-
ent depending on the presence of random effects. In models without random effects, ρ
solely controls the autocorrelation of the latent state variable y∗it. In contrast, when the
firm-specific random effects exist, ρ is not the only source of persistence because αi also
persists over time thereby adds to the persistence of the latent process.
Denoting x̃it = (x′it, 1, x̄
′
i)
′, δ = (β′, µ, γ′1)
′, and using backwards substitution on y∗it
let us compute the bivariate probabilities. Let Z1 and Z2 are jointly standard normally
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ms1,t(xi, θ) < Z1 ≤ ms1+1,t(xi, θ), ms2,t+j(xi, θ) < Z2 ≤ ms2+1,t+j(xi, θ)
∣∣ xi; θ) ,
(1.15)
As a result, this approach resembles the basic model defined in (1.9)-(1.10) except that now
the errors are allowed to be autocorrelated with a special structure and that the regressors
contain time averages. Therefore, the pairwise log-likelihood of this model will resemble
that in (1.12) with a more complicated bivariate probability structure taking into account
the extra autocorrelation in the errors.
1.4.3.3 Panel AR Ordered Probit with Time-Varying Coefficients
In this section, I allow the parameters to change over time – in particular the per-
sistence parameter ρ. Especially in credit ratings application, time-varying persistence
will be important to see how rating stability changes over time. This will give us some
idea whether credit rating agencies assign their ratings according to the business cycle.
In other words, it will indicate whether credit rating agencies use TIC or PIT approach.
Moreover, we can also see whether policy changes, like Dodd–Frank Act, have any effect




′xit + εit, (1.16)
yit = s if τs−1 < y∗it ≤ τs, (1.17)
Let’s assume that y∗i0 = β
′xi0 + εi0 where εi0
iid∼ N (0, 1) (note that, if y∗i0 = 0 is as-
sumed then ρ1 cannot be estimated). Let’s denote the new parameter vector as θ =
(ρ1, . . . , ρT, β′, τ′)′. A sufficient condition for a non-explosive behavior of y∗it is |ρt| < 1
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for all t. Time-varying parameters will be identified from the cross-section variation. In
other words, information on ρt will be accumulated by the rating changes of the firms
between periods (t− 1) and t. In this model, again backward substitution will be used,









′xi2 + εi2 = ρ2ρ1y∗i0 + β




















































The following statistics will be used in computing the bivariate probabilities.






















































As t gets larger, the term inside the square root will be very close to 1. Thus, the correlation
between accumulated discounted errors can be approximated by ∏
t+j−1
s=t ρs+1. This is also
the correlation between y∗it and y
∗
i,t+j conditional on xi. If all the persistence parameters
are the same ρt = ρ, then the correlation coefficient simply becomes ρj as t gets larger, as
in the baseline Panel AR-Probit case. The bivariate probabilities of the pair (yit, yi,t+j) in
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this model can be computed in the following way.
P
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it ≤ τs1+1, τs2 < y
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Zit and Zi,t+j are jointly normally distributed with zero mean, unit variance, with the
correlation coefficient given in the equation (1.18). Hence, the pairwise log-likelihood
is the same as in (1.12) except that the parameter vector now contains {ρt}Tt=2 and the
probabilities are given in (1.19).
1.4.3.4 Unbalanced Panel AR-Probit
I allow missing values. CL allows any part of the likelihood. Hence, the likelihood of
only observed data will be included. That is, the likelihood of a firm with available data
between ti and Ti will contribute to the composite likelihood. For simplicity, I assume
that there is no missing observation once the data for a firm started. However, a firm may
enter the market after the initial date of data or may leave the market before the end date.
Hence, 1 ≤ ti < Ti ≤ T for all i. The backwards substitution (1.4) of the state variable
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for firm i is done for the available observations, i.e., for t = ti, . . . , Ti. Similarly for the
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where ti is the initial date with available observation for firm i, and Ti is the date when
the available observations for firm i ends. I assume between ti and Ti, there is no missing
values. In theory, one can allow for missing observations even between ti and Ti, however,
modeling the persistence in an autoregressive setting with missing values in-between the
observations would be extremely complicated.
1.4.4 Empirical Results
In this section, I compare the estimation results of static probit and AR-Probit mod-
els estimated by maximum likelihood and composite likelihood, respectively. Table 1.4
shows the estimates of the models. In the table, for both static and autoregressive model,
the signs of financial ratios and business cycle variables are the same. Moreover, the signs
are as expected a priori, except for cash/debt. The sign of cash related variables is esti-
mated to be negative in many other papers in the literature, see for example Alp [2013].
This puzzling phenomenon is explained by Acharya et al. [2012] by observing that firms
tend to have high cash holdings for precautionary motive. In-sample prediction accuracy
seems slightly higher for static model compared to AR model (47% vs. 44% correctly esti-
mated ratings). However, this measure of predictive performance can be greatly affected
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when there is a dominant outcome in the data. The correct prediction of each rating class
reveals that this higher prediction accuracy of the static model comes from predicting
accurately only the BBB rating class, which contains the largest number of observations.
On the other hand, AR-Probit model yields more balanced correct prediction over rating
classes (see Table 1.5). To avoid this seemingly successful predictability, I also report the
average of the correct predictions over each rating class. This measure is in line with
the technique proposed by Merton [1981] to distinguish between true predictability and
seemingly successful predictability of a ‘stopped-clock.’ Based on the average correct
prediction, AR-Probit model has a better prediction power overall (26% vs 22%).
The most important difference between the static and autoregressive models is, clearly,
a significant and economically large persistence parameter (ρ̂ = 0.62), which indicates
that there is, in fact, a need for a time series component in analyzing credit ratings. A
significant ρ shows that the soundness of a company evaluated by the rating agency, rep-
resented by latent y∗it, measured by its financial ratios and the current economic conditions
exhibits significant persistence. Any unexpected change in the rating agency’s view of the
soundness of a firm has a half-life more than a quarter. Even after a year, ρ̂4 = 15% of
the shock is affecting the continuous rating of the firm. In the static model, on the con-
trary, there is no difference between the short-term effect and the long-term effect. Any
change affects the current ratings and then disappears. Therefore, the estimates of the
static model reflect the “mid-term effect” of a shock. In particular, the estimates in the
static model is the closest to the 6-month cumulative effects derived from the AR-Probit
estimates (see Table 1.4).
An important question is how a change in the unobserved state of the firm will be
reflected in its ratings. Due to nonlinearity in the model, it is hard to interpret the coef-
ficients. The impact of a shock on ratings depends on the current conditions of the firm.
Considering the estimated thresholds, (τ1, τ̂2, τ̂3, τ̂4, τ̂5, τ̂6) = (0, 1.2, 2.3, 3.6, 4.8, 5.8),
the estimated average distance between the rating categories is (τ̂6 − τ1)/5 = 1.17. Note
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Table 1.4: Estimation Results: Static vs AR-Probit
6-month Cum.Effect Long-run Effect
Static AR-Probit β(1 + ρ) β/(1− ρ)
ρ̂ — 0.62
debt/assets -0.77 -0.37 -0.60 -0.98
ltd/debt -3.04 -1.62 -2.63 -4.30
return on assets 3.70 2.57 4.17 6.82
cash/debt -0.57 -0.53 -0.86 -1.41
profit margin 0.40 0.21 0.34 0.56


















Avg. correct pred. 22% 26%
Notes: The table shows the estimation results of Static Probit and AR-Probit models. “6-month
Cum. Effect” column shows the two-quarter cumulative effect on the estimated latent variable
ŷ∗it if there is a unit increase in the corresponding financial ratio. Similarly, the last column
represent the long run effect by using the formula β(1 + ρ + ρ2 + . . . ) = β/(1 − ρ). The
bottom part of the table shows the percentages of correct predictions in the whole sample or
in each credit rating class. Finally, “Avg. correct pred.” is the average of the correct prediction
percentages over the rating classes.
that τ1 is set to be zero for identification purposes, in particular, to identify the constant
term in the measurement equation. One should also note that this average distance is
valid between the rating categories B–AA because the region for CCC is (−∞, 0], and the
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region for AAA is (5.8, ∞). Hence, focusing on the middle rating classes, on average,
a 1.17 units increase in the latent variable will result in a rating upgrade in the current
quarter. In reality, a letter grade change within a quarter is an extreme case, but it is still a
useful exercise to understand the dynamics of the model. Because of the persistence, the
shock will also have an effect on the state of the firm in the jth quarter after the shock by
a magnitude of 1.17ρ̂j. In other words, in each quarter over a year, the effect of a shock
with a magnitude 1.17 will be (1.17, 0.73, 0.45, 0.28, 0.18), or in cumulative terms the ef-
fect will be (1.17, 1.9, 2.35, 2.63, 2.81). It means that contemporaneously there is a rating
upgrade by one letter, and one more increase by the end of 6 months, and there are no
upgrades afterward. However, note that I am using only letter grades instead of notches;
most ratings have +/- notches as an addition. Let’s assume that the notches are evenly
distributed between two thresholds. As a conclusion, this analysis shows that, on aver-
age, a shock that increases a company’s credit rating contemporaneously by one letter
will result in a further increase in its rating by two notches in the following quarter, and
another notch increase in the second quarter, and one last notch increase in the fourth
quarter, which results in a 2 letter and a notch increase by the end of the year. Hence,
a full letter upgrade in a quarter will have a momentum effect with another letter and a
notch upgrade gradually within a year. The shock that increases a firm’s rating by two
letters and a notch within a year must be a very large shock, which is a rare event clearly.
But based on this exercise, more interpretable and reasonable economic examples will be
given below by using shocks to financial ratios and business cycle variables.
Next, I will analyze the effect of a 1-year long recession on credit ratings. In each
quarter during the recession, the latent variable is down by the estimated coefficient of the
recession β̂rec = −0.27. Moreover, due to the persistence in y∗it, the negative effects of the
previous periods are carried over with exponentially decaying weights. If we divide this
cumulative effect by the average rating distance, we obtain the normalized cumulative
effect of a recession on letter grades. The cumulative effect at the jth quarter is calculated
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simply by the formula βrec(1 + ρ + · · ·+ ρj)/(τ6/5). The estimated effect of a recession
on credit ratings for each quarter is (−0.23,−0.61,−1.07,−1.59). The results imply that
there is one letter and two notches decrease in the credit ratings by the end of the year
during a recession.
Table 1.5: Actual vs Predicted Ratings
AR-Probit
ĈCC B̂ B̂B B̂BB Â ÂA ÂAA CorPred (44%)
CCC 10 53 65 18 0 0 0 7%
B 84 719 993 480 87 16 1 30%
BB 37 455 2342 2293 576 59 15 41%
BBB 9 230 1950 6495 2607 289 32 56%
A 4 64 476 3196 2773 444 77 39%
AA 0 6 67 254 729 74 2 7%
AAA 0 0 10 43 114 122 10 3%
Avg = 26%
Static Probit
ĈCC B̂ B̂B B̂BB Â ÂA ÂAA CorPred (47%)
CCC 3 14 82 47 0 0 0 2%
B 2 286 1269 747 73 3 0 12%
BB 0 102 1860 3485 320 10 0 32%
BBB 1 11 871 9039 1671 15 4 78%
A 4 1 101 4808 2061 57 2 29%
AA 0 0 13 556 560 3 0 0%
AAA 0 0 0 52 238 9 0 0%
Avg = 22%
Notes: The table shows the estimated number of ratings by AR-Probit and Static Probit models.
Each part tabulates the number of ratings in the data versus the estimated ones.
If we apply the same idea to the financial ratios to see their long-run effect after a one-
time change by a magnitude of their one standard deviation, we obtain the following
results. In the long run, a one standard deviation change in the ratio of long-term debt to
liabilities has the highest impact on credit ratings, which is a downgrade by almost three
notches. The second highest impact occurs when roa increases by one standard devia-
tion. Its long-run effect is an upgrade by two notches. The valuation variable price/sales
appears to affect the rating by one notch increase in the long-run. The effects of other
variables are below one notch. These findings verify that financial soundness and prof-
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itability are the most important factors for credit ratings. Amato and Furfine [2004] and
Alp [2013] also find that the Long-term debt ratio is one of the most influential variable
on credit ratings.
Table 1.6: Rating Transition Matrix (entire sample)
Data
CCC B BB BBB A AA AAA
CCC 121 22 0 0 0 0 0
B 19 2244 68 0 0 0 0
BB 4 80 5510 84 0 0 0
BBB 0 2 95 11233 63 0 0
A 0 0 0 106 6789 12 0
AA 0 0 0 0 31 1084 0
AAA 0 0 0 0 0 8 289
AR-Probit
CCC B BB BBB A AA AAA
CCC 122 21 0 0 0 0 0
B 20 1088 390 0 0 0 0
BB 0 101 5021 671 1 0 0
BBB 0 1 298 11752 482 0 0
A 1 0 1 350 6308 104 0
AA 0 0 0 0 95 873 27
AAA 0 0 0 0 0 27 110
Static Probit
CCC B BB BBB A AA AAA
CCC 5 3 1 0 0 0 0
B 3 340 59 3 0 0 0
BB 0 64 3712 341 0 0 0
BBB 2 1 326 17677 382 0 0
A 0 1 1 386 4433 21 0
AA 0 0 0 0 27 69 1
AAA 0 0 0 0 0 3 3
Notes: The table shows the estimated quarterly transition matrix obtained from the entire data
set.
Taking into account the persistence of the credit ratings, AR-Probit model results in
predicting the rating transitions much more successfully than the static model. Transition
matrices are very useful in credit risk models to measure future credit loss. Transition
matrices are usually estimated at a one year or five year horizon. At any given horizon,
AR-Probit yields a more accurate estimated transition matrix. However, for the sake of
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brevity, I present rating transition matrix for the entire sample in Table 1.6. The first
matrix, say Md, is the transition matrix obtained from the data. For instance, there are 289
instances where AAA rating is followed by the same rating, and eight downgrades from
AAA to AA occurred between 2002Q1–2015Q3. The second matrix, say Ms, in the table is
obtained from the predictions of static probit model, and the last one, say Ma, is obtained
from AR-Probit estimates. While static model over-predicts rating transitions involving
BBB and under-predicts other transition AR-Probit estimates the transitions much more
accurately.
Table 1.7: 3-Year Forecast (2012Q3-2015Q3) – Rating Transition Matrix
Data
CCC B BB BBB A AA AAA
CCC 23 3 0 0 0 0 0
B 3 537 12 0 0 0 0
BB 0 8 1058 11 0 0 0
BBB 0 0 10 2394 20 0 0
A 0 0 0 10 1390 2 0
AA 0 0 0 0 0 167 0
AAA 0 0 0 0 0 1 27
AR-Probit
CCC B BB BBB A AA AAA
CCC 12 2 0 0 0 0 0
B 1 333 255 0 0 0 0
BB 0 12 1476 405 0 0 0
BBB 0 0 29 2128 152 0 0
A 0 0 0 23 802 9 0
AA 0 0 0 0 0 37 0
AAA 0 0 0 0 0 0 0
Static Probit
CCC B BB BBB A AA AAA
CCC 0 0 0 0 0 0 0
B 1 89 9 0 0 0 0
BB 0 14 728 59 0 0 0
BBB 0 0 77 3745 71 0 0
A 0 0 0 78 805 0 0
AA 0 0 0 0 0 0 0
AAA 0 0 0 0 0 0 0
Notes: The table shows the forecasted transition matrix. The data between 2002Q1–2012Q2 are
used to forecast the data in 2012Q3–2015Q3.
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To quantify the accuracy comparison, I compute the ratio of matrix norms of the dif-
ference, that is, ‖Md −Ms‖/‖Md −Ma‖. A ratio larger than one means AR-Probit model
yields closer estimates to true data transition matrix than the static model does. This ratio
is found to be 5.3, which favors clearly for AR-Probit. A similar performance superi-
ority can be found in pseudo-out-of-sample predictions results. In this table, I estimate
both Static Probit and AR-Probit models by using the data until 2012Q2. Then, I forecast
2012Q3-2015Q3 data. The Table 1.7 clearly shows that the future transitions are captured
much better by AR-Probit model compared to Static Probit model. By a similar compari-
son, the transition forecast by the latter is 3.4 times better than the former.
1.4.4.1 Rating Stability Over Time and Through-the-cycle Ratings
This section analyzes the rating stability, implied by the persistence parameter, over
time. The model with a time-varying persistence that is explained in (1.16)-(1.17) is em-
ployed for this analysis. A higher autoregressive coefficient means higher likelihood for
ratings to stay where they are. Hence, more persistence in the latent variable implies more
stability in the credit ratings. The estimation results are given in Table 1.8.
The signs and magnitudes of the estimates are very close to corresponding estimates in
the Panel AR Ordered Probit model in Table 1.4. The geometric mean of the time-varying
parameters is 0.67 which also close to the estimate in constant parameter model where
ρ̂ was 0.62. Hence, on average, the estimates and the correct prediction performances of
constant-parameter and time-varying parameter models are very similar. However, there
are two important findings from the estimation of time-varying persistence model: 1) the
stability of the ratings, in general, is declining over time, and even more so after the crisis.
Hence, ratings become more timely and volatile after the crisis. 2) S&P assigns the credit
ratings according to through-the-cycle approach as they claimed it (Standard and Poor’s
[2003]). Each of these results addresses an important aspect of the credit ratings that has
attracted attention in the literature.
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Table 1.8: Time-varying persistence parameter model estimates
ρt variable
ρ̂2003 0.686 debt/assets -0.347
ρ̂2004 0.711 ltd/debt -1.602
ρ̂2005 0.673 return on assets 2.681
ρ̂2006 0.664 cash/debt -0.676
ρ̂2007 0.661 profit margin 0.202
ρ̂2008 0.762 price/sales 0.097
ρ̂2009 0.691 factor1 -0.077
ρ̂2010 0.683 factor2 -0.010
ρ̂2011 0.656 recession -0.400
ρ̂2012 0.635 const 1.710
ρ̂2013 0.655 τ̂2 1.432
ρ̂2014 0.645 τ̂3 2.744
ρ̂2015 0.598 τ̂4 4.136
τ̂5 5.624
τ̂6 6.750








Average correct prediction 26%
N × T 28380
Notes: The table shows the estimation result of the time-varying parameter model introduced
in (1.16).
The first result is about less persistent and more timely ratings, especially after the
recent crisis. The yearly persistence estimates together with a simple time trend are plot-
ted in Figure 1.2. The rating stability is slightly decreasing in the pre-crisis period with
a steeper decline in the post-crisis period. This could be a reaction to the heavy critics
directed to credit rating agencies due to their poor performance right before and during
the crisis. This might also be the result of Dodd-Frank Wall Street Reform and Consumer
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Figure 1.2: Time-varying persistence ρt (yearly)
Note: This figure shows how the stability of the ratings change over time. Time-varying persistence
parameter ρt is assumed to be constant within a year.
Protection Act passed on July 2010 that aims to increase the responsibility of credit rating
agencies for their poor performance, thus improving the accuracy of the ratings. How-
ever, the revisions and implementations of Dodd-Frank Act are dispersed over time. For
instance, U.S. Securities and Exchange Commission made final rule-making provisions
on credit rating agencies even as late as July 2014. For this reason, it is hard to tell the
underlying reason of the decline in rating stabilities. But, rating agencies tend to increase
the timeliness of their ratings when they face reputation concerns or new legislative re-
strictions (Cheng and Neamtiu [2009]).
The second result is about whether rating agencies do rate through the cycle. They
try to adjust the ratings slowly to changes in corporate creditworthiness to achieve rat-
ing stability (Altman and Rijken [2006]). Figure 1.3 (as well as Figure 1.2) clearly shows
this delayed adjustment during the recession. In 2008Q1, rating agencies saw some de-
terioration in financial ratios of the companies. Thus they face a challenging situation to
make a decision. They could consider this a transitory situation and keep the ratings as
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Figure 1.3: Time-varying persistence ρt (quarterly)
Note: This figure shows how the stability of the ratings change over time. Stability is measured by the
time-varying parameter ρt.
they are or decrease the ratings because the creditworthiness of the firms is lower now.
Through-the-cycle approach means that agencies do not react to changes in firms’ finan-
cial situations right away. Hence, they wait until they believe that the change in the firm’s
situation is not only a short-term fluctuation. Thus, while rating a firm in 2008Q1, rat-
ing agencies put more weight on the previous level of creditworthiness than the most
recent data. This means that the persistence parameter ρ2008Q1 should increase since it
represents the weight on past creditworthiness. In fact, the estimated persistence pa-
rameter went from ρ̂2007Q4 = 0.656 to ρ̂2008Q1 = 0.744. In 2008Q2, balance sheet ratios
deteriorated further. Thus, it is now harder to keep the ratings stable, which requires a
higher ρ2008Q2 parameter, and its estimate increases to ρ̂2008Q2 = 0.751. It may not be a
significant increase, but conditional on the business cycle situation and the fact that the
recession started affecting most of the economy, keeping the stability of ratings even at
the same level was a tough decision. Starting 2008Q3, it appeared to the rating agencies
that the changes in the firm’s financial situations are more long-term than just a short-
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lived shock. Hence the agencies began reducing the stability of the ratings in fact with a
very sharp drop to ρ̂2008Q4 = 0.615. This delayed reaction of the credit rating agencies is
a clear indication of the fact that they follow through-the-cycle approach for their rating
assignments. This 2-3 quarter sluggish response from the rating agencies coincide with
the estimates of Altman and Rijken [2006]. They show that the TTC method delays the
timing of rating migrations by 0.70 year on average, which corresponds to 2.8 quarters.
As mentioned previously, the persistence of the ratings are further reduced even af-
ter the crisis; this might be a structural change in the rating assignment. That is, rating
agencies might rate less through-the-cycle and more point-in-time to reduce the critics
of missing timely rating changes and to comply with the new legislations. Whether the
agencies changed their rating methodology after the crisis is an interesting topic, but I
will not discuss it further in this paper.
1.4.5 Robustness Checks and Other Estimation Results
1.4.5.1 Unbalanced Panel AR-Probit Estimations
In this section, I enlarge the cross-section of the data by including firms that left the
data set earlier than 2015Q3 (due to default or any other reason) and that entered the data
set after 2002Q1. I do not treat the default case as an absorbing state since firms might
continue doing business while and after bankruptcy.
The main findings about declining stability and rating through-the-cycle are even more
supported by the unbalanced panel. Figure 1.4 compares two estimated series for ρ̂t be-
tween 2002Q1–2015Q2 from balanced and unbalanced panel data sets. Before the crisis,
the series follow each other very closely. However, once the crisis started, assuming that
lower rating firms are affected more from the crises than the higher rating ones, unbal-
anced panel data yields higher persistence estimates since with more low-level rating
firms it requires more weights from the past observations to keep the ratings stable. In
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Figure 1.4: Time-varying persistence ρt – Balanced vs Unbalanced Panel
Note: This figure compares the time-varying persistence parameter estimates ρ̂t from balanced panel (solid)
versus unbalanced panel data (dashed). The correlation between the two series is 78%.
other words, achieving rating stability during the crisis with higher a representation of
junk bonds needs higher persistence parameter. The dashed line emphasizes more that
the rating agencies rate through-the cycle. Moreover, after the crises, the dashed line is
under the solid line, which indicates that the rating agencies try to rate the firms with
lower ratings more timely.
1.4.5.2 Panel AR-Probit with Random Effects Estimations
Firm-specific effects might play a significant role in the creditworthiness of the firms.
But one cannot estimate firm-specific fixed effects due to incidental parameter problem.
Hence, random effects model is used, following the Mundlak approach. The details of
the model are given in the Section 1.4.3.2. In the model with the random effects, it is
not clear how the persistence of the creditworthiness should be calculated. The source of
the persistence is not only ρy∗i,t−1 anymore. The random effects ηi generate persistence
in the latent variable since the firm-specific effects are carried over time. In Table 1.9,
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I present random effects estimation results for both balanced and unbalanced data sets,
and compare them with the panel AR-Probit model without random effects.
Table 1.9: Estimation Results for AR-Probit and AR-Probit with Random Effects
Balanced Panel Unbalanced Panel
AR-Probit AR-Probit RE AR-Probit AR-Probit RE
ρ̂ 0.623 0.500 0.782 0.484
debt/assets -0.368 -0.950 -0.282 -0.412
ltd/debt -1.622 -0.160 -1.122 -0.143
return on assets 2.571 1.921 2.169 1.757
cash/debt -0.535 0.304 -0.256 2.770
profit margin 0.207 0.016 0.000 0.030
price/sales 0.113 0.017 0.002 0.097
d/a — 0.071 — -0.036
ltd/d — -2.711 — -2.171
roa — 1.858 — 1.042
c/d — -1.771 — 0.049
npm — 2.074 — -0.254
p/s — 0.119 — -0.118
factor1 -0.035 -0.049 -0.141 0.089
factor2 0.080 -0.011 0.161 0.333
recession -0.266 -0.275 -0.661 -0.727
const 1.753 3.472 1.524 4.564
σ̂ε — 0.587 — 0.565
τ̂2 1.200 1.775 0.578 2.352
τ̂3 2.325 3.312 2.082 2.910
τ̂4 3.574 5.288 3.430 3.827
τ̂5 4.784 7.228 4.893 5.416
τ̂6 5.831 9.326 6.373 7.397
τ̂7 — — 7.477 8.450
Notes: The table shows the estimation results of AR-Probit and the AR-Probit with random
effects model introduced in (1.14). The variables with “·” represents the time average of the
variable.
1.4.5.3 The Effect of Dodd-Frank Act on Rating Stability
The quality of ratings issued by credit rating agencies was intensely questioned, es-
pecially during and after the Great Recession. Rating agencies have been blamed for
inflated ratings being that were part of the reason of 2007-2009 crisis. To incentivize the
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credit rating agencies to provide more accurate corporate bond ratings and to increase the
authority supervision on rating agencies, Congress passed the Dodd-Frank Wall Street
Reform and Consumer Protection Act in July 2010. This financial reform bill increases the
accountability for inaccurate ratings and make the agencies more liable for misconduct.
To assess the effects of Dodd-Frank Act on the persistence of the ratings, I use a restricted
version of time-varying parameter model. The values of ρt before 2010Q3 are restricted
to be the same; call it ρpre-DF. Similarly, the ones after 2010Q4 are set to be the same; call it
ρpost-DF. One can consider it a threshold in the persistence parameter at time 2010Q3. The
estimated parameters are shown in Table 1.10.



















Notes: The table shows the estimation results of AR-Probit where the persistence parameter is
allowed to be different before and after Dodd-Frank Act.
The results indicate that there is a significant difference in rating stability in pre and
post Dodd-Frank Act periods. However, the autocorrelation coefficient dropping signifi-
cantly from 0.673 to 0.635 may not create any significant economic difference. Assuming
that stability is inversely related to accuracy, insignificant decrease in the stability is an
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indication of insignificant improvement in accuracy. On a similar basis, Dimitrov et al.
[2015] find no significant evidence that Dodd-Frank Act disciplines rating agencies to
provide more accurate and informative credit ratings.
1.5 CONCLUSION
In this paper, I borrow a method – composite likelihood estimation – from statistics
literature and bring it to economics where the method is not widely known. Composite
likelihood allows me to solve complex problems in a tractable fashion. One interesting
example is Autoregressive Probit model, where the discrete outcome is a non-linear func-
tion of an autocorrelated latent process. The likelihood function of this model contains
high dimensional integrals, which is intractable. Composite likelihood offers a fast, reli-
able, and accurate estimation. I prove the consistency and asymptotic normality of the
CL estimator in a Panel AR-Probit model.
In the empirical part, I apply the model to credit ratings. First of all, I compare the AR-
Probit model to Static Probit model, which has been widely employed in the credit rating
literature. The in-sample and out-of-sample prediction performances clearly favors for
AR-Probit over the static version. Then, I extent the AR-Probit model into time-varying
parameter setup to understand the rating process and see whether it has changed over
time. Since credit ratings enter into many risk models, it might be useful to know how
quickly the ratings are responding to new information and whether their mobility has
changed over time. Time-varying autocorrelation parameter help measure these aspects.
I see evidence for 2-3 quarters of delayed rating adjustment during the recent crisis. More-
over, I show that the ratings become more responsive over time possible due to the new
regulations (e.g., Dodd-Frank Act) and critics on the credit rating agencies.
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Chapter 2
How Important are Global Food Shocks?
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2.1 INTRODUCTION
The dramatic rise in international food prices during 2006–2008 and their elevated
levels from 2008–2014 has renewed interest among policymakers and academics in un-
derstanding the underlying sources of increases in real food prices and their effects on
macroeconomic indicators Dillon and Barrett [2015], Food and Agricultural Organization
[2008], Giordani et al. [2016], The World Bank [2009]. When global food prices increased
rapidly over the 2006–2008 period, more than 30 countries around the world experienced
food riots and protests Food and Agricultural Organization [2008], and civil conflicts have
intensified Arezki and Brueckner [2014]. In many inflation-targeting economies, the 2006–
2008 surge in food commodity inflation led to widespread overshooting of inflation tar-
gets followed by undershooting of the targets when food prices dropped De Gregorio
et al. [2007]. These consequences may not be surprising given the absence of easy substi-
tutes for food, its large share of consumption baskets, and the fact that credit constraints
may prevent consumption smoothing, particularly in developing countries. Despite a
growing theoretical literature on the macroeconomic effects of global food prices Anand
and Prasad [2012], Catao and Chang [2015], De Gregorio [2012], much less attention has
been devoted to analyzing these effects empirically.
Fluctuations in real food prices may have very different effects on macroeconomic ag-
gregates depending on their underlying sources (shocks to global demand/supply or
shocks to commodity-specific demand/supply). On the one hand, a global food price
surge driven by a rise in global economic activity may have expansionary effects on do-
mestic output regardless of whether the country is a net exporter or importer of food
commodities. On the other hand, a rise in global food prices stemming from adverse
climate events that restrict the supply of food is likely to generate different impacts on
domestic output depending on net food trade balance. Net food exporters may experi-
ence a positive spending effect to the extent that their net export earnings improve, while
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the opposite outcome may be observed for net food importers, generating a contraction
not only in trade balance but also in household consumption. Moreover, a rapid rise in
global oil prices may partially stimulate global food prices due to higher production costs
of food, while both energy and food prices may simultaneously be driven by an expansion
of global economic activity Baumeister and Kilian [2014]. While a large body of empirical
work on commodity markets has shown that not all oil price shocks are alike and that
the effects of such shocks vary depending on their source Charnavoki and Dolado [2014],
Kilian [2009], Kilian and Murphy [2014], Kilian et al. [2009], Lippi and Nobili [2012], no
research has examined whether the effects of international food prices differ depending
on underlying sources.
Our paper provides the most comprehensive analysis to date of the relationship be-
tween global food prices and domestic output. We investigate the dynamic effects of
global shocks driving international food prices on the domestic components of output
in food-importing and food-exporting economies during the 1980–2011 period. We also
examine changes in the importance of these shocks over time using historical decompo-
sitions and provide an analysis of variance decomposition to evaluate the average im-
portance of these shocks for domestic output fluctuations. In addition, we compare the
effects of these shocks to typical terms-of-trade shocks.
Our analysis departs from existing studies in many respects. First, we control for re-
verse causality from global economic activity to real food prices and differentiate among
alternative sources of variation in real food prices. Using a sign-identified structural VAR
(SVAR) model, we identify the global shocks driving international food prices. In par-
ticular, we consider four global-level macroeconomic variables: global economic activity,
world real energy price index, world real food price index, and global inflation.1 Our
1The set of variables in our model differs slightly from those used in previous studies. As in Charna-
voki and Dolado [2014], our model includes global inflation but lacks global commodity supply for the
same reason: supply data for a range of primary commodities (including food commodities) are not easily
accessed. Hence, our model differs from those of Kilian [2009] and Kilian et al. [2009], which include the
global supply of crude oil. However, unlike that of Charnavoki and Dolado [2014], our model includes two
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benchmark identification scheme utilizes sign restrictions and elasticity bounds and is
accompanied by a recursive identification scheme as a sensitivity exercise. We exam-
ine four types of global shocks: global demand (GD) shocks, global energy (GE) shocks,
global food (GF) shocks, and global supply (GS) shocks. Global expansions and contrac-
tions of economic activity are examples of positive and negative GD shocks. Negative GE
shocks that are related to rising world energy prices capture geopolitical events that de-
crease global crude oil supply or increase oil market–specific demand due to anticipated
future shortages or speculative trading. Examples of negative GF shocks that are asso-
ciated with rising world food prices include climate shocks that may cause heat waves
and droughts, resulting in a decrease in the food supply or an increase in food market–
specific demand due to biofuel production or expansion of middle-income populations
in emerging markets. Finally, positive GS shocks include improvements in productiv-
ity that decrease overall prices and whose origins range from innovations in information
technology to technological upgrading in developing countries.
Second, previous studies tended to focus predominantly on the pass-through effects of
international food prices on domestic prices, without taking into account reverse causal-
ity or differentiating among sources of international food price fluctuations.2 In this pa-
separate commodity price indices, one for energy and one for food, instead of a single commodity price
index. Therefore, shocks to global food and energy capture unexpected changes in the supply of and de-
mand for food and energy in international markets, which are orthogonal to changes explained by shocks
to global demand and (non-commodity) supply. However, this is not likely to restrict the analysis given
that Kilian [2009] and Kilian et al. [2009] find that oil supply shocks explain only a small portion of variation
in real oil prices.
2Durevall et al. [2013] find that international food and goods prices have a long-run impact on domestic
prices in Ethiopia. They also find that agricultural supply shocks had a significant impact on domestic
food prices in the short run. Similarly, Ianchovichina et al. [2012] estimate the pass-through effects of
international food prices to domestic food prices in Middle Eastern and North African countries and find
that, on average, a 1-percent increase in world food prices increases domestic food prices by 0.2–0.4 percent.
Minot [2011] finds similar results for 11 Sub-Saharan African countries. Dillon and Barrett [2015] examine
the effects of global crude oil and maize prices on local maize prices in East African countries, finding
that in 7 of 17 local markets, global oil prices have a larger impact on local maize prices than do global
maize prices due to transportation costs. In addition, the welfare effects of domestic food price increases
have been analyzed by Attanasio et al. [2013] in the context of Mexico. None of these studies takes into
account reverse causality from global business cycles to global food prices, nor do they differentiate among
63
per, we document the spending effects of global shocks driving international food prices,
examining the channels through which these shocks have an impact on different compo-
nents of domestic output. Using rich data from the Penn World Tables (PWT) 8.1, we an-
alyze the dynamic effects on total output as well as its components, including household
consumption, government consumption, investment, and trade balance in real terms for
82 countries. The existence of spending effects of oil price shocks has been documented by
Kilian [2009] for the United States, by Peersman and Van Robays [2009] for the euro area
economies, and by Baumeister et al. [2010b] for industrialized countries broadly. Simi-
larly, the presence of external balance effects of oil has been shown by Kilian et al. [2009]
for oil exporters and importers, and Charnavoki and Dolado [2014] provided evidence for
the existence of spending and external balance effects (among other effects) for a typical
commodity exporter, Canada.3 In this paper, we address a complementary question of
whether there are systematic spending and external balance effects in response to global
shocks that drive international food prices and to what extent these effects differ between
net food exporters and importers. We also compare the magnitudes of these effects to the
effects of energy market–specific shocks on net energy importers and exporters to gauge
the relative importance of food market–specific shocks.
Third, previous studies focused on selected food-importing developing or advanced
countries. In contrast, we examine a rich dataset of domestic output indicators for net
food-importing and food-exporting economies, including both advanced and developing
countries. In order to assess the channels through which global shocks are transmitted,
we focus on heterogeneity among net food importers. In particular, we examine whether
the household consumption response to negative GF shock is larger in absolute terms in
countries where food expenditures represent a larger share of the household consumption
underlying sources of changes in global food prices.
3The external balance effects of oil shocks have also been analyzed theoretically. See, for example, Bo-
denstein et al. [2011] and Backus and Crucini [2000], among others.
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baskets and where food trade deficits as a share of total food trade are larger.
Fourth, a related body of literature focuses on the effects of terms-of-trade shocks on
developing countries by assuming that such shocks are exogenous to small economies.
While earlier studies generally find that terms-of-trade shocks explain a large share of
the variation in output (approximately 30 percent) Kose [2002], Mendoza [1995], more
recent studies find that these shocks account for a much smaller share (about 10 percent)
Aguirre [2011], Lubik and Teo [2005], Schmitt-Grohe and Uribe [2015].4 Our empirical
methodology has the advantage of capturing two sources of exogenous terms-of-trade
shocks originating from energy and food markets, allowing us to shed more light onto
how much of the variation in output is explained by these more exogenous components
of terms-of-trade shocks.
Our findings can be summarized as follows. First, we find that international food
prices are driven by a combination of global shocks rather than by a single shock. In par-
ticular, our results show that GD, GE, and GF shocks account for most of the variation in
international food prices. This result is in line with the findings in the oil price literature.5
Second, our findings reveal that international food price fluctuations have very differ-
ent impacts on domestic output depending on their source. A positive GD shock that
increases global activity and international food prices has an expansionary impact on the
domestic output of net food importers and exporters. On the other hand, a negative GF
4Earlier studies find that terms-of-trade shocks explain approximately 30 percent of the variation in out-
put Kose [2002], Mendoza [1995]. For oil-exporting countries, Spatafora and Warner [1999] find strong
positive effects of terms-of-trade shocks on the components of aggregate demand, consumption, invest-
ment and government expenditures. In contrast, Schmitt-Grohe and Uribe [2015] find that terms-of-trade
shocks explain only 10 percent of the variation in output using an SVAR model, which conflicts with pre-
vious findings that terms-of-trade shocks generally have large and important effects on business cycles in
developing countries. Similarly, Aguirre [2011] finds that terms-of-trade shocks generate a smaller impact
on macroeconomic aggregates in an SVAR model than in a business cycle model. Lubik and Teo [2005] find
that interest rate shocks play a more important role as a source of business cycles compared to terms-of-
trade shocks using a small open economy model.
5Kilian [2009] shows that a combination of shocks related to oil demand and supply drives global oil
prices, and Charnavoki and Dolado [2014] shows that a combination of global shocks drives global com-
modity prices.
65
shock driving a surge in global food prices leads to a contraction in real domestic output
among net food importers. This contraction is mainly explained by a decline in household
consumption, a (relatively small) decline in government consumption, and a deteriora-
tion in the trade balance. By contrast, net food-exporting economies respond to a negative
GF shock with an increase in investment and an improvement in trade balance, resulting
in an expansion of domestic output. Compared to energy-related commodity shocks, the
magnitude of the effect of a negative GF shock corresponds to approximately two-thirds
of the effect of a negative GE shock.
Third, an examination of the heterogeneous effects of GF shocks on net food importers
indicates that the negative effects on household consumption are higher in absolute terms
among countries where food expenditures represent a relatively high share of the house-
hold budget. In addition, we document that these effects are larger for countries that
import a large share of their domestic food supply from abroad.
Finally, our findings are supportive of recent findings in the terms-of-trade literature.
In particular, we find that approximately 8 to 14 percent of the share of the variation
in output explained by the combination of GF shocks and GE shocks.6 These commod-
ity shocks also explain approximately 9 to 12 percent of the variation in investment and
consumption and 14 to 21 percent of the variation in trade balance. Hence, although
commodity-specific shocks explain a sizable portion of the variation in trade balance, the
share of variation in domestic output explained by these shocks is modest.
The remainder of the paper is organized as follows. Section 2.2 presents the empirical
methodology, including descriptions of the data, the estimation strategy, and the identi-
fication schemes for global shocks. Section 2.3 presents the empirical results. In particu-
lar, we report the dynamic responses of global and domestic economies to GF, GE, and
GD shocks, focusing on the channels through which they are transmitted to net food-
6The combination of GE shocks and GF shocks explains 8 percent of the variation in output among net
food importers and net oil importers, 9 percent among net food exporters, and 14 percent among net oil
exporters.
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importing and food-exporting economies. Section 2.4 provides a robustness analysis of
our results, and Section 2.5 concludes.
2.2 EMPIRICAL METHODOLOGY
2.2.1 Data
Our dataset is composed of two sets of variables. First, we use quarterly data from
1977:II to 2014:II for the international variables in the global SVAR model. Appendix A
provides a list of variables, including descriptions, sources, and transformation codes.
The non-stationary variables are stationarized by appropriate transformations (e.g., us-
ing growth rates and/or first differences). Our measure of global economic activity is the
first principle component of eleven series representing real GDP; industrial production;
volume of exports and imports for the world economy, the US, and the following large
groups: OECD members, European Union members, and G7 members; and a global eco-
nomic activity index constructed from dry cargo bulk freight rates by Kilian [2009].7 We
use the real price of crude oil as a measure of real energy prices by deflating the nominal
crude oil price index provided by the IMF (a simple average of the Dated Brent, West
Texas Intermediate, and Dubai Fateh prices) by the Manufacturing Unit Value (MUV)
index provided by the World Bank8 The real price of food is measured by a global food
7In line with Charnavoki and Dolado [2014], we did not include GDP or industrial production data for
individual country series because European countries are overrepresented, which makes the first principle
component very similar to their real activity and, hence, a non-representative measure of world economic
activity. In addition, quarterly GDP and industrial production data for fast-growing emerging markets are
only available after the 1990s. However, the inclusion of world volume of trade allows us to capture the
real activity of these economies.
8We use the real price of crude oil rather than a composite index of real energy prices that includes nat-
ural gas and coal for two reasons. First, oil is by far the most consumed source of energy worldwide; thus,
any energy price index is very highly correlated with oil prices. Second, in the next stage of our analysis,
we are interested in the effects of global shocks on the components of output, and the classification of net
oil exporters and net oil importers is less prone to measurement error than a classification that includes a
variety of traded energy sources. Appendix Figure B4 and Table B4 show that our results are robust to the
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price index reported by the World Bank Global Economic Monitor (GEM) and deflated by
the MUV index. The weights in the (nominal) global food price index is based on 2002-
04 developing countries’ export values, and the category with largest weights is grains,
including rice, wheat, maize, barley, and soybeans.9 Thus, our measure for real price of
food largely reflects the weighted average of staple food commodity prices. Given that
staple food commodities have the largest export shares, they are also the most integrated
global food markets. Our measure of global inflation is the first principle component of
implicit price deflators of GDP and consumer and producer prices for the OECD, Euro-
pean Union, G7 and the US.10
Second, we use annual data from 1980 to 2011 on domestic macroeconomic aggre-
gates to assess the impacts of global shocks on individual countries based on their net
import/export status. The data source is the PWT 8.1. Following standard country se-
lection procedures from the empirical growth literature Hausmann et al. [2005], Mankiw
et al. [1992], we eliminate from our sample (i) all countries with populations of less than 1
million, (ii) all countries with fewer than 30 data points in the PWT, (iii) all countries with
low-quality data (classified as poor data quality category “D” in the PWT 6.1), and (iv)
all countries with designated outlier values in the PWT. These country selection criteria
produce a sample of 82 countries. In Section 4, we examine the robustness of our results
to the inclusion of different country groups in the sample.
We use annual data because international data on national accounts are available only
at an annual frequency for most countries. In line with Kilian et al. [2009], in order to
use of a real energy price index that includes the prices of coal, natural gas, and crude oil.
9The World Bank Global Economic Monitor (GEM) database reports that grains have a total weight of
69%, while other food commodities such as meat, sugar, and oranges have a total weight of 31% in the
global food price index.
10The availability of quarterly data for these series is the main reason for their inclusion, which is in line
with Charnavoki and Dolado [2014]. We take the first difference of these inflation series to eliminate the
disinflationary trend throughout the world as we construct a global inflation factor.
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analyze the transmission of global shocks to individual countries in Section 3.2, we con-
struct measures of annual global shocks by averaging quarterly structural innovations for
each year. Next, we use a distributed lag model to estimate the effects of these annual-
ized global shocks on individual countries’ components of output. The data series we use
from the PWT 8.1 are real GDP, real domestic absorption, real household consumption,
real government consumption, real investment at constant 2005 national prices (in million
2005 US$) and trade balance as a share of GDP (as a percentage).11
Figure 2.1: Net Imports/Exports as a Percentage of GDP, 2010–2013 Average
(a) Oil (b) Food
Notes: The data are from UNCTAD Statistics and the Economist (August 12, 2015). Accessed from
http://www.economist.com/blogs/graphicdetail/2015/08/commodity-dependency on
June 16, 2016.
As Figure 2.1 illustrates, there are large cross-country differences in net exports of oil
and net exports of food (as shares of GDP), with little overlap between them. To account
for these differences in specialization, our analysis focuses on two country classifications.
First, we classify countries based on their food trade account: net food importers or net
11The PWT also provide national income data in PPP terms. However, this might overstate the expansion
or contraction of domestic output, which has a large component of non-tradables. In order for our results
to be comparable with those of other studies, as well as to avoid overestimating the effects of global shocks,
we use data measured at constant 2005 national prices (in million 2005 US$). Appendix A provides a list of
the variables used in the analysis.
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food exporters. A country is classified as a net food importer (exporter) if its average net
food exports are negative (positive) over the 1980–2011 period. We calculate the net food
exports of each country using FAOSTAT data as the difference between the export value of
food and animal products and the import value of food and animal products. Among net
food exporters, we exclude countries that are net exporters of tropical cash crops and net
importers of grains because our index for global food prices is predominantly composed
of grains rather than tropical cash crops. Second, we classify countries based on their oil
trade account: net oil importers or net oil exporters. A country is classified as a net oil
importer (exporter) if its average net fuel exports are negative (positive) over the 1980–
2011 period. Appendix A includes a list of the countries included in each classification.
2.2.2 Empirical Model
In this section, we first provide an overview of our empirical strategy at the global
level by introducing the SVAR model that allows for the identification of the main shocks
driving global food and energy prices. Second, we present the distributed lag model
at the country level that will be used to analyze the transmission of global shocks to
domestic macroeconomic aggregates. Let the SVAR(8) model of 4× 1 vector Yt be written
as follows:
BoYt = B1Yt−1 + · · ·+ BpYt−8 + εt, (2.1)
where Yt contains global economic activity, growth rate of real oil price, growth rate of real
food price, and global inflation; εt = (εD,t, εE,t, εF,t, εS,t)′ ∼ (0, I4) denotes the structural
shocks with the identity covariance matrix, and {Bo, . . . , B8} are the structural coefficient
matrices. The structural parameters and shocks cannot be estimated directly. However, if
we multiply both sides of Equation (2.1) by B−1o , we obtain the reduced-form VAR model:
Yt = A1Yt−1 + · · ·+ ApYt−8 + et, (2.2)
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where et ∼ (0, Σ) denotes the reduced-form errors, and {A1, . . . , A8} are the reduced-
form coefficient matrices, which can be estimated. The most common alternatives to es-
timate reduced-form parameters in (2.2) are Bayesian techniques and least-squares meth-
ods. In this paper, we use least-squares methods to avoid the complications arising from
Bayesian estimations of SVAR models with sign restrictions. Baumeister and Hamilton
[2015] show that in a standard sign-restriction setting, the prior and the number of vari-
ables in the VAR model play crucial role in Bayesian inference on structural parameters.
In particular, asymptotically the height of the posterior for a parameter is simply a con-
stant times the height of the prior, that is, priors implicitly influence the posteriors beyond
the aim of the researcher.
The relation between the structural and reduced-form errors is et = B−1o εt, which im-
plies that Σ = B−1o B−1
′
o . The least-squares estimation provides êt and Σ̂; however, they
are not enough to recover structural parameters, particularly B−1o , without further re-
strictions on the model. One of the most common ways to identify B−1o is to use zero
restrictions, particularly the Cholesky decomposition of Σ̂. In this decomposition, one
needs to assume that B−1o is lower triangular with unit diagonals such that Σ̂ = B̂−1o B̂−1
′
o .
However, in this identification scheme, the ordering of global variables is crucial such
that a variable is not affected on impact by the variables that are placed after itself. An
alternative method, which we pursue in this paper, is to use sign restrictions combined
with zero restrictions, which relies on the signs of the relationships between variables and
shocks Canova and Nicolo [2002], Uhlig [2005]. Sign restriction identification is based on
the fact that there are infinitely many ways to factorize Σ into Σ = B−1o B−1
′
o , but not all
factorizations will comply with the sign restrictions imposed on B−1o . Note that given





o = (B−1o Ξ)(B−1o Ξ)′ = B̃−1o B̃−1
′
o . Hence, the idea of the identification lies is
choosing Ξ such that B̃−1o satisfies the desired sign restrictions. As we explain in the next
section and show in Table 2.1, we also need a zero restriction in the (2, 3) position of
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B−1o , which corresponds to the contemporaneous effect of food shocks on real oil prices.
For the zero restriction, we employ Givens rotation matrices on Ξ, following the steps in
Baumeister and Benati [2013]. Moreover, we have elasticity restrictions imposing certain
bounds on the elements of B̃−1o , as explained in detail in the next section. The identifica-
tion procedure is as follows:
1. Decompose the estimated covariance matrix Σ̂ = B̂−1o B̂−1
′
o by the Cholesky decom-
position.
2. Take the QR decomposition of a random (4× 4) standard normal matrix W. That
is, W ∼ N (0, I4), where I4 is the (4× 4) identity matrix, and W = ΞR with ΞΞ′ =
I4. Define the candidate impact matrix as B̄−1o = B̂−1o Ξ. Note that B̄−1o does not
necessarily satisfy any restrictions yet.
3. In this step, zero restrictions are imposed. First, define the rotation angle ξ =
arctan(B̄−1o (2, 3)/B̄−1o (2, 2)), where arctan represents the inverse tangent function.
Let B̄−1o (i, j) denote the (i, j) element of the candidate contemporaneous effect ma-
trix B̄−1o . Next, generate the Givens rotation matrix:
G =

1 0 0 0
0 cos(ξ) − sin(ξ) 0
0 sin(ξ) cos(ξ) 0
0 0 0 1

4. Define the final candidate matrix as B̃−1o = B̄−1o G, where B̃−1o has a zero in the (2, 3)
position due to the Givens rotation matrix. Finally, if B̃−1o satisfies the required sign
restrictions and its elements are within the elasticity bounds imposed by the re-
searcher, then keep B̃−1o ; otherwise, discard it.
5. Repeat steps 2–4 many times, saving each B̃−1o matrix that satisfies the restrictions
(sign, zero, and elasticity), and record the impulse response functions (IRFs) corre-
sponding to each B̃−1o .
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As a result of the estimation, we have a collection of {B̃−1o (m)}Mm=1 matrices and M-
many IRFs associated with each B̃−1o (m) matrix. In the global analysis, we will plot the
equally tailed 68% credible set of IRFs along with the median IRF, where the median is
taken at each time horizon.
Having estimated reduced-form residuals êt and M-many draws for B−1o matrices, one
can easily compute structural shocks by ε̂t(m) = B̃o(m)êt for every m. Note that for
the mth accepted draw, ε̂t(m) = {ε̂D,t(m), ε̂E,t(m), ε̂F,t(m), ε̂S,t(m)} contains 4 different
structural shocks that are mutually orthogonal. Let Xt denote a stationary macroeconomic
variable of a country. To compute the transmission of a global structural shock—say, the
demand shock—to Xt, we will estimate the following distributed lag model M-many
times:
Xt = αD + βD,0ε̂D,t(m) + · · ·+ βD,3ε̂D,t−3(m) + ut. (2.3)
As a result, we obtain a collection of estimated dynamic multipliers {β̂D(m)}Mm=1, where
β̂D(m) = {β̂D,0(m), . . . , β̂D,3(m)}, which indicates the transmission of a GD shock to an
individual economy’s Xt variable over four periods (the current period and three future
periods). Note that because the structural shocks are orthogonal to each other, it would
not create any bias in estimators to include only one structural shock and omit the other
three shocks when estimating (2.3). The median pass-through effect in the country of in-
terest is simply the median of β̂D(m) over m. To compute the median response of a group
of countries—say, food exporters—we take the median of each food exporter’s median re-
sponse. Finally, we repeat this analysis for 4 different groups of countries (food exporters,
food importers, oil exporters, oil importers), 6 different macroeconomic variables, and
each structural shock.
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2.2.3 Identification of Structural Shocks
We focus on the identification of the four global structural shocks: (i) an unanticipated
change in global demand (a GD shock), εD,t, (ii) an unanticipated change in the global
price of energy (a GE shock), εE,t, (iii) an unanticipated change in the global price of food
(a GF shock), εF,t, and (iv) a shock to global supply that is not related to commodity mar-
kets (a GS shock), εS,t. The second and third shocks aim to capture unexpected changes
in the real prices of energy and food that are orthogonal to the other two innovations.
Shocks can result from unanticipated changes in the supplies of energy and food, as well
as demand shocks that are specific to these markets, such as changes in precautionary
demand for energy or food commodities.
Our benchmark identification scheme relies on sign restrictions and some elasticity
bounds. However, we also use a more traditional recursive ordering to present our re-
sults, which serves as a robustness check. In the next step, we examine the effects of these
global shocks on domestic output and its components for individual countries, assum-
ing that the rest of the world does not instantaneously respond to the domestic economic
conditions in a single country.
Sign Restrictions: In the benchmark identification scheme, we impose sign restrictions
on the IRFs of global variables to global shocks. Our identifying assumption is that IRFs in
the first quarter after a shock have the signs presented in Table 2.1. A GD shock results in
increased global activity, real energy and food prices, and inflation. A negative GE shock
implies a rise in real energy prices, a rise in real food prices due to rising transportation
costs, an increase in inflation and a fall in real activity. A negative GF shock results in
rising real food prices, higher inflation, no contemporaneous effect on real energy prices,
and decreasing real activity. Finally, a positive GS shock is associated with a decline in
inflation, an increase in real activity, and increases in energy and food prices due to falling
inflation.
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Table 2.1: Sign restrictions on impulse response functions
GD Shock, εD,t GE Shock, εE,t GF Shock, εF,t GS Shock, εS,t
Global activity + − − +
Real energy price + + 0 +
Real food price + + + +
Global inflation + + + −
Notes: The table reports the sign restrictions imposed on the impulse response functions in
the SVAR model.
One of the concerns with using sign restrictions in a VAR model is that these restric-
tions do not result in point estimates of the IRFs; they produce a set of IRFs in which the
impulse responses have the specified signs. The set identification implies that there is a
set of impact matrices satisfying the identifying assumptions rather than a unique impact
matrix. This set of impact matrices implies different structural models related to each
matrix, and therefore, the medians or quantiles of the IRFs are associated with different
structural models, which complicates the interpretation of the results. To restrict this set, it
is common to impose plausible elasticity restrictions on the IRFs Charnavoki and Dolado
[2014], Kilian and Murphy [2014]. These extra restrictions reduce the set of admissible
structural models by eliminating counterintuitive or unrealistic responses. In particular,
we impose elasticity restrictions on the oil price elasticity of demand, the food price elas-
ticity of demand, and the food price elasticity of oil prices. For the first two elasticity re-
strictions, we accept draws that satisfy −14% ≤ B−1o (1, 2) < 0 and −3% ≤ B−1o (1, 3) < 0,
which after proper scaling, correspond to reported estimates of the short-run elasticity of
advanced countries’ GDP to real oil prices and real food prices reported in the literature
Galesi and Lombardi [2009], Hamilton [2008].12 For the food price elasticity of oil prices,
12Galesi and Lombardi [2009], using data 33 countries from January 1999 to December 2007, estimated a
global VAR model to examine the responses of domestic inflation and industrial production to GF shocks
and GE shocks. Their results indicate that the short-run elasticity of industrial production with respect to
commodity shocks is small. A one-standard-error shock to global food prices (an approximately 2.7% in-
crease within three months) leads to a 0.2 percent decline in U.S. industrial production within three months.
However, they find that most European countries respond positively to GF shocks. The imprecisely esti-
mated responses with mixed coefficients may result from not taking into account reverse causality from
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we already imposed a zero restriction on a contemporaneous response. In addition, to re-
strict the response of oil to food price shocks with a one-period lag, we impose a bound on
the short-run elasticity of oil that corresponds to approximately±0.1%. One can compare
this number to the demand elasticity of oil prices with one lag, which is approximately
5%.
Recursive identification: We provide an alternative scheme that relies on recursive order-
ing to examine the robustness of the results from the benchmark identification scheme. In
particular, we assume that the impact matrix of the global variables is lower triangular,
as presented in Table 2.2. Global economic activity is ordered first, followed by the real
energy price index, the real food price index, and global inflation. This ordering assumes
that the GS shock does not have contemporaneous effects on global economic activity,
real energy prices, or real food prices, while GE shocks and GF shocks affect global in-
flation on impact, as the latter series contain changes in the prices of these commodities
by definition. We assume that a GE shock has a contemporaneous effect on the real price
of food, as changes in transportation costs affect their real prices on impact, while a GF
shock has no contemporaneous effect on real energy prices, as the cost of food is not a di-
rect input in energy production. Finally, we allow a GD shock to affect all four variables
contemporaneously.
Table 2.2: Recursive identification
GD Shock, εD,t GE Shock, εE,t GF Shock, εF,t GS Shock, εS,t
Global activity x 0 0 0
Real energy price x x 0 0
Real food price x x x 0
Global inflation x x x x
Notes: The table reports the ordering of the recursive identification used in the SVAR model
as a robustness check.
global demand to global food prices. Using data for 1967–1992, Mork et al. [1994] find that a one-percent
increase in oil price generates a decline in GDP of 0.015 percent in the U.S., 0.036 percent in Germany, 0.047
percent in the U.K., and 0.022 percent in Japan.
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2.3 EMPIRICAL RESULTS
In this section, we present the empirical results from our SVAR model. First, we pro-
vide an overview of the time series of the four global variables and show their dynamic
responses to global shocks, relying on the sign and recursive identification schemes de-
scribed in the previous section. Second, using detailed data on the macroeconomic aggre-
gates of individual countries, we present the dynamic effects of global shocks on domestic
output and its components in real terms for different categories of countries based on their
trade composition.
Table 2.3: Forecast Error Variance Decomposition (Sign Restrictions)
GD Shock, εD,t GE Shock, εE,t GF Shock, εF,t GS Shock, εS,t
Global activity 0.75 0.13 0.09 0.03
Real energy price 0.12 0.78 0.06 0.04
Real food price 0.12 0.12 0.71 0.05
Global inflation 0.08 0.19 0.09 0.62
Notes: The table reports the forecast error variance decomposition obtained by the SVAR
using the sign-restricted identification scheme shown in Table 2.1.
Table 2.3 displays the forecast error variance decomposition based on the sign-restricted
identification scheme. The table shows that 96% and 95% of the variation in real prices
of energy and food, respectively, are explained by GD, GE, and GF shocks. As GS shocks
explain a very small percentage of the variation in commodity prices, for brevity, we fo-
cus on the transmission of the other three shocks to individual economies. Finaly, Table
2.4 shows that the FEVD estimates are similar under a recursive identification scheme.
2.3.1 Global Shocks
Figure 2.2 provides plots of the global variables for real activity, real price of energy,
real price of food, and inflation. The global economic activity index captures the key
global business cycles from 1977:II to 2014:II, including the recessionary episodes of the
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Table 2.4: Forecast Error Variance Decomposition (Recursive Identification)
GD Shock, εD,t GE Shock, εE,t GF Shock, εF,t GS Shock, εS,t
Global activity 0.80 0.09 0.07 0.03
Real energy price 0.13 0.75 0.05 0.07
Real food price 0.13 0.11 0.69 0.07
Global inflation 0.07 0.19 0.06 0.68
Notes: The table reports the forecast error variance decomposition obtained by the SVAR
using the recursive identification scheme shown in Table 2.2.
early 1980s, the European exchange rate mechanism crisis of the early 1990s, the East
Asian crisis of 1997–1998, the collapse of the dot-com bubble and the 9/11 attacks of
the early 2000s, and the period from the Great Moderation to the Global Recession of
2007–2009. Real oil prices reflect major developments in the global energy market: the
uncertainty following the Iranian revolution of 1978–1979 and the Iran-Iraq war of the
early 1980s, the decline in prices with the East Asian crisis of 1997–1998, the rising indus-
trialization and urbanization in emerging markets that boosted demand in the 2000s, and
the collapse of prices during the Global Recession. Real food prices capture major supply
shortages in food production, including the droughts in the Midwestern US and Russia
of the early 1980s and mid-1990s, the Midwestern droughts of the late 1980s, the Aus-
tralian droughts of the late 2000s, the Russian droughts and subsequent ban on grain of
2012, and the heatwave that led to the corn production shortfall of 2013. In addition, real
food prices reflect rising demand for food commodities in the run-up to the Global Re-
cession, as well as the collapse of this demand during the Global Recession of 2007–2009.
Finally, the global inflation index reflects the inflationary episodes of the early 1980s, the
relatively low levels of inflation of the 1990s due, in part, to positive productivity shocks,
the rising inflation of the late 2000s as global commodity prices began to trend upward,
and the subsequent deflation of the 2010s as commodity prices began to decline.
Figure 2.3 presents the IRFs of the global variables to one-standard-deviation shocks in
the four global innovations, imposing the benchmark sign and elasticity restrictions (indi-
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Figure 2.2: Evolution of Global Variables in the SVAR Model
Notes: Dark gray shaded areas represent major global recessions, medium gray shaded areas represent
major events in global oil markets, and light gray shaded areas illustrate major events in global food
markets, particularly periods of major crop shortages due to drought.
cated by the shaded area representing the 68 percent error band around the median) and
the recursive identification scheme (indicated by the solid line with the 68 percent confi-
dence interval). The sign restriction and recursive identification schemes provide similar
results. The initial response of a global variable to its own shock corresponds to the esti-
mated standard deviation of that variable. A positive GD shock gives rise to a substantial
increase in global economic activity, increases in real oil and food prices as large as half of
their own standard deviations, and an increase in global inflation, with the largest effect
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taking place within the first two quarters. A negative GE shock pushes up the real price
of oil and global inflation, reduces global economic activity and increases the real price
of food with a secondary effect after half a year. A negative GF shock leads to higher
real food prices, temporarily increases in global inflation, depressed real activity over the
long run by almost one standard deviation (the decline is slightly smaller compared to a
GE shock), and no significant impact on real energy prices. Finally, a positive GS shock
results in an increase in real activity over both the short and long run, reduces inflation
due to productivity improvements, and increases the real prices of energy and food with
no significant long-run effects.
There are two differences between the sign restriction and recursive identification schemes.
First, under the latter, the negative effects of GE shocks and GF shocks on real activity are
delayed for two quarters. The identification scheme with sign restrictions avoids this puz-
zling result, which is also reported in Charnavoki and Dolado [2014] and Kilian [2009],
by imposing a negative response of real activity to GE shocks and GF shocks contem-
poraneously.13 Second, under the recursive identification scheme, the positive effects of
the GS shock on real energy and food prices are delayed, very close to zero, and appear
temporary. By imposing a positive response of the real commodity prices to a positive GS
shock, the sign identification avoids these puzzling results.
13Due to the small elasticity bounds that we impose, the negative response of global activity to GE and
























































































































































































































































































































































































































































































































































Figure 2.4 illustrates the historical decompositions of global economic activity, real
food and energy prices, and global inflation using the sign restriction scheme in Table
2.1. It reflects the extent to which each global shock has contributed to changes in the
global variables during the period of analysis. Both identification schemes yield similar
results, which can be summarized as follows. First, GE and GS shocks account for most
of the changes in the global real activity throughout this period, while GD and GF shocks
seem to have played smaller roles. Second, the volatility of global inflation has to be at-
tributed to a combination of all four shocks, but the contributions of GD and GS shocks
are larger than those of GE and GF shocks. Third, GE shocks contribute to a large portion
of the changes in real energy prices, while GD shocks play a secondary role. Finally, a
large portion of the volatility in real food prices is attributed to GE and GF shocks and, to
a lesser extent, to GD shocks.14
2.3.2 Transmission of Global Shocks to Individual Economies
We use a distributed lag model to analyze the effects of global commodity price shocks
to domestic output and its components for individual countries. In line with Kilian et al.
[2009], because the domestic macro data are recorded annually, we construct measures
of annualized global shocks by averaging the quarterly structural innovations in a given







ε̂ j,t,q(m) for j ∈ {D, E, F},
14The median variance decompositions for the four global variables shown in Tables 2.3 and 2.4 imply
that the commodity-specific shocks – GE and GF shocks – explain most of the fluctuation in real energy and
food prices (78 and 71 percent in the sign-identified model and 75 and 69 percent in the recursive model,
respectively). GD shocks account for 12 percent of real energy and real food prices. Further, GE shocks
explain 12 percent of the variation in real food prices. Finally, GS shocks explain the smallest amount of
variation in commodity prices: 4 percent in the case of real energy prices and 5 percent in the case of real
food prices.
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where ε̂ j,t,q(m) refers to the estimated jth structural shock in the quarter q of the year t.
Moreover, m = 1, . . . , M denotes the accepted mth draw for the sign-restriction identi-
fication procedure (for the details, refer to Section 2.2). We treat these shocks as prede-
termined with respect to the domestic economies. We are interested in estimating the
responses of domestic macroeconomic aggregates to annualized global shocks. For this
purpose, we use a distributed lag model, with an impulse response horizon of 3 years15
in the following pass-through equation:
Xt = αj + β j,0η̂j,t(m) + · · ·+ β j,3η̂j,t−3(m) + ut, (2.4)
where Xt is a stationary country-specific macro variable, η̂j,t(m) is the jth structural shock
for j ∈ {D, E, F}, and β j,i(m) is the dynamic multiplier for shock j lag i = 0, . . . , 3. As a
result, for the pass-through of the mth global shock, we estimate M-many dynamic mul-
tipliers for 4 different horizons. The median pass-through is computed by taking the
median of the collection of the estimated dynamic multipliers {β̂ j,0(m), . . . , β̂ j,3(m)}Mm=1
over m, denoted as β̂j. Hence, a country-specific median impulse response β̂j is obtained.
In order to compute the response of a group of countries—say, food exporters—we take
the median of each food-exporting country’s β̂j, and refer to the resulting median impulse
response as “the response of food exporters to global shock j”. Note that we estimate re-
gression (2.4) separately for each j, that is, for each GD, GE, and GF shock. Our approach
relies on the assumption that these structural shocks are mutually uncorrelated. Since
the structural shocks ε j,t in the SVAR model are martingale difference sequences and are
mutually uncorrelated for each j, their annualized counterparts will also be mutually un-
correlated. Hence, including only one shock and omitting others will not create bias in
15Impulse responses at longer horizons are potentially of interest given that demand for commodities
may adjust slowly to surges in prices. However, this is not feasible given the short span of the time series




2.3.2.1 Transmission of Global Shocks: Net Food Importers and Exporters
Figure 2.5 displays the responses of domestic output and its components to a GF shock
that increases global real food prices by one standard deviation (4.07%) on impact in Panel
(a) and a GD shock that increases global economic activity by one standard deviation
(0.32%) on impact in Panel (b). The plotted impulse responses are point-by-point medians
of the impulse responses for net food exporters (indicated by dark solid lines) and for net
food importers (indicated by gray dashed lines). For net food-importing countries, Panel
(a) shows that a negative GF shock of one standard deviation generating an on-impact
decline of 0.36% in domestic output in real terms, on average, is driven by declines in
the trade balance (0.34%) and in domestic absorption (0.17%). The latter is explained
by a strong and steady decline in household consumption (0.48%) and a much smaller
decline in government consumption (0.07%), as one would expect given that higher food
prices function are stronger constraints on household budgets. In year 2, the decline in
household consumption peaks, and investment expenditures begin to fall in response
to the continuing deterioration of domestic consumption. As food commodities are not
major inputs into production, a negative GF shock has a negative impact on investment
following a contraction in domestic demand.
We find opposite and shorter-lived effects of a GF shock on domestic output among net
food-exporting economies. Panel (a) in Figure 2.5 indicates that a negative GF shock has a
positive effect on trade balance on impact, resulting in higher domestic output and higher
domestic absorption that peak in year 1. The increase in domestic absorption is mainly
explained by a strong increase in investment on impact, which continues to increase in
year 1. Household consumption and government consumption begin to increase in year
1, responding to the strong rise in investment expenditures. Government expenditures
continue to rise in year 2, reflecting the increase in government revenue from windfall
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(b) Global Demand Shock
Notes: The figure displays the median impulse responses to a global food shock in Panel (a) and a global
demand shock in Panel (b) by net food exporters (in solid lines) and net food importers (in dashed lines).
All variables are measured at constant 2005 national prices (in million 2005 US$). The trade balance is
presented as a share of GDP, and all other variables are presented as growth rates.
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revenues in the export sector. Overall, a rise in global food prices generated by a negative
GF shock is transmitted to net food exporters through the trade channel, which strongly
stimulates investment activity. This results in lagged expansion of household and govern-
ment consumption. The positive effect on domestic output peaks in year 1, subsequently
fading away. The contrast with net food importers is interesting in that among coun-
tries that import food, the higher food prices generated by a negative GF shock result
in the contraction of household expenditures, particularly in countries in which food ex-
penditures represent larger shares of household budgets. When combined with a trade
deficit, the result is a contraction in domestic output. Hence, while the primary channels
of transmission for food-importing countries are the consumption and trade channels, for
food-exporting countries, they are the trade and investment channels.16
By contrast, Panel (b) of Figure 2.5 shows that a positive GD shock has an expansion-
ary impact on the domestic output of both net food importers and net food exporters.
Both groups experience increases in trade balances in response to higher global economic
activity and international trade. This has large positive impacts on domestic output and
domestic absorption, which are largely driven by a strong increase in investment expen-
ditures and a rise in household consumption. For both groups, government consumption
declines on impact, which might reflect countercyclical fiscal policy. This countercycli-
cal stance persists for the rest of the period among food-importing countries, while it is
reversed among food-exporting countries. The positive effect on domestic output in re-
sponse to a positive GD shock peaks in year 1; it declines thereafter, although it remains
positive throughout.
16We examine the robustness of these results in Section 4. The results are robust to the use of alternative
restrictions in identification, alternative measures of global factors, and different country samples.
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2.3.2.2 Transmission of Global Shocks: Net Oil Importers and Exporters
Figure 2.6 displays the effects of a negative GE shock and a positive GD shock on the
different aggregate demand components of net oil-importing and oil-exporting economies.
First, Panel (a) illustrates that a negative GE shock produces a contractionary effect on net
oil importers with a one year lag, while it generates an immediate expansionary effect on
net oil exporters that peaks in year 1. Among net oil importers, the negative GE shock
has a negative and protracted effect on trade balances on impact and lagged negative
effects on investment and household consumption that peaks in year 2. Government
consumption responds positively to a rise in global energy prices resulting from a nega-
tive GE shock, which results from the fuel subsidies that many governments implement
to reduce the contractionary effects of such shocks. However, this rise in government
spending does not prevent the eventual decline in domestic output. This leads to a large
negative effect on final domestic demand and domestic output in year 2. A GE shock of
one standard deviation (corresponding to a 9.3% increase in global oil prices in real terms)
generates a 0.56% decline in domestic output among net oil-importing economies in year
2. This is mainly explained by a decrease in investment expenditures of 2.89%, followed
by a decrease in the trade balance of approximately 0.11% and a decline in household
consumption of 0.55%. On the other hand, net oil-exporting economies experience a sub-
stantial improvement in their trade balance in response to a positive GE shock. The boost
in net export earnings increases household consumption and government spending on
impact, which remain high in year 1, and sharply increases investment in year 1. Hence,
on average, governments spend windfall revenues from taxes in the export sector instead
of implementing countercyclical fiscal policies. The total impact on domestic output is an
immediate 0.37% increase, which remains high in year 1 and fades away thereafter.
By contrast, Panel (b) of Figure 2.6 illustrates that a positive GD shock generates simi-
lar effects on the aggregate demand components of net oil importers and net oil exporters.
The increases in global economic activity and international trade driven by a positive GD
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shock improve the trade balances of both groups of countries, although the timing dif-
fers slightly. For oil importers, the effect is immediate and fades away in year 2; for oil
exporters, it takes place in year 1 and remains positive in year 3. As a result, a posi-
tive GD shock has a strong expansionary impact on domestic output and final domestic
demand, peaking in year 1. The expansion in the latter is mainly due to rising house-
hold consumption and investment for both groups of countries. A positive GD shock
has a positive impact on the government expenditures of net oil exporters, while it has
a roughly null effect on the government expenditures of net oil importers. The latter is
likely an outcome of countercyclical fiscal policy among some net oil exporters.
Our results on the effects of global shocks on oil importers/exporters are similar to
those documented in the literature. Kilian [2009], Peersman and Van Robays [2009], and
Baumeister et al. [2010b] find that the effects on the United States, the euro area econ-
omy, and industrialized countries vary substantially depending on the source of oil price
fluctuations. Exogenous shocks to the supply of crude oil lead to a permanent fall in
economic activity in net oil-importing economies, while they generate expansion in net
oil exporters. On the other hand, positive GD shocks that also lead to a rise in global oil
prices generate output expansion in both oil importers and oil exporters. Finally, these
studies find that oil-specific demand shocks lead to a temporary decline in output in both
groups of economies. In our framework, negative GE shocks capture the combined ef-
fect of oil supply shocks and oil-specific demand shocks in a reduced-form specification.
Given that the effects of oil-specific demand shocks tend to be temporary, the negative
GE shocks generally reflect oil supply shocks over time.
When we compare the results from this section to those from the previous section, we
find that the peak effects of a (one-standard-deviation) negative GE shock on domestic
output are roughly one and a half times as large as those of a (one-standard-deviation)
negative GF shock for importing countries. While the former leads to a contraction in
output of approximately 0.56% among net oil importers, the latter generates a contraction
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(b) Global Demand Shock
Notes: The figure displays the median impulse responses to a global energy shock in Panel (a) and a global
demand shock in Panel (b) by net oil exporters (in solid lines) and net oil importers (in dashed lines). All
variables are measured at constant 2005 national prices (in million 2005 US$). The trade balance is presented
as a share of GDP, and all other variables are presented as growth rates.
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of approximately 0.36% among net food importers. Given that both shocks generate large
declines in household consumption that are proportional to the fall in output observed
among importing economies, these shocks have a large bearing on consumer welfare.
To determine which countries suffer more from adverse GF shocks, in the next section,
we compare household consumption effects based on the shares of food expenditures in
household budgets and the food trade balance of net food-importing countries.
2.3.2.3 Heterogeneity among Net Food Importers by Share of Food Expenditures in
Household Budgets and Net Food Trade Balance
We would expect the effects of a negative GF shock on household consumption to be
larger in food-importing countries whose typical consumers spend relatively high shares
of their household budgets on food. Figure 2.7 provides a scatter plot of the initial re-
sponse of household consumption to a negative GF shock and the share of food expendi-
tures in the household budget. We observe that countries with larger shares of household
food expenditures have stronger responses, in absolute terms, to negative GF shock. For
example, in low-income countries, such as Benin, Mali, and Nepal, where consumers
spend close to one-half of their income on food, the response of household consumption
to GF shocks is rather large. On the other hand, the high-income countries concentrated
in the upper left-hand side of the graph have relatively small responses to GF shocks, on
average. Middle-income countries are located in the middle range. Thus, the share of
the average household budget spent on food is an important channel through which GF
shocks affect aggregate demand.
Another channel through which the effects of GF shocks are transmitted is the extent to
which countries import food from the rest of the world. If a country consumes mostly do-
mestically produced food commodities, an increase in global food prices generated by a
GF shock would have no impact on its domestic demand. Figure 2.8 shows that countries
with higher food trade deficits as a share of their total food trade have stronger negative
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Figure 2.7: Initial Response of Household Consumption in Net Food Importers to Global
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Notes: The figure displays a scatter plot of the share of food expenditures in the average household bud-
get of net food importing countries and the estimated initial response of household consumption in these
countries to global food shocks. The line is a linear fit to the scatter plot. Identification by sign restrictions
is used.
initial responses to GF shocks. This relationship also explains the existence of some of the
outliers in Figure 2.7. For example, consumers in South Korea spend a relatively small
share of their household budgets on food, but its net food deficit is over 70% of total food
trade, resulting in a relatively large initial response of household consumption to a GF
shock. Another example is Albania, which has a mid-range food share of approximately
26% but a net food deficit of over 80% of total food trade, resulting in a large response
of household consumption to a GF shock. Hence, countries that produce a relatively
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large proportion of their food are better able to insulate themselves from the effects of GF
shocks.
Figure 2.8: Initial Response of Household Consumption in Net Food Importers to Global
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Notes: The figure displays a scatter plot of the food trade deficit as a share of total food trade of net food
importing countries and the estimated initial response of household consumption in these countries to
global food shocks. The line is a linear fit to the scatter plot. Identification by sign restrictions is used.
2.3.2.4 Variance Decomposition of Output and Household Consumption
One common way to assess the importance of a global shock to domestic output fluc-
tuations is to examine the share of the variance of macroeconomic aggregates explained
by the shock. Table 2.5 presents the fractions of domestic output and its components ex-
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plained by global shocks. The first three columns report the variation explained by each
shock and its three-period lags, as in Equation (3). The last column reports the variation
explained by GE shocks and GF shocks combined, as well as their one-period lags. The
latter represent the variation explained by external commodity shocks, which roughly
corresponds to the estimated variation explained by terms-of-trade shocks in the litera-
ture. The estimates in Panel (b) show that, on average, these shocks explain 10 to 17 per-
cent of the variation in output, depending on the country grouping. Several interesting
insights emerge from the table. First, GF shocks explain a larger portion of the variance in
output for net food exporters (17%) than for net food importers (10%). This results from
the larger variations in investment and government consumption that are explained by
GF shocks for net food-exporting economies. Specifically, GF shocks explain 11% (9%) of
the variation in investment and 14% (10%) of the variation in government consumption
for net food exporters (importers). Although a larger fraction of variation in trade bal-
ance is explained by GF shocks for net food importers (8% compared to 13% for net food
exporters), this difference does not dominate the former difference in variation. Finally,
Panel (c) shows that an equal fraction of the variation of household consumption (13%) is
explained by GF shocks for both net food importers and exporters.
We also find that GE shocks explain more variation in output for net oil importers
(15%) compared to net oil exporters (13%). This difference is due to the higher fractions
of trade balance, household consumption, and investment explained by GE shocks for
net oil importers than for net oil exporters. The differences in household consumption
and investment on one hand and in government consumption on the other seem to offset
each other, leaving the variation in domestic absorption explained by GE shocks the same.
Hence, the difference seems to be explained by the higher portion of the trade balance that
is explained by GE shocks for net oil importers than for exporters.
Finally, the combination of GE and GF shocks reported in column (4) of Table 2.5 indi-
cates that commodity-specific shocks combined explain 8% of the variation in output for
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Table 2.5: Share of Variance of Domestic Output and its Components Explained by Global Shocks
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.10 0.17 0.08 0.14
Food Importers 0.14 0.27 0.13 0.21
Oil Exporters 0.09 0.19 0.14 0.14
Oil Importers 0.13 0.21 0.09 0.20
(b) Output
Food Exporters 0.15 0.14 0.17 0.09
Food Importers 0.15 0.15 0.10 0.08
Oil Exporters 0.14 0.13 0.13 0.14
Oil Importers 0.16 0.15 0.12 0.08
(c) Domestic Absorption
Food Exporters 0.17 0.15 0.13 0.09
Food Importers 0.17 0.16 0.08 0.09
Oil Exporters 0.15 0.15 0.09 0.16
Oil Importers 0.17 0.15 0.13 0.09
(d) Household Consumption
Food Exporters 0.14 0.14 0.13 0.10
Food Importers 0.12 0.14 0.13 0.10
Oil Exporters 0.16 0.13 0.11 0.12
Oil Importers 0.12 0.15 0.14 0.11
(e) Government Consumption
Food Exporters 0.13 0.12 0.14 0.12
Food Importers 0.11 0.13 0.10 0.11
Oil Exporters 0.09 0.13 0.09 0.11
Oil Importers 0.12 0.12 0.13 0.12
(f) Investment
Food Exporters 0.19 0.12 0.11 0.10
Food Importers 0.14 0.17 0.09 0.11
Oil Exporters 0.13 0.11 0.09 0.12
Oil Importers 0.16 0.16 0.12 0.10
Notes: The table reports the median of the R2 values obtained from the estimation of Equation (3) for countries listed in each group. GD shock represents global demand
shocks, GE shock represents global energy shocks, and GF shock represents global food shocks, each of which is identified using the sign-restricted identification scheme
in Table 2.1. The first three columns report the R2 values using each global shock and its three period lags as in Equation (3). * denotes the R2 values using the global
energy and food shocks and their one-period lags jointly in the regression. As we explain in Section 3.2.4, this specification corresponds to the regressions used in the
literature on terms-of-trade shocks.
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net food importers and net oil importers, 9% for net food exporters, and 14% for net oil
exporters. These combined shocks also explain 9 to 12% of the variation in components
of domestic demand and 14 to 21% of the variation in trade balance. Thus, although
commodity-specific shocks explain a sizable portion of the variation in trade balance,
the effects on domestic aggregate demand and final output are rather modest. This evi-
dence is in line with recent findings documented by Schmitt-Grohe and Uribe [2015] that
terms-of-trade shocks explain approximately 10% of variation in output among develop-
ing countries. If we restrict our sample to developing countries, our results for the median
do not significantly change, as we include a large number of developing countries in our
sample.17
2.3.2.5 Historical Decomposition of Output for Net Food Importers and Exporters
Figure 2.9 decomposes the median output of net food importers on the left-hand side
(a) and that of net food exporters on the right-hand side (b) to examine the driving forces
of large fluctuations in output among these economies. Actual denotes the median out-
put growth rate, whereas the estimated effect denotes the median of the estimated output
growth in a regression with a single global shock. It shows that a large portion of out-
put expansion from 2003 to 2007 was driven by GD shocks for both groups. However,
negative GF shocks that increased global food prices led to contractions of output among
net food importers between 2005 and 2007, while they contributed to expansions of out-
put among net food exporters during the same period. GF shocks appear to have had
smaller and temporary effects on output during the 1980s for both groups, and negative
GD shocks in the early 1980s explain a large portion of the contraction in output observed
in these countries. On the other hand, positive GF shocks around 1997 decreased global
food prices after the end of large-scale droughts led to reduced output among net food
17We investigate the robustness of these results in Section 4. The results are robust to using alternative
restrictions in identification, alternative measures of global factors, and different country samples.
96
exporters, while the opposite effects can be observed for net food importers.



































(b) Net Food Exporters
Notes: This figure decomposes the combined effects on the GDP of net food importers in Panel (a) and the
GDP of net food exporters in Panel (b) of global demand shocks and global food shocks. Each plot shows
the estimated effect of one of the two shocks (solid lines) and the demeaned actual data (dashed lines).
2.4 ROBUSTNESS ANALYSIS
In this section, we provide a robustness analysis of our results. Our analysis focuses on
four main robustness checks: (i) alternative identification methods, including the use of
the recursive identification scheme in the domestic-level analysis and removing or relax-
ing the bounds restrictions in the sign-identified SVAR model; (ii) alternative measures
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of global factors, including the replacement of the crude oil price index with a composite
energy price index and the replacement of the global economic activity factor with Kil-
ian’s index of global economic activity; and (iii) alternative country samples. We present
the results of the domestic IRFs and variance decomposition in Appendix B.
2.4.1 Alternative Identification Methods
We test whether our results are sensitive to two sets of changes in identification. First,
we conduct a robustness analysis using recursive identification. We presented the robust-
ness of our results to recursive identification in the global SVAR model. We now pro-
vide a robustness check of our main results in the domestic-level analysis by examining
whether the transmission of GF and GD shocks to domestic economies vary and deter-
mining how much of the variation in domestic output is explained if we use a recursive
identification. Figure B1 presents the median IRFs for net food exporters (darker solid red
line) and net food importers (lighter dashed red line) using recursive identification. The
black/gray lines represent our baseline results for sign identification. The effects of GF
shocks estimated by recursive identification are very similar to those estimated by sign
restrictions. The effects of GD shocks are also similar, but recursive identification esti-
mates slightly larger effects on domestic output in response to GD shocks. This could be
because recursive identification leaves out some of the contemporaneous feedback effects
from other global variables to global economic activity. Moreover, Table B1 presents the
share of variance of components of domestic output explained by global shocks using
recursive identification. Similar patterns to Table 2.5 are evident. Individual GD, GE, and
GF shocks explain 10 to 19 percent of the variation in domestic output. GF shocks explain
a larger fraction of the variation in output for net food exporters than for importers, and
GE shocks explain a larger fraction of the variation in output for net oil importers than for
exporters. One difference we note is that with recursive identification, the combination of
GE and GF shocks explains a larger fraction of the variation in output (15 to 25 percent)
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compared to the sign-identification results presented in Table 2.5 (8 to 14 percent). This is
largely due to the larger response of household consumption in net food-exporting and
net oil-exporting economies under the recursive identification.
Second, another concern with identification could be that the bounds restrictions that
we impose on the elasticity of output with respect to commodity shocks may be too re-
strictive. In order to check the sensitivity of our results to bounds restrictions, Figure
B2 and Table B2 present the results of removing the bounds restrictions completely, and
Figure B3 and Table B3 present the results of relaxing the bounds restrictions. In the com-
pletely unbounded specification, the estimated effects of GD shocks on output are slightly
higher, while those of GF shocks on output are slightly weaker for net food exporters but
stronger for net food importers. In the less restricted specification, similar patterns are
evident, but the differences in estimates are much smaller, as expected. These shocks
explain similar fractions of output as the baseline specification.
2.4.2 Alternative Measures of Global Factors
We now examine the sensitivity of the results to the use of alternative measures of
global variables by considering two versions of the model. First, we replace the real
crude oil price with the real energy price index. The data for the nominal energy price
index comes from the World Bank GEM Commodities database, which is composed of
the prices of crude oil, coal, and natural gas weighted by their average export values over
the 2002–2004 period. We deflate this nominal energy price index by the MUV index to
construct a real energy price index. Not surprisingly, this index is highly correlated (98%)
with the real crude oil price index used in our baseline estimates, as crude oil represents
the highest export share of the global energy market. Thus, as Figure 2.3 shows, the
estimates for the responses of domestic output components are very similar to those in
the baseline results in Figure 2.5. The baseline results are generally more conservative
compared to the results obtained from the real energy price index. Table B4 also shows
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that the variation in output explained by GE shocks declines slightly from 13–15 percent
to 12 percent, and a larger fraction of output is explained by GD shocks (16–17 percent vs.
14–16 percent).
Second, we examine a version of the model that replaces our global economic activ-
ity factor with the Kilian [2009] global economic activity index. The latter index is con-
structed from dry cargo bulk freight rates. As a price-based index, its correlation with the
global economic activity factor based on output and trade indicators is rather low. It also
appears to be non-stationary; therefore, we use its growth rate to estimate its impact on
domestic output indicators. Figure B5 shows that with Kilian’s activity index, the effects
of GF shocks on the domestic output of net food exporters are slightly more positive than
the baseline. Those for net food importers are slightly more negative initially, but they
recover more quickly after the initial impact. On the other hand, the effects of GD shocks
appear muted, and Table B5 indicates that GD shocks explain a smaller share of the vari-
ation in output (11–12 percent) when this index is used compared to the baseline (14–16
percent).
2.4.3 Country Sample
Finally, we investigate the sensitivity of our estimates to changing the country sample
used in the analysis. First, we examine the inclusion of countries with populations of less
than one million in our sample.18 Figure B6 indicates that the absolute magnitudes of the
effects of GF shocks on domestic output are slightly smaller; however, the directions of
the impacts remain the same. The responses to GD shocks are, on average, the same for
domestic output. Table B6 shows that individual global shocks account for similar shares
18The countries with populations of less than one million are Antigua and Barbuda, Bahamas, Bahrain,
Barbados, Belize, Bermuda, Bhutan, Botswana, Brunei Darussalam, Comoros, Costa Rica, Cyprus, Dji-
bouti, Dominica, Equatorial Guinea, Fiji, Gabon, Gambia, Grenada, Guinea-Bissau, Iceland, Jordan, Kuwait,
Lesotho, Luxembourg, Macao, Maldives, Malta, Mauritania, Mauritius, Montenegro, Namibia, Oman,
Panama, Qatar, Saint Kitts and Nevis, Saint Lucia, Sao Tome and Principe, St. Vincent and the Grenadines,
Suriname, Swaziland, and Trinidad and Tobago.
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of the variation in domestic output, ranging from 12 to 16 percent (compared to 10–17
percent in the baseline model).
Second, we test the sensitivity of our results to the inclusion of countries with fewer
than 30 data points in our sample.19 Figure B7 shows that the effects of GF shocks on
domestic output are almost identical, while the effects of GD shocks are slightly larger
when these countries are added to the sample. Table B7 indicates that GF shocks account
for a smaller fraction of the changes in output (9–12 percent) compared to the baseline
(10–17 percent), while GE shocks account for a larger fraction (15–20 percent compared to
the baseline of 13–15 percent). This different could be due to the inclusion of transitional
economies that are more sensitive to energy shocks than to food shocks.
Third, we examine whether the results are robust to the inclusion of countries with
poor data quality, which we initially excluded.20 The PWT 6.1 classifies the quality of
the data for these countries as “D” category. As none of these countries is a net food
exporter, our baseline results for net food exporters remain the same (a black solid line is
superimposed on a red solid line). As illustrated in Figure B8, the inclusion of countries
with unreliable data in the sample weakens the evidence of the negative effects of GF
shocks on domestic output. The effects of GD shocks, on the other hand, appear larger
when these countries are included. Table B8 shows that the share of variation in output
explained by these shocks remain very similar (and identical in some categories) when
these countries are included in the sample.
19The countries with fewer than 30 data points are Armenia, Azerbaijan, Belarus, Bosnia and Herze-
govina, Croatia, Czech Republic, Estonia, Georgia, Kazakhstan, Kyrgyzstan, Latvia, Lithuania, Macedonia,
Montenegro, Moldova, Russia, Serbia, Slovakia, Slovenia, Tajikistan, Turkmenistan, Ukraine, Uzbekistan,
and Yemen.
20The countries with poor data quality are Angola, Algeria, Belarus, Bhutan, Cambodia, Cape Verde, Cen-
tral African Republic, Chad, Comoros, Congo, Cuba, Cyprus, Czechoslovakia, Djibouti, Equatorial Guinea,
Eritrea, Guinea-Bissau, Guyana, Haiti, Iraq, Laos, Lesotho, Liberia, Malta, Mongolia, Mozambique, Myan-
mar, Namibia, Niger, Papua New Guinea, Puerto Rico, Sao Tome and Principe, Saudi Arabia, Seychelles,
Somalia, Sudan, Suriname, Taiwan, Tajikistan, Togo, Turkmenistan, Uganda, United Arab Emirates, Uzbek-
istan, and Yemen.
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Finally, we include countries with outlier values that were identified by the PWT 8.1
to test the sensitivity of our results.21 As none of these countries is a net food exporter,
the results for this category do not change. For net food importers, the estimated effects
of both GD and GF shocks remain almost identical, as Figure B9 shows. Table B9 also
indicates that global shocks account for almost identical shares of domestic output.
2.5 CONCLUSION
In this paper, we have provided the most comprehensive analysis to date of the effects
of GF shocks on domestic output and its components at business cycle frequencies, fo-
cusing on net food exporters and importers. Using a sign-restricted SVAR model and rich
data on the output components of 82 countries, we quantify the dynamic responses of do-
mestic output, domestic absorption, household consumption, government consumption,
investment, and trade balance to global structural shocks that drive real food prices. We
then illustrate how these effects compare to the effects of the same shocks that drive real
oil prices.
Our benchmark identification scheme using sign restrictions produces results that are
in line with previous findings in the literature: the sources of global shocks driving inter-
national food prices have important effects on macroeconomic aggregates (e.g., Charna-
voki and Dolado [2014] and Kilian [2009]). Specifically, we examine GD, GE, GF, and GS
shocks. The first three shocks account for most of the changes in international food prices.
Our findings indicate that negative GF shocks have contractionary effects on the domestic
output of net food importers, which are transmitted through deteriorating trade balances
and declining consumption. We document opposing and shorter-lived effects for net food
exporters. By contrast, positive GD shocks that also increase real food prices stimulate
21The countries with outlier values are Bermuda, Brunei Darussalam, Burundi, El Salvador, Guinea-
Bissau, Mozambique, and Zimbabwe.
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domestic output among both groups of countries. Hence, the sources of shocks driving
global food prices are crucial to evaluating their domestic effects. The magnitudes of the
effects we estimate in response to GF shocks are roughly two-thirds of the magnitudes of
the effects estimated in response to GE shocks. Among countries that are net importers
of food, the adverse effects of negative GF shocks on household consumption are larger
for countries with relatively high shares of household food expenditures and high food
trade deficits. Finally, we find that the share of the variation in output explained by the
combination of GF and GE shocks is modest (about 8 to 14 percent), which is similar to
recent findings in the terms-of-trade literature. Although commodity-specific shocks ex-
plain a sizable portion of the variation in trade balance, a large portion of the variation in
domestic output remains unexplained by such shocks.
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Chapter 3




In this paper, we propose a threshold factor-augmented vector autoregression model
as a method to interpret factors. The threshold structure induces factor loadings onto zero
when factors fall below the estimated threshold level. The survival rate of factor loadings
reveals the relationship between factors and macroeconomic variables. With this method,
we attempt to distinguish the economic meanings of the estimated factors.
Data availability has evolved rapidly in recent years. However, using such large data
sets introduce a challenge by bringing model specification and estimation problems along.
Researchers might simply want to use big information sets to make use of all the rele-
vant information available. To overcome the difficulty of using many indicators, vector
autoregressions (VARs) are designed to include more than one evolving variable, as a
generalization of autoregression models. VARs have been acknowledged as a means of
identifying the direction and the magnitude of monetary shocks since the time they were
proposed by Bernanke and Blinder [1992] and Sims [1992].
Despite VARs’ common use, relatively small number of macroeconomic variables in
VARs cannot capture all the necessary information and might cause omitted variable bias.
Another point worth noting in VARs is the selection of the variables. There are generally
different measures of the same series, e.g. output, inflation or unemployment. Even for
the same country these series can differ but each might include some information that
others do not. Unfortunately, VAR results heavily depend on the choice of these series.
Furthermore, impulse response analysis is limited by the series added to the system and
adding more variables to VARs creates degrees of freedom issues.
Employing factor models, as in Bai and Ng [2002], Stock and Watson [2002] and Bai
[2003] among many others both in theoretical and empirical work, can deal with these
seemingly adverse issues. Factor models beneficially adapt large information sets to the
analysis by providing a convenient tool to reduce dimensions and to extract information.
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True specifications of the models that researchers are interested in have been success-
fully accomplished thanks to factor models. As factors are latent variables capturing the
common fluctuations in the data, one can imagine the set of factors as the summary of
the information in that particular data set. Therefore, the curse of dimensionality can be
avoided in factor-augmented models.
Due to the nature of factor models, macroeconomic shocks cannot be traced back to
the variables in factor models, i.e. factor models alone cannot explain the effects of, e.g.
monetary policy, shocks on all macroeconomic variables. Therefore, Bernanke et al. [2005]
combine factor models with VARs to be able to use both large information sets and explain
the effects of monetary shocks on various indicators. This new factor augmented VAR
(FAVAR) model, can be used to incorporate vast data sets in empirical exercises and to
observe impulse response functions of all variables.
Despite their convenient features, economic meanings of factors have been a black
box. Belviso and Milani [2006] acknowledge the interpretability problem and propose the
Structural FAVAR (SFAVAR) model. Their SFAVAR model divides the large information
set into subgroups of particular economic activities. Only one factor is extracted from
each category. Thereby this factor is simply associated with the corresponding group.
Certainly others have attempted to interpret factors by using different approaches, e.g.
Del Negro and Otrok [2008], Ludvigson and Ng [2009a,b], Bork [2009].
We extend Nakajima and West [2013b]’s threshold factor model and propose a latent
threshold FAVAR model to shed light on the interpretability of factors. Our adaptation
is based on the following idea: the factors to be extracted from the data may not be rele-
vant for some time periods. Therefore, some of the loadings are induced to zero for the
particular time periods unless they are above a threshold level which is endogenously es-
timated. This strategy implicitly allows us to detect the factor loadings that are frequently
or rarely shut down for specific macroeconomic variables.
Overall, we ask the following question: what if a factor loading is shut down partic-
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ularly for one or more groups of macroeconomic variables throughout time and only a
few (preferably one) of the factors are related to particular variables? We explore the an-
swers to this question by observing the frequency surviving factor loadings. Our strategy
clarifies the interpretation of the factors by approaching these questions from a different
angle compared to Belviso and Milani [2006]’s SFAVAR approach. Our approach does not
require a pre-specification of the data set and any subgroups within it. Moreover, the data
driven shrinkage clearly defines a more sparse model.
The proposed method may seem similar to the time varying parameter FAVAR (TVP-
FAVAR) where the factor loadings and some other parameters are allowed to differ over
time as in Korobilis [2009], Liu et al. [2011], Baumeister et al. [2010a] and Eickmeier et al.
[2011a,b] among numerous others. In the time varying parameter models, the point when
the loadings become sufficiently small and, hence, irrelevant is not easily identifiable
since we do not have a strict measure of the threshold under which the factors become re-
dundant. The factor loadings in this paper are also time varying in a broader perspective.
However our approach concentrates more on a specific time varying loadings scheme
to interpret the factors. The threshold structure enables us to observe this measure and
induce the loadings to zero for irrelevant factors on associated time periods.
Estimating the model with Bayesian techniques, we use a US data set constructed by
quarterly macroeconomic indicators running from 1964:Q1 to 2013:Q1. The first set of our
results presents the survival rates which we observe through the frequency of shut downs
in factor loadings. The factors are mainly assigned to one group of macroeconomic indica-
tors such as unemployment, inflation/finance or real activity. The second set of findings
depicts the impulse response functions. The responses of factors to monetary contraction
are generally as expected. Impulse response functions of factors against shocks to factors
and of individual variables against interest rate shock are in line with economic theory
suggests.
The paper proceeds as follows. Section 3.2 introduces our model and summarizes the
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Bayesian estimation along with the identification restrictions. Section 3.3 gives the de-
tails of the data set. Section 3.4 presents the results for number of the factors to be used
and elaborates on interpretation of the factors. Section 3.5 provides details of impulse
response functions. Section 3.6 concludes and presents the future work. All other rele-
vant information, including the details of the Bayesian estimation, the impulse response
functions which are not discussed throughout the main sections, different identification
restrictions and the data description are given in Appendix.
3.2 THE MODEL
The model used in this paper comprises a VAR system along with a factor model. Let
Xt be a N× 1 vector of observed macroeconomic series. These series form an information
set in factor analysis. We seek to observe the impact of the observable policy variable,
m× 1 vector Yt, on the large data set of economic activity, Xt. Hence, monetary economists
frequently take Yt as Federal Funds Rate (FFR), as in this paper, but in practice this is not
a restriction. We can also have several (policy) variables in Yt. The unobserved variables
are factors ft, k × 1 vector, and the time varying factor loading matrix Λt of dimension
N × k.
The model has 3 main equations: a state equation where ft and Yt follow a VAR(q)
process, a measurement equation which illustrates how the large data set Xt is related
to the latent factors ft and the policy variables Yt, and lastly the autoregressive process
for the latent threshold factor loadings. Typical FAVAR model has first two parts. The
threshold part is borrowed from Nakajima and West [2013a,b].
Assume the joint process of the factors and the policy variable can be represented in






+ εt, for t = 1, . . . , T, (3.1)
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where εt ∼ N (0, Σ) and Φ(L) = Φ1L + Φ2L2 + · · ·+ ΦqLq is a lag polynomial of order q
with each Φj is K × K matrix for j = 1, . . . , q satisfying stationarity requirements, where
K = k + m.
The state equation cannot be estimated by itself since the factors are unobservable. A
small number of factors, k << N, are extracted from the data as the representatives of
the common fluctuations and used in the state equation to interact with Yt. Therefore we
need the following measurement equation,
Xt = ct + Λt ft + γYt + et, for t = 1, . . . , T, (3.2)
where et is N× 1 vector of idiosyncratic components such that et ∼ N (0, Ωt) where Ωt is
N × N diagonal time varying covariance matrix and E(et | Ft, Yt) = 0 with E(ejt, elt) = 0
for all j, l = 1, . . . , N and j 6= l. We assume that the diagonal elements of matrix Ωt follow
a stochastic volatility process, that is, Ωt = diag{eh1,t , . . . , ehN,t} is in the form of
ht = µh + αh(ht−1 − µh) + vht
with vht ∼ N (0, Vh) where αh and Vh are N×N diagonal matrices and ht = (h1,t, . . . , hN,t)′.
The time varying intercept follows a stationary autoregressive process
ct = µc + αc(ct−1 − µc) + vct
with vct ∼ N (0, Vc) where both αc and Vc are N× N diagonal matrices. The time varying
intercept and variance help us capturing the changes in the data over time, especially
when the time varying parameters tend to create unstable results, e.g. as in the Great
Moderation or Great Recession period.
Factors are representatives of the variations in the data. However their relevance might
depend on the particular time periods and therefore change over time. Hence, the factor
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loadings in our model are not left unrestricted but instead represented by a threshold
structure. Intuitively, the idea is to examine the relative importance of the factors in each
time period. This specific representation enables us to observe if factor loadings are below
a threshold and therefore should be induced to zero for the associated time periods.
To exploit the above insight, we stack all the non-zero elements in the loadings matrix
Λt.1 Let us denote each non-zero element of Λt as λjt. Then the threshold structure on
the factor loadings is,
λjt = β jt1(|β jt| ≥ δj), for j = 1, . . . , p,
where p = (N− k+ 1)k is the number of the non-zero loadings, 1(·) denotes the indicator
function, δj ≥ 0 is the latent threshold for j = 1, . . . , p and it is to be estimated. The latent
time varying parameter vector βt = (β1t, . . . , βpt) follows a stationary VAR(1) model
βt = µβ + αβ(βt−1 − µβ) + vβt, (3.3)
where vβt ∼ N (0, Vβ), µβ is p× 1, αβ and Vβ are both p× p diagonal matrices. The AR
coefficient of β jt satisfies the stationarity of AR(1) processes for each factor loading, i.e.
|αβj| < 1. Suffice it to say, we assume that the errors of different equations are jointly nor-
mal and independent. That is, (et, εt, vβt, vct, vht)′ ∼ N (0, diag(Ωt, Σ, Vβ, Vc, Vh)), where
diag(·) creates a block diagonal matrix. Moreover, all of the covariance matrices except
Σ are diagonal. Appendix C1 provides details on the priors and the posteriors of the
parameters.
This threshold factor model has some advantages over continuous time-varying load-
ing models and Markov switching (MS) loading models. In continuous time-varying
loadings framework, the (time-varying) importance of a factor can be inferred through
1The zero elements are due to the identification restrictions, which are explained in Section 3.2.2.
110
the magnitude of the loading over time. However, there is no scale which indicates how
small λjt should be so that the factor is considered irrelevant/redundant. Hence, when a
factor becomes important is very subjective. In our threshold model, on the other hand,
the threshold is estimated. Therefore the data determine when a factor should be included
in the analysis. In an MS setup, one can have two (or a finite number of) regimes for the
loadings: significant and insignificant regimes. Both MS and the threshold model behave
similarly when a loading is shut-down to 0. However, for the time periods when a factor
is significant, the threshold model allows continuous loadings which ensures a better fit
than MS loading models.
3.2.1 Bayesian Estimation
The estimation of the parameters and latent processes of the factor model relies mostly
on the results of Nakajima and West [2013b]. We employ the Markov chain Monte Carlo
(MCMC) method to estimate the joint distribution of the unobserved variables. The full
posterior density conditional on the data is p(Ψ0:T, δ, θ, γ, Φ, Σ|X(1:N,1:T), Y(1:m,1:T)) where
Ψ0:T = {c0:T, β0:T, f1:T, h0:T} are the latent time-varying processes, δ = {δ1, . . . , δp} are the
latent thresholds for each non-zero element of the loading matrix, θ = {θc, θh, θβ} where
θg = {µg, αg, σ2g} for g ∈ {c, h, β}, γ is N×m matrix of measurement equation parameter,
Φ and Σ are the VAR parameters, and {X(1:N,1:T), Y(1:m,1:T)} is the data Xit and Yjt for
i = 1, . . . , N, j = 1, . . . , m and t = 1, . . . , T.
The estimation of c0:T and f1:T can be performed by forward filtering backward sam-
pling algorithm conditional on the hyperparameters, the time-varying volatility and the
data. In this paper we use Carter and Kohn (1994) algorithm which draws the time series
of the latent process in a state space representation. The volatility process h0:T is sampled
by standard MCMC techniques developed for univariate stochastic volatility models con-
ditional on the measurement equation parameters and the data. The parameters θc and θh
are sampled easily after conditioning on c0:T and h0:T, respectively, as in simple univariate
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AR(1) models.
We use Metropolis–Hasting algorithm to draw δ, β0:T, θβ. The estimation of these pa-
rameters is deeply analyzed in Nakajima and West [2013a]. The candidate for β is drawn
from a distribution as if there is no threshold. The draws for θβ are required to be com-
patible with the threshold parameters because the prior and the posterior of δ depends
on θβ.
We perform 25000 iterations and discarded the first 20000 draws as burn-in period.
Convergence of most of the parameters is achieved. Estimation details are given in the
Appendix C1.2, but for further details readers should refer Nakajima and West [2013a,b].
3.2.2 Identification Restrictions for Factors
As widely covered in the literature, the estimation of the true factors cannot be achieved.
Instead only the space spanned by the factors can be estimated. Moreover, unless we
apply some restrictions, we cannot identify the factors and loadings separately, see Bai
[2003]. In other words, for any given factor f and loadings Λ the following observational
equivalence holds: Λ f = ΛRR−1 f = Λ̃ f̃ for invertible k× k matrix R, i.e., same results
can be achieved by two different sets of factors and factor loadings. Thus we need to fix
the rotation of the factors, namely fixing the matrix R, by putting k2 restrictions.
In Principal Component Analysis, a statistical method to extract factors from data sets,
the most common restrictions are to assume f f ′/T being identity matrix (k(k + 1)/2
restrictions) and ΛΛ′ being diagonal (k(k − 1)/2 restrictions). However different re-
strictions have been adopted by both dynamic factor and FAVAR models. For instance
Bernanke et al. (2005) and numerous others following their work restrict the top k × k
block of Λ to be identity. Some of the dynamic factor model papers such as Aguilar and
West [2000] and Nakajima and West [2013b] restrict the top k× k block of Λ to be lower
triangular with unit diagonals which leads k(k + 1)/2 restrictions. Additionally they re-
strict the covariance matrix of the factors, Σ to be diagonal which brings along k(k− 1)/2
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more restrictions.
We believe that restricting the covariance matrix of the factors by forcing for unit di-
agonals and hence imposing zero correlation between factors is a very strong restriction.
The impulse response functions are generated through the covariance matrix. Thus, such
restrictions are indeed undesirable. Furthermore, we would like to keep the factor load-
ings as free as possible since the interpretation of the factors are based on the loadings.
In this paper, we impose diagonality on the lower k× k block of Λ and set the diago-
nals of the top k× k block of Σ to be one. Restricting the bottom part of the factor loadings
has some intuitive grounds. The ordering of our data set allows us to assume that each of
the last k variables is only explained by one factor.2 Moreover, setting the variances of the
unobserved factors, the corresponding diagonal elements of Σ, as 1 is just a normaliza-
tion. Leaving off–diagonal elements of the covariance matrix of the factors unrestricted
indicates that correlation among factors is allowed, e.g. the correlation between so called
‘inflation factor’ and ‘interest rate factor’ is left unrestricted in our analysis. Restrictions
on both covariance matrix, k, and the factor loadings, k2 − k, provide us the number of
restrictions, k2, we need for identification.
3.3 THE DATA
Factor models entail large information sets. Our data consist of 158 US macroeconomic
aggregates and are inspired by Stock and Watson [2005] (SW) data set. The original SW
data set and its modified versions have been used by numerous papers, such as Belviso
and Milani [2006] and Ludvigson and Ng [2009a,b]. In the latter, the authors touch upon
the interpretation of factors and 131 monthly series in their data cover the time span of
January 1964 - December 2007. We update and extend the SW data set. Although the
2The corresponding variables in the data set are the credit variables. They are labelled as variables 151
to 157 in Appendix C4.
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original SW data set is monthly, we prefer to work with a quarterly data set for compu-
tational ease. Hence the resulting data set is from 1964:Q1 to 2013:Q1.3 The number of
lags in the VAR(q) is taken to be 4 throughout the analysis. Yet, the model yields similar
results under different choice of lags.
We do not require any ex ante categorization of the data. However, we can benefit
from looking at it in detail and also reporting the results in accordance with the different
classes of variables. The data subgroups and the corresponding number of variables are
shown in Table 3.1 below. The data set for factor extraction includes 157 variables. The
last variable, Federal Funds Rate is used as the policy variable thus it is not included in
the data set from which we extract the factors.
Table 3.1: Subgroups in the Data Set










Federal Funds Rate (FFR) 1
Note: Appendix explains which series form these cate-
gories.
The analysis requires all series to be stationary. This is ensured by taking differences or
logarithms of the series and in some cases both. Adding more series into the data and the
longer time span require different transformation codes than SW’s. The resulting codes
are presented in the data description.
3Appendix C4 presents the full data description including the data sources. Most of the series are taken
from St. Louis Fed Economic Research database (henceforth FRED) unless otherwise indicated.
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3.4 RESULTS
We employ a Bayesian framework to extract the factors and estimate the hyperparam-
eters. To do so first requires the exact number of factors in the data to be determined. The
next step is to analyze the factor loadings over time to assign an economic meaning to the
factors.
3.4.1 Number of Factors
All factor related models require an initial step of determining the number of factors.
There are statistical ways to seek the optimal number. Among all, the most frequently
used is the information criteria for static factors proposed by Bai and Ng [2002]. The
crucial point in determining the optimal number is to realise that different time spans
might offer different number of factors. Table 3.2 shows the results of a naive inspection
on this matter.
Table 3.2: Number of Factors for Different Time Spans
Time Range Number of Factors
1964Q1 - 2000Q4 6
1964Q1 - 2001Q1 7
1964Q1 - 2007Q4 7
1964Q1 - 2008Q1 8
1964Q1 - 2013Q1 8
The table presents how many factors are suggested by the information criteria for the
corresponding time span of the data set. The data until the end of 2000 suggest six factors.
However adding just the first quarter of 2001 into the time span changes the suggested
number of factors to seven. This change is not because of a sudden appearance of an
actual meaningful factor. Instead, probably, there are nonlinearities caused by abrupt
changes in the data set, such as the dot-com bubble in the beginning of 2001 for this
particular case. The same can be observed again by adding the first quarter of 2008 into
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the data span, in this case due to the Great Recession. Hence, caution should be taken
before treating these factors as latent variables although they survive the information
criteria.
The Bai and Ng [2002] information criteria suggest that there are 8 factors in our data
for the whole time span. The FAVAR model of Stock and Watson [2005] use 7 factors, only
some of which are later shown to accurately construct the forecast error decomposition
for individual series. Analogously, Ludvigson and Ng [2009a,b] used SW data set and
extracted 8 factors as suggested by the information criteria. We, similar to Stock and
Watson (2005), use 7 factors in this paper. The results of the subsequent sections show that
only 5 to 6 factors are assigned economic meanings.4 This also supports the fact that the
immediate appearance of the additional factors is artificial. The remaining ‘unmeaningful’
factors are generally shut down.
3.4.2 Interpreting the Factors
Given that the factor loadings are shut down for so-called irrelevant time periods, we
can observe the remaining (non-zero) loadings. This enables us to relate the factors and
variables to particular data groups. If a factor’s loadings are rarely induced to zero only
for a specific group of macro variables, we link that factor to the corresponding data
group. The interpretation of factors depends on the ‘survival rate’ of the process β jt. The
survival rate aims to show how frequently the factor loadings are above the estimated
threshold, i.e., not shut down to zero, and therefore the corresponding factors are relevant.
We take this ratio by averaging both over simulations and time periods. Mathematically,
survival rate of the jth loading is 1/(TS)∑t,s 1(λ
(s)
jt 6= 0) where S is the number of simula-
tions after burn-in period and λ(s)jt is the s
th iteration of MCMC estimate of λjt. This is one
of the ways of interpreting factors, which we pursue in this paper. Another would be to
4The same analysis was also repeated for 8 factors but there were no considerable changes in the results.
Similarly, only 5 to 6 factors are found meaningful.
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obtain a time-varying survival rate by averaging only over the simulations and checking
the time series of loadings but interpreting the factors would be comparably harder in
this case.
We introduce the subgroups of the data in Section 3.3 even though we treat the data
as a whole for the MCMC. We ultimately intend to attach the factors to these different
subgroups. Table 3.3 demonstrates the survival rates of all seven factors for each of these
subgroups.5 6
The bold numbers emphasize the highest survival rates of the corresponding factors.
For the production variables, for instance, the first factor is not shut down 63% of the
time. Over time and simulations, this signifies that the first factor is above the estimated
threshold with 63% probability. The fourth factor has by far the highest survival rate,
78%, among others for production. One factor might be related to other categories of
the data as well, e.g. the fourth factor is also influential on housing variables with 85%
survival rate. Production and housing are two highly related economic indicators hence
the fourth factor can be processed as the real activity factor and is now called as ‘Real’ as
an abbreviation.
Following the above mentioned analogy, we mark the first factor as employment fac-
tor, ‘Emp’. In our framework, we should be careful about interpreting what a factor is
truly capturing. The (un)employment partition of the data includes variables for both
unemployment and employment. Can we know for sure whether the employment fac-
tor is really an employment factor or rather an unemployment factor? Visual inspection
5The rows of the table indicate the average the survival rates of the top 60% of the factor loadings for the
corresponding factors. Frankly, this is just an adaptation for the ease of interpretability. The selection of the
top percentile does not change the results but makes the interpretation more straightforward.
6Survival rates are aggregated over simulations and time. Therefore they are subject to the estimation
uncertainty. We check the changes in survival rates over time, after a large number of simulations. The
variance of the change is almost negligible. Therefore, estimation uncertainty in determining the survival
rates does not change the interpretation of the factors.
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Table 3.3: Survival Rates of the Factor Loadings
f1 f2 f3 f4 f5 f6 f7
Emp InfFn — Real Expc — IntR
Production 0.63 0.32 0.40 0.78 0.36 0.56 0.58
(Un)employment 0.85 0.21 0.16 0.42 0.64 0.09 0.37
Housing 0.47 0.17 0.13 0.85 0.10 0.11 0.55
Interest Rate 0.12 0.04 0.09 0.44 0.18 0.06 0.51
Inflation 0.33 0.67 0.31 0.25 0.27 0.36 0.52
Finance 0.38 0.57 0.09 0.33 0.12 0.27 0.43
Money 0.22 0.22 0.21 0.29 0.18 0.37 0.36
Expectations 0.59 0.22 0.05 0.29 0.75 0.25 0.38
helps us to determine the actual interpretation of this factor.7 We can simply check the
correlations of every single variable with the employment factor.
The positive correlations accumulated in Figure 3.1 correspond to the unemployment
variables. Other variables in this same data category exhibit negative relationships with
the first factor. Moreover, most of the variables (such as production, housing, expecta-
tions) are negatively correlated with this factor. Therefore, this factor can safely be iden-
tified as the unemployment factor.8
The second factor loads on inflation and financial variables. We cannot distinctly name
this factor due to the difficulty of differentiating the effects of inflation and financial vari-
ables, hence it is indicated as ‘InfFn’.9 The third factor is the most insignificant factor
among all. This also supports the idea that some factors might be generated artificially
due to capturing the nonlinearity in the data. Hence, this factor does not carry any essen-
tial information and can be left without a specific interpretation.
7To identify the nature of this factor we can also put some sign restrictions on factor loadings at the
beginning of the analysis. We do not pursue this here.
8When we observe the impulse response functions of the factors after an unemployment shock in the
following sections, this notion also becomes more clear.
9An anonymous referee addressed that the variables that belong to the inflation and financial subgroups
in the data can be considered as ‘price’ series and therefore this factor can be called ‘prices’. We leave the
decision to the reader.
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Figure 3.1: The correlation between the variables and the first factor
























Correlations of the First Factor and the Variables by Subgroups
Notes: The chart shows the correlation between each variable in the data set, grouped in subcategories,
with the first factor.
The fifth factor clearly explains the expectation variables hence is indicated as ‘Expc’.
Expectation measures are highly related to other subgroups in the data. Stock and Watson
[2005] included these indexes into the corresponding subgroups. For instance the ISM
Production Index in our expectation data group is included in the real activity variables
in SW data set. Nevertheless, we are able to find a strongly distinctive factor associated
with the expectation variables. The existence of this factor should not be ignored in our
case.
Money related variables have not been assigned to a particular factor with confidence.
Even though the most significant factor for these variables is factor 6, it might not be a
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conclusive result thereby it brings this factor into question. The last factor very distinc-
tively loads on interest rate and real economy variables. It is not surprising that one factor
affects more than one group as in the case of the second factor. Yet, we call the last factor
as the interest rate factor.
The restrictions imposed to the model fix the rotation of the factors, i.e., we choose ba-
sis functions for the space spanned by the factors. Papers which forcefully assign meaning
to the factors (for instance, by extracting a factor from a subgroup) might end up having
factors more than the dimension of the true factor space. Therefore, we believe that some
of these extracted factors are either orthogonal to the true factor space or a linear combi-
nation of the true factors. According to our results here and those of similar papers’, we
infer that there are only five to six factors in this data set.10
We can easily compare the relative perfomance of our approach with PCA approach. In
Figure 3.2, we plot three of our factors with their PCA counterparties, which are extracted
from the associated data subgroups. These subgroups rely on the interpretation in Table
3.3.11 We also overlap the charts with the most representative series of each economic
activity.12
The unemployment factor, in the top panel of Figure 3.2, closely tracks the PCA factor
and the unemployment rate. Note that the unemployment factor is estimated from the
whole data set whereas its PCA counterparty is extracted only from the relevant data cat-
egory. Similarly, the relative performances of both real activity factor and the expectations
10Appendix C3 provides details on the results when we impose different identification restrictions.
Whichever different identification schemes we use for the estimation, we could not find any factor that
explains credit variables even if credit variables are not imposed any restrictions in other specifications.
11Namely, given that our first factor is identified as unemployment factor, we extract a factor from the
(un)employment series 21 to 47, detailed in Appendix C4. For the real activity factor, we use variables from
1 to 20 and 48 to 60 to extract the first principal component. The principal component of the expectations
series is extracted from the variables 140 to 146. Charts presenting the other factors are available upon
request.
12All series are demeaned and standardized prior to the PCA.
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Figure 3.2: Threshold FAVAR factors vs PCA factors
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factor show that the interpretation of the factors is successfully achieved.
3.5 IMPULSE RESPONSE ANALYSIS
This section presents the impulse response functions of the factors and some selected
variables to particular shocks. We adopt Cholesky decomposition for identification.13
Figure 3.3 reports the responses of the factors to a 1 unit shock to FFR implying contrac-
tionary monetary shock. The last of the eight plots in each figure presents response of
13Attached meanings on the factors might enable us to impose different and maybe more accurate VAR
identification restrictions as in Appendix C3. Cholesky decomposition is represented here just for compu-
tational advantages.
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FFR itself. The confidence bands correspond to the 68% confidence bands.14
Figure 3.3: The responses of the factors and FFR to a 1 unit shock to FFR
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
The contractionary monetary policy shock has a relatively positive impact on unem-
ployment factor, consistent with what economic theory suggests. Immediate response of
the financial variables causes inflation and financial market factor to respond with a small
downward tendency although the overall effect is short-lived.
The monetary shock has almost no effect on the third factor. This supports the fact
that this factor cannot be interpreted though the survival rates in Section 3.4.2. An ad-
verse monetary shock causes a drop in the real economy factor. Expectations factor has a
14The results which are not displayed in this section or in Appendix are available upon request.
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small upward adjustment first but then its response becomes negative, consistent with the
deteriorating expectations following monetary contraction. The money factor responds
positively and stays significant until the effect slowly fades. The corresponding data se-
ries in the data include reserve aggregates. Therefore observing an increase in the money
factor as a response to a contractionary monetary shock is intuitive. Lastly, interest rate
factor has an upward tendency in general which is a natural response after a monetary
contraction.
It is worthwhile to discuss the responses of the factors to the shocks on other factors.
This is one of the crucial conveniences of FAVAR models. We illustrate this by concen-
trating on the impulse response functions of the factors and the FFR when there is an
one unit adverse shock to unemployment factor. The resulting responses are displayed in
Figure C6. A sudden jump in unemployment decreases inflation and finance factor over
time. The responses of real activity and expectations factors support an expected fall in
these activities as a response to an unemployment shock. Moreover, the money factor and
FFR are also negatively affected by this shock whereas the response of interest rate has an
upward move in the first quarters.
Another advantage of FAVAR models is that we can observe the impulse response
functions of individual variables. This provides a more intensive check on the model
specification. Hence we analyze the responses of various macroeconomic measures against
a one unit contractionary monetary shock.15 We have a selection of different types of vari-
ables chosen from the subgroups of the data. The ordering of these variables on the data
set are given next to the variable names on Figure 3.5.
There are a couple noteworthy findings. First, a contractionary monetary shock causes
a fall in industrial production and capacity utilization. Second, both the employment
15Our methodology carries similar features to the time varying parameter models. Note that we estimate
the model with the full sample. The resulting impulse response functions shown here are mapped into the
individual variables at a given time, i.e. with the estimated factor loadings at the end of the estimation
period.
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Figure 3.4: The responses of the factors and FFR to a 1 unit shock to unemployment factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
and the housing measures have a downward adjustment. Third, 3-month Treasury Bill
interest which closely tracks FFR increases, as similar to the findings of Bernanke et al.
[2005]. Lastly, dividend yields first exhibit an upward move however they drop over
time along with the loans.
As first identified by Sims [1992], the VAR literature suffers from a phenomenon so
called price puzzle. In theory, monetary tightening should decrease the prices. However,
prices are commonly estimated to respond to monetary tightening with an increase in
VARs. One of the novelties of FAVAR models is to eliminate price puzzle by making use
of large data sets. In our model, CPI reacts slightly positively at the first quarter but the
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Figure 3.5: The responses of the variables to a 1 unit shock to FFR
11-IP Durable 20-Capacity Util 40-Employment 59-Housing
62-TBill 92-CPI 107-SP Div Yield 109-SP PE Ratio
132-Credit-Reserves 147-Comm and Ind Loans
Notes: The confidence bands correspond to the 68% confidence bands.
response becomes negative afterwards. Therefore we can infer that this model eliminates
the price puzzle while this response might seem insignificant.
3.6 CONCLUDING REMARKS
The recent literature has focused on the techniques to efficiently use large information
sets. Combining Vector Autoregressions with factor models is a relatively recent but very
fruitful method in this regard. However, factor augmented VAR models are not designed
to interpret the extracted factors. In this paper, we attempt to designate an economic
meaning to the factors through a latent threshold FAVAR model.
We apply a Bayesian approach to extract the factors, interpret them according to the
survival rates of their factor loadings, and employ a VAR analysis to observe impulse
response functions of the various measures. Empirical evidence suggests that we are able
to relate most of the factors to certain subcategories of the data. Although Bai and Ng
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[2002] information criteria suggests the use of eight factors for our data set, we are able to
find five to six meaningful factors, e.g. real activity factor, unemployment factor.
There are couple areas that might benefit from this approach. The potential implemen-
tation of the model, among many others, is twofold. First, it can be used on the stress
testing front by performing structural analysis. Recently, central banks have heavily in-
vested on their stress testing framework alongside stress test scenarios published every
year. The Federal Reserve, for instance, published its 2015 severe adverse scenario where
the unemployment increases by 4 percentage points, real GDP is 4.5% lower than its level
in the third quarter of 2014 and CPI reaches 4.3%, see Board of Governers of the Federal
Reserve System [2015]. The Bank of England, see Bank of England [2016], published a tail
risk scenario in which UK CRE prices fall by 42%. The level of UK GDP falls by 4.3% over
the first year followed by a 4.5 percentage point rise in unemployment. Calibrating these
numbers is only the one side of the coin. The other is the need to investigate where shocks
originate. From a macroeconomic perspective, the effects of two shocks that come from
different sources should have different impacts on the scale of the economy. For instance,
a real GDP fall originating from a financial sector shock should have different impacts
on the economy, both qualitatively and quantitatively, and different transmission mech-
anism than a same size fall in real GDP driven by a shock arising from unemployment or
the housing market. Calibrating the variations in macroeconomic indicators under stress
should account for where shocks arise from even if they eventually lead to a same size
change. Our approach can identify initial shocks by using interpretable factors which
carry information on specific sectors of the economy and help gauge the ultimate num-
bers to be used in stress scenarios.
Second, this method can be easily extended to perform small open economy analysis.
The first possible implication of this extension is to exploit the effects of a monetary con-
traction/expansion in a large open economy to a small open economy. Especially recently,
this channel attracts more attention due to the uncertainty that might arise in small open
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economies, such as Canada, United Kingdom, as a response to a change in the US interest
rate. With the proposed method, we have a tool to investigate the transmission of the
monetary policy from one country to another by also capturing the features of different
sectors in each country. Similarly, we can explore the interconnectedness of two coun-
tries’ financial sectors and/or housing sectors etc. We can easily study the propagation
mechanism of, for example, a financial shock to the US economy on other countries along
with the magnitude, duration and persistence of this particular shock.
The paper is open to some extensions. We seek to obtain the results under different
restrictions, such as different structural VAR restrictions. They might lead to better im-
pulse responses. Looking for the best factor identification restrictions might yield the most
meaningful factors. Forecasting of particular macroeconomic series can be performed by
using the proposed model. A noteworthy extension is to repeat this exercise with dif-
ferent data sets. More micro-oriented series, such as consumption-saving measures and
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A Appendix for Chapter 1
A1 TECHNICAL APPENDIX















log f (yit, yi,t+j|xi; θ)
log f (yit, yi,t+j|xi; θ) = 100 logP00 + · · · 111 logP11
P00 ≡ P
(


















yit = 1, yi,t+j = 1|xi; θ
)
= 1−Φ(mi,t(θ))−Φ(mi,t+j(θ)) + P00
A1.1 The Proof of Theorem 1
Lemma 1. E
[
supθ∈Θ|log f (yit, yi,t+j|xi; θ)|
]
< ∞
Proof of Lemma 1. First, I find an upper bound for |log f (yit, yi,t+j|xi; θ)| in terms of bivari-
ate probabilities. Next, I will show that each of the log bivariate probabilities are bounded
by the same term. To keep the notation short, I will suppress the parameters and the data
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dependencies in the probabilities whenever explicit dependency is not needed. For ex-
ample,Pkl will denoteP
(
yit = k, yi,t+j = l | xi; θ
)
for {k, l} ∈ {0, 1}. Similarly, 1kl denotes
1(yit = k, yi,t+j = l).
∣∣log f (yit, yi,t+j|xi; θ)∣∣ = ∣∣100 logP00 + 110 logP10 + 101 logP01 + 111 logP11∣∣
≤
∣∣logP00∣∣+ · · ·+ ∣∣logP11∣∣
Let’s begin analyzing the probability log P00 by using the mean value expansion. For a θ̄
between θ and 0,

















Let’s focus on the last norm. Using the equation (A2.1) in the section A2, which provides








































We need to find upperbounds for the terms in the absolute value. The idea of these up-
perbounds can be understood when one considers the special case of no autocorrelation,
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i.e., when ρ = 0. Hence, if r = ρj = 0, then the ratios in (A1.1) become
φ (mi,t)Φ(mi,t+j)
Φ(mi,t)Φ(mi,t+j)
≤ c(1 + |mi,t|) and
φ (mi,t)φ(mi,t+j)
Φ(mi,t)Φ(mi,t+j)
≤ c(1 + max{m2i,t, m2i,t+j})
A non-zero autocorrelation does not change the limiting behavior of these ratios. The
details are given in the subsection A2.2, in particular in the equations (A2.11) and (A2.13).
∥∥∥∥∥ ∂∂θP00P00
∥∥∥∥∥ ≤ c‖m′i,t‖ (1 + max{|mi,t|, |mi,t+j|})
+ c‖m′i,t+j‖
(






1 + max{m2i,t, m2i,t+j}
)
The same upperbounds are found for other probabilities. For instance, consider the first













≤ c(1 + |mi,t|)
Thus, the limiting behavior of the ratios involving normal pdf and cdf’s is common for
each probability. Therefore, if we combine all four bivariate probabilities and the as-
sociated upperbpunds, we obtain an upper bound for the log likelihood in terms of m
and its derivative m′. Without loss of generality, let’s assume that |mi,t+j| ≤ |mi,t| and
‖m′i,t+j‖ ≤ ‖m′i,t‖.
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∣∣log f (yit, yi,t+j|xi; θ)∣∣ ≤ ∣∣logP00∣∣+ · · ·+ ∣∣logP11∣∣
≤ 1 + ‖θ‖
(∥∥∥∥∥ ∂∂θP00(θ̄)P00(θ̄)




≤ 1 + c‖θ‖
(

















∣∣logP00(θ)∣∣+ · · ·+ ∣∣logP11(θ)∣∣
]



































































































where 1 > ρ̄ is an upperbound for ρ. The details for each upperbound regarding |mi,t|,
‖m′i,t‖ and m2it can be found in A2.3. It follows that E
[
supθ∈Θ | log f (yit, yi,t+j|xi; θ)|
]
< ∞
provided that E(xixi′) is nonsingular, which implies E‖xi‖2 < ∞.
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Lemma 2. θ 6= θ0 implies f (yit, yi,t+j|xi; θ) 6= f (yit, yi,t+j|xi; θ0).
Proof of Lemma 2. I already showed that E[log f (yit, yi,t+j|xi; θ0)] ≥ E[log f (yit, yi,t+j|xi; θ)]
for all θ ∈ Θ. This lemma shows that θ0 is the unique maximizer. It is easier to work with
univariate case as opposed to bivariate probabilities. Remember that


















where β̃ = −
√
1− ρ2β. This transformation is one-to-one. Thus, identifying (ρ, β̃) is the
same as identifying (ρ, β). Let’s denote xi,0:t = (x′i0, . . . , x
′
it)
′ and rt(θ) = (ρtβ′, . . . , ρβ′, β′)′,
which are both ((t + 1)K× 1) dimensional vectors. Note that B′t(θ)xi,0:t = ∑tk=0 ρkβ′xi,t−k.
θ 6= θo =⇒ Bt(θ) 6= Bt(θ0)










=⇒ P(yit = 0|xi; θ) 6= P(yit = 0|xi; θ0) with positive probability
=⇒ f (yit, yi,t+j|xi; θ) 6= f (yit, yi,t+j|xi; θ0) with positive probability
We need the positive definiteness of E[xi,0:tx′i,0:t] for each t. Hence, the required condition
for identification is E[xixi′] > 0. If the parameters are identified in the univariate model,
then they will also be identified in the bivariate model since using more information will
only help the identification in estimation.
An alternative way for identification in the bivariate case would be using an approach
that is commonly used in average derivative estimation techniques (see, for instance, Stoker
[1986]). Assume that there is at least one continuous regressor, and let the first regressor,
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Thus, taking their ratio would isolate ρ. After identifying ρ, we can proceed to identify β
in a similar way as in the univarite case.
β 6= βo
=⇒ Bt(ρ, β) 6= Bt(ρ, β0) for all t














=⇒ P(yit = 0|xi; ρ, β) 6= P(yit = 0|xi; ρ, β0) with positive probability
=⇒ f (yit, yi,t+j|xi; ρ, β) 6= f (yit, yi,t+j|xi; ρ, β0) with positive probability
The third step needs some explanation since for constants (a, b, ā, b̄) such that a > ā and
b < b̄ one can still have Φ2(a, b|r) = Φ2(ā, b̄|r). But, this is not the case with probability
one as long as xit is a well-behaving random variable with a full support. Consider a sim-
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ple case where β 6= βo but Φ2(β′xio, β′xi1 + ρβ′xio|ρ) = Φ2(β′oxio, β′oxi1 + ρβ′oxio|ρ). The
equality holds if β′xio > β′oxio and β′xi1 + ρβ′xio < β′oxi1 + ρβ′oxio (note that the inequali-
ties between arguments can flip without loss of generality.) Moreover, for given β, βo, and
xio; xi1 is determined uniquely since Φ2 is strictly increasing in its both arguments. Hence,
any other xi1 that can be picked with a positive probability will render β = βo, thus, will
provide the identification. The assumption E[xixi′] > 0 ensures that we can pick another
xi1 with a positive probability. Since E[log f (yit, yi,t+j|xi; θ0)] ≥ E[log f (yit, yi,t+j|xi; θ)] is
already shown, we can conclude that E[log f (yit, yi,t+j|xi; θ0)] > E[log f (yit, yi,t+j|xi; θ)]
for all θ ∈ Θ. Hence, E[`i(θ0)] > E[`i(θ)] for all θ ∈ Θ.
Lemma 1 and Lemma 2 constitute the consistency proof for θ̂.
A1.2 The Proof of Theorem 2
In this section, I analyze the asymptotic distribution of θ̂. In particular, I will prove that
√














































∂ log f (yit, yi,t+j|xi; θ)
∂θ
)′]
Note that since composite likelihood does not use the full information as the full likeli-
hood does, we have G(θ0) 6= H(θ0) in this case. More details will be give in the following
subsections. As typical in asymptotic normality proofs, I utilize the Mean Value Expan-
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sion of the composite likelihood evaluated at the CLE around the true parameter. That is,






















hi(θ̃|yi, xi)(θ̂ − θ0)
Arranging the terms, using the uniform convergence property of the hessian and the
asymptotic normality of the score function, we obtain the desired result.
√



















The details are provided in the following subsections.
A1.2.1 The Score






























































We can write the derivative of an individual likelihood as































































































Note that since E[1kl|xi] = Pkl for all {k, l} ∈ {0, 1}, we have E[si(θ0)|xi] = 0, thus
E[si(θ0)] = 0. Moreover, si(θ) is iid over i by Assumptions 2 and 3. Remember that the
probabilities in the score vector contain εi and xi only, which are assumed to be iid over
i. Hence, since si is iid with a finite variance G(θ0), we can use Lindeberg-Lévy central
limit theorem to obtain 1√
N ∑
N



















∂ log f (yit, yi,t+j|xi; θ)
∂θ
)′]






∂ log f (yit,yi,t+j|xi;θ)
∂θ




due to Cauchy-Schwarz inequality. With the help of the finite fourth order moment as-
sumption, the finiteness of the expected cross-product is shown in the next session where
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the hessian is analyzed.
It is always informative to compare AR-Probit terms with the static probit case. In
particular, we can set r = ρj = 0 and see that the score of AR-Probit in this case coincides
with that of static Probit case. When ρ = 0, we have mi,t = −β′xit, m′i,t = −xit, P(yi,t+j =
0|xi) = Φ(mi,t+j) = Pt+j,0, P00 = Pt,0Pt+j,0, and 100 = 1t,01t+j,0, etc. Hence, after putting




































which is exactly the score function of the Static Probit model.
A1.2.2 The Hessian
In this subsection, I compute the hessian of the composite likelihood function and











∂2 log f (yit, yi,t+j|xi; θ)
∂θ∂θ′






























An upperbound for the individual hessian h(θ|yi, xi) will depend on an upperbound for
the second derivative of log-likelihood.
∥∥∥∂2 log f (yit, yi,t+j|xi; θ)
∂θ∂θ′























The norms are analyzed in the section A2.2. For instance, the first norm – as well as other
three norms – are bounded by
∥∥∥∂2 log f (yit, yi,t+j|xi; θ)
∂θ∂θ′
∥∥∥ (A1.3)



















































Note that, the norms in (A1.5) contain norms of second order moments of xi; the norms in
(A1.6) contain norms of first order moments of xi; and
∥∥∥ ∂r∂θ ∂r∂θ′∥∥∥ in (A1.7) is finite. Also note
that, except the line (A1.4), every other line contains norms of the fourth order moment






















This condition gives the uniform convergence of 1N ∑
N







h(θ̃|yi, xi) −→p H(θ0)









∂2 log f (yit, yi,t+j|xi; θ0)
∂θ∂θ′
]
We need H(θ0) to be nonsingular. It is usually hard to prove negative definiteness of the
hessian matrix in non-linear models. However, with composite likelihood we can utilize
its nice features that it borrows from the full likelihood. In particular, note that even
thought the Bartlett equality does not hold for the composite likelihood, in general, it still
holds for each piece of the composite likelihood. That is, E[ ∂`i(θo)∂θ
∂`i(θo)






∂ log f (yit, yi,t+j|xi; θ0)
∂θ





















This section analyzes mathematical properties of functions of normal density and nor-
mal cumulative distribution, especially the ones that are need throughout the analysis in
this paper.
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A2.1 Derivatives of a Bivariate Normal Distribution
The derivative of bivariate normal distribution with respect to the mean and variance
parameters are analyzed in this subsection. To facilitate the algebra, I use the change of




the bivariate normal distribution can be written as
Φ2
(











































































































The last integral is similar to the expectation of a truncated normal variable up to a con-
stant. In particular, density and the expectation of a truncated standard normal variable
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with the truncation interval (a, b) is
fTN(z) =
φ(z)
Φ(b)−Φ(a) and E[z] =
∫ b
a
z fTN(z)dz = −
φ(b)−φ(a)
Φ(b)−Φ(a)
In the case above, a = −∞ and b = mt(θ)−r(θ)ml(θ)√
1−r(θ)2
. Moreover, I need to divide and mul-
tiply φ(z) by Φ(b) to transform it into truncated standard normal density. Hence, the
derivative of the bivariate normal distribution can be written as
∂Φ2
(


























. Hence, the cross-product of the first derivative is, after
































































































































































































































































































































































































































































































































































































































































































































































∥∥∥ will be analyzed in Section A2.2
A2.2 Limits on Functions of Univariate and Bivariate Normal
Distribution
The ratio φ(x)/Φ(x) is known to be bounded by C(1 + |x|). Note that the ratio ap-
proaches 0 as x approaches positive infinity, and approaches to the negative 45 degree
line as x approaches negative infinity. One can show it by taking the limit and using
L’Hôpital rule, i.e., limx→−∞ φ(x)/Φ(x) = limx→−∞−xφ(x)/φ(x). Hence, the ratio goes
to ∞ with a linear rate. A slightly more general case will be needed for the analysis. Let











0 if a > c
0 if a = c and b > d
∞ if a < c
∞ if a = c and b < d
limx→−∞−ax if (a, b) = (c, d)
Depending on the parameters, ratio of two normal densities is also a normal density up















If |a| < |c|, then we can consider the reciprocal of the ratio, which will give again a normal
density. Next, I will analyze the limiting behavior of two ratios that appear throughout
the analysis.
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) ≤ c (1 + max{|mt|, |mt+j|}) (A2.11)
I will prove the claim by looking at different cases on mt and mt+j.
Proof.
Case 1. mt: fixed, mt+j → ∞








) −→ φ (mt)
Φ (mt)
< ∞
Case 2. mt: fixed, mt+j → −∞
The ratio in (A2.11) converges to 0, if r > 0. Otherwise, (A2.11) diverges to ∞ with a linear
































1 = 0 if r > 0
≤ c(1 + |mt+j|) if r < 0
(A2.12)
Case 3. mt → ∞, mt+j: fixed













Case 4. mt → −∞, mt+j: fixed
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≤ c (1 + |mt|)
Case 5. mt → ∞, mt+j → ∞











Case 6. mt → ∞, mt+j = kmt with k < 0 and k < r





















































































































































































) −→ 0 if 1− kr > 0
Case 7. mt → ∞, mt+j = kmt with k = r < 0.

































≤ c (1 + |mt|)
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Case 8. mt → ∞, mt+j = kmt with −1 < r < k < 0.








































2 − r× 0










Case 9. mt → −∞, mt+j = kmt with k < r





















































































































Case 10. mt → −∞, mt+j = kmt where k = r


































≤ c (1 + |mt|)
Case 11. mt → −∞, mt+j = kmt where r < k




























































































































































≤ c (1 + |mt|)
158








) ≤ c (1 + max{m2t , m2t+j}) (A2.13)
I will prove the claim by looking at different cases on mt and mt+j.
Proof.
Case 1. mt: fixed, mt+j → ∞











Case 2. mt: fixed, mt+j → −∞
The ratio in (A2.13) converges to 0, if r > 0. Otherwise, (A2.13) diverges to ∞ with a quadratic





















 −→ 0 if r > 0≤ c(1 + |mt+j|2) if r < 0
Case 3. mt → ∞, mt+j: fixed













Case 4. mt → −∞, mt+j: fixed
























































≤ c(1 + |mt+j|2)
Case 5. mt → ∞, mt+j → ∞

























































































Case 6. mt → ∞, mt+j = kmt with k < 0
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mt → 0 at a linear rate if k < r
φ(0)


























mt → 0 at a linear rate if 1 < kr
φ(0)







→ ∞ exponentially if 1 > kr

































A≈ c(1 + |mt|)
A≈ c(1 + |mt|2)
Case 7. mt → −∞, mt+j = kmt












































A≈ c(1 + |mt|)
A≈ c(1 + |mt|2)
A similar analysis shows that same limits are obtained for other similar ratios involv-
ing bivariate normal distribution. In particular, the following ratios that occur in the
































) ≤ c (1 + max{m2t , m2t+j})
For instance, note that
∂Φ2(mi,t,mi,t+j|r)
∂mi,t




















































in terms of limiting behavior.
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∥∥∥ by using the Claims 1 and 2.
The terms inside the square brackets in (A2.5), (A2.6), (A2.9), and (A2.10) are bounded by
|mi,t| linearly - again, I assume without loss of generality, |mi,t| ≥ |mi,t+j| and m2i,t ≥ m2i,t+j.
























































) ∣∣∣∣∣ ≤ c(1 + |mi,t|)
The term inside the square brackets in (A2.7) is bounded by |mi,t| quadratically








) ∣∣∣∣∣ ≤ c(1 + m2i,t)
The term inside the square brackets in (A2.8) is finite
















) ∣∣∣∣∣ < ∞
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∥∥∥ for {k, l} ∈ {0, 1}.
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A2.3 Bounds on functions of mt(θ)
In this subsection, I analyze the upperbounds for functions of mi,t(θ), in particular the
bounds for mi,t, m2i,t, m
′
i,t. First, remember that mi,t(xi, θ) =
√
1− ρ2 ∑tk=0 ρkβ′xi,t−k.











































































































































∥∥∥ ∂mi,t(θ)∂θ ∥∥∥ ≤ M ∑tk=0(1 + k)ρ̄k‖xi,t−k‖.












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B Appendix for Chapter 2
B1 LIST OF COUNTRIES AND VARIABLES
List of Countries:
Net Food Exporters: Argentina, Australia, Belgium, Bolivia, Brazil, Bulgaria, Canada,
Chile, Denmark, France, Hungary, India, Indonesia, Malaysia, Netherlands, New Zealand,
Paraguay, Peru, Poland, South Africa, Spain, Thailand, Turkey, United States, Uruguay.
Net Food Importers: Albania, Austria, Bangladesh, Benin, China, Democratic Re-
public Congo, Dominican Republic, Egypt, Finland, Germany, Greece, Guinea, Hong
Kong, Iran, Ireland, Israel, Italy, Jamaica, Japan, Lebanon, Madagascar, Mali, Mexico,
Morocco, Nepal, Nigeria, Norway, Pakistan, Portugal, Rwanda, Senegal, Sierra Leone,
Singapore, South Korea, Sweden, Switzerland, Syrian Arab Republic, Tanzania, Tunisia,
United Kingdom, Venezuela.
Net Oil Exporters: Australia, Cameroon, Canada, Colombia, Democratic Republic
Congo, Denmark, Ecuador, Indonesia, Iran, Malaysia, Mexico, Nigeria, Norway, Paraguay,
South Africa, Venezuela.
Net Oil Importers: Albania, Argentina, Austria, Bangladesh, Belgium, Benin, Bo-
livia, Brazil, Bulgaria, Burkina Faso, Chile, China, Cote d’Ivoire, Dominican Republic,
Egypt, Ethiopia, Finland, France, Germany, Ghana, Greece, Guatemala, Guinea, Hon-
duras, Hong Kong, Hungary, India, Ireland, Israel, Italy, Jamaica, Japan, Kenya, Lebanon,
Madagascar, Malawi, Mali, Morocco, Nepal, Netherlands, New Zealand, Pakistan, Peru,
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Philippines, Poland, Portugal, Romania, Rwanda, Senegal, Sierra Leone, Singapore, South
Korea, Spain, Sri Lanka, Sweden, Switzerland, Syrian Arab Republic, Tanzania, Thailand,
Tunisia, Turkey, United Kingdom, United States, Uruguay, Vietnam, Zambia.
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List of Variables:
Variable Series ID Source Code
(a) Global Economic Activity Series
Real gross domestic product, OECD, SA GDP-OECD OECD 2
Real gross domestic product, G7, SA GDP-G7 OECD 2
Real gross domestic product, USA, SA GDP-USA OECD 2
Industrial production index, G7, SA INP-G7 OECD 2
Industrial production index, OECD Europe, SA INP-EU OECD 2
Industrial production index, USA, SA INP-USA OECD 2
Export volume, World, SA EXP-WORLD OECD 2
Export volume, OECD, SA EXP-OECD OECD 2
Import volume, World, SA IMP-WORLD OECD 2
Import volume, OECD, SA IMP-OECD OECD 2
Dry Cargo Bulk Freight Rates Index ACT-INDEX Kilian (2009) 4
(b) Commodity Price Indices
Real crude oil price index, SA P-OIL IMF 2
Real food price index, SA P-FOOD WB, GEM 2
Real energy price index, SA P-ENERGY WB, GEM 2
(c) Global Inflation Series
Deflator of gross domestic product, OECD, SA DEF-OECD OECD 3
Deflator of gross domestic product, G7, SA DEF-G7 OECD 3
Deflator of gross domestic product, OECD Europe, SA DEF-EU OECD 3
Deflator of gross domestic product, USA, SA DEF-USA OECD 3
Consumer price index, all items, OECD, SA CPI-OECD OECD 3
Consumer price index, all items, G7, SA CPI-G7 OECD 3
Consumer price index, all items, OECD Europe, SA CPI-EU OECD 3
Consumer price index, all items, USA, SA CPI-USA OECD 3
Consumer price index, all items, non-food, non-energy, OECD, SA CPICORE-OECD OECD 3
Consumer price index, all items, non-food, non-energy, G7, SA CPICORE-G7 OECD 3
Consumer price index, all items, non-food, non-energy, OECD Europe, SA CPICORE-EU OECD 3
Consumer price index, all items, non-food, non-energy, USA, SA CPICORE-USA OECD 3
Total producer prices, manufacturing, USA, SA PPIM-USA OECD 3
Total producer prices, finished goods, USA, SA PPIF-USA OECD 3
(d) Domestic Economic Indicators
Real HH consumption at constant national 2005 prices (in mil. 2005 US$) C PWT 8.1 4
Real gov’t consumption at constant national 2005 prices (in mil. 2005 US$) G PWT 8.1 4
Real domestic absorption at constant national 2005 prices (in mil. 2005 US$) DA PWT 8.1 4
Real investment at constant national 2005 prices (in mil. 2005 US$) I PWT 8.1 4
Real GDP at constant national 2005 prices (in mil. 2005 US$) Y PWT 8.1 4
Trade balance, % of GDP TB PWT 8.1 1
Share of food expenditures in household budget, percentage points F-SHARE WB - ICP 1
Food trade balance as a share of food trade, percentage points F-TB FAO 1
Notes: The table reports the variable description, series code reported in data file, source, and transformation code used in the analysis.
The quarterly data in panels (a) - (c) cover the period 1977Q2 - 2014Q2. The annual data in panel (d) covers the period 1980 - 2011. The
transformation codes are as follows: 1 – no transformation, 2 – log difference, 3 – first difference of log difference, and 4 – growth rate.
B2 ADDITIONAL FIGURES AND TABLES FOR ROBUSTNESS
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of using
the recursive identification scheme instead of sign identification. Baseline median impulse responses are
represented by black/gray lines, and robustness results are represented by red lines. In both cases, solid
lines illustrate the median impulse responses for net food exporters, and dashed lines illustrate them for
net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of re-
moving the bounds restrictions used in the sign identification. The shocks are identified by using sign
restrictions. Baseline median impulse responses are represented by black/gray lines, and robustness re-
sults are represented by red lines. In both cases, solid lines illustrate the median impulse responses for net
food exporters, and dashed lines illustrate them for net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of re-
laxing the bounds restrictions. In particular, we accept draws with the elasticity of global output with
respect to real oil prices that are in the range of [−0.025, 0] and the elasticity of global output with respect
to real food prices that are in the range of [−0.015, 0]. The original elasticity restrictions were [−0.015, 0]
and [−0.0075, 0], respectively. Baseline median impulse responses are represented by black/gray lines, and
robustness results are represented by red lines. In both cases, solid lines illustrate the median impulse
responses for net food exporters, and dashed lines illustrate them for net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of re-
placing real crude oil price index with real energy price index. The shocks are identified by using sign
restrictions. Baseline median impulse responses are represented by black/gray lines, and robustness re-
sults are represented by red lines. In both cases, solid lines illustrate the median impulse responses for net
food exporters, and dashed lines illustrate them for net food importers.
174






































0 1 2 3
Investment







































0 1 2 3
Investment
(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of replac-
ing global economic activity factor with Kilian global economic activity index. The shocks are identified by
using sign restrictions. Baseline median impulse responses are represented by black/gray lines, and robust-
ness results are represented by red lines. In both cases, solid lines illustrate the median impulse responses
for net food exporters, and dashed lines illustrate them for net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of includ-
ing countries that have a population size of less than 1 million in the sample. The shocks are identified by
using sign restrictions. Baseline median impulse responses are represented by black/gray lines, and robust-
ness results are represented by red lines. In both cases, solid lines illustrate the median impulse responses
for net food exporters, and dashed lines illustrate them for net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of includ-
ing countries that have less than 30 data points in PWT in the sample. The shocks are identified by using
sign restrictions. Baseline median impulse responses are represented by black/gray lines, and robustness
results are represented by red lines. In both cases, solid lines illustrate the median impulse responses for
net food exporters, and dashed lines illustrate them for net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of in-
cluding countries with unreliable data that were classified into poor data quality category of “D” as listed
in PWT 6.1 in the sample. The shocks are identified by using sign restrictions. Baseline median impulse
responses are represented by black/gray lines, and robustness results are represented by red lines. In both
cases, solid lines illustrate the median impulse responses for net food exporters, and dashed lines illustrate
them for net food importers.
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(b) Global Demand Shock
Notes: This figure reproduces Figure 2.5 by comparing the baseline results to the robustness check of includ-
ing countries with outlier values that are designated in PWT in the sample. The shocks are identified by
using sign restrictions. Baseline median impulse responses are represented by black/gray lines, and robust-
ness results are represented by red lines. In both cases, solid lines illustrate the median impulse responses
for net food exporters, and dashed lines illustrate them for net food importers.
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Table B1: Robustness Analysis: Recursive Identification
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.11 0.19 0.08 0.16
Food Importers 0.17 0.10 0.15 0.24
Oil Exporters 0.09 0.18 0.14 0.17
Oil Importers 0.09 0.22 0.10 0.25
(b) Output
Food Exporters 0.17 0.14 0.16 0.09
Food Importers 0.19 0.15 0.10 0.08
Oil Exporters 0.15 0.13 0.15 0.16
Oil Importers 0.16 0.14 0.12 0.09
(c) Domestic Absorption
Food Exporters 0.21 0.16 0.13 0.10
Food Importers 0.17 0.15 0.09 0.10
Oil Exporters 0.14 0.16 0.10 0.19
Oil Importers 0.16 0.15 0.13 0.09
(d) Household Consumption
Food Exporters 0.16 0.14 0.14 0.11
Food Importers 0.12 0.14 0.13 0.12
Oil Exporters 0.14 0.14 0.10 0.13
Oil Importers 0.14 0.14 0.14 0.10
(e) Government Consumption
Food Exporters 0.13 0.13 0.13 0.13
Food Importers 0.11 0.13 0.10 0.13
Oil Exporters 0.11 0.14 0.09 0.11
Oil Importers 0.11 0.12 0.13 0.12
(f) Investment
Food Exporters 0.20 0.13 0.11 0.10
Food Importers 0.17 0.17 0.10 0.10
Oil Exporters 0.15 0.12 0.10 0.12
Oil Importers 0.17 0.16 0.11 0.11
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks by using recursive
identification instead of sign identification in the SVAR model. It reports the median of the R2 values obtained from the estimation of Equation (3) for countries listed in
each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents the global food shock. The first three
columns report the R2 values by using each global shock and its three period lags as in Equation (3). * denotes that the last column reports the R2 values by using the
global energy and food shocks and their one period lags jointly in the regression.
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Table B2: Robustness Analysis: Sensitivity to Removing Bounds Restrictions
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.11 0.15 0.10 0.16
Food Importers 0.15 0.21 0.15 0.25
Oil Exporters 0.11 0.18 0.13 0.19
Oil Importers 0.15 0.21 0.14 0.22
(b) Output
Food Exporters 0.17 0.12 0.16 0.12
Food Importers 0.15 0.14 0.12 0.10
Oil Exporters 0.14 0.12 0.16 0.19
Oil Importers 0.16 0.13 0.12 0.10
(c) Domestic Absorption
Food Exporters 0.18 0.13 0.12 0.12
Food Importers 0.13 0.16 0.11 0.10
Oil Exporters 0.17 0.15 0.12 0.16
Oil Importers 0.15 0.15 0.11 0.11
(d) Household Consumption
Food Exporters 0.14 0.14 0.12 0.11
Food Importers 0.13 0.14 0.14 0.10
Oil Exporters 0.16 0.13 0.15 0.13
Oil Importers 0.12 0.15 0.13 0.11
(e) Government Consumption
Food Exporters 0.14 0.14 0.09 0.10
Food Importers 0.10 0.13 0.09 0.11
Oil Exporters 0.09 0.15 0.10 0.13
Oil Importers 0.11 0.13 0.11 0.10
(f) Investment
Food Exporters 0.19 0.14 0.08 0.12
Food Importers 0.14 0.18 0.10 0.11
Oil Exporters 0.14 0.09 0.12 0.14
Oil Importers 0.14 0.16 0.09 0.11
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after removing the
bounds restrictions used in the sign identification of the SVAR model. It reports the median of the R2 values obtained from the estimation of Equation (3) for countries
listed in each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents the global food shock, each
of which is identified using the sign-restricted identification scheme in Table 2.1. The first three columns report the R2 values by using each global shock and its three
period lags as in Equation (3). * denotes that the last column reports the R2 values by using the global energy and food shocks and their one period lags jointly in the
regression.
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Table B3: Robustness Analysis: Sensitivity to Relaxing Bounds Restrictions
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.10 0.18 0.08 0.17
Food Importers 0.13 0.27 0.13 0.26
Oil Exporters 0.08 0.17 0.14 0.20
Oil Importers 0.12 0.22 0.12 0.24
(b) Output
Food Exporters 0.18 0.14 0.16 0.11
Food Importers 0.16 0.15 0.10 0.09
Oil Exporters 0.15 0.12 0.15 0.17
Oil Importers 0.16 0.14 0.12 0.09
(c) Domestic Absorption
Food Exporters 0.19 0.14 0.13 0.11
Food Importers 0.14 0.16 0.09 0.09
Oil Exporters 0.15 0.16 0.10 0.16
Oil Importers 0.15 0.15 0.13 0.10
(d) Household Consumption
Food Exporters 0.14 0.15 0.13 0.10
Food Importers 0.13 0.14 0.14 0.10
Oil Exporters 0.16 0.13 0.11 0.12
Oil Importers 0.12 0.15 0.14 0.11
(e) Government Consumption
Food Exporters 0.12 0.13 0.12 0.12
Food Importers 0.09 0.13 0.09 0.12
Oil Exporters 0.09 0.14 0.09 0.11
Oil Importers 0.12 0.12 0.12 0.12
(f) Investment
Food Exporters 0.18 0.13 0.11 0.10
Food Importers 0.14 0.16 0.11 0.10
Oil Exporters 0.13 0.10 0.10 0.12
Oil Importers 0.16 0.15 0.11 0.10
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after relaxing the
bounds restrictions. In particular, we accept draws with the elasticity of global output with respect to real oil prices that are in the range of [-0.025, 0) and the elasticity of
global output with respect to real food prices that are in the range of [-0.015, 0). The original elasticity restrictions were [-0.015,0) and [-0.0075,0), respectively. The table
reports the median of the R2 values obtained from the estimation of Equation (3) for countries listed in each group. GD shock represents the global demand shock, GE
shock represents the global energy shock, and GF shock represents the global food shock, each of which is identified using the sign-restricted identification scheme in
Table 2.1. The first three columns report the R2 values by using each global shock and its three period lags as in Equation (3). * denotes that the last column reports the
R2 values by using the global energy and food shocks and their one period lags jointly in the regression.
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Table B4: Robustness Analysis: Real Energy Prices
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.10 0.18 0.09 0.18
Food Importers 0.11 0.25 0.14 0.27
Oil Exporters 0.11 0.19 0.13 0.21
Oil Importers 0.11 0.24 0.12 0.26
(b) Output
Food Exporters 0.17 0.12 0.17 0.12
Food Importers 0.16 0.12 0.11 0.09
Oil Exporters 0.17 0.12 0.15 0.18
Oil Importers 0.16 0.12 0.14 0.09
(c) Domestic Absorption
Food Exporters 0.22 0.14 0.13 0.12
Food Importers 0.14 0.16 0.09 0.10
Oil Exporters 0.14 0.16 0.10 0.16
Oil Importers 0.14 0.15 0.12 0.11
(d) Household Consumption
Food Exporters 0.15 0.13 0.11 0.09
Food Importers 0.12 0.15 0.14 0.10
Oil Exporters 0.16 0.12 0.12 0.11
Oil Importers 0.12 0.14 0.15 0.11
(e) Government Consumption
Food Exporters 0.11 0.15 0.11 0.12
Food Importers 0.10 0.13 0.10 0.12
Oil Exporters 0.11 0.16 0.08 0.12
Oil Importers 0.11 0.12 0.11 0.12
(f) Investment
Food Exporters 0.18 0.14 0.09 0.12
Food Importers 0.15 0.16 0.09 0.10
Oil Exporters 0.13 0.13 0.10 0.12
Oil Importers 0.16 0.15 0.10 0.10
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after replacing real
crude oil price index with real energy price index in the SVAR model. It reports the median of the R2 values obtained from the estimation of Equation (3) for countries
listed in each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents the global food shock, each
of which is identified using the sign-restricted identification scheme in Table 2.1. The first three columns report the R2 values by using each global shock and its three
period lags as in Equation (3). * denotes that the last column reports the R2 values by using the global energy and food shocks and their one period lags jointly in the
regression.
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Table B5: Robustness Analysis: Kilian Global Economic Activity Index
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.13 0.17 0.09 0.11
Food Importers 0.24 0.17 0.08 0.14
Oil Exporters 0.17 0.19 0.11 0.16
Oil Importers 0.22 0.16 0.08 0.13
(b) Output
Food Exporters 0.11 0.13 0.16 0.12
Food Importers 0.11 0.14 0.13 0.10
Oil Exporters 0.12 0.20 0.15 0.20
Oil Importers 0.11 0.13 0.13 0.10
(c) Domestic Absorption
Food Exporters 0.11 0.12 0.13 0.11
Food Importers 0.10 0.14 0.12 0.09
Oil Exporters 0.16 0.19 0.12 0.19
Oil Importers 0.12 0.11 0.13 0.10
(d) Household Consumption
Food Exporters 0.12 0.15 0.15 0.12
Food Importers 0.12 0.14 0.13 0.08
Oil Exporters 0.16 0.21 0.13 0.15
Oil Importers 0.12 0.11 0.14 0.10
(e) Government Consumption
Food Exporters 0.10 0.11 0.11 0.09
Food Importers 0.14 0.11 0.10 0.11
Oil Exporters 0.13 0.11 0.09 0.09
Oil Importers 0.11 0.11 0.12 0.11
(f) Investment
Food Exporters 0.11 0.13 0.14 0.12
Food Importers 0.10 0.14 0.13 0.12
Oil Exporters 0.12 0.19 0.11 0.17
Oil Importers 0.11 0.13 0.12 0.11
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after replacing
global economic activity factor with Kilian global economic activity index in the SVAR model. It reports the median of the R2 values obtained from the estimation of
Equation (3) for countries listed in each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents
the global food shock, each of which is identified using the sign-restricted identification scheme in Table 2.1. The first three columns report the R2 values by using each
global shock and its three period lags as in Equation (3). * denotes that the last column reports the R2 values by using the global energy and food shocks and their one
period lags jointly in the regression.
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Table B6: Robustness Analysis: Including Countries with a Population of Less than 1 Million
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.11 0.16 0.08 0.14
Food Importers 0.14 0.20 0.13 0.20
Oil Exporters 0.10 0.25 0.13 0.20
Oil Importers 0.14 0.19 0.12 0.19
(b) Output
Food Exporters 0.15 0.14 0.16 0.09
Food Importers 0.14 0.16 0.12 0.10
Oil Exporters 0.14 0.15 0.12 0.16
Oil Importers 0.14 0.15 0.13 0.09
(c) Domestic Absorption
Food Exporters 0.16 0.13 0.13 0.10
Food Importers 0.16 0.16 0.11 0.10
Oil Exporters 0.17 0.16 0.13 0.18
Oil Importers 0.16 0.15 0.13 0.09
(d) Household Consumption
Food Exporters 0.13 0.14 0.14 0.10
Food Importers 0.13 0.15 0.13 0.10
Oil Exporters 0.13 0.13 0.11 0.12
Oil Importers 0.13 0.15 0.13 0.10
(e) Government Consumption
Food Exporters 0.13 0.12 0.15 0.12
Food Importers 0.11 0.13 0.11 0.12
Oil Exporters 0.10 0.13 0.10 0.12
Oil Importers 0.12 0.13 0.12 0.12
(f) Investment
Food Exporters 0.19 0.11 0.12 0.10
Food Importers 0.14 0.16 0.11 0.12
Oil Exporters 0.14 0.16 0.12 0.16
Oil Importers 0.14 0.14 0.11 0.11
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after including
countries that have a population size of less than 1 million in the sample. It reports the median of the R2 values obtained from the estimation of Equation (3) for countries
listed in each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents the global food shock, each
of which is identified using the sign-restricted identification scheme in Table 2.1. The first three columns report the R2 values by using each global shock and its three
period lags as in Equation (3). * denotes that the last column reports the R2 values by using the global energy and food shocks and their one period lags jointly in the
regression.
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Table B7: Robustness Analysis: Including Countries with Fewer than 30 Data Points
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.10 0.17 0.08 0.15
Food Importers 0.13 0.24 0.13 0.20
Oil Exporters 0.10 0.21 0.13 0.16
Oil Importers 0.12 0.20 0.11 0.20
(b) Output
Food Exporters 0.15 0.15 0.12 0.10
Food Importers 0.15 0.17 0.09 0.10
Oil Exporters 0.14 0.20 0.12 0.17
Oil Importers 0.17 0.15 0.10 0.10
(c) Domestic Absorption
Food Exporters 0.18 0.16 0.13 0.11
Food Importers 0.17 0.17 0.09 0.10
Oil Exporters 0.13 0.16 0.09 0.17
Oil Importers 0.17 0.16 0.12 0.10
(d) Household Consumption
Food Exporters 0.14 0.15 0.11 0.11
Food Importers 0.13 0.15 0.12 0.11
Oil Exporters 0.14 0.14 0.10 0.13
Oil Importers 0.13 0.15 0.13 0.12
(e) Government Consumption
Food Exporters 0.12 0.15 0.15 0.13
Food Importers 0.11 0.15 0.10 0.12
Oil Exporters 0.11 0.17 0.09 0.12
Oil Importers 0.12 0.14 0.12 0.12
(f) Investment
Food Exporters 0.19 0.13 0.11 0.10
Food Importers 0.13 0.17 0.10 0.11
Oil Exporters 0.12 0.14 0.10 0.14
Oil Importers 0.15 0.16 0.13 0.10
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after including
countries that have less than 30 data points in PWT in the sample. It reports the median of the R2 values obtained from the estimation of Equation (3) for countries listed
in each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents the global food shock, each of which
is identified using the sign-restricted identification scheme in Table 2.1. The first three columns report the R2 values by using each global shock and its three period lags
as in Equation (3). * denotes that the last column reports the R2 values by using the global energy and food shocks and their one period lags jointly in the regression.
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Table B8: Robustness Analysis: Including Countries with Poor Data Quality
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.10 0.17 0.08 0.14
Food Importers 0.14 0.20 0.11 0.20
Oil Exporters 0.10 0.23 0.13 0.16
Oil Importers 0.14 0.19 0.11 0.20
(b) Output
Food Exporters 0.15 0.14 0.17 0.09
Food Importers 0.15 0.14 0.10 0.09
Oil Exporters 0.13 0.13 0.12 0.16
Oil Importers 0.15 0.14 0.12 0.09
(c) Domestic Absorption
Food Exporters 0.17 0.15 0.13 0.09
Food Importers 0.16 0.15 0.10 0.10
Oil Exporters 0.15 0.15 0.13 0.18
Oil Importers 0.16 0.15 0.13 0.10
(d) Household Consumption
Food Exporters 0.14 0.14 0.13 0.10
Food Importers 0.13 0.14 0.12 0.10
Oil Exporters 0.15 0.13 0.11 0.13
Oil Importers 0.13 0.14 0.13 0.10
(e) Government Consumption
Food Exporters 0.13 0.12 0.14 0.12
Food Importers 0.11 0.13 0.09 0.10
Oil Exporters 0.09 0.13 0.09 0.11
Oil Importers 0.11 0.12 0.12 0.11
(f) Investment
Food Exporters 0.19 0.12 0.11 0.10
Food Importers 0.14 0.16 0.11 0.11
Oil Exporters 0.14 0.17 0.13 0.12
Oil Importers 0.15 0.15 0.12 0.10
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after including
countries with unreliable data that were classified into poor data quality category of “D” as listed in PWT 6.1 in the sample. It reports the median of the R2 values
obtained from the estimation of Equation (3) for countries listed in each group. GD shock represents the global demand shock, GE shock represents the global energy
shock, and GF shock represents the global food shock, each of which is identified using the sign-restricted identification scheme in Table 2.1. The first three columns
report the R2 values by using each global shock and its three period lags as in Equation (3). * denotes that the last column reports the R2 values by using the global energy
and food shocks and their one period lags jointly in the regression.
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Table B9: Robustness Analysis: Including Countries with Outlier Values Identified by the PWT
GD Shock GE Shock GF Shock GE and GF Shocks*
(a) Trade Balance (1) (2) (3) (4)
Food Exporters 0.10 0.17 0.08 0.14
Food Importers 0.14 0.25 0.13 0.21
Oil Exporters 0.10 0.16 0.13 0.14
Oil Importers 0.13 0.20 0.12 0.20
(b) Output
Food Exporters 0.15 0.14 0.17 0.09
Food Importers 0.15 0.15 0.10 0.09
Oil Exporters 0.13 0.13 0.12 0.16
Oil Importers 0.16 0.14 0.12 0.08
(c) Domestic Absorption
Food Exporters 0.17 0.15 0.13 0.09
Food Importers 0.16 0.15 0.08 0.09
Oil Exporters 0.16 0.15 0.09 0.15
Oil Importers 0.16 0.15 0.13 0.09
(d) Household Consumption
Food Exporters 0.14 0.14 0.13 0.10
Food Importers 0.13 0.14 0.13 0.11
Oil Exporters 0.18 0.14 0.11 0.12
Oil Importers 0.12 0.15 0.14 0.11
(e) Government Consumption
Food Exporters 0.13 0.12 0.14 0.12
Food Importers 0.11 0.13 0.10 0.11
Oil Exporters 0.09 0.12 0.10 0.11
Oil Importers 0.12 0.12 0.13 0.12
(f) Investment
Food Exporters 0.19 0.12 0.11 0.10
Food Importers 0.14 0.16 0.09 0.11
Oil Exporters 0.14 0.10 0.10 0.11
Oil Importers 0.15 0.16 0.12 0.10
Notes: As a robustness check for Table 2.5, this table presents the share of variance of domestic output and its components explained by global shocks after including
countries with outlier values that are designated in PWT in the sample. It reports the median of the R2 values obtained from the estimation of Equation (3) for countries
listed in each group. GD shock represents the global demand shock, GE shock represents the global energy shock, and GF shock represents the global food shock, each
of which is identified using the sign-restricted identification scheme in Table 2.1. The first three columns report the R2 values by using each global shock and its three
period lags as in Equation (3). * denotes that the last column reports the R2 values by using the global energy and food shocks and their one period lags jointly in the
regression.
188
C Appendix for Chapter 3
C1 PRIORS AND POSTERIORS
Prior and posterior specifications and MCMC mostly rely on Nakajima and West [2013a].
This section is designed to analyze all in detail however readers can refer the original
source if needed.
C1.1 Priors
For g ∈ {β, c, h} the priors of the parameters are as follows
µi,g ∼ N (µi0, ω2i0)
(αi,g + 1)/2 ∼ Beta(α01, α02)
σ−2i,g ∼ G(v0i/2, V0i/2)






where ν2i = σ
2
i,β/(1− α2i,β) and σ2i,β is the ith diagonal element of Vβ. Basically, the term ν2i
is the unconditional variance of βit.
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C1.2 MCMC Estimation Steps
To perform MCMC, we use Gibbs sampling, and Metropolis-Hasting (MH) algorithm
for variables related to the threshold δ. Here is the outline and some details of the MCMC
estimation.
Sampling β:
The process β0:T is sampled by Metropolis-within-Gibbs sampling method. In partic-
ular, MH sampling is used for βt conditional on β−t and {θβ, δ, h1:T, f1:T, Y1:T, X1:T} for
t = 1, . . . , T. If there was no threshold, we could have easily sampled βt’s by using
Kalman filter type algorithm. Hence, in the accept-reject algorithm, β∗t which is sampled
from a hypothetically no-threshold model is used as a proposal. Note that Ωt has 0 in the
off-diagonals, thus the variables in each row of the measurement equation is uncorrelated
over i. That is, we can sample each row of Λt independently from other rows. The condi-
tional posterior of k× 1 vector βt under this case is N (βt|mt, Mt) where i = 1, . . . , N and
for t = 2 : T − 1
M−1t = e
−hit ft f ′t + V
−1
β (I + α
′
βαβ)
mt = Mt[e−hit ftX̃it + V−1β {αβ(βt−1 − βt+1) + (I − 2αβ + α
′
βαβ)µβ}]
for t = 1 and t = T
M−11 = e




β (I + α
′
βαβ)
m1 = M1[e−hi1 f1X̃i1 + V−1β,0 µβ + V
−1
β αβ{β2 − (I − αβ)µβ}]
M−1T = e
−hiT fT f ′T + V
−1
β
mT = MT[e−hiT fTX̃iT + V−1β {αββT−1 − (I − αβ)µβ}],
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where Vβ,0 is the unconditional variance of βt and X̃it = Xit − γ′iYt
The acceptance probability is
α(βt, β∗t ) = min
{
1,
N (X̃it| f ′t λ∗t , exp(hit))N (βt|mt, Mt)




The posterior distribution of δi is conditioned on {θβ, h1:T, f1:T, Y1:T, X1:T} and the (k −
1)× 1 vector δ−i. The threshold is also sampled by MH algorithm. The proposal is drawn
from the conditional prior distribution δ∗i ∼ U (|µi|+ Kνi). The acceptance probability is






N (X̃it| f ′t λ∗t , exp(hit))
N (X̃it| f ′t λt, exp(hit))
}
.
The parameter K is a tuning parameter. It determines how large the threshold can be,
thus in return, it determines the shut-down frequency of β. Nakajima and West [2013a]
suggested K = 3 based on simulation performances, that is the threshold is drawn from
a 3-standard-deviation interval. Our estimation results were pretty robust to changes in
K - we estimated the model with K ∈ {1.65, 2, 3}.
Sampling {µβ, αβ, σ−2i,β }:
These are the parameters associated with the autoregressive process for βt. The posteriors
of these parameters are typical except that they are truncated on a set where the parameter
draws are compatible with the upper bound of the threshold: Di = {δi < |µiβ|+ Kνi}.
The posterior density of µiβ is p(µiβ|αiβ, σ2iβ, βi,1:T, δi) ∝ T N Di(µiβ|µ̂i, ω̂2i )(|µiβ|+Kνi)−1
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(1− α2i )βi1 + (1− αi)∑
T−1












The conditional posterior density of αiβ is















it with β̄it = βit − µi.









The conditional posterior density of σ−2i,β
p(σ−2i,β |µiβ, αiβ, βi,1:T, δi) ∝ T GDi(σ
−2
i,β |v̂i/2, V̂i/2)(|µiβ|+ Kνi)
−1
where the T GDi is the density of the implied gamma distribution truncated on Di,
v̂i = v0i + T and V̂i = V0i + (1− α2iβ)β̄2i1 + ∑
T−1
t=1 (β̄i,t+1 − αiβ β̄it)2.










Initial Values: We need to choose initial values for some processes to start the Markov
chain. Moreover, the Monte Carlo estimation results should be robust to different initial
values. In this regard, we have tested the analysis against different initial values. The
results are not intensely different. However it is worthwhile to note that there are some
‘bad’ initial values. The chains produced by these construct non-positive-definite covari-
ance matrix estimates. In this case, the chain cannot proceed. Yet, once we avoid these
initial values, our estimation is robust to different initial values.
For the factors, we choose the principal component analysis estimates as initial values.
For other processes β0:T, c0:T, h0:T, the initial values are drawn from the corresponding
unconditional distributions. For instance, ht ∼ N (µh, σ2h /(1− α2h)).
Next, we outline briefly the steps of the MCMC estimation. Note that in each step,
updated variables from the previous steps are used.
Step 1: Draw β0:T
Conditional on {θβ, δ, c1:T, h1:T, f1:T, γ, Y1:T, X1:T}, we draw β0:T by MH algorithm as ex-
plained above, where the candidate is drawn from a no-threshold model distribution.
Step 2: Draw δ
Conditional on {θβ, β1:T, c1:T, h1:T, f1:T, γ, Y1:T, X1:T}, we draw the threshold δ. The candi-
date is drawn from the conditional prior.
Step 3: Draw θβ = {µβ, αβ, Vβ}
Conditional on {β1:T, δ}, estimation of θβ is performed as in a typical AR(1) process. The
only difference is that the estimated parameters need to be consistent with the threshold
set Di.
Step 4: Draw c0:T
Conditional on {θc, δ, β1:T, h1:T, f1:T, γ, Y1:T, X1:T}, the model can be written easily in a
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state representation.
Xt = ct + Λt ft + γYt + et
ct = µc + αc(ct−1 − µc) + vct
Then the process c0:T is drawn in a forward filtering backwards sampling algorithm
(Carter and Kohn [1994]).
Step 5: Draw θc = {µc, αc, Vc}
Conditional on c0:T, we draw θc in a simple AR(1) model.
Step 6: Draw h0:T
Conditional on {θh, δ, β1:T, c1:T, f1:T, γ, Y1:T, X1:T}, the stochastic volatility h0:T is drawn in
a typical SV estimation method. We use MH algorithm step to accept/reject a candidate
drawn from the conditional posterior.
Step 7: Draw θh = {µh, αh, Vh}
Conditional on h0:T, we draw θh in a simple AR(1) model as in Step 5.
Step 8: Draw f1:T
Conditional on {δ, β1:T, c1:T, h1:T, γ, Y1:T, X1:T}, the latent factors can be drawn in a similar
way as c0:T is drawn in Step 4. To transform the model into state space representation, we
need to first transform the factors and Yt into companion form.
Let Ft = ( f ′t , Y
′
t )
′ be (K× 1) where K = k + m, F̃t = (F′t , . . . , F′t−q+1)′ be (Kq× 1), Λ̃t =
[Λt, γ, 0(N×(Kq−K))] be (N×Kq), ε̃t = (ε′t, 0′(Kq−K)×1)
′ be (Kq× 1), and (Kq×Kq) matrix Φ
is the companion form of the VAR(q) matrices Φ(L). Then the state space representation
of the factors together with the policy variables is as follows.
Xt = ct + Λ̃t F̃t + et
F̃t = ΦF̃t−1 + ε̃t
Note that the covariance matrix of ε̃t is degenerate, therefore we need to adjust the Kalman
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filter accordingly and take the corresponding the first (K× 1) part of the final draw.
Step 9: Draw Φ, Σ
Conditional on { f1:T, Y1:T}, estimation of Φ and Σ is done as in a typical VAR(1) setting
F̃t = ΦF̃t−1 + ε̃t.
Step 10: Draw γ
Conditional on {δ, β1:T, c1:T, h1:T, f1:T, Y1:T, X1:T}, drawing γ is like drawing a coefficient
in a simple linear regression: Xt −Λt ft − ct = γYt + et.
C2 IMPULSE RESPONSE FUNCTIONS
This section shows the impulse response function obtained from a unit shock given to
different factors in the model. Hence, in each plot, different factor receive an unexpected
shock and the responses of all the factors are plotted.
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Figure C1: The responses of the factors and FFR to a 1 unit shock on inflation and finance
factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
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Figure C2: The responses of the factors and FFR to a 1 unit shock on third factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
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Figure C3: The responses of the factors and FFR to a 1 unit shock on real activity factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
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Figure C4: The responses of the factors and FFR to a 1 unit shock on expectations factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
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Figure C5: The responses of the factors and FFR to a 1 unit shock on money factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
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Figure C6: The responses of the factors and FFR to a 1 unit shock on interest rate factor
UnEmp Infl & Fin factor 3
Real Expectations Money ?
IntRate FFR
Notes: The confidence bands correspond to the 68% confidence bands.
C3 DIFFERENT RESTRICTIONS ON Λt
The results presented in Table 3.3 are obtained when seven credit variables are placed
at the end of the data set. Hence each of them are forced to be loaded only by one factor.
Given these identification restrictions, our model leads us to the interpretation of the fac-
tors in Table 3.3. In regards to the identification and hence interpretation, can we improve
the results by changing the restrictions in the loadings?
The answer is ‘not necessarily’. The zero restrictions in the loading matrix fix the rota-
tion of the factors. Even though we assign new restrictions inspired by the results above
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(e.g. restricting an unemployment variable to be loaded only by the first factor, an expec-
tation variable to be loaded by only the fifth factor etc.), imposing different restrictions
changes the rotation of the factors, thereby changing the meanings of the factors.
Table C1 below presents the results when we impose new restrictions on Λt. These
new restrictions are imposed according to the results in Table 3.3. As one can easily see,
the interpretations and the importance of the factors change dramatically. Now, there
is a very distinct ‘Hous’ factor. The fourth factor now loads on both production and
employment variables. The meaning of the fifth factor does not change, it can still be
called as expectation factor. Unlike the results of Table 3.3, here finance and inflation
factors can be differentiated. Again, one factor, f2, cannot not explain any data group
significantly; and one factor, f7 is uninterpretable as it does not load a particular category.
Table C1: Survival Rates of the Factor Loadings under Different Restrictions
f1 f2 f3 f4 f5 f6 f7
Hous — Fin PrEm Expc Inf —
Production 0.53 0.15 0.42 0.78 0.41 0.43 0.38
(Un)Employment 0.49 0.16 0.24 0.72 0.50 0.20 0.46
Housing 0.93 0.34 0.26 0.16 0.27 0.27 0.34
Interest Rate 0.33 0.04 0.26 0.38 0.20 0.26 0.26
Inflation 0.23 0.33 0.36 0.20 0.36 0.45 0.30
Finance 0.24 0.12 0.69 0.15 0.27 0.45 0.24
Money 0.13 0.15 0.34 0.07 0.19 0.33 0.25
Credit 0.46 0.24 0.45 0.25 0.12 0.13 0.37
Expectations 0.53 0.34 0.26 0.77 0.76 0.01 0.16
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