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Abstract
Over fields of arbitrary characteristic we classify all rank three Nichols algebras of
diagonal type with a finite root system. Our proof uses the classification of the finite
Weyl groupoids of rank three.
Key Words: Hopf algebra, Nichols algebra, Cartan graph, Weyl groupoid, root
system
Introduction
The theory of Nichols algebras is motivated by the Hopf algebra theory and plays an impor-
tant role in quantum groups [2, 3, 7, 33]. The structure of Nichols algebras was first intro-
duced systematically by W. Nichols [31] in 1978, where he studied Hopf algebras. Nichols
algebras have been redescribed independently by S.L. Woronowicz, M. Rosso, S. Majid and
G. Lusztig in many different ways, see for example [37, 38, 32, 30, 29]. Besides that, Nichols
algebras have interesting applications to other research fields such as Kac-Moody Lie super-
algebras [1, Example 3.2] and conformal field theory [34, 35, 36]. Nichols algebras appeared
naturally in the classification of pointed Hopf algebras by the lifting method of N. An-
druskiewitsch and H.-J. Schneider [5, 7]. The crucial step to classify pointed Hopf algebras
is to determine all braided vector space V such that the Nichols algebra B(V ) is finite dimen-
sional. Several authors obtained the classification result for infinite and finite dimensional
Nichols algebra of Cartan type, see [6, 17, 32]. I. Heckenberger classified all finite dimensional
Nichols algebra of diagonal type in a series of papers [16, 18, 15, 20]. The explicit defining
generators and relations of such Nichols algebras were given [9, 10]. With the classifica-
tion result [20], N. Andruskiewitsch and H.-J. Schneider [8] obtained a classification result
about finite-dimensional pointed Hopf algebras under some technical assumptions. Based on
∗supported by China Scholarship Council
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such successful applications, the analyze to Nichols algebras over arbitrary fields is crucial
and has also potential applications. Towards this direction, the authors [11] discovered a
combinatorial formula to study the relations in Nichols algebras and found new examples of
Nichols algebras. Over fields of arbitrary characteristic, a complete list of rank two finite
dimensional Nichols algebras of diagonal type were determined in [25]. In this paper, we
give the complete classification result of rank three case.
The important theoretical tools for the classification of Nichols algebra B(V ) are the
root system and the Weyl groupoid of B(V ). I. Heckenberger [17] defined the root system
and Weyl groupoid of B(V ) of diagonal type which based on the ideas of V. Kharchenko on
Poincare´–Birkhoff–Witt basis of B(V ) of diagonal type [28, Theosrem 2]. Later, the combi-
natorial theory of these two structures was initiated in [12, 26] by M. Cuntz, I. Heckenberger
and H. Yamane. The theory of root systems and Weyl groupoids was then carried out in
more general Nichols algebras [4, 21, 23]. Further, all finite Weyl groupoids were classified
in [13, 14].
We organize the paper as follows. In section 1 the main notations and some general
results are recalled. One general result implies that we can attach a connected finite Cartan
graph of rank θ to a tuple M = (M1, . . . ,Mθ) of one-dimensional Yetter–Drinfel’d modules
over an abelian group, see Section 1 for the definitions. If θ = 1, then the Cartan graph
contains no information about B(M). Therefore we give the restriction θ ≥ 2. Since the
classification of θ = 2 was performed in [25], we record that the we add indecomposabil-
ity assumption on the semi-Cartan graph. The indecomposability allows us to exclude the
components of the Cartan graph of lower rank. In order to explicitly characterize finite con-
nected indecomposable Cartan graphs of rank three, we introduce three concepts, good A3
neighborhood, good B3 neighborhood, and good C3 neighborhood, see Definitions 2.1, 2.2
and 2.3. In Proposition 2.4, we prove that every finite connected indeconposable Cartan
graph of rank three contains a point which has at least one of the good neighborhoods. In
Section 3 we formulate the main classification Theorem 3.1 and give a complete list of the
Dynkin diagrams for rank three braided vector spaces of diagonal type with a finite root
system over arbitrary fields, see Tables (1)- (3). Proposition 2.4 allows us to avoid compli-
cated computations in the final proof of Theorem 3.1. The proof of our main classification
theorem uses the classification result on the rank three Weyl groupoids [13]. As a corollary
of Theorem 3.1, all finite dimensional rank three Nichols algebras of diagonal type over a
field of positive characteristic are given, see Corollary 3.3.
Throughout this paper k always denotes a field of characteristic p > 0. Let k∗ = k \ {0}.
The set of natural numbers strictly greater than 0 is denoted by N and then write N0 :=
N
⋃
{0}. For n ∈ N, the symbol G′n denotes the set of primitive n-th roots of unity in k,
that is G′n = {q ∈ k
∗| qn = 1, qk 6= 1 for all 1 ≤ k < n}. For q ∈ N, the symbol (n)q denotes
the integer 1 + q + · · ·+ qn−1 for any n ∈ N, which is 0 if and only if qn = 1 for q 6= 1 or p|n
for q = 1. Notice that (1)q 6= 0 for any q ∈ N.
The author would like to gratefully thank Professor I. Heckenberger for the manuscript
correction and providing valuable advices, as well as his support and encouragement during
the author’s pursuit of the PhD degree.
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1 Preliminaries
1.1 Cartan graphs, root systems, and Weyl groupoids
We start by recalling the notations of semi-Cartan graphs, root systems and Weyl groupoids,
mainly following the terminology introduced in [25].
Let θ ∈ N and I = {1, . . . , θ}. We say that a generalized Cartan matrix A ∈ ZI×I is
decomposable if there exists a nonempty proper subset I1 ⊂ I such that aij = 0 whenever
i ∈ I1 and j /∈ I1. Let X be a non-empty set and A
X = (aXij )i,j∈I a generalized Cartan matrix
for any X ∈ X . For any i ∈ I, let ri : X → X , X 7→ r(i, X), where r : I ×X → X is a map.
The quadruple
C = C(I,X , r, (AX)X∈X )
is called a semi-Cartan graph if r2i = idX for all i ∈ I, and a
X
ij = a
ri(X)
ij for all X ∈ X and
i, j ∈ I. We say that a semi-Cartan graph is indecomposable if there exists X ∈ X such
that AX is not decomposable.
For the remaining part of this section, let C = C(I,X , r, (AX)X∈X ) be an indecomposable
semi-Cartan graph. For any point X ∈ X , the elements of the set {ri(X), i ∈ I} are the
neighbors of X . The cardinality of I is the rank of C and the elements of X are called
the points of C. The exchange graph of C is a labeled non-oriented graph with vertices
set X and edges set I, where two vertices X, Y are connected by an edge i if and only if
X 6= Y and ri(X) = Y (and ri(Y ) = X). We display one edge with several labels instead
of several edges for simplification. We say that C is connected if its exchange graph is
connected. For any point X ∈ X we obtain that AX is not decomposable if C is connected
by [12, Proposition 4.6].
Recall that there exists a unique category D(X , I) with objects ObD(X , I) = X and
morphisms Hom(X, Y ) = {(Y, f,X)|f ∈ End(ZI)} for X, Y ∈ X with the composition
defined by (Z, g, Y ) ◦ (Y, f,X) = (Z, gf,X) for all X, Y, Z ∈ X , f, g ∈ End(ZI).
We fix once and for all the notation (αi)i∈I for the standard basis of Z
I . For all X ∈ X
and i, j ∈ I, let
sXi ∈ Aut(Z
I), sXi αj = αj − a
X
ijαi. (1)
Let W(C) be the smallest subcategory of D(X , I), where the morphisms are generated by
(ri(X), s
X
i , X), where i ∈ I, X ∈ X . We will write s
X
i instead of (ri(X), s
X
i , X), if no
confusion is possible. Notice that W(C) is a groupoid since all generators sXi are invertible.
For all X ∈ X , we say that
∆X re = {wαi ∈ Z
I |w ∈ ∪Y ∈XHom(Y,X)}
is the set of real roots of X . The set ∆X re+ =∆
X re ∩NI0 is the set of positive real roots
of X and∆X re
−
= ∆X re∩−NI0 the set of negative real roots of X . The semi-Cartan graph
C is finite if the set ∆X re is finite for all X ∈ X .
The semi-Cartan graph C is a Cartan graph if the following hold:
(1) For all X ∈ X the set ∆X re = ∆X re+
⋃
∆X re
−
.
(2) If lYmn := |∆
Y re ∩ (N0αm + N0αn)| is finite, then (rmrn)
lYmn(Y ) = Y , where m,n ∈ I,
Y ∈ X .
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In this case, we say that W(C) the Weyl groupoid of C if C is a Cartan graph.
We say that R = R(C, (∆X)X∈X ) is a root system of type C if for all X ∈ X , the sets
∆X ⊂ ZI are subsets such that:
(1) ∆X = (∆X ∩ NI0) ∪ −(∆
X ∩ NI0).
(2) ∆X ∩ Zαi = {αi,−αi} for all i ∈ I.
(3) sXi (∆
X) =∆ri(X) for all i ∈ I.
(4) (rirj)
mXij (X) = X for any i, j ∈ I with i 6= j where mXij = |∆
X ∩ (N0αi + N0αj)| is
finite.
Remark 1.1. 1. For any finite Cartan graph C, there is a unique root system R =
R(C, (∆X re)X∈X ) of type C, see [12, Propositions 2.9, 2.12].
2. The concept of irreducible root system of type C was introduced in [12, Definition 4.3].
If C is a finite connected indecomposable Cartan graph, then the root system R =
R(C, (∆X re)X∈X ) is an irreducible root system of type C by [12, Propositions 4.6].
1.2 Cartan graphs for Nichols algebras of diagonal type
Let kG be the group algebra over an abelian group G. Let GGYD be the category of Yetter–
Drinfel’d modules over kG. We say that V ∈ GGYD is a Yetter–Drinfel’d module over G.
Write FGθ for the set of θ-tuples of finite-dimensional irreducible objects in
G
GYD and X
G
θ for
the set of θ-tuples of isomorphism classes of finite-dimensional irreducible objects in GGYD.
We say that a Yetter–Drinfel’d module V ∈ GGYD is of diagonal type if V can be
decomposed into the direct sum of one-dimensional Yetter–Drinfel’d submodules over G.
For any Yetter–Drinfel’d module of diagonal type, it could be realized as a braided vector
space of diagonal type. Assume that V is of diagonal type. There exist numbers qij ∈ k
∗, a
basis {xi|i ∈ I} of V , and elements {gi|i ∈ I} ⊂ G such that
δ(xi) = gi ⊗ xi, gi.xj = qijxj (2)
for all i, j ∈ I. We obtain that the braiding c(xi ⊗ xj) = qijxj ⊗ xi for all i, j ∈ I. In this
case, we say that the braiding c ∈ End(V ⊗V ) of V is of diagonal type, see [2, Def. 5.4]. The
Nichols algebra B(V ) is said to be of diagonal type [2, Definition 5.8]. By the proof of [22,
Proposition 1.3], the matrix (qij)i,j∈I does not depend on the choice of the basis {xi|i ∈ I},
up to a permutation of I. The matrix (qij)i,j∈I is the braiding matrix of V . We say that
the braiding matrix (qij)i,j∈I is indecomposable if for all i 6= j, there exists a sequence
i1 = i, i2, . . . , it = j of elements of I such that qisis+1qis+1is 6= 1, 1 ≤ s ≤ t− 1. Otherwise, we
say that the matrix is decomposable. Then we can refer to the components of the matrix.
For the remaining part of this section, let V be any braided vector space of diagonal
type with an indecomposable braiding matrix (qij)i,j∈I of a basis {xi|i ∈ I}. Choose an
abelian group G0 and elements {gi|i ∈ I} ⊂ G0 such that the assignments in (2) define a
Yetter–Drinfel’d module structure on V . Then V = ⊕i∈Ikxi and each kxi is one-dimensional
Yetter–Drinfel’d modules over G0. Hence V is also a Yetter–Drinfel’d module of diagonal
type over G0.
The Dynkin diagram of V [19, Definition 4] is a labeled and non-oriented graph D
satisfying the conditions:
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(1) For all i ∈ I the i-th vertex is labeled by qii.
(2) For all i, j ∈ I there are nij edges between the i-th and j-th vertex. If i = j or qijqji = 1
then nij = 0, otherwise nij = 1 and the edge is labeled by qijqji.
Actually, we can get the Dynkin diagram of V from the braiding matrix of V .
For any tuple M = (Mj)j∈I ∈ F
G
θ , write B(M) := B(⊕j∈IMj) for the Nichols algebra
of M . For x ∈ ⊕j∈IMj , y ∈ B(M), we write adcx(y) = xy − (x(−1) · y)x(0) for the adjoint
action in the braided category GGYD where δ(x) = x(−1) ⊗ x(0) is the left coaction of kG.
Notice that Nichols algebra B(M) is Nθ0-graded with degMi = αi for all i ∈ I. Following the
terminology in [21], we say that the Nichols algebra B(M) is decomposable if there exists
a totally ordered index set (L,≤) and a sequence (Wl)l∈L of finite-dimensional irreducible
N
θ
0-graded objects in
G
GYD such that
B(M) ≃
⊗
l∈L
B(Wl). (3)
For each decomposition (3), we define the set of positive roots ∆
[M ]
+ ⊂ Z
I and the set
of roots ∆[M ] ⊂ ZI of [M ] by
∆
[M ]
+ = {deg(Wl)| l ∈ L}, ∆
[M ] = ∆
[M ]
+ ∪ −∆
[M ]
+ .
By [21, Theorem 4.5] we obtain that the set of roots ∆[M ] of [M ] does not depend on the
choice of the decomposition.
Remark 1.2. If dimMi = 1 for all i ∈ I, then the Nichols algebra B(M) is decomposable
based on the theorem of V. Kharchenko [28, Theorem 2].
Let i ∈ I. Following the terminology in [21, Definition 6.4] we say that M is i-finite,
if there is m ∈ N such that (adcMi)
m(Mj) = 0 for any j ∈ I \ {i}. For all i ∈ I and any
j ∈ I\{i} let aMij = −∞ ifM is not i-finite and let a
M
ij = −max{m ∈ N0 | (adcMi)
m(Mj) 6= 0}
otherwise. Let also aMii = 2 for all i ∈ I. The matrix (a
M
ij )i,j∈I is called the Cartan
matrix of M , denoted by AM . For all i ∈ I let Ri(M) = M if M is not i-finite and let
Ri(M) = (Ri(M)j)j∈I , where
Ri(M)j =
{
Mi
∗ if j = i,
(adcMi)
−aMij (Mj) if j 6= i.
(4)
The tuple Ri(M) ∈ F
G
θ since Ri(M)j is irreducible by [21, Theorem 7.2(3)]. Then Ri is a
reflection map from FGθ to F
G
θ . We say that Ri is the i-th reflection.
For any tuple M ∈ FGθ , we define
XGθ (M) = {[Ri1 · · ·Rin(M)] ∈ X
G
θ |n ∈ N0, i1, . . . , in ∈ I}
FGθ (M) = {Ri1 · · ·Rin(M) ∈ F
G
θ |n ∈ N0, i1, . . . , in ∈ I}.
We say that M admits all reflections if N is i-finite for all N ∈ FGθ (M).
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Recall that V is a braided vector space of diagonal type with the indecomposable braiding
c(xi⊗ xj) = qijxj ⊗ xi for all i, j ∈ I. For the remaining part of this section, we consider the
tupleM := (kx1, kx2, . . . , kxθ) of one-dimensional Yetter–Drinfel’d modules over G0. We say
that the braiding matrix of V is the braiding matrix of M and that the Dynkin diagram
of V is the Dynkin diagram of M . Since the braiding matrix (qij)i,j∈I is indecomposable,
the tuple M is braid-indecomposable, see [24, Definition 2.1].
Let i ∈ I. Assume that M is i-finite. Then yj is a basis of Ri(M)j defined by (4), where
yj :=
{
yi if j = i,
(adcxi)
−aMij (xj) if j 6= i,
(5)
where yi ∈M
∗
i \ {0}.
The following Lemma 1.3 gives us the way to check whether M is i- finite, for i ∈ I, It
can be obtained from [7, Lemma 3.7], see [25, Lemma 3.2] for details.
Lemma 1.3. Let i ∈ I. Then the tuple M is i-finite if and only if for any j ∈ I \ {i} there
is an integer m ∈ N0 satisfying (m+ 1)qii(q
m
ii qijqji − 1) = 0. In this case,
aMij = −min{m ∈ N0 | (m+ 1)qii(q
m
ii qijqji − 1) = 0}. (6)
Further, we get the labels of the Dynkin diagram of Ri(M) from Lemma 1.4. The method
was described in [19, Example 1] and [25, Lemma 3.4].
Lemma 1.4. Let i ∈ I. Assume that M is i-finite and (aij)j∈I := (a
M
ij )j∈I defined by (6).
Let (ljk)j,k∈I be the braiding matrix of Ri(M) with respect to the basis (yj)j∈I defined by (5).
Write q′ij := qijqji and l
′
ij := lijlji for all i, j ∈ I. Then
ljj =

qii if j = i,
qjj(q
′
ij)
−aij if j 6= i, qii = 1,
qjj if j 6= i, q
′
ij = q
aij
ii ,
qiiqjj(q
′
ij)
−aij if j 6= i, qii ∈ G
′
1−aij
,
l′ij =

(q′ij)
−1 if j 6= i, qii = 1,
q′ij if j 6= i, q
′
ij = q
aij
ii ,
q2ii(q
′
ij)
−1 if j 6= i, qii ∈ G
′
1−aij
,
and
l′jk =

q′jk(q
′
ij)
−aik(q′ik)
−aij if qii = 1,
q′jk if q
′
ir = q
air
ii , r ∈ {j, k},
q′jk(q
′
ikq
−1
ii )
−aij if qii ∈ G
′
1−aik
, q
aij
ii = q
′
ij,
q′jkq
2
ii(q
′
ijq
′
ik)
−aij if qii ∈ G
′
1−aik
, qii ∈ G
′
1−aij
.
for any j, k 6= i, j 6= k.
Hence we can check whether M admits all reflections by Lemmas 1.3 and 1.4.
Assume that the tuple M admits all reflections. The following Proposition implies that
we can attach to M a finite connected Cartan graph C(M).
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Proposition 1.5. Assume that the tuple M admits all reflections and that W(M) :=
W(C(M)) is defined. Let the tuple M be braid-indecomposable and W(M) is finite. For
all X ∈ X kG0θ (M) let
[X ]sθ = {Y ∈ X
kG0
θ (M)|Y and X have the same Dynkin diagram}
and Ysθ (M) = {[X ]
s
θ|X ∈ X
kG0
θ (M)}. Let A
[X]s
θ = AX for all X ∈ X kG0θ (M) and
t : I ×Ysθ (M)→ Y
s
θ (M), (i, [X ]
s
θ) 7→ [Ri(X)]
s
θ.
Then the tuple
C(M) = {I,Ysθ(M), t, (A
Y )Y ∈Ys
θ
(M)}
is a finite connected indecomposable Cartan graph.
Proof. Since the tuple M admits all reflections, we obtain that C(M) is a well-defined con-
nected semi-Cartan graph by [25, Proposition 3.6]. By [22, Theorem 2.3 and Corollary 2.4]
C(M) is a finite Cartan graph since W(C(M)) is finite. The braid-indecomposability of M
implies that the Cartan matrix AM of M is indecomposable. Hence C(M) is indecompos-
able.
2 Cartan graphs of rank three
In this section, we obtain Proposition 2.4, which illustrates the properties of finite con-
nected indecomposable Cartan graphs of rank three. Proposition 2.4 will be used for our
classification in the next section. Our main referee is [13].
Let C = C(I,X , r, (AX)X∈X ) be a semi-Cartan graph where I = {1, 2, 3}. Let X ∈ X .
Since the points of C could have many different neighborhoods, we define the following good
neighborhoods in order to cover all the finite connected indecomposable Cartan graphs in
such way that at least one point of C has one of the good neighborhoods.
Definition 2.1. We say that X has a good A3 neighborhood if there exists integer sequence
(a, b, c, d) such that there is a permutation of I with respect to which AX =
 2 −1 0−1 2 −1
0 −1 2
,
Ar1(X) =
 2 −1 0−1 2 −a
0 −1 2
, Ar2(X) =
 2 −1 −b−1 2 −1
−c −1 2
, Ar3(X) =
 2 −1 0−d 2 −1
0 −1 2
, and one
of the following holds.
(1) (a, b, c, d) ∈ {(1, 0, 0, 1), (1, 1, 1, 1), (1, 1, 1, 2), (1, 1, 2, 3), (2, 1, 1, 2), (2, 1, 2, 2)}.
(2) (a, b, c, d) = (2, 1, 2, 3), −a
r3r1(X)
21 = 3.
Definition 2.2. We say that X has a good B3 neighborhood if there is a permutation of
I with respect to which
AX = Ar1(X) = Ar2(X) =
 2 −1 0−1 2 −1
0 −2 2
, Ar3(X) =
 2 −1 0−a 2 −1
0 −2 2
, and −ar1r3(X)23 ∈
{1, 2}, where a ∈ {1, 2}.
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Definition 2.3. We say that X has a good C3 neighborhood if there is a permutation of
I with respect to which
AX = Ar1(X) = Ar2(X) =
 2 −1 0−1 2 −2
0 −1 2
 and Ar3(X) =
 2 −1 0−a 2 −2
0 −1 2
, where a ∈ {1, 2}.
Based on Theorem 4.1 in [13], we get the following result by computer calculations
algorithms.
Proposition 2.4. Let C = C(I,X , r, (AX)X∈X ) be a rank three finite connected indecom-
posable Cartan graph. Then there exists at least one point Y ∈ X satisfying one of the
following:
(a) The point Y has a good A3 neighborhood.
(b) The point Y has a good B3 neighborhood.
(c) The point Y has a good C3 neighborhood.
Remark 2.5. There are finite connected indecomposable Cartan graphs of rank three which
contain precisely one case of the good neighborhoods.
Proof. Since C is a finite connected indecomposable Cartan graph, R = R(C, (∆X re)X∈X )
is a finite irreducible root system of type C, see Remark 1.1. By [13, Theorem 4.1] there
exists a point X ∈ X satisfying that the set ∆X re+ is in the list of [13, Appendix A] up to a
permutation of I. There are precisely 55 such possible sets for the rank 3. We consider each
set in the list. For each point Y in the list, we calculate all neighbors {ri(Y ), i ∈ I} of Y .
Since the reflection sYi maps∆
Y re
+ \{αi} bijectively to∆
ri(Y ) re
+ \{αi} for any i ∈ I , the Cartan
matrices of all neighbors of Y can be obtained from ∆Y re+ , Y ∈ X by [13, Corollary 2.9].
If Y has a good A3, B3 or C3 neighborhood, then the proof is done. Otherwise repeat the
previous step to the neighbours of Y . Since X is finite, this algorithm terminates. The
elementary calculations are done by computer algorithms and they are skipped here.
3 The classification result
In this section we explain the classification of rank three Nichols algebras of diagonal type
with a finite root system over fields of positive characteristic. We formulate the main result
in Theorem 3.1 and Corollary 3.3. All Dynkin diagrams of rank three braided vector spaces
with a finite root system are listed in Tables (1)-(3).
Theorem 3.1. Let k is a field of characteristic p > 0. Let V be a braided vector space of
diagonal type with dimk V = 3. Let I = {1, 2, 3}. Let {xk|k ∈ I} be a basis of V such that
there exists an indecomposable braiding matrix (qij)i,j∈I ∈ (k
∗)3×3 with respect to {xk|k ∈ I}.
Let the tuple M := (kxi)i∈I . Then the following are equivalent.
(1) M admits all refections and W(C(M)) is finite.
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(2) The Dynkin diagram D of V appears in the Tables 1, 2, and 3, if p = 2, p = 3, and
p > 3, respectively.
(3) The Nichols algebra B(V ) is decomposable and the set of roots ∆[M ] is finite.
In this case, the row of Tables (1)-(3) containing D consists precisely of the Dynkin diagrams
of the points of C(M). The corresponding row of Table 4 contains the exchange graph of
C(M).
Remark 3.2. (1) We present the i-vertex of D with a bullet point • to describe the i-th
reflection map Ri of the Dynkin diagram D.
(2) In order to give the exchange graph of C(M) in Theorem 3.1, we use the following
notations in Tables (1)-(3). For each row n of Tables (1)-(3), we enumerate l-th
Dynkin diagram with Dnl column by column for all l ≥ 1. For each Dynkin diagram,
we enumerate the vertices from left to right with 1, 2 and 3, respectively. For i, j, k ∈ I,
we also write τijkDnl for the graph Dnl where the three vertices of Dnl change to i, j,
k, respectively.
Proof. The equivalence between (1) and (3) is clear, see [25, Theorem 5.1].
(2)⇒ (1). Assume that the Dynkin diagram D appears in row r of any of Tables (1)-(3).
From Lemmas 1.3 and 1.4 we determine that M admits all reflections. Hence the Cartan
graph C(M) can be defined by Proposition 1.5. We obtain that C(M) is the same with the
Cartan graph obtained from the Dykin diagrams appearing in row s of Table 2 in [16], where
s appears in the third column of row r of Table 4. The detailed calculations are skipped
at this point here. Moreover, the Weyl groupoids of the above Cartan graphs from [16] are
finite, see [13, Table 2]. Hence W(C(M)) is finite.
(1)⇒ (2). Since M admits all reflections, we can define a semi-Cartan graph C(M) by
Proposition 1.5. Hence W(M) = W(C(M)) is defined. Further, C(M) is a finite connected
indecomposable Cartan graph since W(C(M)) is finite and the matrix (qij)i,j∈I is indecom-
posable by Proposition 1.5. From the implication (2)⇒ (1) it is enough to prove that there
exists at least one point in C(M) contained in Tables (1)-(3).
Set X = [M ]s3, q1 = q12q21, q2 = q23q32, and q3 = q31q13. We write the Cartan matrix
AX := (aij)i,j∈I . Since C(M) is a finite Cartan graph, by Proposition 2.4 we are free to
assume that Cartan matrix AX is one of the following cases: (a), (b) and (c).
Case (a). Assume that X has a good A3 neighborhood. Let
(a, b, c, d) := (−a
r1(X)
23 ,−a
r2(X)
13 ,−a
r2(X)
31 ,−a
r3(X)
21 )
be the sequence in Definition 2.1. Applying Lemma 1.3 to a13 = 0, a12 = −1, and a23 = −1,
we get q3 = 1, q1 6= 1 and q2 6= 1, respectively. Since A
X is of A3 type, we distinguish
subcases a1, a2, a3, a4, a5, a6, a7, and a8 by Lemma 1.3.
Case a1. Consider the case (2)q11 = (2)q22 = (2)q33 = 0. Set q1 := q and q2 := r. Then
q11 = q22 = q33 = −1. If qr = 1 and q 6= −1, then D = D82. If qr = 1 and q = −1, then
p 6= 2 and D = D11, where q = −1, and p 6= 2. If qr 6= 1, then by Lemma 1.4 we get the
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reflection r2(X) of X
❡ ✉ ❡
−1 q −1 r −1 ⇒ ❡ ❡✁
✁✁
❡
❆
❆❆
q
−1
r
q−1 r−1
qr
with q 6= 1, r 6= 1, and qr 6= 1. Since X has a good A3 neighborhood, we obtain that
a
r2(X)
13 = −1 and a
r2(X)
31 ∈ {−1,−2}. Then we distinguish subcases a1a and a1b.
Case a1a. Consider the case a
r2(X)
13 = a
r2(X)
31 = −1. We obtain that (2)q(q
2r − 1) = 0 and
(2)r(qr
2 − 1) = 0 by Lemma 1.3. If q = −1, then p 6= 2 and r 6= −1 by qr 6= 1. If q = −1
and qr2 − 1 = 0, then p 6= 2, r ∈ G′4 and hence D = τ321D62, where q ∈ G
′
4 and p 6= 2. If
q2r = 1 and r = −1, then p 6= 2 and D = D62, where q ∈ G
′
4 and p 6= 2. If q
2r = qr2 = 1,
then q = r ∈ G′3, p 6= 3 and hence D = D15,2, p 6= 3.
Case a1b. Consider the case a
r2(X)
13 = −1 and a
r2(X)
31 = −2. Then (2)q(q
2r − 1) = 0,
(3)r(qr
3 − 1) = 0 and (2)r(qr
2 − 1) 6= 0. Hence r 6= −1 and qr2 6= 1. If q = −1, r ∈ G′3 and
p 6= 3, then p 6= 2 and D = D17,1, p 6= 2, 3. If q = −1 and qr
3 = 1, then r ∈ G′6, p 6= 2, 3, and
hence D = τ321D72, where q ∈ G
′
6 and p 6= 2, 3. If q
2r = r3 = 1, then −q = r ∈ G′3, p 6= 2, 3
by qr2 6= 1. Hence D = τ321D17,3, p 6= 2, 3. If q
2r = qr3 = 1, then r2 = q, where r ∈ G′5,
p 6= 5. Hence by Lemmas 1.3 and 1.4 we get the sequence (a, b, c, d) = (2, 1, 2, 3). Further
a
r3r1(X)
21 = −4, which is a contradiction.
Case a2. Consider the case (2)q22 = (2)q33 = 0, q11q1 − 1 = 0, and (2)q11 6= 0. Set
q11 := q and q2 := r. Then we get q 6= −1 for p 6= 2 and q 6= 1 for p = 2. Hence we obtain
q22 = q33 = −1, qq1 = 1, q 6= −1 for p 6= 2 or q22 = q33 = 1, qq1 = 1, q 6= 1 for p = 2. We
distinguish two subcases a2a and a2b.
Case a2a Consider the case q22 = q33 = −1, qq1 = 1, q 6= −1, and p 6= 2. If r = q 6= −1,
then D = τ321D42, p 6= 2. If r = −1, q 6= r, and q /∈ G
′
4, then D = D91, where r = −1,
q /∈ G′4 and p 6= 2. If r = −1, q 6= r, and q ∈ G
′
4, then D = D10,2, where q ∈ G
′
4 and p 6= 2.
Now we consider the case r 6= −1 and q 6= r. By Lemma 1.4 we get the following reflection
r2(X) of X
❡ ✉ ❡
q q−1 −1 r −1 ⇒ ❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
r
q r−1
rq−1
with q 6= 1, r /∈ {−1, 1, q}, and p 6= 2. Since X has a good A3 neighborhood, we get a
r2(X)
31 ∈
{−1,−2}. Then we get either (2)r(r
2q−1−1) = 0 or (3)r(r
3q−1−1) = 0, (2)r(r
2q−1−1) 6= 0.
Hence we can distinguish three subcases a2a1, a2a2 and a2a3.
Case a2a1. Consider the case (2)r(r
2q−1 − 1) = 0. Since r 6= −1 and p 6= 2, we obtain
that r2q−1 = 1 and hence D = τ321D62, p 6= 2.
Case a2a2. Consider the case r
3q−1 = 1 and (2)r(r
2q−1 − 1) 6= 0. Then we get q = r3 6= 1
and r /∈ {1,−1}. Hence D = τ321D72, p 6= 2.
Case a2a3. Consider the case r ∈ G
′
3, (2)r(r
2q−1 − 1) 6= 0, and p 6= 3. Then qr 6= 1. By
Lemma 1.4 we get the following reflection r3(X) of X
❡ ❡ ✉
q q−1 −1 r −1 ⇒ ❡ ❡ ❡
q q−1 r r−1 −1
10
with q 6= 1, r /∈ {−1, 1, q, q−1}. By Lemmas 1.3 and 1.4 we obtain that (a, b, c, d) = (1, 1, 2, 2),
which is a contradiction.
Case a2b. Consider the case q22 = q33 = 1, qq1 = 1, q 6= 1 for p = 2. If r = q, then
D = τ321D42, p = 2. If r 6= q, then we get a
r2(X)
31 ∈ {−1,−2}. Hence we distinguish subcases
a2b1 and a2b2.
Case a2b1. If a
r2(X)
31 = −1, then r
2q−1 = 1 and hence D = τ321D62, p = 2.
Case a2b2. Consider the case a
r2(X)
31 = −2. If r ∈ G
′
3, then we get (a, b, c, d) = (1, 1, 2, 2),
which is a contradiction. If r3q−1 = 1, then q = r3 6= 1 and hence D = τ321D72, p = 2.
Case a3. Consider the case (2)q11 = (2)q22 = 0, q33q2 − 1 = 0, and (2)q33 6= 0. Let q33 := q
and q1 := r. Then by (2)q 6= 0 we get q 6= −1 for p 6= 2 and q 6= 1 for p = 2. Hence we
obtain q11 = q22 = −1, qq2 = 1, q 6= −1 for p 6= 2 or q11 = q22 = 1, qq2 = 1, q 6= 1 for p = 2.
We distinguish two subcases a3a and a3b.
Case a3a Consider the case q11 = q22 = −1, qq2 = 1, q 6= −1, and p 6= 2. If r = q 6= −1,
then D = D42, p 6= 2. If r = −1, q 6= r, and q /∈ G
′
4, then D = τ321D91, where r = −1, q /∈ G
′
4
and p 6= 2. If r = −1, q 6= r, and q ∈ G′4, then D = τ321D10,2, where q ∈ G
′
4 and p 6= 2. Now
we consider the case r 6= −1 and q 6= r. By Lemma 1.4 we get the following reflection r2(X)
of X
❡ ✉ ❡
−1 r −1 q−1 q ⇒ ❡ ❡✁
✁✁
❡
❆
❆❆
r
−1
−1
r−1 q
rq−1
with q 6= 1, r /∈ {−1, 1, q}, and p 6= 2. SinceX has a goodA3 neighborhood and A
r3(X) = AX ,
we get a
r2(X)
13 = −1 and hence r
2q−1 = 1. Then D = D62, p 6= 2.
Case a3b. Consider the case q11 = q22 = 1, qq2 = 1, q 6= 1 for p = 2. If r = q, then
D = D42, p = 2. If r 6= q, then we get a
r2(X)
31 = −1. Hence, similarly to the argument in
Case a3a, r
2q−1 = 1 and D = D62, p = 2.
Case a4. Consider the case (2)q11 = (2)q33 = 0, q22q1 − 1 = q22q2 − 1 = 0, and (2)q22 6= 0.
Let q22 := q. Then by (2)q 6= 0 we get q 6= −1 for p 6= 2 and q 6= 1 for p = 2. Hence we
obtain q11 = q33 = −1, qq1 = qq2 = 1, q 6= −1 for p 6= 2 or q11 = q33 = 1, qq1 = qq2 = 1,
q 6= 1 for p = 2. Hence we get D = D83.
Case a5. Consider the case (2)q11 = 0, q22q1 − 1 = q22q2 − 1 = q33q2 − 1 = 0, (2)q22 6= 0,
and (2)q33 6= 0. Set q33 := q. If q11 = 1 and p = 2, then D = D41, p = 2. If q11 = −1 and
p 6= 2, then q 6= −1 and D = D41, p 6= 2.
Case a6. Consider the case (2)q33 = 0, q11q1 − 1 = q22q1 − 1 = q22q2 − 1 = 0, (2)q11 6= 0,
and (2)q22 6= 0. Set q11 := q. Then q 6= −1. If q33 = 1 and p = 2, then D = τ321D41, p = 2.
If q33 = −1 and p 6= 2, then q 6= −1 and D = τ321D41, p 6= 2.
Case a7. Consider the case (2)q22 = 0, q11q1 = q33q2 = 1, (2)q11 6= 0, and (2)q33 6= 0. Set
q11 := q and q33 := r. Then q22 = −1 and qq1 = rq2 = 1. If qr = 1, then q 6= −1 and
D = D81. If qr 6= 1, q = r ∈ G
′
3, then p 6= 3 and hence D = D11,1, p 6= 3. If qr 6= 1 and
q = r /∈ G′3, then D = D10,1. If qr 6= 1, q 6= r, qr
2 6= 1, and rq2 6= 1, then D = D91. If qr 6= 1,
q 6= r, and rq2 = 1, then q /∈ G′3 and D = D10,2. If qr 6= 1, q 6= r, and qr
2 = 1, then r /∈ G′3,
r2 6= 1, and D = τ321D10,2.
Case a8. Consider the case q11q1 = q22q1 = q22q2 = q33q2 = 1, (2)q11 6= 0, (2)q22 6= 0, and
(2)q33 6= 0. Then D = D11, q 6= −1.
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Case (b). Assume that X has a good B3 neighborhood. Since A
X is of B3 type, we
obtain that q3 = 1, q1 6= 1 and q2 6= 1 by Lemma 1.3. By Lemma 1.4 we get q1q2 = 1 if
(2)q22 = 0, since a
r2(X)
13 = 0. Further, we distinguish subcases b1, b2, b3, b4, b5, b6, b7, and b8.
Case b1. Consider the case (2)q11 = (2)q22 = 0, q
2
33q2 − 1 = 0, and (2)q33(q33q2 − 1) 6= 0.
Then q11 = q22 = −1. Let q33 := q. Then q2 = q
−2 and hence q1 = q
2 by q1q2 = 1. If
q2 6= −1, then D = D52. If q
2 = −1, then p 6= 2 and D = D21, where q ∈ G
′
4, p 6= 2.
Case b2. Consider the case (2)q11 = (2)q22 = (3)q33 = 0, q
2
33q2 − 1 6= 0, and (2)q33(q33q2 −
1) 6= 0. Let q1 := q. Then q2 = q
−1 and q33 6= q. We distinguish subcases b2a, b2b and b2c.
case b2a. Consider the case q11 = q22 = −1, q33 := ζ ∈ G
′
3. Then we get p 6= 2, 3. Then
ζq 6= 1. By Lemma 1.4 we get the reflection r3(X) of X
❡ ❡ ✉
−1 q −1 q−1 ζ ⇒ ❡ ❡ ❡
−1 q -ζq
−2
qζ−1 ζ
with ζ ∈ G′3, q 6= ζ, ζ
−1, and p 6= 2, 3. Since a
r3(X)
23 = −1 by Definition 2.2, we get
((−ζq−2)qζ−1 − 1)(ζq−2 − 1) = 0 and hence q = −ζ−1 or q = −1. If q = −ζ−1, then
D = D14,2, p 6= 2, 3. If q = −1, then a
r3(X)
21 = −3, which is a contradiction.
Case b2b. Consider the case q11 = q22 = −1, q33 = 1, and p = 3. Then the Dynkin
diagram of r3(X) is ❡ ❡ ❡
−1 q -q
−2
q 1. By a
r3(X)
23 = −1 we get q = −1 and hence D = D12′,1.
Case b2c. Consider the case q11 = q22 = 1, q33 := ζ ∈ G
′
3, and p = 2. Then the
Dynkin diagram of r3(X) is ❡ ❡ ❡
1 q ζq
−2
qζ−1 ζ with ζ ∈ G′3, q 6= ζ , and p = 2. The condition
a
r3(X)
23 = −1 gives q = ζ
−1 and hence D = D52, where q ∈ G
′
3 and p = 2.
Case b3. Consider the case (2)q11 = (3)q33 = 0, q22q1 − 1 = 0, q22q2 − 1 = 0, (2)q22 6= 0,
and (2)q33(q33q2 − 1) 6= 0. Let q22 := q and q33 := ζ . Then q1 = q2 = q
−1 and q 6= ζ . We
distinguish subcases b3a, b3b, and b3c.
Case b3a. Consider the case q11 = −1, ζ ∈ G
′
3 and p 6= 2, 3. By Lemma 1.4 we get the
Dynkin diagrams of X and r3(X)
❡ ❡ ✉
−1 q−1 q q−1 ζ ⇒ ❡ ❡ ❡
−1 q−1 ζq
−1
qζ−1 ζ
with ζ ∈ G′3, q /∈ {−1, 1, ζ}, and p 6= 2, 3. We get a
r3(X)
21 ∈ {−1,−2} by Definition 2.2. Hence
((ζq−1)+1)(ζq−2−1)(q−3−1)(ζ2q−3−1) = 0. Then we obtain q ∈ {ζ−1,−ζ−1,−ζ} or q−3 = ζ .
If q = ζ−1, then D = D51, where q ∈ G
′
3, p 6= 2, 3. If q = −ζ
−1, then D = D14,1, p 6= 2, 3.
If q = −ζ , then by Lemmas 1.3 and 1.4 we get Ar3(X) = AX and a
r1r3(X)
23 = −3 /∈ {−1,−2},
which is a contradiction. If q−3 = ζ ∈ G′3, then a
r1r3(X)
23 = −8 /∈ {−1,−2}, which is again a
contradiction.
Case b3b. Consider the case q11 = 1, ζ ∈ G
′
3 and p = 2. By Lemma 1.4 we get the
reflection r3(X) of X is
❡ ❡ ✉
1 q−1 q q−1 ζ ⇒ ❡ ❡ ❡
1 q−1 ζq
−1
qζ−1 ζ
with ζ ∈ G′3, q 6= ζ , and p = 2. If a
r3(X)
21 = −1, then q = ζ
−1 and D = D51, where
q ∈ G′3, p = 2. If a
r3(X)
21 = −2, then q
−3 = ζ ∈ G′3. then by Lemmas 1.3 and 1.4 we get
a
r1r3(X)
23 = −8 /∈ {−1,−2}, which is a contradiction.
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Case b3c. Consider the case q11 = −1, ζ = 1 and p = 3. By Lemma 1.4 the Dynkin
diagrams of r3(X) is ❡ ❡ ❡
−1 q−1 q
−1
q 1 with q /∈ G′2, and p = 3. Then a
r3(X)
21 /∈ {−1,−2},
which is a contradiction.
Case b4. Consider the case (2)q22 = (3)q33 = 0, q11q1−1 = 0, (2)q11 6= 0, and (2)q33(q33q2−
1) 6= 0. Let q11 := q and q33 := ζ . Then q1 = q
−1 and q2 = q by q1q2 = 1. Hence q 6= ζ
−1.
We distinguish three subcases b4a, b4b, and b4c.
case b4a. Consider the case q22 = −1, ζ ∈ G
′
3, qq1 − 1 = 0, and p 6= 2, 3. The Dynkin
diagrams of X and r3(X) are
❡ ❡ ✉
q q−1 −1 q ζ ⇒ ❡ ❡ ❡
q q−1 -ζq
2
(qζ)−1 ζ
with ζ ∈ G′3, q /∈ {1,−1, ζ
−1}, and p 6= 2, 3. We get a
r3(X)
23 = −1 by Definition 2.2. Then
(ζq2− 1)(ζq2(ζq)−1 + 1) = 0. Hence q = −ζ or q = ζ . If q = −ζ then D = D14,3, p 6= 2, 3. If
q = ζ then D = D53, where q := −ζ
−1, ζ ∈ G′3, and p 6= 2, 3.
Case b4b. Consider the case q22 = −1, ζ = 1, and p = 3. Then the Dynkin diagram of
r3(X) is ❡ ❡ ❡
q q−1 -q
2
q−1 1 with q /∈ G′2, p = 3. Then a
r3(X)
23 6= −1, which is a contradiction.
Case b4c. Consider the case q22 = 1, q33 := ζ ∈ G
′
3, and p = 2. Then the Dynkin diagram
of r3(X) is ❡ ❡ ❡
q q−1 ζq
2
(qζ)−1 ζ . The condition a
r3(X)
23 = −1 gives that q = ζ . then D = D53,
where q := ζ−1, ζ ∈ G′3, and p = 2.
Case b5. Consider the case (2)q11 = 0, q22q1 = 1, q22q2 = 1, q
2
33q2 = 1, (2)q22 6= 0, and
(3)q33 6= 0. Let q33 := q. Then q2 = q
−2, q22 = q
2 and hence q1 = q
−2. Then q2 6= 1,−1, and
q3 6= 1. If p = 3 and q11 = −1, then D = D51, p = 3. If p 6= 2, 3 and q11 = −1, then D = D51,
where q /∈ G′3 and p 6= 2, 3. If p = 2 and q11 = 1, then D = D51, where q /∈ G
′
3 and p = 2.
Case b6. Consider the case (2)q22 = 0, q11q1 = 1, q
2
33q2 = 1, (2)q11 6= 0, and (3)q33 6= 0. Let
q33 := q. Then q2 = q
−2 and q1 = q
2 by q1q2 = 1. Hence q11 = q
−2. If p = 3 and q22 = −1,
then D = D53, p = 3. If p 6= 2, 3 and q22 = −1, then D = D53, where q /∈ G
′
3 and p 6= 2, 3. If
p = 2 and q22 = 1, then D = D53, where q /∈ G
′
3 and p = 2.
Case b7. Consider the case (3)q33 = 0, q11q1 = 1, q22q1 = 1, q22q2 = 1, (2)q11 6= 0, (2)q22 6= 0
and (2)q33(q33q2 − 1) 6= 0. Let q22 := q and q33 := ζ . Then q2 = q1 = q
−1, q11 = q, and q 6= ζ .
Hence we distinguish two subcases b7a and b7b.
Case b7a. Consider the case ζ ∈ G
′
3 and p 6= 3. Then by Lemma 1.4 the reflection r3(X)
of X is
❡ ❡ ✉
q q−1 q q−1 ζ ⇒ ❡ ❡ ❡
q q−1 ζq
−1
qζ−1 ζ
with ζ ∈ G′3, q /∈ {1,−1, ζ}, and p 6= 3. We get a
r3(X)
21 ∈ {−1,−2} from Definition2.2. Hence
((ζq−1) + 1)(ζq−2 − 1)(q−3 − 1)(ζ2q−3 − 1) = 0. Then q ∈ {ζ−1,−ζ−1,−ζ} or q−3 = ζ . If
q = ζ−1, then D = D21, where q ∈ G
′
3, p 6= 3. If q = −ζ
−1 and p 6= 2, then D = D12,1. If
q = −ζ and p 6= 2, then D = τ321D16,5. If q
−3 = ζ , then D = D18,1.
Case b7b. Consider the case p = 3 and ζ = 1. Since (2)q 6= 0 and q 6= 1, we get
a
r3(X)
21 /∈ {−1,−2}, which is a contradiction.
Case b8. Consider the case q11q1 = q22q1 = q22q2 = q
2
33q2 = 1, (2)q11 6= 0, (2)q22 6= 0, and
(3)q33 6= 0. If p 6= 2, 3, then D = D21, where q /∈ G
′
3 ∪ G
′
4 and p 6= 2, 3. If p = 3, then
D = D21, where q /∈ G
′
4 and p = 3. If p = 2, then D = D21, where q /∈ G
′
3 and p = 2.
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Case (c). Assume that AX has a good C3 neighborhood. Since A
X is of C3 type, we
obtain that q3 = 1, q1 6= 1 and q2 6= 1 by Lemma 1.3. Since a23 = −2, we get (2)q22 6= 0 and
hence q22q1 = 1 by a21 = −1. Hence q22 6= 1. Since a
r1(X)
23 = −2, we get (2)q11 6= 0 and hence
q11q1 − 1 = 0 by a12 = −1. Then we get q1q2 = 1 since a
r2(X)
13 = 0 by Lemmas 1.3 and 1.4.
Hence, by Lemma 1.3 we distinguish the following cases c1, c2, and c3.
Case c1. Consider the case q11q1 = q22q1 = q33q2 = q
2
22q2 = 1. Let q22 := q. Then q
2 6= 1
and hence D = D31.
Case c2. Consider the case q11q1 − 1 = q22q1 − 1 = q
2
22q2 − 1 = 0, (2)q33 = 0, and
q33q2 − 1 6= 0. Let q11 := q. If p 6= 2, then by Lemma 1.4 we get the reflection of X
❡ ❡ ✉
q q−1 q q−2 −1 ⇒ ❡ ❡ ❡
q q−1 -q
−1
q2 −1
with q /∈ G′2 ∪G
′
4. We obtain a
r3(X)
21 ∈ {−1,−2} from Definition 2.3. Since q
2 /∈ G′2 ∪G
′
4, we
get a
r3(X)
21 = −2 and hence q
−3 = −1 or q−3 = 1. If q−3 = −1, then p 6= 3 and D = D13,1,
with ζ ∈ G′6. If q
−3 = 1, then p 6= 3 and D = D13,1, with ζ ∈ G
′
3. If p = 2, then we get
q−3 = 1 by a
r3(X)
21 ∈ {−1,−2} and then D = D13′,1.
Case c3. Consider the case q11q1 − 1 = q22q1 − 1 = 0, (3)q22 = 0, (2)q33(q33q2 − 1) = 0,
and q222q2 − 1 6= 0. Since (3)q22 = 0 and q22 6= 1, we get q22 := ζ ∈ G
′
3, q2 = ζ , and p 6= 3.
Hence q222q2 − 1 = 0, which is a contradiction.
We point out that by [19, Corollary 6] Theorem 3.1 yields a classification of three-
dimensional braided vector spaces V of diagonal type with finite-dimensional Nichols algebra
B(V ).
Corollary 3.3. Let k be a field of characteristic p > 0. Assume that V satisfies the setting in
Theorem 3.1. Then the Nichols algebra B(V ) is finite dimensional if and only if the Dynkin
diagram D of V appears in Tables (1)-(3) and the labels of the vertices of D are roots of
unity (including 1).
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row Dynkin diagrams fixed parameters
1 ❡ ❡ ❡
q q−1 q q−1 q q ∈ k∗ \ {1}
2 ❡ ❡ ❡
q2 q−2 q
2
q−2 q q ∈ k∗ \ {1}
3 ❡ ❡ ❡
q q−1 q q−2 q
2
q ∈ k∗ \ {1}
4 ❡ ❡ ❡
1 q−1 q q−1 q
❡ ❡ ❡
1 q 1 q−1 q q ∈ k∗ \ {1}
5 ❡ ❡ ❡
1 q−2 q
2
q−2 q
❡ ❡ ❡
1 q2 1 q−2 q
❡ ❡ ❡
q2 q−2 1 q2 q
−1
q ∈ k∗ \ {1}
6 ❡ ❡ ❡
1 q−1 q q−2 q
2
q ∈ k∗ \ {1}
❡ ❡ ❡
1 q 1 q−2 q
2
❡ ❡✁
✁✁
❡
❆
❆❆
q
1
1
q−1 q2
q−1
7 ❡ ❡ ❡
1 q−1 q q−3 q
3
q ∈ k∗ \ {1}, q /∈ G′3
❡ ❡ ❡
1 q 1 q−3 q
3
❡ ❡✁
✁✁
❡
❆
❆❆
q
1
1
q−1 q3
q−2 ❡ ❡ ❡
q3 q−3 1 q2 q
−1
8 ❡ ❡ ❡
q q−1 1 q q
−1
❡ ❡ ❡
1 q−1 q q−1 1 q ∈ k∗ \ {1}
❡ ❡ ❡
1 q 1 q−1 1
❡ ❡ ❡
1 q q
−1
q 1
9 ❡ ❡ ❡
q q−1 1 r−1 r q, r, s ∈ k∗ \ {1}, qrs = 1
❡ ❡ ❡
q q−1 −1 s−1 s ❡ ❡✁
✁✁
❡
❆
❆❆
1
1
1
q r
s ❡ ❡ ❡
r r−1 1 s−1 s q 6= r, q 6= s, r 6= s
10 ❡ ❡ ❡
q q−1 1 q−1 q q ∈ k∗ \ {1}, q /∈ G′3
❡ ❡ ❡
q q−1 1 q2 q
−2
❡ ❡✁
✁✁
❡
❆
❆❆
1
1
1
q q
q−2
11 ❡ ❡ ❡
ζ ζ−1 1 ζ−1 ζ ζ ∈ G′3
❡ ❡✁
✁✁
❡
❆
❆❆
1
1
1
ζ ζ
ζ
13’ ❡ ❡ ❡
ζ ζ−1 ζ ζ 1
❡ ❡ ❡
ζ ζ−1 ζ
−1
ζ−1 1 ζ ∈ G′3
15 ❡ ❡ ❡
1 ζ−1 ζ ζ 1 ζ ∈ G′3
❡ ❡ ❡
1 ζ 1 ζ 1 ❡ ❡✁
✁✁
❡
❆
❆❆
ζ
1
ζ
ζ−1 ζ−1
ζ−1 ❡ ❡ ❡
1 ζ−1 ζ
−1
ζ−1 1
18 ❡ ❡ ❡
ζ ζ−1 ζ ζ−1 ζ
−3
❡ ❡ ❡
ζ ζ−1 ζ
−4
ζ4 ζ
−3
ζ ∈ G′9
Table 1: Dynkin diagrams in characteristic p = 2
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row Dynkin diagrams fixed parameters
1 ❡ ❡ ❡
q q−1 q q−1 q q ∈ k∗ \ {1}
2 ❡ ❡ ❡
q2 q−2 q
2
q−2 q q ∈ k∗ \ {−1, 1}
3 ❡ ❡ ❡
q q−1 q q−2 q
2
q ∈ k∗ \ {−1, 1}
4 ❡ ❡ ❡
−1 q−1 q q−1 q
❡ ❡ ❡
−1 q −1 q−1 q q ∈ k∗ \ {−1, 1}
5 ❡ ❡ ❡
−1 q−2 q
2
q−2 q
❡ ❡ ❡
−1 q2 −1 q−2 q
❡ ❡ ❡
q2 q−2 −1 q2 −q
−1
q ∈ k∗ \ {−1, 1}, q /∈ G′4
6 ❡ ❡ ❡
−1 q−1 q q−2 q
2
q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
−1 q −1 q−2 q
2
❡ ❡✁
✁✁
❡
❆
❆❆
q
−1
−1
q−1 q2
q−1
7 ❡ ❡ ❡
−1 q−1 q q−3 q
3
q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
−1 q −1 q−3 q
3
❡ ❡✁
✁✁
❡
❆
❆❆
q
−1
−1
q−1 q3
q−2 ❡ ❡ ❡
q3 q−3 −1 q2 −q
−1
8 ❡ ❡ ❡
q q−1 −1 q q
−1
❡ ❡ ❡
−1 q−1 q q−1 −1 q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
−1 q −1 q−1 −1
❡ ❡ ❡
−1 q q
−1
q −1
9 ❡ ❡ ❡
q q−1 −1 r−1 r q, r, s ∈ k∗ \ {1}, qrs = 1
❡ ❡ ❡
q q−1 −1 s−1 s ❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
−1
q r
s ❡ ❡ ❡
r r−1 −1 s−1 s q 6= r, q 6= s, r 6= s
10 ❡ ❡ ❡
q q−1 −1 q−1 q q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
q q−1 −1 q2 q
−2
❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
−1
q q
q−2
12’ ❡ ❡ ❡
−1 −1 −1 −1 1
Table 2: Dynkin diagrams in characteristic p = 3
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row Dynkin diagrams fixed parameters
1 ❡ ❡ ❡
q q−1 q q−1 q q ∈ k∗ \ {1}
2 ❡ ❡ ❡
q2 q−2 q
2
q−2 q q ∈ k∗ \ {−1, 1}
3 ❡ ❡ ❡
q q−1 q q−2 q
2
q ∈ k∗ \ {−1, 1}
4 ❡ ❡ ❡
−1 q−1 q q−1 q
❡ ❡ ❡
−1 q −1 q−1 q q ∈ k∗ \ {−1, 1}
5 ❡ ❡ ❡
−1 q−2 q
2
q−2 q
❡ ❡ ❡
−1 q2 −1 q−2 q
❡ ❡ ❡
q2 q−2 −1 q2 −q
−1
q ∈ k∗ \ {−1, 1} q /∈ G′4
6 ❡ ❡ ❡
−1 q−1 q q−2 q
2
q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
−1 q −1 q−2 q
2
❡ ❡✁
✁✁
❡
❆
❆❆
q
−1
−1
q−1 q2
q−1
7 ❡ ❡ ❡
−1 q−1 q q−3 q
3
q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
−1 q −1 q−3 q
3
❡ ❡✁
✁✁
❡
❆
❆❆
q
−1
−1
q−1 q3
q−2 ❡ ❡ ❡
q3 q−3 −1 q2 −q
−1
q /∈ G′3
8 ❡ ❡ ❡
q q−1 −1 q q
−1
❡ ❡ ❡
−1 q−1 q q−1 −1 q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
−1 q −1 q−1 −1
❡ ❡ ❡
−1 q q
−1
q −1
9 ❡ ❡ ❡
q q−1 −1 r−1 r q, r, s ∈ k∗ \ {1}, qrs = 1
❡ ❡ ❡
q q−1 −1 s−1 s ❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
−1
q r
s ❡ ❡ ❡
r r−1 −1 s−1 s q 6= r, q 6= s, r 6= s
10 ❡ ❡ ❡
q q−1 −1 q−1 q q ∈ k∗ \ {−1, 1}
❡ ❡ ❡
q q−1 −1 q2 q
−2
❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
−1
q q
q−2
q /∈ G′3
Table 3: Dynkin diagrams in characteristic p > 3
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row Dynkin diagrams fixed parameters
11 ❡ ❡ ❡
ζ ζ−1 −1 ζ−1 ζ ζ ∈ G′3
❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
−1
ζ ζ
ζ
12 ❡ ❡ ❡
−ζ−1−ζ−ζ
−1
−ζ ζ ζ ∈ G′3
13 ❡ ❡ ❡
ζ ζ−1 ζ ζ−2 −1
❡ ❡ ❡
ζ ζ−1−ζ
−1
ζ2 −1 ζ ∈ G′3 ∪G
′
6
14 ❡ ❡ ❡
−1 −ζ−ζ
−1
−ζ ζ
❡ ❡ ❡
−1−ζ−1−1 −ζ ζ
❡ ❡ ❡
−ζ−1−ζ −1−ζ−1ζ
−1
ζ ∈ G′3
15 ❡ ❡ ❡
−1 ζ−1 ζ ζ −1 ζ ∈ G′3
❡ ❡ ❡
−1 ζ −1 ζ −1 ❡ ❡✁
✁✁
❡
❆
❆❆
ζ
−1
ζ
ζ−1 ζ−1
ζ−1 ❡ ❡ ❡
−1 ζ−1−ζ
−1
ζ−1 −1
16 ❡ ❡ ❡
−1 ζ−1 ζ −ζ−1−ζ ζ ∈ G′3
❡ ❡ ❡
−1 ζ −1−ζ−1−ζ ❡ ❡✁
✁✁
❡
❆
❆❆
ζ
−1
−1
ζ−1 −ζ
−1
❡ ❡ ❡
ζ −1 −1−ζ−1−ζ
❡ ❡ ❡
ζ −ζ−1−ζ−ζ−1−ζ
17 ❡ ❡ ❡
−1 −1 −1 ζ −1 ζ ∈ G′3
❡ ❡ ❡
−1 −1 ζ ζ−1 −1 ❡ ❡✁
✁✁
❡
❆
❆❆
−ζ
ζ
−1
−ζ−1 ζ−1
−ζ−1 ❡ ❡ ❡
−1 ζ−1 ζ −ζ −1
❡ ❡ ❡
−1 ζ −1 −ζ −1
❡ ❡ ❡
−1 ζ −ζ−ζ−1−1
❡ ❡ ❡
−1 ζ−1 ζ
−1
−ζ−1−1 ❡ ❡✁
✁✁
❡
❆
❆❆
−1
−1
ζ
−1 ζ−1
−ζ ❡ ❡ ❡
−1 −1 −1−ζ−1ζ
−1
18 ❡ ❡ ❡
ζ ζ−1 ζ ζ−1 ζ
−3
❡ ❡ ❡
ζ ζ−1 ζ
−4
ζ4 ζ
−3
ζ ∈ G′9
Table 3: Dynkin diagrams in characteristic p > 3
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exchange graph row in [16, Table 2] char k
1 D11 1 p > 0
2 D21 2 p > 0
3 D31 3 p > 0
4 D41 1 D42 2 τ321D42 3 τ321D41 4 p > 0
5 D51 1 D52 2 D53 5 p > 0
6 D61 1 D62 2 D63 3 τ132D62 1 τ132D61 6 p > 0
7 D71
1
D72
2
D73
3
τ231D74 7 p > 0
8
D81
2
D82
1
D83
3
τ321D82
✟✟✟✟
1
2
τ321D81
D84
3
8 p > 0
9
D91
2 D93 1 τ213D92
τ231D94
3
9 p > 0
10
D10,1
2 D10,3 1 τ213D10,2
τ231D10,2
3
10 p > 0
11
D11,1
2 D11,2 1 τ213D11,1
τ231D11,1
3
11 p 6= 3
12 D12,1 12 p 6= 2, 3
12′ D12′,1 12 p = 3
13 D13,1 3 D13,2 13 p 6= 2, 3
13′ D13′,1 2 D13′,2 13 p = 2
14 D14,1 1 D14,2 2 D14,3 14 p 6= 2, 3
15
D15,1
1
D15,2
2
D15,3
3
D15,4
1
τ321D15,1
3
15 p 6= 3
16
D16,1 1 D16,2 2 D16,4 3 τ132D16,3 1 τ132D16,5
❍❍
❍ 1
τ213D16,1
2τ213D16,21
2
τ213D16,4
τ132D16,5
3
2
τ231D16,3 16 p 6= 2, 3
17
D17,1
3
D17,2
2
D17,6
3
τ231D17,3
1
τ231D17,4
τ213D17,9
1 D17,7 3
❍❍
❍❍
2
τ231D17,8
 
 2
1
τ231D17,5
2
17 p 6= 2, 3
18 D18,1 3 D18,2 18 p 6= 3
Table 4: The exchange graphs of C(M) in Theorem 3.1.
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