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Abstract
This paper studies the relationship between undirected (unrooted) and directed (rooted) phylogenetic
networks. We describe a polynomial-time algorithm for deciding whether an undirected binary phylogenetic
network, given the locations of the root and reticulation vertices, can be oriented as a directed phylogenetic
network. Moreover, we give a mathematical characterization of when this is the case and show that this
directed phylogenetic network is then always unique. These results are generalized to the nonbinary case.
In addition, we describe an algorithm for deciding whether an undirected binary phylogenetic network can
be oriented as a directed phylogenetic network of a certain class. The algorithm is fixed-parameter tractable
(FPT) when the parameter is the level of the network and is applicable to a wide range of network classes,
including tree-child, tree-based, stack-free and orchard networks. It can also be used to decide whether
an undirected phylogenetic network is tree-based and whether a partly-directed phylogenetic network can
be oriented as a directed phylogenetic network. Finally, we show that, in general, it is NP-hard to decide
whether an undirected network can be oriented as a tree-based network.
1 Introduction
Phylogenetic networks are graphs used to describe evolutionary relationships, for example, of different species.
They generalize the more widely known phylogenetic trees. If the leaves of such a network represent extant
species, the interior vertices represent hypothetical ancestors.
Phylogenetic networks are usually rooted, directed graphs, where the vertices and arcs represent evolutionary
events (e.g hybridization or gene transfer). However, unrooted, undirected graphs have also been studied which
still aim to describe an explicit evolutionary history, but do not include directions on the edges. Reasons for
not including direction can be uncertainty about the location of the root, but also uncertainty about the order
in which reticulate events occurred, that is, events where species or lineages merge. Moreover, it can be unclear
which vertices represent reticulate events and which ones represent speciation events or “vertical” descent. See
Figure 1 for an example of an undirected and a directed phylogenetic network which illustrates these differences
in perspective. Note that sometimes unrooted networks are also used as a tool to display patterns within data
(e.g. split networks [BM04]), but as these networks do not aim to explicitly represent the evolution of the
underlying species we do not focus on them here.
Next to fully directed or fully undirected networks, a third option is partly-directed phylogenetic networks.
Such networks make perfect sense in light of the discussion above and, indeed, several published networks in the
biological literature are partly-directed, e.g. for grapes [MBO+11] and humans [Laz18], or contain bi-directed
arcs, e.g. for bears [KLB+17]. Also, the popular software tool SNAQ produces partly-directed phylogenetic
networks [SLA16]. However, such networks have not been studied yet from a mathematical perspective, even
though David Morrison suggested this already in 2013 [Mor13]: “Perhaps the possibility of partly directed
phylogenetic networks needs more consideration.”
In this paper, we answer several fundamental questions regarding the relationship between directed and
undirected phylogenetic networks. First we ask ourselves the following. Suppose we know the underlying
undirected phylogenetic network of some directed nonbinary phylogenetic network as well as the location of the
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root and the desired indegrees of the reticulation vertices (the vertices where lineages merge). Does this give us
enough information to uniquely reconstruct the directed phylogenetic network? We show that this is indeed the
case. Moreover, we give a mathematical characterization for when an undirected phylogenetic network, given
the locations of the root and the desired indegrees of the reticulation vertices, can be oriented as a directed
phylogenetic network (see Figure 2 for an example of a binary phylogenetic network where this is not possible).
Following this, we give a linear-time algorithm in the number of edges of the network to find such orientations.
We also show how to apply the algorithm to partly-directed networks, networks in which some of the edges
are already oriented. In particular, we show how one can decide whether a given partly-directed network is a
semi-directed network.
T. turgidum T. aestivum
A. tauschii
A. sharonensis
T. monococcum
T. uartu A. speltoides
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Figure 1: An undirected phylogenetic network (left) and a directed phylogenetic network (right) based
on [Mor15, MSH+14]. Note that the directed network can be obtained by orienting the undirected network.
In the second part of the paper, we study which undirected binary phylogenetic networks can be oriented
to become a directed phylogenetic network of a certain class (with no information about the location of the
root or the reticulation vertices), see again Figure 2 for an example. We give an algorithm that is fixed-
parameter tractable (FPT) with the level of the network as the parameter, where the level of a network is
the maximum number of reticulation vertices in any biconnected component. The algorithm can be applied
to a wide range of classes of networks, including the popular classes of “tree-child”, “tree-based”, “reticulation
visible” and “stack-free” networks, but also to the recently introduced classes of “valid” networks [MIJ+18] and
“orchard” networks [ESS19, JM18] (see Section 2.1 for definitions). We note that an undirected network that
has a tree-based orientation is not necessarily tree-based, as defined in [FHM18] (see Fig. 6 of that paper for an
example). Nevertheless, we show that our algorithm can also be used to decide whether an undirected network
is tree-based, and that this problem is NP-hard. Finally, our algorithm can also be applied to decide whether
some partly-directed phylogenetic network has an orientation as a directed network.
x
y
x
y
Figure 2: Left: an undirected phylogenetic network with specified reticulation vertices (indicated by squares)
and root location (indicated with an arrow) that has no orientation as a directed phylogenetic network. Right:
the same undirected phylogenetic network but with no information about the root and reticulation vertices.
This network can be oriented as a stack-free network, but not as a tree-child network.
To the best of our knowledge, such questions have not been studied before. So far, most publications consider
either directed or undirected phylogenetic networks, but do not study how they are related. Exceptions are
a paper studying how to optimally root unrooted trees as to minimize their hybridization number [IKS+18]
and papers about orienting split networks [ABR19, HKLS05, SM00]. Also see [GHS17], which looks into the
relationship between undirected phylogenetic networks and Buneman graphs. There is also a large body of
literature on orienting graphs (see, e.g., [AJMO16, AT92]) but such papers are not applicable to our situation,
because, for example, they do not require the orientation to be acyclic (one exception being [Ata83] which is
discussed later) or they do not have our degree restrictions. Hence, this is the first paper that studies orientations
of undirected genealogical phylogenetic networks.
2
2 Preliminaries
Throughout the paper, X denotes a non-empty finite set. Biologically speaking, X can be seen as a set of extant
taxa.
An undirected phylogenetic network on X is an undirected connected (simple) graph, in which no vertex has
degree 2, and vertices of degree 1 (the leaves) are bijectively labelled with the elements in X. It is called binary
if each non-leaf vertex has degree 3. We call an undirected phylogenetic network with no cycles an undirected
phylogenetic tree. The reticulation number of an undirected phylogenetic network is the number of edges that
need to be removed to obtain, after suppressing degree-2 vertices, an undirected phylogenetic tree.
A directed phylogenetic network on X is a directed acyclic (simple) graph, in which there is a single vertex of
indegree 0 and outdegree 2 (the root), no vertex has indegree 1 and outdegree 1 and the vertices of outdegree 0
(the leaves) have indegree 1 and are bijectively labelled with the elements in X. It is called binary if all non-root
non-leaf vertices either have indegree 1 and outdegree 2 (the tree vertices) or indegree 2 and outdegree 1. An
edge or arc is called pendant if it is incident to a leaf. Vertices with indegree at least 2 are called reticulations.
We call a directed (binary) phylogenetic network with no reticulations a directed (binary) phylogenetic tree.
If (u, v) is and arc in a directed phylogenetic network, then u is called a parent of v, and v is called a child of u.
For ease of reading, we will henceforth omit the term ‘phylogenetic’ when referring to (un)directed phyloge-
netic networks and trees.
Note that, for simplicity, we require the root of a directed network to have outdegree exactly 2. However, it
is not difficult to extend our results to the case that the root is allowed to have an outdegree of at least 2.
We note that in the phylogenetics literature often the terms rooted and unrooted network are used. However,
since the location of the root clearly does not imply the direction of all the arcs, we will use directed and undirected
instead of rooted and unrooted, respectively.
Two unrooted networks N and M on X are isomorphic if there exists a bijection f that maps the vertices
of N to the vertices of M , such that {u, v} is an edge of N if and only if {f(u), f(v)} is an edge of M , that also
maps each leaf in N to a leaf in M of the same label. Given an undirected network N and a directed network
N ′ both on X, we say that N is the underlying network of N ′ and N ′ is an orientation of N , if the network
derived from N ′ by replacing all directed arcs with undirected edges and suppressing its root if it becomes a
degree 2 vertex is isomorphic to N . We say that N is orientable if it has at least one orientation.
Undirected networks that are orientable have been characterized recently [JJE+18, Lemma 4.13]. This
characterization can be adapted to our definitions (where the root has outdegree 2) as follows. A biconnected
component of an undirected network is a maximal subgraph that cannot be disconnected by deleting a single
vertex. It is called a blob if it contains at least three vertices. A blob is a redundant terminal blob if it contains
exactly one cut-vertex of the network.
Proposition 1. An undirected network is orientable if and only if it has at most one redundant terminal blob.
An orientation of an orientable undirected network can be found in linear time using the algorithm in [Ata83,
Theorem 7].
We emphasize that we do not allow parallel edges or parallel arcs in (directed or undirected) networks. Note,
however, that replacing directed arcs of a directed network by undirected edges and suppressing the former root
may create parallel edges. We do not consider this case explicitly for simplicity and because it can be dealt
with easily. Indeed, more than one pair of parallel edges is not possible, and if there is exactly one pair, then
one of these edges needs to be subdivided with the root to obtain an orientation.
We now define “generators” of directed and undirected networks which will be important in Sections 4.1
and 4.2 and may have parallel edges/arcs as well as loops. A subtree of an (un)directed network is pendant
if it can be disconnected from the network by deleting a single edge/arc and it is called trivial if it consists
of a single leaf. The generator G(N) of an undirected network N with reticulation number at least 2 is the
multi-graph obtained by removing all pendant subtrees (including pendant leaves) and suppressing the resulting
degree-2 vertices. Similarly, the generator G(N) of a directed network N is the directed multi-graph obtained
by removing all pendant subtrees and suppressing the resulting vertices with indegree-1 and outdegree-1. The
edges/arcs of a generator are called sides.
2.1 Network classes
For a class C of directed networks, we say that an undirected network N is C-orientable if N is the underlying
network of some directed network N ′ in C. If this is the case, N ′ is called a C-orientation of N . We consider
the following classes of directed binary networks, see also Figure 3.
Let N be a directed binary network. Then
• N is tree-child if every non-leaf vertex has a child that is a tree vertex or a leaf. For example, the directed
network in Figure 1 is tree-child.
3
tree-child valid stack-free tree-based
orchard
reticulation-visible
Figure 3: An overview of directed binary network classes. Note that there are eleven regions and each of them
can be shown to be nonempty. Also note that in the nonbinary case the landscape looks a bit different.
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Figure 4: Two undirected networks that are orientable but not stack-free orientable. The network to the right
can be extended to any number of leaves.
• N is stack-free if there is no reticulation with a reticulation as child. Clearly, tree-child is a subclass of
stack-free. See Figure 4 for an example of a network that is orientable but not stack-free orientable (and
hence not tree-child orientable).
• N is tree-based if it can be obtained from a directed tree (in which the root may have outdegree 1
or 2) by subdividing arcs of the tree (any number of times) and adding arcs between the subdividing
vertices [FS15, JI18]. The class of binary tree-based networks contains the class of binary stack-free
networks. Whether a directed network is tree-based can be decided in O(|A(N)|) time [Zha16], where A(N)
is the set of arcs inN . For an example of an undirected network with no tree-based orientation see Figure 5.
• N is valid if deleting any reticulation arc (an arc entering a reticulation) and suppressing its endpoints
results in a rooted phylogenetic network [MIJ+18].
• N is reticulation visible (or stable) if for each reticulation vertex there is a leaf such that every path from
the root of N to the leaf traverses the reticulation.
A further class of directed binary networks is defined based on the notion of cherry picking. Two leaves with
a common parent are called a cherry. Picking a cherry means deleting one leaf of a cherry and suppressing
its parent. A reticulated cherry is a pair of leaves connected by an undirected path with two internal vertices,
exactly one of which is a reticulation. Picking a reticulated cherry consists of deleting the middle arc of this
x y
Figure 5: An undirected network that is orientable but not tree-based orientable.
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Figure 6: Two partly-directed networks. The one to the left is a semi-directed network but the network to the
right is not.
path and suppressing its endpoints. A directed binary network is called an orchard network if it can be reduced
to a single cherry by repeatedly picking cherries and reticulated cherries. Cherries and reticulated cherries can
be picked in any order. Using this, it can be decided in linear time whether a directed network is an orchard
network [ESS19, JM18].
An undirected network is level-k if it can be turned into a tree by deleting at most k edges from each blob.
A directed network is level-k if its underlying network is level-k. The class level-1 is contained in the class
tree-child, but the class level-2 is not contained in the class stack-free and the class level-3 is not contained in
the class tree-based.
A partly-directed network is a mixed graph (a graph that may contain both undirected edges and directed
arcs) obtained from an undirected network by orienting a subset of its edges as directed arcs. A semi-directed
network is a mixed graph obtained from a directed binary network by unorienting all arcs except for reticulation
arcs and suppressing the root of the network [SLA16]. Note that each semi-directed network is a partly-directed
network but the converse is not true in general, see Figure 6.
We finish this section by proving that all orchard networks are tree-based, the only inclusion in Figure 3
that is not directly obvious or well-known.
Proposition 2. All binary orchard networks are tree-based.
Proof. The proof is by induction on the number of arcs. A directed network has at least two arcs and the only
network with just two arcs is a directed tree, which is clearly both orchard and tree-based. Now consider an
orchard network N with at least three arcs, and suppose that all other orchard networks with fewer arcs are
tree-based. Then N contains a cherry or a reticulated cherry. Let N ′ be obtained from N by picking a cherry
or reticulated cherry. By induction, N ′ can be obtained from a rooted tree T ′ by subdividing arcs of T ′ and
adding “linking arcs” between the subdividing vertices. First suppose that N ′ is obtained from N by picking a
cherry consisting of leaves x, y and say that leaf y is deleted. Let T be the tree obtained from T ′ by making
leaf y a sibling of x. Then N can be obtained from T by subdividing arcs of T and adding linking arcs between
the subdividing vertices, in exactly the same way as N ′ is obtained from T ′. Now suppose that N ′ is obtained
from N by picking a reticulated cherry, say by deleting the arc (u, v). Then, N can be obtained from T ′ by
subdividing arcs of T ′ and adding linking arcs between the subdividing vertices. In this case, the arc (u, v) is
made a linking arc. The result follows by induction.
3 Orienting a network with specified reticulations
Suppose that N is an undirected binary network, with a designated edge eρ in which we want to insert the root,
and R a subset of the vertices that we want to be reticulations. Does there exist a directed network Nr with its
set of reticulations equal to R and its underlying undirected network being N with its root subdividing eρ? In
this section, we characterize precisely when this is the case, present a polynomial-time algorithm that finds Nr
if it exists and prove that Nr is then always unique.
We start by discussing general (not necessarily binary) networks, which then allows us to treat binary
networks as a special case. In general directed networks, vertices may have both their indegree and outdegree
greater than 1. For this case, knowing the locations of the root and the reticulations may not guarantee a unique
orientation of the network (see Figure 7). Therefore, in addition to knowing which vertices are reticulations,
we also need to know their desired indegrees. See Section 6 for a discussion on nonbinary networks in which
reticulations are required to have outdegree 1.
In what follows, we let N = (V,E,X) denote an undirected (not necessarily binary) network on X with
vertex set V and edge set E. In addition, eρ denotes a designated edge where we want to insert the root
and d−N (v) denotes the desired indegree of a vertex v ∈ V , where 1 ≤ d−N (v) ≤ dN (v), with dN (v) the total
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Figure 7: Two directed networks that are both orientations of the same undirected network, with the same set
of reticulations.
degree of v in N . We say that (N, eρ, d−N ) is orientable and that N
r is a orientation of (N, eρ, d−N ) if there
exists a directed network Nr with its underlying undirected network being N such that its root subdivides eρ
and each v ∈ V has indegree d−N (v) in Nr. To stay in line with the already defined notions of ‘orientation’
and ‘orientability’ of networks (from Section 2), we note here that N is orientable if and only if there exists a
distinguished edge eρ ∈ E and desired indegrees d−N (v) such that (N, eρ, d−N ) is orientable.
3.1 Characterization
We start by introducing the notion of a degree cut, which will be the key ingredient for characterizing orientabil-
ity.
Definition 1. Let N = (V,E,X) be an undirected network with eρ ∈ E a distinguished edge and let Nρ =
(Vρ, Eρ, X) be the graph obtained from N by subdividing eρ by a new vertex ρ. Given the desired indegree d−N (v)
of each vertex v ∈ V , a degree cut for (N, eρ, d−N ) is a pair (V ′, E′) with V ′ ⊆ V and E′ ⊆ Eρ such that the
following hold:
• E′ is an edge-cut of Nρ;
• ρ is not in the same connected component of N \ E′ as any v ∈ V ′;
• each edge in E′ is incident to exactly one element of V ′; and
• each vertex v ∈ V ′ is incident to fewer than d−N (v) edges in E′.
ρ
x
y
2
3
Figure 8: Illustration of a degree cut. Shown is the graph Nρ obtained from an undirected network N by
subdividing and edge eρ by a new vertex ρ. Each vertex v with d−(v) > 1, represented by an unfilled vertex,
is labelled by d−(v). A degree cut (V ′, E′) for (N, eρ, d−N ) is indicated by taking V
′ to be the set of unfilled
vertices and E′ to be the set of dashed edges.
Proposition 3. Let N = (V,E,X) be an undirected network, eρ ∈ E be a distinguished edge, and d−N (v) be the
desired indegree of each vertex v ∈ V where 1 ≤ d−N (v) ≤ dN (v). If (N, eρ, d−N ) is orientable, then the following
three conditions hold:
(i) (N, eρ, d−N ) has no degree cut;
(ii)
∑
v∈V d
−
N (v) = |E|+ 1;
(iii) N −R, where R is the set of all vertices in V with indegree at least 2, is a forest.
Proof. (i) Suppose, for a contradiction, that (N, eρ, d−N ) has a degree cut (V
′, E′). Consider an orientation Nr
of (N, eρ, d−N ). In this orientation, each vertex v ∈ V ′ is incident to fewer than d−N (v) edges in E′. Observe
that if some edge e ∈ E′ is an outgoing edge of a vertex in V ′, then (V ′, E′ \ {e}) is also a degree cut.
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Thus we may assume that every edge in E′ is an incoming edge of a vertex in V ′. Hence, each vertex
in V is incident to at least one incoming edge that is not in E′. Now consider the subgraph Nrs of Nr
consisting of all connected components of Nr \E′ that contain at least one vertex in V ′. Then each vertex
in Nrs has at least one incoming edge (it does not contain the root ρ and every other vertex has at least
one incoming edge). Therefore, Nrs contains a directed cycle, implying that Nr contains a directed cycle,
contradicting the assumption that Nr is an orientation of (N, eρ, d−N ).
(ii) The total indegree in an orientation is
∑
v∈V d
−
N (v) by definition. The orientation has |E|+1 edges since
edge eρ of N is subdivided by ρ. Hence,
∑
v∈V d
−
N (v) = |E|+ 1.
(iii) Suppose N −R contains a cycle C = (v1, v2, . . . , v1). Then, in any orientation of (N, eρ, d−N ), each vertex
of C has one incoming and at least two outgoing edges. Suppose, without loss of generality, that {v1, v2}
is oriented from v1 to v2. Then all other edges incident to v2 are oriented away from v2, so {v2, v3}
is oriented from v2 to v3. By repeating this argument, it follows that C is oriented as a directed cycle
(v1, v2, . . . , v1); a contradiction.
We will show later in Corollary 1 that the third condition in Proposition 3 is implied by the first two. We
next prove a lemma, which will be useful in several proofs.
Lemma 1. Let N = (V,E,X) be an undirected network, eρ ∈ E be a distinguished edge, and d−N (v) be the
desired indegree of each vertex v ∈ V , where 1 ≤ d−N (v) ≤ dN (v). Suppose (N, eρ, d−N ) has no degree cut. Let R
denote the set of all vertices in V with desired indegree at least 2. Then there exists some edge {t, r} in N
with t ∈ V − R and r ∈ R for which there exists a path between an endpoint of eρ and t not using any vertex
from R (call this a tree path). Moreover, for any such edge, (N ′, e′ρ, d
−
N ′) has no degree cut, where N
′ is the
network obtained from N by deleting {t, r} and suppressing t and r if they get degree 2, and with d−N ′ the desired
indegrees of the vertices of N ′ such that
d−N ′(v) =
{
d−N (v)− 1 if v = r;
d−N (v) otherwise,
for all vertices v in N ′. In the case that t is incident to eρ and t becomes suppressed upon deleting the edge {t, r}
from N , then letting {a, b, r} denote the set of neighbours of t, we define e′ρ = {a, b}. Otherwise we have e′ρ = eρ.
Proof. If both endpoints of eρ are in R, then there is a degree cut. Therefore, there exists an edge {t, r}
with t ∈ V − R and r ∈ R for which there exists a path between an endpoint of eρ and t not using any vertex
from R. In particular we may choose {t, r} such that eρ 6= {t, r} as we may choose r to not be an endpoint
of eρ. Consider any such edge {t, r} and suppose (N ′, e′ρ, d−N ′) has a degree cut (V ′, E′), where N ′ is the network
obtained from N by deleting {t, r} and possibly suppressing t and r. Let S be the subgraph of N ′ \E′ consisting
of all connected components containing at least one element of V ′ and let Sρ be the subgraph of N ′\E′ consisting
of all other connected components. Observe that Sρ contains e′ρ by the definition of a degree cut. Suppose for
a moment that, if we have suppressed either of the vertices t and r, we add back these vertices t, r: since there
is a tree path from the root to t in N , the vertex t is always contained in the component Sρ. The vertex r can
either be in Sρ or in S. We distinguish two cases.
The first case is that t and r are both contained in Sρ. In this case, (N, eρ, d−N ) has a degree cut (V
′, E′)
and we obtain a contradiction. The second case is that t is in Sρ and r is in S. By definition of a degree cut,
there exists an edge in N ′ (and therefore in N) incident to r that is not in E′. Therefore, (N, eρ, d−N ) has a
degree cut (V ′ ∪ {r}, E′ ∪ {{t, r}}) and we again obtain a contradiction.
We are now ready to prove the following characterization for when an undirected network with given location
for the root and indegree of every vertex has an orientation.
Theorem 1. Let N = (V,E,X) be an undirected network, eρ ∈ E be a distinguished edge, and d−N (v) be the
desired indegree of each vertex v ∈ V , where 1 ≤ d−N (v) ≤ dN (v). Suppose that
∑
v∈V d
−
N (v) = |E| + 1. Then
(N, eρ, d
−
N ) is orientable if and only if (N, eρ, d
−
N ) has no degree cut.
Proof. If (N, eρ, d−N ) is orientable, then it has no degree cut by Proposition 4(i). Hence, it remains to prove the
other direction.
We prove by induction on
∑
v∈V d
−
N (v) − |V | that if (N, eρ, d−N ) has no degree cut, then it is orientable.
If
∑
v∈V d
−
N (v) − |V | = 0, then every vertex in V has desired indegree 1 since 1 ≤ d−N (v). By assump-
tion, |V | = ∑v∈V d−N (v) = |E| + 1, and so N is an undirected phylogenetic tree, which is clearly orientable.
Now suppose
∑
v∈V d
−
N (v) − |V | ≥ 1 and suppose that this direction of the theorem holds whenever this sum
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is at most
(∑
v∈V d
−
N (v)− |V |
) − 1. Let R denote the set of all vertices in V with indegree at least 2. By
Lemma 1, there exists some edge {t, r} in N with t ∈ V −R and r ∈ R for which there exists a path between an
endpoint of eρ and t not using any vertex from R and (N ′, e′ρ, d
−
N ′) has no degree cut, where N
′ = (V ′, E′, X)
is the network obtained from N by deleting {t, r} and possibly suppressing t and r. This edge deletion reduces
the sum of the indegrees and the number of edges of the network. By how much, depends on the outdegree of t
and the indegree of r in N . We distinguish four cases. Recall that dN (v) denotes the degree of a vertex v ∈ V .
(i) If dN (t) = 3 and dN (r) = 3, then both t and r are suppressed in N ′, and so
∑
v∈V ′ d
−
N ′(v) =
∑
v∈V d
−
N (v)−
3 = |E|+ 1− 3 = (|E′|+ 3)− 2 = |E′|+ 1.
(ii) If dN (t) = 3 and dN (r) > 3, then only t is suppressed in N ′, and so
∑
v∈V ′ d
−
N ′(v) =
∑
v∈V d
−
N (v) − 2 =
|E|+ 1− 2 = (|E′|+ 2)− 1 = |E′|+ 1.
(iii) If dN (t) > 3 and dN (r) = 3, then only r is suppressed in N ′, and so
∑
v∈V ′ d
−
N ′(v) =
∑
v∈V d
−
N (v)− 2 =
|E|+ 1− 2 = (|E′|+ 2)− 1 = |E′|+ 1.
(iv) If dN (t) > 3 and dN (r) > 3, then neither t nor r are suppressed in N ′, and so
∑
v∈V ′ d
−
N ′(v) =∑
v∈V d
−
N (v)− 1 = |E|+ 1− 1 = |E′|+ 1.
In all cases, we have that
∑
v∈V ′ d
−
N ′(v) = |E′| + 1. Since (N ′, e′ρ, d−N ′) also has no degree cut and∑
v∈V ′ d
−
N ′(v)−|V ′| <
∑
v∈V d
−
N (v)−|V |, all conditions for induction are satisfied. Hence, by induction, (N ′, e′ρ, d−N ′)
is orientable; let N ′r denote the orientation. Impose the same arc directions on Nρ, the graph obtained from N
by subdividing eρ by ρ. This orients all edges of Nρ except for the edge {t, r}. The other edges incident to t
and r follow, respectively, the orientation of the edges that t and r subdivide. Hence, t has one incoming and
at least one outgoing oriented edge, and r has at least one incoming and at least one outgoing oriented edge.
Therefore, we orient {t, r} from t to r, giving both t and r the correct indegrees in N .
It remains to show that the obtained arc directions of N do not induce a cycle in N . Suppose for a
contradiction that there exists some directed cycle. Then this cycle needs to use the oriented edge (t, r). Hence,
it needs to contain a directed path P from r to t. On the other hand, by the choice of t, there exists a path Q
from ρ to t not using any vertex from R. Since both paths P and Q end in t, they must meet somewhere.
Let v be the first vertex on Q meeting P . Then v 6= r because r ∈ R and Q does not contain any vertices
from R. In addition, v 6= ρ because both edges incident to ρ are directed away from ρ. Therefore, v is on the
interior of both P and Q and hence has two incoming edges. Neither of these incoming edges is equal to (t, r)
because v 6= r. Hence, these two incoming edges of v were already in N ′r. However, v ∈ V −R because Q does
not contain any vertices from R. Hence, we have obtained a contradiction to the assumption that N ′r was an
orientation of (N ′, e′ρ, d
−
N ′).
It now follows that the third condition in Proposition 3 is implied by the first two.
Corollary 1. Let N = (V,E,X) be an undirected network, eρ ∈ E be a distinguished edge, and d−N (v) be the
desired indegree of each vertex v ∈ V where 1 ≤ d−N (v) ≤ dN (v). Let R denote the set of all vertices in V with
indegree at least 2. If (N, eρ, d−N ) has no degree cut and
∑
v∈V d
−
N (v) = |E|+ 1, then N −R is a forest.
Proof. If (N, eρ, d−N ) has no degree cut and
∑
v∈V d
−
N (v) = |E|+1 then, by Theorem 1, (N, eρ, d−N ) is orientable.
It then follows from Proposition 3 that N −R is a forest.
3.2 Orientation algorithm
In this section, we present an algorithm for finding an orientation, if one exists, for a given undirected network
when given the desired location of the root and desired indegree of each vertex.
Input: An undirected network N = (V,E), an edge eρ ∈ E, and the desired indegree d−N (v)
with 1 ≤ d−N (v) ≤ dN (v) for each v ∈ V .
Output: an orientation of (N, eρ, d−N ) if it exists and NO otherwise.
1 if
∑
v∈V d
−
N (v) 6= |E|+ 1 then
2 return NO
3 Subdivide eρ by a new vertex ρ and orient the two edges incident to ρ away from ρ;
4 while there exist an unoriented edge do
5 if there is a vertex v ∈ V with d−N (v) incoming oriented edges and at least one incident unoriented
edge then
6 orient all unoriented edges incident to v away from v
7 else
8 return NO
9 end
10 return the obtained orientation
Algorithm 1: Orientation Algorithm
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Theorem 2. Let N = (V,E,X) be an undirected network, eρ ∈ E be a distinguished edge, and d−N (v) be the
desired indegree of each vertex v ∈ V where 1 ≤ d−N (v) ≤ dN (v). Then Algorithm 1 decides whether (N, eρ, d−N )
is orientable and finds an orientation, if it exists, in time O(|E|). Moreover, this orientation is the unique
orientation of (N, eρ, d−N ).
Proof. We say that a vertex is processed by Algorithm 1 when the algorithm orients its outgoing edges. Note
that Algorithm 1 only processes a vertex when it already has at least one incoming oriented edge, and when a
vertex is processed all its remaining unoriented edges are oriented outwards.
First assume that there exists an orientation Nr. We prove that Algorithm 1 will find Nr. To see this, we
first show that for any vertex v∗ processed by Algorithm 1, all edges incident to v∗ obtain the same orientations
as in Nr. So suppose for a contradiction that this is not the case, and let v∗ be the first vertex processed
by Algorithm 1 for which at least one of its incident edges is not oriented as in Nr. Immediately before v∗
is processed, it has d−N (v
∗) incoming oriented edges and at least one incident unoriented edge. The incoming
oriented edges are oriented the same way as in Nr, because the other endpoints of these edges have already
been processed and, by the choice of v∗, all previously processed vertices have their incident edges oriented
in the same way as in Nr. Algorithm 1 orients all other edges incident to v∗ away from v∗. These edges are
also oriented away from v∗ in Nr, since Nr is an orientation and v∗ is required to have indegree d−N (v
∗). This
contradicts the assumption that at least one edge incident to v∗ does not obtain the same orientation as in Nr.
Hence, we have shown that if there exists an orientation Nr, any vertex processed by Algorithm 1 will have
all its incident edges given the same orientation as in Nr. This implies that in fact every edge oriented by
Algorithm 1 is given the same orientation as in Nr. To prove that Algorithm 1 returns Nr, it remains to show
that every non-leaf vertex is processed by the algorithm (and thus every edge is given the same orientation as
in Nr).
So suppose for a contradiction that Algorithm 1 stops without having processed all non-leaf vertices. Let P
be the set of vertices that have been processed at this point, let E′ be the set of all edges with exactly one
endpoint in P , and let V ′ be the set of vertices not in P that are incident to an edge in E′. Any edge e ∈ E′
is incident to one processed vertex u ∈ P and one unprocessed vertex in V ′. It follows that e must be oriented
away from u, and this is necessarily the same orientation given to e in Nr.
Observe that any v ∈ V ′ is incident to at most d−N (v) incoming oriented edges (since every oriented edge is
oriented in the same direction as in Nr), and that every edge in E′ incident to v is an incoming edge. If v ∈ V ′ is
incident to exactly d−N (v) incoming edges in E
′, then v is processed by Algorithm 1 and we have a contradiction.
So we may assume that each v ∈ V ′ is incident to fewer than d−N (v) edges in E′.
Collectively, we have that E′ is an edge-cut of Nρ such that ρ is not in the same connected component
of Nρ \ E′ as any v ∈ V ′, that each edge in E′ is incident to exactly one element of V ′(by construction of E′
and V ′), and that each v ∈ V ′ is incident to fewer than d−N (v) edges in E′. Thus, (V ′, E′) is a degree cut
for (N, eρ, d−N ), a contradiction by Proposition 3. Hence, we have shown that if there exists an orientation N
r,
Algorithm 1 will find Nr, and thus Nr is the unique orientation of (N, eρ, d−N ).
Now assume that Algorithm 1 finds an orientation Nr. We prove that Nr is an orientation of (N, eρ, d−N ).
Algorithm 1 only returns an orientation when all edges have been oriented. It remains to prove that there is no
directed cycle and all vertices have the correct indegrees and outdegrees.
First suppose for a contradiction that Nr has a directed cycle. This means that all vertices on the cycle have
been processed. Consider the vertex v of the cycle that is processed first. Let u be the neighbour of v on the
cycle such that there is an oriented edge e from u to v. As any oriented edges incident to a vertex are oriented
away from that vertex when it is processed, the edge e must have been oriented before v was processed. But
this implies that u was processed before v, which contradicts our choice of v.
Now suppose that there exists some vertex u in Nr that does not have the correct indegree and outdegree.
Each vertex that is processed (as well as each leaf) always obtains the correct indegree and outdegree. Hence, u
has not been processed. Since all edges have been oriented, this means that u has dN (u) > d−N (u) incoming
edges. Every other vertex v has at least d−N (v) incoming edges, since all edges have been oriented and v can never
be given more than dN (v)−d−N (v) outgoing edges. Hence, the total indegree is at least
∑
v∈V d
−
N (v)+1 = |E|+2
as
∑
v∈V d
−
N (v) = |E|+1. But this implies that the total number of edges in Nρ is at least |E|+2, a contradiction
as Nρ has |E|+ 1 edges. Thus if Algorithm 1 finds an orientation of N , it is an orientation of (N, eρ, d−N ).
It remains to show that Algorithm 1 runs in O(|E|) time. A naive implementation takes O(|V |2) time, as
there are O(|V |) vertices to process and it may take O(|V |) time to find the next vertex that can be processed
and process it. However this running time can be improved by observing that any vertex (apart from the root ρ)
only becomes suitable for processing after all of its incoming edges have been oriented. Thus it is enough to
maintain a set P of vertices that are "ready to be processed", and check, whenever an edge is oriented, whether
an unprocessed endpoint of this edge should be added to P . Then instead of searching for a new vertex to
process each time, we can simply take any vertex from the set P . As each edge is oriented exactly once, the
total time spent maintaining P and orienting all edges is O(|E|).
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3.3 Binary case
We now discuss the special case of binary networks in more detail. Most proofs are omitted since the results
follow directly from the general case. However, since the binary characterization is more elegant, it is worth
describing it explicitly.
Definition 2. Given an undirected binary network N = (V,E,X), a distinguished edge eρ ∈ E, and a subset R
of the vertices, a reticulation cut is a pair (R′, E′) with R′ ⊆ R, |R′| = |E′| and E′ is an edge-cut of the graph Nρ
obtained by subdividing eρ by a new vertex ρ, such that E′ has exactly one edge incident to each r ∈ R′ and ρ
is not in the same connected component of N \ E′ as any r ∈ R′.
An example of a reticulation cut of the triple (N, eρ, R) in Figure 2 is illustrated in Figure 9. Note that a
reticulation cut is the binary analogue of a degree cut. Indeed, knowing the set of reticulations is equivalent to
knowing the desired indegree of each vertex in the network. A vertex is a reticulation if and only if its desired
indegree is 2; otherwise, its desired indegree is 1.
ρ
x
y
Figure 9: The graph Nρ obtained from the network in Figure 2 by subdividing eρ by a new vertex ρ with
a reticulation cut (R′, E′) indicated. The set E′ is indicated by dotted edges and R′ = R consists of the two
square vertices.
Proposition 4. Let N = (V,E,X) be an undirected binary network, eρ ∈ E and R ⊆ V . If (N, eρ, R) is
orientable, then each of the following three conditions hold:
(i) (N, eρ, R) has no reticulation cut;
(ii) |R| = |E| − |V |+ 1;
(iii) N −R is a forest.
To illustrate Proposition 4, the example from Figure 2 satisfies Conditions (ii) and (iii), but it does not
satisfy Condition (i), see Figure 9, and hence it is not orientable.
We now give a characterization of when an undirected binary network with given locations for the root and
reticulations has an orientation.
Theorem 3. Let N = (V,E,X) be an undirected binary network, eρ ∈ E and R ⊆ V with |R| = |E| − |V |+ 1.
Then (N, eρ, R) is orientable if and only if (N, eρ, R) has no reticulation cut.
This theorem leads directly to a characterization of when there exists an orientation that is stack-free. Recall
that a stack-free network is a directed binary network in which no reticulation has a reticulation child. We
say that (N, eρ, R) is stack-free orientable if there exists a directed stack-free network Nr in which N is the
underlying network, R is the set of reticulations, and the root subdivides eρ. A set of vertices in a network is
independent if no two vertices of the set are joined by an edge of the network. The following characterization
of stack-free orientability follows directly from Theorem 3.
Corollary 2. Let N = (V,E,X) be an undirected binary network, eρ ∈ E and R ⊆ V with |R| = |E| − |V |+1.
Then (N, eρ, R) is stack-free orientable if and only if (N, eρ, R) has no reticulation cut and R is an independent
set of N .
3.4 Partly-directed and semi-directed networks
We first consider partly-directed networks. Recall that these are defined as mixed graphs obtained from an
undirected network by orienting some of the edges. Let the tuple (V,E,A,X) denote a partly-directed network
on X with vertex set V , undirected edge set E, and directed edge set A. Given a partly-directed network
N = (V,E,A,X) with specified set R of reticulation vertices and root location eρ, the following corollary of
Theorem 2 shows how to decide whether (N, eρ, R) is orientable.
Corollary 3. Let N = (V,E,A,X) be a partly-directed binary network, eρ ∈ E and R ⊆ V . Then there exists
a linear-time algorithm that decides whether (N, eρ, R) is orientable and finds an orientation if it exists.
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Proof. We replace each directed arc by an undirected edge and apply Algorithm 1 to decide whether there exists
an orientation. If it exists, it is unique by Theorem 2. Hence, we only need to check whether each arc in A is
oriented the same way in the obtained orientation.
We now consider semi-directed networks. Recall that this is a mixed graph obtained from a directed binary
network by unorienting all arcs except for the arcs directed into reticulation vertices and suppressing the root.
Clearly, each semi-directed network is a partly-directed network. However, it is not immediately clear from
the definition that it is easy to decide whether a given partly-directed network is a semi-directed network.
Nevertheless, the following corollary shows that we can indeed do this.
Corollary 4. Let N = (V,E,A,X) be a partly-directed binary network. Then we can decide in O(|E|2) time
whether N is a semi-directed network.
Proof. Let R be the set of vertices with exactly two incoming arcs. For each choice of eρ, we apply Corollary 3.
The partly-directed network is a semi-directed network if and only if there is an orientation for at least one
choice of eρ. The running time is O(|E|2), since we have |E| choices for eρ and Algorithm 1 runs in O(|E|)
time.
4 Orientations in network classes
We now turn our attention to deciding whether a given undirected binary network can be oriented to become a
directed network of a certain class, with no information given about the location of the root or the reticulation
vertices. Formally, given a class C of directed networks, we may state the problem as follows:
C-orientation
Input: An undirected binary network N .
Output: A C-orientation of N if it exists, and NO otherwise.
In this section, we present algorithms solving this problem for classes of directed networks with certain
properties. In Section 5, we will then show that many popular network classes have these properties. Since we
only consider binary networks in this section, we will omit the term binary throughout this section and the next,
except in the statements of theorems. First, in Section 4.1, we describe an FPT algorithm for C-orientation
that is parameterized by the reticulation number of the network. Subsequently, in Section 4.2, we extend this
to an FPT algorithm for the same problem but with the network level as parameter. Both algorithms can be
applied to any class C that satisfies three certain properties, which can be described at an intuitive level as
follows. First, membership of the class can be checked by considering each blob separately. The second property
is based on reducing “chains” in a network, which are sequences of leaves whose neighbours form a path in the
network. The second property states that if a network is in the class and all chains of the network are reduced
to a certain constant length, then the reduced network is still in the class. Finally, if new leaves are attached
to a network in the class, then it remains within the class.
4.1 FPT algorithm parameterized by reticulation number
We start by describing a simple exponential-time algorithm, which finds all edges of an undirected network where
the root can be inserted in order to obtain a C-orientation, as well as one (or all) corresponding orientations.
We use the following definitions. We say that an undirected network N can be C-rooted at edge e if there is a C-
orientation of N with its root subdividing e. Similarly, N can be C-rooted at leaf l if there is a C-orientation of N
with its root subdividing the pendant edge leading to l. For a set X and a non-negative integer n, we let
(
X
n
)
=
{Y ⊆ X : |Y | = n} denote the set of size n subsets of X. When we write Orientation Algorithm(N, e,R),
we intend the subroutine to run on the network N with root edge e and reticulation nodes R; i.e., the nodes in
R have indegree two, and all other nodes have indegree one or 0.
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Input: An undirected network N = (V,E,X) with reticulation number k, and a class of directed
networks C.
Output: The set of edges at which N can be C-rooted together with a corresponding orientation
1 Set L := ∅ for the root locations and orientations;
2 for each edge e of N do
3 for each guess R ∈ (Vk) of the k reticulation vertices do
4 Compute N(e,R) = Orientation Algorithm(N, e,R);
5 if N(e,R) is a C-orientation then
6 L = L ∪ {(e,N(e,R))};
7 Quit the inner for-loop;
8 end
9 end
10 end
11 return L;
Algorithm 2: Simple exponential-time class-orientation algorithm.
Note that Algorithm 2 does not return all C-orientations of the network. Indeed, for each edge the inner
loop is quit after one such orientation is found. To find the complete set of orientations, one simply removes
the line that quits the inner loop after one orientation is found.
Lemma 2. Algorithm 2 is correct and runs in O(
(
n
k
)
n(n + fC(n, k))) time, where n is the number of vertices
in N , k is its reticulation number, and fC(n, k) is the time-complexity of checking whether a directed network
with n vertices and k reticulations is in the class C.
Proof. Correctness: For each edge, we check all possible locations for the reticulation vertices. If there is a
C-orientation with that particular edge containing the root, then there is a given set of reticulations in that
orientation. By Theorem 2, there is a unique orientation for the undirected network together with the root
edge and the locations of the reticulations. This must be the C-orientation we started with. Hence, if there is
a C-orientation of N with root edge e, we will find it by trying all possible locations for the reticulations.
Running-time: The outer loop runs O(n) times, as |E| ≤ 32n for a binary network (by the Handshaking
lemma and as the degree of a vertex is at most 3 in a binary network). The inner loop runs
(
n
k
)
times, because
this is exactly the number of possible locations for the reticulations. Inside the inner loop, there are two
things that run in non-constant time: Orientation Algorithm runs in O(n) time (Theorem 2), and checking
whether a directed network with n vertices and k reticulations is in C takes O(fC(n, k)) time per definition.
This combines to a running time of O(
(
n
k
)
n(n+ fC(n, k))).
From now on, in order to be able to use undirected generators, we will assume that the reticulation number
of N is at least 2. We may assume this without loss of generality because, for k ≤ 1, Algorithm 2 runs in
polynomial time.
To obtain an FPT algorithm, we need to pose some restrictions on the class C, the first of which is described
in Definition 3 below and uses the following. The network induced by a blob B of a directed network is the
directed network obtained from B by adding, for each vertex v with indegree 1 and outdegree 1 or indegree 2
and outdegree 0, a leaf x and an arc (v, x).
Definition 3. A class C of directed networks is called blob-determined if a network is in C precisely if the
network induced by each blob is in C.
As we will see in Section 5, examples of blob-determined classes are tree-child networks, stack-free networks,
tree-based networks, valid networks, orchard networks, and reticulation-visible networks. From now on, we will
assume that the class C is blob-determined. One useful consequence of this is that we may also assume that
there are no non-trivial pendant subtrees. Indeed, if a network N ′ is obtained by replacing a pendant subtree
of an undirected network N by a single leaf, then N ′ has a C-orientation if and only if N has a C-orientation.
Moreover, if e is a pendant edge of N ′, then N ′ can be C-rooted at e if and only if N can be C-rooted at each
of the edges of the corresponding pendant subtree. Hence, we will assume throughout the remainder of this
section and the next that there are no non-trivial pendant subtrees.
In order to introduce the remaining two properties of the class C, we need some more definitions. Consider
an undirected (or directed) network N and its generator G(N). Given a side s of G(N), we let Ps denote the
path in N from which side s is obtained by suppressing degree-2 vertices (or indegree-1 outdegree-1 vertices in
the directed case). A leaf x is said to be on side s (and s is said to contain x) if x is adjacent to an internal
vertex of Ps. An edge (or arc) is on side s if it is an edge (or arc) of Ps. In addition, if N is an undirected
network with a distinguished edge eρ where we want to insert the root, then side s is said to contain the root
if eρ is incident to an internal vertex of Ps, i.e., either eρ is on side s or it is a pendant edge incident to a vertex
of Ps.
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Figure 10: Example of the chain reduction with l = 3. Subfigure (a) shows a tree-child orientable network
with the edge eρ indicated with a dashed line and a tree-child orientation below it. The side of the generator
that contains the root is denoted sρ = {u, v}. Removing all leaves between u and eρ and all but l − 1 = 2 of
the leaves between eρ and v does not give a tree-child orientable network for the choice of u and v indicated
in subfigure (b). However, it does give a tree-child orientable network for the choice of u and v indicated in
subfigure (c).
In addition, we need to define adding and deleting leaves. Adding a leaf to an undirected network means
that an edge e = {u, v} of the network is replaced by edges {u,w}, {w, v}, {w, x} with x a new leaf and w a new
vertex. Similarly, adding a leaf to a directed network means that an arc a = (u, v) of the network is replaced
by arcs (u,w), (w, v), (w, x) with x a new leaf and w a new vertex. When we delete a leaf x from an undirected
network we also suppress its former neighbour since it becomes a degree-2 vertex.
We are now ready to introduce the remaining two properties of the class C.
Definition 4. A class C of directed networks is called leaf-addable, if, for every network N in C, any network
obtained by adding leaves to N is in C.
Definition 5. Let l ≥ 1. A class of directed networks C is called l-chain reducible if, for each undirected
network N and for each pendant edge eρ such that N can be C-rooted at eρ, there exists an endpoint u of
the side sρ of G(N) containing the root, such that the network obtained from N by applying the following
operations, together called chain reduction (w.r.t. eρ), can be C-rooted at eρ:
• for each side s of G(N) other than sρ, delete all but l of the leaves that are on s;
• delete all leaves that are on sρ between u and eρ; and
• delete all but l − 1 of the leaves that are on sρ between eρ and the endpoint of sρ that is not u (if there
are fewer than l − 1 such leaves then no leaves are deleted).
An example of this definition is given in Figure 10 with C the class of tree-child networks (which is 3-chain
reducible, as we will show in Section 5). The figure shows an undirected network that can be tree-child rooted
at leaf 1. If we apply the chain reduction then, depending on which endpoint of side sρ we choose as vertex u,
we either obtain a network that can or that cannot be tree-child rooted at leaf 1.
Suppose we reduce the number of leaves on a side s to exactly l, for an l-chain reducible, leaf-addable, blob-
determined class – an example of such a class are the tree-child networks, as we will show in Section 5. The
following lemma describes a correspondence between leaves on s at which the original network can be C-rooted,
and leaves on s at which the reduced network can be C-rooted.
Lemma 3. Let C be an l-chain reducible, leaf-addable, blob-determined class, and let N be an undirected
network that is C-orientable. Suppose that s = {u, v} is a side of the generator of N that contains at least l
leaves. Let c1, . . . , cn denote the ordering of these leaves from u to v. Let N ′ be obtained from N by deleting
n− l of these leaves, and let c′1, . . . , c′l denote the analogous ordering of the leaves in N ′ on s.
(i) If N ′ can be C-rooted at c′i, then N can be C-rooted at cj for all j ∈ {i, . . . , n− (l − i)}.
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(ii) If N can be C-rooted at cj, then N ′ can be C-rooted at some c′i such that j ∈ {i, . . . , n− (l − i)}.
Proof. (i) Suppose that N ′ can be C-rooted at c′i and let j ∈ {i, i + 1, . . . , n − (l − i)}. Then, since C is
leaf-addable, we may add j − i leaves to N ′ between u and the neighbour of c′1 as well as n− (l − i)− j
leaves between the neighbour of c′l and v, so that the resulting undirected network N
′′ can be C-rooted
at c′i. Now observe that N ′′ is identical to N , up to the labels of the leaves on side s, and that c′i is now
the jth leaf on s. Hence, it follows that N can be C-rooted at cj .
(ii) Suppose that N can be C-rooted at cj . Since C is l-chain reducible, we may assume without loss of
generality that we keep a network that may be C-rooted at cj when we delete all leaves that are on s
between u and cj and delete all but l − 1 of the leaves that are on s between cj and v. Call this reduced
network N ′′.
First assume j ≥ n − l + 1, say j = n − t for t ≤ l − 1. Then no leaves are deleted between cj and v.
This means that there are exactly t + 1 leaves on s in N ′′, and that N ′′ can be C-rooted at the leaf at
position i = 1 on s. Now observe that N ′ can be obtained from N ′′ by adding l − t− 1 leaves between u
and cj to make sure we have exactly l leaves on s, and relabelling leaves on this side. Hence, N ′ can
be C-rooted at c′i with i = l − t = l − (n − j). Since n − l + i = n − l + l − (n − j) = j, we have
j ∈ {i, . . . , n− l + i}.
So now assume that j < n − l + 1. As we delete all leaves on s that are between u and cj , we have
that N ′′ can be C-rooted at the leaf at position i = 1 on s. Moreover, as j < n − l + 1, side s contains
exactly l leaves in N ′′. Therefore, N ′ is identical to N ′′ up to relabelling leaves on side s. Hence, N ′ can
be C-rooted at c′i = c′1. Since j ≥ i and n− l + i = n− l + 1 > j, we have j ∈ {i, . . . , n− l + i}.
The next lemma shows a similar result for the edges on a side s. More precisely, it describes a correspondence
between the edges on s at which the original network can be C-rooted, and the leaves(!) on s at which the
chain-reduced network can be C-rooted.
Lemma 4. Let C be an l-chain reducible, leaf-addable, blob-determined class, and let N be an undirected
network that is C-orientable. Suppose that s = {u, v} is a side of the generator of N that contains at least l
leaves. Let e0, . . . , en denote the edges on s, ordered in such a way that they form a path from u to v. Let N ′
be obtained from N by deleting n − l of the leaves that are on side s, and let c′1, . . . , c′l denote the leaves on s
in N ′ ordered from u to v.
(i) If N ′ can be C-rooted at c′i, then N can be C-rooted at ej for all j ∈ {i− 1, . . . , n− (l − i)}.
(ii) If N can be C-rooted at ej, then N ′ can be C-rooted at some c′i such that j ∈ {i− 1, . . . , n− (l − i)}.
Proof. Let Nj be the network obtained from N by subdividing ej and adding a new leaf with an edge connecting
it to the subdividing vertex. Let c1, . . . , cn+1 denote the leaves on side s in Nj , from u to v. Hence, cj+1 is the
new leaf. Since C is blob-determined, Nj can be C-rooted at cj+1 if and only if N can be C-rooted at ej .
(i) Assume that N ′ can be C-rooted at c′i, let j ∈ {i−1, . . . , n− (l− i)} and apply Lemma 3(i) to Nj . Let N ′j
be a network obtained from Nj by deleting n+1− l of the leaves that are on side s. Note that N ′j is equal
to N ′ up to relabelling leaves. Hence, N ′j can be C-rooted at c′i. Lemma 3(i) then states that Nj can be
C-rooted at cj′ for all j′ ∈ {i, . . . , n+1− (l− i)} (using that Nj has n+1 leaves on side s). In particular,
since j+1 ∈ {i, . . . , n+1− (l− i)}, Nj can be C-rooted at cj+1. It follows that N can be C-rooted at ej .
(ii) Assume that N can be C-rooted at ej . Hence, Nj can be C-rooted at cj+1. By Lemma 3(ii), N ′j can be
C-rooted at some c′i such that j + 1 ∈ {i, . . . , n + 1 − (l − i)}. Since N ′j is equal to N ′ up to relabelling
leaves, N ′ can be C-rooted at some c′i such that j ∈ {i− 1, . . . , n− (l − i)}.
We are now ready to describe the FPT algorithm for C-orientation with the reticulation number as the
parameter. This algorithm does not only decide whether there exists a C-orientation for a given undirected
network, it actually returns the set of all edges where the network can be C-rooted at, with one orientation for
each such edge. The pseudo-code is given in Algorithm 3.
Lemma 5. Algorithm 3 is correct and runs in time
O((8l(k − 1))k+1(l(k − 1) + fC(8l(k − 1), k)) + l(k − 1)n2) = O(g(k, l) + l(k − 1)n2),
where n is the number of vertices of N , k the reticulation number of N , C an l-chain reducible, leaf-addable,
blob-determined class, and g some function of k and l.
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Input: An undirected network N having no non-trivial pendant subtrees, and an l-chain reducible,
leaf-addable, blob-determined class C.
Output: The set of edges where N can be C-rooted at and a corresponding orientation for each such
edge.
1 Construct a network N l from N by deleting, for each side s of the generator of N , all but l of the leaves
that are on s;
2 Find the set of edges where N l can be C-rooted at and a corresponding orientation N le for each such
edge e using Algorithm 2;
3 Set L := ∅ for the root locations and orientations;
4 for for each edge e where N l can be C-rooted at do
5 Let s = {u, v} be the side that e is on (if e is not pendant) or that the leaf incident to e is on (if e is
pendant);
6 Let ns be the number of leaves on s in N ;
7 if ns ≤ l then
8 Extend N le to a C-orientation Ne of N by adding the missing leaves;
9 Set L = L ∪ {(e,Ne)};
10 if ns > l and e is a pendant edge then
11 Let c′1, . . . , c′l be the leaves on s in N
l ordered from u to v;
12 Let c1, . . . , cns be the leaves on s in N ordered from u to v;
13 Let e0, . . . , ens be the edges on s in N ordered from u to v;
14 for j ∈ {i, . . . , n− (l − i)} do
15 Let f be the pendant edge incident to cj in N ;
16 Modify N le to a C-orientation Nf of N ;
17 if L does not contain a pair with f as first element yet then
18 Set L = L ∪ {(f,Nf )};
19 end
20 end
21 for j ∈ {i− 1, . . . , n− (l − i)} do
22 Let f = ej ;
23 Modify N le to a C-orientation Nf of N ;
24 if L does not contain a pair with f as first element yet then
25 Set L = L ∪ {(f,Nf )};
26 end
27 end
28 end
29 end
30 return L;
Algorithm 3: FPT algorithm for C-orientation with reticulation number as the parameter, for l-chain
reducible, leaf-addable, blob-determined classes C.
Proof. To establish the theorem, we use the same notation as in Algorithm 3. To prove correctness, we first
show that the algorithm correctly infers the edges that N can be C-rooted at from the edges that N l can be
C-rooted at. From the assumption that C is leaf-addable it follows that N can be C-rooted at each edge that N l
can be C-rooted at. Hence, for each edge on a side with ns ≤ l, the algorithm correctly finds a set of edges
that N can be C-rooted at.
For each other side s, the algorithm correctly finds a set of pendant edges incident to a leaf on side s where N
can be C-rooted at by Lemma 3(i) and correctly finds a set of internal edges on side s that N can be C-rooted
at by Lemma 4(i).
We now prove that the algorithm finds all edges that N can be C-rooted at. Suppose that N can be C-rooted
at edge eρ and let sρ be the side that eρ is on (if it is not pendant) or that a leaf incident to eρ is on (if it is
pendant). We distinguish two cases.
Case 1. Suppose that sρ contains fewer than l leaves. In this case, N l can be obtained from N by applying
the chain reduction and adding back any leaves deleted from side sρ. We now split the proof into two subcases.
The first subcase is that eρ is pendant. In this case, since C is l-chain reducible and leaf-addable, N l can
be C-rooted at eρ. Therefore, eρ is found by Algorithm 3.
The second subcase is that eρ is not pendant. In this case, subdivide eρ by a new vertex v, add a leaf xρ and
an edge {v, xρ}. Let Nρ and N lρ be the networks obtained by applying this operation to N and N l, respectively.
Since side sρ contains fewer than l leaves in N , it contains at most l leaves in Nρ. Hence, N lρ can be obtained
from Nρ by applying the chain reduction and adding leaves. It follows that N lρ can be C-rooted at {v, xρ} and,
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since C is blob-determined, that N l can be C-rooted at eρ. Therefore, eρ is found by Algorithm 3.
Case 2. Suppose now that side sρ contains at least l leaves in N . Again, we split the proof into two
subcases.
The first subcase is that eρ is pendant. In this case, eρ is incident to a leaf cj . As in Lemma 3(ii), let N ′
be the network obtained from N by deleting all but l of the leaves that are on side sρ and let c′1, . . . , c′l be the
remaining leaves on side sρ. By Lemma 3(ii), N ′ can be C-rooted at some c′i with j ∈ {i, . . . , n− (l− i)}. Now
note that we can obtain N l from N ′ by applying the chain reduction to N ′ and adding back any leaves deleted
from side sρ. Hence N l can be C-rooted at c′i and therefore Algorithm 3 finds edge eρ.
The second and final subcase is that eρ is not pendant. This case can be dealt with identically to the previous
case except that we apply Lemma 4(ii) instead of Lemma 3(ii).
We have now shown that the algorithm correctly finds all edges that N can be C-rooted at. For the proof
of correctness, it remains to prove that we can modify the orientations N le of N l to orientations Nf of N . This
can be done by adding the missing leaves. For sides not containing e this is trivial and for the side containing e
it is described in the proofs of Lemma 3(i) and 4(i). This concludes the proof of correctness.
For the running time, note that there are three separate blocks in the code: the reduction to N l by removing
leaves (Line 1); the application of Algorithm 2 to find the edges that N l can be C-rooted at (Line 2); and the
inference of the edges that N can be C-rooted at (Lines 3–29). It is clear that the reduction can be executed
in O(n2) time.
Now we turn to the running time of applying Algorithm 2 to N l. As each side of the generator of N l
contains at most l leaves, the number of edges and vertices of N l are bounded by a function of k and l.
This makes the running time of Algorithm 2 a function of l and k. To be more concrete, first observe that
the generator of N has at most 2(k − 1) vertices and 3(k − 1) edges (recall that we assume k ≥ 2). Hence,
|V (N l)| ≤ 2(k−1)+6l(k−1) ≤ 8l(k−1) and so the running time is O((8l(k−1))k+1(l(k−1)+fC(8l(k−1), k))).
For the last part, first note that N l has at most 2l + 1 edges per edge of the generator. Hence, N l has at
most 3(k − 1)(2l + 1) edges. For each edge that N l can be C-rooted at, we modify an orientation of N l at
most 2n times, each time taking O(n) time. Hence, the running time of this part is O(l(k − 1)n2).
Taking all together, the running time of the algorithm is O((8l(k−1))k+1(l(k−1)+fC(8l(k−1), k))+ l(k−
1)n2).
The next theorem is an immediate consequence of Lemma 5.
Theorem 4. Let C be an l-chain reducible, leaf-addable, blob-determined class of networks. Then C-orientation
is FPT with reticulation number as the parameter.
Before extending the algorithm to the case that the level of the network is the parameter, we conclude this
subsection with the following sufficient condition for a network to be C-orientable.
Proposition 5. Let C be an l-chain reducible, leaf-addable, blob-determined class. If any undirected network
can be made C-orientable by adding leaves, then each undirected network with at least l leaves on each side of
its generator is C-orientable.
Proof. Let N be an arbitrary undirected network with at least l leaves on each side of its generator. Add
leaves to N to obtain a new network N ′ that is C-orientable. Since C is l-chain reducible, we may reduce
each chain in N ′ to length l by applying the chain reduction and adding leaves if necessary, giving a network
that is C-orientable. Since we can obtain N by adding leaves to the reduced network, it now follows from the
leaf-addable property of C that N is C-orientable.
4.2 FPT algorithm parameterized by level
The main idea of this section is to use Algorithm 3 to orient each blob and to combine these orientations to an
orientation of the whole network. For this second step we first need the following definitions.
Let N be an undirected network, C a blob-determined class and B a blob of N . The network induced by B
is the network obtained from B by adding, for each degree-2 vertex v of B, a leaf x and an edge {v, x}. We say
that B can be C-rooted at a cut-edge e = {u, v} of N , with u ∈ B and v /∈ B, if the network induced by B can
be C-rooted at the cut-edge incident to u.
Let NoC be the partially directed graph, in which bi-directed arcs are allowed, obtained from N by directing
each cut-edge e incident to a blob B away from B if B cannot be C-rooted at e. If a cut-edge is incident to two
blobs and neither can be C-rooted at it then this cut-edge becomes bi-directed. In addition, define TC(N) to
be the directed tree, in which bi-directed arcs are allowed, obtained from NoC by contracting all its undirected
edges.
The pseudo-code of the FPT algorithm with the level of the network as the parameter is described in
Algorithm 4. The main idea behind the algorithm is captured by the following proposition. A rooted tree is a
directed (not necessarily phylogenetic) tree with a single indegree-0 vertex called the root and in which all arcs
are directed away from the root. Note that, in particular, a rooted tree may consist of a single vertex.
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Proposition 6. Let C be a blob-determined class and N an undirected network. Then, N has a C-orientation
if and only if the network induced by each blob has a C-orientation and TC(N) is a rooted tree.
Proof. First assume that N has a C-orientation. This C-orientation of N induces an orientation of each network
induced by a blob of N , which is a C-orientation since C is blob-determined. Furthermore, suppose the network
induced by a blob B cannot be C-rooted at a pendant edge e = {u, x}, with u ∈ B and x a leaf. Let {u, v}
be the cut-edge of N incident to u. Then N cannot be C-rooted at {u, v} or at any edge that can be reached
from v without passing through {u, v}. Hence, {u, v} is directed away from B in the C-orientation of N . This
implies that the C-orientation of N agrees with NoC on these edges. Therefore, by contracting the edges in
the C-orientation of N that have no orientation in NoC , we obtain TC(N). Because TC(N) is obtained from a
directed network by contracting arcs, and TC(N) is a tree, it must be a rooted tree.
To prove the converse, assume that the network induced by each blob of N has a C-orientation and that
TC(N) forms a rooted tree. Let K be the subgraph of N that got collapsed to the root of TC(N). Then K
either consists of one blob (Case 1), or it contains at least one cut-edge (Case 2). We claim that there exists
a C-orientation of N where the root is located within the one blob of K (in Case 1) or on a cut edge of K (in
Case 2).
Case 1. Then the network induced by B is C-orientable. As all the cut-edges incident to B are oriented
away from B in NoC , there exists an internal edge eρ of B at which the network NB induced by B can be
C-rooted. We can then find an orientation of N as follows. We subdivide eρ by inserting the root, and then we
orient the edges in B in the same way as NB . All cut-edges are oriented away from the root. Each blob B′ 6= B
of N now has some incoming cut-arc (u, v). The network induced by B′ can be C-rooted at the cut-edge incident
to v and we can orient the edges of B′ in N accordingly. This gives a C-orientation of N .
Case 2. In this case, we subdivide e by the root and proceed in the same way as for the previous case.
Lemma 6. Algorithm 4 is correct and runs in time O
((
n
L
)
n2(n+ fC(n,L))
)
for blob-determined classes, and
in time O(g(L, l)n+ l(L− 1)n3)) for l-chain reducible, leaf-addable, blob-determined classes, with n the number
of vertices, L the level of the network and g some function of L and l.
Proof. Correctness follows directly from Proposition 6. For the running time, note that the algorithm consists
of two parts: the first part is the computation of NoC and all the orientations of the networks induced by the
blobs (Lines 1–13); and the second part consists of finding the orientation of the cut-edges and the blob edges
of N (Lines 14–33).
The running time of the first part depends on which algorithm we use for finding the orientations of the
networks induced by the blobs. For a blob with nB vertices and kB reticulations, Algorithm 2 runs in time
O
((
nB
kB
)
nB(nB + fC(nB , kB))
)
. Hence, since the number of blobs is at most n, the first part of Algorithm 4
runs in time O
((
n
L
)
n2(n+ fC(n,L))
)
. Running Algorithm 3 takes O(g(kB , l)+ l(kB − 1)n2B) time and hence in
this case the first part of Algorithm 4 runs in time O(g(L, l)n+ l(L− 1)n3).
Before the second part of the algorithm, we need to obtain TC(N). Contracting the edges of NoC to obtain
TC(N) takes at most O(n2) time. The second part of the algorithm requires only one pass through the network
to orient all edges, as we may independently pick an orientation for each blob B from the set of orientations LB
with the correct root-edge (finding such orientation in the set may take O(n) time). Hence, the second part of
the algorithm only takes O(n2) time.
The next theorem is an immediate consequence of Lemma 6.
Theorem 5. Let C be an l-chain reducible, leaf-addable, blob-determined class of networks. Then C-orientation
is FPT with the level of the network as the parameter.
5 Specific classes
The main result of this section (Corollary 5) is that our FPT algorithm for deciding whether an undirected
network has a C-orientation is applicable to each of the classes indicated in Figure 3. We again restrict
throughout to binary networks and will omit the term binary for brevity, except in the statements of theorems.
5.1 Tree-child and stack-free networks
Recall that a network is tree-child if every non-leaf vertex has a child that is a tree vertex or a leaf. In terms
of forbidden structures, a network is tree-child if and only if it does not contain stacks nor W-shapes, where a
17
Input: An undirected network N , and a blob-determined class C.
Output: A C-orientation of N if it exists, and NO otherwise.
1 for each blob B of N do
2 if C is l-chain reducible and leaf-addable then
3 Let LB be the output of Algorithm 3 applied to the network induced by B;
4 else
5 Let LB be the output of Algorithm 2 applied to the network induced by B;
6 end
7 Set LeB := {e : ∃Br s.t. (e,Br) ∈ LB};
8 if LB = ∅ then
9 return NO;
10 end
11 For each cut-edge of the network adjacent to B that is not in LeB , orient the corresponding cut-edge
of N away from B;
12 end
13 Let NoC be the resulting oriented graph;
14 Determine TC(N) by contracting all non-oriented edges in NoC ;
15 if TC(N) is a rooted tree then
16 Determine the subgraph K of N that got collapsed into the root of TC(N);
17 if K consists of one blob B then
18 Pick an arbitrary orientation from LB and orient B accordingly, calling the root vertex ρ;
19 end
20 if K contains a cut-edge e then
21 Subdivide e by the root ρ;
22 end
23 Orient all cut-edges of the network away from ρ;
24 for each unoriented blob B′ do
25 Find the cut-arc (u, v) entering B′;
26 Let {v, x} be the cut-edge incident to v in the network induced by B′;
27 Find a pair ({v, x}, NB′) ∈ LB′ ;
28 Orient the edges of B′ as in NB′ ;
29 end
30 return the oriented network;
31 else
32 return NO;
33 end
Algorithm 4: FPT algorithm for C-orientation with level as parameter, for l-chain reducible, leaf-addable,
blob-determined classes C.
stack consists of two reticulations connected by an arc and a W-shape consists of a tree vertex whose children
are both reticulations.
Since, adding leaves cannot create stacks nor W-shapes, it is clear that the classes of tree-child and stack-
free networks are leaf-addable. The following two lemmas show that these classes also satisfy the other two
conditions from Theorems 4 and 5: they are blob-determined and 3-chain reducible.
Lemma 7. The classes tree-child and stack-free are blob-determined.
Proof. We prove the lemma for the class of tree-child networks. The proof for stack-free is similar.
If a directed network is tree-child, then it is clear that the network induced by each blob is tree-child.
Suppose now that all networks induced by a blob of a directed network N are tree-child. Then, each non-leaf
vertex in a network induced by a blob has a child that is either a tree vertex or a leaf. Each tree vertex in
a network induced by a blob corresponds to a tree vertex in N and each leaf in a network induced by a blob
corresponds to either a tree vertex or a leaf in N . Hence, each vertex that is in a blob in N has a child that is
either a tree vertex or a leaf. This clearly also holds for non-leaf vertices that are not in a blob. Hence, N is
tree-child.
Since the considered classes are blob-determined, we may assume that the networks have no non-trivial
pendant subtrees, as explained in the previous section.
Lemma 8. The classes tree-child and stack-free are 3-chain reducible.
Proof. We again prove the lemma for the class of tree-child networks. The proof for stack-free is similar.
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Let N be an undirected network that can be tree-child rooted at a pendant edge eρ, giving a directed
network Nd with its root incident to a leaf xρ and a tree vertex vρ. If, for each side s of the generator of Nd,
we delete all but one of the leaves that are on s from Nd, the network remains tree-child because no stack
or W-shape can be created this way. Furthermore, the network still remains tree-child if we delete all leaves
that are on one of the two sides s1, s2 leaving vρ. To see this, observe that at most one of s1, s2 can end in a
reticulation (otherwise there would be a degree cut). Hence, we do not create a W-shape by deleting all leaves
that are on s1 or s2. Furthermore, because the root is not a reticulation, it can never become part of a stack.
Hence, the reduced network N ′d is tree-child. Let N
′ be its underlying undirected network.
Let sρ be the side (of G(N) and of G(N ′)) containing the root. We first observe that each side s 6= sρ
contains at most three leaves in N ′. To see this, note that s corresponds to at most two sides of G(N ′d); both
sides may contain a leaf and the two sides may meet at a reticulation with a leaf as child. Now consider the
side sρ, which corresponds to at most three sides of G(N ′d). Namely s1, s2 and, if an internal node of sρ is a
reticulation r in N ′d (which must then be adjacent to a leaf), a third side s3 that also enters r. Sides s1 and s2
contain no leaves and s3 (if it exists) at most one leaf. In addition, the leaf xρ is on side sρ and if r has a child
that is a leaf, then this leaf is also on sρ. Hence, also side sρ contains at most three leaves in total, with xρ the
first or the last leaf on this side.
Let Nr be the network obtained by applying the chain reduction with respect to eρ to N and let sρ be
the side of G(N) containing the root. Then Nr can be obtained by adding leaves to N ′ and relabelling leaves.
Hence, since N ′ can be tree-child rooted at eρ and the class of tree-child networks is leaf-addable, Nr can be
tree-child rooted at eρ.
From the above lemmas, it follows that the FPT algorithms from Section 4 are applicable to the classes tree-
child and stack-free. We finish this subsection with the following lemma, which gives the remaining unknown
values in the running times for these classes.
Lemma 9. For each class C ∈ {tree-child, stack-free}, we have fC(n, k) = O(n).
Proof. For each of the vertices of the network, check whether they are part of a forbidden substructure. For
tree-child networks, these are W-shapes and stacks; and for stack-free networks, these are only stacks. Because
we only have to check the neighbourhood of each vertex, which is of size at most three in binary networks, this
check can be executed in linear time.
5.2 Tree-based networks
There are several characterizations of tree-based networks. We will use the following (see [Zha16, Theo-
rem 1], [JI18, Corollary 2.11] and [Hay18, Theorem 4.4]). A W-fence is a sequence of (not necessarily distinct)
vertices (u1, v1, . . . , uk, vk, uk+1), with k ≥ 1, such that vi is the child of ui and ui+1, for i ∈ {1, . . . , k}, and u1
and uk+1 are reticulations. See Figure 11 for examples. Then, a directed network is tree-based if and only if it
does not contain a W-fence.
u1
v1
u2
v2
u3
v3
u4 u1
v1
u2
v2
= u5
u3
v3
u4
v4
Figure 11: Two examples of W-fences.
It is clear that the class of tree-based networks is leaf-addable because adding leaves to a tree-based network
cannot create a W-fence. Moreover, it is also clear that this class is blob-determined because a W-fence can
only be contained in a blob. Hence, we may again assume that there are no non-trivial pendant subtrees. The
following lemma shows that the class tree-based also satisfies the third condition from Theorems 4 and 5.
Lemma 10. The class of tree-based networks is 2-chain reducible.
Proof. Let N be an undirected network that can be tree-based rooted at a pendant edge eρ of a leaf xρ, giving
a directed network Nd with its root incident to a leaf xρ and a tree vertex vρ. Let sρ be the side of G(N)
containing the root.
First consider a side s 6= sρ. If s corresponds to a single side of G(Nd), we may delete all but one of the leaves
that are on s without creating W-fences. If s corresponds to two sides of G(Nd) meeting at a reticulation r
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with a leaf-child xr, then we may remove all leaves that are on s except for xr and one other leaf. This again
ensures that no W-fences are introduced. Therefore, we may delete all but two leaves from a side of G(N) that
does not contain the root.
Now consider sρ, which corresponds to at most three sides of G(Nd). Namely s1, s2 and, if an internal node
of sρ is a reticulation r in Nd (necessarily adjacent to a leaf), a third side s3 that also enters r. If there is no
such third side, then we may delete all leaves on sρ (except xρ) without creating a W-fence. If there is such a
third side, we can delete all leaves on sρ except for xρ and the child of r without creating a W-fence (since one
endpoint of sρ is a tree vertex whose parent is also a tree vertex, this again cannot create a W-fence).
It now follows that the class tree-based is 2-chain reducible, in exactly the same way as we concluded in the
proof of Lemma 8 that the class tree-child is 3-chain reducible.
As mentioned in the introduction, there is a subtle difference for an undirected network between being tree-
based orientable and it being tree-based (as defined by [FHM18]). The lemma above implies that our algorithms
from Section 4 can be used to decide whether an undirected network is tree-based orientable. Nevertheless, we
observe that these algorithms can also be used to decide whether an undirected network is tree-based. We use
the result that an undirected tree-based network can be tree-based rooted at each cut-edge [FHM18]. Hence,
we can run Algorithm 3 or 4 and simply check whether at least one of the returned edges where the network
can be tree-based rooted at is a cut-edge.
We finish this subsection by proving that deciding whether an undirected network has a tree-based orientation
is NP-complete, again employing a result from [FHM18].
Theorem 6. The problem Tree-Based Orientation is NP-complete.
Proof. We first prove that the problem is in the class NP. Indeed, given an orientation of a network, we can
check in polynomial time whether it is tree-based [Hay18, Zha16].
For NP-hardness, we reduce from the problem of deciding whether an undirected network is tree-based,
which is NP-complete [FHM18]. Let N be an undirected network. The reduction works as follows: pick an
arbitrary leaf l, add a copy of K4 with one edge subdivided by a vertex v and identify v and l. Let N ′ be
the obtained network, which is our instance for Tree-Based Orientation. The construction can be done in
constant time given a leaf.
Suppose N is tree-based, then it can be tree-based rooted at l [FHM18]. Observe that K4 with an added
leaf can be tree-based rooted at an edge incident to the pendant edge. We can combine these orientations to
an orientation of N ′, which is a tree-based orientation because the class tree-based is blob-determined.
Now suppose N ′ has a tree-based orientation, say it can be tree-based rooted at eρ. Then eρ must be an
edge of the subdivided K4. Hence, N can be tree-based rooted at l.
We conclude this subsection by noting that fC(n, k) = O(n) when C is in the class of tree-based net-
works [Zha16].
5.3 Orchard networks
We again show that each of the three conditions in Theorems 4 and 5 are satisfied and refer to Section 2.1 for
definitions regarding orchard networks.
Lemma 11. The class of orchard networks is leaf-addable.
Proof. Let N be an orchard network and suppose we add a single leaf z. Let N ′ be the obtained network.
Since N is orchard, it can be reduced to a single cherry by picking cherries and reticulated cherries. Apply the
same operations to N ′ until this is no longer possible, i.e., until they attempt to pick a cherry or reticulated
cherry not present in the network. At this point there are three cases.
The first possibility is that all operations reducing N to a single cherry have been executed. In this case, N ′
has been reduced to a tree with three leaves in which z is in a cherry, say together with a leaf z′. Then we
simply pick this cherry and have reduced N ′ to a single cherry.
The second possibility is that at this point the next operation is to pick a cherry on v′ (which must then be
a leaf) and another leaf x. Without loss of generality, z forms a cherry with v′ and we pick this cherry first by
deleting z and then continue as in N .
The third and final possibility is that at this point the next operation is to pick a reticulated cherry, say
on x and y. Suppose that, in N , the parent of x is a reticulation v. Hence, the parent of y is a tree vertex u
and there is an arc (u, v) in N . The reticulated cherry can be subdivided in three ways in N ′: z shares a parent
with x, z shares a parent with y, or the parent of z subdivides the arc (u, v). In the first two cases, we simply
remove z by picking the cherry consisting of z and x or y. In the last case, we pick the reticulated cherry on z
and x first, then the cherry on z and y by deleting z and then continue as in N .
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In each case, it follows that the network obtained by adding a single leaf is again an orchard network. The
lemma now follows by a routine induction argument.
Lemma 12. The class of orchard networks is blob-determined.
Proof. Let N be orchard, and B a blob of N . Because an orchard network can be reduced by picking cherries
and reticulated cherries in any order [ESS19, JM18], we may in particular pick cherries and reticulated cherries
not affecting B until each out-going cut-arc of B is pendant. Then, by the same reasoning, we may pick cherries
and reticulated cherries only within B until this blob is reduced to a single cherry. The network induced by B
can be reduced to a single cherry using the latter part of the sequence and hence it is orchard.
Now suppose the networks induced by the blobs of N are all orchard. We can simply reduce N blob by
blob, only reducing a blob when all blobs below it have been reduced. This shows that N is orchard.
By the previous lemma, we may again assume that there are no non-trivial pendant subtrees.
Lemma 13. The class of orchard networks is 3-chain reducible.
Proof. Let N be an undirected network with orchard orientation Nd. We first show that we may delete all of the
leaves on each side s of G(Nd) ending in a tree vertex v. Let u be the parent of v. Observe that, when picking
cherries and reticulated cherries, vertex v remains a tree vertex until it is suppressed. When it is suppressed,
this is because a cherry or reticulated cherry is picked, meaning that u gets as child a leaf x (instead of v).
At this point, side s has become a pendant subtree. We may assume that the cherries in this pendant subtree
are picked until only one leaf is left in the pendant subtree and this is leaf x. Hence, for the network obtained
by deleting all of the leaves on side s, we can use the same operations, omitting the picking of cherries in the
pendant subtree.
We now show that, for each pair of sides s, s′ of G(Nd) ending in a reticulation vertex r, we may delete
all but one of the leaves that are on one of those sides. The leaf that is kept may be on either side. Suppose
without loss of generality that s contains at least one leaf and let x be the lowest leaf on that side. Let N ′
be the network obtained by deleting all leaves on s′ and all leaves except x on s. In N ′, we pick cherries and
reticulated cherries as in N until the child of r has become a leaf y and the next operation is to pick a reticulated
cherry R containing y. We split into two cases.
The first case is that R = {x, y}. Picking this reticulated cherry in N turns s and s′ into pendant subtrees
and we may assume that the cherries in these pendant subtrees are picked until one consists of a single leaf y
and the other one of a single leaf x. In N ′, we only pick the reticulated cherry {x, y}, giving the same result.
The second case is that R = {y, z} with z the lowest leaf on side s′. Picking this reticulated cherry in N
again turns s and s′ into pendant subtrees and we may assume that the cherries in these pendant subtrees are
picked until one consists of a single leaf z and the other one of a single leaf x. In N ′, we pick the reticulated
cherry {x, y} instead of {y, z}, omit the picking of cherries in the two pendant subtrees and continue as in N
but with z replaced by y.
Similar to the proof of Lemma 8 for the class tree-child, it now follows that the class of orchard networks is
3-chain reducible.
We conclude this subsection by noting that fC(n, k) = O(n) when C is the class of orchard networks [JM18].
5.4 Valid networks
Recall that a network is valid if deleting any reticulation arc (an arc entering a reticulation) and suppressing its
endpoints results in a phylogenetic network, i.e., it does not result in parallel arcs or in an unlabelled outdegree-0
vertex. It is easy to see that a network is valid if and only if it contains no stacks or camels [MIJ+18], where a
camel is a W-shape in which the tree vertex v and one of its reticulation w children share a common parent,
see Figure 12.
v
w
Figure 12: A camel.
Using this characterization, it is easy to see that the class of valid networks is blob-determined and leaf-
addable. The next lemma shows that the third condition of Theorems 4 and 5 is also satisfied.
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Lemma 14. The class of valid networks is 3-chain reducible.
Proof. This can be shown by following the proof of Lemma 8 for the class tree-child and noticing that the
leaf-deletions performed there also cannot turn a W-shape into a camel.
In exactly the same way as in the proof of Lemma 9, it is easy to see that fC(n, k) = O(n) when C is the
class of valid networks.
5.5 Reticulation-visible networks
Recall that a network is reticulation visible if for each reticulation vertex r there is a leaf x such that every path
from the root to x traverses r. If this is the case, reticulation r is said to be visible from leaf x. It is again easy
to see that the class is blob-determined and leaf-addable and it remains to prove the following two lemmas.
Lemma 15. The class of reticulation-visible networks is 3-chain reducible.
Proof. Let N be an undirected network with a reticulation-visible orientation Nd. If a reticulation r is visible
from a leaf x on side s of the generator G(Nd) of Nd, then r is visible from each leaf on side s. Hence, we
may delete all but one of the leaves on each side of G(Nd). Moreover, we may delete all leaves on the two sides
of G(Nd) leaving the root as no reticulation is visible from any of those leaves. It then follows in exactly the
same way as in Lemma 8 for the class tree-child that the class reticulation-visible is 3-chain reducible.
Lemma 16. If C is the class of reticulation-visible networks, then fC(n, k) = O(n2).
Proof. We can find all cut-arcs in O(n2) time (for each arc (u, v), check if there is an undirected path between u
and v when deleting (u, v)). For each cut-arc, determine which reticulations can be reached upwards through
tree-vertices. If each reticulation is reached at least once, the network is reticulation-visible. The search time
for each cut-arc is O(n), and the number of cut arcs is also O(n). The lemma follows.
5.6 Partly-directed networks
The goal here is to decide whether the undirected edges in a given partly-directed network can be oriented such
that the network becomes a directed network. We cannot directly apply Algorithms 2 and 3 for this, but we
show how a small modification of these algorithms solves this problem.
As usual, we suppress the neighbour of a leaf when we delete a leaf. We can suppress a vertex v in a partly
directed network if it has two incident edges that are either both oriented in the same direction, or of which at
least one is undirected: If v degree-2 vertex adjacent to the vertices u and w, then suppressing v results in an
arc (u,w) if the original orientations were (u, v), {v, w} or {u, v}, (v, w); other suppressions are as usual or they
reveal inconsistent partial orientations such as (u, v), (w, v).
Consider a partly directed network N . We do the following preprocessing.
For each directed cut-edge c = (x, y), direct each cut-edge d away from y if d is in the connected component
of y when c is deleted. If this induces conflicting orientation on any edge, conclude that N has no orientation
as a directed network.
For each directed cut-edge (x, y) with y in a blob B, do the following: let {u, y} and {y, v} be the edges of B
incident to y. Direct these away from the cut-edge, i.e., orient them as (y, u) and (y, v). Again, if this induces
conflicting orientations on these edges, conclude that N has no orientation as a directed network.
Now consider a side s = {u, v} of the generator G(Nu) of the underlying undirected network Nu of N .
Let e0, . . . , ens be the edges on s ordered from u to v.
• if there exist i < j < k < l such that ei, ek are oriented towards v and ej , el towards u, or ei, ek towards u
and ej , el towards v, then we conclude that N has no orientation as a directed network;
• if there exist i < j such that ei is oriented towards u and ej towards v, choose i, j such that |i − j| is
minimized and mark the leaf incident to the tail of ei as protected;
• if there exist i < j such that ei is oriented towards v and ej towards u, choose i, j such that |i − j| is
minimized and mark the leaf incident to the head of ei as protected.
After this preprocessing, there are at most two protected leaves per side of the generator left. We now
remove all but two leaves from each side of the generator, keeping all the protected leaves. We run Algorithm 3
on the resulting network, applying Algorithm 2 to the network NB induced by each blob B, where the class C
consists of all networks N in which each oriented edge of NB has the same orientation as in N .
We can now argue analogously to the proof of Lemma 6 that we have obtained an FPT algorithm, with the
level as the parameter.
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5.7 Combining the results
By combining Theorem 5 with Lemmas 7-15, we have the following.
Corollary 5. For each of the classes tree-child, stack-free, tree-based, reticulation-visible, valid and orchard,
there is an FPT algorithm deciding whether an undirected binary network has an orientation in that class, where
the parameter is the level of the network.
6 Discussion
We have answered several fundamental questions regarding the relationship between undirected and directed
networks. We have also shown that some of our results can also be applied to partly-directed phylogenetic
networks. Nevertheless, many interesting questions remain open.
Our results do not apply directly to some of the phylogenetic networks published in the biological literature,
since these do not always fit exactly in our definition and are often more complex to interpret. It would
be interesting to consider modified definitions of networks that allow for the study of such networks from a
mathematical point of view.
For example, the grape network [MBO+11, Fig. 3] contains several interesting complications. Firstly, it can
directly be observed that any orientation of this network needs to have multiple roots (this can for example
be concluded from the part of the network containing Muscat of Alexandria, Muscat Hamburg and Trollinger).
Secondly, the network contains not only undirected edges and directed arcs, but also dotted edges representing
that these pairs of cultivars are either equivalent or siblings.
Another example are networks for bears [KLB+17, Fig. 4] and humans [Laz18, Fig. 1]. The bear network
contains bidirected arcs, which we have not taken into account in this paper. The network for humans has dotted
edges indicating that the direction is either unclear (corresponding to our undirected edges) or bidirectional.
An interesting open computational question is the following. Given an undirected phylogenetic network,
does it have an orientation that is tree-child? Although we have shown that this problem is fixed-parameter
tractable with respect to the network level, it remains open whether this problem is NP-hard or polynomial-time
solvable (or both/neither). The same question is also open for stack-free and several other classes of networks.
We expect both the tree-child and the stack-free version to be NP-hard, but have not found a proof. We have
shown, however, that the problem is NP-hard for the class of tree-based networks.
Another interesting open question is related to nonbinary networks. While we have considered general
nonbinary networks here, it is common in the literature to have the restriction that each vertex with more than
one incoming arc has exactly one outgoing arc. Calling such networks funneled, an open question is whether
one can decide in polynomial time whether a given undirected nonbinary network has a funneled orientation.
This is not always the case, as can be seen (with some effort) from the example in Figure 13.
x1 x2
x3x4
Figure 13: A nonbinary undirected network that has no funneled orientation.
Finally, we have noted before that a network that is tree-based orientable is not necessarily tree-based in
the undirected sense. The difference comes from the fact that the base-tree of a directed tree-based network
may have outdegree 1, i.e., it does not necessarily need to start with a speciation event. Therefore, it would
be interesting to further study tree-based orientability as a relevant alternative notion of tree-basedness for
undirected networks.
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