An important open problem is how values are compared to make simple choices. A natural hypothesis is that the brain carries out the computations associated with the value comparisons in a manner consistent with the Drift Diffusion Model (DDM), since this model has been able to account for a large amount of data in other domains. We investigated the ability of four different versions of the DDM to explain the data in a real binary food choice task under conditions of high and low time pressure. We found that a seven-parameter version of the DDM can account for the choice and reaction time data with high-accuracy, in both the high and low time pressure conditions. The changes associated with the introduction of time pressure could be traced to changes in two key model parameters: the barrier height and the noise in the slope of the drift process.
Introduction
The drift diffusion model (DDM) is one of the cornerstones of modern psychology (Ratcliff, 1978; Ratcliff & McKoon, 2008; and, increasingly, of behavioral neuroscience (Bogacz, 2007; Gold & Shadlen, 2007; Link, 1992; . The model has received increased attention over the last years for several reasons. First, it has provided more accurate descriptions of accuracy and reaction time data than alternative models in a wide range of psychological tasks, including perceptual discrimination and go-no-go tasks (Ratcliff & Rouder, 1998 , 2000 Ratcliff, Van Zandt, & McKoon, 1999) . Second, the model is a special case of many of its competitors, which is a sign of its generality (Bogacz, 2007; Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006; Usher & McClelland, 2001) . Finally, the model has been applied to explain neurophysiological associated with different reward values at consumption (e.g., alternative food items) by assigning a value to every item under consideration and comparing the values to select one of them.
This paper investigates the extent to which the DDM can explain the accuracy and reaction time data in real simple food choices. Subjects made real choices between pairs of appetitive snack foods and had to eat the food that they chose in a randomly selected trial. This task is conceptually similar to previous experiments on perceptual discrimination (Ratcliff & Rouder, 1998) in which human subjects had to decide which of two stimuli was brightest. The key difference with our experiment is that our subjects made choices between stimuli associated with different levels of reward at consumption, which is an instance of value-based choice. It is interesting to ask whether both types of tasks are described by the same computational model because, given the large degree of specialization in the brain, there is no a priori reason that the same algorithms would be used in the perceptual and reward domains.
We compare four different versions of the DDM that vary in the number of free parameters that they contain, and in whether the barriers are constant or decrease with time to speed up decision making (Cisek, Puskas, & ElMurr, 2009; Ditterich, 2006a) . Since the best fitting model is likely to depend on the speed with which the decisions have to be made, we carry out separate model fitting comparisons for the two different time pressure experimental conditions, which allow us to identify which aspects of the DDM are responsible for any changes in performance.
We found that a popular seven-parameter version of the Ratcliff DDM model (Ratcliff & McKoon, 2008; Ratcliff & Rouder, 1998; Ratcliff, et al., 1999) can account for the data with high-accuracy in both the high and low time pressure conditions. Furthermore, we also found that the changes associated with the introduction of time pressure could be traced to changes in two key model parameters: the barrier height and the noise in the slope of the drift process.
Understanding the conditions under which the DDM can explain the behavioral data in simple value based choice is important for several reasons. First, it is a necessary first step in exploring the extent to which this model can account for the underlying neural computations. Second, since the DDM has been shown to provide an accurate description of data in other domains, the finding that the DDM also provides a good computational description of value-based choices provides insight into the nature of some basic algorithms that might be at work in many different psychological processes.
To the best of our knowledge, the performance of the DDM has not been tested before in the realm of valuebased choice, although it has been extensively tested on other realms. In fact, to the best of our knowledge, it has provided an accurate quantitative characterization of the key aspects of the data in every domain to which it has been applied. For example, the DDM has been tested in human and non-human primates using the NewsomeShadlen random dot motion perceptual discrimination task (Ditterich, 2006b; Mazurek, Roitman, Ditterich, & Shadlen, 2003; Philiastides, et al., 2006; Ratcliff, et al., 2007; Ratcliff & McKoon, 2008; Shadlen & Newsome, 2001) .
A few studies have explored the ability of models related to the DDM to explain various common choice patterns. For example, several studies have explored the ability of Decision Field Theory, which is a variant of the DDM, to account for patterns of choice in multi-attribute settings such as choices among lotteries, but have not provided a full experimental test against the data (Busemeyer, Jessup, Johnson, & Townsend, 2006; Busemeyer & Johnson, 2004) . Other studies have investigated the ability of the Competing Accumulator Model to accomplish similar goals (Usher & McClelland, 2001 . Although these previous studies have shown that relatively simple computational models of decision-making can account for some stylized facts of the behavioral literature, their full properties in the realm of simple value based choice have not been investigated.
The Drift Diffusion Model and its variants
We compare the following four versions of the DDM model. First, we consider the simple DDM (sDDM), which is illustrated in Figure 1A . At every instant, the model encodes a relative value signal that measures the accumulated "evidence" in favor of the hypothesis that the item presented on the left has a higher value than the item on the right (positive values indicate that the left item is better; negative values indicate the opposite). The left item is chosen when the relative value signal crosses the upper barrier; the right item is chosen when the lower barrier is crossed. The relative value signal (RVS) evolves according to the equation
where the drift rate µ denotes the speed at which the barriers are approached, and (t) represents white Gaussian noise centered at zero with constant variance σ. Note that µ + (t) measures the local change in the RVS signal in favor of the left alternative at the instant t. We assume that the RVS begins the integration process with a value of zero. The drift rate is a function of the value differences between the left and right items, which we denote by d. In most of the estimation exercises we assume that this function is linear, but we also show that this assumption is consistent with our data.
The sDDM is characterized by the following four parameters: (1) the symmetric location of the barriers (±b), (2) the linear slope of the drift rate d m (so that in any trial
, where v lef t , v right denotes the value of the items), (3) the variance of the diffusion process σ, and (4) a fixed latency time T m that measures a fixed amount of time out of every trial that takes place prior to the initiation of the comparison process (i.e., the time that passes from the appearance of the items and the beginning of the DDM computations) and after the conclusion of the process (e.g., the time that it takes to execute the motor commands necessary to implement the choice of the DDM). It can be shown that, without loss of generality, the variance parameter can be fixed, since the slope and barrier location are identified only up to ratios of these parameters (Ratcliff & McKoon, 2008; Ratcliff, et al., 1999) . For this reason in the rest of the analyses we set σ = 0.1, which is a commonly used normalization (Ratcliff & McKoon, 2008) . Thus, the model has only three parameters that need to be estimated. This normalization is imposed in all of the four models.
Note several properties of the sDDM. First, although the relative value signal typically moves towards the correct barrier, the process has noise and thus mistakes are made. This is illustrated in Figure 1A . Second, the frequency of mistakes increases with the amount of noise and decreases with the value difference between the two items. Third, accuracy can be improved by increasing the amplitude of the barriers, but this comes at the cost of longer reaction times.
Second, we consider a more complicated version of the DDM with additional parameters, which we refer to as the full DDM (fDDM), which has been shown to provide a more accurate description of reaction time distributions than the sDDM (Ratcliff & McKoon, 2008; Ratcliff, et al., 1999) . The logic of the model is similar to the basic DDM except for the introduction of several additional parameters that provide the necessary flexibility to fit all of the moments of the response-time data in other experimental domains.
The fDDM is characterized by eight parameters: (1) It includes the four parameters from the sDDM, (2) a standard deviation d SD characterizing the noise with which the drift rate is sampled each period (so that every trial with values v lef t and v right we have that )), (4) a parameter z m that models the mean a bias in the start point of the RVS accumulation process, which allows subjects to be biased towards or away one of the two barriers, with z m > 0 denoting biases towards the left barrier, and z m < 0 denoting biases towards the right barrier, and (5) a range parameter z range characterizing the support of a uniform distribution from which the bias parameter for the start of the RDV signal is sampled every period (so that every trial, the start point of the accumulation process is X(T ) = z,
)). Third, we consider a version of the sDDM, which we call the simple collapsing barrier DDM (scbDDM), which differs from the sDDM only in that the height of the upper and lower barriers decay exponentially towards 0 with time according to the equation
where r ≥ 0 is a rate constant. This model collapses to the sDDM when r = 0. It is characterized by five parameters: the same for parameters describing the sDDM and the barrier rate of decline r. The same normalization regarding the variance described above is maintained here.
The motivation for considering time-variant decision thresholds comes from the fact that several papers have previously found that they are useful in accounting for the observation that reaction times tend to be higher in incorrect than correct trials in many psychological tasks (Churchland, Kiani, & Shadlen, 2008; Ditterich, 2006b) . As shown in Figure 1B , the collapsing of the barrier can be thought of as an urgency signal that kicks in to preclude the subject from taking excessively long times to reach a decision when the two items are of similar value and thus the drift rate is close to zero. Note, however, that versions of the fDDM have been previously shown to generate slower reaction times in error trials without collapsing barriers (Ratcliff & Rouder, 1998; Ratcliff, et al., 1999) , which motivates one of the key questions in the paper: how much additional explanatory power do they provide at the expense of introducing one additional parameter?
Fourth, we consider a version of the fDDM, which we call the full collapsing barrier DDM (fcbDDM), which differs from the fDDM only in the addition of the parameter r measuring the rate at which the barriers collapse towards zero.
Methods
Subjects. Eight Caltech students with normal or corrected to normal vision participated in two, one-hour experimental sessions. They were compensated $20 per session. Subjects were required not to eat for 3 hours before the experiment in order to increase their subjective value for the food items.
Experimental Task. On every trial subjects saw highresolution color images of 50 different food items including an equal mix of salty and sweet foods (e.g., potato chips and candy bars; see Figure 2 for sample images). Items are widely available in local stores and were highly familiar to our subjects. Subjects were seated in a dimly lit room with their heads positioned in a forehead and chin rest. Eye-position data were acquired from the right eye at 1000 Hz using the Eyelink 1000 infrared eyetracker (SR Research, Osgoode, Canada). The distance between the computer screen and subject was 80 cm, giving a total visual angle of 28º × 21º. The images were presented on a CRT screen (120 Hz) using MATLAB Psychophysics toolbox and Eyelink toolbox extensions (Brainard, 1997; Cornelissen, Peters, & Palmer, 2002) .
Each experimental session (one for each of the two conditions described below) began with a liking-rating task. Subjects were shown one food item at a time, centered on the monitor screen and were asked to rate how much they would like to eat each food item at the end of the experiment (−2 to 2 discrete scale). The image was shown until subjects made a response. We used these ratings as independent measures of each subject's subjective value for the items.
In each condition, during the main task, subjects made 750 choices between randomly selected pairs of food items. Figure 2 depicts the timing of the trial. Each trial began by requiring subjects to fixate on a central cross for 800 ms. After the eye-tracker registered a successful fixation, the cross disappeared leaving the blank screen for 200 ms. Immediately after, two different food items were shown simultaneously for 20 ms, centered at 6.2
• in the left and right hemifields. Next, two faint circular choice targets were displayed at the same location as the food items to indicate alternative saccade landing positions. Subjects made a choice by fixating on the left or the right target. A 500 ms blank screen separated the trials. At the end of the entire experiment subjects were required to eat whatever food they chose from one randomly selected trial, thus giving them an incentive to select the highest value item of the pair on each trial. The items and locations were randomly selected with the constraint that the two images should have different likingratings. d is the absolute value of the difference in liking rating between the two food items; in any one trial, d can be at most 4 and is, by design, never 0. The 200 ms gap between fixation and food display was added because it has been shown to accelerate saccade initiation (Fischer & Weber, 1993) , which reduces the impact of motor delays on measured reaction times.
In order to minimize the visual demands of the task, subjects were encouraged, but not required to fixate exactly on the choice targets. The identity of the choice was recorded as soon as a saccade was initiated, as measured by crossing a threshold located 2.2
• from the center of the screen on both sides. Reaction times were measured as the time difference between the onset of the images and the initiation of the saccade.
Subjects participated in two different task conditions: high and low time pressure treatments. In the low time pressure (LTP) condition they were asked to indicate their choice only after they were sure which item they preferred. In the high time pressure (HTP) condition they were asked to make their choices as quickly as possible. The order was counterbalanced across subjects. We selected these two treatments to compare the ability of the DDM to account for the data across the range of conditions under which consumers make decisions in the field.
Model fitting procedure. We fit the sDDM and fDDM versions of the models at the individual subject level using the DMA-Toolbox (Vandekerckhove & Tuerlinckx, 2008) . We assumed that the slope of the drift process increased linearly with the value difference between the two items (left minus right), and that the upper (lower) barrier corresponded to a left (right) choice.
Note that in this literature it is common to let the bias parameter z m to be different than zero only if there is evidence for either a response or a reaction time bias to one of the two locations. This was the case in our dataset. Five subjects exhibited either a significant response bias towards left or right (binomial t-test vs. 50% null), or significantly different reaction times for left and right responses (paired two-sided t-test).
The toolbox had to be modified to allow for the maximum likelihood estimation of the scbDDM and fcbDDM versions of the models, since the original code allowed only for constant barrier heights. Here we provide a brief description of the changes made to the DMA-Toolbox to address this problem. The modified toolbox is available from the authors upon request.
As in the basic case, we assumed that that the slope of the drift process increased linearly with the value difference between the two items (left minus right), and that the upper (lower) barrier corresponded to a left (right) choice.
Since there is no analytical formula to explicitly calculate the model's predicted distribution of choice accuracy and reaction time in the presence of collapsing barriers, we simulated 1000 trials using a Monte Carlo procedure to approximate these distributions for each candidate set of model parameters to be tested during maximumlikelihood estimation procedure. The results of the simulation were used to calculate the marginal probability of making a correct choice, given the location of the correct stimulus, and to calculate the cumulative distribution function of the reaction time distribution conditioned on making a correct or incorrect choice and the location of the correct stimulus. The likelihood of the model was computed as the product of the likelihood of the individual trials. The likelihood for each concrete set of parameters was based on the estimate of the probability of choosing the option chosen in that trial, as well as the probability of landing on the same reaction time for that trial. Reaction time bins were given by the 5 th , 10 th , 30 th , 50 th , 70 th , and 90 th percentiles of each subject's reaction time distribution.
To carry out each trial simulation, a random-walk approximation to the drift diffusion process was used (Tuerlinckx, et al., 2001) . At the start of each simulation, a barrier height, drift diffusion rate, and non-decision reaction time were sampled according to the candidate parameter set, which contains the mean and variance or range of these quantities. A state variable representing the location of the drift diffusion process was initialized to the bias parameter, and then updated using a time step of 10ms until the state crossed one of the barriers using the rule described below. The location of the absorbing barrier (upper or lower) was used to determine which stimulus was chosen and hence whether this was a correct or incorrect trial, and the number of update steps needed to reach a barrier was scaled and added to the non-decision reaction time and recorded as the net reaction time of the trial.
In each time step of the simulation, there is a probability p that the state variable will increase by a quantity δ, and a probability (1 − p) will decrease by δ. The quantities p and δ are functions of the drift diffusion rate and the time step of the simulation. They are defined so that in the limit, as the time step approaches zero, the randomwalk approximation converges to the true drift diffusion process. Specifically, δ is defined as σ · √ τ while p is de-
Here, σ is the standard deviation of the noise process and is fixed at .1, τ is the time step and is set to 10ms, and v is the drift rate for this trial.
The implementation of these changes to the DMA toolbox required two major changes. First, the module that calculates the probability of an observed trial given a set of model parameters was completely rewritten to use the above procedure. Second, the optimization algorithm to find maximum likelihood estimates in the "genalg" module of the toolbox was changed as well. By default, this module uses a simplex optimization procedure. However, Monte Carlo error introduces many erroneous local minima into the objective function and we found that simplex optimization would often become trapped in a local minimum. Thus, in order to increase our ability to find global minima, we instead used a "multistart" procedure as implemented in the MATLAB Global Optimization toolkit. Ten candidate parameter sets were chosen approximately uniformly in the space of plausible parameter sets, and a separate simulated annealing procedure was run using each parameter set as a starting point of the annealing process. The best solution from this procedure was then run through a simplex algorithm to procedure the final estimate of the optimal parameter set for each subject. The results of this procedure were robust to changes in the random seed used for annealing and choosing the starting candidate parameter sets, suggesting the parameter sets we found were close to the true global optimum. Model selection. We computed the Bayes Information Criterion (BIC) of each model, which is given as −2 · log − likelihood(data|model) + k, where k is the number of free parameters in the model, and N is the number of trials used to fit the model. The relative fit of each pair of candidate models was tested as follows. First, we computed the difference in BIC scores for each individual subject and model. Second, we computed populations statistics by carrying out a two-sided paired t-test over the individual BIC score differences. If this difference was significant at the .05 level, then the model with the lower BIC was said to be a better fit of the data. This method allowed us to rank the models from best to worse fitting. The ordering of models did not change when the Akaike Information Criterion (AIC) was used instead of the BIC.
Results
Behavioral results. Table 1 and Figure 3 depict the main behavioral results of the experiment. Subjects chose the best item (as determined by their own liking-ratings) more frequently in the low time pressure than in the high time pressure condition (83.2%, SEM=3.27 vs. 75.7%, SEM=2.37; two-sided paired t-test, t=1.9, p=.09), even after controlling for the value distance d between the two items (as measured by the liking-rating of the best minus the worse items). Furthermore, choice accuracy (defined as the probability of choosing the item with the highest liking rating) increased with the value distance in both conditions (t=−7.21, p=.0004 for a two-sided paired ttest of accuracy at d=1f versus d=4 in the speed condition; t=−6.84, p=.0005 for the same test in the accuracy condition). Consistent with the experimental manipulation, subjects made choices faster in the high time pressure condition than in the low time pressure condition (426 ms, SEM=24.91 vs. 574 ms, SEM=43.53; two-sided paired ttest, t=3.68, p=.007), even after controlling for value distance. Reaction times decreased with d, in the low time pressure condition (from the mean of 616 ms for d=1 to 517 ms for d=4; t=4.12, p=.006) but only slightly so in the high time pressure condition (from the mean of 433ms for d=1 to 401ms for d=4; t=3.56, p=.01).
Model fitting in the low time pressure condition. We carried out all possible pair-wise comparisons of the BIC measures of quality of fit among the four models using only the data from the low-time pressure condition. (See methods for details.) We found that the fDDM has a significantly lower BIC score than the sDDM (t=−3.25, p<.014) and the scbDDM (t=−2.25, p<.05). While its BIC score is lower than the fcbDDM, the difference did not reach significance (t=−1.07, p<.32). We also found that adding a collapsing barrier to the sDDM improved its fitting (t=−.83,p<.43), but that adding it to the fDDM did not (t=1.07, p<.32), although in neither case did the difference reach significance. Table 2 summarizes the BIC scores for every model and condition. Table 3 provides a full description of the estimated parameters for every subject in the fDDM in each condition.
Model fitting in the high time pressure condition. We also carried out all possible pair-wise comparisons of the BIC measures of quality of fit among the four models using only the data from the high-time pressure condition. The reason for carrying out this model comparison separately was to rule out the a priori intuitive possibility that collapsing barriers might play a role under high time pressure, but not under low time pressure. We found very similar results: the fDDM has a lower BIC score than the sDDM (t=−3.71, p<.008), the scbDDM (t= -.25, p<.81), and the fcbDDM (t=−1.89, p<.10). Adding a collapsing barrier to the sDDM improved its fitting (t=3.32, p<.01), but adding it to the fDDM did not (t=1.89, p<.1).
Model fitting in the joint dataset. Finally, we carried out all possible pair-wise comparisons in the full dataset to investigate which model accounted best for the fulldataset. We found very similar results: the fDDM has a lower BIC score than the sDDM (t=−5.12, p<.0015), the scbDDM (t=−1.74, p<.13), and the fcbDDM (t=−2.17, p<.067). Adding a collapsing barrier to the sDDM improved its fitting (t=3.00, p<.02), but adding it to the fDDM did not (t=−2.17, p<.067).
Fits of the fDDM model. The previous results show that the fDDM provides the best relative fit of the data, but is it good in absolute terms? To investigate this question we carried out 1000 simulations of each observation in the dataset, by running the fDDM with the estimated parameters for each condition given the relative value d for those trials. Figure 4 displays the results for the low time pressure trials. Figure 5 displays them for the high time pressure trials. In Figure 4A -C and 5A-C, paired t-tests at every level of difficulty d fail to reject the null hypothesis that these data were sampled from the theoretical fDDM reaction time distribution for that level of difficulty.
Testing the linearity of the drift rate. All of the estimation and simulation exercises described above assume that the drift rate is linear in the value difference variable d. We tested the validity of this assumption by estimating a version of the sDDM in which the parameters were allowed to change by difficulty (given by value best minus value worse). The results, depicted in Figure 6 , show that the linear assumption is consistent with the data in the low time pressure (r 2 = .99, p<.00005) and high time pressure (r 2 = .95, p<.0005) conditions.
The effect of time pressure. We compared the estimated parameters of the fDDM that were fitted subject by subject in each of the two conditions separately. This allowed us to assess which parameters of the DDM are essential to explain the differences between the two conditions. The results are described in Table 3 . The only two parameters that changes significantly or marginally significantly from the low to the high time pressure conditions are a decrease in the barrier height and an increase in the noise of the drift slope. These changes are highly intuitive. A decrease in the barrier height speeds up choices by making it easier to reach the barrier. A decrease in processing time might decrease the accuracy with which the underlying value of the items can be measured, which implies that the integration slope should be noisier. Note that the results are likely to be marginally significant due to the low number of subjects. 
Discussion
Several behavioral neuroscience groups have speculated that the brain might use a version of the DDM to make simple value based choices. A first step in testing this hypothesis is to investigate the extent to which the model can explain basic data. Our results show that a popular seven-parameter version of the DDM (Ratcliff & McKoon, 2008; Ratcliff & Rouder, 1998; Ratcliff, et al., 1999) can account for the data with high-accuracy in both the high and low time pressure conditions. Furthermore, we also found that the changes associated with the introduction of time pressure could be traced to changes in two key model parameters: the barrier height and the noise in the slope of the drift process.
We explored the extent to which the fits of the DDM improved with the introduction of collapsing barriers, which some groups have argued are important to account for the full distribution of reaction times in correct and incorrect trials (Churchland, et al., 2008; Ditterich, 2006b) . We found that the introduction of this feature was useful when the baseline model was a simple DDM, but not when it was the popular full version of the DDM. Previous studies have also explored the effect of time on the ability of the DDM to explain the data in perceptual discrimination tasks (Ratcliff, 2002; Ratcliff & Rouder, 1998; . Their findings parallel ours: a change in parameters of the DDM, specially an increase in the size of the barriers as time pressure increases, is able to provide a highly accurate description of the response and reaction time data.
One of the most successful applications of the DDM is to perceptual decision making tasks (Churchland, Kiani, & Shadlen, 2008; Ditterich, 2006b; Gold & Shadlen, 2001 , 2002 Gold & Shadlen, 2007; Hanks, Ditterich, & Shadlen, 2006; Mazurek, et al., 2003; Palmer, Huk, & Shadlen, 2005; Philiastides et al., 2006; Ratcliff et al., 2007; Roitman & Shadlen, 2002; Shadlen & Newsome, 1996 Smith, Lee, Wolfgang, & Ratcliff, 2009 ). There is an important difference between the applications to perceptual and value based decision-making. In the standard Newsome-Shadlen random dot motion task, subjects are A B exposed to a stochastic stimulus that is assumed to generate perceptual noise signals in area MT. Under appropriate assumptions, it can be shown that the drift-diffusion model implements an optimal decision-making process that amounts to a sequential-likelihood ratio test (Bogacz, 2007; Bogacz et al., 2006; Gold & Shadlen, 2001 , 2002 Gold & Shadlen, 2007) . In our model the stimuli are nonstochastic, in the sense that the image is non-changing. However, we hypothesize that in order to construct value the brain needs to integrate a series of noisy signals about the value of the stimuli, in this case generated internally. In particular, we hypothesize that the brain assigns value to the stimuli by sequentially and stochastically extracting features of the stimuli, retrieving the learnt values for such features, and then integrating those values. Although the objective nature of the noise is quite different in both cases, the computational problem has similar properties.
An important question for future research is how does the brain implement each of the features of the full DDM during value based choices, which we have shown provides a good quantitative description of the data.
