We describe a class of explicit invariant measures for both finite and infinite dimensional Stochastic Differential Equations (SDE) driven by Lévy noise. We first discuss in details the finite dimensional case with a linear, resp. non linear, drift. In particular, we exhibit a class of such SDEs for which the invariant measures are given in explicit form, coherently in all dimensions. We then indicate how to relate them to invariant measures for SDEs on separable Hilbert spaces.
Contents
1 Introduction
Motivations and contents
In the study of phenomena described by evolution equations and stochastic processes the use of invariant measures plays an important role, both from a theoretical and an applied point of view. This is due to the fact that the presence of invariant measures permits, in particular, to have a grip on the asymptotic behaviour in time of the processes involved and often (in the presence of ergodicity) to compute time averages of functionals, at least, approximately, by averaging with respect to the invariant measure.This is at the very basis of statistical mechanics, where the invariant measure is the Gibbs measure, see, e.g., [21, 129, 137] . The same idea has also been used in connection with continuum systems, e.g. in hydrodynamics, see, e.g., [5, 11, 12, 13] , and quantum field, see, e.g., [14, 15, 16, 19, 22, 89, 114, 118, 119, 138] . Also in the general theory of dynamical system, invariant measures play an important role. According to a principle of Kolmogorov the finding of invariant measures for such systems might be facilitated by perturbing slightly and stocastically the system, see [68] Invariant measures have also been intensively discussed in connection with stochastic partial differential equations (SPDEs) and, more generally, with stochastic processes, where they are the basis of all Monte-Carlo methods, see, e.g., [118, 119] . For both theoretical and practical reasons it is useful to have expressions for invariant measures which are as explicit as possible. Often they also have invariance properties with respect to transformations in state space, which makes them particularly useful, reflecting important symmetry properties of the underlying systems. This paper is devoted to the search of such explicit measures for (in)finite dimensional SDE driven by Lévy noise and with nonlinear drift coefficients. This connects to our previous paper [8] , where we studied such equations in the infinite dimensional case. In that paper we found, in particular, abstract invariant probability measures for the equations at hand and we discussed their relations with a decomposition of the solution process as a sum of a stationary component and an asymptotically in time vanishing component. In the present work we reconsider the question of invariant measures having in mind to characterize them explicitly, at least in some cases we discuss particularly the case where the driving noise contains a jump component, since the case of driving noise of pure Gaussian type was already discussed, for our system, in [9] . In section 1.2 we summarize basic concepts of the theory of Markov semigroups, generators and Dirichlet forms, since they are basic for the rest of the paper. In chapter 2 of the present paper we concentrate ourselves on the finite dimensional case. This serves as a basis for going over to the infinite dimensional case, in the subsequent chapter 3. In Section 2.1 we recall results related to the case of linear drifts, i.e., for OrnsteinUhlenbeck-Lévy (OUL) processes, where a complete classification of invariant measures has been obtained, particularly by work of Sato and Yamazato, see [38, 131, 132, 133, 147] . In Section 2.2 we discuss invariant measures for OUL-processes perturbed by nonlinear drifts, following and extending basically work of [32] and [43] . We give here some of the details since the methods are also useful for the later section 2.4. In Section 2.3 we discuss the symbol associated with solutions of SDE, stressing the explicit form of the associated generators, having in mind concrete applications in Section 2.4. In Section 2.4 we start from explicit invariant measures and construct associated Lévy-type generators and SDE. This is related to techniques known in the case of Gaussian noise as Dynkin's h-transform or, ground state transformation, see. [19] .The extension to the Lévy case was initiated by [37] , we give some observations and complements to this construction, stressing both its relation to the symbols discussed in Section 2.3 and the invariant measures. The discussion is then extended in Section 2.5 considering perturbed O-U-Lévy processes, defined by invariant measures and Dirichlet forms. In chapter 3 we discuss the infinite dimensional case. Section 3.1 presents the case of an infinite dimensional O-U Lévy-process, following basic work by [55] , stressing also the relation with our paper [8] . Section 3.2 presents the case of certain infinite dimensional Lévy driven systems , which can be seen as infinite dimensional limits of the finite dimensional systems discussed in Section 2.4.
Basic concepts on Markov semigroups, generators, Dirichlet forms.
By the properties characterizing the transition function we have p t f ≥ 0, for f ≥ 0, and if f ≤ 1 then p t f ≤ 1, as well as p t 1 = 1, where 1 is the function identically equal to 1 on E. p t 1 = 1 is sometimes called conservativeness property of p t .
If p X t is the transition function of a Markov process X t on B then one shows that µ is invariant under p X t iff µ is the initial distribution of X t and P (X t ∈ B) = µ(B), for all t ≥ 0, B ∈ B(E). In fact from p t (x, B)µ(dx) = µ(B) one deduces, by the Markov property and µ(B) = L(X 0 ), that P (X t ∈ B) = p t (x, B)µ(dx) = µ(B). Viceversa, if this holds, by the Markov property we have B p t (x, B)µ(dx) = µ(B), hence that µ is invariant. This also coincides with the definition of µ invariant under P t , in the sense that P t f dµ = f dµ, for all f ∈ L 2 (E, µ), where (P t ) t≥0 is the Markov semigroup associated with (x, B) → p t (x, B) in L 2 (E, µ). A probability measure ν on E is said to be the limit distribution of a temporally homogeneous Markov process on E with transition function p t , t ≥ 0 on E if lim p t (x, ·) → ν as t → +∞, for any x ∈ E, in the sense of weak convergence of measures on E (i.e. in the sense of integrals against functions in C b (E)). The above definitions are adapted from, e.g., [131, Chapt.3, Sec.17] .
To a given transition function p t (x, dy) there is associated a Markov process X t densely defined on a probability space (E, B(E), P x ) such that P x (X t ∈ A) = p t (x, A), for all A ∈ B(E), x ∈ E. If E is a linear space and if p t is space translation invariant, in the sense that p t (x + a, A) = p t (x, A + a) for all a ∈ E, then p t (x, A) =p t (A − x) for somep t , 0 ≤p t ≤ 1,p t a convolution semigroup acting in E.
In general a strongly continuous semigroup on a Banach space B is a family of bounded maps T t , t ≥ 0 on B such that T t T s = T t+s , T 0 = 1, t → T t x is continuous for every element x ∈ B. Often such semigroups are called C 0 − semigroups. Such semigroups satisfy T t ≤ Me ωt , for t ∈ [0, +∞), for some constants M ≥ 1 and ω ≥ 0. One shows, see, e.g., [122] , that given such a semigroup one can associate to it its infinitesimal generator A, which turns out to be a linear operator on the dense subset D(A) of B defined by D(A) = x ∈ B | lim t↓0 ⋆ t = T t ) then its generator is symmetric and positive. A special case is the one where H is a real L 2 −space , say L 2 R (E, µ), with µ a probability measure on (E, B(E))). In this case it is natural to consider C 0 −contraction semigroups T t , t ≥ 0, which are also symmetric in L 2 R (E, µ) (hence also self-adjoint being bounded), and in addition are sub-Markov semigroups in the sense that for any f ∈ L 2 R (E, µ), where 0 ≤ f ≤ 1, µ − a.e., one has 0 ≤ T t f ≤ 1. If , in addition, T t 1 = 1, t ≥ 0, µ a .e., i.e. T t is conservative, then T t is said to be a Markov semigroup.
It is known that T t has then a kernel p t (x, dy) such that (T t f ) (x) = f (y)p t (x, dy), f ∈ B(E). One defines namely p t (x, B) = T t χ B (x), for all B ∈ B(E). It follows that B → p t (x, B) is a probability measure on B(E).
with the Markov semigroups p t given by the kernels p t (x, ·).
A measure ν which is p t invariant is also T t invariant in the sense of our definition of invariance for semigroups acting on B(E). Note that ν = µ is invariant under p t since p t (x, B)µ(dx) = µ(B), since the left hand side is equal to
where we have used both p ⋆ t = p t and p t ½ = ½.
To a self-adjoint positive operator −A in a real (or complex) Hilbert space H there is uniquely associated a closed bilinear (resp. sesquilinear) positive form E H on H × H such that (−A)
being the (dense) domain of the form as a dense subset of H, e.g., [94] Especially
is defined, e.g., by the spectral theorem. If −A is only symmetric, positive, then (f, −Ag) =Ė H (f, g) for any f in some minimal domain D Ė H , g ∈ D(A). If a sesquilinear form has this aspect then it is automatically
There is a very interesting relationship between self-adjoint C 0 −contraction semigroups, their positive generators and special symmetric closed, positive sesquilinear forms. For this we take H = L 2 R (E, µ), for some σ−finite space (E, B(E), µ). A closed symmetric positive sesquilinear form acting on H×H is said to be a Dirichlet form if it has the contraction property
It turns out that such forms are in 1 − 1 correspondence with self-adjoint Markov semigroups T t on H.
The relation is characterized by
1 2 g , with −A the infinitesimal generator of T t . The theory of Dirichlet forms describes these relations and gives a precise description of Markov processes associated with such structures. The properties of the associated Markov processes depend on regularity, resp. quasi − regularity, of the underlying Dirichlet forms, see, e.g., [75, 107] 2 Invariant measures in finite dimensions
The case of Ornstein-Uhlenbeck Lévy processes
The aim of this section is to characterize the invariant measure corresponding to the solution of the following finite dimensional SDE
where A is a positive definite matrix on We recall that a probability measure µ on R d is infinitely divisible if and only if its Fourier transformμ has the Lévy-Khinchine form Following [131] , we call (Q, ν, γ) the generating triplet (or simply the characteristics) of µ, as in [38] . Q, ν, γ are called respectively the Gaussian covariance matrix, the Lévy measure and the drift of µ. We notice that when Q = 0, µ is called purely non Gaussian. When Q = 0, γ = 0 then µ is said to be of purely jump-type. The term
is often called "characteristic exponent" or "Lévy symbol" or "Lévy exponent".
Remark 2.1. The form of the jump-type term in the formula (1) for the Fourier transform of µ can also, equivalently, be written as
for any bounded measurable real-valued function c(
. For this and other choices for c, see, e.g., [131, pgg. 38,39] . One characterizes the Lévy-Khinchine formula rewritten in this term as Lévy-Khinchine formula with generating triplet (Q, ν, γ c ).
Lévy processes constitute the natural class of stochastic processes L(t) associated with infinitely divisible probability measures on R d . We simply recall that they are characterized by having independent stationary increments and they satisfy L(0) = 0 a.s., are stochastically continuous (i.e. continuous in probability, namely P(| L(t) −L(s) |> ǫ) → 0 as t ↓ s, for all ǫ > 0) and càdlàg (right continuous paths, with left limits, a.s.). Their transition functions are of the form p
t , the t-th convolution power of
We say that L(t) corresponds to the infinitely divisible distribution
We can restrict it to the Banach subspace C 0 (R d ) of functions vanish at infinity, with supnorm, since indeed it
One has that
For f of the form f z (x) = e i z,x with x, z ∈ R d , we have then
hence for x = 0, the definition of Fourier transform and (2), the following holds
In particular one thus gets, for any x ∈ R d :
where (q j,k ) j,k=1,··· ,d denotes the elements of the matrix Q. More details can be found in [131, Theorem 31.5, p. 208] .
We shall now discuss perturbations of this semigroup and the corresponding process by drift terms, beginning with the simple case of a linear drift of a special form, passing then to a general linear drift and finally to the case of a nonlinear drift.
In the next proposition we shall show that starting from a Lévy process (L(t)) t≥0 one can construct the transition probability function for an Ornstein-Uhlenbeck process with parameter c > 0 and Lévy noise L(t). In particular we will see that, defining X c (t) := e −c t + t 0 e −c(t−s) dL(s) for any t ≥ 0, then X c (t) is the unique mild solution of the linear SDE with Lévy noise
For any c > 0 we will denote by L c the infinitesimal generator of the temporally homogeneous transition semigroup p c t of X c (t), defined first on
Proposition 2.2. Let (L(t)) t≥0 be a d-dimensional time homogeneous, Lévy process on R d , generated by a triplet (Q, ν, γ). Let c > 0. Then there is a temporally homogeneous transition probability function (p
is the transition function of the OU process with Lévy noise L(t) associated to the equation (8) .
For each t ≥ 0, x ∈ R d , the probability measure B → p c t (x, B) is an infinitely divisible probability measure on R d with generating triplet
Proof. The proof is in [131, Lemmas 17.1 and 17.4].
Remark 2.3. Proposition 2.2 extends to separable Hilbert spaces H using basic properties of measures on H, see, e.g., [120] . Similarly as for the above derivation of the formula (6) for E(e i x, L(t) ) starting from p t we derive the following:
In the above formula E x stands for the expectation with respect to the underlying measure for the process X(t), t ≥ 0, started at x.
We get
with, as in Proposition 2.2,
These considerations have been extended in [133] to the case of general linear drift terms of the form −A · ∇, with A a non-negative symmetric real-valued
The analogue of Proposition (2.2) holds with c replaced by A, e −ct x, z by e −At x, z , ψ(e −c s z) by ψ(e −As z). Moreover, corresponding formulas for (Q t , ν t , γ t,x ) hold with e −2c s and e −c s replaced respectively by e −2As , e −As . For the proof we refer to [133] . Also the formulae for P c t and L c extend correspondingly to formulae for the corresponding quantities P A t and L A , as follows:
is the infinitesimal generator of a strongly continuous non-negative semigroup (P A t ) t≥0 , such that
where (p A t (x, ·)) t≥0,x∈R d are the transition probabilities of the R d -valued process solving
One has that P A t maps C 0 (R d ) into it self and
for any t ≥ 0. Moreover, for each t > 0 and
In particular, the generating triplet of p A t (x, · ) is an infinitely divisible distribution and is given by (Q t , ν t , γ t,x ), where
This process X(t) is proven to have a modificationX(t) with càdlàg paths (i.e. P (X(t) =X(t)) = 1 for all t ∈ [0, ∞), andX t is càdlàg), see, e.g., [66, Theorem 3.7] , [67, 71, 56] . Of course the classical Ornstein-Uhlenbeck process has a modification with continuous paths.
For the generator L A of the corresponding transition semigroup P A t we have:
where L has been defined in (7) . Moreover the formula for the characteristic function of X(t) (solution of 13)) becomes:
with ψ(z) := logp L 1 (z), for any z ∈ R d , as in Proposition 2.2. We shall now discuss the situation where there is an invariant measure for the OU processes considered above, i.e. both X c and X. We start by X c (t).
Proposition 2.6 ([131, Theorem 1.75]). Let L(t) be as in Proposition 2.2 . If its Lévy measure ν satisfies
then the Ornstein-Uhlenbeck process X c (t) on R d with Lévy noise given by L(t), generated by (Q, ν, γ, c), c > 0 and solving (7), has a limit distribution for t −→ +∞ given bŷ
This measure µ is self-decomposable (and in particular infinitely divisible), i.e. it satisfies the property thatμ(z) =μ(b −1 z)ν b (z), for any b > 1 and some probability measure
Proof. On the other hand from the semigroup property of (p t ) t≥0 (Chapman-Kolmogorov equation) we have
which shows that µ is invariant. Uniqueness is shown by proving that ifμ is another invariant measure then
with p * t the adjoint of p t , and taking t → +∞ we get
Remark 2.9. As shown by [131, Theorem 17.11 ] the condition in Theorem 2.8 is also necessary for having an invariant distribution.
Now we turn to the existence and uniqueness of an invariant measure for the OU Lévy process with drift coefficient −A, with −A a non-negative symmetric real valued d × dmatrix, i.e. to the process X corresponding with equation (13) . We quote from [133] the following result. 
then there exists a limit distribution µ for (p A t ) t≥0 (with p A t as in Proposition 2.5). Moreover, µ is Q-selfdecomposable and is the unique invariant measure for the solution X of equation (13), i.e. the Ornstein-Uhlenbeck process with drift coefficient −A and Lévy noise L(t).
In particular we haveμ
with A ⋆ being the adjoint of A. The generating triplet for µ is thus given by (Q ∞ , ν ∞ , γ ∞ ), where
Conversely, every Q-selfdecomposable distribution can be realized in this way. The correspondence between L A and µ is 1-1. 
e. µ is non degenerate), then µ is absolutely continuous with respect to the Lebesgue measure on R d (see [147] ). Nondegeneracy of µ is equivalent with | µ(z)| ≤ 1−c 1 |z| 2 , for any |z| < c 2 , for some c 1 , c 2 > 0 (see [131, Proposition 24.19] 
we have for any t 0 , that X(t 0 + t), t ≥ 0 is an Ornstein-Uhlenbeck process of Lévy type (associated with L(t) and c), and p L(1) = p X(t) , for all t ≥ 0 (see [46, 47] 
Perturbations by non linear drifts: an analytic approach
Let µ be a probability measure on R d . At the beginning of section 2.1 we recalled that, if (P t ) t≥0 is a one parameter strongly continuous contraction semigroup on L 2 (µ), then the measure µ is invariant for (P t ) t≥0 if
This in turn is equivalent to:
is the generator of a one parameter strongly continuous contraction semigroup
)-invariant then µ is also said to be infinitesimal invariant under (P t ) t≥0 . Note that invariance implies infinitesimal invariance, but in general infinitesimal invariance does not imply invariance except for symmetric processes, see, e.g., [32, 42, 43, 69, 23] .
Consider the Lévy type operator
where
is Borel measurable, locally Lipschitz bounded and such that the Fourier transformβ of β exists and ν α (dy) := dy |y| d+α , α ∈ (0, 2) is a stable Lévy measure.
We recall that a stable Lévy process is a stochastic process whose characteristic exponents correspond to those of distributions Y (they are called stable distributions, introduced by P. Lévy in [102] and [103] ) such that for all n ∈ N the following holds:
where Y 1 , . . . , Y n are independent copies of Y , whileã n > 0,b n are real constants. See, e.g., [131] for the discussion of stable Lévy measure.
If f is a function on R d we define the Fourier transformf of f , by:
similarly for f (x) dx replaced by a measure ν respectively a distribution, whenever the transforms exists, in the corresponding sense.
Proposition 2.13. Let L 0 be a Lévy operator of the form (23) and let µ be a probability measure on R d . Then L 0 can be seen as a densely defined operator on
and
Proof. The proof is given in [32] and [43] assuming µ has a density, and the general case is analogously proven.
Example 2.14. Let us take
We shall now present a more systematic study of perturbation of Lévy generators by non linear drifts using ground state transformations, a concept which we first explain in the Gaussian case:
5. µ is invariant under the strongly continuous contraction semigroup
Proof. Point 1. For any f, g ∈ S(R d ) we have, integrating by parts:
where we also used ∇x = d. This finishes the proof of (1). Point 2. If we take g = ρ in (26) we get
From (27), (28) it follows
Hence µ is (L 0 , S(R d ))-invariant. Point 3. We have, for any f, g ∈ S(R d ), using (26) with g replaced by gρ:
Inserting the expressions (27) and (28) for ∇ρ, resp. ∆ρ, into (30) we get:
which proves 3. Point 4. This is proven by the unitary "ground state transformation" U :
. By this transformation we have, for any f ∈ S(R d ):
as easily seen, and since ∆ − x 2 − d is essentially self-adjoint on S(R d ) (the Hermite functions being analytic vectors for it), hence also the unitary equivalent operator ∆−x·∇, restricted to S(R d ) is essentially self-adjoint (where we use that U maps S(R d ) into itself), hence its closure L 0 is self-adjoint (for such concepts see, e.g., [126] ).
Point 5. By the definition of µ invariant under (P t ) t≥0 one has to prove f dµ = e tL 0 f dµ, for all t ≥ 0, f ∈ S(R d ). This can be proven by realizing that the right hand side is equal to (e tL 0 1, f ) L 2 (µ) , where we used that e tL 0 is self adjoint, and e tL 0 1 = 1, as seen by expansion in powers of t and using the fact that L n 0 1 = 0, for all n ∈ N. 
We assume that β(x) · ∇f is well defined for all
where ∇(β(x)) = div β(x) is the divergence of β(x) (first defined in the distributional sense, but such that ∇β maps
(ii) Assume that there exists G :
(iv) If β satisfies the assumptions such that the Schrödinger operator −∆ + V (x) with
is invariant under the one-parameter strongly continuous semigroup e
Proof. The proof is entirely similar to the one of Proposition 2.15.
(ii) Let us take g = ρ (β) in (36), then we get
But
. Introducing this into (37) we get, using β = −∇G:
(iii) We repeat the steps of proof of the corresponding statement in (2.15).
We have, for any f, g ∈ S(R d ), using (36) with g replaced by gρ
which is the analogue of (30). Inserting the formula for ∇ρ (β) , resp. ∆ρ (β) after (37) , into the latter formula we get
Using β(x) = ∇G(x) , ∇β(x) = −∆G(x), we see that the second term plus the last but 1 term yield 1/2 of the second term, the 3 term cancels with the last one, the last but 2 term cancels with the 4 term and we remain with
which yields the claimed result.
(iv) This is similar as for (iv) in Prop.1, the "ground state transformation" is obtained replacing µ by µ (β) and ρ by ρ (β) , then
Under our assumptions on β the operator on the right hand side of the (41), which is of the Schrödinger type, with
(v) This is entirely similar to the proof of the corresponding statement in Proposition (2.15).
Remark 2.17. For examples where the assumptions on β in (iv) of Proposition 2.16 are satisfied see, e.g., [19] , [126] .
The following corollary is immediate:
, with ρ as in Proposition 2.15.
Let us now apply similar ideas to the case of operators of the form
where L 1 is a pseudodifferential operator and f, g ∈ S(R d ). On β we assume that it has a Fourier transform in the distributional sense. Then
where stands as before for Fourier transform, s.t. ∇f (k) = ik f (k). Suppose first for simplicity that 
Moreover
where in the last equality we used Parseval formula.
From this we deduce that the adjoint of
This yields a linear equation for the probability measure µ which involves convolution
as distributions in S ′ (R d ), provided of course both sides can be interpreted as such distributions.
Remark 2.19.
(1) The existence of solutions of (47) depends on the multiplicative operator M(k), and on the convolution kernel (47) is given by µ(dx) = ρ 2 (x)dx, with ρ 2 as in Example 2.14.
(2) Equation (47) can be looked upon as an homogeneous linear equation
where 
Probabilistic methods to identify the associated stochastic differential equations
Let (X(t)) t≥0 be the solution of the following stochastic differential equation:
where Ψ, Φ are globally Lipschiz continuous mappings, respectively from R d into itself and into the space of symmetric positive definite matrices, while (L(t)) t≥0 is a d-dimensional Lévy process with generating triplet (Q, N, ℓ), (see Sect. 2 for this terminology). Existence and uniqueness of a strong solution to this equation are known, see,e.g., [77, 109] , and (X(t)) t≥0 is a time-homogenous Markov process. As usual we can associate to (X(t)) t≥0 a semigroup (P t ) t≥0 of operators on B b (R d ) by setting
This semigroup is Markov and conservative (i.e. P t 1 = 1), and Feller, i.e. P t leaves invariant C 0 (R d ) (the space of continuous functions on R d , which vanish at infinity) and
see, e.g., [38] . To P t corresponds the infinitesimal generator (A, D(A)) which is defined by
with the domain consisting of all u ∈ C 0 (R d ) for which the limit (49) exists. A classical result due to Courrège, see [54] or [38] , Th.3.5.3, p.158 and Th. 3.5.5, p.159, shows that, if in addition to the previous assumptions, C
is a pseudo differential operator with symbol −p(x, ξ), i.e. A can be written as
where ·, · is the scalar product in R d ,û denotes the Fourier transformû(ξ) = 
For each x ∈ R d (Q(x), N(x, dy), ℓ(x)) is a Lévy triplet in the sense of Sect. 2.1 (depending parametrically on x ∈ R d ). The function p(x, ξ) is called the symbol of the operator and N(x, dy) will be called the Lévy kernel. Notice that the killing term is absent due to the conservativeness of P t . Alternatively, using Remark (2.1) we can replace the term containing 1 B 1 (y) by 1 1+|y| 2 , y ∈ R d , by simultaneously changing the drift term by chang-
. For details we refer to, e.g., Jacob [86, Chapter 45, . Combining (50) and (51) 
for all u ∈ C ∞ c (R d ) ( * standing for the adjoint of matrices in R d ). Thus from the symbol we obtain the integro-differential form of the infinitesimal generator of the process. 
where µ L is the Poisson point random measure given by the jumps of L whose intensity measure is the Lévy measure N, (with B 
It turns out that the infinitesimal generator of L(t) is given by
which is well-defined on C ∞ c (R d ). Hence, following the arguments above, we see that the symbol of this A coincide with the characteristic exponent of the L(t), i.e. Lévy processes are exactly those Feller processes whose generator has constant coefficients and p(x, ξ) ≡ ψ(ξ), ξ ∈ R d , where ψ is the function introduced in Proposition 2.2.
We are interested in determining the symbol of the process (X(t)) t≥0 corresponding with equation (48), since it allows us to determine the integro-differential form of the infinitesimal generator of the process. This is a key point in finding the expression of the invariant measure corresponding with (X(t)) t≥0 (see Subsection 2.5). In [88] it is proven that the symbol −p(x, ξ) of A coincides with minus the symbol of the process, which is defined by
where σ = σ x,R is the first exit time of X(t), started at x, from the ball of radius R > 0. The notation X σ (t) stays for the process X(t), started at x, and stopped at time t ≥ 0 when it exist from the ball of radius R. In particular, in the case of (X(t)) t≥0 being the solution of equation (48) we have, see [54, 86, 87, 130] , that
where ψ is the characteristic exponent of (L(t)) t≥0 and Ψ(x) is the first coefficient ("drift coefficient") in (48) . Thus we have (with (Q, N, l)) as in Remark 2.20.)
where Φ is the second coefficient in (48) . The term containing the integral can be equivalently written as
whereÑ (x, dỹ) is the image measure of N(dy) under the transformation y ∈ R d →ỹ := Ψ x (y) = Φ(x)y, x, y ∈ R d ( this can be seen by taking Fourier transforms). Now comparing expression (54) with (51), we see that the integro-differential operator corresponding with the solution of the stochastic differential equation (48) is given by, (cf. [99] ):
By considering the inverse transformation Ψ −1
since, by construction,Ñ is the image measure of N under Ψ x . Again the factor 1 B 1 (y) can be replaced in all formulae by 1 1+|y| 2 , by changing correspondingly ℓΦ 1 (y)) N(x, dy) . The latter representation coincides with the representation given e.g. in [38] (p.341).
Remark 2.21. Comparing (55) with the pseudo-differential operators given in [84, (2.33) and (2.37) pag. 13], we see that all expressions coincide.
In the case where (L(t)) t≥0 is a pure jump process (i.e. (Q, N, ℓ) = (0, N, 0), the expression for Au(x) can be further simplified; we obtain
Moreover, we notice that, by the definition ofÑ(x, dỹ) we have, for any Γ ∈ B(R d ) :
We notice that the representation above is the same representation as given in [99, p.119] , with λ(x,ỹ) = 1 and γ(x, y) = Φ −1 (x)y in [99] .
The inverse problem: invariant measures via ground state transformations
By the considerations in Sections 2.1 and 2.2 we have, in particular, concrete invariant measures for process of the form dX(t) = AX(t)dt+dL(t), with A = −Q as in proposition (2.10). We shall now see that by extending the type of "ground state transformation" (Doob-h-transform), similar to the ones one performs in the case of processes satisfying equations of the form
with L(t) of the Gaussian type, β of gradient type, one can find explicit invariant measures also for equations of the form (56) for general Lévy noise. This provides an alternative somewhat complementary procedure to the one we discussed in Sec. 2.2. For this extension we follow closely [37] , who were the first, to the best of our knowledge, who extended previous work on the ground state transformation for the case with Gaussian noise covered in [19] to the case of Lévy noise. Let φ be a given function on
, of a dx symmetric Lévy process Z t taking values in R d (this means that the law P Zt of Z t is symmetric under reflection y −→ −y in R d , cf. [38, pag. 153] . We shall see below that the right hand side of (57) is well defined even without assuming φf ∈ D(L 0 ). Let us recall that a dx−symmetric Lévy process has a generator which is self-adjoint in dx) ), (see, e.g., [75] , [107] , [2] ). L 0 is thus of the form of L L as given by (6) but with the restriction of its being symmetric in L 2 (R d , dx), which forces the choice γ = 0 and the absence of the term containing the gradient in the integral, i.e.
This by (54), (55) corresponds to having the symbol associated with L as follows
We have with
as a simple computation shows (integration by parts, for the term with derivative, change of variables and exploitation of reflection symmetry of ν, for the other term) (cfr. [38, pag. 166] ). We observe that E 0 G (f, g) can aso be written in the form
where J(dx, dy) := 1 2
[ν x (dy)dx + ν y (dx)dy], and
where β(x) = ∇ ln φ(x). We can look upon H G as an operator acting on
2 dx, as before see, e.g., [35] It is symmetric on this domain and negative definite, as seen by integration by parts (see [35] ). In fact
To it there is associated the classical pre- 
Assuming φ ∈ D(L 0,J ) and following the computation in the Appendix of [37] (with our L 0,J ) we get that φf ∈ D(L 0,J ) and
with (δ y f )(x) := f (x + y) − f (x). Hence from the definition of H J , we get, using the expression for L 0,J , given by (58) and the definition of δ y :
with ν(x; dy) :=
where ( , ) µ is the scalar product in
. By the definition of −H J and the definition of µ we have
By the definition (58) of L 0,J we then get:
Following [37] or [38] we see that this can be rewritten in the symmetric form:
But this is a symmetric bilinear form, and in fact a jump pre-Dirichlet form in L 2 (R d , µ), i.e. is densely defined, bilinear, positive, closable, under natural assumptions on φ and ν (see [18] ) with jump measure
Its closure is then a (positive, symmetric) Dirichlet form Remark 2.22. Following [37] we easily see that 1 is in the domain of the closuresH G ,H J and thatH
, it being self-adjoint this is equivalent withH ⋆ 1 = 0, hence µ is invariant under e −tH , t ≥ 0. Hence we have proven the following theorem :
, it is also real, hence it has self-adjoint extensions. Under some additional assumptions on ν and φ, see Remark below, it is essentially self-adjoint on
. −H is the infinitesimal generator of a symmetric Markov process (Y (t)) t∈R + . µ(dx) = φ 2 (x)dx is a positive invariant measure for this Markov process.
Proof. The analytic statemens have already been proved before. The existence of the symmetric Markov process (Y (t)) t∈R + generated by −H is a result of the theory of Dirichlet forms, see, e.g., [75] .
Remark 2.24. −H is a Lévy-type operator in the sense of [38, pag. 158] and [88] . The Markov process generated by −H is a Hunt process by the general theory of Dirichlet form. It solves a stochastic equation in the weak sense, as a solution of the associated martingale problem, see [38] , [99] . 
Certain perturbed O-U Lévy processes and their invariant measures, via Dirichlet forms
In this Subsection we start with the finite dimensional case of R d . Given a measurable space (S, B), a non-negative valued function N(x, A), x ∈ S, A ∈ B is called a kernel on (S, B) if N(x, ·) is a positive measure on B for each fixed x ∈ S and if N(x, ·) is a B-measurable function for each fixed A ∈ B. If an additional condition that N(x, S) ≤ 1, x ∈ S is imposed, then N is called a Markovian kernel. We write (Nu)(x) := S u(y)N(x, dy) whenever the integral make sense. Now let µ be a given σ-finite Borel measure on R d . Suppose also that we are given a kernel N(x, B) on R d × B(R d ) satisfying the following three conditions:
is, as function of x ∈ R d , locally integrable with respect to µ. Here U ǫ (x)) is the ǫ-neighbourhood of x; 2. N is symmetric, in the sense that
with B + (R d ) denoting the set of bounded, Borel measurable mappings on R d .
for any compact set
We notice that condition 2 implies that N determines a positive symmetric Radon measure
Then E J is a jump Dirchlet form in the sense of Fukushima (see [74, pag. 5] ) with reference space L 2 (R d ; µ). The proof of the last sentence can be found in [74, Example 1.2.4., pag. 13]). Moreover, we notice that, due to assumption 3 we know that [74, pag. 14] ).
By the general theory on Dirichlet forms to E J there is uniquely associated a positive
. By the relation of E J and L J µ we find that
with , the L 2 (R d , µ)−scalar product and
and ν(x, dy) is the Radon-Nykodym derivative of J(dx, dy) with respect to µ(dx), that is 
provided that this Radon-Nykodym exists. We notice that by construction, if µ is a finite measure then it is infinitesimal invariant for the operator
This follows from the combination of (64) with the definition of ν given in (65) . It also follows,
, that µ is invariant for the semigroup generated by L J µ . We are going to perturb E by a Dirichlet form E D of diffusion type on
. Such kind of forms can be written as
with Q a positive and symmetric real valued matrix. By the general theory such a form is associated with a symmetric positive generator which we call L D µ satisfying the relation
colorred Do we have to take into account what follows ? Maybe there is some part which has to be canceled out... Assumptions on µ are known such that L
where β µ is a vector field in L 2 (R d ; dµ) depending on µ. Also in this case, if µ is finite, we easily see that we have infinitesimal invariance of µ under L 
. With the previous assumptions on J and µ the closure of this sum is still a Dirichlet form E with domain
where L J µ , L D are the generators considered above one has (65) for ν. We notice that the integral part in the expression of L can be rewritten as
with this change the operator L becomes a particular case of the form considered in (52) . Moreover, if µ is finite, then µ is infinitesimal invariant under L and invariant under the generated semigroup
. By the general theory of regular Dirichlet forms there is a Hunt process (X(t)) t≥0 in R d properly associated with E, whose transition semigroup is (P t ) t≥0 , i.e.
In the following we exhibit the stochastic differential equation satisfied by the process (X(t)) t≥0 . To this end we recall that for our infinitesimal generator
if ν(x, x + dy) has a Radon-Nikodym density ζ(x, x + y) with respect to some positive measureν on B(R d ) , and then ν(x, x + Γ) = Γ ζ(x, x + y)ν(dy) holds. The associated stochastic integral equation is
where (B(t)) t≥0 is a standard d-dimensional Brownian motion, N(ds, dy) is a Poisson random measure (independent of (B(t)) t≥0 ) associated with a point process on R d with intensity measureν, such thatÑ(ds, dy) is the compensated Poisson random measure, i.e.Ñ
(see [?] for more detail on the definition of ζ). Taking into account the arguments above, in particular (65) , the relation between ζ, J, µ and ν can be expressed as follows:
This shows that ζ also is the Radon-Nikodym derivative of J with respect the product measure µ × ν on
Remark 2.26. Arguing as in [121] the integral equation (66) can also be written in differential form as dX(t) = QdB(t) + β µ (X(t))dt + G(X(t))dL(t)
where ( 
the integral in (68) being assumed to exists. The finite dimensional distributions of (L(t)) t≥0 coincide with those given by We note that the representation (67) can be put in relation with (??), see, eg., [48] .
3 Invariant measures in infinite dimensions
The case of the infinite dimensional O-U Lévy process
We shall work in the setting of [8] . We consider the linear stochastic differential equation:
dX(t) = AX(t)dt + dL(t), t ≥ 0,
where H is a real separable Hilbert space, (L(t)) t≥0 is an infinite dimensional cylindrical symmetric Lévy process and A is a self-adjoint operator generating a C 0 -semigroup in H. We further assume that A is strictly negative such that there exists a basis (e n ) n ∈ N in H verifying (e n ) n ∈ N ⊂ D(A), A e n = −λ n e n ,
where λ n > 0, n ∈ N 0 , λ n ↑ +∞. Assume moreover that for some β n > 0, n ∈ N, we have 
for some symmetric Lévy measure ν R on R, (i.e. ν R (−A) = ν R (A), ∀ A ∈ B(R)). We set
with L n (t) defined by E[e ihL n (t) ] = e −tψ R (h) , h ∈ R, t ≥ 0,
and ψ R (h) = R (1 − cos(hy)ν R (dy), h ∈ R.
As shown in [8] if
then the Lévy driven Ornstein-Uhlenbeck process X = (X(t)) t≥ 0 given by X(t) = e tA x + ∞ n=1 t 0 e −λn(t−s) β n dL n (s) e n , is well defined, in the sense that the series is convergent in the probability sense, and the process X is adapted, i.e. X(t) is F t -measurable and Markovian, see.e.g. [124, Th.2.8] . X(t) solves dX(t) = A X(t) dt + dL(t) in the mild sense. It is shown in [[8] , Proposition 2.5] that X admits a unique invariant probability measure (i.e. X(t) is invariant under the Markovian transition semigroup associated to X(t).
Remark 3.1. The existence of an invariant measure has also been proven in another non necessary cylindrical stting with related conditions in [55] .
Since the semigroup e −tA is stable in H (we recall that A is strictly negative), we can apply Theorem 3.3 in [55] , and we get that the invariant measure µ for X(t) is of the form µ = ν G * ν J , where 
1. Note that [55] proved in particular that We remark that both ν G and ν J are weak limits of their restrictions ν
onto the finite dimensional subspaces spanned by the {e 1 , ..., e n } in H.
Certain perturbed infinite dimensional O-U Lévy processes
Let us now indicate how to extend the approach developed in previous sections in the finite dimensional setting to the case where R d is replaced by a separable Hilbert space H.
The theory of Dirichlet forms on such spaces is well developed, see [1, 23, 107] , and references therein. Let µ be a probability measure on H . We assume that µ is admissible in the sense of [107] . Let E D µ be a classical, quasi regular, Dirichlet form (in the sense of [29, 107] = ∆g + β µ · ∇g , with β µ ∈ L 2 (H, µ) and ∆g, ∇g defined in the natural way, see [107] .
As in the finite dimensional case we have that µ is invariant under the semigroup e where G is such that G ′ = F in the Fréchet sense, µ A is the Gaussian probability measure which is invariant for the O-U process with linear drift A, i.e. µ A = N (0, A −1 ). Then µ is the invariant measure of the process solving dX t = [AX t + F (X t )] dt + dW t , with A, F and W as in [7] . In this case we have thus, in particular, that the linear function is in D (E µ ) and (79) holds, with
In the construction of µ in [7] we used finite dimensional approximations, together with the cylindrical structure of W t , hence the relation with Chapter 2 is established in this case of a Gaussian additive noise. In the case where µ is not absolutely continuous with respect to some reference Gaussian measure, one has to go through a more involved analysis. Elements of it have been already indicated in [29] . We plan to carry out this programme in further publications.
