A generalization of complex numbers called a plex space is defined. A plex space can have an arbitrary dimension. We first consider the algebraic and geometric properties of plex spaces. We then discuss differentiation of functions and operators on a plex space. Common functions are defined and their properties are studied. A product rule for differentiation is proved. The convergence of power series is studied and a version of Taylor's theorem is proved. Line integrals are defined and a fundamental theorem of calculus in the present context is proved. We briefly discuss the complexification of a plex space and give a spectral representation for the multiplication operator.
Introduction
Although the complex field C provides a powerful and elegant analysis, it can only be applied to the description of two-dimensional situations. It would be desirable to describe higher dimensional situations in a similar way. The main 2 . ... difference between C and IR is that C has a multiplication 2 3 while IR does not. In IR we also do not have a useful definition of xy for x,yelR 3 . As a consequence we do not have the important functions x n , x -1 , e x , sinx, £a n x n ,..., in IR 3 so our analysis is limited. Unfortunately, in a certain sense, there are no higher dimensional field extensions of C [5] so 3 if we define xy in IR we cannot obtain a field. Various higher dimensional extensions of C have been studied by Grassmann, Clifford, Cayley, Hamilton, Gauss and others [5] . These are either noncommutative, nonassociative or both and their analysis does not seem to be carried out as far as we do here.
It seems to us that the most natural generalization of 3 .
complex multiplication to IR is given by (x lf x 2 ,x 3 )<y lf y 2 ,y 3 ) = (x^-x^-x^x^+x^.x^+x^) .
Under the usual addition and this definition of multiplication we obtain a structure that we call a 3-plex space. One can generalize this definition of multiplication further to obtain plex spaces of any dimension. Plex spaces form a real linear space with a commutative, distributive multiplication with an identity 1. For dimension greater than two, the multiplication 2 2 is nonassociative. Since the product satisfies (xy)x =x(yx ) for all y, a plex space is a Jordan algebra with identity [3] , [4] . Moreover, a plex space is complete under a natural norm 2 2 |x| that satisfies |xy|s|x||y| and |x |=|x| so it forms a Jordan-Banach algebra. However, it is not a JB algebra since the inequality |x | 5 |x +y | does not always hold when the dimension is greater than one. A simple counterexample is . 2 given by x=l, y=i where l =-1. Moreover, a plex space is not 2 .2 formally real [3] since 1 +i =0. Nevertheless, a plex space has a rich structure with many properties not enjoyed by a general Jordan-Banach algebra. As we shall see, it is capable of supporting a fairly strong analysis. Section 2 we consider the algebraic and geometric properties of plex spaces. We show that a plex space is characterized up to an isomorphism by its dimension and investigate associative pairs and inverses. Section 3 considers common functions and their properties. Differentiation of functions and operators are discussed and a product rule is proved. Section 4 studies power series and proves a version of Talyor's theorem. Line integrals are defined in Section 5 and a version of the fundamental theorem of calculus is proved. Section 6 discusses complexification and gives a spectral representation for the multiplication operator.
The higher dimensional analysis presented here might have important applications in mathematical physics. Although our intention is to develop the foundations of the subject and we do not include applications, it is of interest to mention some possibilities. We can extend the range of special functions to arbitrary and even to infinite dimensions. The 4-plex spaces are closely related to the 4-dimensional Minkowski space of special relativity and moreover is the Jordanization of Hamilton's space of quaternions. The plex spaces form a Jordan algebra and these are motivated by the study of observable in quantum mechanics. In particular, plex spaces are closely related to Jordan algebra spin factors [3] which can be used to describe quantum spin system. Finally, plex spaces form a Hilbert space with a multiplicative structure and of course Hilbert space is the basic domain of quantum mechanics.
Algebraic and Geometric Properties
In this article a Hilbert space will mean a real Hilbert space with inner product <x,y> and norm |x|. A plex space is a Hilbert space H with a commutative, distributive multiplication (x,y) t-»xy satisfying:
(1) There exists an element leH such that |1|=1 and (al)x=ax for every aeIR, xeH.
(2) If xil, then x 2 =-|x| 2 l.
It follows from (1) that lx=xl=x for all xeH so 1 is the unique multiplicative identity. It follows from (2) that if x,yil, then xy=-<x,y>l. Indeed, since x+yil we have 2xy=(x+y) 2 xy=(al+x' ) (bl+y' ) = (ab-<x' ,y'>) 1+ay'+bx' .
Then multiplication is commutative and (al)y=(al)(bl+y' )=abl+ay' =a(bl+y' )=ay.
Moreover, if xil we have
and multiplication is distributive since
Hence, H becomes a plex space. This method is closely related to a construction called appending a unit in the theory of Jordan algebra spin factors [3] . In this construction we form the space H=RxH, define addition componentwise and multiplication by (a,x)(b,y)=(ab-<x,y>,ay+bx).
It is again easy to check that H is a plex space with inner product <(a,x),(b,y)>=ab+<x,y> and identity (1,0).
To see that multiplication is not associative if dimH>2, let i, j be orthogonal unit vectors in 3(H). Then
Moreover, we have zero divisors since ij=0 and i,j*0. 1,1)(0,-1,0)=(0,1,1)(0,0,-l Notice that the following formulas hold:
, |e |= 1, cose = |( e i0 +e" ie ), sine = -i( e i0 -e" i0 ). Any real algebra that is isomorphic to a Jordan subalgebra of a real associative algebra is called a special Jordan algebra [3] .
Theorem 2.7. Any separable plex space H is a special Jordan algebra.
Proof. If dimH=l or 2, then H is a special Jordan algebra since the plex product in H is associative and equals the Jordan product. For higher dimensional H we proceed as follows. Define the 2x2 matrix 0 1 K = and let I.
be the 2 n " 1 x2
-1 0 n-1 unit and zero matrices, respectively. In IR define the 4x4 matrices 
, define the n+1, inductively as follows: Proof, (a) Let x,y have normal forms x=a+ib, y=c+jd. Then In the sequel, a function on H^^ will mean a function defined on a nonempty subset of H^ with values in H 2 where H 1 and H 2 are plex spaces. A function f is differentiable at xeH^ if f is defined on a neighborhood of x and there exists an operator L from H 1 to H 2 such that
If f is differentiable at x we write L=Df(x). An operator--valued function F(z) on H^ with F(z):H X ->H 2 is differentiable at xeH^ if zt->F(z)y is differentiable at x for all yeH 1 -In this case L=L y depends on y. We write L y =D y F(x). Moreover, we write D for D^. It is easy to show that D(a)=0 and D(z)=I. This derivative is the usual standard definition and its uniqueness and existence properties are well established [2] , [6] . It is easy to show that if the functions are differentiable, then
If f is a function on H, then a simple, but important operator-valued function is given by zi->T(f(z)) which we denote by Tf.
Hence, Df(x)=DTf(x). If f is differentiable at x, we have
• It easily follows from the defintion that if f is differentiate at x, then there exists a K>0 such that |f(x+h)-f(x)|sK|h| for h sufficiently small. It follows that f is continuous at x and f is bounded in a neighborhood of x. It is frequently convenient to write an operator product of the form [Tf(z)]F(z) simply as f(z)F(z). Also, we define fg by (fg)(z)=f(z)g(z).
Theorem 3.4. If f and g are differentiable at x, then fg is differentiable at x and Dfg(x)=f(x)Dg(x)+g(x)Df(x).
Proof. Assuming f and g are differentiable at x, we have
Since f is continuous at x and f is bounded in a neighborhood of x, each of the three terms goes to zero as h->0.
• If f^,...,^ are functions on H and x is in their domains, we define the function 
Proof. We prove this result using induction on m. 
For a function f and a positive integer m, we define the 
T=s
Some simple examples that illustrate Corollary 3.7 are given 
If f is a function on H , we define the function f* by * * 1 * f (z)=[f(z)] . Also, we define the operator C by Cz=z . Since Df(x)l~f(x), applying Corollary 3.6 gives
We then obtain
Substituting this into our original expression gives 
The reason is that it can be proved that this latter derivative exists in a nonempty region if and only if f has the form f(z)=az+b, aeIR, beH when dimH£3.
Power Series
In this section we assume that all functions and operators have domain and range in the same plex space H. We assume this Proof. For h small we have
Since F is differentiable at x, the last expression approaches zero as h->0.
• where R' <R.
Proof. From Corollary 3.7 we have
It follows that
We now proceed as in the proof of Theorem 4. for |x-b|<R where the series again has radius of convergence R. Moreover, a similar result holds for all higher derivatives.
As an example one can use the usual geometric series argument to prove that
It then follows that
From the definition of e x it is not hard to prove that for all z Similarly for higher derivatives we have
Following usual practice we define D°=I.
Proof. By our previous work we have
:=k Applying Corollary 3. 
The last expression approaches zero as h-*». Upon forming sums and taking a limit, the result holds for f (z)=£Aj (z-b) .
• 2 Example. Let f(z)=|z| , b=0. We will show that f is not a function of order 1 about b for all y in any nonempty ball. We need the expressions 
and since ||R x ||s|x| the result holds for f . Define the real-valued function u on [0,1] by u(t)= f x (y(t)). Note that u(l)=f x (y) and u(0)=f x (b). Defining p:[0,l]->H by p(t)=y(t)=b+t(y-b) we have u=f x°p . We prove by induction that u is m+1 times differentiable and that
..,m+1. The result clearly holds for k=0,l. Suppose the result holds for the integer ksm and consider the case for k+l. For helR\{0} sufficiently small we have •
Line Integrals
We now briefly discuss line integrals and prove a version of the fundamental theorem to calculus.
As We can also extend multiplication on H to H + by defining (a+ib)(c+id)=ac-bd+i(bc+ad) where a,b,c,d€H. This multiplication is commutative and distributive, but of course it need not be associative. One can now extend most of our previous work to H + but it is not our intention to do this here. We shall only mention the following result. For x=a+ib, y=c+id in H + we define x~y as was done in Out main purpose in this section is to find the spectral representation of the operator T(a), asH, Since this operator plays an important role in our work. If aeIR, then clearly T(a)=al is the spectral representation so we are done. Hence, we assume aeH\IR. Define the complex numbers a + =Ra+i3a and a =Ra-i3a. Let P be the orthogonal projection in H onto A (a) 
