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a b s t r a c t
The concept of an intuitionistic fuzzy number (IFN) is of importance for quantifying an
ill-known quantity, and the ranking of IFNs is a very difficult problem. The aim of this
paper is to introduce the concept of a triangular IFN (TIFN) as a special case of the IFN
and develop a new methodology for ranking TIFNs. Firstly the concepts of TIFNs and cut
sets as well as arithmetical operations are introduced. Then the values and ambiguities of
the membership function and the non-membership function for a TIFN are defined. A new
ranking method is developed on the basis of the concept of a ratio of the value index to
the ambiguity index and applied to multiattribute decision making problems in which the
ratings of alternatives on attributes are expressedwith TIFNs. The validity and applicability
of the proposed method, as well as analysis of the comparison with other methods, are
illustrated with a real example.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The fuzzy set [1] was extended to develop the intuitionistic fuzzy (IF) set [2,3] by adding an additional non-membership
degree, which may express more abundant and flexible information as compared with the fuzzy set [4–6]. Fuzzy numbers
are a special case of fuzzy sets and are of importance for fuzzy multiattribute decision making (MADM) problems [7–16].
As a generalization of fuzzy numbers [13], an intuitionistic fuzzy number (IFN) seems to suitably describe an ill-known
quantity [17]. Recently, the research on IFNs has received a little attention and several definitions of IFNs and ranking
methods have been proposed. Mitchell [18] interpreted an IFN as an ensemble of fuzzy numbers and introduced a ranking
method. Nayagam et al. [19] described IFNs of a special type and introduced a method of IF scoring that generalized Chen
and Hwang’s scoring for ranking IFNs [20]. Grzegrorzewski [21] defined IFNs of a particular type and proposed a ranking
method by using the expected interval of an IFN. By adding a degree of non-membership, Shu et al. [22] defined a triangular
IFN (TIFN) in a similar way to the fuzzy number introduced by Dubois and Prade [13] and developed an algorithm for IF fault
tree analysis. Wang and Zhang [23] defined the trapezoidal IFN and gave a ranking method which transformed the ranking
of trapezoidal IFNs into the ranking of interval numbers. In this paper, triangular IFNs (TIFNs) are introduced as IFNs of a
special type, which have appealing interpretations and can be easily specified and implemented by the decision maker. The
concept of the TIFN and ranking method as well as applications are discussed in depth.
This paper is organized as follows. In Section 2, the concepts of TIFNs and cut sets as well as arithmetical operations are
introduced. Section 3 defines the concepts of the value and ambiguity of the membership and non-membership functions
as well as the value index and ambiguity index. Hereby a ratio ranking method is developed for ranking TIFNs. Section 4
formulates MADM problems with TIFNs, which are solved by the extended simple weighted average method using the ratio
ranking method proposed in this paper. A numerical example and a comparison analysis are given in Section 5. This paper
concludes in Section 6.
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Fig. 1. A TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉.
2. Definitions and notation
2.1. The definition and operations of TIFNs
In a similar way to how the concept of a triangular fuzzy number was introduced by Dubois and Prade [13], the concept
of a TIFN is defined as follows.
Definition 1. A TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is a special IF set on a real number set R, whose membership function and
non-membership function are defined as follows:
µa˜(x) =

(x− a)wa˜/(a− a) if a ≤ x < a,
wa˜ if x = a,
(a¯− x)wa˜/(a¯− a) if a < x ≤ a¯,
0 if x < a or x > a¯,
(1)
and
υa˜(x) =

[a− x+ ua˜(x− a)]/(a− a) if a ≤ x < a,
ua˜ if x = a,
[x− a+ ua˜(a¯− x)]/(a¯− a) if a < x ≤ a¯,
1 if x < a or x > a¯,
(2)
respectively, depicted as in Fig. 1. The values wa˜ and ua˜ represent the maximum degree of membership and the minimum
degree of non-membership, respectively, such that they satisfy the conditions 0 ≤ wa˜ ≤ 1, 0 ≤ ua˜ ≤ 1 and 0 ≤ wa˜+ua˜ ≤ 1.
Let
pia˜(x) = 1− µa˜(x)− υa˜(x) (3)
which is called an IF index of an element x in a˜. It is the degree of the indeterminacy membership of the element x in a˜.
If a ≥ 0 and one of the three values a, a and a¯ is not equal to 0, then the TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is called a
positive TIFN, denoted by a˜ > 0. Likewise, if a¯ ≤ 0 and one of the three values a, a and a¯ is not equal to 0, then the
TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is called a negative TIFN, denoted by a˜ < 0.
A TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 may express an ill-known quantity ‘‘approximate a’’, which is approximately equal to
a. Namely, the ill-known quantity ‘‘approximate a’’ is expressed using any value between a and a¯ with different degrees of
membership anddegrees of non-membership. In otherwords, themost possible value is awith the degreewa˜ ofmembership
and the degree ua˜ of non-membership; the pessimistic value is awith the degree 0 of membership and the degree 1 of non-
membership; the optimistic value is a¯with the degree 0 of membership and the degree 1 of non-membership; other values
are any x ∈ (a, a¯)with the degree µa˜(x) of membership and the degree υa˜(x) of non-membership.
It is easily seen that µa˜(x) + υa˜(x) = 1 for any x ∈ R if wa˜ = 1 and ua˜ = 0. Hence, the TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉
degenerates to a˜ = 〈(a, a, a¯); 1, 0〉, which is just about a triangular fuzzy number [13]. Therefore, the concept of the TIFN
is a generalization of that of the triangular fuzzy number [13].
The additional parameterswa˜ and ua˜ are introduced to reflect the confidence level and non-confidence level of the TIFN
a˜ = 〈(a, a, a¯);wa˜, ua˜〉, respectively. The TIFNs may express more uncertainty than the triangular fuzzy numbers.
In a similar way to the arithmetical operations of the triangular fuzzy numbers [13], the arithmetical operations over
TIFNs may be defined as follows [17].
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Definition 2 ([17]). Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs and λ be a real number. The
arithmetical operations are stipulated as follows:
a˜+ b˜ = 〈(a+ b, a+ b, a¯+ b¯);min{wa˜, wb˜},max{ua˜, ub˜}〉, (4)
a˜− b˜ = 〈(a− b¯, a− b, a¯− b);min{wa˜, wb˜},max{ua˜, ub˜}〉, (5)
a˜b˜ =
〈(ab, ab, a¯b¯);min{wa˜, wb˜},max{ua˜, ub˜}〉 if a˜ > 0 and b˜ > 0,〈(ab¯, ab, a¯b);min{wa˜, wb˜},max{ua˜, ub˜}〉 if a˜ < 0 and b˜ > 0,〈(a¯b¯, ab, ab);min{wa˜, wb˜},max{ua˜, ub˜}〉 if a˜ < 0 and b˜ < 0, (6)
a˜/b˜ =
〈(a/b¯, a/b, a¯/b);min{wa˜, wb˜},max{ua˜, ub˜}〉 if a˜ > 0 and b˜ > 0,〈(a¯/b¯, a/b, a/b);min{wa˜, wb˜},max{ua˜, ub˜}〉 if a˜ < 0 and b˜ > 0,〈(a¯/b, a/b, a/b¯);min{wa˜, wb˜},max{ua˜, ub˜}〉 if a˜ < 0 and b˜ < 0, (7)
λa˜ =
{〈(λa, λa, λa¯);wa˜, ua˜〉 if λ > 0,
〈(λa¯, λa, λa);wa˜, ua˜〉 if λ < 0, (8)
a˜−1 = 〈(1/a¯, 1/a, 1/a);wa˜, ua˜〉. (9)
It is proven that the results from multiplication and division are not TIFNs. But we often use TIFNs to express these
operational results approximately.
Obviously, ifwa˜ = 1 and ua˜ = 0, i.e., a˜ = 〈(a, a, a¯); 1, 0〉 and b˜ = 〈(b, b, b¯); 1, 0〉 are the triangular fuzzy numbers, then
Eqs. (4)–(9) degenerate to Eqs. (10)–(15) as follows:
a˜+ b˜ = 〈(a+ b, a+ b, a¯+ b¯); 1, 0〉, (10)
a˜− b˜ = 〈(a− b¯, a− b, a¯− b); 1, 0〉, (11)
a˜b˜ =
〈(ab, ab, a¯b¯); 1, 0〉 if a˜ > 0 and b˜ > 0,〈(ab¯, ab, a¯b); 1, 0〉 if a˜ < 0 and b˜ > 0,〈(a¯b¯, ab, ab); 1, 0〉 if a˜ < 0 and b˜ < 0, (12)
a˜/b˜ =
〈(a/b¯, a/b, a¯/b); 1, 0〉 if a˜ > 0 and b˜ > 0,〈(a¯/b¯, a/b, a/b); 1, 0〉 if a˜ < 0 and b˜ > 0,〈(a¯/b, a/b, a/b¯); 1, 0〉 if a˜ < 0 and b˜ < 0, (13)
λa˜ =
{〈(λa, λa, λa¯); 1, 0〉 if λ > 0,
〈(λa¯, λa, λa); 1, 0〉 if λ < 0, (14)
a˜−1 = 〈(1/a¯, 1/a, 1/a); 1, 0〉, (15)
respectively. Eqs. (10)–(15) are just about arithmetical operations over the triangular fuzzy numbers [13]. Hence, the
arithmetical operations of TIFNs are a generalization of those of the triangular fuzzy numbers [13].
2.2. Cut sets of TIFNs
Definition 3 ([3]). A (α, β)-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is a crisp subset of R, which is defined as a˜α,β =
{x|µa˜(x) ≥ α, υa˜(x) ≤ β}, where 0 ≤ α ≤ wa˜, ua˜ ≤ β ≤ 1 and 0 ≤ α + β ≤ 1.
Definition 4 ([3]). A α-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is a crisp subset of R, which is defined as a˜α = {x|µa˜(x) ≥ α},
where 0 ≤ α ≤ wa˜.
It directly follows from Eq. (1) and Definition 4 that a˜α = {x|µa˜(x) ≥ α} is a closed interval, denoted by a˜α =
[La˜(α), Ra˜(α)], which can be calculated as follows:
[La˜(α), Ra˜(α)] =
[
a+ α(a− a)
wa˜
, a¯− α(a¯− a)
wa˜
]
. (16)
The support of a TIFN a˜ for themembership function is defined as suppµ(a˜) = {x|µa˜(x) ≥ 0}. Combining this with Eq. (1),
it easily follows that suppµ(a˜) = [a, a¯].
Definition 5 ([3]). A β-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is a crisp subset of R, which is defined as a˜β = {x|υa˜(x) ≤ β},
where ua˜ ≤ β ≤ 1.
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It easily follows fromEq. (2) andDefinition 5 that a˜β = {x|υa˜(x) ≤ β} is a closed interval, denoted by a˜β = [La˜(β), Ra˜(β)],
which can be calculated as follows:
[La˜(β), Ra˜(β)] =
[
(1− β)a+ (β − ua˜)a
1− ua˜ ,
(1− β)a+ (β − ua˜)a¯
1− ua˜
]
. (17)
The support of a TIFN a˜ for the non-membership function is defined as suppυ(a˜) = {x|υa˜(x) ≤ 1}. Combining this with
Eq. (2), it easily follows that suppυ(a˜) = [a, a¯].
Theorem 1 ([3]). Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 be any TIFN. For any α ∈ [0, wa˜] and β ∈ [ua˜, 1], where 0 ≤ α + β ≤ 1, the
following equality is valid:
a˜α,β = a˜α ∩ a˜β .
Proof. Theorem 1 is easily proven using Definitions 3–5 (see [3]). 
3. Values and ambiguities of TIFNs and a ratio ranking method
3.1. Value and ambiguity of a TIFN
In this subsection, the value and ambiguity of a TIFN are defined similarly to those of a fuzzy number introduced by
Delgado et al. [14].
As stated earlier, the α-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is an interval a˜α = [La˜(α), Ra˜(α)]. Any value in the interval
a˜α can be expressed as follows:
Ua˜(α, ρ) = (1− ρ)La˜(α)+ ρRa˜(α),
where ρ ∈ [0, 1]. The choice of the parameter ρ reflects some attitude on the part of the decision maker.
Obviously, Ra˜(α)− La˜(α) reflects the uncertainty of the interval a˜α = [La˜(α), Ra˜(α)], i.e., the hesitancy. Ua˜(α, ρ)may be
rewritten as follows:
Ua˜(α, ρ) = La˜(α)+ ρ(Ra˜(α)− La˜(α)). (18)
Thus, it is seen that the larger ρ, the greater the hesitancy assigned as part of the possible value. What becomes clear is that
the larger ρ, the more we favor alternatives with larger values. The larger ρ, the more optimistic the decision maker is as
regards any uncertainty in the interval. Limited to the above formulation of Ua˜(α, ρ), the choice ρ = 1/2 appears to be a
reasonable one. Any other choice appears to require the importing of some kind of information [24]. Hence, according to
Eq. (18), we have
Ua˜(α, 1/2) = La˜(α)+ (Ra˜(α)− La˜(α))/2
= (La˜(α)+ Ra˜(α))/2. (19)
Likewise, the β-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is an interval a˜β = [La˜(β), Ra˜(β)] in which any value may be
expressed as follows:
Ua˜(β, ρ) = (1− ρ)La˜(β)+ ρRa˜(β) = La˜(β)+ ρ(Ra˜(β)− La˜(β)). (20)
Like in the above discussion, for ρ = 1/2, we have
Ua˜(β, 1/2) = La˜(β)+ (Ra˜(β)− La˜(β))/2
= (La˜(β)+ Ra˜(β))/2. (21)
Definition 6. Let a˜α and a˜β be an α-cut set and a β-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉, respectively. Then the values of
the membership function µa˜(x) and the non-membership function υa˜(x) for the TIFN a˜ are defined as follows:
Vµ(a˜) =
∫ wa˜
0
La˜(α)+ Ra˜(α)
2
f (α)dα, (22)
and
Vυ(a˜) =
∫ 1
ua˜
La˜(β)+ Ra˜(β)
2
g(β)dβ, (23)
respectively. Where, the function f (α) is a non-negative and non-decreasing function on the interval [0, wa˜]with f (0) = 0
and
∫ wa˜
0 f (α)dα = wa˜; the function g(β) is a non-negative and non-increasing function on the interval [ua˜, 1]with g(1) = 0
and
∫ 1
ua˜
g(β)dβ = 1− ua˜.
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Remark 1. Eqs. (22) and (23) are defined according to Eqs. (19) and (21), respectively. Similarly, according to Eqs. (18) and
(20), we can define the values of the membership function µa˜(x) and the non-membership function υa˜(x) for a TIFN a˜.
Obviously, f (α) and g(β) can be considered as weighting functions. In actual applications, f (α) and g(β) can be chosen
according to real-life situations. The function f (α) gives different weights to elements at different α-cut sets so it can lessen
the contribution of the lower α-cut sets, since these cut sets arising from values of µa˜(x) have a considerable amount
of uncertainty. Therefore, Vµ(a˜) synthetically reflects the information on membership degrees. Likewise, g(β) can lessen
the contribution of the higher β-cut sets since these cut sets, arising from values of υa˜(x), have a considerable amount of
uncertainty. Vυ(a˜) synthetically reflects the information on non-membership degrees.
Remark 2. It easily follows from Eqs. (22) and (23) that
Vµ(a˜) ≥ 0, Vυ(a˜) ≥ 0, (24)
if a˜ = 〈(a, a, a¯);wa˜, ua˜〉 is a non-negative TIFN. In other words, Eq. (24) is not always valid for any TIFN.
In the following, f (α) and g(β) are chosen as follows:
f (α) = 2α
wa˜
(α ∈ [0, wa˜]), (25)
and
g(β) = 2(1− β)
1− ua˜ (β ∈ [ua˜, 1]). (26)
According to Eqs. (16), (22) and (25), the value of the membership function of a TIFN a˜ is calculated as follows:
Vµ(a˜) =
∫ wa˜
0
[
a+ α(a− a)
wa˜
+ a¯− α(a¯− a)
wa˜
]
α
wa˜
dα
=
(
a+ a¯
2wa˜
α2
) ∣∣∣∣wa˜
0
+
(−a− a¯+ 2a
3(wa˜)2
α3
) ∣∣∣∣wa˜
0
= (a+ 4a+ a¯)wa˜
6
,
i.e.,
Vµ(a˜) = (a+ 4a+ a¯)wa˜6 . (27)
In a similar way, according to Eqs. (17), (23) and (26), the value of the non-membership function of a TIFN a˜ is calculated
as follows:
Vυ(a˜) =
∫ 1
ua˜
[
(1− β)a+ (β − ua˜)a
1− ua˜ +
(1− β)a+ (β − ua˜)a¯
1− ua˜
]
1− β
1− ua˜ dβ
=
∫ 1
ua˜
(2a− a− a¯)(1− β)2 + (1− ua˜)(a+ a¯)(1− β)
(1− ua˜)2 dβ
= −
[
(2a− a− a¯)(1− β)3
3(1− ua˜)2
] ∣∣∣∣1
ua˜
−
[
(1− ua˜)(a+ a¯)(1− β)2
2(1− ua˜)2
] ∣∣∣∣1
ua˜
= (a+ 4a+ a¯)(1− ua˜)
6
,
i.e.,
Vυ(a˜) = (a+ 4a+ a¯)(1− ua˜)6 . (28)
Due to the condition that 0 ≤ wa˜ + ua˜ ≤ 1, it is directly derived from Eqs. (27) and (28) that
(a+ 4a+ a¯)wa˜
6
≤ (a+ 4a+ a¯)(1− ua˜)
6
,
i.e., Vµ(a˜) ≤ Vυ(a˜). Thus, the values of the membership and non-membership functions of a TIFN a˜ may be concisely
expressed as an interval [Vµ(a˜), Vυ(a˜)].
It is easily seen that Vµ(a˜) and Vυ(a˜) have some useful properties, which are summarized in Theorems 2 and 3,
respectively.
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Theorem 2. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs withwa˜ = wb˜ and ua˜ = ub˜. Then the following
equation is valid:
Vµ(a˜+ b˜) = Vµ(a˜)+ Vµ(b˜).
Proof. According to Eq. (4) withwa˜ = wb˜ and ua˜ = ub˜, we have
a˜+ b˜ = 〈(a+ b, a+ b, a¯+ b¯);wa˜, ua˜〉.
Using Eq. (27), we obtain
Vµ(a˜+ b˜) = [(a+ b)+ 4(a+ b)+ (a¯+ b¯)]wa˜6 =
(a+ 4a+ a¯)wa˜
6
+ (b+ 4b+ b¯)wb˜
6
.
Hence, Vµ(a˜+ b˜) = Vµ(a˜)+ Vµ(b˜). 
Theorem 3. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs withwa˜ = wb˜ and ua˜ = ub˜. Then the following
equation is valid:
Vυ(a˜+ b˜) = Vυ(a˜)+ Vυ(b˜).
Proof. Like for Theorem 2, using Eq. (28), we obtain
Vυ(a˜+ b˜) = [(a+ b)+ 4(a+ b)+ (a¯+ b¯)](1− ua˜)6
= (a+ 4a+ a¯)(1− ua˜)
6
+ (b+ 4b+ b¯)(1− ub˜)
6
.
Hence, Vυ(a˜+ b˜) = Vυ(a˜)+ Vυ(b˜). 
Definition 7. Let a˜α and a˜β be an α-cut set and a β-cut set of a TIFN a˜ = 〈(a, a, a¯);wa˜, ua˜〉, respectively. The ambiguities of
the membership function µa˜(x) and the non-membership function υa˜(x) for the TIFN a˜ are defined as follows:
Aµ(a˜) =
∫ wa˜
0
(Ra˜(α)− La˜(α))f (α)dα, (29)
and
Aυ(a˜) =
∫ 1
ua˜
(Ra˜(β)− La˜(β))g(β)dβ, (30)
respectively.
It is easily seen that Ra˜(α)− La˜(α) and Ra˜(β)− La˜(β) are just about the lengths of the intervals a˜α and a˜β , respectively.
Thus, Aµ(a˜) and Aυ(a˜)may be regarded as the ‘‘global spreads’’ of the membership functionµa˜(x) and the non-membership
function υa˜(x). Obviously, Aµ(a˜) and Aυ(a˜) basically measure how much uncertainty there is in a˜.
It readily follows from Eqs. (29) and (30) that
Aµ(a˜) ≥ 0, Aυ(a˜) ≥ 0. (31)
According to Eqs. (16), (25) and (29), the ambiguity of the membership function of a TIFN a˜ is calculated as follows:
Aµ(a˜) =
∫ wa˜
0
[
a¯− α(a¯− a)
wa˜
− a− α(a− a)
wa˜
]
2α
wa˜
dα
=
(
a¯− a
wa˜
α2
) ∣∣∣∣wa˜
0
−2
[
a¯− a
3(wa˜)2
α3
] ∣∣∣∣wa˜
0
= (a¯− a)wa˜
3
,
i.e.,
Aµ(a˜) = (a¯− a)wa˜3 . (32)
Likewise, according to Eqs. (17), (26) and (30), the ambiguity of the non-membership function of a TIFN a˜ is calculated
as follows:
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Aυ(a˜) =
∫ 1
ua˜
[
(1− β)a+ (β − ua˜)a¯
1− ua˜ −
(1− β)a+ (β − ua˜)a
1− ua˜
]
2(1− β)
1− ua˜ dβ
=
∫ 1
ua˜
2[−(a¯− a)(1− β)2 + (1− ua˜)(a¯− a)(1− β)]
(1− ua˜)2 dβ
=
[
2(a¯− a)(1− β)3
3(1− ua˜)2
] ∣∣∣∣1
ua˜
−
[
(1− ua˜)(a¯− a)(1− β)2
(1− ua˜)2
] ∣∣∣∣1
ua˜
= (a¯− a)(1− ua˜)
3
,
i.e.,
Aυ(a˜) = (a¯− a)(1− ua˜)3 . (33)
It is noted that 0 ≤ wa˜ + ua˜ ≤ 1. Hence, Aµ(a˜) ≤ Aυ(a˜). Thus, the ambiguities of the membership and non-membership
functions of a TIFN a˜ can be expressed as an interval [Aµ(a˜), Aυ(a˜)].
Aµ(a˜) and Aυ(a˜) have some useful properties, which are summarized as in Theorems 4 and 5, respectively.
Theorem 4. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs withwa˜ = wb˜ and ua˜ = ub˜. Then the following
equation is valid:
Aµ(a˜+ b˜) = Aµ(a˜)+ Aµ(b˜).
Proof. According to Eq. (4) withwa˜ = wb˜ and ua˜ = ub˜, we have
a˜+ b˜ = 〈(a+ b, a+ b, a¯+ b¯);wa˜, ua˜〉.
Using Eq. (32), we obtain
Aµ(a˜+ b˜) = [(a¯+ b¯)− (a+ b)]wa˜3 =
(a¯− a)wa˜
3
+ (b¯− b)wb˜
3
.
Hence, Aµ(a˜+ b˜) = Aµ(a˜)+ Aµ(b˜). 
Theorem 5. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs withwa˜ = wb˜ and ua˜ = ub˜. Then the following
equation is valid:
Aυ(a˜+ b˜) = Aυ(a˜)+ Aυ(b˜).
Proof. Like for Theorem 4, using Eq. (33), we obtain
Aυ(a˜+ b˜) = [(a¯+ b¯)− (a+ b)](1− ua˜)3 =
(a¯− a)(1− ua˜)
3
+ (b¯− b)(1− ub˜)
3
.
Hence, Aυ(a˜+ b˜) = Aυ(a˜)+ Aυ(b˜). 
3.2. The ratio ranking method
In this subsection, a new ranking method is developed on the basis of the ratio of the value index to the ambiguity index
of the TIFN.
Definition 8. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 be a TIFN. A value index and an ambiguity index for the TIFN a˜ are defined as follows:
V (a˜, λ) = Vµ(a˜)+ λ(Vυ(a˜)− Vµ(a˜)) (34)
and
A(a˜, λ) = Aυ(a˜)− λ(Aυ(a˜)− Aµ(a˜)), (35)
respectively, where λ ∈ [0, 1] is a weight which represents the decision maker’s preference information. λ ∈ [0, 1/2)
shows that the decision maker prefers uncertainty or negative feeling; λ ∈ (1/2, 1] shows that the decision maker prefers
certainty or positive feeling; λ = 1/2 shows that the decision maker is indifferent between positive feeling and negative
feeling. Therefore, the value index and the ambiguity index may reflect the decision maker’s subjectivity attitude to the
TIFN.
Remark 3. It is easily derived from Eq. (35) that A(a˜, λ) = λAµ(a˜) + (1 − λ)Aυ(a˜). The value index V (a˜, λ) = Vµ(a˜) +
λ(Vυ(a˜) − Vµ(a˜)) should be maximized whereas the ambiguity index A(a˜, λ) = Aυ(a˜) − λ(Aυ(a˜) − Aµ(a˜)) should be
minimized. Obviously, max{V (a˜, λ)} = V (a˜, 1) = Vυ(a˜) and min{A(a˜, λ)} = A(a˜, 1) = Aµ(a˜).
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It is easily seen from Eq. (35) that A(a˜, λ) is non-negative, i.e.,
A(a˜, λ) ≥ 0. (36)
V (a˜, λ) ≥ 0 if a˜ is a non-negative TIFN. Furthermore,V (a˜, λ) andA(a˜, λ)have someuseful properties,which are summarized
as in Theorems 6–8, respectively.
Theorem 6. V (a˜, λ) and A(a˜, λ) are continuous non-decreasing and non-increasing functions of the parameter λ ∈ [0, 1],
respectively.
Proof. It is easily seen that V (a˜, λ) and A(a˜, λ) are linear functions of the variable λ ∈ [0, 1]. Hence, they are continuous on
λ ∈ [0, 1].
According to Eqs. (34) and (35), partial derivatives of V (a˜, λ) and A(a˜, λ) with respect to λ ∈ [0, 1] can be calculated as
follows:
∂V (a˜, λ)
∂λ
= Vυ(a˜)− Vµ(a˜)
and
∂A(a˜, λ)
∂λ
= −(Aυ(a˜)− Aµ(a˜)),
respectively.
It is noted that Vυ(a˜) ≥ Vµ(a˜) and Aυ(a˜) ≥ Aµ(a˜). Hence,
∂V (a˜, λ)
∂λ
≥ 0, ∂A(a˜, λ)
∂λ
≤ 0.
Therefore, we have proven that V (a˜, λ) and A(a˜, λ) are non-decreasing and non-increasing functions of the parameter
λ ∈ [0, 1], respectively. 
Theorem 7. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs with wa˜ = wb˜ and ua˜ = ub˜. Then for any
λ ∈ [0, 1], the following equation is valid:
V (a˜+ b˜, λ) = V (a˜, λ)+ V (b˜, λ).
Proof. Using Eq. (34), we have
V (a˜+ b˜, λ) = Vµ(a˜+ b˜)+ λ(Vυ(a˜+ b˜)− Vµ(a˜+ b˜)).
Combining this with Theorems 2 and 3, we obtain
V (a˜+ b˜, λ) = (Vµ(a˜)+ Vµ(b˜))+ λ[(Vυ(a˜)+ Vυ(b˜))− (Vµ(a˜)+ Vµ(b˜))]
= [Vµ(a˜)+ λ(Vυ(a˜)− Vµ(a˜))] + [Vµ(b˜)+ λ(Vυ(b˜)− Vµ(b˜))]
= V (a˜, λ)+ V (b˜, λ),
i.e., V (a˜+ b˜, λ) = V (a˜, λ)+ V (b˜, λ). 
Theorem 8. Let a˜ = 〈(a, a, a¯);wa˜, ua˜〉 and b˜ = 〈(b, b, b¯);wb˜, ub˜〉 be two TIFNs with wa˜ = wb˜ and ua˜ = ub˜. Then for any
λ ∈ [0, 1], the following equation is valid:
A(a˜+ b˜, λ) = A(a˜, λ)+ A(b˜, λ).
Proof. Using Eq. (35), we have
A(a˜+ b˜, λ) = Aυ(a˜+ b˜)− λ(Aυ(a˜+ b˜)− Aµ(a˜+ b˜)).
Combining this with Theorems 4 and 5, we obtain
A(a˜+ b˜, λ) = (Aυ(a˜)+ Aυ(b˜))− λ[(Aυ(a˜)+ Aυ(b˜))− (Aµ(a˜)+ Aµ(b˜))]
= [Aυ(a˜)− λ(Aυ(a˜)− Aµ(a˜))] + [Aυ(b˜)− λ(Aυ(b˜)− Aµ(b˜))]
= A(a˜, λ)+ A(b˜, λ),
i.e., A(a˜+ b˜, λ) = A(a˜, λ)+ A(b˜, λ). 
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A ratio of the value index to the ambiguity index for a TIFN a˜ is defined as follows:
R(a˜, λ) = V (a˜, λ)
1+ A(a˜, λ) . (37)
Theorem 9. R(a˜, λ) is a continuous function of the parameter λ ∈ [0, 1], and R(a˜, λ) ≤ V (a˜, λ).
Proof. According to Theorem 6, V (a˜, λ) and A(a˜, λ) are continuous functions of the variable λ ∈ [0, 1]. Combining with
Eq. (36), we have
1+ A(a˜, λ) ≥ 1.
Hence, according to Eq. (37), we have proven that R(a˜, λ) is continuous on λ ∈ [0, 1] and R(a˜, λ) ≤ V (a˜, λ). 
Remark 4. It is easily seen from Eq. (37) that R(a˜, λ) is not a linear function of a TIFN a˜ although both V (a˜, λ) and A(a˜, λ)
are linear on a˜. In other words, R(a˜+ b˜, λ) 6= R(a˜, λ)+ R(b˜, λ).
Let a˜i = 〈(ai, ai, a¯i);wa˜i , ua˜i〉 (i = 1, 2, . . . ,N) be TIFNs. A ratio ranking procedure based on Eq. (37) can be developed
for ranking the TIFNs a˜i (i = 1, 2, . . . ,N); it is summarized as follows:
Step 1. Compute Vµ(a˜i), Vυ(a˜i), Aµ(a˜i) and Aυ(a˜i) (i = 1, 2, . . . ,N) using Eqs. (22), (23), (29) and (30).
Step 2. Compute V (a˜i, λ) and A(a˜i, λ) (i = 1, 2, . . . ,N) for a given λ ∈ [0, 1] using Eqs. (34) and (35).
Step 3. Compute R(a˜i, λ) (i = 1, 2, . . . ,N) for the same given λ ∈ [0, 1] using Eq. (37).
Step 4. Rank the TIFNs a˜i (i = 1, 2, . . . ,N) according to non-increasing order of the ratios R(a˜i, λ) (i = 1, 2, . . . ,N). The
maximum TIFN is the one with the largest ratio, i.e., max{R(a˜i, λ)|i = 1, 2, . . . ,N}.
3.3. Rationality validation of the ratio ranking method
Wang and Kerre [25] proposed seven axioms A1–A7 which serve as reasonable properties for working out the rationality
of a rankingmethod for the ordering of fuzzy quantities. It is easily seen that the proposed ratio rankingmethod (i.e., Eq. (37))
satisfies properties similar to A1–A3 and A5. However, the proposed ratio ranking method (Eq. (37)) does not always satisfy
properties similar to A4, A6 and A7 in that the ranking index given by Eq. (37) is not linear according to Remark 4. It is seen
fromRemark 3 that the value index V (a˜, λ) should bemaximizedwhereas the ambiguity index A(a˜, λ) should beminimized.
Namely, V (a˜, λ) and A(a˜, λ) are in conflict. Thus, a ranking approach should be developed on the basis of the above two
indexes by using MADM methods. In general, however, MADM problems are not easily solved. Therefore, Eq. (37) is used
to aggregate V (a˜, λ) and A(a˜, λ). As a result, the ranking order of TIFNs is dependent on the ratio of V (a˜, λ) to 1 + A(a˜, λ)
(essentially A(a˜, λ)) rather than either V (a˜, λ) or A(a˜, λ). In a sense, the proposed ratio ranking method given by Eq. (37) is
a two-index approach.
Remark 5. A ranking method may be developed for ordering TIFNs according to the non-decreasing order of the indexes
V (a˜, λ) given by Eq. (34). It is easily seen that such a ranking method (i.e., Eq. (34)) satisfies properties similar to A1–A7.
However, it is easily seen that this ranking index given by Eq. (34) is essentially a single-index approach, which is not always
feasible and effective.
4. An extended MADMmethod using the ratio ranking procedure
In this section, we will extend the simple weighted average method to solve the MADM problems with TIFNs. Suppose
that there exists an alternative set A = {A1, A2, . . . , Am}, which consists of m non-inferior alternatives from which the
most preferred alternative has to be selected. Each alternative is assessed on n attributes. Denote the set of all attributes
by X = {X1, X2, . . . , Xn}. Assume that ratings of alternatives on attributes are given using TIFNs. Namely, the rating of each
alternativeAi ∈ A (i = 1, 2, . . . ,m) on every attributeXj ∈ X (j = 1, 2, . . . , n) is given as a TIFN a˜ij = 〈(aij, aij, a¯ij);wa˜ij , ua˜ij〉.
Thus, an MADM problem with TIFNs can be expressed concisely in the matrix format as (a˜ij)m×n.
Different attributes may have different levels of importance. Assume that the relative weight of the attribute Xj isωj (j =
1, 2, . . . , n), which should satisfy the normalization conditions ωj ∈ [0, 1] and∑nj=1 ωj = 1. Let ω = (ω1, ω2, . . . , ωn)T be
the relative weight vector of all attributes.
The extended simple weighted average method for the MADM problems with TIFNs can be summarized as follows:
(a) Normalize the TIFN decision matrix. In order to eliminate the effect of different physical dimensions on the final
decision making results, the normalized TIFN decision matrix can be calculated using the following formulae:
r˜ij =
〈(
aij
a¯+j
,
aij
a¯+j
,
a¯ij
a¯+j
)
;wa˜ij , ua˜ij
〉
(i = 1, 2, . . . ,m; j ∈ B) (38)
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Table 1
The TIFN decision matrix.
Candidates Attributes
X1 X2 X3 X4 X5
A1 〈(5.7, 7.7, 9.3); 0.7, 0.2〉 〈(5, 7, 9); 0.6, 0.3〉 〈(5.7, 7.7, 9); 0.8, 0.1〉 〈(8.33, 9.67, 10); 0.6, 0.4〉 〈(3, 5, 7); 0.6, 0.3〉
A2 〈(6.5, 8.6, 10); 0.4, 0.5〉 〈(8, 9, 10); 0.6, 0.3〉 〈(8.3, 9.7, 10); 0.7, 0.2〉 〈(8, 9, 10); 0.6, 0.3〉 〈(7, 9, 10); 0.6, 0.2〉
A3 〈(6.5, 8.2, 9.3); 0.8, 0.1〉 〈(7, 9, 10); 0.7, 0.2〉 〈(0, 9, 10); 0.5, 0.2〉 〈(6, 8, 9); 0.6, 0.2〉 〈(6.3, 8.3, 9.7); 0.7, 0.2〉
Table 2
The normalized TIFN decision matrix.
Candidates Attributes
X1 X2 X3 X4 X5
A1 〈(0.59, 0.79, 0.96); 0.7, 0.2〉 〈(0.5, 0.7, 0.9); 0.6, 0.3〉 〈(0.57, 0.77, 0.9); 0.8, 0.1〉 〈(0.83, 0.97, 1); 0.6, 0.4〉 〈(0.3, 0.5, 0.7); 0.6, 0.3〉
A2 〈(0.65, 0.86, 1); 0.4, 0.5〉 〈(0.8, 0.9, 1); 0.6, 0.3〉 〈(0.83, 0.97, 1); 0.7, 0.2〉 〈(0.8, 0.9, 1); 0.6, 0.3〉 〈(0.7, 0.9, 1); 0.6, 0.2〉
A3 〈(0.65, 0.82, 0.93); 0.8, 0.1〉 〈(0.7, 0.9, 1); 0.7, 0.2〉 〈(0.7, 0.9, 1); 0.5, 0.2〉 〈(0.6, 0.8, 0.9); 0.6, 0.2〉 〈(0.63, 0.83, 0.97); 0.7, 0.2〉
Table 3
The weighted normalized TIFN decision matrix.
Candidates Attributes
X1 X2 X3 X4 X5
A1 〈(0.083, 0.111, 0.134);
0.7, 0.2〉
〈(0.15, 0.21, 0.27);
0.6, 0.3〉
〈(0.068, 0.092, 0.108);
0.8, 0.1〉
〈(0.249, 0.291, 0.3);
0.6, 0.4〉
〈(0.042, 0.07, 0.098);
0.6, 0.3〉
A2 〈(0.091, 0.12, 0.14);
0.4, 0.5〉
〈(0.24, 0.27, 0.3);
0.6, 0.3〉
〈(0.1, 0.116, 0.12);
0.7, 0.2〉
〈(0.24, 0.27, 0.3);
0.6, 0.3〉
〈(0.098, 0.126, 0.14);
0.6, 0.2〉
A3 〈(0.091, 0.115, 0.13);
0.8, 0.1〉
〈(0.21, 0.27, 0.3);
0.7, 0.2〉
〈(0.084, 0.108, 0.12);
0.5, 0.2〉
〈(0.18, 0.24, 0.27);
0.6, 0.2〉
〈(0.088, 0.116, 0.136);
0.7, 0.2〉
and
r˜ij =
〈(
1− a¯ij
a¯+j
, 1− aij
a¯+j
, 1− aij
a¯+j
)
;wa˜ij , ua˜ij
〉
(i = 1, 2, . . . ,m; j ∈ C) (39)
respectively, where B and C are the sets of benefit attributes and cost attributes, and a¯+j = max{a¯ij|i = 1, 2, . . . ,m} (j =
1, 2, . . . , n). For convenience, all r˜ij (i = 1, 2, . . . ,m; j = 1, 2, . . . , n) are uniformly denoted by r˜ij = 〈(r ij, rij, r¯ij);wr˜ij , ur˜ij〉,
wherewr˜ij = wa˜ij and ur˜ij = ua˜ij .
(b) Construct theweighted normalized TIFN decisionmatrix. Using Eq. (8), theweighted normalized TIFN decisionmatrix
can be calculated as (u˜ij)m×n, where
u˜ij = ωi r˜ij = 〈(ωir ij, ωirij, ωi r¯ij);wr˜ij , ur˜ij〉 (i = 1, 2, . . . ,m; j = 1, 2, . . . , n). (40)
(c) Calculate the weighted comprehensive values of alternatives. Using Eq. (4), the weighted comprehensive values of
alternatives Ai (i = 1, 2, . . . ,m) are calculated as follows:
S˜i =
n∑
j=1
u˜ij =
〈(
n∑
j=1
ωir ij,
n∑
j=1
ωirij,
n∑
j=1
ωi r¯ij
)
; min
1≤j≤n{wr˜ij}, max1≤j≤n{ur˜ij}
〉
(i = 1, 2, . . . ,m) (41)
respectively. Obviously, S˜i (i = 1, 2, . . . ,m) are TIFNs.
(d) Rank all alternatives. The ranking order of the alternatives Ai (i = 1, 2, . . . ,m) can be generated according to the ratio
ranking method proposed in Section 3.
5. An application to a personnel selection problem and comparison analysis of the results obtained
5.1. A personnel selection problem and the analysis process
The proposed ratio ranking method is illustrated with a personnel selection problem, which is adapted from the exam-
ple [26]. Suppose that a software company desires to hire a system analyst. After preliminary screening, three candidates
(i.e., alternatives) A1, A2 and A3 remain for further evaluation. The decisionmaking committee assesses the three candidates
on the basis of five attributes, including emotional steadiness (X1), oral communication skills (X2), personality (X3), past
experience (X4) and self-confidence (X5). The ratings of the candidates with respect to attributes are given as in Table 1.
The five attributes are benefit attributes. According to Eq. (38), the normalized TIFN decision matrix is obtained as in
Table 2. Using Eq. (40), the weighted normalized TIFN decision matrix is obtained as in Table 3.
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Using Eq. (41) and Table 3, the weighted comprehensive values for the candidates Ai (i = 1, 2, 3) can be obtained as
follows:
S˜1 = 〈(0.592, 0.774, 0.910); 0.6, 0.4〉, S˜2 = 〈(0.769, 0.903, 1); 0.4, 0.5〉,
S˜3 = 〈(0.653, 0.849, 0.956); 0.5, 0.2〉,
respectively.
According to Eqs. (27) and (28), the values of membership functions and non-membership functions of S˜1, S˜2 and S˜3 can
be calculated as follows:
Vµ(S˜1) = 0.766× 0.6 = 0.4596, Vυ(S˜1) = 0.766× 0.6 = 0.4596,
Vµ(S˜2) = 0.897× 0.4 = 0.3588, Vυ(S˜2) = 0.897× 0.5 = 0.4485,
and
Vµ(S˜3) = 0.834× 0.5 = 0.417, Vυ(S˜3) = 0.834× 0.8 = 0.6672,
respectively.
Using Eq. (34), the value indexes of S˜1, S˜2 and S˜3 can be obtained as follows:
V (S˜1, λ) = 0.4596, V (S˜2, λ) = 0.3588+ 0.0897λ, V (S˜3, λ) = 0.417+ 0.2502λ, (42)
respectively.
In the same way, according to Eqs. (32) and (33), the ambiguities of membership functions and non-membership
functions of S˜1, S˜2 and S˜3 can be calculated as follows:
Aµ(S˜1) = 0.106× 0.6 = 0.0636, Aυ(S˜1) = 0.106× 0.6 = 0.0636,
Aµ(S˜2) = 0.077× 0.4 = 0.0308, Aυ(S˜2) = 0.077× 0.5 = 0.0385
and
Aµ(S˜3) = 0.101× 0.5 = 0.0505, Aυ(S˜3) = 0.101× 0.8 = 0.0808,
respectively.
Using Eq. (35), the ambiguity indexes of S˜1, S˜2 and S˜3 can be obtained as follows:
A(S˜1, λ) = 0.0636, A(S˜2, λ) = 0.0385− 0.0077λ, A(S˜3, λ) = 0.0808− 0.0303λ, (43)
respectively.
According to Eq. (37), ratios of the value indexes to the ambiguity indexes for the TIFNs S˜1, S˜2 and S˜3 are obtained as
follows:
R(S˜1, λ) = 0.45961+ 0.0636 = 0.4321, R(S˜2, λ) =
0.3588+ 0.0897λ
1.0385− 0.0077λ, R(S˜3, λ) =
0.417+ 0.2502λ
1.0808− 0.0303λ, (44)
respectively.
Let
0.4321(1.0385− 0.0077λ)− (0.3588+ 0.0897λ) = 0,
i.e.,
0.0899− 0.093λ = 0,
which has a solution, λ12 = 0.9667. Thus, for any λ ∈ [0, 0.9667), we have
0.0899− 0.093λ > 0,
i.e.,
R(S˜1, λ) = 0.4321 > 0.3588+ 0.0897λ1.0385− 0.0077λ = R(S˜2, λ),
which implies that S˜1 > S˜2 for any λ ∈ [0, 0.9667) according to the proposed ratio ranking method. Similarly, it is easily
seen that S˜1 < S˜2 for any λ ∈ (0.9667, 1].
In a similar way, let
0.3588+ 0.0897λ
1.0385− 0.0077λ =
0.417+ 0.2502λ
1.0808− 0.0303λ .
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Simply computing, we have
0.0008λ2 + 0.1705λ+ 0.0453 = 0,
which has two solutions as follows:
λ23 = −0.1875 < 0, λ′23 = −212.9375 < 0,
which directly imply that
0.0008λ2 + 0.1705λ+ 0.0453 > 0
for any λ ∈ [0, 1]. Hence, we have
R(S˜2, λ) = 0.3588+ 0.0897λ1.0385− 0.0077λ <
0.417+ 0.2502λ
1.0808− 0.0303λ = R(S˜3, λ).
Therefore, it follows that S˜3 > S˜2 for any λ ∈ [0, 1] according to the proposed ratio ranking method.
Likewise, let
0.417+ 0.2502λ
1.0808− 0.0303λ = 0.4321,
i.e.,
0.417+ 0.2502λ = 0.4321(1.0808− 0.0303λ). (45)
Simply computing, we have
0.2633λ = 0.050,
which has a solution, λ13 = 0.1899.
It is easily seen from Eq. (45) that if λ ∈ (0.1899, 1] then
0.417+ 0.2502λ > 0.4321(1.0808− 0.0303λ),
i.e.,
R(S˜1, λ) = 0.4321 < 0.417+ 0.2502λ1.0808− 0.0303λ = R(S˜3, λ), (46)
and if λ ∈ [0, 0.1899) then
0.417+ 0.2502λ < 0.4321(1.0808− 0.0303λ),
i.e.,
R(S˜1, λ) = 0.4321 > 0.417+ 0.2502λ1.0808− 0.0303λ = R(S˜3, λ). (47)
Therefore, it is easily derived from Eqs. (46) and (47) that S˜1 < S˜3 for λ ∈ (0.1899, 1] and S˜1 > S˜3 for λ ∈ [0, 0.1899).
Thus, the ranking order of the three candidates is generated as follows: A1  A3  A2 if λ ∈ [0, 0.1899), A3  A1  A2 if
λ ∈ (0.1899, 0.9667), and A3  A2  A1 if λ ∈ (0.9667, 1]. Obviously, the ranking order of the three candidates is related
to the attitude parameter λ ∈ [0, 1].
5.2. Comparison analysis of the results obtained by the ratio ranking method and other methods
If we do not consider the maximum degrees of membership and the minimum degrees of non-membership, i.e., assume
thatwa˜ij = 1 and ua˜ij = 0, then the TIFNs in Table 1 (i.e., ratings of the alternatives on the attributes) reduce to the triangular
fuzzy numbers, denoted by aˆ = (aij, aij, a¯ij). Thus, the aboveMADMproblemwith TIFNs reduces to theMADMproblemwith
the triangular fuzzy numbers. Using a simple weighted average method similar to that applied to the MADM problems, the
weighted comprehensive values of the candidates Ai (i = 1, 2, 3) can be obtained as follows:
Sˆ1 = (0.592, 0.774, 0.910), Sˆ2 = (0.769, 0.903, 1), Sˆ3 = (0.653, 0.849, 0.956),
respectively.
Obviously, Sˆi (i = 1, 2, 3) are triangular fuzzy numbers. Using the existing ranking methods of fuzzy numbers it is
not difficult to see that the ranking order is Sˆ2 > Sˆ3 > Sˆ1, i.e., A2  A3  A1, and the candidate A2 is the best
selection, which conflict with the results obtained by the proposed ratio rankingmethod. This analysis result shows that the
maximum degrees of membership and the minimum degrees of non-membership play an important role in the ranking
order of TIFNs. Intuitively, it is perhaps more reasonable to choose S˜3 = 〈(0.653, 0.849, 0.956); 0.5, 0.2〉 instead of
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Table 4
The ranking results obtained by the Wang and Zhang method [23].
Parameter γ TIFNs Ranking orders
S˜1 S˜2 S˜3
0.1 0.35 0.2 0.45 S˜3 > S˜1 > S˜2
0.3 0.36 0.19 0.45 S˜3 > S˜1 > S˜2
0.5 0.36 0.18 0.45 S˜3 > S˜1 > S˜2
0.793 0.37 0.18 0.46 S˜3 > S˜1 > S˜2
S˜2 = 〈(0.769, 0.903, 1); 0.4, 0.5〉 for a pessimistic decision maker because the membership degree of S˜3 is larger than
that of S˜2 and the non-membership degree of S˜3 is smaller than that of S˜2.
Using Wang and Zhang’s method [23], the expected value intervals of the TIFNs S˜1, S˜2 and S˜3 are calculated as follows:
Iγ (S˜1) = 0.41+ 0.095γ , Iγ (S˜2) = [0.334+ 0.046γ , 0.418+ 0.058γ ]
and
Iγ (S˜3) = [0.376+ 0.076γ , 0.601+ 0.121γ ],
respectively. For some specific values of the parameter γ ∈ [0, 1], the ranking orders of S˜1, S˜2 and S˜3 are obtained as in
Table 4.
It is easily seen from Table 4 that the ranking results obtained by the proposed ratio ranking method are remarkably
different from those obtained by Wang and Zhang’s method [23]. Furthermore, due to the fact that the membership
degree and non-membership degree of S˜1 = 〈(0.592, 0.774, 0.910); 0.6, 0.4〉 are larger than those of S˜3 =
〈(0.653, 0.849, 0.956); 0.5, 0.2〉, decision makers with different preference attitudes may have different choices. Namely,
a risk-taking decision maker may prefer S˜1 whereas a risk-averse decision maker may prefer S˜3. These factors cannot be
reflected in Wang and Zhang’s method [23]. On the other hand, Wang and Zhang’s method [23] transformed the ranking of
TIFNs into a ranking of interval numbers, which is still difficult to solve. In addition, it is easily seen that Wang and Zhang’s
method is difficult to implement and requires complicated computation.
6. Conclusion
This paper discusses two characteristics of a TIFN, i.e., the value and ambiguity, which are used to define the value
index and ambiguity index of the TIFN. Then, a ratio ranking method is developed for the ordering of TIFNs and applied
to solveMADM problemswith TIFNs. The proposed ratio rankingmethod is easily implemented and has a natural appealing
interpretation. Our ratio rankingmethod is remarkably different from that proposed byNayagamet al. [19] because the latter
was developed for ranking IFNs of a special type. In particular, the proposed ratio ranking method takes into consideration
the parameter λ ∈ [0, 1], which may reflect the subjective attitude of the decision maker.
It is easily seen that the proposed ratio ranking method can be extended to rank more general IFNs in a straightforward
manner. Due to the fact that a TIFN is a generalization of a triangular fuzzy number, the other existing methods of ranking
fuzzy numbers may be extended to TIFNs. More effective ranking methods of TIFNs will be investigated in the near future.
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