Radiation boundary conditions are derived for partial differential equations which describe wave phenomena. Assuming the evolution of the system to be governed by a Lagrangian variational principle, boundary conditions are obtained with Noether's theorem from the requirement that they transmit some appropriate density-such as the energy density-as well as possible.
Introduction
In this paper it is shown how variational methods and conservation laws can be used to derive radiation (or absorbing) boundary conditions for partial differential equations which describe wave phenomena. Such boundary conditions are desirable in order to limit the size of the computational domain and thus computation time and data storage as much as possible, while minimizing the effects of reflected waves on the solution in the interior of the domain.
Many methods for developing radiation boundary conditions have been used. For wave equations, the boundary conditions proposed by Bayliss and Türkei [1, 2], Engquist and Halpern [6] , Engquist and Majda [7, 8] , and Higdon [12, 13, 14] are well known. These boundary conditions have in common that they are based on (properties of) solutions to the partial differential equations under consideration.
In this paper, radiation boundary conditions are derived without the assumption that solutions are available beforehand, and therefore they are applicable to nonlinear and dispersive systems too. Moreover, these boundary conditions render the problem well-posed in the sense that the integral of some appropriate density (e.g., the energy density) over the computational domain does not increase.
The outline of this paper is as follows. In §2 we develop a theory of radiation boundary conditions for continuous systems described by a Lagrangian density. This theory is illustrated in §3 with explicit boundary conditions for a nonlinear version of the Klein-Gordon equation. Numerical test results for this application are presented and discussed in §4. The reader is referred to the accompanying paper [5] for an application of the theory, including test results, to a two-dimensional wave equation.
2. Radiation boundary conditions for continuous systems Consider a continuous system described by the variable u, which is a function of the spatial coordinates x = (x\, x2,... , xn) and the time t.
It is assumed that the evolution of the system can be derived from a variational principle. With a Lagrangian density 3? , an expression in x,t,u and partial derivatives of u up to some finite order, the action integral reads
where T is some time interval, and the spatial domain Q may depend on time.
Restrictions on the motion of £2 will be imposed further on, but first the Euler-Lagrange equation for 2f and natural boundary conditions are derived under the assumption that the motion of Q is given.
For the system considered, Hamilton's principle can be summarized by saying that the evolution of the system is such that the action integral / has a stationary value (see Goldstein [9] ). The first variation of / with respect to a variation n is defined as denotes the Fréchet derivative of 3?, defined for the variation n .
To arrive at the Euler-Lagrange equation for SC, partial integrations with respect to x and t are required, leaving expressions on the boundary when n and its partial derivatives do not vanish there. So, in general, the formula for partial integration reads: (4) DS?(u) o n = 63(u)n + d&%{u ; n) + divâ^(u ; n), where 85f(u) is the variational derivative of 3 and 3S^ and 38}¿ are expressions linear in n. Substitution of (4) into (2) where ñ is the outward pointing normal to dQ, and vn is the velocity of the boundary in normal direction. If we allow n and its partial derivatives to be arbitrary at the boundary d£l, but vanishing at the end points of the time interval T, the second term in the right-hand side vanishes (since <^J, is linear in n), and the first variation of / with respect to r\ is then given by Example. If the Lagrangian density 3 depends on x, /, u and partial derivatives up to first order only, the Fréchet derivative of 3 with respect to a variation n reads The first variation of / is given by (5) , with the variational derivative of 3 being (12) ._. 
3¡%(u;n) = d3 du,] Sx.
. (d3 d3 d3\T \duXi> duX2'--" duxJ n- For deriving boundary conditions (on a fixed domain of integration) that do not influence the solution on the interior of the domain, several options are available. One important a priori requirement in the development of radiation boundary conditions is that they should not be based on (properties of) solutions to the partial differential equations considered, since in general (for nonlinear equations) such solutions cannot easily be found (compare this with Higdon's derivation of absorbing boundary conditions [13] , which is based on an exact plane monochromatic wave).
The possibility that will be examined in this paper is to find boundary conditions that simulate a moving domain of integration such that the energy is conserved as well as possible. The naive idea is that if the correct amount of energy is fluxed through the fixed boundary, any reflection caused by the presence of the boundary will have little energy and therefore will be small in this sense. This reasoning may be valuable, since energy density is a definite quantity. However, other densities (e.g., the momentum density) may do as well, as we shall show further on.
In the derivation above, the motion of the domain Q was assumed to be given. Then the evolution of the system is completely determined by the Euler-Lagrange equation (8) and the natural boundary condition (9) . From now on, we do not prescribe the motion of the domain Q,, but demand instead that Q moves in such a way that the integral over Q of some density is conserved.
In order to show the dependence of the results on the choice of density later on, we shall consider quite generally a density for which a local conservation law can be obtained with Noether's theorem. For a comprehensive description of this well-known theorem the reader is referred to Olver [17] and the historic work of Noether [16] . The main principle of Noether's theorem can be formulated as follows (see Goldstein [9] ): if the Lagrangian density is invariant under a given transformation of the variables, then there is a corresponding functional that is conserved.
So, let the Lagrangian density 3 be invariant under a variation <p(u); then it can be proven that for some scalar density %°(u; cp(u)) and some vector density %x(u; <p(u)) it holds that for all u (17) D3(u)ocp(u) = dtx\u;cp(u)) + divxx(u;<P(u)). A combination of this equation and the integration-by-part formula (4) yields (taking n = cp(u)) Ô3(u)<p(u) = 8t[x°(u; <p(u))-3!%(u; cp(u))\ + divtf1 (u ; <p(u)) -â}?(u ; <p(u))], leading to a local conservation law of the form (19) a(e(M) + div/(M) = 0 for solutions to the Euler-Lagrange equation (8) . In this equation the density e and the corresponding flux density / are given by (20) e(u) = x°(u;<p(u))-^(u;<p(u)),
(21) f(u) = xx(u;cp(u))-â^(u;cp(u)).
As motivated above, let the motion of Q be restricted in such a way that the quantity (22) E= f e(u)dQ Jm is conserved. Differentiation of (22) with respect to the time gives
Substitution of (19) and application of Gauss' divergence theorem yields dF t
where v represents a velocity field on Q such that However, the natural boundary condition (9) already implies (n = cp(u)) (34) @%,(u;<p(u))vn-â}f(u; cp(u)) • « = 0, and so the additional boundary condition for conservation of the quantity E is given by
where x°(u; <p(u)) and xx(u; cp(u)) are obtained from (17). Summarizing, the proposed boundary conditions for a domain Q that is chosen in such a way that the total amount of a density e is preserved, are given by the natural boundary condition (9) and the additional boundary condition (35). Remark 2. If e equals the energy density, then the local flux velocity Vf defined by (27) is well known, in particular for linear systems, for which it equals the group velocity for monochromatic waves; see, e.g., Biot [3] , Broer [4] , and Lighthill [15] . It is the pointwise version of the centro velocity (i.e., the velocity of the center of gravity of the density e), which is given by
where F = Jaf(u)dQ, and E = Jae(u)dSl (see van Groesen [10] , van Groesen and Mainardi [11] , and Wehausen and Laitone [19] ). Next an averaged energy equation is proposed:
(38) 8,ê' + dx(Cg') = 0, which is the differential form of the statement that
The total energy between any two group lines remains constant.
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Evidently, (38) in combination with (37) can be regarded as a global conservation law. Compare this with our local conservation law (19) . Note that the present derivation of radiation boundary conditions started from a similar, yet more general, principle, namely the conservation of an appropriate density on a moving domain of integration.
Example. If the first-order Lagrangian density 3 does not depend explicitly on x and /, then the energy density can be found with Noether's theorem from a variation corresponding to the invariance of 3 with respect to time translations, From now on it is assumed that e equals the energy density of the system considered. In consequence, we shall use condition (51) in the next section for specific choices of 3 .
Application to one-dimensional wave equations
In this section we shall apply the theory from the previous section to a nonlinear one-dimensional wave equation. The boundary conditions obtained will be where the Lagrangian density 3 is a function of u and its first-order derivatives (note that 3 does not depend explicitly on t) :
In this paper we shall consider a potential V(u) given by (63) V(u) = \au2 + \ßu\ which is an appropriate expansion for even functions V. The choice a = 1, ß = -1/3 yields a second-order expansion for the Sine-Gordon equation. In our test cases, however, we shall restrict a and ß to positive values to guarantee the positive definiteness of the energy density, which for this problem reads (see The sign of vn has to be chosen so as to make sure that no energy flows into the spatial domain, since energy inflow might spoil the stability of the problem; if an increasing spatial domain is simulated, and conservation of energy is required on this domain, no energy inflow will occur on the fixed domain Q. It is for this reason that vn is chosen positive. From (65) it can be seen that this can be enforced by requiring In the next section we shall use boundary conditions (68) and (75) as radiation boundary conditions in several test cases.
Numerical results
For the application described in the previous section some numerical tests have been carried out. In this section the results from these numerical tests are presented and discussed.
The field equation is given by the nonlinear Klein-Gordon equation, 
_(x,0)-|0! |x|>«/2. These conditions represent a wave travelling to the right. It is obvious that (80)-(81) does not represent a steady wave for (77). In the small-amplitude limit, this initial condition may be regarded as a superposition of many monochromatic solutions, each of them travelling at a different phase velocity. Therefore, it can be expected that from the very beginning some energy will propagate to the left. This means that the radiation boundary conditions have to be implemented in both endpoints.
The new radiation boundary condition is given by and Sommerfeld's radiation condition reads (83) u, = -un. Condition (82) can be written as (84) u, = -c(u)u" , i.e., a Sommerfeld radiation condition (see (75)) where the correction factor (or velocity) c(u) is given by (85, «".^-S+jp!.
If u" approaches zero, which corresponds to a local extremum of the solution u near the boundary, then (82) would give a significant value for u,, involving an undesirable change in u at the boundary. Therefore, we set an upper limit to the correction velocity:
(86) c*(u) = min(c(«), Vl+a).
The new radiation boundary condition then reads (87) u, = -c*(u)un.
Since we have chosen an explicit discretization of the field equation, we have implemented boundary conditions (87) and (83) explicitly too. For lack of analytical solutions to (77) with initial conditions (80)-(81), the numerical solutions obtained with (87) and (83) will be compared with the solution obtained on an extended spatial domain Í2' D Q. It is important that Í2' is chosen large enough, so that reflections from the boundaries of Q' do not reach the smaller domain Q during the chosen time interval T. Test results show that this requirement is met by the choice (88) Sl' = [-3it,3n].
On this extended domain the initial conditions (80)-(81) are imposed. Since the numerical errors on the interior of Q are equal to those on the interior of Í2', we get a good indication of the errors due to the radiation boundary conditions. Three configurations have been used for the calculation of the numerical solution to (77) with initial conditions (80)-(81):
• Configuration 1 : the numerical solution is determined on the spatial domain Cl with the new radiation boundary condition (87) implemented in the endpoints x = ±n, where the correction velocity c*(u) is determined by (86) and (85).
• Configuration 2: the numerical solution is determined on the spatial domain Q with Sommerfeld's radiation condition (83) implemented in the endpoints x = ±n . • Configuration 3: the numerical solution is determined on the extended spatial domain Q' with Sommerfeld's radiation boundary condition implemented in the endpoints x = ±37z. In this way we obtain an "undisturbed" (i.e., not disturbed by artificial boundaries) numerical solution on the smaller domain Q, which can be used to calculate the errors due to the radiation boundary conditions in Configurations 1 and 2.
In order to get an indication of the error e = u -ü (ü denotes the numerical approximation to u), we use two norms. The first norm is the L2-norm of e , which is defined by
The second norm is an energy norm of e , (90) ||e|U= Í \(e2 + e2x)dx. Ja Five tests have been performed for different combinations of a and ß . In the first three tests, ß is equal to zero, yielding a linear field equation. However, note that boundary condition (87) (Configuration 1) is nonlinear if either a or ß is not equal to zero. In the last two tests the values of both a and ß are nonzero, yielding a nonlinear field equation.
Test 1: a = 0.1, ß = 0.0. In this case the (linear) disturbance in (77) is rather small. Figure 1 ' shows the L2-norm of the errors in the solutions obtained with Configurations 1 and 2. In Figure 2 the energy norm of the errors is presented. The errors obtained with the new radiation boundary condition are about the same as the errors obtained with Sommerfeld's radiation condition. An explanation is given by (85): if both a and ß are small, then the correction factor will be but slightly larger than one.
It is convenient to combine Figures 3 and 4 . Figure 3 shows the energy of the numerical solution obtained with the first configuration during the first two periods. In this graph the parts of rapid decrease in energy correspond to high gradients in the numerical solution passing the right boundary x = n (see Figure 4 ). Similarly, the inflection point at t = n corresponds to the crest of the wave arriving at the right boundary.
Test 2: a = 1.0, ß = 0.0. Because of the larger value of a, which implies a stronger (linear) disturbance, the errors are expected to be larger than in Test 1. This is confirmed in Figures 5 and 6 , which show the L2-norm and the energy norm of the errors, respectively. clear advantage of the first configuration over the second. Obviously, a is large enough to make the correction velocity c*(u) in (87) effective. After two periods, the energy norms of the errors obtained with Configurations 1 and 2 are equal to 0.01 and 0.03, respectively. 10 12 14
Figure 5
Test 2:a= 1.0,0 = 0.0.
Li -norm of error It is clear that the new radiation boundary condition provides better results for larger values of a. As mentioned before, this is due to the correction factor c*(u) in (87).
In the last two tests we shall investigate the influence of a nonlinear disturbance in the field equation on the performance of boundary condition (87). Test 4: a = 1.0, ß = 0.5 . Since ß is not equal to zero, the field equation (77) is nonlinear. The results obtained with Configuration 1 are better than those obtained with Configuration 2, as can be seen in Figures 9 and 10 . The L2-norms after two periods are equal to 0.21 (Configuration 1) and 0.30 (Configuration 2). The maximum values of the energy norm are equal to 0.02 (Configuration 1) and 0.03 (Configuration 2).
Note that for both configurations the errors are but slightly larger than in Test 2 (a = 1.0, ß = 0.0) (cf. Figures 5-6 ). This indicates a dominant linear term a« in the disturbance in the field equation for this combination of a and ß . Therefore, in the next test we shall increase the impact of the nonlinear term ßu3 by raising the value of ß . Test 5: a = 1.0, ß = 2.0. The expected growth in the errors (see Test 4) can only be found in Figure 12 , which shows the energy norm of the errors. The L2-norm of the error is (for both configurations) of the same order as in Test 2 (ß = 0.0). This indicates a stronger variation in the derivatives of the errors owing to the stronger nonlinear disturbance (see (90)).
For this combination of a and ß, Configuration 1 provides better results than Configuration 2 (see Figures 11 and 12) . The L2-norms of the errors after two periods are equal to 0.17 (Configuration 1) and 0.19 (Configuration 2). The average values, however, show better results for Configuration 1 than for Configuration 2. The energy norm after two periods is equal to 0.04 (Configuration 1) and 0.09 (Configuration 2).
Conclusions
A new method has been presented for developing radiation boundary conditions for systems governed by a Lagrangian variational principle. These boundary conditions are based on conservation laws for appropriate densities on a moving domain of integration. The main advantage of this method over other methods is that it is not based on (properties of) solutions to the field equation considered, and therefore it is valid for nonlinear and dispersive systems too. Moreover, the boundary conditions obtained render the problem well posed in the sense that the integrated density is conserved.
An explicit boundary condition has been derived for a nonlinear version of the Klein-Gordon equation, based on considerations for the energy. The numerical test results show a better performance of this new radiation boundary condition in comparison with Sommerfeld's radiation condition.
For an application of the theory to the two-dimensional wave equation the reader is referred to [5] . 
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