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Запропоновано методику імітаційного три-
вимірного моделювання поширення забруд-
нюючих домішок в атмосфері з використан-
ням моделей розсіювання Гауса та “хмарних” 
технологій. Продемонстровано доцільність 
застосування пакету OpenMP для розпара-
лелення обчислень. Показана необхідність 
програмної оптимізації даного класу задач за 
кількістю паралельних потоків та задіяних 
процесорних ядер
Ключові слова: “хмарні” обчислення, моде-
лювання, моделі розсіювання Гауса, OpenMP
Предложена методика имитационного 
трехмерного моделирования распростране-
ния загрязняющих примесей в атмосфере с 
использованием моделей рассеивания Гаусса и 
”облачных” технологий. Продемонстрирована 
целесообразность применения пакета OpenMP 
для распараллеливания вычислений. Показана 
необходимость программной оптимизации 
данного класса задач по количеству парал-
лельных потоков и задействованных процес-
сорных ядер
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1. Вступ
Процес моделювання поширення домішок в атмос-
фері потребує значних апаратних ресурсів сучасних 
комп’ютерів [1]. При цьому, користувач витрачає знач-
но більше часу на підготовку задачі до моделювання 
та оцінку результатів ніж на сам процес моделюван-
ня. Зменшення питомої частки часу завантаження 
комп’ютера обчислювальними процедурами призво-
дить, відповідно, до зменшення показника ефективної 
швидкодії обчислювальної системи за визначенням 
акад. Глушкова. Однак, саме задачі даного класу по-
требують проведення багатофакторного імітаційного 
моделювання реальних процесів і можуть ефективно 
вирішуватись використовуючи методи паралельних 
обчислень для кластерів, GRID і Cloud систем [2]. Тому 
метою даної роботи було підвищення ефективності 
використання обчислювальних ресурсів за рахунок 
розробки загального підходу до удосконалення поста-
новки задачі імітаційного моделювання, підготовки 
даних та створення відповідного програмного забез-
печення для розрахунків перерозподілу шкідливих 
викидів у атмосфері згідно до існуючих державних і 
галузевих стандартів.
2. Аналіз літературних даних та постановка проблеми
В Україні для розрахунків локального розподілу 
забруднень атмосфери промисловими викидами за-
стосовується методика ОНД-86, яка ґрунтується на 
моделях розсіювання Гауса [3]. У простішому випадку 
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в таких моделях припускають, що розподіл забруд-
нюючих часток близький до нормального, а вплив 
сторонніх факторів (швидкість вітру, температура та 
ін.) оцінюють коефіцієнтами, отриманими за деяки-
ми середньостатистичними показниками. Такий під-
хід дозволяє визначити концентрацію забруднень від 
одного джерела в будь-якій точці простору. Задача 
моделювання поширення забруднення в атмосфері по-
лягає у побудові карти концентрації домішок в певний 
час T та прогнозуванні її зміни у часі з дискретністю 
dT. Проте, задача значно ускладнюється і потребує 
збільшення обчислювальних ресурсів при врахуванні 
функціональних сезонних чи добових часових залеж-
ностей сторонніх факторів, і тим більше – результатів 
їх контролю в режимі реального часу [1, 3].
На сьогодні Cloud системи стали загальноприй-
нятим інструментом для проведення обчислень [4]. 
Використання Cloud систем для проведення моделю-
вання дозволяє значно пришвидшити час розв’язку 
задачі [5]. Використання моделі обслуговування IaaS, 
на “хмарі” надає можливість користувачу керувати 
засобами обчислення, та підключати власні матема-
тичні моделі для моделюван-
ня [6].
Зауважимо, що наразі нам 
невідомо про існування за-
гальноприйнятого стандар-
тизованого програмного за-
безпечення для моделювання 
поширення домішок в атмос-
фері з допомогою методики 
ОНД-86 чи інших, орієнто-
ваного на застосування для 
Cloud систем. Це свідчить про 
актуальність даної задачі.




шок в атмосфері передбачає 
наявність: 1) опису методу мо-
делювання; 2) відомостей про 
модельований простір, його 
розмір та крок моделюван-
ня (інтервали просторового 
квантування задачі); 3) даних 
про джерела викидів та їх ха-
рактеристики; 4) даних щодо 
часу модельних досліджень 
та його часової дискретизації; 
5) інформації про зміну по-
годних умов та характеристик 
джерел викидів під час моделювання. Для дослід-
ження поширення забруднення від кількох джерел 
модельований простір розбивають на підпростори, 
зв’язані певними граничними умовами, у кожному з 
яких обчислюється концентрації домішок від окремих 
джерел. Повна карта поширення домішок в атмосфері 
отримується в результаті «накладання» (додавання) 
результатів обчислених значень у кожному підпросто-
рі від усіх діючих джерел.
Для спрощення постановки задачі і форматування 
вхідних даних запропоновано створення окремих так 
званих “треків” з записами про початкові значення 
параметрів модельованого простору та їх зміну. “Трек” 
зміни погодних умов (weather track) містить відомості 
про початкову температуру та стан атмосфери, час 
контролю їх зміни і нове значення. “Трек” характери-
стик викидів (condition track) застосовується для опису 
зміни характеристик джерела викидів на протязі доби. 
Час, що використовується в даних “треках”, описує 
кількість інтервалів dT від початку моделювання.
Запропонований і програмно реалізований метод 
моделювання можна описати наступним алгорит-
мом (рис. 1): 1) зчитування файлу початкових да-
них weather track; 2) зчитування файлу condition track; 
3) розбиття модельованого простору на підпростори; 
4) обчислення значень концентрації домішок в кожно-
му підпросторі для кожного з джерел викидів, та дода-
вання значень для текучого інтервалу часу dT; 5) зчи-
тування змін параметрів моделювання з weather track 
та condition track та перехід до п. 4, якщо моделювання 
не завершено; 6) створення файлу-результату.
Цих кроків є достатньо, щоб обчислити значення 
концентрації домішки в будь-який час моделювання в 
межах модельованого простору. 
Оскільки вхідні параметри і проміжні результати 
задачі мають часову прив’язку, то розпаралелення об-
числень проводиться для етапів визначення коефіці-
єнтів моделі розсіювання Гауса, визначення координат 
підпросторів відносно джерел викидів, обчислення 
значення концентрації в підпросторах.
Рис. 1. Методика моделювання поширення домішок
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Для програмної реалізації модуля початкової під-
готовки і обробки файлу завдання (рис. 1) використа-
но засоби OpenMP. Розроблений модуль забезпечує 
створення виконуваного файлу, сегментацію модельо-
ваного простору розмірністю k×l×m та генерацію n па-
ралельних потоків. Зауважимо, що розподіл окремих 
потоків задачі між ядрами забезпечується автономно в 
Cloud системі засобами OpenMP [7].
Результати тестування програмного модуля при-
веденні для дещо спрощеної задачі моделювання роз-
поділу викидів забруднень у просторі розмірністю 
(100х80х1) на інтервалі часу t=11dT для двох джерел 
(рис. 2).
Рис. 2. Залежність часу обчислення від кількості потоків
Залежність часу моделювання від кількості пото-
ків має виражений мінімум, зумовлений зменшенням 
часу обчислення в 4 рази, що вказує на можливість 
оптимізації розрахунків за критерієм мінімізації часу 
обчислень і конкурентоспроможність створеного моду-
ля порівняно з вбудованим в OpenMP модулем Dinamic 
mode. При врахуванні сезонних чи добових часових за-
лежностей сторонніх факторів і зменшенні кроків дис-
кретизації задачі за часом та координатою розмірність 
модельованого простору значно зростає, що потребує 
збільшення не тільки кількості потоків, а й кількості 
процесів, а відповідно, й апаратних ресурсів. Тому 
створений програмний модуль повинен виконувати 
задачі динамічного контролю і запуску таких процесів, 
у залежності від запиту користувача, що надасть йому 
переваги порівняно з вбудованими засобами.
Реалізація даного програмного забезпечення на 
“хмарній” інфраструктурі дозволяє підвищити показ-
ник ефективної швидкодії обчислювальної системи 
користувача за рахунок одночасного доступу до про-
грами великої кількості користувачів, та надає можли-
вість моделювання систем великої розмірності [8].
4. Візуалізація отриманих результатів
Візуалізація результатів моделювання поширення 
забруднень зазвичай включає в себе масив даних із 
значеннями концентрації забруднення в кожній точці 
модельованого простору для кожного кроку моделю-
вання [9].
Отримані результати можуть бути представлені в 
табличній та графічній формі.
Головною вимогою, що ставляться до системи 
“хмарної” візуалізації, є працездатність такої системи 
у веб-браузері. Тому найбільш доцільним є викори-
стання технології WebGL [10].
При перегляді результатів у графічній формі 
(рис. 3) користувач має змогу вибору кроку моделю-
вання, та руху по модельованому простору.
Рис. 3. Вигляд результатів моделювання в графічній формі
5. Висновки
Запропонована методика та створене програмне 
забезпечення для імітаційного тривимірного моделю-
вання поширення забруднюючих домішок в атмосфері 
з використанням моделей розсіювання Гауса та “хмар-
них” технологій і програмних засобів OpenMP дозво-
ляє підвищити ефективність використання обчислю-
вальних ресурсів. Це досягається за рахунок розробки 
загального підходу до удосконалення постановки за-
дачі імітаційного моделювання та підготовки даних.
За результатами тестування створений програм-
ний модуль у 4 рази пришвидшує обчислення в порів-
нянні з однопроцесорною системою і дозволяє побу-
дувати карту поширення забруднень з використанням 
моделей розсіювання Гауса.
Отримані результати підтверджують доцільність 
застосування пакету OpenMP для розпаралелення 
обчислень і вказують на можливість подальшої опти-
мізації програмного забезпечення для рішення даного 
класу задач за критерієм мінімізації часу розрахунків 
за рахунок варіації кількості паралельних потоків, 
процесів та задіяних процесорних ядер.
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Розглянуто структурну схему лабораторно-
го радіоспектрометра для імпульсного спосте-
реження ЯКР у напівпровідниках GaSe та InSe. 
Прилад побудований за класичною схемою одно-
котушкового когерентного радіоспектрометра 
для діапазону 2 ÷ 50 МГц.
Запропоновані схемотехнічні рішення для 
усунення «дзвону» приймальної котушки коли-
вального контуру і пригнічення перехідного про-
цесу в приймальному тракті імпульсного радіо-
спектрометр ЯКР
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Рассмотрена структурная схема лабора-
торного радиоспектрометра, предназначенного 
для импульсного наблюдения ЯКР в полупрово-
дниках GaSe и InSe. Прибор построен по клас-
сической схеме однокатушечного когерентного 
радиоспектрометра, работающего в диапазоне 
2 ÷ 50 МГц.
Предложены схемотехнические решения по 
устранению «звона» приемной катушки коле-
бательного контура и подавлению переходного 
процесса в приемном тракте импульсного ради-
оспектрометра ЯКР
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1. Введение
Наличие квадрупольных моментов изотопов гал-
лия и индия в GaSe и InSe позволяет применить для 
изучения кристаллической структуры указанных со-
единений радиоспектроскопию ядерного квадруполь-
ного резонанса (ЯКР) [1, 2]. Этот метод чрезвычайно 
чувствителен к изменению локального электрического 
