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A simple closed curve in R3 whose convex hull equals
the half-sum of the curve with itself
Mikhail Patrakeev
Abstract
If Γ is the range of a Jordan curve that bounds a convex set in R2, then 12(Γ + Γ) = co(Γ),
where + is the Minkowski sum and co is the convex hull. Answering a question of V.N.Ushakov,
we construct a simple closed curve in R3 with range Γ such that 12(Γ+Γ) = [0, 1]3 = co(Γ). Also
we show that such simple closed curve cannot be rectifiable.
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1 Introduction
Recall that the Minkowski sum A+B of two sets in the n-dimensional Euclidean space Rn is the set{x+y ∶ x ∈ A,y ∈ B}; recall also that rA ∶= {rx ∶ x ∈ A} for r ∈ R. It follows from the Shapley—Folkman
theorem [1] that the sequence
Γ, 12(Γ + Γ), 13(Γ + Γ + Γ), 14(Γ + Γ + Γ + Γ), . . .
converges in the Hausdorff metric to the convex hull co(Γ) of Γ for any bounded set Γ ⊆ Rn.
If Γ is the range of a simple closed curve that bounds a convex set in R2, then already the second
term in this sequence reaches the limit, so that 12(Γ + Γ) = co(Γ) for such Γ. Recently V.N.Ushakov
studied the rate of convergence of the above sequence [2] and he asked the following question:
Question. Is there a simple closed curve in R3 whose range Γ does not lie in any plane and such
that 12(Γ + Γ) = co(Γ)?
Note that Γ does not lie in any plane if and only if co(Γ) contains a tetrahedron. Since Γ in this
question is a homeomorphic image of the unit circle S1, it follows that Γ + Γ is a continuous image
of the torus S1× S1. Therefore in smooth cases 12(Γ + Γ) looks like a two-dimensional manifold with
self-intersections, so it should not contain a tetrahedron. Indeed, we show that even in the rectifiable
case the answer to the above question is negative:
Theorem 1. If Γ is the range of a rectifiable curve in R3, then 12(Γ+Γ) has zero Lebesgue measure
in R3.
On the other hand, we build an example which shows that in the general case the answer is positive:
Theorem 2. There is a simple closed curve in R3 whose range Γ satisfies 12(Γ+Γ) = [0,1]3 = co(Γ).
2 Proofs
Proof of Theorem1. We denote by ω the set of natural numbers, by diam(A) the diameter of a set
A, and by f↾A the restriction of a function f to a set A. Suppose that γ∶ [a, b] → R3 is a rectifiable
curve [3] and Γ = range(γ). Let ε > 0. Fist we build a sequence ⟨ti⟩i∈ω of points in the segment [a, b]
by recursion on i ∈ ω:
Base: t0 ∶= a.
Step: ti+1 ∶= sup{u ∈ [ti, b] ∶ diam(γ([ti, u])) < ε} for all i ∈ ω.
Note that if ti < b, then ti+1 > ti because γ is continuous. Note also that diam(γ([ti, ti+1])) = ε for
all i ∈ ω such that ti+1 < b, and then length(γ↾[ti, ti+1]) ⩾ ε for all such i. Since γ is a rectifiable
curve, the last inequality implies that there is i ∈ ω such that ti+1 = b; let n be the first such i. Put
Li ∶= γ([ti, ti+1]) for all i ⩽ n.
We have diam(Li) = ε for all i < n and diam(Ln) ⩽ ε. It follows that diam(Li+Lj) ⩽ 2ε for all i, j ⩽ n
because diam(A+B) ⩽ diam(A)+diam(B) for any A,B ⊆ R3 (indeed, if a1, a2 ∈ A and b1, b2 ∈ B, then
ρ(a1 + b1, a2 + b2) ⩽ ρ(a1 + b1, a1 + b2) + ρ(a1 + b2, a2 + b2) = ρ(b1, b2) + ρ(a1, a2) ⩽ diam(B) + diam(A)).
Then µ∗3(Li +Lj) < (2 ⋅ 2ε)3 = 64ε3 for all i, j ⩽ n, where µ∗3 is the Lebesgue outer measure in R3.
Now we have
length(γ) ⩾ ∑
0⩽i⩽ndiam(Li) ⩾ ∑0⩽i<ndiam(Li) = εn = ε(n + 1) − ε,
so n + 1 ⩽ ε−1 ⋅ length(γ) + 1. Then
µ∗3(12(Γ + Γ)) ⩽ µ∗3(Γ + Γ) = µ∗3(⋃
0⩽i⩽nLi +⋃0⩽j⩽nLj) = µ∗3( ⋃0⩽i,j⩽n(Li +Lj)) ⩽ ∑0⩽i,j⩽nµ∗3(Li +Lj) << 64ε3(n + 1)2 ⩽ 64ε3(ε−1 ⋅ length(γ) + 1)2 = 64ε( length(γ)2 + 2ε length(γ) + ε2).
Since ε can be arbitrarily small, it follows that the set 12(Γ+Γ) has zero Lebesgue measure in R3.
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Let C ⊆ [0,1] be the Cantor set [3], also known as the Cantor ternary set or as the middle third
Cantor set.
Lemma 3. If C3 ⊆ Γ ⊆ [0,1]3, then 12(Γ + Γ) = [0,1]3 = co(Γ).
Lemma 4. There exists a simple closed curve in R3 whose range Γ satisfies C3 ⊆ Γ ⊆ [0,1]3.
Proof of Theorem2. Theorem2 immediately follows from the above lemmas.
Proof of Lemma3. Suppose that C3 ⊆ Γ ⊆ [0,1]3. It is well known [3] that the Cantor set C equals
the set of those numbers in [0,1] that have only 0’s and 2’s in their ternary expansion; that is,
C = {∑n∈ω(an ⋅ 3−n−1) ∶ ⟨an⟩n∈ω ∈ ω{0,2}}, where ωA is the set of infinite sequences in A. Also it is
known that C +C = [0,2]; indeed,
C
2 = {∑
n∈ω (an2 ⋅ 3−n−1) ∶ ⟨an⟩n∈ω ∈ ω{0,2}} = {∑n∈ω(bn ⋅ 3−n−1) ∶ ⟨bn⟩n∈ω ∈ ω{0,1}}, so
C
2 + C2 = {∑
n∈ω ((bn+cn)⋅3−n−1) ∶ ⟨bn⟩n∈ω, ⟨cn⟩n∈ω ∈ ω{0,1}} = {∑n∈ω(dn ⋅3−n−1) ∶ ⟨dn⟩n∈ω ∈ ω{0,1,2}} = [0,1],
and hence C +C = 2(C2 + C2 ) = 2[0,1] = [0,2].
Recall that 12(A+A) ⊆ co(A) for any A ⊆ R3 and (B+B)3 = B3+B3 for any B ⊆ R. This is because
1
2(A +A) = {x+y2 ∶ x, y ∈ A} ⊆ ⋃{[x, y] ∶ x, y ∈ A} ⊆ co(A) and (B +B)3 = {⟨x1 + y1, x2 + y2, x3 + y3⟩ ∶
xi, yi ∈ B} = {⟨x1, x2, x3⟩ + ⟨y1, y2, y3⟩ ∶ xi, yi ∈ B} = B3 +B3.
Now, using all above, we have
[0,1]3 = 12[0,2]3 = 12(C +C)3 = 12(C3 +C3) ⊆ 12(Γ + Γ) ⊆ co(Γ) ⊆ co([0,1]3) = [0,1]3.
We shall use the following notation in the proof of Lemma4:
. A = ⊔λ∈ΛBλ means A = ⋃λ∈ΛBλ and ∀λ≠λ′ ∈Λ [Bλ ∩Bλ′ = ∅ ];
. A = B0 ⊔ . . . ⊔Bn means A = ⊔ i∈{0,...,n}Bi ;
. ω ∶= the set of finite ordinals = the set of natural numbers,
so 0 = ∅ ∈ ω and n = {0, . . . , n − 1} for all n ∈ ω;
. f↾A ∶= the restriction of function f to A;
. αA ∶= the set of functions from α to A;
. <ωA ∶= ⋃n∈ω nA.
We say that s is a sequence iff s is a function such that domain(s) ∈ ω or domain(s) = ω. Therefore<ωA is the set of finite sequences in A. By definition, the length of a sequence s, denoted by lh(s), is
the domain of s. We use the following notation when work with sequences:
. ⟨s0, . . . , sn−1⟩ ∶= the sequence s of length n ∈ ω such that s(i) = si for all i ∈ n;
. ⟨⟩ ∶= the sequence of length 0;
. ⟨x⟩α ∶= the sequence s of length α such that si = x for all i ∈ α;
. sˆ t ∶= the concatenation of a finite sequence s and a sequence t;
that is, sˆ t is the sequence r of length lh(s) + lh(t) ⩽ ω such that ri = si for all i ∈ lh(s) and
rlh(s)+i = ti for all i ∈ lh(t);
. s⌢x ∶= s ⟨ˆx⟩, where s is a finite sequence.
Here are some examples of usage of the above notation:
lh(⟨2,5,9,7⟩) = 4 = {0,1,2,3}; lh(⟨⟩) = 0 = ∅; lh(⟨3⟩ω) = ω;
3
⟨2,5,9,7⟩↾ 3 = ⟨2⟩ˆ ⟨5,9⟩ = ⟨2,5,9⟩ˆ ⟨⟩ = ⟨2,5⟩⌢9 = ⟨2,5,9⟩; ⟨2,5,9⟩↾ 0 = ⟨⟩;⟨3⟩4 = ⟨3,3,3,3⟩; ⟨3⟩0 = ⟨⟩; ⟨3,3⟩ˆ ⟨3⟩ω = ⟨3⟩ω;
14 = {⟨0⟩, ⟨1⟩, ⟨2⟩, ⟨3⟩}; 04 = {⟨⟩}; 40 = ∅;
31 = {⟨0,0,0⟩}; ω1 = {⟨0⟩ω}; <ω1 = {⟨⟩, ⟨0⟩, ⟨0,0⟩, . . .}.
Proof of Lemma4. We must build a simple closed curve in R3 whose range Γ satisfies C3 ⊆ Γ ⊆[0,1]3. Recall that a simple closed curve in a space X is a continuous injection from the unit circle
S1 ⊆ R2 to X. (In some books “simple closed curve” means “a space homeomorphic to S1”; this is
because every simple closed curve γ in a Hausdorff space is a homeomorphism between S1 and the
range of γ.)
First we build two indexed families ⟨ins⟩s∈<ω8 and ⟨outs⟩s∈<ω8 of points in R, an indexed family⟨Ks⟩s∈<ω8 of segments in R, and an indexed family ⟨Is(j)⟩⟨s,j⟩∈<ω8×7 of open intervals in R by recursion
on lh(s) ∈ ω ∶
(a1) in⟨⟩ ∶= 0 ∈ R, out⟨⟩ ∶= 1 ∈ R, K⟨⟩ ∶= [in⟨⟩,out⟨⟩] = [0,1] ⊆ R;
(a2) ins⌢i ∶= ins + 2i15(outs − ins) ∈Ks for all s ∈ <ω8 and i ∈ 8;
(a3) outs⌢i ∶= ins⌢i + 115(outs − ins) ∈Ks for all s ∈ <ω8 and i ∈ 8;
(a4) Ks⌢i ∶= [ins⌢i,outs⌢i] ⊆Ks for all s ∈ <ω8 and i ∈ 8;
(a5) Is(j) ∶= (outs⌢j, ins⌢(j+1)) ⊆Ks for all s ∈ <ω8 and j ∈ 7.
So, for each s ∈ <ω8, we have 16 consecutive points ins = ins⌢0 < outs⌢0 < . . . < ins⌢7 < outs⌢7 = outs,
which cut the segment Ks = [ins,outs] into 15 consecutive intervals Ks⌢0, Is(0),Ks⌢1, . . . , Is(6),Ks⌢7
of length 115(outs − ins) with Ks⌢i closed intervals and Is(j) open intervals.
We shall use the following properties of these points and intervals:
(1) ins = insˆ⟨0⟩n and outs = outsˆ⟨7⟩n for all s ∈ <ω8 and n ∈ ω;
(2) Ks = ⊔j∈7 Is(j) ⊔ ⊔i∈8Ks⌢i for all s ∈ <ω8.
For each x ∈ ω8, the set ⋂n∈ωKx↾n is a singleton, and we define
(a6) kx ∶= the point in R such that {kx} = ⋂n∈ωKx↾n for all x ∈ ω8.
It follows from (a1) and (a4) that int,outt ∈Kt for all t ∈ <ω8, so using (1) we have ins = insˆ⟨0⟩n ∈Ksˆ⟨0⟩n
and outs = outsˆ⟨0⟩n ∈Ksˆ⟨0⟩n for all s ∈ <ω8 and n ∈ ω, therefore
(3) ins = ksˆ⟨0⟩ω and outs = ksˆ⟨7⟩ω for all s ∈ <ω8.
Also it follows from (2) that
(4) Ks = ⊔⟨t,j⟩∈<ω8×7 Isˆt(j) ⊔ ⊔x∈ω8{ksˆx} for all s ∈ <ω8.
Next we build two indexed families ⟨i˜ns⟩s∈<ω8 and ⟨ ˜outs⟩s∈<ω8 of points in R3, an indexed family⟨K˜s⟩s∈<ω8 of closed cubs in R3, and an indexed family ⟨I˜s(j)⟩⟨s,j⟩∈<ω8×7 of 1-dimensional open intervals
in R3 by recursion on lh(s) ∈ ω ∶
(b1) K˜⟨⟩ ∶= [0,1]3 ⊆ R3, i˜n⟨⟩ ∶= ⟨13 ,0,0⟩ ∈ K˜⟨⟩, ˜out⟨⟩ ∶= ⟨23 ,0,0⟩ ∈ K˜⟨⟩;
(b2) K˜s⌢0, . . . , K˜s⌢7 ⊆ K˜s are the 8 corner closed cubs among 27 pairwise congruent cubs that we get
when we cut the cube K˜s by three pairs of planes parallel to faces of K˜s;
that is, if K˜s =∏l∈3[al, al + δ], then{K˜s⌢i ∶ i ∈ 8} = {∏l∈3[al + 2δ3 hl, al + 2δ3 hl + δ3] ∶ h0, h1, h2 ∈ {0,1}};
(b3) i˜ns⌢i, ˜outs⌢i ∈ K˜s are two different vertices of the cube K˜s⌢i for all s ∈ <ω8 and i ∈ 8;
(b4) I˜s(j) ∶= ( ˜outs⌢j, i˜ns⌢(j+1)) ⊆ K˜s for all s ∈ <ω8 and j ∈ 7,
where (a, b) ∶= co({a, b}) ∖ {a, b} is an open interval in R3 for a, b ∈ R3.
At each step in this recursion we can enumerate the 8 cubs K˜s⌢0, . . . , K˜s⌢7 in such order and choose
8 pairs of their vertices i˜ns⌢i, ˜outs⌢i ∈ K˜s⌢i in such a way that:
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â i˜ns⌢0 = i˜ns and ˜outs⌢7 = ˜outs for all s ∈ <ω8;
â I˜s(j) ∩ K˜s⌢i = ∅ for all s ∈ <ω8, j ∈ 7, and i ∈ 8;
â I˜⟨⟩(j) ∩ ( ˜out⟨⟩, i˜n⟨⟩) = ∅ for all j ∈ 7;
â I˜s(j) ∩ I˜s(l) = ∅ for all s ∈ <ω8 and j ≠ l ∈ 7.
(Alternatively, we could take I˜s(j) to be polygonal chains or arcs without endpoints to simplify an
argument here; but this would complicate clause (c1) below.)
We shall use the following properties of these cubs, intervals, and vertices:
(5) i˜ns = i˜nsˆ⟨0⟩n and ˜outs = ˜outsˆ⟨7⟩n for all s ∈ <ω8 and n ∈ ω;
(6) K˜s⌢i ∩ K˜s⌢l = ∅ for all s ∈ <ω8 and i ≠ l ∈ 8;
(7) I˜sˆt(j) ⊆ K˜s for all s, t ∈ <ω8 and j ∈ 7;
(8) I˜s(j) ∩ K˜t = ∅ for all s, t ∈ <ω8 and j ∈ 7 such that lh(t) > lh(s);
(9) I˜s(j) ∩ I˜t(l) = ∅ for all ⟨s, j⟩ ≠ ⟨t, l⟩ ∈ <ω8 × 7;
(10) ( ˜out⟨⟩, i˜n⟨⟩) ∩ K˜s = ∅ for all s ∈ <ω8 such that s ≠ ⟨⟩;
(11) ( ˜out⟨⟩, i˜n⟨⟩) ∩ I˜s(j) = ∅ for all s ∈ <ω8 and j ∈ 7.
For each x ∈ ω8, the set ⋂n∈ω K˜x↾n is a singleton, and we define
(b5) k˜x ∶= the point in R3 such that {k˜x} = ⋂n∈ω K˜x↾n for all x ∈ ω8.
Since i˜nt, ˜outt ∈ K˜t for all t ∈ <ω8 and since by (5) we have i˜ns = i˜nsˆ⟨0⟩n ∈ K˜sˆ⟨0⟩n and ˜outs = ˜outsˆ⟨0⟩n ∈
K˜sˆ⟨0⟩n for all s ∈ <ω8 and n ∈ ω, it follows that
(12) i˜ns = k˜sˆ⟨0⟩ω and ˜outs = k˜sˆ⟨7⟩ω for all s ∈ <ω8.
Also we have
(13) C3 = {k˜x ∶ x ∈ ω8}, where C is the Cantor set.
Now we build a mapping γ from [0,2pi) ⊆ R to R3. Property (4) with s = ⟨⟩ says that
(14) [0,1] = ⊔⟨t,j⟩∈<ω8×7 It(j) ⊔ ⊔x∈ω8{kx},
so we may specify the values of γ independently on points of the interval (1,2pi) and on points of
different members of disjoint union in (14). For a ≠ b ∈ R and c ≠ d ∈ R3, let LINa,bc,d denote the linear
mapping l∶ [a, b] → [c, d] ⊆ R3 such that l(a) = c and l(b) = d. Recall that Is(j) = (outs⌢j, ins⌢(j+1))
and I˜s(j) = ( ˜outs⌢j, i˜ns⌢(j+1)). Let γ be a function such that:
(c1) γ↾Is(j) = LINouts⌢j ,ins⌢(j+1)˜outs⌢j ,i˜ns⌢(j+1)↾Is(j) for all s ∈ <ω8 and j ∈ 7;
(c2) γ↾(1,2pi) = LIN1,2pi
˜out⟨⟩,i˜n⟨⟩↾(1,2pi);
(c3) γ(kx) = k˜x for all x ∈ ω8.
The mapping γ∶ [0,2pi)→ R3 has the following properties:
(15) γ(Is(j)) = I˜s(j) and γ↾Is(j) is injection for all s ∈ <ω8 and j ∈ 7;
(16) γ((1,2pi)) = ( ˜out⟨⟩, i˜n⟨⟩) and γ↾(1,2pi) is injection;
(17) γ(Ks) ⊆ K˜s for all s ∈ <ω8
(this follows from (4), (15), (7), (c3) and from the fact that k˜sˆx ∈ K˜s for all x ∈ ω8);
(18) γ(ins) = i˜ns and γ(outs) = ˜outs for all s ∈ <ω8
(this follows from (3) and (12));
(19) domain(γ) = [0,2pi) = (1,2pi) ⊔ ⊔⟨s,j⟩∈<ω8×7 Is(j) ⊔ ⊔x∈ω8{kx}
(this follows from (14));
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(20) range(γ) = ( ˜out⟨⟩, i˜n⟨⟩) ⊔ ⊔⟨s,j⟩∈<ω8×7 I˜s(j) ⊔ ⊔x∈ω8{k˜x}
(equality range(γ) = ( ˜out⟨⟩, i˜n⟨⟩) ∪⋃⟨s,j⟩∈<ω8×7 I˜s(j) ∪⋃x∈ω8{k˜x} follows from (19), (16), (15), and
(c3); {k˜x} ∩ {k˜y} = ∅ for x ≠ y ∈ ω8 follows from (6); I˜s(j) ∩ I˜t(l) = ∅ for ⟨s, j⟩ ≠ ⟨t, l⟩ ∈ <ω8 × 7 is
asserted in (9); I˜s(j) ∩ {k˜x} = ∅ follows from (8); ( ˜out⟨⟩, i˜n⟨⟩) ∩ {k˜x} = ∅ follows from (10); and( ˜out⟨⟩, i˜n⟨⟩) ∩ I˜s(j) = ∅ is asserted in (11)).
Let S be the half-interval [0,2pi) ⊆ R endowed with the metric ρS, which is defined as follows:
ρS(x, y) ∶= min{∣x − y∣,2pi − ∣x − y∣}. The metric space S is homeomorphic to the unit circle S1 ∶={⟨x1, x2⟩ ∈ R2 ∶ x21 + x22 = 1} by the homeomorphism h ∶ S → S1 that takes a point x of S to the point
h(x) of S1 such that the polar angle of h(x) equals x radians. We shall show that
â γ∶S→ R3 is a continuous injection and
â C3 ⊆ Γ ⊆ [0,1]3,
where Γ ∶= range(γ), so that the composition γ ○h−1 ∶ S1 → R3 is a simple closed curve that we search.
The inclusion C3 ⊆ Γ follows from (13), which says that C3 = {k˜x ∶ x ∈ ω8}, and from (20), which
implies {k˜x ∶ x ∈ ω8} ⊆ Γ. The inclusion Γ ⊆ [0,1]3 follows from (20) and (b1)–(b5). Also (19), (16),
(15), (c3), and (20) imply that γ is an injection.
It remains to show that γ is continuous at every point p of S. By (19) we have three cases:
(i) p ∈ (1,2pi).
Then γ is continuous at p because (1,2pi) is open in S.
(ii) p ∈ Is(j) for some s ∈ <ω8 and j ∈ 7.
Then γ is continuous at p because Is(j) is open in S.
(iii) p = kx for some x ∈ ω8.
Let ε > 0.We shall find δ > 0 such that diam(γ(Oδ(kx))) < ε, where diam(A) is the diameter of a
set A and Oδ(q) is the δ-neighbourhood of a point q in S. Let m ∈ ω be such that diam(K˜x↾m) <
ε/2. Recall that kx ∈Kx↾m = [inx↾m,outx↾m] and γ(kx) = k˜x ∈ K˜x↾m.
(iii.1) kx ∈ (inx↾m,outx↾m).
Then there is δ > 0 such that Oδ(kx) ⊆ Kx↾m, so γ(Oδ(kx)) ⊆ γ(Kx↾m) ⊆ K˜x↾m by (17),
whence diam(γ(Oδ(kx))) < ε/2 < ε by the choice of m.
(iii.2) kx = inx↾m .
(iii.2.1) x↾m = ⟨0⟩m.
By (1), in⟨0⟩m = in⟨⟩, so we have kx = inx↾m = in⟨⟩ = 0. Recall that γ↾(1,2pi) =
LIN1,2pi
˜out⟨⟩,i˜n⟨⟩↾(1,2pi) by (c2). There is δ1 > 0 such that diam(γ((2pi − δ1,2pi))) < ε/2.
Then also diam(γ((2pi − δ1,2pi) ∪ {0})) < ε/2 because γ(0) = γ(in⟨⟩) = i˜n⟨⟩ by (18) and
i˜n⟨⟩ is a limit point of γ((2pi − δ1,2pi)). Since Kx↾m = [inx↾m,outx↾m], there is δ2 > 0
such that [0, δ2) = [inx↾m, inx↾m +δ2) ⊆Kx↾m. Then γ([0, δ2)) ⊆ γ(Kx↾m) ⊆ K˜x↾m, hence
diam(γ([0, δ2))) ⩽ diam(K˜x↾m) < ε/2. So if δ = min{δ1, δ2}, then using the fact that
diam(A ∪B) ⩽ diam(A) + diam(B) whenever A ∩B ≠ ∅, we have
diam(γ(Oδ(kx))) = diam(γ(Oδ(0))) ⩽ diam(γ((2pi − δ1,2pi) ∪ [0, δ2))) ⩽
diam(γ((2pi − δ1,2pi) ∪ {0})) + diam(γ([0, δ2))) < ε/2 + ε/2 = ε.
(iii.2.2) x↾m ≠ ⟨0⟩m.
Then m > 0 because x↾0 = ⟨⟩ = ⟨0⟩0. Let i ∶= max{j ∈ ω ∶ j < m and xj > 0}, so that
xi > 0 and
x↾m = ⟨x0, . . . , xi−1⟩⌢xiˆ ⟨0⟩m−i−1 = (x↾i)⌢xiˆ ⟨0⟩m−i−1.
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Then using (iii.2) and (1) we have kx = inx↾m = in(x↾i)⌢xi . Recall that Ix↾i(xi−1) =(out(x↾i)⌢(xi−1), in(x↾i)⌢xi) by (a5), that
γ↾Ix↾i(xi−1) = LINout(x↾i)⌢(xi−1),in(x↾i)⌢xi˜out(x↾i)⌢(xi−1),i˜n(x↾i)⌢xi↾Ix↾i(xi−1)
by (c1), and that γ(in(x↾i)⌢xi) = i˜n(x↾i)⌢xi by (18). So there is δ1 > 0 such that
diam(γ((in(x↾i)⌢xi − δ1, in(x↾i)⌢xi])) < ε/2. That is, diam(γ((kx − δ1, kx])) < ε/2. Also we
have [kx,outx↾m] = [inx↾m,outx↾m] =Kx↾m, hence there is δ2 > 0 such that [kx, kx+δ2) ⊆
Kx↾m, and then diam(γ([kx, kx + δ2))) < ε/2 by the choice of m. So if δ = min{δ1, δ2},
then
diam(γ(Oδ(kx))) ⩽ diam(γ((kx − δ1, kx])) + diam(γ([kx, kx + δ2))) < ε.
(iii.3) kx = outx↾m .
This case is similar to (iii.2).
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