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１はじめに
進化的計算は，生物の進化過程や生物の群の挙動を模倣した最適化手法の総称であり，一般に複数の解
候補を利用し探索する特徴を持つ．その代表例として，遺伝的アルゴリズム(GeneticAlgorithm;ＧＡ)[1][2］
[4][5][6]，ParticleSwarmOptimization(PSO)[7][8]，進化的プログラミング(EvolutionaryProgramming；
EP)[9][10][11]などのアルゴリズムが知られており，関数最適化問題などの現実的な最適化問題に対して
適用されてきた．しかしながら，これら手法間の枠組みを越えて，基本的な探索性能の比較を行った研究は
ほとんど存在しない．これらの枠組みを越えた探索性能を検討することで，現実問題に対して，アルゴリ
ズムを改良する手がかりや探索特性等に関する見知等が得られ易いものと考えられる．そこで本論文では，
関数最適化問題を対象として，代表的な交叉法（UNDＸ[5LBLX-α[4]等）を有する５つのＯＡと，代表
的なＥＰとして知られているＣＥＰ[，]，ＦＥＰ[9]，ＥＥＰ[10]の３つのＥＰおよびＰＳＯ[7]の基本的な探索性
能を比較検討し，アルゴリズム改良の手がかりや特性に関する見知等の獲得を試みる．
２関数最適化問題
最適化問題は一般的に次のように表される．
ｍiｎ八x）（2.1）
Ｘ 
ｓｕｂｊｅｃｔｔｏｊｒＥＦ （2.2） 
ＦＥＸ （2.3） 
／(X)は目的関数(objectivefilnction)と呼ばれ，解兀の良さを表す尺度で実数値をとるものとし，集合Ｆは
可能領域(feasibleregion)を表す．ｘは通常ベクトル量で，問題の性質から定まる基本空間Ｘの要素となる
が，実際にはその部分集合であるＦの要素しかとることを許さない．この関係を規定した(2.2)式を制約条
件(constraint)と呼ぶ．
３進化的計算
進化的計算とは，実行可能解ｘＥＦを複数個有する個体集団（population）を進化させて，適応度の改善
された新しい個体集団を生成する操作を繰り返すことで，集団中の個体の適応度を良質なものしていく手
法である．以下では，本論文で検討する代表的な進化的計算手法のＯＡ，ＥＰ，ＰＳＯの詳細に関してそれぞ
れ述べる．
3.1遺伝的アルゴリズム(GeneticAlgorithm：ＯＡ）
遺伝的アルゴリズム(GA)の研究は，１９６０年代から米国のJ､Hollandとその弟子らがミシガン大学で行っ
た研究にさかのぼる［12]、このアルゴリズムは，生物の遺伝的機構を比較的忠実にモデル化したもので集
団的最適化手法の一種である．一般にＧＡは，選択，交叉，突然変異のオペレータから構成される．選択
(serection)オペレータは，解(個体)集団における適応度順に良いものから次世代に生存する個体集団を決定
する．よって，選択は集団の中から適切となりうる個体を取捨選択するだけで，新しい個体を生成するもの
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ではない．交叉(crossover)オペレータは，両親の染色体を部分的に組み替えることにより新しい子の個体
を生成するもので，ＧＡによる探索の主要オペレータである．探索空間を探索することで，得られた個体群
から個体のペアを選び交叉させることによって生成された子孫が，親の有効な特質を受け継ぎ，探索空間の
新しい領域に移動することができるというメカニズムを用いている．本論文では，遺伝子を実数で表した
実数値ＧＡを対象とする．次にその実数値ＧＡの処理の流れを以下に示す．
Stepl（初期個体集団の生成)：ﾉﾕ個の〃次元実数ベクトル対(xli,jr2i),ノー1,2,…,ﾉuを生成する．
Step２（各個体の適応度評価)：八xi),ノー1,2,…,ﾉuを計算する．
Step３（交叉)：ＧＡにおける交叉法を用い子孫を生成する．
Step4(子孫の適応度評価):子孫(x''十'))における/(x1+')),j＝1,2,…似を計算する．
steps（各個体の並べ替え)：適応度の優れている物から順に並べ替える．
Step６（次世代の親の選択)：Step5で適応度が優れている物より似個選択し次世代の親とする．
Step７（停止・続行判定)：終了条件を満たせば処理停止，そうでなければStep3へ戻る．
実数値ＧＡにおける代表的な交叉法としては，線形交叉(LinearCrossover)，混合交叉(BLX-α)，擬似二
進交叉(SBX》単峰性正規分布交叉(UNDX)などがこれまでに提案されている．それらの交叉法の概要を
以下にそれぞれ記述する．なお，／世代における２個の親をx(1'')，ｘ(2'')ＥＲ"，ｘ＝{x,}と仮定する．
3.1.1線形交叉(LinearCrossover)[3］
線形交叉法において，４次元目を交叉箇所と仮定した場合の交叉の例について次に示す．
灘('Ⅲ（xIL'）xlL'）ｘｌＬＯｘｌＬ'）…ｘ9,')）
ｘ(2Ⅲ（xf,'）苑f,'）jrlf''）ｘｒ，'）…Jrl?，０）
洲+')：（jrILi）ｊｒｌＬ'）ｘｌＬ'）ｘＦ`）…ｘ県')）
兀川')：（jrf`）jrf`）工卿jr1，'）…xll1mO）
3.12混合交叉(BLX-α)[4］
混合交叉(BLX-α)は，1993年にEshelmanとSchafferらにより提案されたものである．この手法は，次
の交叉式により子孫を生成する．
ｊｒ１ｌ川)＝('一γ')jr)L')+γlx{２，'） （3.1） 
γ}＝(1＋2α)〃ｊ－α （32） 
〃j:[０，１]区間の一様乱数 （3.3） 
3.1.3擬似二進交叉(SBX)[2］擬似二進交叉(SimulatedBinaryCrossover:SBX)はBitstringGAにおける一点交叉の原理を模倣する交叉
法である．具体的には２個体の親から２つの個体を生成する際に，一つの設計変数に対してのみＳＢＸを適
応する．以下にＳＢＸの交叉式を示す．
x11川＝05(('十β9ｶﾞﾙ!LO＋(1-β，j)jrI2D）
ｒ12`+')＝05((1Ｗ)jrII`)+('十β,j)工１２Ｊ)）
ん薑||熱ﾙﾎﾟ1;こい
(Ｍ） 
(35） 
(3.6） 
"i:[0,1］区間の一様乱数 (3.7） 
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3.1.4改良型擬似二進交叉(vSBX)[13］
改良型擬似二進交叉(vSBX)は，従来の擬似二進交叉(SBX)を変形した方法である．以下にｖＳＢＸの交
叉式を示す．
毒Ⅷ-にIＩ上:lljl:*(|黒:|ﾘｵ::｜
β,j＝(1/2"i)り+’
蕊'川臺'1:'二｢2鱗万{'三鱒)）
Ｏ＜〃≦0.s
o的e7wjse．
(3.8） 
(39） 
Ｏ＜〃≦Ｏ５
ｏﾉﾉielwjse． 
(3.10） 
β2Ｆ(1/2(１－"j))ﾜ+ｌ （3.11） 
〃i:[0,1］区間の一様乱数 （3.12） 
3.1.5単峰`性正規分布交叉(UNDX)[1］
単峰性正規分布交叉(UNDX)は，小野らによって提案された交叉法で，多峰性や設計変数間に依存関係
のあるような目的関数の最適化において良好な探索性能を示した．以下にＵＮＤＸの交叉式を示す．
ｘｌ峠')＝〃+“（3.'3）
腕＝(x}L')+xl2,')/2）（3.14）
α=(jr{Lり-J【'２，')）（315）
ど～１V(0,ヶ2）（3.16）
ただし，１V(0,ぴ2)は平均０，分散ぴ2の正規分布を表す．
3.2進化的プログラミング(EP)[9][10][11］
進化的プログラミング(EP)[9][10][11]は，遺伝的アルゴリズム(GA)と同様に，生物の進化過程と自然
淘汰のアイデアを模倣した最適化手法であり，複雑かつ大規模な問題に対する解法として高性能な探索が
可能であると考えられている．ＯＡもＥＰも個体集団(population)を形成し，集団中で精度の良い近似解を
求めようとする手法であるが，ＧＡの主要オペレータが交叉(cmssover)であるのに対し，ＥＰでは突然変異
(mutation)である．そもそもＥＰは，ＬＪ・Fogelが人工知能に対するアプローチとして提案したもので，後
にＤＢ・Fogelによって最適化手法として発展してきた．このＥＰはGaussianMutation(Gauss分布に従う乱
数を使用した突然変異によって解を進化させる）を主体としており，これはＣＥＰと一般的に呼ばれている．
1999年に，ＹａｏらはCauchyMutation(Cauchy分布に従う乱数を使用した突然変異により解を進化させる）
を主体としたＥＰを提案し，ＦＥＰと呼んでいる[9]、2002年に，NarihisaらはExponentialMutation(復号指
数分布に従う乱数を使用した突然変異により解を進化させる）を利用したＥＰ[16][17][18]を提案し，更に
2005年には，従来のＥＰ手法で重視されている戦略パラメータを使用しないnsEEP[10]を提案している．
以下に一般的なＥＰの手順を示す．
Stepl（初期個体集団の生成)：似個の〃次元実数ベクトル対(Xi,⑪),ノー1,2,…,似を生成する．
Step２（各個体の適応度評価)：バェノ),ノー1,2,…,〃を計算する．
Step３(子孫の生成)：各個体(xjβi)から単一の子孫(xルヮ;)を次のように生成する．
ワ！(/)＝ワj(/)cxp[T'Ⅳ(0,1)＋Ｗ/(0,1)]，
ｊＷ)＝Ｗ)＋ひ１０Ｗ(0,1)，
ノー1,2,…,似，ノー1,2,…,〃
(3.17） 
(3.18） 
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ただし，ｊＷ),xlO),ひiO),ひl(/)はそれぞれ，ベクトルxj,x'jβi,ぴ'iのノ番目の成分を示すＪｖ(0,1)は
正規乱数(平均=0,標準偏差=1)を表し，／V/(0,1)は各ノ毎に新たに乱数を発生させるものである．
Step４（子孫の適応度評価)：子孫(x'んひ'i)における／(x'j),ノー1,2,…,/uを計算する．
steps(各個体のトーナメント評価)：2/｣個の親と子孫{(jcjJi),(x1,ヶ})),ノー1,2,…,似の中から任意の９個を
ランダムに選ぶ．これらの９個のxベクトルをs1,s2,…州とする．／(xj)ニルル)であれば個体(xj，ひ'）
は勝ち点１点を取得する．すべてのj(ノー1,2,…,2/Ｏについて，ルー1,2,…,９の比較を行う．
Step６（次世代の親の選択)：Step５での勝ち点の多い方から似個選択し次世代の親とする．
Step７（停止・続行判定)：終了条件を満たせば処理停止，そうでなければStep2へ戻る．
なお，上記した手順はCEPであるが，（3.16)式のＭ(0,1)をコーシー乱数を発生させるｑ(0,1)に変更する
ことによりＦＥＰとなる．また，複合指数乱数を発生させるＥ/(Ｍ)に変更することによりＥＥＰとなる．
3.3ParticleSwarmOptimization(PSO)[7][8］ 
ParticleSwannOptimization(PSO)は1995年にJ・KennedyとREberhartによって提案された進化的計算
手法の一つである．ＰＳＯの概要は以下のとおりである．
Stepl（初期個体集団の生成)：
・加個の個体を〃次元空間に配置し，各個体は適応度の計算をして各個体にそれぞれ自分のメモリに
必要な情報(Xi,Ｖｉ,ＰｉＰｉ,Ｐ､)を記憶させる．なお，Ｘｉ,Ｖｉ,Ｐｉ,Ｐｊ,Ｐｎは，自分の位置，速度，自
分自身がこれまでに発見した最良点，集団全体がこれまでに発見した最良点，Ｘｉのより近くにい
てより優れている個体をそれぞれ表す．
・個体全体をランダムにﾉV個のグループに分ける．
Step２（各個体の速度更新)：
.重み(lﾉ',～山3)の値を決定する．
・速度更新にはベクトルの考えを採用して以下の式により更新を行う．
聰'＝⑳×）''9+砂,×(p掴一輪)Ｍ]×(p"`-ＸＩＢ） (3.19） 
・速度更新の後，以下の式により(dの値を更新させる．
川一冊
（Ｕ＝Ｌｕ￣Ｇｅ"ｅｒａが｡〃
なお，ﾘﾘﾉbは開始時のLu，冊は終了時の⑩，Ｃｅ"ｅＭｊｏ〃は世代数を表している．
Step３（各個体の位置更新)：
嗽')＝期十噸'）
Step４（適応度の計算)：八ｋD,ノー1,2,…〃を計算する．
steps（メモリの更新)：各個体のメモリ情報を更新する．
Step６（停止・続行判定)：終了条件を満たせば処理停止，そうでなければStep2へ戻る．
(3.20） 
(3.21） 
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４数値実験と結果
代表的な進化的計算手法である遺伝的アルゴリズム(GA)，ParticleSwarmOptimization(PSO)，進化的プ
ログラム(EP)の基本的な探索性能を比較する研究はこれまで殆ど行われていないこのことから本論文で
は，関数最適化問題を対象とした数値実験を通して，上述した実数値ＧＡ，ＥＰ，ＰＳＯの探索性能について
比較検討する．数値実験で使用する関数最適化問題の例題は，文献[9]から与えられた，SphereModel関数
を含む代表的な問題から23例題(/i～ん)，文献[14]より与えられた，Rosenbrock関数を含む変数間依存
のある問題例から２例題(/24,ノ25)，文献[15]より与えられたFletcherandPowell関数の１例題Oi6)の計
２６例題を対象とする．その詳細を表１に示す．なお，表１では，対象とする関数の次元数を〃とし，xの
範囲をＳ，最適値を八i"としている．
表１:関数最適化問題の２６ 題０
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公平な比較実験を行うために，実数値ＧＡ,ＥＰ,ＰＳＯのいずれの手法も，個体数を100,評価回数を1.0×106
回(世代数を10000)とする．以下では，各手法において設定の必要な個別パラメータ値について記述する．
実数値ＧＡでは，交叉率を１．０，突然変異率を０とし，BLX-aで用いるα＝０．５，ｖＳＢＸで用いるワー0.1,
UNDXで用いる〃＝０．５とする．ＰＳＯでは，（ｕ＝０．９－０．８，砂１＝Ｕ'２＝Ｕｒ３＝１．０とする．nsEEPでは
入,＝0.sとし，ＦＥＰおよびＣＥＰではヶの下限をｅ＝１０－４とする．ただし，以上のパラメータ設定値は，各
手法において推奨されている値と同じ，もしくはほぼ同程度の値で設定している．
使用計算機として，FedoraCore5のＯＳと3.50GByteのメモリとIntel社製のPentium③43.40GHzのＣＰＵ
を有したHPxw4300WOrkstationを使用した．使用言語はＣ言語で，コンパイラはｇｃｃ４Ｌ１（最適化オプ
ション-03適用）を用いた．
上述した問題例に対して，ＧＡ，ＥＰ，ＰＳＯの各手法を適用した結果を表Ｚに示し，評価回数1.0×106回
を100回試行した際の全処理の時間(秒)と最良解が発見された世代数を表３に示す．なお，表Ｚは100回
試行の平均値を与えており，最適解が負の数をとる場合を除いては，探索中に1.0×10-15以下の解の評価
値を得た場合は最適解を発見したと見なしＯで示す．
表２:個体数100のときの評価回数1.0×106回においての解比較
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表３:個体数100のときの全処理時間（秒）と最良解算出の世代数
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表２の結果よりBLX-a，SBX，vSBX，nsEEPは，／i～（３の高次元の問題例の内，７つの単峰性関数
(/i～乃)中３例題に対して最適解を発見しており，６つの多峰』性関数仇～ん)の内２例題に対しても最適
解の探索に成功している.八4～/23の低次元の問題例および/24～た6の変数間に依存のある問題例につい
ては，nsEEPが他の手法に比べて最適解に近い解を算出できていることがわかる．
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進化的計算手法による関数最適化性能の比較 1０１ 
次いで，処理時間および最良解算出の世代数について考察する．表３の結果より各手法の中で最も速く
処理を終えているのは，線形交叉(LinearCrossover)にもとづくＯＡである．処理時間が他の手法に比べて
速い理由は，交叉のアルゴリズムがシンプルであることに起因するものと考えられる．世代数に着目する
と，比較的早い探索段階から最良解を算出している手法は，BLX-a等のＧＡ関連の手法である．本研究で
検討したＧＡ手法の枠組みには，突然変異オペレータを使用していないため，探索の早い段階で局所最適
解に陥ったことが推測される．一方，ＥＰ手法の多くは，最良解を発見する世代数がＯＡの場合に比べ遅れ
ていることが観測できる．このことより，ＥＰ手法は局所最適解に比較的陥りづらい探索が実現されている
と考えられる．この理由として，ＯＡでは，交叉オペレータが主要操作であるのに対して，ＥＰは突然変異
オペレータを主要とした探索法であることが考えられる．
文献[6]においては，ＵＮＤＸに関して個体数を増やすことにより変数間に依存関係のある問題例に関して
も探索の改善が見られることを指摘している．そこで以下では，前述した９手法に対して個体数を４００に増
加し，評価回数を個体数100のときと同じ1.0×106回(世代数：2500)にしたときの結果について検討する．
表４:個体数400のときの評価回数1.0×106回においての解比較
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表５:個体数400のときの全処理時間（秒）と最良解算出の世代数
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個体数を４００に増加させた場合の各手法の結果を表４に示し，全処理時間と最良解を発見した世代数を
表５に示す．なお，評価回数は前実験結果と同じ１０×106回としている．従って，計算の打ち切り世代数
は２５００世代となっている．他の詳細事項は前実験の場合と同一である．
表４の結果より，ＯＡは殆どの問題例に対して探索性能の向上が見られた．その中でも，ＵＮＤＸに関して
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は劇的に向上していることから，文献[6]の指摘通りＵＮＤＸの探索性能は個体数の設定値に依存するとこ
ろが大きいと考えられる．一方，ＰＳＯとＥＰに関しては，解探索性能が改善するものも一部の問題例に対し
て観測されるが，多くの問題例に対しては，ＵＮＤＸの性能向上に比べ，大きな変化は見られない．
以上の結果を踏まえ，ＧＡ手法，特にＵＮＤＸの探索性能は集団の個体数の設定値に依存する傾向が強い
が，nsEEP等のＥＰ手法の探索性能は，個体数の設定値に大きく依存しないようである．これは，ＥＰ手法
の良い点と考えられ，１つの解のみに対して適用する突然変異オペレータの有用`性とも捉えられる．一方，
本研究で取り扱ったＧＡ手法は，交叉オペレータが主要操作となっているため，探索空間における個体集団
の多様性が，個体数の設定値に大きく影響していると考えられる．個体集団の多様性をさらに維持するた
めの改良策として，ＧＡに突然変異オペレータを導入することなどが必要と考えられる．
上述の結果を通して，進化的計算手法を中心とする各解法の探索性能に関する特性やパラメータ値の依
存性等の見知を観測することができた．しかしながら，本論文で対象としたん6のような極めて困難な問題
例の場合には，検討した手法および設定したパラメータ値では，最適解への接近が極めて難しいことも明
らかとなった．よって，これらの困難な問題例に対する対応も今後検討する必要があると思われる．
Ｓむすび
代表的な進化的計算手法である遺伝的アルゴリズム(GA)，進化的プログラミング(EP)，ParticleSwarm
Optimization(PSO)の研究はこれまでに多く存在しているが，それらの枠組みを超えた基本的な探索性能の
比較研究はほとんど行われていないこれらの枠組みを越えた基本的な探索性能を検討することで，現実
問題に対してさらに効率的なアルゴリズムへ改良する手がかりや指標が得られるものと考えられる．
そこで，本論文では，関数最小化問題例を取り上げ，ＯＡ，ＥＥＰＳＯの基本的な探索性能について検討し
た．その結果，個々の進化的計算手法の主要オペレータにより解探索性能に差があることがわかった．個体
数を100に設定した時，容易な問題例(変数間依存を含まない問題例)については，BLX-a，SBX，vSBX，
nsEEPの各手法は，他の手法に比べて最良解を多く発見した．また，個体数を増加させることによって，ＧＡ
の探索性能の向上が見られたが，他のアルゴリズムでは，個体数を増やしても，大きな性能の向上は確認で
きなかった．このことから，ＯＡについては個体数を増やすことや突然変異を導入することにより探索性能
を向上できると考えられるが，他の手法については個体数を増やすことが必ずしも探索』性能の向上につな
がらないため，子孫の選択方法など他の要因も考慮する必要があると考えられる．加えて，本論文で対象と
したた6のような極めて困難な問題例の場合には，検討した手法では，最適解への接近が極めて難しいこと
も明らかとなった．これらの最適化の困難な問題例に対する対応も今後検討する必要があると思われる．
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RepresentativeapproachesinevolutionarycomputationincludeGeneticAlgorithm(GA),EvolutionaryPro‐ 
gramning(EP),ParticleSwannOptimization(PSO).Theseapproacheshavebeenappliedtoreal-worldproblems・
Unfbrtunatelymocomparlsononthesearchperfbrmanceamongthemhasbeenreportedfbraspecificoptimization 
problem・InthispaperwecomparetheperfblmanceofseveralGAs,EPS,andPSOfbrthefUnctionoptimization
problemthroughextensivecomputationalexperiments・TheresultsshowedthatEPwithexponentialmutationhas
goodperfbnnancewhenthepopulationsizeissmallerandthesolutionsobtainedbyGAapproachescanbeim-
provedifthepopulationsizeislargeⅢ 
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