This paper deals with the state and input right-hand side observability and the sensor location problem to ensure this property for structured linear systems in descriptor form. The proposed method is based on a graph-theoretic approach. It is applicable to a large class of descriptor systems including regular and nonregular systems even if they are underdetermined, overdetermined or square. After defining a bipartite graph which represents such systems, we deduce some graphic necessary and sufficient conditions to achieve the right-hand side observability of the state and the input. Next, we propose a sensor placement procedure to recover this property. More precisely, we provide the minimal number of the required sensors and either their pertinent location or a necessary and sufficient condition to check if a given sensor configuration is adequate or not to ensure state and input right-hand side observability. Our approach uses algorithms with polynomial complexity orders and assumes only the knowledge of the system's structure and so is suited for large scale systems.
Introduction
Descriptor systems result from a convenient and natural modelling process (Luenberger, 1977; Lewis, 1992) and their applications can be found in various fields (Müller, 2000) such as robotics, electrical circuit networks, biologic and economic systems. Many of the structural properties of descriptor systems are revisited in (Aplevich, 1991; Dai, 1989; Yip and Sincovec, 1981) . Among these properties, the observability analysis of the state and the unknown input of descriptor systems is a great interest mainly in the design of control laws, fault detection and isolation schemes, fault tolerant control strategies, supervision proposals and so on. In most cases, the studies concerning the observability of descriptor systems deal with algebraic and geometric tools, which assume the exact knowledge of the state space matrices characterizing the model of the system. In many modelling problems, these matrices have a number of fixed zero entries, determined by the physical structure, while the remaining entries are not exactly known. To study the properties of these systems in spite of the poor knowledge we have of them, the idea is that we only keep the zero/nonzero entries in the matrices of their state-space representation. Many interesting works on these models, called structured models, are related to the graph-theoretic approach and aim to analyse properties such as controllability, observability . . . (Dion et al., 2003) . It results from these works that the graph-theoretic approach provides quite simple and elegant analysis tool. Concerning descriptor systems, the studied structured form is
where x ∈ R n , u ∈ R m and y ∈ R p are respectively the state vector, the unknown input vector and the output vector. E λ ∈ R q×n , A λ ∈ R q×n , B λ ∈ R q×m , C λ ∈ R p×n and D λ ∈ R p×m represent matrices which elements are either fixed to zero or assumed to be nonzero parameters noted λ i . The vector of these parameters is Λ = (λ 1 , λ 2 , . . . , λ h ) T and it is assumed that Λ can take any value in R h . If all parameters λ i are numerically fixed, we obtain a so-called admissible realization of Σ Λ . We say that a property is true generically for Σ Λ if it is true for almost all its realizations or equivalently for almost all parameters λ i . Here, " for almost all its realizations " is to be understood as " for all parameter values (Λ ∈ R h ) except for those in some proper algebraic variety in the parameter space ". Among the studies analysing structured systems in descriptor form by means of a graph-theoretic approach, we can cite (Reinschke and Wiedemann, 1997; Wiedemann, 1999; Murota, 1987; van der Woude, 2002; Boukhobza et al., 2006) . In (Murota, 1987) , the authors use bipartite graphs to characterize structural controllability, observability of descriptor systems. However, they make some assumptions about the studied systems which must be generically regular i.e. matrices E λ and A λ have to be square (q = n) and generically det[sE λ − A λ ] 0. In (Reinschke and Wiedemann, 1997) , the authors use digraphs to characterize structural controllability of descriptor systems which must be generically regular and satisfy another constraint: no main diagonal element of [sE λ − A λ ] equals zero. In (Wiedemann, 1999) , structural properties of regular descriptor systems, including the observability, are studied by assuming also that there is no zero element in the main diagonal of [sE λ − A λ ]. More recently, (van der Woude, 2002) studies the generic number of invariant zeros of a structured regular descriptor system. Many descriptor systems do not satisfy all these assumptions like the underdetermined ones which are very helpful to represent systems with unknown inputs. This fact motivates the works presented in (Boukhobza et al., 2006) , where necessary and sufficient conditions for the total or partial state observability of possibly non-regular descriptor systems are given using a digraph. Unfortunately, to check these conditions, a recursive algorithm with an exponential complexity order must be used. In this context, the aim of this paper is, first, to extend the works of (Murota, 1987) to establish the right-hand side observability for as well regular and non-regular, which can be possibly non-square, descriptor systems with unknown inputs, but contrary to (Boukhobza et al., 2006) by the use of algorithms having polynomial complexity orders. In a second part of the paper, using also a graph-theoretic approach, we study the number and the location of the additional sensors which are necessary and useful to recover the right-hand side input and state observability conditions. We answer to the following question: when a descriptor system is not input and state right-hand side observable, where must we place a minimal number of additional sensors to recover this observability property ? At this aim, we give the necessary and sufficient number of additional sensors we must add. All the proposed results are based on algorithms with polynomial complexity order. This may be an important criterion when we deal with large scale systems. Moreover, since we consider structured systems, our approach can be used during a conception stage. The paper is organized as follows: after section 2, which is devoted to the problem formulation, a bipartite graph representation of structured systems is given in section 3. Our main results are presented in Section 4. A brief conclusion ends the paper.
Problem statement
First of all, let us precise the assumptions made on the system and the type of observability we study. Obviously, u(t) and Ex(0 − ) are assumed to be admissible and are such that system Σ Λ is solvable (Yip and Sincovec, 1981; Geerts, 1993) . Moreover, without loss of generality, we only assume that E λ does not have any row identically zero. Note that no assumption is done on the rank of [sE λ −A λ ] neither on its main diagonal. Therefore, contrary to the works which assume the regularity of the system, our approach is adapted to analyse the state and also the input observability (Hou and Patton, 1998) of systems with unknown inputs since we do not made any hypothesis on the regularity of Σ Λ . The kind of observability we study is related to the right-hand side observability (Hou and Müller, 1999a) . Hereafter, we recall the definition of the right-hand side observability. This definition extends the one given in (Hou and Müller, 1999a) for non-structured descriptor systems:
Definition 1 Structured system Σ Λ is generically state and input right-hand side observable, if, for almost all the realizations of structured system Σ Λ , y(t) = 0 for t ≥ 0 implies x(0 + ) = 0 and u(0 + ) = 0.
It is proved in (Hou and Müller, 1999b) , that it ensures the existence of a generalized observer which allows to reconstruct the state and the input. In fact, Σ Λ is state and input right-hand side observable iff for t > 0, state x(t) and input u(t) can be uniquely expressed using the measurements and their derivatives (Müller and Hou, 1993; Hou and Müller, 1999b) . To summarize, considering a structured system in descriptor form Σ Λ , we propose first to answer the question whether or not state x(t) and input u(t) are generically right-hand side observable. The second and more original part of this paper is dedicated to the location of additional sensors to recover the right-hand side observability conditions. More precisely, starting from a system which is not generically state and input right-hand side observable, we propose a systematic procedure for additional sensor placement in order to recover the generic state and input right-hand side observability.
Graphic representation of a structured descriptor system
We associate to structured system Σ Λ a bipartite graph noted
, where V + and V − are two disjoint vertex subsets and W is the edge set. The vertices are associated to the internal state, the input and the output components of Σ Λ and the edges represent links between these variables. More precisely,
is the (i, j)th element of matrix M λ and (v 1 , v 2 ) denotes a directed edge from vertex v 1 ∈ V to vertex v 2 ∈ V. Note that to differentiate the state, the output and the dynamic variables from their corresponding vertices, the latter are written in bold font. Hereafter, we illustrate the proposed digraph representation with an example.
Example 2 Consider the structured system defined by:
. To such a model, we associate the digraph in Figure 1 . Let us now give some useful definitions and notations.
• Two edges are disjoint if they have no common vertex. In Example 2, edges (u 2 , y 3 ) and (x 3 , y 2 ) are disjoint but not (u 2 , y 3 ) and (x 3 , y 3 ) neither (x 3 , y 3 ) and (x 3 , y 2 ). Let V 1 and V 2 denote two subsets of V. The cardinality of V 1 is noted card V 1 .
• θ V 1 , V 2 is the maximal number of disjoint edges from V 1 to V 2 .
• A matching in a bipartite graph B(
is an edge set M ⊆ W such that all the edges of M are disjoint. A matching is maximal if it has a maximal cardinality which is equal to θ V + , V − . We can associate to each maximal matching M, a non bipar-
, two vertices v i and v j are said to be strongly connected if it exists a path from v i to v j and a path from v j to v i . The relation "is strongly connected to" is an equivalence relation and we can define its equivalence classes. We call each equivalent class a strongly connected component. These strongly components are well-known in the graph theory (Murota, 1987) . They can be ordered using a partial order relation " " defined between two strongly connected components V i and V j as V i V j if there exists a path from an element of V j to an element of V i . We can decompose uniquely the obtained bipartite graph into partially ordered irreducible components denoted (Dulmage and Mendelsohn, 1958; Murota, 1987) described below to make the paper self-contained:
. . , r, let V i be the strongly connected component of the graph obtained from B M (Σ Λ ) after deleting the vertices of V 0 and V ∞ .
For i = 1, . . . , r, V
It is important to note that the obtained subsets V + i and V − i for i = 0, 1, 2, . . . , r, ∞ are the same whatever the choice of the maximal matching M (Dulmage and Mendelsohn, 1958; Murota, 1987) . B 0 is called the minimal inconsistent part and B ∞ is the maximal inconsistent part.
In Example 2, since M covers all the vertices of V − and V + , we have that V 0 = V ∞ = ∅. Furthermore, we construct B M (Σ Λ ) by adding the following edges to B(Σ Λ ): {(y 1 , x 1 ), (z 1 , x 2 ), (z 4 , x 4 ), (z 2 , x 5 ), (z 3 , u 1 ), (y 2 , x 3 ), (y 3 , u 2 )}. we have the following decomposition:
• We say that component B i contains an E-edge if there exists an E-edge connecting an element of V + i to another one of V − i .
• We defineB(Σ Λ ) = (V + , V − ,W) a bipartite graph as the subgraph of B(Σ Λ ) = (V + , V − , W) from which we remove the E-edges set i.e.
Main results 4.1 Recalls on the state right-hand side observability of regular descriptor systems without unknown input
 the pencil matrix of system Σ Λ . Generic rank of matrix P(s), denoted g_rank(P(s)) depends on s. Hence, g_rank(P(s)) = r, ∀ s ∈ C means that for almost all parameter values λ ∈ R h , rank(P(s)) = r, ∀ s ∈ C. The generic right-hand side observability of structured system Σ Λ is equivalent to g_rank (Hou and Müller, 1999a) . To establish the state and input right-hand side observability for the most general descriptor systems, we first recall the graphical results established in (Murota, 1987) for regular descriptor systems without unknown input:
where E λ ∈ R n×n and A λ ∈ R n×n , with det(A λ − sE λ ) 0. Then, we extend the obtained results to handle the state and input right-hand side observability of any descriptor system. The following result is given in (Murota, 1987) : 
Input and state right-hand side observability of descriptor systems
Consider now the more general case of structured descriptor systems with unknown inputs Σ Λ defined by Equations (1). The generic right-hand side observability of structured system Σ Λ is equivalent to
Therefore, a necessary graphical condition to the generic right-hand side observability is that in bipartite graph B(Σ Λ ) associated to Σ Λ , we have V 0 = ∅ or equivalently, θ(X ∪ U, Z∪Y) = n+m. Indeed, this condition is necessary to have inB(Σ Λ ),V 0 = ∅ which is equivalent to g_rank (3) is satisfied for s = 0. When V 0 = ∅, then, since by assumption g_rank(E λ ) = q, there exists necessarily a complete matching in B(Σ Λ ) including all the E-edges. In this case, this complete matching includes necessarily n + m − q edges associated to the submatrix C λ D λ . After some row permutations, we can de-
 such that, in the associated bipartite graph, a complete matching covers exactly the edges associated to the square ma-
The obtained system is then square and regular, from (van der Woude, 2002) (Theorem 6), because there exists a complete matching in the bipartite graph associated toĀ λ − sĒ λ . Note that theĒ-edges set is exactly equal to the original E-edges set. All the hypotheses or usability conditions of Theorem 3 are satisfied and we can then establish: Proposition 4 Descriptor structured system with unknown inputs Σ Λ is generically input and state right-hand side observable or equivalently g_rank 
The additional sensor components can be represented by vertex set Υ and edge subsets H x -edges and H u -edges from respectively X to Υ and U to Υ. We subdivide vertex subset Υ into two subsets denoted Υ 1 and Υ 2 . Each subset Υ i , i = 1, 2 corresponds to the sensors possibly added at the i th stage of our procedure.
Complete matching condition recovering
First of all, note that the complete matching condition is also equivalent to have inB(
4) We say that there is a dilation in the digraph of the system when the latter condition is not satisfied for some vertex subset Ω ⊆ X∪U. The aim of additional sensors at this first stage is to eliminate all the dilations. Then, the fact that condition Cond.1 of Proposition 4 is not satisfied i.e. θ X∪U, Z∪Y Proposition 5 Consider structured linear system Σ Λ represented by bipartite graphB(Σ Λ ). To recover the complete matching condition, the minimal number of additional sensors, noted Υ 1 in bipartite graphB(Σ c Λ ), is equal to
These additional sensors must measure γ states and unknown inputs inV + 0 such that we obtain a maximal matching of size n + m inB(Σ c
Sufficiency: The Dulmage-Mendelsohn decomposition characterizes all the maximal matchings (Murota, 1987) It can be useful to specify more precisely the additional sensor location to recover the complete matching condition. At this aim, let us define byB N (Σ Λ ) the non-directed graph corresponding toB(Σ Λ ). We callV 0 -path every simple path ofB N (Σ Λ ) which covers only vertices ofV 0 . For eachV 0 -path P, we define a vertex subset ϑ(P) such that ϑ(P) = {v ∈V + 0 , such that P covers v}. Finally, we say that aV 0 -path P is maximal, if there does not exist aV 0 -path P such that ϑ(P) ⊂ ϑ(P ). It is quite easy to see that to recover the complete matching condition, it is necessary to have in
for each maximalV 0 -path P, θ ϑ(P), Υ 1 0
It is also possible to prove that, to recover the complete matching condition, it is necessary to have, inB(Σ c Λ ), for each maximalV 0 -path P:
Conditions (5) and (6) ensure that there is at least one sensor dedicated to take a measurement in each subset ϑ(P). In fact, these above conditions can be seen as complementary tools which allow to have effortlessly a better precision on the sensor location, since we obtain a kind of repartition of the required γ sensors.
Example 6 Consider the structured linear descriptor system represented by the bipartite graph depicted in Figure 2 , where E-edges set is We have the following decomposition in B(Σ Λ ):
∅, condition Cond.1 of Proposition 4 is not satisfied. The number of necessary sensors to recover this condition is card(V + 0 ) − card(V − 0 ) = 2 and they must take their measurements in {x 3 , x 6 , u 2 , x 5 }. However, if we add two sensors such that the first one measures x 3 and the second one x 6 , condition Cond.1 of Proposition 4 will not be satisfied. If we compute the maximalV 0 -paths, we have : P 1 = x 6 → z 2 → x 3 and P 2 = u 2 → z 4 → x 5 . Therefore, the set of additional sensors Υ 1 must satisfy:
In the case of Example 6, condition (6) is satisfied if the above constraints are also satisfied.
s-condition recovering
Assume that condition Cond.1 of Proposition 4 is verified by the system. If it is not the case, then we must add first some sensors as it is described in the previous subsection before dealing with the s-condition recovering stage. We denote bỹ Y = Y ∪ Υ 1 the output vertex subset at the beginning of this second and last stage of our procedure. On the one hand, if condition Cond.1 is satisfied thenV 0 = ∅ and so V 0 = ∅. Thus, adding a sensor on V i , i = 1, . . . , r, makes that this strongly connected component disappears and all its vertices will belong to V ∞ . On the other hand, if condition Cond.1 is satisfied, when two vertices belong to the same strongly connected component, then, after adding a new sensor anywhere in the bipartite graph, they remain in the same strongly connected component. Therefore, the only way to satisfy Cond.2 of Proposition 4 is to add some sensors in order to make that all the vertices of strongly connected components B i , i = 1, . . . , r, which contain Eedges, will belong to B ∞ in completed system B(Σ c Λ ). This reasoning is summarized in the following proposition: Proposition 7 Consider structured linear system Σ Λ represented by bipartite graph B(Σ Λ ). Assume that the complete matching condition is satisfied i.e.V 0 = ∅. To recover the s-condition, the additional sensors Υ 2 must measure at least one state in each subset V + i , i = 1, . . . , r, if B i contains an E-edge i.e. f or i=1, . . . , r, if B i contains an E-edge then we must have θ(V + i , Υ 2 ) 0 Note that it is possible that only one sensor, which takes its measurement in each strongly connected component containing an E-edge allows to satisfy the requirements of the s-condition. From a global point of view, the minimal number of additional sensors, required to recover both the complete matching condition and the s-condition, is then less or equal to γ+1, where γ = card(V + 0 = ∅, the sensors used in the first stage allow just to transform setV 0 into several sets V i , i 0 and i ∞. Then, these sensors cannot be useful to recover the s-condition which goal is to transform some V i sets (i 0 and i ∞) into a part of V ∞ . Therefore, we need a new sensor to recover s-condition. For Example 2, a sensor measuring any component in {u 1 , x 1 , x 2 , x 4 , x 5 } is necessary and sufficient to recover the s-condition. in this case, V
, Υ}, where Υ is the added sensor such that θ({u 1 , x 1 , x 2 , x 4 , x 5 }, Υ) 0. In the case of system described in Example 6, let us assume that to satisfy the complete matching condition, we have added in the first stage of our procedure two sensors measuring respectively x 6 and u 2 denoted respectively Υ 1 1 and Υ 2 1 . In this case, V 0 will be an empty set and V ∞ remains empty. The Dulmage-Mendelsohn decomposition gives the following components:
There are E-edges between V and V − 4 and so B 3 and B 4 contains E-edges. Therefore, the additional sensor Υ 2 , must satisfy θ({u 1 , x 3 , x 6 } , Υ 2 ) = 1 and θ({u 2 , x 5 } , Υ 2 ) = 1. For this example, we can take Υ 2 = α 1 x 3 + α 2 x 5 .
Complexity analysis
From a computational point of view, our proposed approach needs few information about the system and is quite easy to check by means of well-known combinatorial techniques or simply by hand for small systems. More precisely, let us denote by M the number of edges in the digraph and N = n + m + q + p the number of vertices of our graphs. The first step of our procedure requires a Dulmage-Mendelsohn decomposition which can be implemented using an algorithm with a complexity order O(M 2 ) = O(n 4 ) (Lovasz and Plummer, 1986; Chen and Kanj, 2003) , assuming without loss of generality that n ≥ p and n ≥ m. Next, our procedure requires the calculation of the strongly connected components which can be done using an algorithm which complexity order equals O(Nlog(N)) = O(nlog(n)) (Fleischer et al., 2000) . Checking the observability conditions necessitates only the knowledge of V 0 issued from the DulmageMendelsohn decomposition and at most n × q tests to know if each E-edge belongs to a strongly connected component. This can be done with a O(n 3 ) complexity order algorithm. The additional sensor location characterization, does not necessitate more complex computation and the proposed method can be implemented using a global algorithm with a polynomial complexity equal to O(n 4 ).
Conclusion
In this paper, we propose a graph-theoretic tool to analyze, at first, the state and input generic right-hand side observability of structured linear descriptor systems. The studied system can be underdetermined, overdetermined or square and possibly non-regular. Necessary and sufficient conditions for state and unknown input generic observability are expressed in graphic terms. These conditions extend the ones of (Murota, 1987) which deal with regular descriptor systems without input. Next, when these observability conditions are not satisfied, we study the minimal number of the required additional sensors and either their location or necessary and sufficient conditions to be satisfied by any acceptable location in order to recover the generic state and input observability. It is shown also that our approach uses classical programming techniques and is free from numerical difficulties since it uses well-known combinatorial techniques. Indeed, all the algorithms used in the paper have polynomial complexity orders. This makes our proposed method well-suited to large scale systems.
