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ABSTRACT
Decision aids are developed to ease cognitive load on operators interacting with
complex automation systems; however, critical human components are often ignored
during design. Finding an appropriate balance of automated assistance and operator trust
is paramount in achieving optimal output from the human-automation interaction.
Establishing a consistent metric of trust measurement will enhance the functional design
of automated decision aids, especially as the use of eye tracking opens the field to the use
of real-time measurements. This study will task participants to make measurements,
assisted by a decision aid system, within a bone defect model image. The study will test
for correlation between eye tracking data and participant trust survey answers. The
researchers hypothesize that results from this experiment will indicate an inverse
relationship between self-reported trust and gaze data, as the research participants will
fixate fewer times and for shorter durations on the provided decision aids they show more
self-reported trust in. Results from this study do not indicate significant correlations
between trust and eye tracking metrics; however, negative relationships are seen.
Percentage splits of fixation duration and fixation count on decision aids (when compared
to overall fixation data between both AOIs) rise as decision aid reliability decreases. In
summary, these results support eye tracking’s potential as a real-time measurement of
human trust in automation.
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CHAPTER 1
INTRODUCTION

The age of automation is here, and it is here to stay. Automation can be defined as
any technology that can gather and transform information, control processes, or even
make decisions; and it aims to boost reliability and efficiency wherever implemented
(Lee & See, 2004). With its position in major industries like health care, transportation,
and manufacturing, automation has become as vital of an organizational establishment as
the trained workforce. The pronounced rise of automation, however, has not completely
replaced the need for accompanied human support and can be connected to a new set of
problems in the workplace.
A wave of research has studied the ways to optimize that relationship, as many
assumed that the human-automation team outperforms the individual entities working
alone (Dzindolet et al., 2003). Automation shows great potential to extend human
performance and improve safety during operation, however, past incidents have proven it
to be not continually beneficial (Lee & See, 2004). As systems become more complex,
challenges have risen for coordination among the human operator and automated agents
(Cook & Woods, 1996). Many of those new challenges result from the system designer
having inappropriate expectations for the interaction between the system and human
operator, ultimately not considering the operator’s workload, reliance, and trust, among
other elements of the interaction.
1
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Decision aiding software is implemented to assist the human operator while
working with various automated systems. These automated aids provide system
performance benefits, especially while used in critical task functions, (Jian et al., 2000)
and various forms of decision making (Morrison et al., 1998; Parasuraman et al., 2008).
As tasks become more complex and operators become dependent on the assistance
provided, the reliability of the decision aids becomes even more important. It is assumed
that increasing the reliability of the automated aid will increase the overall performance
of the human-automation team, (Dzindolet et al., 2003); however, research has shown
that increasing reliability of just one of the two-sided relationship will not guarantee
greater performance (Sorkin & Woods, 1985). One avenue to achieving the best possible
performance between the human-automation tandem is to find the appropriate trust level
of the human operator in automated assistance (Lee & See, 2004; Lu & Sarter, 2019;
Parasuraman & Riley, 1997).
Trust has been defined many ways over years of research. Mayer et al. (1995)
state that trust is a “willingness of a party to be vulnerable to the actions of another party
based on the expectation that the other will perform a particular action important to the
trustor, irrespective of the ability to monitor or control that party” (p. 712). Trust plays an
integral part in the relationship between human operators and automated systems. Levels
of trust from the operators will vary, as the amount of trust placed in the automation will
fluctuate based on system performance (Lee & See, 2004). Finding the appropriate level
of operator trust in the paired automated system (whether using a decision aiding
software or not) and its associated level of reliability is key for optimal collaboration.
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1.1

Statement of the Problem

Currently, there is a limited array of construct metrics used to quantify human
trust in automated systems. Trust has proven to be a difficult value to measure; so,
several types of metrics have been employed to examine how levels of trust fluctuate
within the human-automation interaction, including subjective ratings, behavioral
outcome data, and psychophysiological measurements (Lu & Sarter, 2019). Most studies
have relied on subjective ratings, typically measured by various self-report surveys or
questionnaires (Chauncey et al., 2017; Jian et al., 2000). A prominent scale from Jian,
Bisantz & Drury (2000) examined the comparison between general trust and humanautomation trust, which was later validated by Spain, Bustamante & Bliss (2008). These
rating scales generally are administered before/after experimental trials are completed;
however, they could be supported by the ability to capture real-time data. Despite the
popularity and ease of use of subjective ratings, new methodologies for measuring trust in
a continuous, real-time manner are being explored to enhance human-automation
interaction.
Eye tracking is a psychophysiological measurement technique offering
researchers the unique ability to monitor the eye’s movements and patterns during
experimental tasks. Eye tracking’s primary application in human-machine interaction has
been in the measurement of operator cognition, situational awareness, and usability.
Recent studies, however, have attempted to use eye tracking to infer trust. Lu & Sarter
(2019) conducted a study to develop eye tracking-based methods for inferring changes in
human trust levels as a result of automation reliability and priming. While they found eye
tracking to have many benefits (easier implementation, less intrusion, etc.), their study
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still was impacted by limitations, including infrequent monitoring of separate reliability
levels and variable trust effects based on different kinds of errors (false alarms and
misses). Overall, their study confirmed a correlation between automation reliability and
operator’s level of trust. Despite their significant findings, there is still a research gap
focusing specifically on automated decision support and associated trust.
Despite the potential eye tracking holds as a gateway to continuous trust level
measurement, no confirmed connection between the two has been made (yet). There is
hope, however, that finding the most impactful behavioral indicators of trust and their
associated eye tracking metrics will refine the connection, as shown in Figure 1-1.

Figure 1-1: Proposed connection of eye tracking metrics with trust levels through the
measurement of behavioral indicators.
Eye tracking metrics have been employed to measure these behavioral indicators,
resulting in the identification of behavioral outcomes that offer more insight into trust
level fluctuation. Given the abstract nature of trust, future research should begin to focus
on trust-based behaviors that can be more directly measured (and confirmed using
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subjective ratings), leading to the establishment of indirect connections between eye
tracking and trust level measurement.
Given their variety of experimental usage, the indicators present a potentially
more consistent, wide-ranging method to measure trust (French et al., 2018). Behavioral
outcomes are affected by more than just inherent trust in the automation (such as
workload and previous experience), yet user behavior is capable of continuous
measurement and more accurate representation of trust level fluctuation. For this
particular study, the indicators of reliance, situational awareness, and use/disuse/misuse
will be measured (as shown in Table 1-1). The associated metrics will fit this particular
experimental design, as there will be no alerts (compliance) or secondary task (primary
vs. secondary) presented.
Table 1-1: List of observed behavioral indicators from previous studies, the eye tracking
metrics related, and the varied levels of trust.
Eye Tracking
Metric

Higher Trust Level

Lower Trust Level

Reliance

Fixation duration,
fixation count

Automation
engagement

Override/intervention
of automation

Situational
Awareness

Fixation duration,
fixation count

Functional usage of
automation when in
need of offered
expanded capabilities

Rejection of
automation when in
need of offered
expanded capabilities

Use/disuse/Misuse

Fixation duration,
time to firstfixation

Appropriate reliance
in automation

Under-reliance in
automation

Behavioral
Indicator
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1.2

The Purpose

The purpose of this research holds two objectives. The first objective is to verify
the measures of human trust in automation currently being used and accepted as valid and
to identify eye tracking metrics to test for correlation with these validated measures. The
use of eye tracking as a means to measure trust is a relatively new endeavor in a dynamic
field, so a comprehensive literature review will be updated to identify the specific
measures of trust in automation that are currently being studied.
The second objective is to test these eye tracking metrics in a simulated
environment. Because practical and security constraints limit the control and use of
events in field studies, simulated analyst environments provide a powerful tool for
developing and testing theories of context-conditioned human activity. We hypothesize
there is a statistically significant inverse relationship between resulting gaze data metrics
(i.e., fixation count, fixation duration, and mean saccade amplitude) and self-reported
trust.

CHAPTER 2
LITERATURE REVIEW

2.1

Trust

Despite the role trust plays in most cooperative relationships, there is still no one
universally used definition. Jian et al. (2000) assert that trust is a multidimensional
concept, meaning the various definitions all seem to capture different aspects of the
everyday usage of trust (Muir, 1987). Mayer e al. (1995) point to trust as the pairing of a
trustor (who gives trust) and a trustee (who receives trust) working to accomplish a
common goal. Others will mention achieving that same goal, but in a state characterized
by uncertainty and vulnerability (Lee & See, 2004; Lu & Sarter, 2019). It has been
simply challenging to put a description on an innately heuristic attitude like trust. Another
reason for the vast variety of definitions is the diversity of applicable trust relationships,
including both trust between human-human relationships and trust between humanautomation relationships (Dzindolet et al., 2003; Jian et al., 2000; Lee & Moray, 1992;
Muir, 1987; Parasuraman et al., 2008; Reeves & Nass, 1996). Trust between humans has
parallels to trust in automation; however, trust, once lost, can be harder to re-establish in
machines (Hoffman et al., 2013). Regardless of the multidimensional nature of trust, this
review’s research will focus on the trust that exists between humans and automated
systems.
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Trust plays a key role in the partnership between human operators and
automation, especially given the complexity of recent systems (Gutzwiller et al., 2019;
Lee & Moray, 1992; Lee & See, 2004; Spain, Bustamante, & Bliss, 2008). Automation
has the capability to increase performance and safety of task outcomes; however, the
human operator is dependent upon optimal automated function, causing role uncertainty
(French et al., 2018). The trust an operator holds in automation must be balanced for
optimum performance, as too much or too little trust can result in system errors or
outright system failure (Muir, 1987). A study from Bass, Baumgart, & Shepley (2013)
found that while issues will arise during a trust mismatch between the operator and the
automation, a good confidence match between the system performance and the
automation can greatly improve performance. This was later confirmed by a study done
by Beller, Heesen, & Vollrath (2013), which showed that the best performance from the
operator-automation pairing came when the operator had been alerted that the system had
detected a lower-than-normal probability of an accurate result, causing the operator to
maintain a greater sense of focus. Lee & See (2004) states operators tend to “rely on
automation they trust and reject automation they do not trust” (p. 51); so, by guiding
reliance, trust helps to overcome the cognitive complexity brought on by automation.
The degree of automation trust is a factor of balancing operator reliance and
compliance. Reliance can be defined as the response of an operator when not engaged by
the system (Dixon & Wickens, 2006); while compliance refers to the response of operator
when presently engaged. Operators who are reliant on an automated system can divert
cognitive resources to concurrent tasks, whereas operators who are compliant will revert
cognitive resources back to the original process when warned. Once the system starts to

9
fail (i.e., false alarms, missed alerts, etc.), however, both operator reliance and
compliance are negatively affected (Chauncey et al., 2017).
The effects of the faults are not instantaneous (Lee & Moray, 1992), yet people
who tend to trust automation more than human alternatives see their trust hastily degrade
even after initial minor errors (Dzindolet et al., 2003). Understandably, some degree of
failure is anticipated in these systems, but the larger question remains as to the location of
the psychological threshold that an operator possesses and considers when determining
whether the automation should be trusted or not.
Ultimately, the rise of automated decision aids has not guaranteed the optimal
human-automation output it once promised (Dzindolet et al., 2003). Research suggests
that the mismatch in trust is not entirely between operators and automation but also
between operators and the designers of the decision aids (Parasuraman & Riley, 1997).
To understand the relationship between trust in automation systems and the use of those
systems, effective measures of trust are needed (Jian et al., 2000). Along with the
challenge of finding a suitable definition, trust has been traditionally hard to measure. To
date, several types of trust measures have been used to examine trust in humanautomation interactions, including subjective ratings, behavioral indicators, and
psychophysiological measurements (Lu & Sarter, 2019).
Subjective ratings through self-report scales have long been the primary metrics
used to measure trust in automation. These self-report scales are typically formatted as
surveys or questionnaires, allowing for simple data retrieval. Scales tend to range from
indicators of Not at all to Completely [trust], typically with an odd number of scale points
to allow neutral levels (French et al., 2018). These self-report scales are usually provided

10
to participants during experimentation, whether before/after a set of trials or a specific
time interval. One prominent scale, devised by Jian, Bisantz & Drury (2000), consists of
a twelve-question questionnaire for trust between humans and automation, rated on a
Likert scale of 1 (Not at all) -7 (Extremely). As a part of a three-phased experimental
study of trust concepts, they found empirical evidence proving the terms “trust” and
“distrust” as opposites. This suggests the two do not need to be measured separately,
greatly simplifying scale design (Jian et al., 2000). Their multi-item scale, later validated
by Safar & Turner (2005) and Spain, Bustamante & Bliss (2008), offers researchers an
empirically driven measure for trust in automation.
Despite the popularity of the Jian et al. (2000) survey and other self-reporting
scales, practical limitations exist when researchers are interested in tracking trust levels
for real-time applications. In fact, a recent review of trust measurements in humanautomation interaction, conducted by Brzowski & Nathan-Roberts (2019), found that
74% of the articles they reviewed used only subjective rating scales to measure trust.
Despite the relative ease of use provided by self-reporting surveys, past research has
shown that participants may not be capable (or willing) to accurately relay their allotted
trust levels (French et al., 2018). Human trust in automation combines both explicit
attitudes (i.e., deliberate thoughts) and implicit attitudes (i.e., thoughts without conscious
awareness), so tasking the participants to describe their implicit attitudes towards
automation comes with major challenges (Merritt et al., 2012). Trust has also proven to
be dynamic (Lee & Moray, 1992), so asking participants to deliver their thoughts on their
individual trust in the automation in a non-real time measurement after the experimental
study may not provide precise results. Potential cognitive biases can also become an
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issue, as participants can become anchored onto a notion that degrades their quality of
decisions (Fendley & Narayanan, 2012; Tversky & Kahneman, 1974).
As we explore new forms of trust level measurement, some research has begun
using multiple measures of trust within one experiment (de Visser et al., 2016; Gold et
al., 2015) with the hope of providing missing insight. For future studies to deliver more
precise readings of participant’s dynamic trust levels during interactions with automation
and to further improve decision aid design, new methodologies for measuring trust in a
non-intrusive, real-time manner are being explored. There is hope that
psychophysiological-measurement technology is the key to more accurate trust level
representation.
2.2

Eye Tracking

Eye tracking technology has emerged as an innovative tool to continuously
measure eye localization and gaze estimation. These measurements have proved
applicable in many areas, such as human attention analysis, human cognitive state
analysis, and general human factors research (Hansen & Ji, 2010). Given the practical
limitations of self-reporting surveys to measure trust in automation, eye tracking
technology is heralded as a promising real-time indicator of trust performance factors,
such as situational awareness and cognitive workload. The concepts of eye localization
and gaze estimation involve measures like fixation duration and fixation count (a fovealdirected visual focus towards a stimulus lasting up to 200 milliseconds) and saccade
movement (eye-movement between points of fixation) aimed to provide a glimpse of the
cognitive process of the participant (de Greef et al., 2009).
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Currently, there is limited empirical evidence for the validity of using eye
tracking to infer operator trust in automated systems (Lu & Sarter, 2019). Most of the
existing eye tracking research has been focused on automated driving systems, with
focuses on gaze behavior. Most of these studies confirm the assumed trust-inferring
behavior with proven trust measurement scales. To identify possible solutions to fill the
need for more effective methods of trust level measurement, we look to past studies for
an indication of which specific metrics of eye tracking to investigate further (Note:
published studies are listed in chronological order.)
2.3
2.3.1

Previous Studies

Hergeth et al. (2016)
Hergeth et al. (2016) measured drivers’ automation trust with eye tracking

metrics, validated by self-reported surveys from participants. The authors present
assumptions that at least some level of trust is needed for the driver to willingly engage in
autonomous driving, which presents potential for disuse (i.e., wasting the advanced
capabilities of the automation while expending a greater cognitive load) (Hergeth et al.,
2016). After highlighting the limitations found in using exclusively subjective ratings to
measure trust in automation, they propose using participants’ gaze behavior during a
driving simulation to see if applied eye tracking metrics correlate with self-reported trust
survey data.
Hergeth et al. (2016) investigated participants non-driving related tasks (NDRT’s)
during the driving simulation (using eye tracking software) and compared results to
single-item trust ratings gathered before each NDRT. NDRT’s included tasks such as
looking at rear/sideview mirrors as well as any deviation away from forward facing front
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windshield. Take over requests (TOR’s) were prompted, tasking driver to regain full
driving control to avoid an upcoming road blockage. Their hypothesis was that a negative
relationship would exist between subjective trust ratings and participant monitor
frequency during driving simulation, thus identifying levels of trust based on gaze
behavior (Hergeth et al., 2016).
The results confirm this as eye tracking data showed participants were less likely
to view the forward-facing windshield if they had greater self-reported automation trust.
Participants gained initial trust by observing the automation perform actions at a high
reliability (i.e., lane changes and TOR’s), establishing a sense of comfort of the driver to
perform NDRT’s. Eye tracking metrics used to capture gaze behavior were monitoring
frequency (glances/second) and monitoring ratio (% of time of fixation on front
window/overall time of fixation away from front window) during NDRT’s.
A limitation identified in this study included a lack of decisional freedom (i.e.,
drivers were forced to accept TOR), as allowing more control for the user should lead to
an even stronger interaction between automation trust and participant reliance (Hoff &
Bashir, 2015). Further research is still needed to identify which specific eye tracking
metrics should be considered the standard for real-time trust measurements; however, this
study shows a correlation between human trust and monitoring frequency and monitoring
ratio.
2.3.2

Walker, Verwey, & Martens (2018)
Walker, Verwey, & Martens (2018) offered another driving simulation study to

find a relationship between gaze behavior and operator trust. The authors suggest that the
implementation of real-time trust measurement during autonomous vehicle operation
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could lead to interactive vehicle behavior and display information according to varying
levels of trust. Again, the researchers tasked participants to complete secondary tasks
during operation, under the assumption that participants who do not trust the autonomous
driving will be less engaged with the secondary tasks.
30 participants were split randomly into 2 groups: Perfect Vehicle group (high
reliability automation) and Poor Vehicle group (low reliability automation). In this
experiment, the secondary task was a simple addition task presented on a laptop,
ultimately forcing the participants to deviate entirely from looking at the road to perform
the task. Participants also were tasked to fill out a trust survey, a modified version of the
Empirically Derived scale devised by Jian et al. (2000), before (regarding general trust
towards self-driving cars) and after (regarding specifically trust in this simulation)
(Walker, Verwey, Martens, 2018).
Results found correlation between self-reported trust and gaze behavior.
Participants who reported higher trust in the post-experiment survey ultimately had fewer
fixations and less overall fixation duration on the read, with the inverse being true for
participants who did not show trust in the automation. This negative relationship between
trust and gaze behavior falls in line with results found in the previous driving study
mentioned.
2.3.3

Lu & Sarter (2019)
Lu & Sarter (2019) proposed a study to identify the most useful eye tracking

metrics to track variations in levels of trust as a function of system reliability and
priming. Using images taken from a military reconnaissance application, the search task
asked participants to identify targets, assisted by a decision aid provided by an unmanned
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aerial vehicle (UAV) video feed. Automation reliability and priming (the act of informing
participants about the overall reliability of the automation prior to experimentation)
represented the two factors. Response variables included self-reported trust ratings,
search task performance data, and eye tracking data. Every two minutes (during
experimentation), participants were asked to rate their level of trust in the automated aid
“on a scale from 0 (I do not trust these UAV’s at all) to 9 (I completely trust these
UAV’s)” (p. 562).
Self-reported results rated the high reliability UAV’s as significantly more
trustworthy than the low reliability ones, while priming had no significant impact on the
trustworthiness of the UAV’s. As for the eye tracking data, metrics were split between
temporal metrics (i.e., total fixation duration, average fixation duration), spatial metrics
(i.e., mean saccade amplitude, backtrack rate, rate of transitions, and scan path length per
second), and count metrics (total fixation count, transition count). Average fixation
duration and mean saccade amplitude proved to be not significantly affected by
automation reliability, while total fixation duration, backtrack rate, and transition count
were not significantly affected by priming. When examining the relationship between the
resulting eye tracking data and subjective ratings, Lu & Sarter (2019) found a significant
negative correlation with all pairings except for mean saccade amplitude and average
fixation duration with the subjective ratings.
The results from the experiment indicate system reliability and participant
monitoring behavior have a stronger impact on trust than priming. Participants in the
priming group mentioned to the researchers that they monitored all stimuli equally as
they were not sure when automation reliability levels changed. Lu & Sarter call for more
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research to be done to evaluate “the nature and strength of casual relationship between
system reliability, priming, trust, and eye movements” (p.567); however, their findings
regarding the interaction between human trust and automation reliability pave the way for
exponential strides to be made towards validating eye tracking’s trust measurements.
The results of this brief review have both yielded potentially groundbreaking
advancements in utilizing eye tracking as a measure of trust as well as raised additional
questions from stated limitations of previous studies. Most cited studies seen during the
review process pertain to driving and military applications. A few of the driving studies
effectively demonstrated that higher subjective trust ratings positively correlated with
gaze behavior, indicating an increase in operator trust in the automation system that
allowed them to deviate attention from the road (Hergeth et al., 2016; Körber et al.,
2018). In the military studies, researchers used UAV simulated imaging to task the
participant to identify targets. These findings prompt the use of gaze behavior as a
potentially reliable measure for trust in automation apart from subjective measures. Lu &
Sarter (2019; 2020) and Adelman (2020) revealed findings that support the use of eye
tracking to continuously measure trust levels. Overall, these studies provide substantial
findings regarding eye tracking technology and its ability to infer trust and recognize trust
level changes in real time; however, questions and limitations still exist to prevent greater
confirmation of the research.

CHAPTER 3
METHODS

3.1

Participants

Twenty-one members within the Louisiana Tech College of Engineering and
Sciences community (17 male and 4 female) participated in this experiment. Data from
three participants were excluded due to participants not following instructions during
task. Participants were recruited through Louisiana Tech Batch Email. All participants
were asked to confirm their status of “not colorblind” prior to the experiment and were
required to have either normal vision or normal-corrected vision (using prescription
contact lenses). No compensation or benefits were included as a part of recruitment. This
study was approved by the Louisiana Tech University Institutional Review Board (IRB
Reference Number: HUC 22-301) seem in Figure A-1.
3.2

Apparatus and Stimuli

The experiment utilized 40 bone defect model images slides, provided by the
Therapeutic Micro- and Nanotechnology Biomaterial Lab at Louisiana Tech University.
Each model image consisted of a hematoxylin & eosin (H&E) stained, fractured tibia
bone. Additionally, a decision aid image, created by a subject matter expert from the
Louisiana Tech Lab, was provided to assist the participant’s measurement efforts. This
aid was presented to the participants as a measurement algorithm’s “automated output”
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based on what it believed to be the correct bone defect length measurement, shown using
a bright yellow line to indicate measurement. A side-by side look of the model image and
decision aid image can be seen in Figure 3-1.

Figure 3-1: Bone defect model image used as stimulus for search task (left) and
decision aid providing measurement of bone defect length (right).
Each original stimulus (and associated decision aid) were presented concurrently
on measurement slides, shown as Figure 3-2, along with an associated decision aid
“confidence rating” and a yellow line to be used as a measurement identification tool.
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Figure 3-2: Example measurement slide with decision aid (top left) and original
image intended for measurement (bottom right).
The “confidence rating” expressed the percentage of reliable decision aid output
in each group of 10 slides, with unreliable decision aids defined as measurements
presented 25%-50% (of the image) off of the correct measurement (in pixels). These
specific percentages were determined during pre-study trials, as measurements under
25% were difficult to identify as erroneous while measurements over 50% were too
easily distinguishable (given the fact that many model images have significant empty
spaces on either side of the bone). Dzindolet et al. (2013) note, during preparation for
their study, that obvious errors made by a decision aid drastically impact trustworthiness
held by the operator, as humans typically hold automation to an “all-or-none principle”
and don’t understand why the offered aid would make an error of grand proportions in
the first place. Measurements 25-50% off was determined to be the ideal error range,
especially considering the already complex nature of the task at hand. Detailed
information regarding the set-up of high/low reliability can be found in Table 3-1.
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Table 3-1: Assortment of high reliability (reliable) and low reliability (unreliable)
decision aids for each group of measurement slides.
Group of 10 slides
(% confidence rating)

# of reliable decision aid
outputs

# of unreliable decision aid
outputs

1-10
(99% confidence)
11-20
(80% confidence)
21-30
(60% confidence)
31-40
(40% confidence)

10

0

8

2

6

4

4

6

Two questionnaires were administered throughout each experiment. A single
question, 5-point Likert scale, seen as Figure B-1, asked participants to rate each
corresponding decision aid’s inherent reliability post-measurement. A six question, 5point Likert scale questionnaire, Figure B-2, asked participant to rate various aspects of
the associated decision aids based on task interactions from the prior twenty
measurements within the set.
Participants were seated roughly two feet from a 27” monitor and completed the
visual interpretation task using a Tobii Pro Glasses 2 eye tracker. The eye tracker
captured real-time participant gaze data, at a 50 Hz sampling rate. Raw gaze data can be
manipulated through the software Tobii Pro Lab, leading to output of heat maps, time
data, and other data sets.
3.3

Experiment Design

The experiment employed a two level (high, low) within-subject evaluation of the
independent variable, automation reliability. Four groups of 10 stimuli were presented,
with each group carrying a different decision aid reliability (99%, 80%, 60%, 40%), as
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seen in Table 3-1. Given prior research’s findings that automation reliability influences
trust in automation (Parasuraman & Riley, 1997; Lee & See, 2004; Lu & Sarter, 2019),
participants were tasked to give a subjective trust rating (1-5) for each set of 20 stimuli
(two ratings in total per participant). All participants experienced the same order of
decision aid reliability groups (from 99% consecutively to 40%), as we attempted to set a
baseline high trustworthiness that would ultimately degrade once errors begin to show.
Given that the first set contained 18 out of 20 high reliability decision aids and the second
set contained only 10 out of 20 high reliability decision aids, the study was designed to
cause participants to lose trust in the automated assistance as they progressed through the
study.
The dependent variables included the eye tracking metrics of fixation count and
fixation duration on each respective decision aid as well as mean saccade amplitude.
These metrics were chosen based off usage in previous trust-related eye tracking studies
(Jenkins & Jiang, 2010; Körber et al., 2018; Walker, Verwey, & Martens, 2018; Lu &
Sarter, 2019; Tenhundfeld et al., 2019; Adelman, 2020). In this study, a fixation was
defined as the holding of central foveal vision for a minimum of 60 ms. Saccade
amplitude refers to the angular distance traveled of eye movement between two fixations.
Tobii Pro Lab Analyzer was used to capture these metrics based on set areas of interest
(AOIs). An AOI can be defined as a targeted area to identify more in-depth eye tracking
data. This experiment set two AOIs on each measurement slide, “DA” (each decision aid)
and “Original” (each blank stimulus used for measurements). An example of the defined
AOIs within the measurement slide can be found in Figure 3-3.
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Figure 3-3: Example of AOIs set on measurement slides using Tobii Pro Lab
Analyzer software, with the decision aid “DA” (top left) and the original image “O”
(bottom right).
3.4

Experiment Procedure

Participants began each session by reading and signing the informed consent
form, Figure C-1. After consenting, each experiment started with a training that walked
the participant through image interpretation protocol, highlighting cues and strategies to
identify the bone defect length used by experts in the field. Once the first video finished
(roughly nine minutes), each participant was asked to make a practice length
measurement. A measurement was made by dragging the yellow line onto the original
stimulus and adjusting to fit what the participant believed to be the length of the bone
defect. A reliable decision aid, showing a pre-drawn, accurate length measurement in the
top left corner of the slide, was also presented during this practice measurement. To
continue with the experiment, the participant needed to indicate comprehension of task
requirements, showing the ability to locate separate ends of defected bone and adjust
provided measurement tool to fit to correct defect length measurement (as confirmed by
lab attendants). After passing the practice measurement, participants then watched a
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second video detailing the experimental procedure (roughly three minutes). This was
followed by the fitting and calibration of the eye tracker.
Each study contained two sets of 20 measurement slides, broken into two groups
per set. Each group contained 10 slides with different decision aid confidence ratings.
The first set contained slides with decision aid confidence ratings of 99% and 80%,
followed by the second set with decision aid confidence ratings of 60% and 40%. Each
participant was shown a total of 40 images. The same 20 stimuli were used for both
groups; however, no stimuli repeated low reliability status. Each stimulus also was placed
in a randomized order within the constraints of the reliability sets. A detailed model
showing slide-to-slide procedure can be found in Figure 3-4.

Figure 3-4: Process model detailing experimental procedure.
Each measurement slide tasked the participant to make what they believe to be the
correct length of the bone defect measurement. They were encouraged to consult with
each respective decision aid for sake of comparison between the automated measurement
and their own.
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After each respective measurement slide, the participant was given a single
question, 5-point Likert scale, asking them to rate the reliability of each decision aid from
1 (Extremely unreliable) to 5 (Extremely reliable). Once the participant had finished each
group of 20 measurements, a six question, 5-point Likert scale was administered. This
questionnaire asked more detailed questions regarding the participants’ interactions with
the group’s decision aids. This questionnaire, derived from Jian, et al. (2000), also
included the trust rating, asking for a rating from 1 (Not at all) – 5 (All the time) of how
much the operator trusted the automated decision aid shown during each set of slides.
Once the participant had finished all 40 measurements and completed all provided
questionnaires, they were thanked for their participation and released.

CHAPTER 4
RESULTS
Tobii Pro Analyzer exported Microsoft Excel spreadsheets for each eye tracking
metric, of which data was pulled from and imported to Minitab 19 for analysis. All
statistical tests were performed at α = 0.05. All data sets were tested for normality, using
Ryan-Jonier tests (see Appendix E) prior to analysis. All metrics failed normality tests
(p < 0.01) except trust (p > 0.1), so non-parametric tests were used for all non-trust
comparisons of differences between sets. The assumed power, or the probability of
rejecting a false null hypothesis, for this study was 0.8. A power of 0.8 indicates a 4x
greater likelihood of a Type II error than Type I error, which typically is a more serious
mistake in scientific research (Cohen, 1992). Using this power value, the Fischer ZTransformation equation (Hulley et al., 2013) was used to find the minimum sample size
of 20 participants (Equation D.1.). Pearson’s correlation, Mann-Whitney U Test’s (see
Appendix F), and Wilcoxon Signed-Rank Tests (see Appendix G) were used for this
analysis.
Participants, on average, took longer (in minutes) to complete the 1st set (M =
11.12, SD = 2.45) than the 2nd set (M = 7.86, SD = 1.88). An initial comparison between
low reliability decision aid slides (M = 1.479, SD = 0.879) and high reliability decision
aid slides (M = 4.409, SD = 0.619), validated by individual Likert rating, was used to
confirm significant difference between the two factor levels (p < 0.01). A box plot
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detailing the difference can be found in Figure 4-1. All statistical tests were performed at
α = 0.05.

Figure 4-1: Boxplot comparing Likert ratings for high/low levels of decision aids.
Participant interaction with the given decision aids as well as overall gaze
behavior was studied in depth, ultimately to attempt to find relationships between gaze
data and trust. Table 4-1 displays resulting statistics for fixation duration, fixation counts,
mean saccade amplitude, and questionnaire data, all split between the two segments of
the experiment, as well as analysis of correlation between trust and the various metrics.
Individual data, per set of high reliability/low reliability decision aids, was grouped and
averaged out to initiate comparisons between the two levels. Percentage values represent
the share of time and counts on the decision aid AOI over total time spent on both AOIs.
As seen between the two sets, as trust and reliability scores decrease, both percentage
values increase.
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Table 4-1: Descriptive statistics and (last two columns) Pearson’s correlation between
metrics and Trust (1-5).
Parameters

1st Set (90% Reliability)
N

Number of Slides (slides)
Time to complete set per
participant (min)

M

SD

357

2nd Set (50% Reliability)
N

M

SD

r

p

0.175

0.308

-0.180

0.295

0.082

0.634

354
11.12

2.45

7.86

1.88

Fixation Duration of
Decision Aid (sec)

3.37

1.61

2.45

1.36

Fixation Duration on
Decision Aid (%)

17.6%

Fixation Count on
Decision Aid (fixations)

Trust (1-5)

7.05%

19.7%

6.73%

7.85

3.99

6.17

30.3%

10.1%

32.8%

9.30%

-0.152

0.376

Mean Saccade
Amplitude (degrees)

9.23

1.64

8.66

2.23

0.099

0.567

Reliability (1-5)

4.11

0.34

2.87

0.187

0.610

0.000

Trust (1-5)

3.44

0.90

2.06

0.91

Fixation Count on
Decision Aid (%)

3.39

Visual data retrieved from the Tobii software backed up the findings from the
Table 4-1. The software’s generated heatmaps and gaze plot data displayed heavier
interactions with decision aids of lower reliabilities. Figure 4-2 and Figure 4-3 highlight
how the participant reacted when interacting with a low reliability decision aid. For this
particular example, Tobii indicated a share of 67.1% of fixation duration and 76.5% of
fixation counts on the decision aid.
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Figure 4-2: Heat map from example low reliability decision aid.

Figure 4-3: Gaze plot from example low reliability decision aid.
In comparison, Figure 4-4 and Figure 4-5 highlight a participant’s interaction
with a high reliability decision aid. These figures show much less interaction with the
decision aid, evident by both the visual data as well as extracted fixation data. This
example shows a share of 11.4% of fixation duration and 20% of fixation counts on the
decision aid.
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Figure 4-4: Heat map from example high reliability decision aid.

Figure 4-5: Gaze plot from example high reliability decision aid.
To compare the resulting percentages from each set of slides for all participants, a
collection of Mann-Whitney U Tests were run. Results indicated a significant difference
for fixation duration % (p = 0.013), fixation count % (p = 0.02), mean saccade amplitude
(p=0.010), and average decision aid reliability (p = 0.00) between the two sets. Trust
(p = 0.000) also showed significant difference.
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Wilcoxon signed-rank tests were used to study the paired differences in metrics
between the first and second sets of data (not assuming normality). The tests determined
that there was a statistically significant median increase in fixation duration % (p =
0.003) and fixation count % (p = 0.018) between the two sets. The tests also determined a
significant mean decrease in mean saccade amplitude (p = 0.000), reliability (p = 0.000),
and trust (p = 0.000) going from the high reliability set of slides to the low reliability set.
These results match the outcomes from the Mann-Whitney U Tests done previously.
To further investigate the relationship of monitoring data and trust, a Pearson
correlation was used to test for correlation between the measures. Figures 4-6, 4-7, and
4-8 display matrix plots of the comparisons, both indicating negative (but nonsignificant) relationships between fixation duration % and trust (r= -0.180, p=0.295) and
fixation count % and trust (r= -0.152, p=0.376). (Note, 9 out of 36 points contain samples
of 19 slides (rather than 20), as gaze data for those respective decision aids was
inconclusive. These points are denoted as stars, while full samples are circles.)
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Figure 4-6: Correlation chart comparing “Fixation Duration % on Decision Aid” with
“Self-Reported Trust.”

Figure 4-7: Correlation chart comparing “Fixation Count % on Decision Aid” with
“Self-Reported Trust.”
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Figure 4-8: Correlation chart comparing “Mean Saccade Amplitude” with “SelfReported Trust.”

CHAPTER 5
DISCUSSION
This study sought to investigate how low reliability automation affects user
interaction and usage of provided decision aid support systems. Throughout the
experiment, participants completed length measurements of numerous bone defects
within model images. Participants were provided a comprehensive training (crafted from
knowledge and cues taken from subject matter experts) to ultimately feel comfortable and
prepared to make these measurements on their own. To aid their efforts, lab
representatives provided participants with an automated interpretation of the location and
its visual measurement of the bone defect to act as a decision aid. This automation was
developed to emulate the concept of machine-learned analysis of medical images, an
existing technology (Chan, et al., 2020) and one in which many of the participants
expressed familiarity. All participants were primed with the decision aid’s confidence
rating prior to and during measurements, used as a tool for the researchers to manipulate
the operator’s sense of automation reliability. Given the assumption that system
reliability influences human use and trust in automation (Parasuraman & Riley, 1997;
Lee & See, 2004), we attempted to determine if lower decision aid reliability would have
an inverse relationship with participant gaze data and overall usage of the provided
assistance.
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A pre-study experimental power analysis indicated the need for at least 20
subjects to reach an acceptable correlation (r=0.6). We recruited 21 participants, yet 3 of
the collected data sets returned insufficient results, finalizing the participant count at 18.
While it is fair to assume the difference between our actual count (18) and the poweridentified sample (20) would not significantly change any result, future studies will
attempt to satisfy the need for an increased sample size. Of the 18 participants who
returned sufficient data, 16 provided trust ratings that decreased between sets, continuing
the validation that the lower reliability decision aids shifted participant’s attitudes
towards willingness to use and trust the provided decision aids. The remaining two
participants had equal trust ratings for each set. Using the provided subjective ratings, we
sought to find relationships with eye tracking metrics that would indicate variable trust
behavior in the automation.
Overall, the correlations found were not significant, but they do not completely
dismiss our hypothesis of a negative relationship. Longer fixation times and more
numerous fixation counts were expected for the slides containing low reliability decision
aids. While participant’s overall time and interactions with the decision aids decreased
with the lower reliability set of slides, the percentage of fixation count and fixation
duration showed slight increases. The decrease in non-percentage metrics during the 2nd
set of measurement slides can be attributed to an evident decline in overall time spent
when compared to the 1st set seen in Table 4-1, therefore less time overall spent on low
reliability decision aids in total. We hypothesize that the experience and comfort with the
task gained from the participants during the 1st set of slides increased personal image
interpretation efficiency, promoting quicker identification of existing bone defects.
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Regardless, findings of increased percentage usages of the decision aids during the low
reliability set bodes well for further analysis with a potentially larger data sample. This
increase in image interpretation efficiency also could have attributed to the lower saccade
amplitude in the 2nd set. This metric has been used previously to measure gaze path
randomness (Lu & Sarter, 2019), thus indicating lower trust levels when search behavior
becomes less organized.
The metrics presented in this study did not show significant correlations with the
trust ratings submitted; however, the usage of eye tracking to highlight behavioral
patterns cannot be dismissed. Subjective rating scales, on their own, provide noncontinuous data that fails to show real-time variation in operator action. This study
attempted to highlight three main indicators (reliance, situational awareness,
use/disuse/misuse) with eye tracking metrics used from previous studies, all of which
provide meaningful information regarding safety and productivity existing with the
human-computer interactions (French, et al., 2018). These will be more readily observed
when participant’s measurements can be quantitatively compared to the correct lengths
provided by experts, as done in previous studies. Due to time constraints, our study could
implement an immediate usage of the measurement software, ImageJ. Nonetheless,
decision aid designers can learn from this sort of operator behavior, counter it, and
implement system changes that enhance output from the human-computer interaction.

CHAPTER 6
CONCLUSIONS AND FUTURE WORK

6.1

Conclusions

Overall, the inverse correlations suggest that eye tracking can be an effective tool
for real-time observation of operator trust level variation. Eye tracking provides a
minimally intrusive avenue to observe human behavior, allowing researchers to dive
deeper into exploratory studies and gain more in-depth information, especially when
compared to more surface level evaluations. Future studies are still needed to confirm eye
tracking as a viable tool to measure human trust in automation, so this mode of research
is still best suited when combined with other more proven measurement methods.
6.2

Future Work

It is important to note two aspects of intended future work stemming from this
study. First, the eye tracking metric “transition rate,” which can be defined as consecutive
fixations into separate AOIs, has been shown to provide a significant inverse relationship
to trust ratings (Lu & Sarter, 2019). The software used for this study does not offer this
metric in exported data sets, however, we are now aware of other potential methods to
find and measure rates of transition to continue to investigate human-automation
interactions at various reliability levels. Second, to confirm behavioral indicators as a
connection to trust, we are in need of more precise participant performance data. As
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mentioned earlier, the time needed to train for ImageJ usage would decrease the amount
of time available for actual experimentation, given the time allotted. The results we have
currently are entirely visual, yet we believe knowing the exact comparison between
perceived length and the actual length of the bone defect will allow us to gain more
relevant information regarding how user reliance, situational awareness, and
use/disuse/misuse can impact task performance when interacting with automated aids.

APPENDIX A
HUMAN USE COMMITTEE REVIEW

A.1

Exception Memorandum

Figure A-1: Human use committee review documentation.

APPENDIX B
QUESTIONNAIRES WITHIN STUDY

B.1

Reliability Questionnaire

Figure B-1: Human use committee review documentation.
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B.2

Trust Questionnaire

Figure B-2: Six-question, 5-point Likert scale Questionnaire measuring several
aspects of participants interactions with past decision aids, including trust.

APPENDIX C
HUMAN USE PACKET

C.1

Human Subjects Consent Packet

Figure C-1: Full study human use packet.

APPENDIX D
SAMPLE SIZE CALCULATION

D.1

Sample Size Equation

𝑍𝛼 + 𝑍𝛽 2
𝑁=[
] +3
𝐶
D.2

Eq. D-1

Sample Size Calculation

Figure D-1: Sample size calculation, using Hulley et al (2013) equation.

APPENDIX E
RYAN-JONIER NORMALITY TEST (MINITAB)

E.1

Fixation Count % on Decision Aid

Figure E-1: Resulting test for normality from fixation count % data.
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E.2

Fixation Duration % on Decision Aid

Figure E-2: Resulting test for normality from fixation duration % data.

E.3

Mean Saccade Amplitude

Figure E-3: Resulting test for normality from mean saccade amplitude data.
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E.4

Reliability

Figure E-4: Resulting test for normality from self-reported reliability data.

E.5

Trust

Figure E-5: Resulting test for normality from self-reported trust data.

APPENDIX F
MANN-WHITNEY TEST RESULTS (MINITAB)

F.1

Mann-Whitney Test Results (Minitab)

Table F-1: Results from Mann-Whitney U Test.
U

𝒑

Metric

Difference

Fixation Duration
% on DA

-1.845

120,284.5

0.013

Fixation Count %
on DA

-2.574

120,702.5

0.020

Mean Saccade
Amplitude

0.730

136,757.0

0.000

Reliability

1

155,425.5

0.000

Trust

1

445.5

0.000

APPENDIX G
WILCOXON SIGNED-RANK TEST RESULTS (MINITAB)

G.1

Wilcoxon Signed-Rank Test Results (Minitab)

Table G-1: Results from Wilcoxon signed-rank test.
Metric

Median Difference

W

𝒑

Fixation Duration
% on DA

-2.101

25,602

0.003

Fixation Count %
on DA

-2.120

25,756

0.020

Mean Saccade
Amplitude

0.675

39,980

0.000

Reliability

1.5

28,636

0.000

Trust

1.5

136

0.000
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