This paper presents an interactive multi-objective evolutionary optimization based approach to solve the inverse problem of estimating heterogeneous aquifer parameters (in this case -hydraulic conductivity) for a groundwater flow model. A hypothetical aquifer, for which the 'true' parameter values are known, is used as a test case to demonstrate the usefulness of this method. It is shown that using automated calibration techniques without using expert interaction leads to parameter values that are not consistent with site knowledge. In such cases, it is desirable to incorporate expert knowledge in the estimation process to generate more reasonable estimates. An interactive approach is proposed within a multi-objective framework that allows the user to evaluate trade-offs between the expert knowledge and other measures of numerical errors. For the hypothetical aquifer, this type of expert interaction is shown to produce more plausible estimates. A major issue with interactive approaches is 'human fatigue'. One way of dealing with human fatigue is to use machine learning to model user preferences. This work presents some initial results that show that machine learning models can be used to augment user interaction, allowing the IGA to find good solutions with much less user effort.
Introduction
Inverse problems are encountered whenever physical phenomena are mathematically modeled to predict the response of such a system. Typically the model has parameters corresponding to certain characteristics of the real system and these are calibrated based on existing observed data. Groundwater models have many spatially distributed and heterogeneous parameters such as hydraulic conductivity, recharge, evapotranspiration, storage, aquifer thickness, as well as boundary and initial conditions. Unfortunately it is usually impossible to have enough measurements of these parameters to characterize the spatial variability and heterogeneity reliably. Of these the hydraulic conductivities is arguably the parameter with the most uncertainty, the maximum variability and a significant effect on the prediction of groundwater models.
In this study we investigate the inverse problem related to the estimation of hydraulic conductivity given head measurements in an aquifer, although the methodology discussed in this paper can be easily extended to the estimation of other parameters and models. Many studies such as Yakowitz and Duckstein (1980) , Carrera and Neuman (1986) , Sun (1995) , and Zimmerman et al. (1998) have demonstrated that the inverse problem for hydraulic conductivity is ill posed, i.e. it has non-unique solutions, which are unstable for small variations in the observation data. This is primarily due to the smallscale heterogeneity and the large-scale variability of conductivity values that give this parameter a potentially infinite domain.
To address this problem, it is necessary to reduce the dimensionality of the problem (McLaughlin and Townley, 1996) . The simplest way of doing this is the block or regionalized approach (Carrera and Neuman, 1986) , where the site is divided into blocks of uniform conductivities. Spatial interpolation can be used to come up with continuous descriptions of the conductivity field (Yeh, 1986 , Hill et al., 1998 , Tsai et al., 2003 . The pilot point approach discussed by Doherty (2003) assigns conductivity values to a finite set of dummy points distributed throughout the model domain and then interpolates these values using geostatistical methods. Other geostatistical methods used to characterize parameter heterogeneity include de Marsily (1984) , Kitanidis (1997) , and Zimmerman et al. (1998) among many others.
The basic idea in all of these approaches is to try to describe the spatial variability structure of the parameter using a functional form with fewer parameters than the available measurements. However, the type of functional form to be used is often left to the 'expert judgment' of the modelers and site hydrogeologists. For example when using kriging for spatial interpolation, it is unclear what kind of kriging (simple, ordinary, or universal), variograms, or search methods to use for a particular problem. In their extensive review of geostatistical inverse approaches Zimmerman et al. (1998) conclude 1) "the greatest attention should be given to the semivariogram to be used in the inversion", and 2) "identifying the proper parameterization (topological/geometric structure of the T field) can be more important than estimating parameter values. It has been shown that the calibration of the model (head matching) can be very good even with a T field that is not very representative of reality." Even in non-geostatistical approaches like zonation or universal parameterization it is left to the expert judgment of the modeler to come up with appropriate zones or interpolation functions. Unfortunately there is no formal structure to address the contributions of the expert in inverse modeling, due to the fact that usually this judgment or intuition is 'fuzzy' and difficult to quantify as objectives.
The basic motivation of our ongoing research is to explore interactive approaches that combine mathematical optimization with expert knowledge in a systematic methodology. Previous research has shown that Genetic Algorithms (GAs) are flexible and powerful optimization tools for complex water resources problems that have single and multiple objectives (e.g., Reed et al., 2001 , Singh et al., 2003 , Hilton et al, 2000 , Ritzel et al., 1994 . GAs can also consider uncertainty in identifying optimal solutions (Smalley et al., 2000 , Gopalakrishnan et al., 2003 , Hilton et al., 2000 , Singh et al., 2003 . This makes GAs ideal to be used in the inverse problem, which can depend on complex simulations, and can have multiple data sources and objectives to be satisfied. Interactive evolutionary algorithms (Takagi, 2001 ) use the evolutionary optimization paradigm but also incorporate user preference in the optimization process. Interactive evolutionary algorithms have been applied to the fields of geology, hearing aid fitting, machine design, lighting design, music generation, face image generation, etc. Wijns et al. (2001) have applied interactive inverse modeling to a geodynamic model of fault structure. This paper presents the on-going development of an interactive multi-objective genetic algorithm system for solving the groundwater inverse problem, as well as some promising results that we obtained on a synthetic aquifer model.
Synthetic Groundwater Aquifer Case Study
The case study for this project is based on the aquifer discussed by Freyberg (1988) and shown in Figure 1 . This test case was chosen because previous studies (Freyberg, 1988) have shown that the inversion of conductivity based on head observations is an ill-posed problem with little or no correlation either between calibration error and root mean square error (RMSE) of hydraulic conductivity, or accuracy of post-calibration predictions. Since numerical calibration led to unsatisfactory results this test case may demonstrate the importance of expert interaction in improving calibration process. The aquifer is considered to be the ground truth for the parameterization, and all observations are taken from this aquifer. Moreover it is desirable that the conductivity scenario looks similar (captures the large scale trends) of the original aquifer. The hypothetical aquifer is a shallow, 2-D, phreatic aquifer 10 km in length and 5 km across underlain by an impervious stratum with no leakage. The computational grid is square with a grid spacing of 250 meters giving a 20*40 gridded computational domain. The aquifer is assumed to be isotropic and vertically homogenous with steady state hydraulic heads. There are no flow boundaries along the north, east, and west boundaries, and a constant head boundary along the south. In addition there is an outcrop in the middle, which introduces an internal no-flow region. Uniform and constant recharge is assumed. There is a river with a steady, non-uniform stage that runs north to south across the aquifer. The hydraulic conductivities as well as the bottom elevations are highest in the northwest, with a decreasing trend to the southeast. There are 6 wells pumping at constant rates, and 16 observation wells spread across the aquifer (giving a total of 22 observation points). Since only the broad ranges of the hydraulic conductivities and E-4 E-5 E-5 * * * * * bottom elevations were known, some random noise was added to make the conductivities and elevations more 'realistic'. The hydraulic heads in this hypothetical aquifer were then solved using MODFLOW (McDonald and Harbaugh, 1988) .
Once the hydraulic heads have been calculated for the 'true case', the values at the observation points can be used as calibration targets for the inverse method. For this project only the hydraulic heads were considered unknown, while all other parameters, boundary conditions, and observations were assumed to be perfectly known. The hydraulic heads and conductivity measurements at the observation points were taken as the calibration data for the inverse model.
To make the inverse problem tractable it is necessary to represent the continuous conductivity field as a function of finite parameters. In this study we use a geostatistical description of the conductivity field to come up with kriging-based linear estimates of log conductivity. KT3D (Deutsch and Journel, 1998) was used to krige the log-conductivity values based on the 22 locations. The kriged estimates are finally back-transformed (the original data was log-conductivity) to give the conductivity field to be used in the groundwater flow model (MODFLOW, McDonald and Harbaugh, 1988) . The following parameters for the kriging are decision variables within the GA -type of kriging (simple kriging, ordinary kriging, universal kriging with linear trend), kriging search parameters (maximum/minimum radii and direction of search ellipse), maximum/minimum data within search space to be used for kriging, types, scaling coefficients, ranges and direction of anisotropy for the nested variogram models. This leads to a total of 24 decision variables. Babbar et al., 2004 , have explored the applicability and utility of Interactive Multi-objectives GAs (IMOGA) for long term monitoring design. The IGA system is being built into an automated learning system called 'Data to Knowledge' (or D2K) (Welge et al. , 2003) . Details about the IMOGA can be obtained from Babbar et al., 2004. The objective function for the inverse problem (McLaughlin and Townley, 1996) consists of a measure of prediction error (estimation objective) and some measure of deviation of parameter values (regularization objective) from observed data. Madsen and Kristensen (2002) have demonstrated that using a multi-objective framework in calibration can lead to significant improvement of the estimate and better understanding of the site and the data.
Interactive Multi-Objective Genetic Algorithms
In this study we consider three separate objectives: head error, cross-validation error, and variogram error. The head error is the RMSE of head predictions with respect to head observations. Since kriging is an exact estimator, the estimation error for the conductivity field at the measurement location is zero. The cross-validation error is calculated for the kriged estimates of log conductivities by removing one point at a time and using all other points to predict the missing point. The total mean square error between the missing and the predicted points is the cross-validation error. Finally, the variogram error is the fitting error between the modeled and empirical variograms for all lag distances. Figure 2 shows a flow chart of the IMOGA solution process. Under an interactive approach, the GA performs the usual operations of selection, crossover, and mutation (Goldberg, 1989) , but the user evaluates the suitability ('fitness') of candidate solutions, enabling objectives that cannot be quantified to be included in the search process. The IMOGA uses the elitist non-dominant sorting genetic algorithm (NSGA-II) (Deb et al, 2000) , which has been shown to be a reliable and efficient algorithm for solving multiobjective problems. For this application, there are three numerical objectives and one human objective. For the human objective, multiple panels consisting of the image of the (back-transformed) kriged conductivity field and the hydraulic heads for the given conductivity are shown to the user. Each panel corresponds to a particular variogram model and kriging parameters. The user then ranks each solution from 1 to 5 (where 1 is the best solution and 5 is the worst). The solutions ranked by the user are then stored in the archive. If the population size is large, only a portion of the population will be ranked and a portion will remain unranked. To reflect user preferences, these individuals need to be ranked based on the existing ranked solutions. Since the user will typically rank only a few individuals (typically 10 to 20) in every generation, only simple rule-based classification algorithms can be used.
This study uses a decision tree (Quinlan, 1986) to model user preference. Decision trees recursively select the most predictive feature based on information gain theory and split the training sets into subsets. Splitting continues until the information in the inputs is exhausted and the terminal nodes are the classification of the final instances. In our case the final instances that need to be predicted correspond to the ranks (from 1 to 5), the predictive features consist of all the decision variables and the numerical objectives used in the GA, and the training is performed based on the already ranked individuals stored in the archive. To accommodate changes in user preferences as more solutions are viewed, the decision tree is trained only on the most recently ranked individuals.
Results
Some preliminary results were obtained from the IMOGA system for the Freyberg test case. These runs consisted of running the IMOGA without human interaction (in which case it is simply a multi-objective inverse solver) and with continuous human interaction of all individuals in all generations. Human ranking was based on how qualitatively similar a particular conductivity and head field appeared relative to the original fields. No direct comparisons were made, but the user ranking the images had modeling experience with the test case. To reduce the burden of human ranking, a small population size (40) and number of generations (20) were used, which still required almost 800 images to be ranked. Because of this significant burden, additional runs were completed with less human interaction (user ranking only half of the population) to investigate whether the machine learning model could be used as a surrogate for some user interaction. For both these cases only 4 sessions of user rankings were stored in the archive to reflect the most current 'state of mind' of the expert. This is important because expert preference is relative and changes as better solutions are found is later generations of the GA. For this paper only the runs with user ranking half the population are shown. More results will be shown at the conference. to note that there are tradeoffs among all three objectives. For example, there are solutions that have high head root mean square error but low cross-validation error (i.e. even though the kriged field is accurately modeled the head predictions are not very accurate). Also interesting is the fact that there are solutions with high variogram fitting errors that have low cross-validation and head prediction errors. Usually modelers use a regression tool to fit the parameters of the variogram to the data. This would correspond with the blue solutions that have the smallest variogram fitting error. Thus this standard practice actually constrains the accuracy of the kriged field and head prediction because allowing for some error in the variogram fitting could lead to better solutions for those two objectives. This is an important demonstration of the usefulness of the multi-objective approach in finding tradeoffs between different objectives and how they affect the accuracy of the model. For comparison with subsequent results with human interaction, two solutions, corresponding to the lowest head RMS error and the lowest kriging crossvalidation error, are visualized in Figure 4 . Comparing Figure 4 with the original heads in Figure 1 reveals some interesting features. First it is clear that the head predictions are relatively insensitive to the different K spatial patterns, confirming that this inverse problem is ill-posed. Secondly, the solution with lowest kriging CV error (Figure 4a ) has an unreasonably high conductivity in the western (left) portion of the site. This would be the conductivity field we would get if we simply kriged the data and optimized it based on the cross-validation results (as many geostatistical approaches tend to do). The second solution corresponding to the low head RMSE (Figure 4b ) does a better job at predicting the western portions of the site but has unreasonably high conductivity in the northwestern (top-left) portion of the site. This type of 'boundary effect' is very commonly seen in estimation and inverse problems where there are not enough data to characterize the estimated parameters near the boundary of the site. Often it is these boundaries that play an important role in determining containment of contaminants within the site. The next step was to introduce expert interaction into the optimization. The criterion for ranking the solutions was how qualitatively close they were to the original kriged and hydraulic head fields. Figure 5 shows the Pareto front for the case where the user ranked every individual in every generation, along with the previous simple MOGA trade-off curve. To make a better comparison, the same user ranked the final population of the MOGA off-line, using the same criteria that were used for the online interaction. This graph indicates that the final Pareto front from the IMOGA is significantly different from the final front from the MOGA. Thus user interaction has led to the discovery of different solutions than non-interactive optimization. It is also important to note that the MOGA did find some solutions that attained a human rank of 1 (the best ranking). Most of the new solutions discovered by the IMOGA are in the objective space marked by the ellipse on the graph. This 'zone of discovery' corresponds to previously sub-optimal solutions that were preferred by the user. On further inspection it is revealed that these solutions generally have a high variogram fitting error. Thus by choosing these solutions, the human expert allows solutions with different variogram structures to be explored that may not necessarily fit well with the empirical variogram. Thus the usual practice of fitting the variogram before kriging the surface and predicting heads leads to sub-optimal solutions from the expert's point of view. It is also important to note that the IMOGA has more rank-1 solutions (14 in all) than the MOGA (7 in all). However the human rank is a subjective measure, thus two rank-1 solutions in one population could differ in their actual conductivity structure. To make a fair comparison the two best (according to the expert) solutions are compared in Figure 6 . It is clear that the best solution for the IMOGA is closer to the true field (see Figure 1) than that for the MOGA. Specifically, the two areas in the north and northwest have more reasonable conductivity values. Also the solution from the MOGA has a pronounced anisotropy in the northeasterly direction that is not present in the IMOGA results. In ranking each solution the user considers multiple factors that MOGA cannot consider based solely on quantitative criteria. It is a well-known fact in the IGA community that human subjects are excellent at image processing and can easily pick up spatial patterns. Information about the spatial pattern is lost in the non-interactive approach that can only look at the values of the kriged surface and the predicted heads at a limited number of observation points.
Finally, in Figure 7 the results with complete user ranking are compared with the results from a run with user ranking of only half the solutions per generation. Recall that in this case, unranked solutions are given rankings from the decision tree model fit to the ranked solutions. Figure 7 shows that the Pareto front for the case with only half the user interaction is very similar to the original Pareto front with full user interaction. However some of the rank-1 solutions are missing, which could be due to classification errors in the decision tree. The best solutions with full and partial user interaction are compared in figure 8 . The results show that the best solution found from the IMOGA with only half the user interaction is almost identical to the solution found with continuous user interaction. While less user interaction can lead to a difference in the final diversity of the trade-off curve (Figure 7) , it is clear that the classification algorithm is still able to identify solutions with similar solution quality. 
Conclusions
This paper introduces an innovative interactive approach that aims at striking a balance between automated parameterization of models, which gives numerically optimal results, and the traditional trial and error approach that allows experts with site knowledge to incorporate their understanding of the site hydrogeology. This is done within a multi-objective framework that allows a range of Pareto dominant solutions to be found. Specifically for this example, adding variogram fit as a third objective allowed the discovery of solutions that did not fit the empirical variogram well but performed well in terms of estimation and prediction. Such a discovery would not have been possible if the variogram was 'fit' to the data beforehand in a typical geostatistical model fitting approach, which would preclude solutions with high variogram fit errors from the search.
This study also demonstrates that using the proposed interactive inverse modeling approach could lead to significant improvements in the solutions found. Automated parameterization results in parameter values that only honor the data at the observation points. The spatial structure of the parameters, which is of utmost concern in modeling groundwater flow and transport processes, can usually not be explicitly included in the solution search. Allowing the user to systematically interact with the optimization process allows 'user knowledge' to drive the search towards more 'realistic' solutions. However for this approach to be feasible, user interaction needs to be kept at a minimum. Using machine learning classifiers such as decision trees to learn and augment the user interaction is one way to deal with the issue of human fatigue. Initial results indicate that there is a trade-off between the amount of user-interaction and the final solution diversity. However, the solution quality in terms of the best solutions found with only half the user interaction was almost identical to that with continuous user interaction. This is a promising result and indicates that further research needs to be conducted in this direction. Future research will investigate the performance of different types of classifiers and how model error affects solution quality. The effect of the size and memory of the archive used to train the classifiers on the performance of the IMOGA is an important issue that also needs further analysis.
