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I Introduction
In many computer vision problems we deal with several images which represent the same physical scene, for example a restored image and the original one, an image classification and the observed image, or multi-sensor images. It is often of interest to know how much information these images have in common. C.E. Shannon in his Information Theory [4] defined the entropy of an information source and the closely related rate of information transmission of a transmitter-receiver couple, also called system mutual information. These concepts can be applied to a simple model considering an image as a set of isolated pixels [a] . For an application in contextual image fusion we want a redundancy measure which takes into account a pixel's neighbourhood, and we propose two different approaches, one considering couples of neighbour pixels, and another based on the theory of Markov Random Fields (MRF).
We consider images where the N sites s E S = {SI, .,., SN} have grey levels z, E A, = { g l , ..., g M } .
2 The Isolated Pixels model
We confer to a pixel s of a grey level image X a stochastic variable X , whose sample space is the grey level space A, and whose probability distribution is the normalized histogram, fz. Considering X , as an information source, we can apply the information theory and define the quantity of information produced by a grey level z, :
It measures the surprise related to the occurrence of a grey level. Now, let the grey level z, of pixel s in image X be the input to an information channel and the grey level ys of the corresponding pixel s of another image Y he the output of this channel (or vice versa). We can then define the mutual information of z, and ys as :
where fzy is the nornlalized joint histogram of the two images. It measures the reduction in the surprise of the input z, due to the observation of the output ys.
Its mathematical expectation is called system mutual znformation or rate of information transmission :
This quantity measures the reduction in the uncertainty about the grey level of a pixel in one image when we know the grey level of the corresponding pixel in the other image. It constitutes therefore a measure of the mutual information of two images and we call it image redundancy.
The Clique-vector model
A natural extension of the above described model when we want t o take into account a pixel's neighbourhood is t o consider n-tuples of neighbour pixels (i.e. cliques in Markovian terms) instead of isolated pixels. We will consider only horizontal and vertical couples (i.e first degree MRF). Given an image X , we define the stochastic variable V with sample space A: = Ax x Az and the normalized aura matrix (i.e. the sum of horizontal and vertical co-occurrence matrices) of unit distance, f z , as its probability distribution. Associating another stochastic variable W to an image Y with grey level space A y , we define the redundancy of the images X and Y as the system mutual information of V and W :
where fzy is the four-dimensional joint aura matrix of the two images. Equation (2) defines a redundancy t h a t takes into account the spatial neighbourhood of a pixel. It is a meaningful measure for large images, but for smaller ones the statistics will not be sufficient. T o solve this problem we propose t o introduce a distance in the grey level space. We start by representing a clique by its first and second order moments : the mean and the variance. In order t o reduce the sample space we have t o reduce their resolution. Since the mean is more robust to noise than the variance, we prefer t o keep a higher resolution for the former. When reducing the resolution of the variance, we want a finer discrimination for small variances than for larger ones, which is conform t o human vision.
We [5] . To eliminate the statistical insufficiency we must determine parameters of the Markov model. We propose a definition based on the Generalized Isang model : 4 4 where the five states ai are given by : i neighbours have the same grey level as s.
Results and conclusion
We have computed the redundancies of image couples from 55 SPOT XS triplets (XSl, XS2, XS3) ( fig.l) , firstly for couples of two images of the same scene but coming from two different channels. Then we used couples of two images from the same channel with one scene being the one-pixel translation of the other, and finally, couples of a SPOT XS image and a random image of 128 grey levels.
T h e values of the redundancy alone have little meaning. They should be compared t o the individual entropies. In order t o obtain a single meaningful symmetric expression we divide the redundancy of two images by the smaller of the individual entropies (i.e. the mathematical expectation of the information [5] ), and express it as a percentage of the latter. We refer t o this as the relative redundancy : E r e , ( X , Y ) =
R ( X , Y ) / m i n ( H ( X ) , H ( Y ) ) .
In this way a 100% relative redundancy will occur when all the information in the image with the smaller entropy is contained in the other image. (1) gives stronger values.
T h e Generalized k i n g model gives considerably higher redundancies for an image and its one-pixel translation (between 59% and 71%) than the other models (between 44% and 49%), which is what we wanted. In an image fusion process, we will often have slight errors in the geometric pixel to pixel correspondence of the images. We do not want these errors t o drast,ically reduce the redundancy.
All models give very low redundancies for a random image and a S P O T XS image. The Isolated Pixels model gives the lowest ones (0.05%), whereas the Clique-vector model (without a distance in the grey level space) (2) gives the highest ones due t o insufficient statistical data. We have also compared these measures with the absolute value of the classical correlation coefficient and found that the latter is less robust.
T h e proposed measures of image redundancy can be used in a multi-sensor fusion process. When there are more images available than we want to use in the process, these measures can be of help in select,ing t h e optimal subset of images/sensors according to the priorities (robustness or minimization of the loss of det.ails). They can also be applied within a classification process either by maximization of the redundancy of the classification and the image(s), or locally as measures of the probability of a region belonging to a class. We intend to explore the latter application.
The image redundancy measures also constitute general tools for quantifying the "closeness" of images which in many contexts may be more suitable than the subtraction of two images or their correlation coefficient. This is the case, for example, when image structures above pixel level should not be neglected, or when there are slight errors in the correspondence between the irnages.
