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Motivated by the construction of the algebra of Jordan measurable sets from the algebra
of measurable sets in Euclidean spaces, we determine a natural class of structures
(X,S, A, I), where (X,S) is a topological space, A is an algebra of subsets of X , and I is
an ideal of A, so that the derived structure (X,S, ∂A, ∂I) given by ∂A := {E ∈ A: ∂E ∈ I}
and ∂I := ∂A ∩ I belongs to the same class. We provide a characterization of the derived
structures whose ideal contains no nonempty open sets and derive from it that each such
structure has a natural strong density and (assuming completeness) a strong lifting.
© 2011 Elsevier B.V. All rights reserved.
0. Introduction
In [18], M.H. Stone introduced the algebra of subsets of a topological space X whose boundaries are nowhere dense. The
following theorem summarizes some of his results. Here, N = N (X) denotes the ideal of nowhere dense sets of X , and ∂E ,
int E , and cl E denote respectively the boundary, the interior, and the closure of a set E ⊆ X .
Theorem 0.1. ([18, Theorems 24 and 25]) The collection AN of all subsets E of X satisfying any one of the following equivalent
conditions:
(i) ∂E ∈ N ;
(ii) E is congruent (mod N ) to an open set;
(iii) E is congruent (mod N ) to the regular open set int(cl E);
is a subalgebra of the power set of X which contains N . Each equivalence class a ∈ AN /N contains a unique regular open set Ga
which is the largest open set in its class.
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established in [18]) that the intersection of two regular open sets is a regular open set, and hence is a strong lower density
for AN mod N .
A similar phenomenon occurs in the theory of topological measure spaces. Let X be a compact Hausdorff space. Let μ be
a complete probability measure on X which makes X into a Radon space such that the support of μ is X . When a measure
class a contains an open set, it also contains a largest one Ga . As above, it can be veriﬁed using the maximality of the sets
Ga that the map a → Ga preserves intersections. (Cf. [1, Remarks on p. 372].) The classes containing open sets do not in
general form an algebra, but if we consider the ambiguous classes [13], namely those that contain both an open set and a
closed set, then these form an algebra. The ambiguous classes coincide with the classes of the Jordan measurable sets, i.e.,
those sets E whose boundary ∂E has measure zero [9]. By the preservation of intersections, the map a → Ga is a strong
lower density when restricted to the algebra of ambiguous classes.
We examine the possibility of obtaining strong densities and liftings for structures (X,S,A,I), where (X,S) is a
topological space, A is an algebra of subsets of X , and I is an ideal of A. Liftings and densities are deﬁned in the usual
way (see the next section for the deﬁnitions) and we say that a lifting ξ for (X,S,A,I) is strong when G ⊆ ξ(G) for all
G ∈S∩ A. We consider the theta function θ of the structure (X,S,A,I) given by
θ(E) =
⋃
{G ∈S∩ A: G ⊆I E}, E ∈ A.
Its relationship to strong densities is that a density ξ is strong if and only if θ(E) ⊆ ξ(E) for all E ∈ A. When ξ is a strong
density and A contains the interior of each of its elements, θ(E) is simply the interior of ξ(E) (see Proposition 1.5). The
theta function was introduced in [1] in the context of topological measure spaces. See also [11].
Our main focus is on the derived structure of (X,S,A,I). By analogy with the construction of the algebra of Jordan
measurable sets, we form the derived structure ∂(X,S,A,I) := (X,S, ∂A, ∂I) where
∂A := {E ∈ A: ∂E ∈ I}, ∂I := ∂A ∩ I.
If we require no connection between the topology and the algebra, this deﬁnition is problematic. In fact ∂A might not be
an algebra. To produce the intended derived structure, we need to ensure at a minimum that when E ∈ A is such that
∂E is contained in a member of I , we have ∂E ∈ A. It happens that this minimal assumption gives a class of structures
which is well behaved. Under this assumption, ∂A is an algebra closed under the boundary operation and ∂I consists
precisely of those elements of A whose closures are in I (Proposition 3.4). Moreover, the derived structure is again in
the same class. The derivation operation is idempotent (Corollary 3.12). The derived structures whose ideal ∂I contains
no nonempty open sets are characterized as the subalgebras of the algebras AN (X) which are closed under the boundary
operation, with ∂I being the trace of N (X) on the subalgebra (Theorem 3.16). The derived structure then, in a sense, has a
purely topological nature regardless of the nature of the structure from which it was derived. Such structures always have a
strong density given by their theta function (Corollary 3.17). Assuming completeness, the strong lower densities for all the
structures considered in this introduction can be converted into strong liftings by standard techniques.
In the last section of the paper, we determine conditions under which operations on (X,S,A,I), such as the theta
function or a density, induce corresponding operations on the derived structure ∂(X,S,A,I).
1. Preliminaries
We call a triple (X,A,I) fundamental if X is a set, A a subalgebra of P(X) (the power set of X ) and I an ideal of A
with X /∈ I and we denote by FT the class of all fundamental triples.2 We write A ⊆ B (mod I) or A ⊆I B if A \ B ∈ I and
A = B (mod I) or A =I B if A	B ∈ I for A, B ∈ A. We say that (X,A,I) ∈ FT is complete if A ⊆ B ∈ I implies A ∈ A.
For a (X,A,I) ∈ FT we consider maps ξ : A → P(X) with the following properties holding for all A, B ∈ A.
(I0) ξ(A) ∈ A and ξ(A) ⊆I A. (N) ξ(∅) = ∅. (E) ξ(X) = X .
(I1) ξ(A) ∈ A and ξ(A) =I A. (V ) ξ(Ac) ∩ ξ(A) = ∅.
(I2) A =I B implies ξ(A) = ξ(B). (O ) ξ(A) ∩ ξ(B) = ∅ if A ∩ B = ∅.
(I3) A ⊆I B implies ξ(A) ⊆ ξ(B). (ϑ) ξ(A) ∩ ξ(B) = ξ(A ∩ B).
(M) A ⊆ B implies ξ(A) ⊆ ξ(B). (C) ξ(Ac) = [ξ(A)]c .
The collection P (I) of primitive liftings for (X,A,I), and the related P∗(I) are deﬁned by
P (I) := {ξ ∈ AA: ξ satisﬁes the conditions (I1), (I2), (N), and (E)},
P∗(I) := {ξ ∈ AA: ξ satisﬁes the conditions (I0), (I2), (N), and (E)}.
When a map satisﬁes (I2), it is constant on the classes (mod I) and hence can be identiﬁed with a map on A/I .
Primitive liftings correspond in this way to selectors for the classes which select ∅ and X from their respective
2 Fundamental triples are similar to Fremlin’s measurable spaces with negligibles [5, 551A] except that countable additivity of A and I are not required
and we require I to be an ideal of A rather than of P(X).
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for Z ∈ {V ,C, O ,M, ϑ}. The elements of ϑ(I) are lower densities, or just densities, for (X,A,I) and the elements of
Λ(I) := {ξ ∈ ϑ(I): ξ satisﬁes condition (C)} are liftings for (X,A,I). We write ϑ2(I) for the set of all ξ ∈ P(X)A sat-
isfying the conditions (I2), (N), (E), and (ϑ). These correspond to maps A/I → P(X) preserving 0, 1 and meets, i.e.,
∧-homomorphisms. Λ2(I) denotes the set of all ξ ∈ ϑ2(I) satisfying in addition condition (C). These correspond to the
Boolean homomorphisms A/I → P(X).
For a map ξ ∈ P(X)A we deﬁne its adjoint ξ c by means of ξ c(A) := [ξ(Ac)]c for A ∈ A. For ξ,η : A → P(X) we have
ξ c  ηc whenever ξ  η, where ξ  η means ξ(A) ⊆ η(A) for each A ∈ A. ξ ∈ P (I) is equivalent to ξ c ∈ P (I). ξ  ξ c if and
only if ξ satisﬁes condition (V ).
Given a set X and a function f : X → X , we say that a subsystem M⊆ P(X) is invariant under f , if f (M) ∈M whenever
M ∈ M. When this condition holds, a function ξ : M → P(X) is invariant under f if it commutes with f , i.e., ξ( f (M)) =
f (ξ(M)) for all M ∈ M. If X is equipped with an operation, we call a subsystem M ⊆ P(X) left invariant if it is invariant
under all left translations y → xy, x ∈ X . When this condition is satisﬁed, a function ξ : M → P(X) is left invariant if it is
invariant under all left translations. Similarly for right invariance.
The well-known ultraﬁlter trick for converting densities into liftings applies in our context. In terms of the induced
maps A/I → P(X), the next lemma states that the values of a ∧-homomorphism can be enlarged to produce a Boolean
homomorphism. Note that the conversion of a density into a lifting is non-constructive.
Lemma 1.1. Let (X,A,I) ∈ FT be complete.
(i) For any δ ∈ ϑ2(I) there is a ρ ∈ Λ2(I) such that δ  ρ  δc .
(ii) If X is a group and A and I are both left invariant, then for any left invariant δ ∈ ϑ2(I) there is a left invariant ρ ∈ Λ2(I) such
that δ  ρ  δc .
The same statements hold with (ϑ2,Λ2) replaced by (ϑ,Λ) since δ  ρ  δc and property (I1) for δ (and completeness)
imply property (I1) for ρ .
Proof. (i) Cf. [20, Theorem 3]. We take ρ(A) := {x ∈ X: A ∈ U(x)} for A ∈ A, where U(x) ⊇ {A ∈ A: x ∈ δ(A)} is any
ultraﬁlter for x ∈ X .
(ii) Applying (i), we ﬁnd a ρ0 ∈ Λ2(I) with δ  ρ0. Put ρ(A) := {x ∈ X: e ∈ ρ0(x−1A)} for A ∈ A where e is the group
identity. As in [4], 345B(b) it can easily be checked, that ρ ∈ Λ2(I) is left invariant and δ  ρ . 
We introduce the following class of structures consisting of a fundamental triple whose underlying set is also equipped
with a topology.
Deﬁnition 1.2. The class BQ of basic quadruples consists of all structures (X,S,A,I), where (X,S) is a topological space
and (X,A,I) ∈ FT.
For (X,S,A,I) ∈ BQ, a function ξ : A → P(X) is called strong if G ⊆ ξ(G) for all G ∈ S ∩ A. We say ξ is almost strong,
if there exists a set N ∈ I such that G ⊆ ξ(G)∪ N for all G ∈S∩A. We write Z∗s (I) and Zs(I) for the set of all ξ in Z∗(I),
and Z(I), respectively, which are strong for Z ∈ {P , V ,C, O ,M, ϑ,Λ}. It follows directly from the deﬁnitions that when
P∗s (I) = Ps(I) we also have Z∗s (I) = Zs(I) if Z is any of V , C , O , M , ϑ . The following proposition explains the signiﬁcance
of P∗s (I) = Ps(I).
Proposition 1.3. Let (X,S,A,I) ∈ BQ. We have P∗s (I) = Ps(I) if and only if either P∗s (I) = ∅ or each class (mod I) of A contains
an open set.
Proof. Assume P∗s (I) = ∅. If the class (mod I) of some E ∈ A contains no open set then any ξ ∈ P∗s (I) modiﬁed by
redeﬁning ξ(E) = ∅ witnesses that P∗s (I) \ Ps(I) = ∅. Conversely, assume that each class (mod I) contains an open set. Let
ξ ∈ P∗s (I) and let E ∈ A. Choose an open set G ∈ A such that E =I G . Then E =I G ⊆ ξ(G) = ξ(E) ⊆I E , so ξ(E) =I E .
Thus, ξ ∈ Ps(I). 
We state for emphasis the following simple fact which we use repeatedly.
Proposition 1.4. Let (X,S) be a topological space and let A be an algebra of subsets of X . If A is closed under any one of the interior,
closure, or boundary operations then it is also closed under the other two.
Proposition 1.5. Let (X,S,A,I) ∈ BQ and let ξ : A → P(X).
(i) (I3) holds if and only if (I2) and (M) both hold.
(ii) If (I3) holds and ξ is strong then θ(E) ⊆ ξ(E) for all E ∈ A.
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(iv) If ξ ∈ M∗s (I) and A is closed under the boundary operation then int(ξ(E)) = θ(E) for all E ∈ A.
Proof. (i), (ii), (iii) These follow easily from the deﬁnitions.
(iv) The inclusion θ(E) ⊆ int(ξ(E)) follows from (i) and (ii). From (I0) we have ξ(E) ∈ A and ξ(E) ⊆I E . Since A is closed
under the boundary operation, we have int(ξ(E)) ∈ A which together with int(ξ(E)) ⊆ ξ(E) ⊆I E gives int(ξ(E)) ⊆ θ(E). 
For notions of topological measure spaces, such as τ -additive measure, and Radon measure space we refer to [4, Chap-
ter 41]. (X,S,Σ,μ) is a topological measure space if (X,S) is a topological space, (X,Σ,μ) is a measure space, and S⊆ Σ .
We write supp(μ) = X to mean μ(G) > 0 for every nonempty G ∈S.
2. The theta function
One of the prototypes of a structure in the class BQ is the canonical structure (X,S,Σ,Σ0) corresponding to a topolog-
ical measure space (X,S,Σ,μ) where Σ0 is the null ideal of μ. In the deﬁnition of the class BQ, the topology is unrelated
to the rest of the structure. Relevant relationships will be introduced in the remainder of the present section and the next.
One frequently useful property is that of the non-existence of negligible nonempty open sets which we denote by [NI ].
(The topology will always be clear from the context.)
S∩ I = {∅}. [NI ]
Note that the existence of a strong primitive lifting ξ , or even a ξ ∈ P∗s (I), implies [NI ] because G ∈ S ∩ I implies G ⊆
ξ(G) = ∅, so G = ∅. (All that matters is that the restriction of ξ to the class of the empty set, namely I , is strong.) Another
useful property is the measurability of the open sets. We will write BQ∗ for the class of all (X,S,A,I) ∈ BQ with S ⊆ A.
The canonical structure (X,S,Σ,Σ0) of a topological measure space belongs to BQ∗ and [NΣ0 ] is satisﬁed precisely when
suppμ = X .
When the algebra of a structure (X,S,A,I) ∈ BQ is A = P(X), the theta function θ , or more precisely its adjoint θ c ,
was studied in [10].
Example 2.1. (Cf. [10, Section 1.C.]) Let (X,S) be a topological space. Consider a structure (X,S,P(X),I) ∈ BQ∗ with theta
function θ . Deﬁne the I-base-operator [10] to be the operator i deﬁned on sets A ⊆ X by
i(A) := {x ∈ X: for every neighborhood U of x, U ∩ A /∈ I}.
The reader can verify that we have θ c = i. The topology T associated in [10] to a base operator i is deﬁned by its system of
closed sets {F ⊆ X: i(F ) ⊆ F }. In the present context, we have equivalently T := {G ⊆ X: G ⊆ θ(G)}. Consider the following
special cases of I-base-operators.
(i) When I = {∅}, the operators θ and θ c are the interior and closure operators, respectively, and θ ∈ ϑ∗(I). We have
θ ∈ ϑ(I) if and only if X is discrete.
(ii) When I is the ideal of all ﬁnite subsets of X , we get θ c = accω , where accω(A) is the set of all ω-accumulation
points3 of A. When X = R and S is the Euclidean topology, for A := R \ N we have θ(A) = R, but R \ A = N /∈ I , so
θ /∈ ϑ∗(I). Note that [NI ] holds.
(iii) When I is the ideal of all countable subsets of X , we get θ c = con, where con(A) is the set of all condensation
points of the set A. When X is second countable, we have A \ con(A) ∈ I . This implies θ ∈ ϑ∗(I) for such spaces.
The following proposition provides some elementary properties of the theta function θ of a structure and translates other
properties of θ into properties of the structure itself.
Proposition 2.2. Let (X,S,A,I) ∈ BQ and let θ be its theta function.
(i) θ = min{ξ ∈ P(X)A: ξ satisﬁes (I3) and is strong}, where the minimum is taken with respect to the order deﬁned in the prelim-
inaries, i.e., ξ  η means that ξ(A) ⊆ η(A) for each A ∈ A. In particular, (I2) and (M) hold for θ .
(ii) θ satisﬁes the conditions (E) and (ϑ).
(iii) The statements (a) [NI ]; (b) θ satisﬁes (O ); and (c) θ satisﬁes (N); are equivalent.
(iv) For E ∈ A we have θ(E) ∈ A and θ(E) =I E (i.e. (I1) holds for θ and E) if and only if the class of E contains a largest open set G,
and then θ(E) = G.
(v) If S⊆ A or (X,A,I) is complete then θ satisﬁes (I1) if and only if θ(∅) ∈ I and the class of each E ∈ A contains an open set.
3 For A ⊆ X , a point p ∈ X is an ω-accumulation point of A if each neighborhood of p contains inﬁnitely many points of A. (See e.g., [17, p. 5].) In the
class of T1 spaces, an ω-accumulation point is simply an accumulation point. See [3, Theorem 1.3.4 and Exercises 1.5.B, 1.7.11] for the basic properties of
this operation as well as the operation con from the following example.
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(iii) We show ﬁrst (a) ⇒ (b). Assume x ∈ θ(A)∩ θ(B) for A∩ B = ∅. Then there are G, H ∈S∩A with x ∈ G ∩ H , G ⊆I A,
and H ⊆I B , implying G ∩ H ∈ S ∩ I , so by [NI ] follows G ∩ H = ∅, a contradiction. Therefore, (O ) holds. The implication
(b) ⇒ (c) is trivially true and for (c) ⇒ (a) note for G ∈S∩ I , that G ⊆ θ(∅) = ∅ by assumption about θ .
(iv) Let E ∈ A. Suppose θ(E) ∈ A and θ(E) =I E . Then the class of E contains the open set θ(E). If H is any other
open set in the class, then by deﬁnition of θ we have H ⊆ θ(E). Thus, θ(E) is the largest open set in the class. Conversely,
suppose the class of E contains a largest open set G . By deﬁnition of θ we have G ⊆ θ(E). If H is an open set such that
H ∈ A and H ⊆I E , then G ∪ H =I E and hence, by maximality of G , we have we have H ⊆ G . Thus, θ(E) ⊆ G and hence
θ(E) = G . Hence θ(E) ∈ A and θ(E) =I E .
(v) If (I1) holds for θ then θ(∅) =I ∅, or equivalently θ(∅) ∈ I . Also, for each E ∈ A, E =I θ(E) ∈ S. For the converse,
consider any E ∈ A. By assumption, there are open sets G, H ∈ A such that E =I G and Ec =I H . We have G ∩ H =I
E ∩ Ec = ∅ and G ∪ H =I E ∪ Ec = X . Since θ satisﬁes (I2) and (ϑ) by (i) and (ii), and by assumption θ(∅) ∈ I , it follows
that θ(G) ∩ θ(H) = θ(G ∩ H) = θ(∅) ∈ I . Using the fact that θ is strong, this gives
G ⊆ θ(G) ⊆I θ(H)c ⊆ Hc ⊆I G.
Using S⊆ A or completeness, we get θ(G) ∈ A and θ(G) =I G . Then θ(E) = θ(G) =I G =I E . 
Example 2.3. Consider the following structures (X,S,A,I) ∈ BQ related to Proposition 2.2(v). See also Corollary 2.5.
(a) An example to show that the condition θ(∅) ∈ I cannot be removed. Let X =N, let S = A = P(X) and let I be the ideal
of ﬁnite subsets of X . We have θ(A) = X for all A ∈ A and hence (I1) fails (take A = ∅). However, for each A ∈ A, there is
G ∈S such that A =I G , namely G = A.
(b) An example to show that we cannot omit the assumption that S ⊆ A or (X,A,I) is complete. Let Y = R2 be the plane
equipped with the Euclidean topology τ . Let B be the Borel σ -algebra of Y . Let A = AN (Y ) ∩B, I = N (Y ) ∩B. Let X =R2
and ﬁx a non-Borel subset A0 of the x-axis L. Let S be the topology on X which reﬁnes τ by letting points p ∈ A0
have as neighborhoods also the “bubbles” of the form D ∪ {p} where D is an open disc in the upper half-plane tangent
to L at p. This deﬁnes (X,S,A,I) ∈ BQ. Since τ ⊆ S, each class of A contains an S-open set. Clearly [NI ] holds. Let
G = {(x, y): y > 0} ∈ A. We have θ(G) = G ∪ A0 /∈ A.
When [NI ] holds we often have θ(E) = int(cl E) when the right-hand side belongs to the class of E .
Proposition 2.4. Let (X,S,A,I) ∈ BQ satisfy [NI ] and let θ be its theta function. For any E ∈ A, if int(cl E) belongs to the class of
E and cl E ∈ A then θ(E) = int(cl E).
Proof. By [NI ], θ(E) ⊆ cl E and hence θ(E) ⊆ int(cl E). Since int(cl E) belongs to the class of E , int(cl E) ⊆ θ(E). 
When [NI ] holds we can weaken the assumption in Proposition 2.2(v) to (X,S,A,I) ∈ FQ. (For the class FQ see Deﬁ-
nition 3.3.)
Corollary 2.5. Let (X,S,A,I) ∈ FQ satisfy [NI ]. Then the theta function θ satisﬁes (I1) if and only if the class of each E ∈ A contains
an open set. In this case, θ ∈ ϑs(I) and θ(E) = int(clG) for any open set G =I E.
Proof. (⇒) Obvious. (⇐) Let G, H be as in the proof of Proposition 2.2(v) and notice that [NI ] implies G∩H = ∅ and hence
∂G ⊆ (G ∪ H)c ∈ I . As (X,S,A,I) ∈ FQ we get ∂G ∈ I . Then clG = G ∪∂G =I G and we get similarly from ∂(clG) ⊆ ∂G ∈ I
that ∂(clG) ∈ I and hence int(clG) =I G . By Proposition 2.4 for G we have θ(E) = θ(G) = int(clG). For θ ∈ ϑs(I) use
Proposition 2.2. 
The next example examines the properties (N) and (I1) of the theta function when I is a principal ideal. This covers in
particular all structures in which the algebra is ﬁnite.
Example 2.6. Let (X,S,A,I) ∈ BQ have theta function θ . Suppose I is the principal ideal of A generated by a set M ∈ A.
For sets E ⊆ X , let us write intA(E) =⋃{G ∈ S: G ∈ A, G ⊆ E}. It is not hard to see that we have θ(E) = intA(M ∪ E),
E ∈ A. Property (N) holds when θ(∅) = intA(M) = ∅. For property (I1), we consider the condition in Proposition 2.2(iv).
Applied to both E and Ec , it implies that for each E ∈ A, E ∩ Mc is clopen relative to Mc . Simple examples show that this
is not suﬃcient for (I1). (For example, consider A generated by M = [0,1) and the two components of Mc in X = R.) It
becomes suﬃcient if A is closed under the boundary operation. In that case int(M∪ E) ∈ A, and hence θ(E) = intA(M∪ E) =
int(M ∪ E) ∈ A, for all E ∈ A. If E ∩Mc is open relative to Mc , say E ∩Mc = U ∩Mc where U is open in X , then U ⊆ M ∪ E ,
so U ⊆ θ(E). It follows that θ(E) ∩ Mc = E ∩ Mc and hence θ(E) =I E .
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the theta function θ . In particular, if X is equipped with a group operation and S, A, and I are all left invariant, then so is θ .
Proof. It suﬃces to prove that θ is invariant under f . Note that the invariance of A and I ensures that whenever A1 ⊆I
A2, we also have f (A1) ⊆I f (A2) and f −1(A1) ⊆I f −1(A2). For A ∈ A we get θ( f (A)) =⋃{G ∈ S ∩ A: G ⊆I f (A)} =⋃{G ∈S∩ A: f −1(G) ⊆I A} =⋃{ f (H): H ∈S∩ A, H ⊆I A} = f (⋃{H ∈S∩ A: H ⊆I A}) = f (θ(A)). 
The next example includes the algebras AN (X) described in the introduction.
Example 2.8. Fix a topological space (X,S). For an ideal I in P(X), let AI := {G	D: G ∈S, D ∈ I}. It is routine to verify
that if N (X) ⊆ I then AI is the algebra over X generated by S∪ I (and conversely if S∩ I = {∅}). If I is a σ -ideal, then
AI is the σ -algebra over X generated by S∪I . Now assume that I is an ideal with N (X) ⊆ I so that (X,S,AI ,I) ∈ BQ∗ .
If [NI ] holds then by Corollary 2.5, θ ∈ ϑs(I) and θ(E) is the unique regular open set in the class of E for E ∈ A. The special
case I = N (X), for which [NI ] does hold, is covered also by Theorem 0.1 and the remarks which follow it.
Example 2.9. Fix a topological space (X,S). Denote by M(X) the σ -ideal of all meager sets of X . Using the notation of
the previous example, notice that AM(X) is the σ -algebra of sets having the property of Baire over X which we also denote
by Bc(X). Consider the structure (X,S,Bc(X),M(X)) with theta function θ . Trivially N (X) ⊆ M(X) and the condition
[NM(X)] is satisﬁed precisely when (X,S) is a Baire space. From the previous example we see that if X is a Baire space
then θ ∈ ϑs(M(X)) is the well-known canonical density for Bc(X) modulo M(X) [14, Theorems 4.6, 4.7].
For any space X with X /∈ M(X), (X,S,Bc(X),M(X)) admits an almost strong density. By Proposition 2.2, θ is strong
and satisﬁes properties (I2), (E), (ϑ), (I1). For (I1) note that clause (iv) applies by the Banach Category Theorem [14,
Theorem 16.1]. In particular, Z := θ(∅) =⋃(S ∩ M(X)) ∈ M(X). Since Z is open we have cl Z ∈ M(X). Set Y := X \ cl Z .
Then Y is an open Baire subspace of X . The modiﬁcation ξ :Bc(X) →S to θ given by setting ξ(E) = θ(E)∩ Y except when
E = X mod M(X) when we set ξ(E) = X , belongs to ϑ(M(X)) and is almost strong. (For G ∈ S we have G ⊆ θ(G) ⊆
ξ(G) ∪ cl Z .)
Deﬁnition 2.10. For a given ideal I in P(X) and cardinal κ we say that a topological space (X,S) has the κ-I-quasi-Lindelöf
property, if any family G⊆S contains a subfamily H with card(H) < κ and ⋃G \⋃H ∈ I .
The κ-I-quasi-Lindelöf property trivially holds when κ is larger than the hereditary Lindelöf number hl(X) which is the
minimum cardinal λ such that every collection U of open sets in X has a subcollection U ′ of cardinality at most λ such
that
⋃U ′ =⋃U . (See [3].) Since the weight w(X) of (X,S) satisﬁes hl(X) w(X), the κ-I-quasi-Lindelöf-property holds
in particular when κ > w(X). The ℵ1-I-quasi-Lindelöf-property is the I-quasi-Lindelöf property of [10, 1.B].4 The density
topology and the ﬁne topology of a harmonic space have the quasi-Lindelöf property with respect to the σ -ideals of null-
sets and semi-polar sets, respectively [10]. By the case κ > hl(X), each hereditarily Lindelöf space X has the quasi-Lindelöf
property with respect to any ideal I in P(X). Recall that add(I) := min{cardJ : J ⊆ I &⋃J /∈ I}.
Proposition 2.11. If (X,S,A,I) ∈ BQ∗ has theta function θ , [NI ] holds, and (X,S) has the (addI)–I-quasi-Lindelöf-property
then θ ∈ ϑ∗s (I).
Proof. θ(A) =⋃G with G := {G ∈S: G ⊆I A} if A ∈ A. Since θ(A) ∈S⊆ A, we have θ(A) ∈ A. By assumption there is an
H⊆ G with card(H) < add(I) and ⋃G \⋃H ∈ I . Since card(H) < add(I) and G ⊆I A for any G ∈ H it follows ⋃H⊆I A,
hence
⋃
G⊆I A, i.e. θ(A) ⊆I A for any A ∈ A. 
Corollary 2.12. Let (X,S,A,I) ∈ BQ∗ satisfy [NI ]. Then w(X,S) < add(I) implies θ ∈ ϑ∗s (I). In particular θ ∈ ϑ∗s (I) if (X,S) is
second countable.
For a topological probability space (X,S,Σ,μ) with supp(μ) = X , the property θ ∈ ϑ∗(μ) was characterized in [11,
Theorem 4.4]. (and its proof) by the equivalence of the following statements: (a) θ ∈ ϑ∗s (μ); (b) ϑ∗s (μ) = ∅; (c) M∗s (μ) = ∅;
(d) the measure μ is τ -additive. We have similarly the following.
Proposition 2.13. Let (X,S,A,I) ∈ BQ have theta function θ .
(i) If θ ∈ Ps(I) then P∗s (I) = Ps(I).
(ii) If A is closed under the boundary operation then θ ∈ ϑ∗s (I) if and only if M∗s (I) = ∅.
4 In [10] the I-quasi-Lindelöf-property is deﬁned for σ -ideals I , but the deﬁnition makes sense for any ideal.
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(ii) The forward implication is clear from ϑ∗s (I) ⊆ M∗s (I). For the converse, from Proposition 1.5(iv) we get from
M∗s (I) = ∅ that θ(∅) = ∅ and θ satisﬁes (I0). By Proposition 2.2 we always have that θ satisﬁes (I2), (E), and (ϑ), and
θ is strong. Hence θ ∈ ϑ∗s (I). 
3. Derived structures
Deﬁnition 3.1. For (X,S,A,I) ∈ BQ deﬁne its derived quadruple
∂(X,S,A,I) := (X,S, ∂A, ∂I)
by means of
∂A := {A ∈ A: ∂ A ∈ I}, ∂I := ∂A ∩ I.
The following examples illustrate the need to restrict this notion to a subclass of BQ in order for it to be useful.
Example 3.2. We deﬁne some structures (X,S,A,I) ∈ BQ.
(i) A structure for which ∂A is not an algebra. Let X be the plane with the Euclidean topology S. Let A be the algebra
generated by the closed left half A of the closed unit disk D , the closed right half B of D , and the interiors of A and B . Let
I be the trace on A of the ideal of sets of Lebesgue measure zero. We have that ∂A is not an algebra because it contains
A and B but not D = A ∪ B (because the vertical segment of D along the y axis is an atom of A but is split by ∂D).
(ii) A structure for which ∂A is an algebra but is not closed under the boundary operation. Let X be the real line with the usual
topology S. Deﬁne E = [0,1) ∪ ([2,3] ∩Q) ∪ {4}, let A be the algebra generated by E and its boundary B , and let I be
the ideal generated by B . We let the reader verify that ∂A = {∅, E, Ec,R}, and hence ∂ A is an algebra, but we have E ∈ ∂A
while ∂E /∈ ∂A.
(iii) A structure for which ∂A is an algebra closed under the boundary operation but there is a set E ∈ A such that cl E ∈ I but
∂E /∈ I . Let X be the real line with the usual topology S. Deﬁne E = [0,1), B = {1}, let A be the algebra generated by E
and B , and let I be the ideal generated by E and B . Then ∂A = {∅, B, B c,R} is an algebra closed under ∂ , but we have that
E and cl E both belong to I while ∂E /∈ I .
The foregoing examples motivate the following deﬁnition which introduces a class of structures satisfying a mild com-
pleteness assumption.
Deﬁnition 3.3. We denote by FQ the class of all fundamental quadruples, those (X,S,A,I) ∈ BQ such that for all E ∈ A, if
for some A ∈ I we have ∂E ⊆ A then ∂E ∈ A (or equivalently ∂E ∈ I).
We check in the next proposition that the pathologies illustrated by the examples above do not arise in the class FQ.
Proposition 3.4. Let (X,S,A,I) ∈ FQ. Then ∂A is an algebra closed under the boundary operation and ∂I = {A ∈ A: cl A ∈ I}.
Proof. Notice that ∂A trivially contains every clopen element of A, in particular ∅ and X . Since ∂A is clearly closed under
complementation, in order to show that ∂A is an algebra there remains to check that for A, B ∈ ∂A we have A∪ B ∈ ∂A. We
do have A ∪ B ∈ A since A is an algebra, so we need to verify that ∂(A ∪ B) ∈ I . This follows from ∂(A ∪ B) ⊆ ∂ A ∪ ∂B ∈ I
and the assumption that (X,S,A,I) ∈ FQ. We now check the closure of ∂A under ∂ . Note that since closed sets contain
their boundaries and the boundary of any set is closed, we have ∂(∂ A) ⊆ ∂ A. When A ∈ ∂A, we have ∂ A ∈ I and hence
∂(∂ A) ∈ I follows from the assumption that (X,S,A,I) ∈ FQ. Thus, ∂ A ∈ ∂A.
For the formula ∂I = {A ∈ A: cl A ∈ I}, ﬁrst note that a set A belongs to ∂I = ∂A ∩ I if and only if A ∈ A and
both A and ∂ A belong to I . When these conditions hold, we have A ∈ A and cl A = A ∪ ∂ A ∈ I . Conversely, suppose
A ∈ A and cl A ∈ I . Since A ⊆ cl A and A ∈ A, this implies A ∈ I . Moreover, from ∂ A ⊆ cl A ∈ I and the assumption that
(X,S,A,I) ∈ FQ we get ∂ A ∈ I . Thus, A ∈ ∂I . 
Corollary 3.5. If (X,S,A,I) ∈ FQ and (X,A,I) is complete, then (X, ∂A, ∂I) is complete.
Proof. Let B ⊆ A ∈ ∂I . We have B ⊆ A ∈ I and B ∈ I by completeness of (X,A,I). We get cl A ∈ I by Proposition 3.4.
From cl B ⊆ cl A and the completeness of (X,A,I), we get cl B ∈ I and hence B ∈ ∂I again by Proposition 3.4. 
The next proposition provides classes of structures which are contained in FQ.
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(i) S⊆ A
(ii) A is closed under the boundary operation.
(iii) (X,A,I) is complete.
Any of these conditions is suﬃcient to ensure (X,S,A,I) ∈ FQ. Condition (i) is no longer suﬃcient if we weaken it to “A contains a
base forS.” We have (i) ⇒ (ii) but no other implications hold between the three conditions.
Note that from the suﬃciency of condition (i) we have BQ∗ ⊆ FQ.
Proof. For (i) ⇒ (ii) observe that when (i) holds, we have that A is closed under int(·) and hence, by Proposition 1.4,
condition (ii) holds. The suﬃciency of (ii) and (iii) for membership in FQ are immediate from the deﬁnition of the class FQ.
The nonexistence of other implications between (i)–(iii) can be witnessed with examples based on X =R with S being
the usual topology. (iii) ⇒ (ii) (and therefore also (iii) ⇒ (i)) fails when A = {∅, (−∞,0], (0,∞),R} and I = {∅}. (ii) ⇒
(iii) and (ii) ⇒ (i) fail when A is the algebra of Jordan measurable Borel sets and I is the ideal of measure zero elements
of A. (i) ⇒ (iii) fails when A is the algebra of Borel sets and I is the ideal of null Borel sets.
There remains to check that condition (i) is not suﬃcient if we weaken it to “A contains a base for S.” We build on
Example 3.2(i). Let X , S, A, A, B , D be as in that example. Let R be the collection of all rectangles I × J where I and J
are intervals of R with irrational endpoints. Let A′ be the algebra generated by A and R. Let I ′ be the trace on A′ of the
ideal of nowhere dense sets. This deﬁnes (X,S,A′,I ′) ∈ BQ. Note that for any set E ∈ A′ , the following property holds.
For any p ∈ E , there exist an atom A0 of A and a rectangle R ∈ R such that p ∈ A0 ∩ R ⊆ E . (∗)
(Check that the sets E such that E and Ec satisfy (∗) form a subalgebra which contains A ∪ R.) Then the collection ∂A′ is
not an algebra because it contains A and B but not D = A ∪ B . Indeed, the vertical segment Y of D along the y axis is an
atom of A. If the boundary of D were in A′ , then A′ would contain E = {p−1, p1}, where pi = (0, i). But then by (∗) there
would exist an R = I × J ∈ R such that p1 ∈ Y ∩ R ⊆ E . However, the left endpoint of J is irrational and hence Y ∩ R is a
nontrivial segment of Y and hence is not contained in E . 
From Proposition 3.4 and the suﬃciency of (ii) in Proposition 3.6, we have the following.
Corollary 3.7. FQ is closed under derivation.
The next proposition clariﬁes the relationship between the conditions [NI ] and [N∂I ].
Proposition 3.8. Consider (X,S,A,I) ∈ FQ and its derived structure (X,S, ∂A, ∂I). [NI ] implies [N∂I ] and the converse holds
when (X,S) is quasi-regular5 and A contains a π -base5 for the topology.
Proof. It is obvious that [NI ] implies [N∂I ]. For the converse, suppose [NI ] fails. Choose a nonempty open set U ∈ I .
Choose a nonempty open set V0 such that cl V0 ⊆ U . Then let V1 ∈ A be a nonempty open set such that V1 ⊆ V0. We have
V1 ⊆ V0 ⊆ U ∈ I and hence V1 ∈ I . We also have ∂V1 ⊆ cl V0 ⊆ U ∈ I . Since (X,S,A,I) ∈ FQ, we get ∂V1 ∈ I . This gives
V1 ∈ ∂A from which we get V1 ∈ ∂A ∩ I = ∂I . Thus, [N∂I ] fails. 
Remark 3.9. If A is closed under the boundary operation (in particular if (X,S,A,I) is a derived structure) then the
condition [NI ] is equivalent to the condition that I contains no sets with nonempty interior.
Lemma 3.10. Let (X,S,A,I) ∈ FQ.
(i) For any E ∈ ∂A, ∂E ∈ ∂I and hence int E =∂I E =∂I cl E.
(ii) If ∂(X,S,A,I) satisﬁes [N∂I ] then ∂I = ∂A ∩ N (X).
Proof. Let E ∈ ∂A be given. By Proposition 3.4, ∂A is closed under ∂ , so ∂E ∈ ∂A. Furthermore, ∂E ∈ I since E ∈ ∂A. Thus,
∂E ∈ ∂I . The remainder of (i) follows since int E = E \ ∂E and cl E = E ∪ ∂E .
(ii) For ∂I = ∂A ∩ N (X) we must verify for E ∈ ∂A the equivalence of (a) E ∈ I and (b) E ∈ N (X). If (a) holds then
cl E = E ∪ ∂E ∈ I . Thus, int(cl E) ∈ S ∩ I ∩ ∂A = {∅} and thus (b) holds. Conversely, if (b) holds, then E ⊆ ∂E ∈ I , so (a)
holds. 
5 A topological space X is quasi-regular [15] when for each nonempty open set U there is a nonempty open set V such that cl V ⊆ U . A collection B of
nonempty open sets in X is a π -base if every nonempty open set contains an element of B.
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(i) If (X,S) is a Baire space then ∂I = ∂A ∩ M(X).
(ii) If N (X) ⊆ I then ∂I = N (X) and (hence) (X, ∂A, ∂I) is complete.
Note that in (ii) we trivially have the converse implication ∂I = N (X) ⇒ N (X) ⊆ I .
Proof. (i) By Lemma 3.10(ii) we get ∂A ∩ M(X) ⊇ ∂I . Conversely let E ∈ ∂A ∩ M(X). Since int E ⊆ E ∈ M(X) and X is
Baire, we have int E = ∅. From this and (i) of Lemma 3.10 it follows that E ⊆ ∂E ∈ ∂I . Thus, since E ∈ ∂A, we have E ∈ ∂I .
(ii) By Lemma 3.10(ii), it is enough to show N (X) ⊆ ∂I . Let E ∈ N (X). Then E ∈ I ⊆ A. We have ∂E = cl E ∈ N (X) ⊆ I
and therefore E ∈ ∂A ∩ I = ∂I . 
Corollary 3.12. The derivation operation on FQ is idempotent.
Proof. Using Lemma 3.10(i), we have A ∈ ∂∂A if and only if A ∈ ∂A and ∂ A ∈ ∂I if and only if A ∈ ∂A. Thus, ∂∂A = ∂A.
Then ∂∂I = ∂∂A ∩ ∂I = ∂A ∩ ∂I = ∂I . 
Deﬁnition 3.13. We denote by DQ the class of all derived quadruples ∂(X,S,A,I) for (X,S,A,I) ∈ FQ.
From Corollary 3.12, we see that DQ consists of all the ﬁxed points of the derivation operation on FQ.
Corollary 3.14. Let (X,S,A,I) ∈ BQ. Then (X,S,A,I) ∈ DQ if and only if ∂E ∈ I whenever E ∈ A, i.e., ∂A = A.
Proof. That derived structures satisfy ∂A = A follows from Corollary 3.12. Conversely, assume that ∂E ∈ I whenever E ∈ A.
Since I ⊆ A, we get that A is closed under the boundary operation and hence (X,S,A,I) ∈ FQ by Proposition 3.6. Then,
as in the proof of Corollary 3.12, from the assumption ∂A = A we get as ∂I = ∂A ∩ I = A ∩ I = I . Thus (X,S,A,I) =
∂(X,S,A,I) is a derived structure. 
Example 3.15. For a topological space (X,S) and an ideal I in P(X) let AI be deﬁned as by Example 2.8. If N (X) ⊆ I and
S ∩ I = {∅} we get (X,S,AI ,I) ∈ BQ∗ by Example 2.8 and by Corollary 3.11(ii), (X,S, ∂AI , ∂I) = (X,S, ∂AI ,N (X)).
If (X,S) is a Baire space then for the closed ∂ A we have ∂ A ∈ M(X) if and only if ∂ A ∈ N (X), consequently the
structures (X,S,Bc(X),M(X)) and (X,S,Bc(X),N (X)) generate the same derived structure which coincides with
(X,S,AN (X),N (X)). The algebras Bc(X) and AN (X) are in general different of course, for example Q ∈Bc(R) \ AN (R) .
We can now characterize the structures (X,S,A,I) ∈ DQ for which [NI ] holds.
Theorem 3.16. Let (X,S,A,I) ∈ BQ. The following statements are equivalent.
(i) [NI ] is satisﬁed and (X,S,A,I) ∈ DQ.
(ii) A is a subalgebra of AN (X) closed under the boundary operation and I = A ∩ N (X).
Example 3.2(i) shows that we cannot omit ‘closed under the boundary operation’ for (ii) ⇒ (i).
Proof. (i) ⇒ (ii) Assume that (X,S,A,I) is a derived structure in FQ satisfying [NI ]. By Corollary 3.12, ∂A = A and
∂I = I . To see that (ii) holds, let E ∈ A. Lemma 3.10(i) gives E =I int E and then (since I ⊆ N (X) by Lemma 3.10(ii))
E =N (X) int E . Thus, by Theorem 0.1, E ∈ AN (X) . Thus A is a subalgebra of AN (X) . We have I = A ∩ N (X) by
Lemma 3.10(ii).
(ii) ⇒ (i) Assume that A is a subalgebra of AN (X) closed under the boundary operation and I = N (X) ∩ A. [NI ] holds
because S ∩ N (X) = {∅} is true in any topological space. Let E ∈ A. We have ∂E ∈ N (X) by Theorem 0.1. By assumption,
we also have ∂E ∈ A and hence ∂E ∈ A ∩ N (X) = I . Thus ∂A = A and hence, by Corollary 3.14, (X,S,A,I) ∈ DQ. 
Corollary 3.17. Let (X,S,A,I) ∈ DQ be a derived quadruple satisfying [NI ] and let θ be its theta function. We have θ(E) = int(cl E)
for all E ∈ A and θ ∈ ϑs(I). If we assume additionally that (X,A,I) is complete then Λs(I) = ∅.
Proof. Let E ∈ A. From the closure of A under the boundary operation we get that int(cl E) ∈ A. From Theorem 0.1 we know
that int(cl E) belongs to the class (mod N (X)) of E in AN (X) . From equivalent (ii) in Theorem 3.16 and Proposition 2.4 we
get θ(E) = int(cl E). Proposition 2.2 implies that θ is a density. The last assertion follows by Lemma 1.1(i). 
The following example shows that the [NI ] assumption is important in Corollary 3.17.
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Let X = N, let S be the discrete topology, let A = P(N) and let I = Fin. Since I is complete, (X,S,A,I) ∈ FQ. Since
the topology is discrete, (X,S,A,I) = ∂(X,S,A,I) is a derived structure. In A there is a mod Fin disjoint family of
inﬁnite sets C , cardC = 2ℵ0 [8, Example 5.28(c)]. For (X,S,A,I) (which belongs to FQ by completeness) there is no lower
density A → A since there is no function C → A whose values are nonempty and pairwise disjoint. From Talagrand’s
characterization of ideals having the property of Baire we get that if I is a proper ideal on N containing all ﬁnite sets and
having the property of Baire, then in P(N) there is a mod I disjoint family C of sets not in I , cardC = 2ℵ0 , and we can
therefore get the same example using the ideal I instead of Fin (cf. [6]).
From Corollary 3.14, Proposition 1.3 and Proposition 1.5(iv) we get the following description of the strong densities of a
derived structure. These exist by Corollary 3.17 when [NI ] holds. Example 3.18 shows that they may not otherwise.
Proposition 3.19. Let (X,S,A,I) ∈ DQ have theta function θ . Then P∗s (I) = Ps(I) and when ξ ∈ ϑs(I) and E ∈ A,
int E ⊆ θ(E) = int(ξ(E))⊆ ξ(E) ⊆ ξ c(E) ⊆ cl(ξ c(E))= θ c(E) ⊆ cl E.
The next example translates the result of Theorem 3.16 and Corollary 3.17 to the special case of a topological measure
space.
Example 3.20. Let (X,S,Σ,μ) be a topological measure space such that supp(μ) = X . Let (X,S,Σ,Σ0) ∈ BQ∗ be the
associated canonical structure, where Σ0 is the null ideal of μ. We have
∂(X,S,Σ,Σ0) =
(
X,S, J(μ), J(μ)0
)
,
where J (μ) := {A ∈ Σ: ∂ A ∈ Σ0} is the algebra of all Jordan-measurable sets in Σ (see e.g. D.H. Fremlin [4, 411Y (c)]),
J (μ)0 := {A ∈ J (μ): jμ(A) = 0} = J (μ) ∩ Σ0 = J (μ) ∩ N (X) (by Theorem 3.16), the ideal of all Jordan-nullsets of the
(generalized) Jordan probability measure jμ on J (μ), deﬁned by jμ := μ| J (μ). The theta function is given by θ(E) =
int(cl E), E ∈ J (μ), and is a strong density for jμ . Consider the following special cases.
(a) If λN is the N-dimensional Lebesgue measure on RN , we have that J (λN ) is smaller than Σ , is not a σ -algebra and
fails to contain all regular open sets.6 The theta function θN belongs to ϑ∗(Σ0) (Corollary 2.12) but not to ϑ(Σ0) (because
θ(K ) = ∅ whenever K is a Cantor set of positive measure). The Lebesgue density function dN on Σ , given by dN (E) := {x ∈
RN : lim↓0 λN(E ∩ B(x, ))/λN (B(x, )) = 1}, where B(x, ) is the closed ball with centre x, satisﬁes dN ∈ ϑs(λN ) [16, 7.12]
so Proposition 2.2(i) implies θN  dN and we have int(dN (E)) = θN (E) by Proposition 1.5(iv).
(b) If (X,S) is a regular Baire space and (X,S,Σ,μ) is a category measure space (see [14, Chapter 22] for the deﬁnition
and basic properties) then Σ0 = M(X) = N (X) and μ(E) = μ(cl E) = μ(int E) for any E ∈ Σ . Hence (X,S, J (μ), J (μ)0) is
identical to (X,S,Σ,Σ0) and coincides with (X,S,AN (X),N (X)).
(c) Let (X,Σ,μ) be a complete probability space and let ρ ∈ Λ(μ). Then (X, τρ,Σ,μ) is a category measure space.
Here τρ is the lifting topology consisting of those measurable sets E such that E ⊆ ρ(E) [14, Chapter 22]. If τρ is regular
(examples are given in [7, Theorem 2, p. 61]) then (X, τρ) is a regular Baire topological space and we are in the setting
of (b). Thus when ρ can be chosen so that τρ is regular, there is a topology τ , such that (X, τ ,Σ,Σ0) ∈ DQ.
4. Operations inducing liftings on the derived algebra
Deﬁnition 4.1. For two structures (X,S,A,I), (X,S,A′,I ′) ∈ FQ sharing the same topological space, let us write
(X,S,A,I) < (X,S,A′,I ′)
to mean that A ⊆ A′ and I ⊆ I ′ .
In general we cannot expect a lifting or density on the smaller structure to extend to one on the larger structure (see
Example 4.10 for example), but we may ask about the converse, i.e., which liftings or densities on the larger structure induce
liftings or densities on the smaller one. We are interested primarily in the case where (X,S,A,I) = ∂(X,S,A′,I ′), but
most of the proofs are valid in the more general setting without additional effort. We begin with the following proposition
whose proof we leave to the reader.
6 There is an explicit description of a non-Jordan-measurable open set in [2], but note that if K ⊆ R is any Cantor set and we write C for the collection
of all bounded components of Kc then UK =⋃I∈C Il , where Il is the open left half of I , is a regular open set and contains K in its boundary. Taking K to
be of positive measure makes UK non-Jordan-measurable.
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(i) If ξ ′ is strong, or satisﬁes (Z), then ξ is strong, or satisﬁes (Z), respectively, where Z is any of I2, N, E, V , C , O , M, ϑ .
(ii) ∂(X,S,A,I) < ∂(X,S,A′,I ′).
Proposition 4.3. Let (X,S,A,I) ∈ DQ. Let ξ : A → P(X). Consider the following statements.
(i) ξ satisﬁes (I1).
(ii) For any open G ∈ A there is an NG ∈ I such that G \ NG ⊆ ξ(G).
(iii) For any closed F ∈ A there is an MF ∈ I such that ξ c(F ) ⊆ F ∪ MF .
We have (i) ⇒ (ii) ⇔ (iii). Suppose that (ii) holds and ξ satisﬁes (I2) and (V ).
(a) If (X,A,I) is complete then ξ(A) ⊆ A.
(b) If ξ(A) ⊆ A then (i) holds.
Proof. The implication (i) ⇒ (ii) is obvious.
(ii) ⇔ (iii) Let ξ satisfy (ii) and let F ∈ A be closed. Then there is an NFc ∈ I such that F c \ NFc ⊆ ξ(F c), hence
ξ c(F ) = [ξ(F c)]c ⊆ (F c ∩ NcF c )c = F ∪ NFc . Hence, (iii) holds. The converse is similar.
For (a) and (b), consider E ∈ A and note that by Lemma 3.10(i) we have int E, cl E ∈ A as well as int E =I E =I cl E . In
addition note that ξ  ξ c by condition (V ) and that ξ c satisﬁes condition (I2) together with ξ . We have
E =I int E \ Nint E ⊆ ξ(int E) (I2)= ξ(E)
(V )⊆ ξ c(E) (I2)= ξ c(cl E) ⊆ cl E ∪ Mcl E =I E. (∗)
If (X, ∂A, ∂I) is complete then it follows that ξ(E) =I E and hence ξ(E) ∈ A. The assumption that ξ(E) ∈ A also suﬃces
to deduce from (∗) that ξ(E) =I E and hence (i) holds. 
Corollary 4.4. Let (X,S,A,I) ∈ DQ satisfy [NI ].
(i) If ξ : A → A is strong and satisﬁes (I2) and (V ) then ξ ∈ Ps(I).
(ii) If (X,S,A,I) < (X,S,A′,I ′), ξ ∈ Vs(I ′), and ξ(A) ⊆ A then ξ |A ∈ Vs(I).
Note that in (ii) we can replace V by ϑ or Λ since densities and liftings belong to Vs(I ′) and ξ |A satisﬁes (ϑ), (C)
when ξ does by Proposition 4.2.
Proof. (i) Property (N) holds by [NI ] and property (E) holds because ξ is strong. (I1) follows from Proposition 4.3(b).
(ii) is immediate from (i) and Proposition 4.2(i). 
The following example shows that the assumption ξ(A) ⊆ A in Proposition 4.3(b) cannot be removed.
Example 4.5. Let X = R with the Euclidean topology S. Let A be the family of Jordan-measurable Borel sets and let I be
the intersection with A of the Lebesgue measure zero ideal. We have (X,S,A,I) ∈ DQ. Let U ⊆ R be the open set from
[19] whose image under any translation-invariant lifting for Lebesgue measure is not a Borel set. The boundary of U is the
union of a countable set and the Cantor middle third set, and hence U ∈ A. Let ξ be the restriction to A of any translation-
invariant lifting for Lebesgue measure. Then ξ satisﬁes (ii) of Proposition 4.3 with NG = ∅ since translation-invariant liftings
are strong, but it does not satisfy (i) since ξ(U ) is not a Borel set.
Theorem 4.6. Let (X,S,A,I) ∈ DQ. If (X,S,A,I) < (X,S,A′,I ′) ∈ FQ with theta functions θA , θA′ , respectively, and [NI ′ ]
holds then θA = θA′ |A.
Proof. Let E ∈ A. Clearly θA(E) ⊆ θA′ (E). From Corollary 3.17, θA is given by the formula θA(E) = int(cl E). If G ∈ A′ is
open and G ⊆I ′ E then from [NI ′ ] we get G ⊆ cl E . (Note that cl E ∈ A since (X,S,A,I) ∈ DQ and hence cl E ∈ A′ .) Thus
G ⊆ int(cl E) = θA(E). It follows that θA′ (E) ⊆ θA(E). 
Corollary 4.7. Let (X,S,A,I) ∈ FQ. If [NI ] holds then θ∂A = θA|∂A, where θ∂A is the theta function of ∂(X,S,A,I).
Note that θA might not be a density, indeed (X,A,I) need not have a density or even a monotone selector as the
following example shows.
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ideal of all ﬁnite subsets of N and consider the structure (X,S,P(N), Fin). We have ∂(X,S,P(N), Fin) = (X,S,AFin, Fin).
The theta function for both structures is given (on the respective domains P(N) and AFin) by the formula θ(E) = X when E
is co-ﬁnite, and θ(E) = ∅ otherwise. On (X,AFin, Fin) this deﬁnes a density (and even a lifting), but there are no orthogonal
selectors for (N,P(N), Fin), i.e., O (Fin) = ∅, because P(N)/ Fin contains uncountable disjoint families whereas P(N) does
not. It follows that there are also no monotone selectors, i.e., M(I) = ∅, since if ξ ∈ M(I) then ξ ∧ ξ c ∈ O (I).
Problem 4.9. P. Erdo˝s proved (see [12]) that when μ is a density measure7 on N and I is its null ideal, then (N,P(N),I)
has no lifting. Is it also the case that (N,P(N),I) has no monotone selector, i.e., is M(I) = ∅?
Example 4.10. By [4, 453N], there exists a completion regular, Hausdorff, compact complete Radon measure space
(X,S,Σ,μ) with supp(μ) = X which has no strong lifting and hence no strong density by Lemma 1.1. This means that
none of the strong densities for the algebra of Jordan-measurable sets ξ ∈ ϑs( jμ) has an extension to a density for μ. (Such
a density would automatically be strong because the Jordan-measurable open sets form a base for the topology.) In partic-
ular, the theta function for the algebra of Jordan-measurable sets has no extension to a density for μ. (Cf. [11], the remark
after Theorem 4.4.)
For derived algebras with an additional group structure we may ask for invariant densities and liftings.
Proposition 4.11. Let (X,S,A,I) ∈ FQ and let f : X → X be a bijection. Let θA and θ∂A be the theta functions of (X,S,A,I) and
∂(X,S,A,I), respectively.
(i) If S, A, and I are all invariant under f and f −1 , then so are ∂A and ∂I .
(ii) If ξ : A → A is invariant under f and f −1 then so is ξ |∂A.
(iii) If [NI ] holds, (X,A,I) is complete, and X is equipped with a group operation then there is a left invariant ρA ∈ Λ2s (I) with
θA  ρA  θ cA and there is a left invariant ρ∂A ∈ Λs(∂I) with θ∂A  ρ∂A  θ c∂A , and ρ∂A = ρA|∂A.
Proof. (i), (ii) It suﬃces to prove that ∂A is invariant under f . Since f is a homeomorphism, for E ∈ A we have ∂ f (E) =
f (∂E). Thus, if E ∈ ∂A we get from the invariance of A and I that f (E) ∈ A and ∂ f (E) ∈ I . Thus, f (E) ∈ ∂A.
(iii) By Lemma 1.1(ii), there is a left invariant ρA ∈ Λ2(I) with θA  ρA  θ cA . Consequently ρA ∈ Λ2s (I), since θA ∈
ϑ2s (I). By Corollary 4.7, ρ∂A := ρA|∂A ∈ Λ2(∂I) satisﬁes θ∂A  ρ∂A  θ c∂A . Since θ∂A(E) =∂I θ c∂A(E) =∂I E for all E ∈ ∂A,
we get ρ∂A ∈ Λ(∂I). 
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