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Abstract: We investigate spectral features of the Dirac operator with infinite mass1
boundary conditions in a smooth bounded domain of R2. Motivated by spectral geometric2
inequalities, we prove a non-linear variational formulation to characterize its principal3
eigenvalue. This characterization turns out to be very robust and allows for a simple4
proof of a Szegő type inequality as well as a new reformulation of a Faber–Krahn type5
inequality for this operator. The paper is complemented with strong numerical evidences 16
supporting the existence of a Faber–Krahn type inequality.7
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1. Introduction17
1.1. Motivations and state of the art. In the past few years there has been a growing18
interest in the study of Dirac operators among the mathematical physics community; the19
main reason being that low-energy electrons in a single-layered sheet of graphene are20
driven by an effective Hamiltonian being a two-dimensional massless Dirac operator.21
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosVarious mathematical studies have been undertaken, starting with a rigorous math-22 ematical derivation of such Hamiltonians, see e.g. [19] for the effective Hamiltonian23
derivation or [3,8,30,38] for the justification of the so-called infinite mass boundary con-24
ditions. Many properties of such operators have been investigated as their self-adjointness25
in bounded domains with specified boundary conditions or coupled with the so-called26
δ-interactions, see [9,11]. Let us also mention recent works on spectral properties and27
asymptotics of Dirac-type operators in specific asymptotic regimes (see [4,23]).28
In this work, we are interested in finding geometrical bounds on the eigenvalues of29
one of the simplest Dirac operator relevant in physics: the two-dimensional massless30
Dirac operator with infinite mass boundary conditions.31
To set the stage, let Ω ⊂ R2 be a C∞ simply connected and bounded domain and32
let n = (n1, n2)⊤ be the outward pointing normal field on ∂Ω . The Dirac operator with33







dom(DΩ) := {u = (u1, u2)⊤ ∈ H1(Ω, C2) : u2 = inu1 on ∂Ω},36








The Dirac operator with infinite mass boundary conditions DΩ is known to be self-39
adjoint (see [11, Thm. 1.1.]), moreover its spectrum is symmetric with respect to the40
origin and constituted of eigenvalues of finite multiplicity satisfying41
· · · ≤ −Ek(Ω) ≤ · · · ≤ −E1(Ω) < 0 < E1(Ω) ≤ · · · ≤ Ek(Ω) ≤ · · · .42






where |Ω| denotes the area of the domain Ω . However, this lower bound is never attained45
among Euclidean domains and by analogy with the famous Faber–Krahn inequality [18,46
26], a natural conjecture for the optimal lower-bound is the following.47






where D is the unit disk. There is equality in the above inequality if and only if Ω is a50
disk.51
Remark 2. As explained in [12, Remark 2] (see also [28, Appendix]), the eigenstructure52
of the unit disk is explicit. Indeed, E1(D) ≃ 1.435 . . . is the first non-negative root of53
the equation J0(E) = J1(E) where J0 and J1 are the Bessel functions of the first kind54
of order 0 and of order 1, respectively. Moreover, an associated eigenfunction is given55








































fA Variational Formulation for Dirac OperatorsConjecture 1 motivated part of this paper and is still an open question. However, in59 Sect. 8 we provide strong numerical evidences supporting it and in Sect. 7 we show how60
Conjecture 1 is intimately connected to the famous Bossel–Daners inequality for the61
Robin Laplacian (see [13,15]).62
The quest for a geometrical upper-bound has also attracted attention recently as for63
instance in [28]. In this work, the given geometrical upper-bound is sharp in the sense64
that it is an equality if and only if the considered domain is a disk. Nevertheless, this65
upper-bound depends in a complicated fashion on different geometrical parameters and66
may be hard to compute in practice.67
Let us also mention that similar questions are dealt with within the differential geom-68
etry literature for lower bounds and upper bounds for Dirac operators on spin-manifolds69
(see for instance [1,6,7,33]).70
One of the main results of this paper is the following theorem which gives a geometri-71
cal upper-bound in terms of simple geometric quantities: |Ω|—the area of Ω , |∂Ω|—the72
perimeter of Ω as well as ri —the inradius of Ω .73





with equality if and only if Ω is a disk.76
The proof is by combining a new variational characterization of E1(Ω), inspired77
by min-max techniques for operators with gaps introduced in [16,22] and the classical78
proof of Szegő about the eigenvalues of membranes of fixed area [39] (see also the recent79
work [36] on operators with gaps).80
It turns out that this new variational characterization is of interest by itself because it81
also allows for numerical simulations and we believe that it could be an adequate starting82














For E > 0, qΩE,0 is bounded below with dense domain and we consider q
Ω
E the closure87
















The second main result of this paper is the following non-linear variational characteri-90
zation of E1(Ω).91
Theorem 4. E > 0 is the first non-negative eigenvalue of DΩ if and only if μΩ(E) = 0.92
The advantage of the quadratic form qΩE is two-fold. First, functions in the considered93
variational space are now scalar valued and, second, the infinite mass boundary condi-94
tions does not appear in the variational formulation. However, the first drawback is that95
dom (qΩE ) contains the Hardy space H
2
h(Ω), constituted of holomorphic functions with96
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafostraces in L2(∂Ω). In particular, dom (qΩE ) is not a usual Sobolev space and a special97 care is needed in order to prove Theorem 4. In particular, it requires a precise description98
of the domain dom (qΩE ) as well as the domain of the associated self-adjoint operator99
via Kato’s first representation theorem (see [25, Chap. VI, Thm. 2.1]). It is done using100
convolution operators reminiscent of what is done in [5,31], elliptic regularity properties101
of the maximal Wirtinger operators as well as using Cauchy singular integral operators102
on ∂Ω , seen as periodic pseudo-differential operators.103
Theorem 4 is reminiscent of [16,17], where a similar strategy is used to deal with the104
Dirac-Coulomb operator. To our knowledge, this is the first time this idea is extended to105
boundary value problems and now, we describe its heuristic.106
Let (u, v)⊤ ∈ dom (DΩ) be an eigenfunction associated with the eigenvalue E > 0.107
In Ω , the eigenvalue equation reads108
− 2i∂zv = Eu, −2i∂z̄u = Ev. (4)109
If we assume that this identity is true up to the boundary ∂Ω , we obtain the following110




u = 0 on ∂Ω. (5)112
Now, Eq. (4) gives113
− 4∂z∂z̄u = E2u in Ω. (6)114
Hence, a weak formulation is obtained taking the scalar product by u, integrating by115
parts and taking into account the boundary condition (5). This formally gives qΩE (u) = 0116
and this is the reason for introducing the quadratic form qΩE in (2).117
Let us add two remarks. The first one explains that (5)–(6) can be recast into a non-118
linear eigenvalue problem for a Laplace operator with oblique boundary conditions.119
The second remark, explains how Theorem 4 could be extended to handle the next120
eigenvalues.121
Remark 5. Note that (6) is an eigenvalue equation for the Laplace operator and reads122
−∆u = E2u. The boundary condition (5) is a relation between the normal derivative,123
the tangential derivative and the value of the function on ∂Ω . If we let t be the tangent124
field on ∂Ω such that (n, t) is a direct frame, the problem can be re-interpreted as an125
oblique problem126
{
−∆u = E2u in Ω,
∂nu + i∂t u + Eu = 0 on ∂Ω,
(7)127
where ∂n and ∂t are the normal and tangential derivatives, respectively.128
Note that Problem (7) is non-linear because the parameter E > 0 appears both in the129
eigenvalue equation and in the boundary condition.130
Remark 6. For j ≥ 1, one can consider the j th min-max level of qΩE defined as131
μΩj (E) := inf
F ⊂ dom (qΩE )
















As in [16], Theorem 4 could be extended as follows: E > 0 is the j th non-negative133
eigenvalue of DΩ if and only if μΩj (E) = 0. We do not discuss it here because we are134
concerned only with the principal eigenvalue E1(Ω).135
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fA Variational Formulation for Dirac OperatorsFinally, let us comment the hypothesis on Ω . First, one would like to lower the136 smoothness hypothesis to be able to handle, for instance, Lipschitz domains. This is a137
natural question but there is no reason for the Dirac operator with infinite mass boundary138
to be self-adjoint on such a domain dom (DΩ) (see the case of polygonal domains139
in [27]). Moreover, as part of the proof relies on pseudo-differential techniques, we140
prefer to keep the C∞ smoothness assumption on ∂Ω because it allows for a more141
efficient treatment of singular integral operators on the boundary. Second, the simply142
connectedness assumption may be an unnecessary hypothesis for Theorem 4 to hold.143
Nevertheless, we are not able to drop it in Theorem 3 because the proof relies on the144
Riemann mapping theorem to build an admissible test function fo qΩE .145
1.2. Structure of the paper. In Sect. 2, we gather several results on Sobolev spaces on146
∂Ω , periodic pseudo-differential operators on ∂Ω and deduce various mapping proper-147
ties of the Cauchy singular integral operators.148
Section 3 contains a description of the domain of the maximal Wirtinger operators. In149
particular, we discuss the existence of a trace operator for functions belonging to these150
domains and state a fundamental elliptic regularity result.151
Section 4 deals with the description of the Bergman and Hardy spaces on Ω thanks152
to integral operators. This is done by introducing th Szegő projectors on the Sobolev153
spaces on the boundary H s(∂Ω) (s ∈ {− 12 , 0,
1
2 }). As a byproduct of this analysis we154
are able to describe explicitly the domains of the maximal Wirtinger operators.155
Theorem 4 is proved in Sect. 5. We start by describing the domain of the quadratic156
form qΩE in terms of the first-order Sobolev space H
1(Ω) and the Hardy space on Ω .157
Then, the analysis is pushed forward to study the domain of the self-adjoint operator158
associated with qΩE via Kato’s first representation theorem (see [25, Chap. VI, Thm.159
2.1]). Combining these tools, we prove Theorem 4.160
Then, we apply Theorem 4 in Sect. 6 to prove Theorem 3. The proof is by adapting161
the well-known proof of Szegő [39] to our setting, constructing an adequate test function162
for the new variational formulation.163
In Sect. 7, we show that Conjecture 1 can be reformulated and that it is related to the164
famous Bossel–Daners inequality.165
We conclude in Sect. 8 illustrating by numerical experiments the validity of Conjec-166
ture 1 and several theoretical results discussed all along the paper.167
2. Preliminaries168
2.1. Sobolev spaces on ∂Ω . In the following, T is the torus T := R/Z, D(T) = C∞(T)169
is the space periodic smooth functions on the torus T and D(T)′ the space of periodic170
distributions on the torus T. Let f ∈ D(T)′ we define its Fourier coefficients using the171
duality pairing by172
f̂ (n) := 〈 f, e−n〉D(T)′,D(T), en := t ∈ T → e2iπnt .173
For s ∈ R, the Sobolev space of order s on T is defined as174
H s(T) :=
{
f ∈ D(T)′ :
+∞∑
n=−∞
































fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosSet ℓ := |∂Ω| and let γ : R/[0, ℓ] → ∂Ω be a smooth arc-length parametrization of176 ∂Ω . Consider the map177
U∗ : D(T) → D(∂Ω), (U∗g)(x) := ℓ−1g(ℓ−1γ −1(x)), x ∈ ∂Ω,178
where we have set D(∂Ω) := C∞(∂Ω). We define the map U : D(∂Ω)′ → D(T)′ as179
〈U f, g〉D(T)′,D(T) := 〈 f, U∗g〉D(∂Ω)′,D(∂Ω). (8)180
The Sobolev space of order s ∈ R on ∂Ω is defined as181
H s(∂Ω) := { f ∈ D(∂Ω)′ : U f ∈ H s(T)}.182
2.2. Periodic pseudo-differential operators. Let us start by defining periodic pseudo-183
differential operators on T.184
Definition 7. A linear operator H on C∞(T) is a periodic pseudo-differential operator185
on T if there exists h : T × Z → C such that:186
1. for all n ∈ Z, h(·, n) ∈ C∞(T),187
2. H acts as H f =
∑
n∈Z h(·, n) f̂ (n)en ,188








∣∣∣ ≤ cp,q(1 + |n|)α−q ,191
where the operator ω is defined for all (t, n) ∈ T × Z by (ωh)(t, n) := h(t, n + 1) −192
h(t, n).193
α is called the order of the pseudo-differential operator H . The set of pseudo-differential194





Example 8. For further use, we introduce the example of multiplication operators. Con-197
sider H : C∞(T) → C∞(T) defined as198
(H f )(t) := h(t) f (t), h ∈ C∞(T).199
Decomposing in Fourier series, one immediately obtains200
(H f ) =
∑
n∈Z
h f̂ (n)en .201






∣∣∣ ≤ cp, for some cp > 0.203
We get H ∈ Ψ 0.204
Using the map U defined in (8), we define periodic pseudo-differential operators on205
∂Ω as follows.206
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fA Variational Formulation for Dirac OperatorsDefinition 9. A linear operator H on C∞(∂Ω) is a periodic pseudo-differential operator207 on ∂Ω of order α ∈ R if the operator H0 := U HU−1 ∈ Ψ α . The set of pseudo208





We will need the following properties of pseudo-differential operators on ∂Ω . They can211
be found in [34, §5.8 & 5.9].212
Proposition 10. Let s, α, β ∈ R and H ∈ Ψ α∂Ω , G ∈ Ψ
β
∂Ω .213
1. H extends uniquely to a bounded linear operator, also denoted H, from H s(∂Ω) to214
H s−α(∂Ω).215
2. There holds216
H + G ∈ Ψ max(α,β)∂Ω , H G ∈ Ψ
α+β
∂Ω , [H, G] ∈ Ψ
α+β−1
∂Ω .217
2.3. Cauchy singular integral operators. For f ∈ C∞(∂Ω), the Cauchy singular inte-218
gral operator is defined as a principal value by219








dξ, z ∈ ∂Ω.220
We define its anti-holomorphic counterpart as221








dξ, z ∈ ∂Ω.222
It turns out Sh and Sah are periodic pseudo-differential operators on ∂Ω . This is the223
purpose of the following proposition.224
Proposition 11. The linear maps Sh and Sah are periodic pseudo-differential operators225
of order 0. In particular, they are bounded linear operators from H s(∂Ω) onto itself for226
all s ∈ R.227
Proof. This is proved in [9, Prop. 2.9.] where the operators Sh and Sah are denoted CΣ228
and −C ′Σ respectively (with Σ := ∂Ω). ⊓⊔229
We will also need the following property.230
Proposition 12. Let Hn be the multiplication operator by the normal n in C
∞(∂Ω).231
There holds:232
1. Hn is a periodic pseudo-differential operator of order 0.233
2. Let ♯ ∈ {h, ah} we have [Hn, S♯] ∈ Ψ −1∂Ω .234
3. There holds Sah + Sh ∈ Ψ −∞∂Ω .235
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosProof. Point (1) is proved remarking that the operator U HnU−1 is a multiplication236 operator in T. Thanks to Example 8, we know that U HnU−1 ∈ Ψ 0 hence by definition237
we get Hn ∈ Ψ 0∂Ω .238
Let us deal with Point (2). Let ♯ ∈ {h, ah}, by Proposition 11, S♯ ∈ Ψ 0∂Ω and by Point239
(1) Hn ∈ Ψ 0∂Ω . Hence, by (2) Proposition 10, we obtain Point (2).240
Finally, we prove Point (3). By [9, Proposition 2.9.] there exists L ∈ Ψ 0∂Ω and241
R1, R2 ∈ Ψ −∞∂Ω such that242
Sh = L + R1, Sah = −L + R2.243
Hence, Sh + Sah = R1 + R2 ∈ Ψ −∞∂Ω by (2) Proposition 10. ⊓⊔244
3. Maximal Wirtinger Operators245
In this section we describe elementary properties of the maximal Wirtinger operators246
defined as247
∂hu = ∂z̄u, dom(∂h) := {u ∈ L2(Ω) : ∂z̄u ∈ L2(Ω)},248
∂ahu = ∂zu, dom(∂ah) := {u ∈ L2(Ω) : ∂zu ∈ L2(Ω)}.249






, u ∈ dom(∂♯).251
In particular, dom(∂♯) endowed with the scalar product defined for u, v ∈ dom(∂♯) by252
〈u, v〉♯ = 〈∂♯u, ∂♯v〉L2(Ω) + 〈u, v〉L2(Ω),253
is a Hilbert space.254
The first lemma is obtained by a simple integration by parts.255
Lemma 13. The following identities hold.256
H1(R2) = { f ∈ L2(R2) : ∂z f ∈ L2(R2)} = { f ∈ L2(R2) : ∂z̄ f ∈ L2(R2)}.257
258
Proof. Let f ∈ C∞0 (R
2). Integrating by parts several times we obtain:259
‖∇ f ‖2




= 4〈 f,−∂z̄∂z f 〉L2(R2) = 4‖∂z f ‖2L2(R2).261
As C∞0 (R
2) is dense in H1(R2), we obtain the expected result. ⊓⊔262
The next lemma is a density result.263
Lemma 14. Let ♯ ∈ {h, ah}. The space C∞(Ω) := C∞(Ω, C) is dense in dom(∂♯).264
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fA Variational Formulation for Dirac OperatorsProof. Let u ∈ dom(∂h) and assume that for all ϕ ∈ C∞(Ω) there holds265
0 = 〈u, ϕ〉h = 〈∂z̄u, ∂z̄ϕ〉L2(Ω) + 〈u, ϕ〉L2(Ω).266
In particular, if ϕ ∈ C∞0 (Ω), we obtain −∆u = −4u first in D(Ω)
′ then in L2(Ω).267
Define v = ∂z̄u and denote by v0 its extension to the whole R2 by 0. For ϕ ∈ C∞0 (R
2)268
there holds269






where u0 denotes the extension by zero of u to the whole R2. It gives ∂zv0 = u0 ∈276
L2(R2). By Lemma 13, v0 is in H1(R2) and by [14, Prop. IX.18.] we get v ∈ H10 (Ω).277
Remark that in D′(Ω), there holds ∂z̄∂zv = v. Indeed, we have278
∂z̄∂zv = ∂z̄∂z∂z̄u = ∂z̄u = v.279
In particular this identity also holds true in L2(Ω). Now, pick a sequence vn ∈ C∞0 (Ω)280
converging to v in the H1(Ω)-norm. There holds281
〈v, vn〉L2(Ω) = 〈∂z∂z̄v, vn〉L2(Ω) = −〈∂z̄v, ∂z̄vn〉D′(Ω),D(Ω)282
= −〈∂z̄v, ∂z̄vn〉L2(Ω).283
Letting n → +∞ one obtains ‖v‖2
L2(Ω)
= −‖∂z̄v‖2L2(Ω) which implies v = 0. In D
′(Ω)284
we have ∂zv = ∂z∂z̄u = u. As v = 0, u = 0 which concludes the proof for ♯ = h. The285
case ♯ = ah is handled similarly. ⊓⊔286
In order to describe precisely the domains dom(∂♯) (♯ ∈ {h, ah}) we need to prove287
the existence of traces on ∂Ω for functions in dom(∂♯). To this aim, define the following288
Dirichlet trace operators289
Γ + : H1(Ω) → H
1





2\Ω) is the Fréchet space of locally H1-functions in R2\Ω . These linear291
operators are known to be continuous (see [29, Thm. 3.37]). Moreover, there exists292
continuous extension operators such that for f ∈ H
1
2 (∂Ω) there holds293
E+ f ∈ H1(Ω), E− f ∈ H1(R2\Ω) and Γ ±E± f = f.294
Actually, the operator Γ + can be extended to functions in dom(∂♯) (♯ ∈ {h, ah}). This is295
the purpose of the following proposition.296
Lemma 15. Let ♯ ∈ {h, ah}. The operator Γ + defined in (9) extends into a linear bounded297
































fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosProof. Let (vn)n∈N ∈ C∞(Ω)N be a sequence that converges to v in the ‖ · ‖h-norm299 when n → +∞. Let us prove that (Γ +vn)n∈N has a limit in H− 12 (∂Ω). First recall the300
integration by part formula301
1
2
〈Γ +u, nΓ +w〉L2(∂Ω) = 〈∂z̄u, w〉L2(Ω) + 〈u, ∂zw〉L2(Ω),302
valid for any u, w ∈ H1(Ω). Second, pick f ∈ H
1
2 (∂Ω) and consider w = E+(n f ) ∈303
H1(Ω). There holds304
〈Γ +(vn − vm), f 〉L2(∂Ω) = 2〈∂z̄(vn − vm), w〉L2(Ω) + 2〈vn − vm, ∂zw〉L2(Ω).305
In particular, we have306
∣∣〈Γ +(vn − vm), f 〉L2(∂Ω)
∣∣ ≤ 2‖∂z̄(vn − vm)‖L2(Ω)‖w‖L2(Ω)307
+ 2‖vn − vm‖L2(Ω)‖∂zw‖L2(Ω)308
≤ 4‖w‖H1(Ω)‖vn − vm‖h309




‖vn − vm‖h (for some cΩ > 0),310
where we have used that E+ is a continuous linear map and that the multiplication311
operator by n is bounded from H
1
2 (∂Ω) onto itself. When n, m → +∞ we ob-312
tain ‖Γ +(vn − vm)‖
H
− 12 (∂Ω)
→ 0. In particular (Γ +vn)n∈N is a Cauchy sequence313
in H−
1
2 (∂Ω) thus converges to an element g ∈ H−
1
2 (∂Ω) and we define Γ +v := g.314






which implies, when n → +∞, that Γ + is bounded from dom(∂h) to H−
1
2 (∂Ω). The318
proof for dom(∂ah) is handled similarly. ⊓⊔319
Remark 16. If one picks R > 0 such that Ω ⊂ B(0, R) := {x ∈ R2 : ‖x‖ < R}, one can320
prove that for ⋆ ∈ {z, z}, Γ − extends into a linear bounded operator between the space321
{u ∈ L2(B(0, R)\Ω) : ∂⋆u ∈ L2(B(0, R)\Ω)} and H−
1
2 (∂Ω). The proof goes along322
the same lines as the one of Lemma 15, using an extension operator E− : H
1
2 (∂Ω) →323
H1(B(0, R)\Ω) constructed such that for all f ∈ H
1
2 (∂Ω), E−( f )|∂ B(0,R) = 0.324
Remark 17. Pick u ∈ dom(∂ah) and w ∈ H1(Ω). Note that by definition, the following325
Green’s Formula holds326
〈∂zu, w〉L2(Ω) = −〈u, ∂z̄w〉L2(Ω) +
1
2






The following elliptic regularity result is rather well known (see the analogous state-328
ment [11, Lemma 2.4.]).329
Lemma 18. Let ♯ ∈ {h, ah} and u ∈ dom(∂♯). If Γ +u ∈ H
1
2 (∂Ω) then u ∈ H1(Ω).330
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fA Variational Formulation for Dirac OperatorsProof. Let u ∈ dom(∂h) be such that Γ +u ∈ H 12 (∂Ω) and set v = u − E+(Γ +u).331 Then, Γ +v = 0 and if v ∈ H10 (Ω) the result is proved. If vn ∈ C∞(Ω) is a sequence332
converging to v in the ‖ · ‖h-norm there holds Γ +vn → 0 in H−
1
2 (∂Ω) by Lemma 15.333
In particular, it gives for any w ∈ H1(Ω)334
〈v, ∂zw〉L2(Ω) = lim
n→+∞
(
− 〈∂z̄vn, w〉L2(Ω) +
1
2




Let v0 (resp. h0) be the extension of v (resp. h := ∂z̄v) by zero to the whole R2. If337
ϕ ∈ C∞0 (R
2), there holds338
−〈h0, ϕ〉D′(R2),D(R2) = −〈h, ϕ〉L2(Ω) = 〈v, ∂zϕ〉L2(Ω)339
= 〈v0, ∂z̄ϕ〉D′(R2),D(R2)340
= −〈∂z̄v0, ϕ〉D′(R2),D(R2).341
Thus ∂z̄v0 = h0 ∈ L2(R2) and by Lemma 13, v0 ∈ H1(R2) and v ∈ H10 (Ω). The proof342
for u ∈ dom(∂ah) is handled similarly. ⊓⊔343
4. Bergman and Hardy Spaces on Ω344
We introduce A2h(Ω) and A
2
ah(Ω) the holomorphic and anti-holomorphic Bergman345
spaces on Ω , respectively. They are defined as346
A
2
h(Ω) := {u ∈ Hol(Ω) ∩ L
2(Ω)}, A2ah(Ω) := {u : u ∈ A
2
h(Ω)},347
where Hol(Ω) denotes the space of holomorphic functions in Ω . The holomorphic and348
anti-holomorphic Hardy spaces, denoted H2h(Ω) and H
2




h(Ω) := {u ∈ A
2
h(Ω) : Γ
+u ∈ L2(∂Ω)}, H2ah(Ω) := {u : u ∈ H
2
h(Ω)}. (11)351
This section aims to describe explicitely the Bergman and Hardy spaces on Ω in terms352
of Cauchy integrals and Szegő projectors that we define now.353
For f ∈ C∞(∂Ω) consider the Cauchy integrals defined for z ∈ C\∂Ω by354















It is well known (see [34, §4.1.2.]) that Φh( f ) (resp. Φah( f )) defines a holomorphic356
function (resp. anti-holomorphic function) in R2\∂Ω .357
The well-known Plemelj-Sokhotski formula (see [34, Thm. 4.1.1]) states that for358
f ∈ C∞(∂Ω) the functions Φh( f ) and Φah( f ) have an interior and an exterior Dirichlet359
trace, denoted respectively γ +0 and γ
−
0 , such that:360















Let ♯ ∈ {h, ah}, note that by [10, Theorem 3.1.], for f ∈ C∞(∂Ω) we know that362
Φ♯( f )|Ω ∈ C∞(Ω) as well as Φ♯( f )|R2\Ω ∈ C∞(R2\Ω). In particular, the traces363
γ ±0 Φ♯( f ) coincide withΓ
±Φ♯( f ), whereΓ ± are the trace operators defined in Lemma 15364
and Remark 16.365
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Proposition 20. Let s ∈ R and ♯ ∈ {h, ah}. The Szegő projectors Π±♯ extend uniquely368
into bounded linear operators from H s(∂Ω) onto itself. Moreover, Π±♯ are projectors369
and Π+♯ + Π
−
♯ = 1.370








By Proposition 11, Π±♯ extends into a bounded linear operator from H
s(∂Ω) onto itself373
for all s ∈ R.374
Let s ∈ R and f ∈ H s(∂Ω). A fundamental fact is that S2h f = f (see [34,375





































♯ = 1. ⊓⊔381
The main goal of this section is to prove the following description of the Bergman382
and Hardy spaces. As we will see further on in Proposition 22, this description relies on383
an extension of the operators Φ♯ to Sobolev spaces on the boundary ∂Ω (♯ ∈ {h, ah}).384
Theorem 21. Let ♯ ∈ {h, ah}. The Bergman spaces satisfy385
A
2
♯(Ω) = {Φ♯( f ) : f ∈ H
− 12 (∂Ω),Π−♯ f = 0}.386
The Hardy spaces are given by387
H
2
♯(Ω) = {Φ♯( f ) : f ∈ L
2(∂Ω),Π−♯ f = 0}.388
4.1. Potential theory of the Wirtinger derivatives. In this paragraph we prove the fol-389
lowing proposition.390
Proposition 22. Let ♯ ∈ {h, ah} and s ∈ {− 12 , 0,
1
2 }. The operator Φ♯ extends uniquely391
into a bounded operator from H s(∂Ω) to H s+
1
2 (Ω) also denoted Φ♯.392
In order to prove Proposition 22, we will need a few lemmas. Let us start by defining393






































fA Variational Formulation for Dirac OperatorsLemma 23. Let ♯ ∈ {h, ah}. The linear map397
N♯ : u ∈ L2(Ω) → ϕ♯ ∗ u0398
is bounded from L2(Ω) to H1(K ) for all compact K ⊂ R2. Here u0 denotes the extension399
of u by zero to the whole R2.400
Proof. Let us prove it for ♯ = h the proof for ♯ = ah being similar. In the space of401
distributions D′(R2), there holds402
∂z̄ϕh = δ0, (14)403
where δ0 is the Dirac delta-distribution.404





u(x)e−2iπ〈x,k〉R2 dx, for all k ∈ R2407
and û ∈ S(R2). The Fourier transform extends to the space of tempered distribution408
S ′(R2) and as δ0 ∈ S ′(R2), the Fourier transform of (14) yields409
ϕ̂h(k) =
1
π i(k1 + ik2)
, k = (k1, k2) ∈ R2\{(0, 0)}.410
Let K be a compact subset of R2 and take u ∈ L2(Ω). We extend u by zero to R2 and411
denote this extension u0 ∈ L2(R2).412























Now, let R > 0 be such that K ⊂ {x ∈ R2 : |x | < R} and Ω ⊂ {x ∈ R2 : |x | < R}.417
Consider a cut-off function χ ∈ C∞0 ([0, +∞)), 0 ≤ χ ≤ 1, such that418
χ(ρ) = 1 whenever 0 ≤ ρ < 2R, χ(ρ) = 0 whenever ρ > 3R.419




χ(|x − y|)ϕh(x − y)u0(y)dy.421
As defined, uχ |K ≡ (ϕh ∗ u0)|K . Hence, we get422
‖ϕh ∗ u0‖L2(K ) = ‖uχ‖L2(K ) ≤ ‖uχ‖L2(R2)423
≤ ‖χ(| · |)ϕh‖L1(R2)‖u‖L2(Ω),424
220 3959




























fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafoswhere we have used Young’s inequality because χ(|·|)ϕh ∈ L1(R2). Indeed, there holds425








In particular, there exists cK > 0, such that427
‖ϕh ∗ u0‖H1(K ) ≤ cK ‖u‖L2(Ω).428
Hence, for any compact K ⊂ R2, N♯ is a bounded linear operator from L2(Ω) to H1(K )429
and the proposition is proved. ⊓⊔430
Next, we recall that the Dirichlet trace on ∂Ω of a function in H1loc(R






and is a continuous linear operator from H1loc(R
2) to H
1
2 (∂Ω) (see [29, Thm. 3.37]).434
Moreover, for s ∈ [0, ℓ], we introduce t(s) := γ ′1(s) + iγ
′
2(s) the expression of the435
tangent vector in the complex plane at the point γ1(s) + iγ2(s).436
Lemma 24. The dual adjoints of (tΓ Nh) and (tΓ Nah), denoted (tΓ Nh)
′ and (tΓ Nah)′437
respectively, are bounded linear maps from H−
1
2 (∂Ω) to L2(Ω). Moreover if f ∈438
C∞(∂Ω), in L2(Ω) there holds:439










Proof. Thanks to Lemma 23 and the mapping properties of Γ we know that Γ N♯ is442
a bounded linear map from L2(Ω) to H
1
2 (∂Ω) (for ♯ ∈ {h, ah}). As Ω is smooth,443
t ∈ C∞(∂Ω) and t ∈ C∞(∂Ω). In particular the multiplication operators by t and t444
are bounded and invertible in H
1
2 (Ω). Hence, their dual adjoints satisfy the expected445
mapping property.446
Now, pick f ∈ C∞(∂Ω) and v ∈ L2(Ω). Denoting by v0 the extension of v by zero447
to the whole R2 and using Fubini’s theorem, there holds448
























f (γ (s))(γ ′1(s) − iγ
′
2(s))
















= 〈−2iΦah( f ), v〉L2(Ω).454
The proof for (tΓ Nah)′ goes along the same lines, which concludes the proof of this455
lemma. ⊓⊔456
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fA Variational Formulation for Dirac OperatorsFor further use, we still denote Φah and Φh the operators i2 (tΓ Nh)′ and − i2 (tΓ Nah)′.457 Now, for ♯ ∈ {h, ah}, when considering the operators458
Φ♯ :
(






dom(∂♯), ‖ · ‖♯
)
459
they are bounded operators because for any f ∈ C∞(∂Ω), Φh( f ) and Φah( f ) are holo-460
morphic and anti-holomorphic in Ω , respectively. The density of C∞(∂Ω) in H−
1
2 (∂Ω)461
yields for each operator a unique extension to H−
1
2 (∂Ω) which coincides with the pre-462
vious one. In particular, for any f ∈ H−
1
2 (∂Ω), Φ♯( f ) ∈ dom(∂♯) and ∂♯Φ♯( f ) = 0.463
Now, we have collected all the tools to prove Proposition 22.464
Proof of Proposition 22. For s = − 12 , Proposition 22 holds true, because of Lemma 24465
and the density of C∞(∂Ω) in H−
1
2 (∂Ω). Let us prove it for s = 12 . Remark that466
Φ♯( f ) ∈ dom(∂♯) so if f ∈ H
1
2 (∂Ω) we also have Γ +Φ♯( f ) = Π+♯ f ∈ H
1
2 (∂Ω) by467
Proposition 20. Hence, by Lemma 18, Φ♯( f ) ∈ H1(Ω).468
Let us use the closed graph theorem and take a sequence of functions fn ∈ H
1
2 (∂Ω)469
such that fn → f in the H
1
2 (∂Ω)-norm. Assume also that Φ♯( fn) → u ∈ H1(Ω)470
where the convergence holds in the H1(Ω)-norm.471
Because of the continuous embedding of H
1
2 (∂Ω) into H−
1
2 (∂Ω), fn → f also in472
the H−
1
2 (∂Ω)-norm. In particular, by Proposition 22 for s = − 12 , Φ♯( fn) → Φ♯( f )473
in L2(Ω). Consequently, the equality u = Φ♯( f ) holds not only in L2(Ω) but also474
in H1(Ω) and by the closed graph theorem, Φ♯ is a continuous linear map between475
H
1
2 (∂Ω) and H1(Ω).476
The result for s = 0 holds by (real) interpolation theory (see [35, Prop. 2.1.62. &477
Prop. 2.3.11. & Prop. 2.4.3.]). ⊓⊔478
4.2. Explicit description of the Bergman and Hardy spaces. Let us prove Theorem 21,479
starting with the following proposition concerning the Bergman spaces.480
Proposition 25. Let ♯ ∈ {h, ah}. There holds:481
A
2
♯(Ω) = {Φ♯( f ) : f ∈ H
− 12 (∂Ω) such that Π−♯ f = 0}, ♯ ∈ {h, ah}. (15)482
Moreover, for all f ∈ H−
1
2 (∂Ω) there holds483
Φ♯( f ) = Φ♯(Π+♯ f ).484
220 3959




























fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosProof. Denote E♯ the set on the right-hand side of (15). We prove it for ♯ = h, the proof485 for ♯ = ah being similar.486
I nclusion Eh ⊂ A2h(Ω) Let u = Φh( f ) ∈ Eh, with f ∈ H
− 12 (∂Ω) such that Π−h f = 0.487
By Proposition 22, Φh maps H−
1
2 (∂Ω) to L2(Ω) thus u ∈ L2(Ω). Moreover, there holds488
∂z̄u = 0 which implies that u ∈ A2h(Ω).489
I nclusion A2h(Ω) ⊂ Eh For u ∈ C


































(x1 + ix2) − (y1 + iy2)
(x1 + ix2) − (y1 + iy2)
|y − x |
ds(y)495







u(x + ε(cos t, sin t))dt −→ u(x), when ε → 0.498








(x1 + ix2) − (γ1(t) + iγ2(t))









ξ − (x1 + ix2)
dξ = −Φh(Γ +u)(x).502




























(x1 + ix2) − (y1 + iy2)
(∂z̄u(y)1Ω(y))dy. (16)507











































fA Variational Formulation for Dirac Operatorsbelongs to D′(R2). Remark that (∂z̄u1Ω) ∈ D′(R2) and has compact support. Hence,510 p.v.( 1
x1+ix2
)∗(∂z̄u1Ω) ∈ D′(R2) and taking the duality pairing with ϕ ∈ C∞0 (Ω) in (16)511
and ε → 0 we get512













Now, remark that A2h(Ω) ⊂ dom(∂h) and pick a sequence of C
∞(Ω) functions (vn)n∈N515
which converges to v ∈ A2h(Ω) in the norm of dom(∂h) when n → +∞. In particu-516
lar, (vn)n∈N converges to v and (∂z̄vn)1Ω converges to 0 when n → +∞ in D′(R2).517
Using (17) for u = vn and letting n → +∞ we obtain that in D′(Ω) there holds518
v = Φh(Γ +v) where we have used the continuity of the map Φh ◦ Γ + : dom(∂h) →519
L2(Ω), and the continuity of the convolution in D′(R2). Now, remark that we also have520
v = Φh(Γ +v) in A2h(Ω) and taking the trace Γ
+ on both side of this identity we get521
Π+h Γ
+v = Γ +v522
which implies v = Φh(Π+h Γ
+v) and proves the other inclusion. ⊓⊔523
We are now in a good position to prove Theorem 21.524
Proof of Theorem 21. Proposition 25 is precisely the first statement of Theorem 21 thus,525
the only thing left to prove is the statement for the Hardy spaces. Now, recall that for526
♯ ∈ {h, ah}, we have defined the Hardy spaces in (11) and that we want to prove527
H
2
♯(Ω) = {Φ♯( f ) : f ∈ L
2(∂Ω),Π−♯ f = 0}.528
Let E♯ be the set on the right-hand side, we prove both inclusions.529
I nclusion E♯ ⊂ H2♯(Ω). Let u = Φ♯( f ) ∈ E♯, by definition u ∈ A
2
♯ et Γ
+u = f ∈530
L2(∂Ω) ⊂ H−
1
2 (∂Ω) which proves this inclusion.531
I nclusion H2♯(Ω) ⊂ E♯. Let u ∈ H
2
♯(Ω). We know that in particular u = Φ♯( f ) for532
some f ∈ H−
1
2 (∂Ω) such that Π−♯ f = 0. But we have Γ
+u = f ∈ L2(∂Ω) which533
proves this inclusion and concludes the proof. ⊓⊔534
4.3. Explicit description of the domain of the maximal Wirtinger operators. In this535
paragraph, we prove the following description of the domains of the maximal Wirtinger536
operators introduced in Sect. 3. This description involves the Bergman spaces introduced537
in the beginning of Sect. 4.538
Proposition 26. Let ♯ ∈ {h, ah}. The following direct sum decomposition holds:539
dom(∂♯) = {u ∈ H1(Ω) : Π+♯ Γ
+u = 0} ∔ A2♯(Ω).540
541
For ♯ ∈ {h, ah}, the range of the trace operator Γ + : dom (∂♯) → H−
1
2 (∂Ω) is of542
crucial importance to prove Proposition 26. We describe its range now, thanks to the543
Szegő projectors introduced in (13) but first, we prove a regularization result.544
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosLemma 27. Let ♯ ∈ {h, ah}. The operator Π−♯ ◦ Γ + is a bounded linear operator from545 dom(∂♯) to H 12 (∂Ω).546
Proof. Let u ∈ dom(∂h) and un ∈ C∞(Ω) be a sequence converging to u in the ‖ · ‖h-547
norm when n → +∞. Pick f ∈ C∞(∂Ω), an integration by parts yields:548
〈Γ +un, n Π+ah f 〉L2(∂Ω) = 2〈∂z̄un, Φah( f )〉L2(Ω).549
It gives550




for some c > 0, where we have used Lemma 15 and Proposition 22. As in L2(∂Ω) there552
holds S∗ah = −Sh we get553
(nΠ+ah)
∗ = Π−h n.554
In particular, there holds555
|〈Γ +un, n Π+ah f 〉L2(∂Ω)| = |〈(Π
−
h nΓ




Letting n → +∞, we get Π−h nΓ
+u ∈ H
1
2 (∂Ω) and that Π−h ◦ Hn ◦ Γ
+ is a linear557
bounded map from H−
1
2 (∂Ω) to H
1








Γ +u = nΠ−h nΓ
+u + n[Sh, n]Γ +u.559
By (2) Proposition 12, [Sh, n] ∈ Ψ −1∂Ω hence, it is a bounded operator from H
− 12 (∂Ω) to560
H
1
2 (∂Ω). Finally, as the multiplication operator by n is bounded in H
1
2 (∂Ω) we obtain561
the expected result.562
The case u ∈ dom(∂ah) is handled similarly. ⊓⊔563
We are now in a good position to describe the range of the trace operator Γ +.564
Corollary 28. Let ♯ ∈ {h, ah}. There holds565
ran(Γ +) = { f ∈ H−
1
2 (∂Ω) : Π−♯ f ∈ H
1
2 (∂Ω)}.566
Proof. Let us start by proving the reverse inclusion. Let f be in the set on right-hand567
side, there holds f = Π+♯ f + Π
−
♯ f . We know that there exists an extension operator568
E+ from H
1
2 (∂Ω) to H1(Ω) such that Γ + E+g = g for all g ∈ H
1
2 (∂Ω). Now, if569
Π−♯ f ∈ H
1
2 (∂Ω), we set570
u := Φ♯(Π+♯ f ) + E
+(Π−♯ f ).571
It is easily seen that u ∈ dom(∂♯) and Γ +u = Π+♯ f + Π
−
♯ f = f .572
Now, let us prove the direct inclusion and pick f ∈ ran(Γ +). We know that there573
exists u ∈ dom(∂♯) such that f = Γ +u. In particular, by Lemma 27 we know that574





2 (∂Ω) which concludes the proof. ⊓⊔575
We are now able to prove Proposition 26.576
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fA Variational Formulation for Dirac OperatorsProof of Proposition 26. First, let us prove that the sum is direct. Let v = Φ♯( f ) = u577 with Π−♯ f = 0 and Π+♯ Γ +u = 0. Then, taking the traces we obtain:578




which implies f = Γ +u = 0. Consequently, v = Φ♯( f ) = 0.580
Second, let us pick v ∈ dom(∂♯). There holds581
v = Φ♯(Π+♯ Γ
+v) + v − Φ♯(Π+♯ Γ
+v).582
However, remark that u := v−Φ♯(Π+♯ Γ




2 (∂Ω) by Lemma 27. Hence, by Lemma 18, we obtain u ∈ H1(Ω) and Γ +u ∈584
ker Π+♯ = ran Π
−
♯ , which concludes the proof. ⊓⊔585
5. Variational Characterization of the Principal Eigenvalue586
The aim of this section is to prove Theorem 4. In Sect. 5.1 we describe precisely the587
domains dom(qΩE ) and dom(H
Ω
E ), where H
Ω
E is the unique self-adjoint operator asso-588
ciated with qΩE via Kato’s first representation theorem. In Sect. 5.2, we investigate the589
behavior of the map E ∈ [0, +∞) → μΩ(E). Finally, in Sect. 5.3, we prove Theorem 4.590
5.1. The quadratic form qΩE and its associated self-adjoint operator H
Ω
E . For E > 0,591
recall that qΩE is defined in (2) on the domain consisting of the closure of the C
∞(Ω)592









Remark that as defined, qΩE is a closed, densely defined and bounded below quadratic595
form thus, by Kato’s first representation theorem (see [25, Chap. VI, Thm. 2.1]), qΩE is596
associated with a unique self-adjoint operator HΩE acting in L
2(Ω) satisfying597
dom(HΩE ) ⊂ dom(q
Ω
E ).598
In this paragraph, we describe properties of the domains dom(qΩE ) and dom(H
Ω
E ) and599
start with the domain of the quadratic form qΩE .600
Proposition 29. Let E > 0. The form domain dom(qΩE ) admits the following direct sum601
decomposition602
dom(qΩE ) = {u ∈ H
1(Ω) : Π+h Γ
+u = 0} ∔ H2h(Ω).603
































fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosProof. Set E = {u ∈ H1(Ω) : Π+h Γ +u = 0}∔H2h(Ω) and remark that the sum is direct605 by the same arguments as in the proof of Proposition 26. We prove the set equality by606
proving both inclusions.607
I nclusion E ⊂ dom(qΩE ) Let v := u + Φh( f ) ∈ E and take (un)n∈N and ( fn)n∈N two608
sequences of functions such that609
for all n ∈ N un ∈ C∞(Ω), fn ∈ C∞(∂Ω);610
and611
when n → +∞ there holds ‖un − u‖H1(Ω) → 0, ‖ fn − f ‖L2(∂Ω) → 0.612
By [10, Theorem 3.1.], we have vn := un + Φh( fn) ∈ C∞(Ω) and for E > 0, there613
exists C > 0 such that there holds614
qΩE (v − vn) + (E
2 + 1)‖v − vn‖2L2(Ω)615
= 4‖∂z̄(u − un)‖2L2(Ω) + E‖Γ




+‖(u − un) + (Φh( f − fn))‖2L2(Ω)617
≤ C
(
‖u − un‖H1(Ω) + ‖ f − fn‖L2(∂Ω)
)
,618
where we have used the mapping properties of Φh , Γ +, Π+h and the continuity of the619
embedding of L2(∂Ω) into H−
1
2 (∂Ω). Letting n → +∞, we obtain that v ∈ dom(qΩE )620
and this inclusion is proved.621
I nclusion dom(qΩE ) ⊂ E Let (un)n∈N ∈ C
∞(Ω)N be a Cauchy sequence for the622
norm of the quadratic form NΩE . In particular, (un)n∈N is a Cauchy sequence for the623




→ 0 when n → +∞. Consequently, by Proposition 26 there exists625
v ∈ {w ∈ H1(Ω) : Π+h Γ
+w = 0} and f ∈ H−
1
2 (∂Ω) satisfying Π+h f = f such that626
u = v + Φh( f ). Let us prove that f ∈ L2(∂Ω) which will conclude the proof.627
On the one hand as (un)n∈N ∈ C∞(Ω)N is a Cauchy sequence for the norm of the628
quadratic form NΩE , (Γ
+un)n∈N is a Cauchy sequence in L2(∂Ω) thus converges to629




f = Γ +u − Γ +v.632
But as Γ +u ∈ L2(∂Ω) and Γ +v ∈ H
1
2 (∂Ω) we get f ∈ L2(∂Ω) and this inclusion is633
proved.634
Let us consider the inclusion map635
I := dom(qΩE ) → H
1
2 (Ω), (Iu) = u.636
By Proposition 22 applied for s = 0, this map is well defined. Consider vn := un +637
Φh( fn) ∈ dom(qΩE ) which converges to v in the norm of the quadratic form q
Ω
E and638
assume that vn → w in the H
1
2 (Ω)-norm. In particular, as v ∈ dom(qΩE ), there holds639
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fA Variational Formulation for Dirac Operatorsv = u + Φh( f ) for some u ∈ H1(Ω) and f ∈ L2(∂Ω) as in the definition of E . In640 particular, in D′(Ω) we obtain641
u + Φh( f ) = w642
and as both terms belong to H
1
2 (Ω), the closed graph theorem gives that I is continuous.643
⊓⊔644
Because of the compact embedding of H
1
2 (Ω) into L2(Ω), an immediate corollary of645
Proposition 29 reads as follows.646
Corollary 30. Let E > 0, the operator HΩE has compact resolvent and its spectrum647
consists of a non-decreasing sequence of eigengalues denoted (μΩj (E)) j≥1. Moreover,648
there holds649
μΩj (E) = inf
F ⊂ dom (qΩ
E
)
















Remark 31. For E = 0, the counterpart of Propostion 29, would read651
dom(qΩ0 ) = {u ∈ H
1(Ω) : Π+h Γ
+u = 0} ∔ A2h(Ω).652
In particular, note that dom(qΩ0 ) can not be included in any Sobolev space H
s(Ω),653
(s > 0). Indeed, for any Bergman function u ∈ A2h(Ω), there holds q
Ω
0 (u) = 0 which654
implies that for all j ≥ 1 we have μΩj (0) = 0. Thus 0 is an eigenvalue of H
Ω
0 of infinite655
multiplicity which would not be possible if we had dom(qΩ0 ) ⊂ H
s(Ω) because of656
the compact embedding of H s(Ω) in L2(Ω). This phenomena is reminiscent of what657
happens for the Dirac operator with zig-zag boundary conditions as discussed in [37].658
We conclude this paragraph by a description of the domain of the operator HΩE .659
Proposition 32. Let E > 0, there holds:660
dom(HΩE ) =
{
u ∈ H1(Ω) : ∂z̄u ∈ H1(Ω) and ∂z̄u + n
E
2




Proof. Let E denote the set on the right-hand side of Proposition 32. The proof is663
performed proving both inclusions.664
I nclusion dom(HΩE ) ⊂ E665
Let u ∈ dom(HΩE ) and v ∈ C
∞
0 (Ω), there holds666
〈HΩE u, v〉D′(Ω),D(Ω) = 〈H
Ω





= 〈(−∆ − E2)u, v〉D′(Ω),D(Ω),670
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafoswhere qΩE [·, ·] denotes the sesquilinear form associated with the quadratic form qΩE .671 Hence, in L2(Ω), there holds HΩE u = (−∆− E2)u. Remark that if u ∈ dom(HΩE ) then672
∂z̄u ∈ dom(∂ah), in particular, by Green’s Formula (10), for all v ∈ C∞(Ω) we get:673
〈HΩE u, v〉L2(Ω) = −4〈∂z(∂z̄u), v〉L2(Ω) − E
2〈u, v〉L2(Ω)674
= 4〈∂z̄u, ∂z̄v〉L2(Ω) − E2〈u, v〉L2(Ω)675














As v ∈ dom(qΩE ) we necessarily have 〈2nΓ






As this is true for all v ∈ C∞(Ω) we obtain679
2nΓ +∂z̄u + EΓ
+u = 0, in H−
1
2 (∂Ω). (18)680














































































Remark that the right-hand side belongs to H
1
2 (∂Ω). This holds for the first term be-692




2 (∂Ω) by Lemma 27, we get Γ +u = Π+h Γ
+u + Π−h Γ
+u ∈ H
1
2 (∂Ω) thus, by694
Lemma 18, u ∈ H1(Ω). In particular Π+ah(Γ









2 (∂Ω) by Lemma 27 we obtain Γ +∂z̄u = Π−ahΓ
+(∂z̄u) +696
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fA Variational Formulation for Dirac OperatorsΠ+ahΓ +(∂z̄u) ∈ H 12 (∂Ω) and by Lemma 18 we obtain ∂z̄u ∈ H1(Ω). It concludes the697 proof of this inclusion.698
I nclusion E ⊂ dom(HΩE ) Pick u ∈ E . One easily sees that (−∆ − E
2)u ∈ L2(Ω),699
moreover for all v ∈ dom(qΩE ), there holds700
qΩE [u, v] = 〈(−∆ − E
2)u, v〉L2(Ω).701
By definition of HΩE it implies u ∈ dom(H
Ω
E ) and H
Ω
E u = (−∆ − E
2)u. ⊓⊔702
5.2. Concavity of the first min-max level. In this paragraph we investigate the behavior703
of the first min-max level μΩ(E) with respect to the spectral parameter E > 0. This704
behavior is illustrated in Fig. 3 for various bounded domains Ω .705
Proposition 33. The map μΩ : E ≥ 0 → μΩ(E) has the following properties.706
1. μΩ is a continuous and concave function on R+.707
2. We have μΩ(0) = 0 and there exists EΩ⋆ > 0 such that for all E ∈ (0, EΩ⋆ ) there708
holds μΩ(E) > 0.709




μΩ(E1) − E2(E2 − E1).711
In particular, if μΩ(E1) = 0 (resp. μΩ(E2) = 0), there holds μΩ(E2) < 0 (resp.712
μΩ(E1) > 0).713
Proof. As for all u ∈ dom(qΩE ) the function
(
E ≥ 0 → qΩE (u)
)
is a continuous and714
concave, so is
(
E ≥ 0 → μΩ(E)
)
and Point (1) is proved.715
Regarding Point (2), one observes that for all u ∈ dom(qΩE ) there holds q
Ω
0 (u) ≥ 0716
and in particular μΩ (0) ≥ 0. Now, for any f ∈ L2(∂Ω) we have Φh( f ) ∈ dom(qΩE ) and717
qΩ0 (u) = 0 because Φh( f ) is holomorphic in Ω . Consequently, there holds μ
Ω(0) = 0.718
To prove the second part of Point (2), let u ∈ dom(qΩE ) and remark that719






where the quadratic form Q is defined as721
Q(u) = ‖∂z̄u‖2L2(Ω) + ‖u‖
2
L2(∂Ω)
, dom(Q) = dom(qΩE ).722
Now, remark that Q ≥ 0 thus, by Kato’s first representation theorem, there exists a723
unique self-adjoint operator H such that dom(H) ⊂ dom(Q) and its spectrum is a724
sequence of non-decreasing eigenvalues because dom(Q) = dom(qΩE ) is compactly725
embedded into L2(Ω). Let λΩ1 be its smallest eigenvalue, we already know by the min-726
max principle that λΩ1 ≥ 0. Moreover, if λ
Ω
1 = 0, for an associated eigenfunction u,727
we obtain Q(u) = 0 which implies that ∂z̄u = 0 hence u is holomorphic with trace in728
L2(∂Ω). Consequently, u belongs to H2h(Ω) and u = Φh( f ) for some f ∈ L
2(∂Ω)729
such that Γ +u = f . However, as Q(u) = 0, we also obtain Γ +u = f = 0 which yields730
220 3959




























fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafosu = 0 which is not possible because u is an eigenfunction. It implies that λΩ1 > 0 and731 using the min-max principle in (19), we get for all u ∈ dom(qΩE ):732
qΩE (u) ≥ (4 − E)‖∂z̄u‖
2
L2(Ω)






In particular, if E < 4 we obtain734







and the min-max principle yields736
μΩ(E) ≥ E(λΩ1 − E).737
Thus, setting EΩ⋆ := min(4, λΩ1 ), for all E ∈ (0, E
Ω
⋆ ), we have μ
Ω(E) > 0.738













Now, pick u1 a normalized eigenfunction of HΩE1 associated with the eigenvalue μ
Ω (E1).741




























Thus, evaluating (20) with u = u1 we obtain746
qΩE2(u1) ≤ μ







The min-max principle finally gives the sought inequality748










μΩ(E1) − E2(E2 − E1).
749
Now, assume that μΩ(E1) = 0. It yields750
μΩ(E2) ≤ −E2(E2 − E1) < 0.751
Similarly, if μΩ(E2) = 0 we get752
0 < E1(E2 − E1) ≤ μΩ(E1).753
⊓⊔754
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fA Variational Formulation for Dirac Operators5.3. Proof of the variational principle. In our way to prove Theorem 4 we will need the755 following two propositions.756
Proposition 34. Let E > 0 be such that μΩ(E) = 0 then E ∈ Spdis(DΩ).757
Proof. Let E > 0 be such that μΩ(E) = 0 and consider a normalized associated758
eigenfunction v ∈ dom(HΩE ). Set u = (u1, u2)
⊤ = (v,− 2i
E
∂z̄v)
⊤, by Proposition 32,759
u ∈ H1(Ω, C2) and as v ∈ dom(HΩE ), in H
1
2 (∂Ω) there holds760
Γ +(∂z̄v) + n
E
2
Γ +v = 0 ⇐⇒ −2E−1iΓ +(∂z̄v) = inΓ +u ⇐⇒ Γ +u2 = inΓ +u1.761
















Hence, E ∈ Spdis(DΩ) and it concludes the proof of Proposition 34. ⊓⊔766
Proposition 35. Let E ∈ Spdis(DΩ) ∩ R∗+ then μΩ(E) ≤ 0.767
Proof. Let E ∈ Spdis(DΩ) ∩ R∗+ and pick u = (u1, u2)⊤ ∈ dom(DΩ) a normalized768
eigenfunction of DΩ associated with E . We have769
{
DΩu = Eu in Ω,
u2 = inu1 on ∂Ω.
770
In particular, we have −2i∂z̄u1 = Eu2 and ∂z̄u1 ∈ H1(Ω). It yields771
























∂z̄u1 = u2 = inu1778
which implies that on ∂Ω779












which reads qΩE (u1) = 0 thus, the min-max principle gives μ
Ω(E) ≤ 0. ⊓⊔783
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosNow, we have all the tools to prove Theorem 4. The proof is performed proving each784 implication.785
Proof of Theorem 4. By Proposition 35, we haveμΩ (E1(Ω)) ≤ 0. Assume thatμΩ (E1(Ω)) <786
0, by Proposition 33 we know that there exists 0 < E < E1(Ω) such that μΩ(E) = 0787
which, by Proposition 34, implies E ∈ Spdis(DΩ). It is not possible because, by defi-788
nition of E1(Ω), E ≥ E1(Ω) consequently, we obtain μΩ(E1(Ω)) = 0.789
Let E > 0 be such that μΩ(E) = 0. By Proposition 34, E ∈ Spdis(DΩ) and neces-790
sarily E ≥ E1(Ω). If E > E1(Ω), by Proposition 33, we obtain μΩ(E1(Ω)) > 0 but791
by Proposition 35 we necessarily have μΩ(E1(Ω)) ≤ 0 which implies that necessarily792
there holds E = E1(Ω). ⊓⊔793
6. Geometric Upper Bounds on the Spectral Gap794
The goal of this section is to prove Theorem 3 and this is discussed in Sect. 6.2. But795
first, in Sect. 6.1, we give a simple geometric upper bound on the spectral gap which796
illustrates how Theorem 4 can be used.797
6.1. A simple upper bound. An immediate consequence of Theorem 4 reads as follows.798
799






There is no reason for the above upper bound to be attained among Euclidean domains.803
However, the bound brings into play simple geometric quantities: the perimeter and the804
area of Ω .805
Proof. Let E > 0 and u ≡ 1 the function constant to 1 in Ω . As u ∈ dom(qΩE ), by the806











So in Ecrit := |∂Ω||Ω| we get μ
Ω(Ecrit) ≤ 0 and by Proposition 33 we know that809


































fA Variational Formulation for Dirac Operators6.2. A sharp upper bound. It turns out Theorem 3 is a consequence of the following812 result.813




|∂Ω|2 + 8π E1(D)(E1(D) − 1)(πr2i + |Ω|)
2(πr2i + |Ω|)
815
with equality if and only if Ω is a disk.816
Now, we have all the tools to prove Theorem 3.817
Proof of Theorem 3. Using that πr2i ≤ |Ω| and the isoperimetric inequality we obtain818
4π2r2i ≤ 4π |Ω| ≤ |∂Ω|
2. It gives819
|∂Ω|2 + 8π E1(D)(E1(D) − 1)(πr2i + |Ω|) ≤ |∂Ω|
2(2E1(D) − 1)2.820
Note that in the above inequalities, we have equality if and only if Ω is a disk and821
combining this bound with the one of Theorem 37 we get Theorem 3. ⊓⊔822
In the rest of this section we focus on proving Theorem 37 and assume, without loss823
of generality, the following.824
(i) 0 ∈ Ω is such that ri = minx∈∂Ω |x |,825






where (cn)n≥1 is a sequence of complex numbers.828
Before going through the proof of Theorem 37, we gather in the following paragraph829
some known properties linking the geometry of Ω with the conformal map f .830
6.2.1. Preliminaries The next proposition can be found in [32, §3.10.2] and relates the831
area of Ω with the conformal map f .832





The second proposition is a consequence of the Schwarz lemma (see Koebe’s estimate835
in [21, Chap. I, Thm. 4.3]). It gives a relation between the first coefficient c1 of the836
conformal map f and the inradius ri .837
Proposition 39 (Koebe’s estimate). There holds838
| f ′(0)| = |c1| ≥ ri .839
Finally, the last geometric relation between the conformal map f and the geometry840




| f ′(eiθ )|dθ. (22)842
Identity (22) is a simple consequence of the fact that f |S1 is a parametrization of ∂Ω .843
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafos6.2.2. Proof of the upper bound on the spectral gap To prove Theorem 37, we construct844 an adequate test function for qΩE transplanting the eigenfunction of the unit disk D in845
the domain Ω using the conformal map f . We obtain an upper bound on μΩ(E) which846
is a second order polynomial in the spectral parameter E > 0 and with coefficients847
depending on the geometry of Ω . It translates into an optimization problem for the848
spectral parameter E > 0 that we solve in the last step of the proof.849
Proof of Theorem 37. Let us go through all the steps of the proof.850
Step 1 Let us denote by J0 (resp. J1) the Bessel function of the first kind of order 0 (resp.851




∈ H1(D) ⊂ dom(qΩ
E1(D)
). As852




)⊤ is an eigenfunction of853
DDassociated with E1(D). Theorem 4 implies854





















Step 2 For x = (x1, x2) ∈ Ω , consider v0(x1, x2) = u0( f −1(x1 + ix2)) ∈ H1(Ω) ⊂857










where we have used that v0 is real valued to ensure that ‖∇v0‖L2(Ω) = 4‖∂z̄v0‖L2(Ω).860


















































































fA Variational Formulation for Dirac OperatorsStep 4 Taking into account (25), (26) and (27), (24) becomes871




































































Now, for n ≥ 1, one notices that h1 :=
(











are non-decreasing functions on [0, 1] and by Chebyschev’s inequality for non-881

















































(π |ri |2 + |Ω|), (30)888
where we have used Proposition 38 and Proposition 39. Remark that in the first two889
inequalities above we have equality if and only if cn = 0 for all n ≥ 2. Similarly, in the890
last equality, we have equality if and only if |c1| = ri . In particuliar there is equality in891
the above inequalities if and only if f (z) = c1z and Ω is a disk centered in 0 of radius892
ri .893
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Using (29), we obtain897
μΩ(E) ≤ −E2 +
2π E1(D)2 +
(
























Step 5 Remark that by (1), there holds E1(D) − 1 ≥
√
2 − 1 > 0. In particular, the902
discriminant of P satisfies903




(πr2i + |Ω|) > 0.904











One obtains μΩ(Ecrit) ≤ P(Ecrit)
πr2i +|Ω|
= 0 and by Proposition 33 and Theorem 4 we get907
E1(D) ≤ Ecrit908
which is precisely Theorem 37. ⊓⊔909
7. About the Faber–Krahn Conjecture910
In this section we discuss how the variational formulation established in Theorem 4911
can be used to investigate Conjecture 1. We start by discussing a new Faber–Krahn912
conjecture for the operator HΩE introduced in Sect. 5.1 and show that the problem913
implies the Bossel–Daners inequality for the Robin Laplacian (see [13,15]).914
This new conjecture reads as follows.915
Conjecture 40. Let Ω ⊂ R2 be C∞ bounded and simply connected domain. For all916










Moreover, there is equality in the above inequality if and only if Ω is a disk.919
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fA Variational Formulation for Dirac OperatorsConjecture 40 implies Conjecture 1 as can be seen evaluating (31) in E = E1(Ω)920 and using Proposition 33 as well as Theorem 4.921






















Actually, one can prove the following proposition.926
Proposition 41. Conjecture 1 implies the Bossel–Daners inequality (32).927
Proof. Assume that Conjecture 40 holds. By separation of variables, let us start by928
remarking that for all E > 0, if u ∈ dom(HDE ) is a normalized eigenfunction associated929














= λDRob(E) − E
2. (33)932








































Hence, using (33) and (34), we get938
λΩRob(E) − E



























which is precisely the Bossel–Daners inequality (32). ⊓⊔942
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafos8. Numerics943
The goal of this section is to illustrate numerically some theoretical results discussed in944
the previous sections and to support the validity of Conjecture 1.945
In Sect. 8.1, we discuss the two numerical schemes we have employed in Sect. 8.2946
in order to study the principal eigenvalue of the Dirac operator with infinite mass bound-947
ary conditions in various domains Ω . We also discuss the structure of the associated948
eigenfunctions.949
8.1. Numerical methods. In this paragraph we present a brief description of the numer-950
ical methods that we use in this work.951
We have implemented two different numerical approaches, respectively to calculate952
the eigenvalues of the Dirac operator with infinite mass boundary conditions, directly953
from the formulation of the eigenvalue problem and to solve the minimization problem954
associated with the non-linear variational characterization (3), defining μΩ(E).955
The eigenvalues of the Dirac operator with infinite mass boundary conditions are956
calculated using a numerical method based on Radial Basis Functions (RBF) (see eg. [20,957
24]). We have chosen a set of RB F centers y1, . . . , yN ∈ R2, for some N ∈ N,958
which are generated by a node repel algorithm (see [2] for details). The eigenfunction959
u = (u1, u2)⊤ is defined in H1(Ω, C2) and we use the notation u1 = v1 + iw1 and960
u2 = v2 + iw2, where v1, w1 and v2, w2 are the real and imaginary parts of u1 and u2,961



















j φ j (x),
(35)964
where φ j (x) = φ(|x − y j |), for some function φ : R+0 → R. Several RB F functions965
can be considered (eg. [2,20]), but in this work we consider the multiquadric one φ(r) =966 √
1 + (ǫr)2, for some ǫ > 0.967
The eigenvalue problem for the Dirac operator with infinite mass boundary conditions968



























= E (v2 + iw2) in Ω
(v2 + iw2) = i(n1 + in2)(v1 + iw1) on ∂Ω
970























= Ew2 in Ω
v2 = −n1w1 − n2v1 on ∂Ω
w2 = n1v1 − n2w1 on ∂Ω
(36)972
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fA Variational Formulation for Dirac OperatorsThese equations are imposed at a discrete set of interior and boundary points. We973 consider M∂Ω ∈ N points p1, . . . , pM∂Ω uniformly distributed on ∂Ω and MΩ ∈ N974








φ1(qMΩ ) · · · φN (qMΩ )
⎤
⎥⎦ , MΩ1 =
⎡
⎢⎣














∂2φ1(qMΩ ) · · · ∂2φN (qMΩ )
⎤
⎥⎦ , M∂Ω =
⎡
⎢⎣

























n2(pM∂Ω )φ1(pM∂Ω ) · · · n2(pM∂Ω )φN (pM∂Ω )
⎤
⎥⎦980
Taking into account the definitions of the RBF linear combinations (35), the numerical981
approximations for the eigenvalues are the values E for which we have nonzero solutions982
















0 0 −MΩ2 M
Ω
1






















MΩ 0 0 0
0 MΩ 0 0
0 0 MΩ 0
0 0 0 MΩ
0 0 0 0















The numerical solution of the minimization problem associated to the non-linear986
variational characterizatio is obtained directly from (3), defining the function987
F(α
(1)





















that we minimize by a gradient type method. We refer to [2] for details about the nu-990
merical quadratures to approximate the boundary and volume integrals in the definition991
of F .992
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-BonafosTable 1. Absolute errors of the numerical approximations for the principal eigenvalue λ1(D), for severalchoices of ǫ and N
N = 242 N = 323 N = 402
ǫ = 5 4.45 × 10−7 8.55 × 10−8 1.33 × 10−8
ǫ = 10 1.30 × 10−5 2.78 × 10−6 4.93 × 10−8
ǫ = 15 4.92 × 10−5 9.21 × 10−6 1.16 × 10−6
Fig. 1. Plot of the principal eigenvalue for 2500 domains (with smooth boundary) randomly generated satis-
fying |Ω| = π , as a function of the perimeter
8.2. Numerical results. We start by testing our numerical algorithm for the calculation993
of the eigenvalues of the Dirac operator with infinite mass boundary conditions in the994
case of the unit disk, for which we know that the principal eigenvalue E1(D) is the995
smallest non-negative solution of the equation996
J0(μ) = J1(μ)997
and we have E1(D) = 1.434695650819 . . . In Table 1 we show the absolute errors of998
the numerical approximations for the principal eigenvalue E1(D), for several choices999
of ǫ and N and show that the numerical method can be highly accurate, even with a1000
moderate value of N .1001
We have computed the principal eigenvalue for 2500 domains (with smooth bound-1002
ary) randomly generated satisfying |Ω| = π . The corresponding eigenvalues are plotted1003
in Fig. 1, as a function of the perimeter. We observe that the principal eigenvalue is1004
minimized for the domain which also minimizes the perimeter. By the classical isoperi-1005
metric inequality it is well known that for fixed area, the perimeter is minimized by the1006
disk. Thus, these numerical results suggest that the Faber–Krahn type inequality stated1007
in Conjecture 1 shall hold for the Dirac operator with infinite mass boundary conditions.1008
Next, we present some numerical results for the minimization problem associated to1009
the non-linear variational characterization (3). Figure 2 shows three domains (denoted1010
by Ω1, Ω2 and Ω3) verifying |Ωi | = π, (i = 1, 2, 3) to illustrate the numerical results1011
that we gathered. In Fig. 3 we plot μΩi (E), i = 1, 2, 3 together with the curve μD(E).1012
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fA Variational Formulation for Dirac Operators
Fig. 2. Plots of domains Ω1, Ω2 and Ω3
Fig. 3. Plots of μΩi , i = 1, 2, 3, together with the curve μD as a function of the spectral parameter E > 0
We verify that for all E > 0, we have1013
μΩi (E) ≥ μD(E), i = 1, 2, 31014
which illustrates Conjecture 40.1015
Finally, Fig. 4 shows the absolute value (left plots) and argument (right plots) of a1016
(normalized) eigenfunction associated to the principal eigenvalue of the domains Ωi , i =1017
1, 2, 3. Remark that the point of maximal modulus seems to be localized at the incenter1018
of Ωi which is in line with our choice of test function in the proof of Theorem (3).1019
However, there is absolutely no reason for the associated eigenfunction to be real-valued1020
and this has two consequences. First, Theorem 3 could be improved if one considers an1021
adequate test function in the domain of the operator and not only in the form domain1022
as we do. Second, Conjecture (1) can not be reduced to the Bossel–Daners inequality1023
because, contrary to the Robin eigenvalue problem, there is a priori no reason for an1024
eigenfunction to have a non-constant argument as illustrated in Fig. 4.1025
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fP. R. S. Antunes, R. D. Benguria, V. Lotoreichik, T. Ourmières-Bonafos
Fig. 4. Plots of the absolute value (left plots) and argument (right plots) of the eigenfunction associated to the
principal eigenvalue of Ωi , i = 1, 2, 3
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