Studies of differentiation abilities of stem cells have been attracting a lot of attention over the last years. Microscopy can be used to record details of the differentiation process of stem cells under different perturbations and is an important tool for studying stem cell differentiation. Since it is infeasible to quantitatively analyze a huge amount of image data manually, automated image analysis systems are urgently needed. However, the complicated morphological appearances of stem cells are challenging to the existing segmentation methods. Herein, we propose a new, automated scheme for stem cell segmentation. This scheme first uses the multi-scale blob and curvilinear structure detectors to delineate the skeletons of stem cells quickly and then segment out stem cells by refining the skeletons to the cell boundaries using multi-level sets. The initial experimental results indicate the effectiveness of the proposed scheme.
INTRODUCTION
In recent years, the field of stem cell biology and regenerative medicine is rapidly moving toward clinical practice. This is propelled by the advancement in directed stem cell differentiation into specific lineages. In neuroscience research, it is already well known that both embryonic and neural stem/progenitor cells can give rise to neurons, astrocytes, and oligodendrocytes [1] [2] . However, currently the differentiated cells are still less than satisfactory for clinical usage. Effective differentiation techniques are needed to obtain highly faithful transplantable tissues.
Most current differentiation studies use candidate gene approach in which the scope is limited. The situation can be improved by the introduction of high-throughput techniques in which thousands of conditions can be tested simultaneously. However, such an attempt is hampered by the lack of appropriate informatics tools that can automatically process the biological images to assess the differentiation results. Traditionally, the result is evaluated manually by the expression of characteristic biomarker molecules. With the development of the advanced bioimage processing technique, major technical obstacles have been removed. We therefore initiated our effort to analyze the stem cell differentiation automatically. Figure 1 shows two stem cell images. Several notable characteristics that are common in the analysis of differentiation of embryonic and neural stem cells are listed as follows. 1) Cell consists of two structural components, a blob, i.e., cellular body, which locates in the center of cell and several processes, i.e., curvilinear structures, which link with the blob. 2) The intensity contrast between parts of the processes and the background is low. 3) Local intensity variations appear inside the cells. 4) Cells are sometimes clustered and particularly the processes are highly overlapped. Considering the aforementioned characteristics of stem cells, it is non-trivial to segment stem cells accurately. Although a large number of cell segmentation methods have been proposed, such as simple thresholding [3] , voronoi [4] , seeded watershed [5] , graph cut [6] , and active contour [7] , none of these methods can generate accurate cell segmentation results without any adjustments for specific images. Simple thresholding method cannot separate cell pixels with low intensity contrast from the background, and cannot separate touching cells. Voronoi method only can generate the rough regions of cells. Seeded watershed builds the cell boundaries on the pixels with the maximum intensity (or maximum gradient) between two cells. Therefore it is prone to errors when the intensity variation appeared inside cells and the boundary pixels do not have the maximum intensities (or maximum gradient). Graph cut method tries to cut the images through the pixels that have different properties, e.g. intensity change, within their neighbors. However, intensity variations will cause the inaccurate graph cuts. Active contour has two implementations, parametric and non-parametric active contour (level set). They both require good initial contours that are close to the real boundaries, otherwise the intensity variation will result in edge leaking and early edge stop.
In this paper, we propose a novel stem cell segmentation scheme using multi-scale space techniques. The flowchart of the proposed scheme is shown in Figure 2 . The essential idea of our approach is to separately detect the two structural components of stem cells, i.e. the blob and the centerlines of the processes, using multi-scale space blob and curvilinear detectors, and then integrate the detected results together to provide good initial cell contours for multi-level sets. The rest of the paper is organized as follows. The details of the proposed scheme are presented in Section 2. Section 3 provides the experimental validation while Section 4 concludes this study. 
SEGMENTAION SCHEME

Image pre-processing
Uneven illumination is corrected by a data-driven method proposed in [8] . It works by iteratively making better cubic B-spline estimates of the image background. The corrected image is obtained by subtracting the estimated image from the original image. In practice, we find that the convergence is fast and robust, and the result is satisfying. Furthermore, the median filter is employed to remove the noise.
Multi-scale Laplacian-of-Gaussian (LOG) for blob detection
Multi-scale LOG filters is an effective technique to measure the saliency of the blob structures [9] . This method is employed to detect the blob-like features of stem cells. Specifically, the image is convolved with Gaussian filters with a series of continuous variance to form a scale space representation. Then a blob detector, Laplacian differential operator, is applied over the scale space to detect the bloblike features. In other words, we make use of a bank of LOG filters with different scales to filter the original images. In the maximum intensity projection (MIP) image of the series filtered images, the local intensity maxima indicate the centers of the blob-like features of stem cells. Therefore, we obtain the centers of the blob-like features by applying the Ostu thresholding method to the MIP image.
Mathematically, the 2D LOG filter at a scale can be written as, (1)
, where 2 is a normalizing factor to guarantee the scale invariance of the LOG operator. The maximum value of , from which we obtain the blob-like feature centers by using a simple thresholding method. 
Modified multi-scale curvilinear detector for centerline detection
To detect the processes' centerlines of stem cells, a modified method based on the multi-scale curvilinear structure detector [10] is proposed. Although the method [10] can detect both thick and thin curvilinear structures' centerlines simultaneously due to its scalability, it has an obvious disadvantage to deal with the branching areas. In [10] , the Hessian matrix was used to estimate the normal direction of each pixel. The eigenvector corresponds to the smaller and negative eigenvalue of the Hessian matrix points to the normal direction of the pixel. Therefore, each pixel has only one direction in this method. However, for branching areas, most pixels have more than one directions, furthermore, the eigenvector does not point to the normal direction of the centerline. To address this problem, we apply a steerable filter [11] instead of the Hessian matrix to give rise to multiple directions for those areas. This modified method can detect both the single processes and the branching areas.
In this improved method, two kinds of steerable filters 
where the appropriate scale satisfies the criterion [10] arg max ( ( , , , ) ) l x y , ( , , , ) l x y and ( , , , ) l x y are the first and second normalized derivatives, which can be estimated by convolving the image with steerable filters described in (2)-(3) and multiplying the normalized coefficients similar as done in [10] . Now we quantize all the direction [0, 2 ] into 16 directions uniformly. Each direction is indicated by an index number from the set:
. For each pixel {0,1, 2, ,15} ( , )
x y , we can calculate a vector with length 16, and
x y can be considered as a centerline candidate, if we find at least one index from the set such that is larger than the user-specified threshold.
Skeleton detection
After the detection of blob-like feature and the centerline of processes, we can obtain the whole skeleton of stem cells successfully by the following steps. First, we expand the detected blobs using multi-level sets described in Section 2.5, because the detected blob-like feature centers are only small part of the whole blob, as seen in Figure 3 (b) and 4(b). Second, we eliminate the noise centerlines according to their length, direction and intensity. Third, we link the filtered centerlines to the corresponding blobs, using the direction and distance information. And last, some centerlines, which link with at least two blobs, are cut off heuristically from the thinnest point. Figure 3 (c) and 4(c) show the representative skeletons of single stem cells.
Multi-level sets for cell boundary delineation
To delineate the blob-like feature boundaries and then segment the whole stem cells, we employ the multi-level sets method [12] . This method is suitable for the cases with local intensity variations and clustered cells, which are present in our considered stem cell images. In this method, the corresponding level set evolution equation is as follows,
Here is the Euclidean curvature; , , and are constants;
is a rough segmentation using Fuzzy c-means clustering which is introduced to supplement the local edge information in ( ) g I with global regional information. We represent each single stem cell using one level set. To avoid the crossing of different level sets, the following equation is proposed 
where is the object number and is the iteration step. Using the detected skeletons of single cells and the multilevel sets, the cell boundaries can be accurately delineated. The representative stem cell segmentation results are provided in Figure 3 
EXPERIMENTAL VALIDATION
Two kinds of differentiating stem cell images, i.e. embryonic and neural stem cells, are selected to validate the proposed segmentation method. The representative results for our approach are provided in Figures 3-4 . For further validation, we randomly select ten images with a 450 by 450 resolution from two differentiating neural stem cell sequences requested in [2] . Five kinds of errors occur, i.e. missed blobs, missed processes, false processes, underdetected blobs and over-detected blobs. Note that underdetection means several blobs are recognized as one blob, and in case of over-detection one blob is distinguished to multiple blobs. We compare the automated results with the manual results as ground truth. Tab.1. The segmentation results of ten selected images.
CONCLUSION
In this paper, we propose a new stem cell segmentation scheme that combines multi-scale blob/curvilinear detector techniques and multi-level sets to study the differentiation abilities of embryonic and neural stem cells. The experimental results using ten neural stem cell image datasets show good performance of the proposed scheme for the identification and segmentation of stem cells. In the future work, we will develop tracking and classification methods based on the proposed stem cell segmentation method to quantitatively study the dynamic behaviors of the differentiation of stem cells.
