This article proposes procedures for the construction of base matrices grounded in algebra and geometry. These base matrices serve as a platform to generate the parity check matrices for debugging in bursts erasure through LDPC codes by superposing the base matrices and movements of circulant matrices. The construction of the matrices is performed by concatenation as it is easy to implement and has a lower randomness. To demonstrate the potential of the technique, we developed a number of simulations using low complexity encoding as well as the sum-product algorithm. Several LDPC codes (matrices) were generated and the results were compared with other approaches. We also present the outcomes of erasure recovery simulations that result from the transmission of an image through a noisy channel.
Introduction
Currently, information technologies (ICTs) are active in all the social events that use media as a form of How to cite: Sousa-da Silva, C.A. and Pelaes, E., Burst erasure correction using LDPC codes constructed on base matrices generated by matched groups, nested polygons and superposed circulant matrices. DYNA 83(197) , pp. 167-174, 2016. communication. From large corporate business [1] [2] [3] to hydrographic ecosystems analysis [4] , ICTs are used as a great way to communicate and present scientific conclusions. The huge explosion of the use of these electronic media is partly due to the popularity of HDTV [5] and the transmission of data via the internet. Over the last few years a new modality has been becoming more popular in these transmissions and contributes to a real communication: realtime transmissions. The goal of a communication system is to transmit a message through a communication channel so that the receiver can retrieve the message with a given criterion of fidelity. Nevertheless, a real communication system faces various problems, especially certain disturbances that are introduced by the media. These generate erasure during transmission across the channel due to several physical variables imposed by the channel [1] .
Recent research suggests that on a variety of networks, packet losses occur in bursts [7] [8] [9] [10] . As such, many bits lost during the transmission of messages through the channel cause long decoding delays and other message processing in the receiver. The application of LDPC codes to correct these lost and unrecognizable bits in burst has been widely used [6, [11] [12] .
To detect unrecognizable symbols produced by deleting channels, block codes are typically used as error detection codes in memoryless channels. Recently, LDPC codes have been used for erasure-correcting memory [15] [16] . LowDensity Parity-Check code (LDPC) is a linear block code C (n, k) with a rate k/n that is defined by a sparse parity check matrix H (n-k) × n. This uses the interactive algorithm for decoding known as belief propagation or sum-product (SP) [16] that is currently being used to correct erasure in bursts [17, [11] [12] [13] [14] .
In this work, we consider a burst erasure channel (BuEC) in channels with memory, as is defined in [7] . The transmitter sends n binary symbols through the channel, but in the receiver, the received symbols r i (0 ≤ i ≤ n-1) can be deleted. Since we assume an ideal detector for burst noise, these burst noises give rise to burst erasures. We can measure the effectiveness of a given burst noise code by a single parameter: the maximum resolvable erasure-burst length, L max . This parameter is defined as the maximum length of deletion, and as so the interactive decoding is able to retrieve it regardless of its position within the codeword [25] . Furthermore, we assume that the deletions occur in a single burst. Yang and Ryan [8] developed an efficient algorithm to determine L max in terms of bits. The efficiency η(H) of an nlength code with rate k/n is defined as the ratio between its L max and the information transmitted, namely:
In this paper we investigate the possibility of constructing an LDPC code capable of performing a successful decoding of erasure and bursts through the construction of a paritycheck matrix H less random. In order to do this, the burst erasure efficiency of the check matrix η (H) is determined from the concatenation of new base matrices superposed by circulant matrices. In Section 2, we present the mathematical fundaments used in the construction of the binary matrix that will be used as a platform matrix. In section 3, we present the procedures for constructing the platform matrix and the algorithms that generate the parity-check matrix used for decoding LDPC codes. Finally, Section 4 details findings and conclusions found in the analysis and performance of LDPC codes that were implemented by the proposed matrices.
Base matrices
The base matrix is a sparse binary matrix that uses the superposition of other matrices in its non-zero entries to construct the parity-check matrix of a code [19] . To decode burst errors, in this work, we propose two base matrices that are grounded on the construction of geometrically uniform signs matched with groups [20] , [22] and on the formation of Nested Polygons based on Davis [23] .
A signal constellation S is any discrete subset in n . The elements of a signal constellation S are called signal points. A Euclidian-space code is a subset of, S I where  Z I . The diversity of a communication system can be increased by using specific signal constellations by means of ASK modulation diversity MPSK M-QAM, MFSK [20] . This diversity can be defined as the minimum number of distinct components of the two vectors in an -dimensional signal constellation, or a minimum Hamming distance in . Geometrically, the action of a rotation in constellation characterizes the modulation diversity so that there are a maximum number of distinct components.
The signal constellations obtained via rotation are known as rotated signal constellations. In -dimensional Euclideanspaces the constellations can be characterized as a lattice in the cubic form of the type . Thus, an point of the rotated constellation is obtained by the action of an -matrix in the -vector, that is, the set of points {x = u , u ∈ n . Loeliger in [20] and Forney in [22] proposed algebraic procedures to obtain 2PSK 3PSK, 4PSK signal constellations matched to additive groups from the additive structure of the signal fields that are matched to groups ( 3 ,  4 ,  6 ). These procedures were based on the classical results of modern algebra (Lattices). It is assumed that the reader is familiar with notions like group theory, subgroups, lateral classes, homomorphisms, etc., which comprise the theoretical background that is necessary to be able to comprehend this text.
A signal constellation S is geometrically uniform [19] , if
A block code with the same type of energy [23] is any finite signal constellation on a sphere that generates  n as a vector space, which we denote by α. The number of signal points or codeword end d is the quadratic minimum distance of S. In particular, when an S spherical code is geometrically uniform we say that S is a uniform constellation. This is introduced by Slepian in [23] who uses the group codes name for the Gaussian channel; it is generalized by Forney [19] for any signal constellation.
A signal constellation S is matched with a group G if there is a µ-mapping µ of G over S, such that [17] :
where (., .) d is the quadratic Euclidean distance and "e" describes the unit of G..
The µ-mapping is called a matched mapping. When µ-mapping is a matched labelling, that is, if G is isomorphic to G(S), then µ is an isometric labelling. Let be C a linear code over  m of length n, [17] then we can define the following:
where, 2 1 2 2 2 cos , sen ,
and {b 1 , b 2 ,..., b 2n } is an orthonormal base in 
2
. Matrices A j and B j are coordinates of constellation points. Note that r j is just an energy parameter that depends on j but not on the codeword. In general, we take r j = 1, for every j = 1,...,n. The mapping ϕ is called canonical mapping.
The first base matrix (5) is constructed by connecting the geometric signal points of the vertices of the antiprism matched with  6 . [20] shows this algebraic geometric association starting from steps linking the points of polyhedra (prism and antiprism) to the d-chain developed from a subgroup of G. The matrix (5) expresses, in general, the mapping applied between the matched antiprism with a signal constellation (remainder classes or dihedrons) and a canonical base of  n . Fig. 1 shows the matched antiprism with the 6 group. The second matrix is based on the construction of a "nest" formed by an octagon and two squares. The idea of "nest" comes from the proportional division of the sides of a polygon. Davis [21] constructs these nested polygons by connecting the dots of this division; the second polygon is formed by connecting the points generated by the first polygon, the third polygon is constructed analogously, and so on. Fig. 2 shows the nest formed by two squares and one octagon, the division ratio of which is ½.The matrix is associated with that nest.
(6)
Take the matrix B=2A and then construct a C 8X6 matrix that operates at the B columns. Using the notation C j , j = {1,…,6}, we denote the six columns of the matrix C. Do:
and obtain the following matrix: 
Deleting the sixth column and the last three rows of this matrix gives the following binary matrix:
Construction of a Platform Matrix and a Check Matrix
The check-parity matrix is the key element to determine the L max [14] when correcting burst erasure. The construction of the parity-check matrix made by Galague [16] is almost random, but parity matrices consisting of circulant matrices are systematic. They have been studied by several authors to design LDPC erasure codes in bursts with good efficiency [12] , [24] , [11] . In this section, we present a procedure to design LDPC codes to correct erasures in bursts using a superposition of matrices [19] . A combination of three types of sparse matrices is used: the base matrix, the platform matrix and the circulant matrix.
Let ,   The platform matrix is an auxiliary matrix that is used to construct the parity-check matrix. The technique developed for the construction of the platform matrix is that proposed by [14] , which is made of superposed sub-matrices in nonzero entries of the binary matrix. In this paper the submatrices are called client matrices and the platform matrix is developed from the composition of two client matrices: the circulant matrix and the zero matrix, both of order v.
A 4-cycle occurs in H if two columns of H contain nonzero entries in the same two rows. Thus, concatenating and alternating circulating matrices and null matrices in the final construction of the parity-check matrix, the following algorithms will give us 4-cycle free matrices. Avoiding 4-cycles can improve the performance of the decoded interaction and therefore the decoding burst [11] .
Example 1: The following is the platform matrix and I (6) represent the movements 2mod8 and 6mod8 circulant of I 8 . Zero elements were discarded. 
We will now present two algorithms that generate paritycheck matrices using the binary matrices developed in section II. The first algorithm was developed to analyze and check performance of the following codes: LDPC C1(500,250); C2(1800,1200); C3(3000,1500); C4 (4158,3465); C5(3750,3125), and the second algorithm was developed to construct the following codes: LDPC C6(1500,1200); C7 (4200,3600). The algorithm choice is subject to the length of the code. Algorithm 2 is mainly used for codes with multiple dimension values of 5. Algorithm 1 is mainly used for other dimensions.
Algorithm-1. This algorithm constructs a parity-check matrix of dimension Npv and rate of p copies (5), the first platform H 1 is created by superposition in B 1 , the second H 2 by superposition on B 2 , and so on.
Step 1: Consider   I v in at least one of the elements
Step 3: Construction of platform matrices 2 H ,..., H p : A) In non-zero entries of the main diagonal superpose Step 5: In the free element in matrices   
I, I, I (1) , I
(1) I
H 5 I (8) , I (6) , I (5) , I (4) , I
H 6 I (9) , I (7) , I (5) , I (3) , I
(
I, I, I, I 
Algorithm 2's sequence of steps is analogous to Algorithm 1´s, differing only in the fact that the platform matrix 8 has a dimension of 5 and has a larger degree of freedom in choosing the movements of client matrices.
Algorithm-2. This algorithm constructs a parity-check matrix with dimension Npv and rate (
from the concatenation of p copies of the platform matrix (8) . Given
B of p copies of (8), we have:
Step 1: Take   
Simulation and comparison of results
The purpose of this section is to show that the LDPC codes developed from algorithms 1 and 2 perform well when correcting burst erasure in BuEC and also to show that the parity-check matrices developed from the constructions have an excellent performance in correcting these erasures.
Simulations in BuEC
The motivation for considering a burst erasure channel to model channels with memory is their simplicity as well as the fact that the bit loss of information, often sent, occurs in them. Any system where the receiver is capable of distinguishing long losses in bits can treat this period of failures as a burst erasure channel. Simulations were produced in BuEC with values between -2 and 20 decibels. An SP algorithm with soft decision was used with an error probability p = 0.01, with 100 interactions. To analyze the performance of the LDPC codes, the parity-check matrices used were constructed from algorithms 1 and 2 from examples 2 and 3. For code C1(500,250), rate 0.5, we have four concatenations proposed by algorithm1: H 1 H 2 , H 1 H 3 , H 1 H 4 and H 1 H 2 H 3 H 4 with L max 240, 241, 248 and 118 bits, respectively. It is observed that H 1 H 4 has the best efficiency (99.2 %). It can be seen that H 2 , H 3 , H 4 have few differences in the movements of client matrices contained in the main diagonal, however, H 4 has a (5) relative to the free elements of H 2 and H 3 , i.e. F=I. Fig. 3 shows the code efficiency proposed in algorithm 1 when correcting burst erasure.
For code C2(1800, 1200) we proposed the concatenations of the matrices H 1 H 2 H 3 , H 1 H 2 H 4 developed in example 2 with Lmax 572 and 576 bits respectively. The best yield observed is the concatenation H 1 H 2 H 4 which, in turn, has the matrix I (5) as a client matrix in its free element. In a preliminary conclusion, it may be said that the most "abrupt" movement of the free element is responsible for better code performance.
For code C6(1500,1200), the concatenations proposed were the ones developed in example 3: G 1 G 1 G 1 G 1 G 1 , G 1 G 2 G 2 G 2 G 2 and G 2 G 2 G 2 G 2 G 2 (v = 60, p = 5, rate 0.8) with L max 290, 292, 296 bits respectively. The last concatenation obtained the best yield (98%). For code C7(4200, 3600), we obtained the following concatenations: G 1 G 1 G 2 G 2 G 3 G 3 G 3 and G 1 G 2 G 3 G 4 G 5 G 5 G 4 (v = 24, p = 7, rate 0.857) with L max 582, 580 bits respectively. The last concatenation obtained the best yield (96%). Fig. 4 shows the efficiency of the proposed code in Algorithm 2 when correcting burst erasure. In any of the constructed codes the one that presents the best performance is the code which has the client matrix with a number that indicates the larger movement: I (6) in C6(1500,1200) and I (5) and I (6) in C7(4200, 3600). This indicates that the larger the movement of the client matrix is the better the decoding performance.
For large bursts in BuEC, LDPC codes have been an efficient corrector for errors and erasures [20] [21] [22] [23] . Table 3 compares the LDPC codes' correction properties for burst erasure that were constructed in this article with previous results. Fig. 5 shows the performance of an LDPC code with a length of 4170 and rate of 0833 when correcting burst errors via algorithms 1 and 2 (N = 5, v = 139, p = 6) in the classic bursty channel. Note that the codes randomly constructed and simulated here are not truly random as they have been optimized to avoid repeated columns and cycles of length 4, when possible. 
Erasure recovery in a Noisy Channel using the proposed code -Simulation
We will now present the transmission simulations results through a noisy channel. In the simulation, we used the Lena.gif which has a size of 512X512 (262.144 pixels) and an LDPC code with parity-check matrices developed by algorithms 1 and 2. This channel sent a codeword with a length of 1512 and a rate of 0.8, which was adapted to the encoding software. The noisy channel introduces losses of bits in a random point in the codeword and the erased bits are recovered in the receiver.
The Lena.gif (512x512) original image is displayed in Fig. 6(a) . The probability of channel erasure varied from 0.01 to 0.99 in increments of 0.05. In this range, the number of lost or erased bits is approximately 20% to 50% of the total amount of bits of the codeword. Finally, with a 0.99 erasure probability (extremely hostile channel) we obtain a lost bit in a range from 90% to 98% of the codeword at the output. The image obtained in the channel output goes through a recovery process by means of LDPC codes that use algorithms 1 and 2 in the development of parity-check matrices to decode by sum-product. Fig. 7(a) shows the image that was retrieved Figure 7(a) . Left, Image recovery via LDPC decoding using algorithm 1 with free element F=I (56864 recovered pixels). Figure 7(b) . In the central image, we have algorithm 1 and F= I (5) (57450 recovered pixels). Figure  7 (c). Right, algorithm 2 with client matrices alternating in I (5) and I (6)n (58037 recovered pixels). Source: The authors using the concatenated matrices with free element F=I. It can be seen that the decoder does not recover 5% of the initial erasure track, and in the most hostile track the decoder does not recover 12% of the bits transmitted by codewords. Fig.  7(b) shows the image retrieved when F=I (5) . In this case, regardless of the erasure track, the decoder recovers 98% of the lost bits. When client matrices I (5) and I (6) were used in algorithm 2, an efficiency of 98% recovery of lost bits is achieved, as Fig. 7(c) shows. Thus, we obtained the following result: we can see that the best performance for decoding comes when comparing the performance of the codes for which the values F=I and F=I (5) are used for the free element F in the concatenated matrices, produced by the algorithm 1, F=I (5) .
Conclusion
In this paper, two algorithms were presented to develop parity-check matrices to generate LDPC codes based on the concatenation of base matrices superposed by circulant client matrices weight 2. The simulations showed that the codes generated by parity-check matrices that were obtained from the proposed base matrices and by the movements of client matrices showed a good efficiency in terms of the correction of burst erasures. Comparing H 1 H 2 , H 1 H 3 and H 1 H 4, it can be seen that the movement of the free element I (5) of H 4 was responsible for the improvement and efficiency of the code. We can also arrive at this conclusion by comparing the concatenations proposed in example 2 by using the matrix I (6) as a client. Table 3 shows that Algorithm-2 (p = 6, v = 550), as a client, achieves the same efficiency as the construction proposed by Sara [11] . Although algorithms 1 and 2 are designed with mod 5 dimension matrices, it was possible to evaluate simulations with different dimensions because the vector of circulant matrices enables the combination of numbers that express non-multiple dimensions of 5. The proposed algorithms were used to generate LDPC codes to simulate erasure correction in Lena's image, they were transmitted through a noisy channel, and their results were satisfactory.
