• Formulated families of conservative, high-order numerical boundary stencils
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Introduction
High fidelity simulations of flow problems (such as Direct Numerical Simulations) are usually performed more efficiently using high order methods. For example, conservative, high-order numerical methods are, in principle, well suited to the challenge of accurately however, numerical stability is not easily achieved for high-order methods. In particular, when high order finite differences are used, the computational stencil used in the interior must be altered near the computational boundary for non-periodic domains.
Designing high-order numerical boundary schemes such that they are stable for nonlinear problems is a very difficult task [1, 2] . The most prevalent solution to this problem is to simply reduce the order of the boundary schemes by roughly half [3, 4, 5, 6, 7, 8] .
Indeed, this practice has become an accepted standard such that many researchers simply do not report the modifications made to the schemes near the boundaries. The problem with combining a high order interior scheme with a reduced order boundary stencil is that the overall order of accuracy will be limited to 1 more than the boundary stencils [9] .
Thus, pursuing a high-order interior scheme while maintaining a significantly reduced order at the boundary is not particularly efficient.
The search for stable, high-order boundary schemes has a long history and is still an active field. Ref. [1] relied on the linear stability theory to frame the problem of finding stable schemes for linear hyperbolic problems and used an eigenvalue search code to find stable 4 th order compact schemes as well explicit 5 th order schemes for a 6 th order compact interior scheme. In a follow-up work, Ref. [10] utilized the energy method to design stable compact boundary schemes for interior orders up to 6 through the development of the summation-by-parts simultaneous approximate term (SBP-SAT)
method. This comes at the expense of imposing the boundary conditions weakly via a penalty term added to the equations. Schemes which allow for direct imposition of the boundary condtions have proved to be very useful for DNS and so the focus of the present work is on such methods.
A different approach, developed in Ref. [11] , involves reducing the grid spacing near the boundaries to stabilize the numerical boundary schemes. The approach is based on the insight that the instabilities which typically develop when using one-sided differences near the boundary are simply a manifestation of the well known Runge phenomenon.
The authors were able to generate schemes with appropriate eigenvalue spectra of up to 22 nd order. As presented, the boundary schemes were not conservative. Such an approach would decrease the allowable timestep size for explicit numerical integration.
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Another popular approach is to introduce a filtering operation to stabilize the numerical scheme [12, 13, 14] . The constraints imposed by high fidelity, DNS-type calculations, have motivated the search for an alternate approach targeting the construction of stable, high-order, and conservative numerical boundary schemes which do not require modifications of the grid near the boundaries, artificial dissipation, or weak enforcement of the boundary conditions. Rather than attempting to develop a general theory of stability for non-linear systems, the focus of this paper is on developing schemes which are stable for a particular system of interest: the non-linear equations of fluid dynamics.
Conservative schemes of overall accuracy of orders 4, 6, and 8 (where the order of the numerical boundary schemes is one less) are developed for both explicit and compact finite differences. This is achieved through a simple, yet novel, optimization strategy where we optimize directly on the non-linear Euler equations rather than attempting to utilize a linear stability theory. The procedure relies on the introduction of enough free parameters in the boundary stencils such that the problem admits solutions. Note that the focus of the present work is on continuous solutions to the governing equations. The
Euler equations are only used as a stringent, zero-dissipation test case, for times small enough so that singularities do not develop during the simulation.
The paper is organized as follows. The procedure for constructing high-order conservative schemes with an appropriate number of free parameters is outlined in section 2.
First, the interior spatial discretization for central and compact finite differences of order 4, 6, and 8, together with discrete conservation constraints are discussed. This is followed by the methodology of constructing conservative boundary schemes. The section concludes with the properties of the non-optimized base schemes, in which all the free parameters are set to zero. The purpose of examining this problem is to note that all non-optimized base schemes of order greater than 4 are unstable for the test problem, highlighting the need for some kind of optimization strategy that yields suitably stable schemes. The optimization strategy for the free parameters is discussed in section 3. A
variety of tests which demonstrate the stability of the optimized schemes for both linear and non-linear problems are presented in section 4 and section 5 contains the conclusions.
The coefficients for the optimized boundary schemes are given in the Appendix.
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Numerics
The primary target of the stable, conservative and high-order finite differences schemes developed here is high-fidelity, DNS-type, simulations of compressible flows. In general, the effects of the molecular transport terms (viscous stress tensor, diffusion, and thermal heat conduction) are dissipative in nature. As such, they can easily mask instabilities in a numerical method for certain flow regimes. To avoid this uncertainty and get a clearer picture of stability, the focus of the optimization procedure used here is on the compressible Euler equations for which conservation of mass, momentum and energy are given by:
where ρ is the density, p the pressure, E the total energy, u i the i th component of the velocity vector, and the Einstein summation convention is assumed. The system is then closed by an equation of state assuming a calorically perfect gas,
The speed of sound, a, is given by
For the numerical tests, the ratio of specific heats, γ, is assumed equal to 1.4, corresponding to air.
The focus of the present work is on continuous (smooth) solutions to the governing equations. This is due to the goal of developing schemes suitable for DNS of compressible flows. The proper application of DNS is Navier-Stokes-type equations, where the existence of smooth solutions is guaranteed for smooth enough initial conditions. Here, the
The procedure for generating high-order conservative discretizations to this system is split into 4 subsections. The interior spatial discretization is discussed in Section 2.1. 5 given by Eq. 6.
The constraints which a discretization must satisfy to be discretely conservative as well as a general procedure for constructing high-order conservative boundary schemes are discussed in Sections 2.2 and 2.3, respectively. The stability of non-optimized based schemes, with the free parameters set to zero, is discussed in Section 2.4 for a test problem.
Interior Spatial Discretization
In the interior of the domain, standard central and compact finite differences are used to approximate the spatial derivatives. For these schemes, a stencil of order 2(p + s) and centered at point i on a grid with constant spacing h, has the form,
where γ −j = −γ j , δ −k = δ k , γ 0 = 0, δ 0 = 1, and f are the known function values used to approximate the derivative, f . The coefficients δ k and γ j are derived in a straightforward manner by matching the Taylor series coefficients for the left and right hand sides of equation (6) . For further details of how this can be done systematically, the interested reader can see the discussions in Ref. [15, 16] . Schemes with s = 0 correspond to explicit finite differences. These are shown in Table 1 for p ∈ {2, 3, 4}. Observe that schemes with s > 0 require the solution of a linear system to evaluate the derivative and are typically labeled according to the structure of this system. Thus, stencils with s = 1 correspond to tridiagonal schemes [15] . Coefficients for the combination of (s, p) considered in this paper are listed in Table 2 .
(1, 1) 
Discrete Conservation Constraints
In the ensuing discussion the following notations are adopted: a) bold capital letters,
A, refer to matrices, b) regular capital letters, F , refer to column vectors, c) lowercase letters, f , refer to continuous functions, and d) indexed lowercase letters, u i , refer to a discrete value
For hyperbolic systems, it is often advantageous to use conservative approximations as these ensure the computed solution maintains certain physical invariants. Conservation, in the Lax-Wendroff sense [17] , ensures convergence to the correct discontinuous weak solutions. However, the focus of the present paper is on continuous solutions. Thus, we adopt a definition of conservation prevalent in the DNS community. The basis of the current approach can be found in Ref. [15] and is expanded upon below.
To define a "conservative" approximation, consider a scalar hyperbolic conservation law with the form:
for x ∈ [0, L] where f = f (u) is some flux function. The solution to this equation has the property that the total change of u as a function of time is driven solely by the flux function, f , at the domain boundaries. This can be seen by integrating Eq. 7 over the domain:
Therefore, a conservative approximation to Eq. 7 is one that satisfies the discrete equivalent of Eq. 8. This is a global definition of conservation that will be used to inform the construction of our schemes. According to the argument of Ref. [18] , a globally conservative method constructed from stencils with local support must also be locally
conservative for some definition of local fluxes. To derive the discrete equivalent consider an approximation to the first derivative operator given by:
where A and B are coefficient matrices, F is the column vector of discrete f given by
T and F is the column vector of the unknown derivative of f given by
T and we have assumed a computational domain discretized with N + 1 points. For central (explicit) finite differences approximations, A is the identity matrix.
For the compact schemes considered here, A is tridiagonal and must be invertible. If it is assumed that A does not vary with time, the semi-discrete version of Eq. 7 becomes:
where U is a column vector of discrete u given by [u 0 , u 1 , ..., u N ] T . With this, the integral in Eq. 8 can be written as the quadrature: 
It can be seen that the expression W T B is a row vector with elements [
Eq. 12 can then be written as:
Comparing this with the continuous statement in Eq. 8 it is evident that discrete global conservation is satisfied if
In order for this to be true for any f i , each term in the sum must be zero:
The above condition leads to a system of N − 1 equations, which must be satisified for the scheme to be discretely conservative. Furthermore, any temporal discretization that can be written as:
where Φ(F ) is prescribed by the temporal discretization, will maintain the discrete conservation properties of the spatial discretization since
As an example, consider integrating U from time level n to level n + 1 in Eq. 10 using the classic RK4 scheme with k = t n+1 − t n :
where While the discrete conservation constraints given by Eq. 15 give considerable flexibility in determining quadrature weights and stencil coefficients, it is a non-trivial exercise to design schemes which satisfy these constraints. Indeed, none of the existent methods against which we compare our results in section 4 satisfy these constraints.
Construction of Conservative Schemes
In the interior of the domain, where the centered finite difference approximations given in Tables 1 and 2 are applied using a discretization with N + 1 points, the entries 9
where Z j is a row vector of zeros of length j. From this, it is evident that weights of unity are sufficient to enforce conservation on the interior scheme.
However, the interior schemes cannot be used at the first (or last) p points since they would extend beyond the boundaries of the computational domain. Instead, a set of r modified boundary stencils (where r ≥ p) of order q are used to close the discrete system.
In general, the accuracy of the full discrete system with interior and boundary schemes will be min(2(p + s), q + 1) [9] . As such, only boundary stencils which do not diminish the interior accuracy (i.e. with q = 2(p + s) − 1) are considered in this paper.
A stencil of order q and width t approximating the first derivative operator at point i, near the left boundary (i.e. i < r), can be written as:
where s 1 = min(i, s), β i0 = 1 and t > q − s 1 − s. The same β ik and α ij can be used to write the modified stencils on the right boundary as:
where i = 0 corresponds to the right boundary point. Thus, the boundary stencils form r × t sub-matrices in the corners of the otherwise skew-symmetric B. For schemes with s > 0, the structure of A is preserved while symmetry is not.
To write B i for the boundary stencils, we note that the first interior stencil will occur at point r and will span the points [r − p, r + p]. This allows for splitting B i into 2 different cases. To simplify the description, let Γ = [γ p , γ p−1 , ..., 0, ..., −γ p−1 , −γ p ] and let Γ n denote the last n elements of Γ. With this notation, B i can be written as,
In writing the columns of B in this way, it is assumed that t ≤ r + p + 1 (i.e. the extent of the boundary stencils does not go beyond that of the first interior stencil). 10
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Other systems are certainly possible but are not considered here. Enforcing the global conservation constraints on the left boundary stencils can then be written as:
The construction of the boundary stencils given by Eqs. 25 and 26 allows an identical system to be written for the right boundary.
At this point, it is worth highlighting the free and fixed parameters in Eq 28. First, an interior scheme is chosen which fixes s and p and consequently q. These choices impose lower bounds on r and t but no upper bounds. Instead, r and t must be chosen in such a way that the system described by Eq. 28 has a solution. It is rather easy to choose r and t such that the system is either over determined or under determined. Therefore a procedure has been developed which consistently yields well posed systems.
First, the relation between t and r is fixed with t = r+p. With this constraint, the first interior fluid column of B given by Eq. 24 is B t . We note that there are r+p−1 equations in Eq. 28 and the quadrature weights only supply r unknowns. As the second constraint in this procedure, we require that the other p − 1 unknowns come from the last boundary stencil. Thus, it is required that the coefficients {α r−1,r+1 , ..., α r−1,r+p−1 } are free
parameters. An equivalent way of stating this is that the coefficients {α r−1,0 , ..., α r−1,r } are sufficient to satisfy the constraints imposed by the chosen order of accuracy. The third constraint (which only impacts one of the stencils presented here), is that there be at least one free parameter in the first boundary stencil for the purpose of optimization which will be discussed in section 3.
With these constraints, it is possible to systematically construct conservative boundary schemes with different orders. The simplest case is for explicit finite differences For tridiagonal compact schemes, the diagonal elements α 1,1 , ..., α r−1,r−1 are set to zero. The diagonal elements were set to zero because the optimization procedure failed 11
to find stable 8 th order schemes when this constraint was not enforced. It is not clear if this failure is a result of the optimization strategy employed or a more fundamental limitation. The boundary schemes require 2(s + p) points to meet the accuracy requirements. Including the constraint of the zero diagonal elements, and taking into account the s + s 1 coefficients each stencil has on the left hand side of Eq. 6, each stencil requires 2p + 1 coefficients on the right hand side of Eq. 6. The minimum r which will yield the appropriate number of free parameters in the last row is r = 2p. The minimum r required to have at least one free parameter in the first stencil is r = p + 2. The largest of these is chosen for the 3 rd , 5 th and 7 th order conservative compact boundary schemes whose coefficients are given as functions of the free parameters in easily parsed ascii text files in the accompanying Data in Brief paper.
Stability of the non-optimized base high order conservative schemes
The simplest choice for the free parameters in the conservative schemes discussed in the previous section, and given in the accompanying Data in Brief paper, is zero. The purpose of examining this problem here is to note that all non-optimized base schemes of order greater than 4 are unstable, highlighting the need for some kind of optimization strategy that yields suitably stable schemes. To assess the stability of the schemes with all the free parameters set to zero, the Euler equations are integrated in time using the RK4 method, starting with an initially quiescent fluid with a Gaussian density distribution:
where the energy has been initialized using isentropic relations. The only physical boundary condition for this inviscid flow is that the normal component of the velocity be zero at the walls [19] . In the one-dimensional case this becomes:
where the domain is given by x ∈ [0, L]. A uniform mesh with constant spacing h, is used to discretize the domain with N + 1 points. The left and right computational boundaries
are located at points 0 and N , respectively. The boundary conditions for this problem lead to the conservation of the total mass and energy within the domain:
The use of conservative schemes ensures that these relations are satisfied discretely (to within machine precision) at finite resolutions. This is verified using the quadrature weights, w i , presented with each scheme. Conversely, a non-conservative scheme is one which does not discretely satisfy these relations at finite resolutions. The timestep restriction is given by the well-known CFL constraint, This particular test case was chosen due to the development of strong gradients at the boundary as the density waves are reflected. This particular test case is discussed in more detail in the next section. Again, since all non-optimized base schemes of order greater than 4 are unstable, this highlights the need for some kind of optimization strategy that yields suitably stable schemes.
Optimization for Numerical Stability
The idea of designing schemes with free paramters that can be chosen to enhance stability is not new. In Ref. [1] , the stable 6 th order scheme (the highest order devised) 13 was found by leaving 4 free parameters in the non-conservative boundary stencils which were chosen by an eigenvalue search code. To achieve stable, high-order schemes, Ref. [11] decreased the grid spacing near the boundaries to minimize the spectral radius. The schemes developed were not conservative.
Here, a different optimization strategy is employed. Rather than attempting to optimize the schemes based on criteria which represent sufficient conditions for stability only for the linear case, the optimization is performed directly on a non-linear system of interest, the compressible Euler equations given in Eqs 1-3. Specifically, the one-dimensional version of these equations will be used for determining the free parameters.
The optimization procedure requires an objective function, θ, to maximize. For this procedure to be successful, the value of θ must be a reasonable quantification of numerical stability. For this procedure to be efficient, θ must be relatively inexpensive to compute.
Before formally defining θ, we offer a few observations on what stability means for a given non-linear system. Perhaps the most obvious observation is that a stable numerical scheme will run to some completion time, t c , while an unstable numerical solution procedure will terminate before t c (assuming both meet sufficient resolution requirements).
The second observation is that the stable solution procedure will yield smooth solutions while an unstable method will generate numerical oscillations.
With these observations in mind, the objective function is split into two helper functions. The first of these, T (S, α, N , C, I, t c ) → t r , quantifies the run time, t r , of a set of simulations of the Euler equations with a particular boundary and interior scheme
A C C E P T E D M
A N U S C R I P T described by S = (s, p, r, t) and a particular set of free parameters α for a set of grid resolutions, CFL numbers, and initial conditions given by N , C and I, respectively.
The computation of t r is described in algorithm 1. Using this algorithm, it is clear that t r ∈ (0, t c ].
input : Boundary and interior scheme parameters, S 
where total variation is given by: 
The equations are integrated in time using the RK4 method. The stopping time of t c = 10.5 was chosen such that the solution to the Euler equations remained continuous.
If one was interested in optimizing boundary schemes for shock capturing methods, the interior schemes need to be changed appropriately and the simulation could be allowed to run further to where it would naturally develop discontinuities. Thus, the optimization procedure presented here could also be applied to shock capturing schemes. 
In general, the cost of the optimization procedure grows exponentially with |α|.
Therefore, to limit the cost, only a subset of the free parameters were included in the search space while the rest were set to zero. Table 3 We do not claim that the objective function described above or the particular choice of parameters for the simulation of the Euler equations is optimal. Indeed, it is difficult even to define what optimal means since the procedure yields a variety of stable schemes which behave differently for different tests. The question of how best to search for a stable scheme with a particular set of properties is very interesting but is beyond the scope of the present work. Nevertheless, the schemes presented here pass the numerical tests usually considered in the literature, including more stringent versions of these tests, which, as far as we know, no existent high order, conservative boundary schemes pass without requiring artificial dissipation, filtering, weak boundary condition enforcement or a significant reduction of the order at the boundaries.
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output: Quantification of stability: ν ν ← T (S, α, N , C, I, t c ); 
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Results
In this section, the optimized conservative schemes are subjected to a variety of tests to demonstrate stability (both Lax and asymptotic) for a variety of cases which are representative of the challenges encountered by high fidelity, DNS-like simulations. It was found that the optimized schemes perform well for the full Navier-Stokes equations. Due to the stabilizing impact of viscosity, these tests were left out in favor of purely hyperbolic problems to highlight the robustness of the optimized conservative schemes. It should also be noted that only problems with impenetrable walls, or supersonic inflow/outflow are simulated. We have not addressed the issues encountered with subsonic inflow/outflow which necessitate the use of artificial boundary conditions [2] . This was done to focus on the stability of the numerical scheme rather than the efficacy of a particular boundary treatment. The optimized schemes can certainly be applied to subsonic inflow/outflow problems but that is beyond the scope of the present work.
The first test is presented in section 4.1 where the eigenvalues of the discretization matrices constructed from the optimized schemes are analyzed for asymptotic stability. In addition to testing each the optimized conservative schemes developed in the previous section, three other existing schemes are tested for comparison. The first scheme is an explicit 5 th order boundary scheme developed by Carpenter et al. [1] , which was found via an eigenvalue search process. This scheme will be referred to as S1 and the coefficients are given in table B.11. The interior uses the 6 th order compact scheme in table 2 with (s, p) = (1, 2)
The second scheme, S2, is a 5 th order compact scheme due to Cook and Riley [12] and given in table B.12. This scheme is coupled with the 6 th order compact scheme in
A C C E P T E D M A N U S C R I P T table 2 with (s, p) = (1, 2).
The third scheme, S3, given in table B.13 was developed by Turner et al. [14] and has been optimized in Fourier space for spectral accuracy. The boundary scheme is coupled with the optimized 4 th order interior scheme of [20] which is given table B.14.
The schemes S2 and S3 are used with a high order filter for stability purposes by their respective authors. No filtering is used in the present work, in order to make a fair comparison between the schemes and test their properties without stabilizing source terms.
For schemes, S1-S3, the discrete conservation constraints given by Eq. 12 cannot be discretely satisfied for the given coefficients for any set of quadrature weights, w i .
For example, applying the conservation constraints to scheme S2 results in the following overdetermined system for the left boundary quadrature weights: 
Asymptotic Stability: Eigenvalue Analysis
In ref. [1] , the importance of asymptotic stability for long time simulations was noted.
An asymptotically stable scheme is one for which the error does not grow unphysically with time. To illustrate, consider the linear hyperbolic equation:
with consistent initial and boundary conditions for u = u(x, t)
Assuming a spatial discretization of N + 1 points, the first derivative operator can be approximated as: 
where G is a column vector of length N giving the appropriate weights of the stencils on the boundary point, u 0 . The stability of this semi-discrete system is governed by the eigenvalues, λ, of the spatial discretization matrix, Q. Let the real and imaginary parts of an eigenvalue be given by Re(λ) and Im(λ), respectively. The semi-discrete system is then stable if [21] Re(λ) ≤ 0 for all λ .
The discretization matrix Q can be constructed for any scheme by consulting Tables A.6-5. Figure 2 shows the real and imaginary parts of the eigenvalues of Q for schemes E4, E6, E8, T 4, T 6, and T 8 for N + 1 = 31, 61, 91. The real parts of all eigenvalues are negative, satisfying the stability constraint given by Eq 46. In all schemes, no eigenvalues with positive real parts are found, indicating asymptotic stability [1] . The same holds true for every scheme in the accompanying Data in Brief paper.
Time Stability: Constant Coefficient Hyperbolic System
In this section, the accuracy and time stability of the schemes is demonstrated by solving the neutrally stable hyperbolic system describing a standing wave:
with boundary conditions:
The initial conditions chosen for this test case are: 
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which yield the exact solution: This run-time is comparable to others reported in the literature [22] . Note that in these previous works, no schemes with direct boundary condition enforcement were able to pass this stringent numerical test. Rather, for small CFLs, the solutions would diverge very quickly (i.e t < 5). Integration in time is done using the standard RK4 method. 
Time Stability: Two-dimensional Varying Coefficient Scalar Wave Equation
In this section, the accuracy and long-time stability of the schemes is demonstrated by solving the two-dimensional, varying coefficient, scalar wave equation:
where,
and initial and boundary conditions for u = u(x, y, t),
The exact solution is a circular wave radiating outward from (−0.25, −0.25), given by u(x, y, t) = sin 2π(ψ − t) .
We define the period, T , of the solution as the time it takes for the wave to travel from the origin to (L, L). The domain length L is chosen to be L = √ 2 such that T = 2. To demonstrate time stability, the tests are run for a full 500 periods (until t = 1000). 
Nonlinear Test: Inviscid Vortex / Numerical Reflection
In this section the two-dimensional Euler equations are solved in order to examine the transport of an inviscid vortex through a domain and it's numerical collision with a supersonic outflow boundary. This collision with the the outflow boundary generates very high frequency errors which propagate back into the domain with the potential to destabilize the simulation over long periods of time. The transport of an inviscid vortex through a periodic domain has been studied to quantify the impact of dissipation in upwinded schemes (e.g., Ref. [23] ). The supersonic inflow/outflow case has been examined in Refs. [20] and [14] for relatively short times (1.5 flow through times based on the background streamwise velocity). In the present case, the simulations are run for 50 flow through times with supersonic inflow/outflow in the streamwise direction.
Periodic boundary conditions are imposed in the cross-stream direction.
We adopt the notations from Ref. [14] to describe the analytic solution for a vortex of nondimensional circulation, , propagating in the x direction. The solutions are repeated 28 below for convenience:
where A C C E P T E D M A N U S C R I P T around t = 11. At the later time of t = 23, the point-to-point oscillations in P are more pronounced. However, all the optimized conservative schemes developed in section 3 are stable to these kinds of perturbations. The evolution of the infinity norm of the pressure error, L ∞ (P ) over time using the T 8 scheme is shown in Fig. 9 . The peak of the error occurs around time t = 10. After this, the error exhibits complex behavior as high frequency error waves bounce back and forth between the inflow and outflow boundaries before ultimately decaying. The magnitude of the peak error does not appear to be affected by the size of the timestep. Due to the dissipation inherent in the RK4 with a larger timestep, the error decreases more rapidly at larger times for C = 0.8. Figure 10 shows the evolution of L ∞ (P ) for the rest of the schemes considered in the paper for C = 0. This may be due to the fact that higher order methods will damp fewer wave modes and therefore be more susceptible to the high frequency errors that are generated by this test. The schemes exhibit very similar behavior for the larger timestep with both the peak and final errors recorded in the accompanying database. S1 also performs well on this problem while both S2 and S3 diverge shortly after the vortex passes through the outflow.
Nonlinear Test: Gaussian Pulse
As the final test, we solve the Euler equations for a modified version of the problem used in the optimization process. The initial conditions are given by:
u(x, y, 0) = 0 (63)
where the energy has been initialized using isentropic relations. There are slip-walls on all 4 sides of the domain such that the boundary conditions are, where the domain is given by
The equations are integrated in time using the RK4 method. A domain size of L x = L y = 5 is chosen with σ = 2.
As in the one-dimensional case, in the absence of viscosity, the solution will develop singularities. The simulation is stopped before this occurs at a time of t = 27. Snapshots of the energy at t = 0, 23, and 27 are shown in Fig. 11 for the T 8 scheme. The solution starts off smooth and excessively resolved but rapidly develops small scale structure that becomes challenging to resolve as the initial pulse reflects off the walls and interacts with itself. The rapidly changing scales of the solution make it difficult to remove the time dependence and demonstrate an order of convergence consistent with the spatial scheme.
Therefore, we will simply examine the smoothness of the average kinetic energy, K , over time and demonstrate that the convergence is moving in the right direction. (left to right) for the initial conditions in Eq. 62.
0.5. Figure 13 shows the error in average kinetic energy K for the 3 grid resolutions for the T 8 scheme demonstrating stability and convergence. Virtually identical plots can be shown for E4, E6, E8, T 4, T 6, and S1. After short times, both S2 and S3 diverge.
At this point it is worth noting that only the optimized schemes developed in this paper pass all of the numerical stability tests. The comparison scheme, S1, which was designed with stability in mind, fails the test in section 4.2. The comparison schemes, S2
and S3, are used here without any numerical filtering and fail all of the stability tests.
It is also worth noting that these tests do not constitute a rigorous stability proof for non-linear systems of partial differential equations. The tests presented here are meant to be representative of the numerical challenges faced in performing direct numerical simulations of the Navier-Stokes equations. The optimized schemes may not be suitable for systems that exhibit very different behavior. For example, the schemes will not be stable in the presence of discontinuities.
Conclusions
The primary challenge of using high-order finite differences for high-fidelity simulations of non-linear physics in non-periodic domains lies in the construction of stable, utilizing direct boundary condition enforcement, either sacrifice conservation, or require the order at the boundary to be significantly reduced, limiting their effectiveness for DNS. The schemes presented in this paper are able to achieve high-order and satisfy conservation without introducing artificial dissipation or filtering. To this end, a thorough elucidation was given of the constraints which a discretely conservative scheme must satisfy, as well as a general procedure for constructing discretizations of any order which satisfy these constraints. It was shown that this process results in numerical boundary schemes which have free coefficients that can be chosen without changing the order of accuracy of the scheme. A test of these conservative schemes with all the free parameters set to 0 was performed using the compressible Euler equations. All schemes with greater than 4 th order accuracy were found to be unstable with this naive choice of free parameters. To rectify this, a novel optimization approach was developed and applied directly to the Euler equations (as opposed to a simplified linear model) to find the free parameters that would yield stable, conservative schemes of orders 4, 6, and 8. Since the focus of the present work is on continuous solutions to the governing equations, the
Parabolic terms (i.e. second order derivatives) were not investigated here because the schemes available in the literature are already stable [15] and require no optimization. of the conservative schemes. The second configuration involved the evolution of a two dimensional Gaussian density pulse and highlighted the stability of the new schemes in problems with rapidly changing scales.
To the best of our knowledge, the 6 th and 8 th order schemes developed in this paper mark the first successful application of conservative finite-differences of such high order to non-linear hyperbolic initial boundary value problems without requiring artificial dissipation or filtering, while allowing for direct boundary condition enforcement.
Appendix A. Optimized conservative boundary schemes
The databases in the accompanying Data in Brief paper contain a number of optimized sets of boundary coefficients that can be used to simulate all the numerical tests in this paper in a stable and accurate manner. The first scheme in each database was examined in section 4. The coefficients of each scheme used here are given in tables 5 and A.6-A.10. The schemes E4, E6 and E8 are explicit schemes with boundary/interior orders of 3/4, 5/6, and 7/8, respectively. The schemes T 4, T 6, and T 8 are compact schemes with a tridiagonal structure with boundary/interior orders of 3/4, 5/6, and 7/8, respectively.
Appendix B. Comparison schemes
In this work, the performance of the presently developed schemes are compared with others in the literature which have been labeled S1, S2, and S3. Table B .14: 4 th order interior discretization from ref. [20] used with boundary scheme S3
