In this study, we develop an independent method to derive global temperature trend from Microwave Sounding Unit (MSU) radiometer observations in Ch 2 (53.74 GHz), made from sequential, sun-synchronous, polar-orbiting NOAA operational satellites. Also, a detailed examination of the systematic errors in these data is performed with the objective to improve this method. Partitioning these data from 75 N to 75 S into global land and ocean sets, and further subdividing them into am and pm subsets with the help of the LECT, enables us to perform this examination.
INTRODUCTION
Since temperature observations made from satellites orbiting around the earth are distributed in a relatively uniform manner around the globe, they are valuable to studies of global temperature and its variation with time. However, necessary accuracy in the data and in the method used to analyze them should be maintained to get good results. If these two criteria are satisfied, global temperature can be monitored readily with satellite observations, which could help assess the impact of anthropogenic effects.
Passive infrared radiometer temperature observations made from satellites are strongly contaminated by clouds in the troposphere. Therefore, these observations are not helpful to monitor global temperature change, which can be on the order of 0.1 K in a decade (IPCC, 1996) . On the other hand, the potential of passive microwave radiometers to monitor global temperature was first revealed by Spencer and Christy (1990) (SC) . In particular, they emphasize that MSU1 Ch 2 near 53.74 GHz, because of its weak sensitivity to hydrometeors in the atmosphere and very strong response to thermal state of the atmosphere, provides measurements that reflect basically the temperature of the mid troposphere, which is closely related to the surface air temperature. The analysis procedure introduced in SC has been refined in several detailed studies, such as Christy et al. (1998) 
(CSL).
The global temperature trend deduced from MSU data by SC and CSL disagrees with that obtained from conventional data, such as surface air temperature and sea surface temperature (Hansen and Lebedeff, 1987; IPCC, 1996) . Adopting basically the Microwave Sounding Unit flown on sun-synchronous, polar-orbiting NOAA operational satellites. SPIE Vol. 3503 • 0277-786X1981$1O.00 Sc procedure, christy et al. (1998) analyzed the MSU data from 1979 to 1997 in two ways, called 'T2LT' and "T2'. The T2LT path, which utilizes differences between the radiometer measurements along each scan, shows a global cooling of 0.046 K decade . The T2 path, which uses the average of the five center most measurements along each scan, indicates a global trend of 0.003 K decade1 . On the other hand, the conventional data analyses show a warming of about 0. 1 K decade 1 during this period.
It is not a trivial task to generate from the voluminous multi-satellite MSU Ch 2 data a time series of the global temperature. For this reason, comprehensive analyses of the MSU data to resolve the disagreement between the global trends obtained by sc and conventional methods have not been done. On the other hand, analyses with limited objective have been made by Hansen and Wilson (1993) , Hansen et al. (1995) , Trenberth and Hurrell (1996) , Prabhakara et al. (1995) , and Shah and Rind (1995) . By weighting radiosonde data with altitude-dependent response functions appropriate for MSU ci 2, Hansen and Wilson simulated a time series of Ch 2 global temperature from 1979 to 1991 . Based on their study, they indicate the analysis of SC underestimates the global temperature trend. Trenberth and Hurrell contend that the limited amount of overlap data used to calculate intersatellite calibration corrections can introduce errors in the analysis of sc. Prabhakara et al. suggest that there is non-negligible residual hydrometeor contamination in the MSU Ch 2 data, which has not been screened by Sc; and that this residual contamination could effect the resulting trend. Shah and Rind emphasize noise in MSU ch 2 data introduced by variations in surface emissivity. The above critical examinations did not reveal all possible reasons for the difference between the results obtained from Sc's satellite data analysis and the conventional data.
Since there are some unresolved issues in SC's MSU Ch 2 data analysis, as pointed out in this paper, we are developing an independent method of analysis. Salient features of our method are: a) brightness temperatures are derived by applying the calibration procedure developed by NOAA (1997) to the raw MSU ch 2 observations; b) Effects of satellite altitude change on the time series of MSU Ch 2 global temperature are avoided by using only the measurements made in the nadir direction; c) Systematic errors in the MSU Ch 2 data are examined by partitioning these data from 75 N to 75 S into global land and ocean sets, and further subdividing them into AM and PM subsets with the help of the Local Equatorial crossing Time (LEcT); and d) the numerical procedure adopted in this study utilizes explicity ch 2 temperatures to reveal the character of the data and its long-term trend.
METHOD OF ANALYSIS
In our study, the calibration procedure developed by NOAA (1997) is applied to MSU raw nadir measurements to derive the Tb needed in our analysis. The nadir measurements are used to avoid spurious temporal effects on Tb at other scan angles, e.g., those resulting from gradual decay in altitude of each satellite during its life (Wentz and Schabel, personal cornmunication). One set of the NOAA satellite series has LECT for the ascending/descending nodes close to 7:30 am/7:30 pm, and the other set of satellites has LECT close to 2:30 am/2:30 pm. The first set is referred to as morning satellites, and the latter as afternoon satellites. Typically, these morning and afternoon satellites alternate in the NOAA series. For each morning and afternoon satellite, the nadir data are separated first into land and ocean data sets, and then each one of these subsets is divided according to the LECT to delineate AM and PM data sets. Then, we average these data separately to obtain AM and PM monthly mean values in grid boxes of 2° lat. x 3° ion. between 75 N and 75 S over global land andocean. Finally, we average the cosine-weighted grid box values to get monthly-mean global values for AM and PM on land and ocean. Data from the grid boxes containing coastlines, representing about 1 1 % of the global data, are rejected.
For the purpose of developing a long-term continuous time series, we remove the annual cycle in the MSU monthly-mean Tb over global land and ocean. We do this by averaging the data, starting January 1 and ending December 3 1 ,over one or more discrete years (see Table 1 ). In this way, we calculate for each of the successive NOAA satellites an average Ch 2 temperature for AM (TAM) and PM (TPM) and for land and ocean over a two or three year period. Note that these temperatures contain, in addition to inter-annual variability, long-term change in global temperature.
Removal of diurnal cycle effects from these data is also required because successive satellites have differing LECT, which causes discontinuities in the Tb time series. Calibration differences among the MSU instruments also add to these discontinuities. Furthermore, we find that the instrument calibration has a bias that depends on exposure to sunlight, and thus on LECT. This is demonstrated in Figure 1 ,where we show the MSU Ch 2 derived annual-average diurnal temperature cycle over land and ocean utilizing the 1982 annual mean AM and PM data from NOAA 6 and NOAA 7. The obvious underestimation of the 2:30 pm temperature over ocean reveals a diurnally dependent calibration problem that is probably related to the instrument exposure to sunlight. This calibration problem can modify the discontinuity between the data of successive satellites. The operational satellites are launched such that there is temporal overlap of successive satellites (Table 1) . In order to remove the above mentioned calibration and diurnal effects in the MSU data from each succeeding satellite, we estimate an adjustment term AT with the aid of the overlapping data of the preceding satellite. iT is given by the difference between the one-year mean temperatures of consecutive satellites during the period of their overlap. By applying such adjustments to the data of all but the first satellite in the series, we obtain a consistent long-term record of temperature from which the global temperature trend can be estimated.
ERROR ANALYSIS OF MSU CH 2 TIME SERIES
The errors due to instrument noise in the annual global averages of the MSU Ch 2 Tb 15 estimated to be less than 0.01 K (Christy et al., 1998) . The random error in an overlap adjustment term zT is thus expected to be less than 0.02 K when there is data overlap of a full year. However, such random error is expected to increase by about a factor of two when the overlap is only three months, as between NOAA 9 and NOAA 10 ( Table 1 ). The random error in the time series of the MSU data used in our analysis is estimated to be less than 0.04 K.
Systematic errors in the MSU data outside the scope of diurnal and annual cycle, and instrument calibration, are more difficult to estimate. Variations in hydrometeors and surface emissivity over land and ocean can introduce contamination in the Ch 2 data (Prabhakara et al., 1995; Shah and Rind, 1995) . We estimate the magnitude of this contamination to be on the order of 0.04 K.
There are drifts of the LECT in the satellite orbits. In order to minimize the effect of these drifts, we have limited the data from each satellite to about three years. The effect of these drifts for each satellite can be qualitatively diagnosed from the temperature difference, TPM -TAM over land and ocean, which is presented in Table I . This difference is about 0.5 K over land and about 0.25 K over ocean for all the morning satellites. Similarly, we notice from the table that for all the afternoon satellites this difference is about I .5 Kover land and about 0.01 K over ocean. These TPM -TAM values over land and ocean are linked to the diurnal temperature cycle specific to those regions and are expected to remain constant. However, from the table we see a variability of about 0.06 K, which is likely a consequence of the satellite drifts. For this reason, we assume a probable error of about 0.03 K exists in TPM and TAM.
MSU data do not contain sufficient information to quantitatively determine the combined effects of hydrometeors, surface emissivity, and drifts on the annual global averages of Ch 2 Tb. However, from the above discussion, we arrive at a gross estimate of this joint error to be on the order of 0.06 K.
The nature of the hydrometeor, surface emissivity, and drift effects differ between land and ocean. For this reason, indepen-. dent analysis of the trend over land and ocean is made in this study to increase the confidence in our method. 
RESULTS AND CONCLUSIONS
We present in Table 2 values of the two or three year mean temperatures, TM over land and ocean derived from the MSU data for each satellite, where TM = 0. 5(TAM + TPM ) . The running sum T of the adjustments inferred from consecutive satellites, as well as the adjusted MSU temperature T (= TM + zT) for each satellite, over land and ocean are also presented in this table. The last column of the table gives for each satellite the adjusted temperature over the globe, which has been weighted by land and ocean fractional areas. In Figure 2 , the two or three year mean MSU temperatures over ocean, land, and the globe of each NOAA satellite are displayed. In addition, the adjusted monthly-mean temperature anomalies with respect to the 1 7 year mean annual cycle are shown for these regions in this figure.
The intersatellite instrument calibration differences and diurnal cycle biases (see Fig. 1 ) that exist together in the adjustment terms differ appreciably between land and ocean (Table 2) . For this reason, independent analysis of the trend over land and ocean acts as a crude check of our method. From the resulting time series of temperature anomalies given in Figure 2 , we deduce that the linear temperature trend over ocean from 1980 to 1996 is 0.1 14 K decade -Similarly, the trend over land is estimated to be 0.101 K decade1. Finally, we infer that the global temperature trend, weighted by the land and ocean fractions over the region 75 N to 75 S in the period 1980 to 1996, is 0109 K decade4. Although the trends of temperature do not necessarily have to be the same over land and ocean, the general similarity that we find increases the confidence in the validity of our analysis. Our estimate of global temperature trend based on MSU data disagrees with that of Christy et al. (1998) . There are three main differences in our methods. First, we have adopted the instrument calibration procedure developed by NOAA (1997). Second, in order to eliminate the effects of satellite altitude changes, only the MSU Ch 2 nadir observations are used. Third, we remove the annual cycle in one step in a simple and direct fashion. Christy et al. (1998) have a different instrument calibration procedure; they use data from multiple scan angles; and they remove the annual cycle indirectly in multiple steps.
In view of the fundamental differences in our analysis methods, we cannot pinpoint the reasons that our global trend differs from that of Christy et al. (1998) . However, we emphasize that the method we have developed here is simple and explicit. Our result, a significant warming trend over the globe from 1980-1996 (0.109 K decade), differs from that of Christy et al. (1998) by an amount outside of our estimated error, which is 0.06 K decade'. Also, the global temperature trend obtained in this study is in better agreement with that of surface data analyses (Jones, 1994; Hansen et al., 1995) .
