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Abstract
Studying neural activity correlations is essential for understanding how information
is processed in the brain. Traditionally, it was believed that the activities of neighbour-
ing neurons were necessarily correlated, due to the large amount of common afferents
[Shadlen and Newsome, 1998]. However, recent studies have found that this is not
always the case [Renart et al., 2010, Ecker et al., 2010].
The main topic of this thesis is the study of decorrelation in balanced recurrent net-
works of densely connected neurons with strong interactions. Our main contribution is
the development of a theory that generalizes and extends the previously found results
in binary neurons [Renart et al., 2010] to different kinds of neuron models, with special
emphasis on biologically realistic ones.
We show that most of the features of the asynchronous state, if it exists, do not depend
on the neuron model. Asynchronous states are equivalent to a dynamical phenomenon
that consists in the precise tracking of excitatory fluctuations by inhibition. In such
states, balance equations that relate spike train auto- and cross-covariance functions
necessarily have to be accomplished. Although both spike train and total current
cross-covariance functions are small, the asynchronous state is characterized by finite
values of cross-covariances between the current components, i.e., the part of the in-
coming current that arrives from a given population (Excitatory, Inhibitory, External)
in agreement with experimental data [Graupner and Reyes, 2013].
We analytically show that the asynchronous state in networks of leaky-integrate-and-
fire (LIF) neurons exists. Two approximations are employed. We use the linear re-
sponse [Brunel and Hakim, 1999, Lindner and Schimansky-Geier, 2001] and the adi-
abatic approximations [Moreno-Bote and Parga, 2004] that account for the effect of
incoming currents on the activity of the neuron and allow one to find self-consistent
equations for spike train cross-covariance functions. Analytical and numerical results
are in agreement for networks whose sizes are biologically relevant. We also show how
xv
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the balance equations for spike train cross-covariance functions allow one to calculate
auto-covariance functions of macroscopic magnitudes, such as the multi-unit activity
(MUA).
In the last chapter of this thesis we study the generation of slow oscillations using a
model where adaptation and slow inhibition (GABAB) are present [Parga and Abbott,
2007]. The model reproduces experimental data in slices of ferrets and explains the role
of the slow inhibition in the durations of the Up/Down cycles and their variability. We
find that the degree by which the tracking of excitation by inhibition is accomplished
also has an impact on these magitudes.
Resumen
El estudio de correlaciones en la actividad neuronal resulta fundamental para en-
tender co´mo la informacion se procesa en el cerebro. Tradicionalmente se ha pensado
que la actividad de neuronas pro´ximas necesariamente deb´ıa de estar correlacionada
debido a que, presumiblemente, comparten un gran numero de entradas [Shadlen and
Newsome, 1998]. Sin embargo, estudios recientes han mostrado que esto no es siempre
as´ı [Renart et al., 2010, Ecker et al., 2010].
El tema principal de esta tesis es el estudio de los mecanismos que originan esta falta de
correlacio´n en redes balanceadas de neuronas densamente conectadas y que interactu´an
fuertemente. Nuestra principal aportacio´n es el desarrollo de una teor´ıa que generaliza
y extiende los resultados previamente encontrados en neuronas binarias [Renart et al.,
2010] a diferentes tipos de modelos biolo´gicamente ma´s realistas.
Mostramos anal´ıticamente que la mayor´ıa de caracter´ısticas del estado as´ıncrono, de
existir, no dependen del modelo de neurona estudiado. El estado as´ıncrono es equiva-
lente a un feo´meno dina´mico por el cual las fluctuaciones excitadoras son ra´pidamente
seguidas por fluctuaciones inhibidoras. En este estado, ecuaciones de balance que rela-
cionan las funciones de covarianza cruzadas y auto-covarianzas de trenes de espigas
necesariamente han de cumplirse. Aunque tanto las funciones de covarianzas cruzada
de trenes de espigas como las de corrientes aferentes totales son pequen˜as, el estado
as´ıncrono se caracteriza por el hecho de que las correlaciones entre las componentes de
la corriente (excitadora, inhibidora) son grandes, en consonancia con estudios experi-
mentales [Graupner and Reyes, 2013].
Para el modelo de neurona de integracio´n y disparo se demuestra anal´ıticamente que
el estado as´ıncrono existe. Para estudiar este caso, utilizamos dos aproximaciones
distintas que relacionan el efecto de las corrientes aferentes con la actividad de las neu-
ronas. Estas aproximaciones son respuesta lineal [Brunel and Hakim, 1999, Lindner
and Schimansky-Geier, 2001] y una aproximacio´n adiaba´tica [Moreno-Bote and Parga,
xvii
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2004]. Las predicciones de la teor´ıa y las simulaciones esta´n de acuerdo para redes
de un taman˜o biolo´gico. Tambie´n mostramos co´mo las ecuaciones de balance de las
funciones de covarianza cruzada de trenes de espigas permiten calcular funciones de
auto-covarianza de sen˜ales macrosco´picas como el MUA.
En el u´ltimo cap´ıtulo de esta tesis se estudia la generacio´n de oscilaciones lentas us-
ando un modelo con adaptacio´n y receptores de GABAB [Parga and Abbott, 2007]. El
modelo reproduce datos experimentales y nos ayuda a entender el rol de la inhibicio´n
lenta en la duracio´n de los ciclos Up/Down y su variabilidad. Encontramos que la
precisio´n con que la inhibicio´n sigue a la excitacio´n repercute en estas magnitudes.
Chapter 1
Introduction
The main objective of this thesis is to study different brain dynamics, with a es-
pecial focus on the neural activity correlations caused by shared input. In the first
part of this thesis (chapters 2, 3 and 4), we will explore uncorrelated neural states
in balanced networks of densely connected neurons with strong interactions. We first
characterize the asynchronous state (chapter 2) and show that it exists in networks
of leaky-integrate-and-fire neurons (chapter 3 and chapter 4). To do this, we employ
both computer simulations and analytical methods. In the second part of this thesis
(chapter 5) we will focus on slow oscillations in spontaneous activity states. We use
computer simulations to study some of their relevant features.
In the next sections we briefly describe spontaneous activity states, present examples of
correlated and uncorrelated activity states and discuss the sources of neural correlations
and their importance. We also present the definition of balanced networks. Finally, a
summary of the main analytical techniques is also given.
1.1 Spontaneous activity in the brain
Spontaneous activity is defined as the activity of neurons in the brain in the ab-
sence of stimulation. Such states are the ones that consume the most energy, com-
prising around 60 to 80% of the metabolic energy consumption in the brain [Raichle
and Mintun, 2006]. Spontaneous neural activity has been observed during develop-
ment in many species [Nakayama et al., 1999, Wong and Oakley, 1996, Wong et al.,
Demas et al., 2003] and it is thought to be fundamental in the creation of the primitive
synaptic circuitry [Katz and Shatz, 1996, O’Donovan, 1999]. Although it has been
shown to be informative of the mental state of the animal, such as the level of alertness
[Sadaghiani et al., 2010], its functional role and mechanisms in adult brain are not well
1
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understood yet.
Spontaneous activity can manifest in states in which neurons cooperate giving rise to
oscillatory waves [Steriade et al., 1993c, Contreras et al., 1996]. Scenarios in which the
activity of the neurons is very uncorrelated have also been described [Renart et al.,
2010].
1.2 Correlated brain activity
Neuronal population oscillations are common examples of correlated activity. In
chapter 5 we will focus on a particular example of this kind of activity: slow (< 1
Hz) oscillations characterized by the spontaneous transitions of neuronal firing pat-
terns between periods of activity (Up states) and silence (Down states) [Steriade et al.,
1993a,b,c, Lampl et al., 1999, Sanchez-Vives and McCormick, 2000]. These oscillations
appear during slow wave sleep [Steriade et al., 1993a,c,b] but also in anesthetized ani-
mals [Lampl et al., 1999] and can be evoked in brain slices in vitro [Sanchez-Vives and
McCormick, 2000].
Experimental studies have shown that intrinsic features of individual neurons [Crunelli
et al., 2005, Mao et al., 2001, Sanchez-Vives and McCormick, 2000] and/or the synaptic
dynamics generated in the network they are embedded in [Cossart et al., 2003, Mether-
ate and Ashe, 1993, Sanchez-Vives and McCormick, 2000, Seamans et al., 2003, Wilson
and Kawaguchi, 1996] are important in the generation of slow oscillations. Computa-
tional models as the one in Parga and Abbott, 2007, for example, incorporate both
kind of properties. There, the dynamics of synaptic receptors and adaptation currents
together with nonlinear membrane currents were responsible for the emergence of slow
oscillations characterized by a bimodal distribution of neuron’s membrane potentials.
Adaptation of excitatory activity [Sanchez-Vives and McCormick, 2000, Compte et al.,
2003] and short-term synaptic depression [Timofeev et al., 2000, Melamed et al., 2008]
have been also suggested as candidates to explain these kinds of rhythms. Finally, the
impact of neuron’s intrinsic excitability on the generation of Up/Down cycles is studied
in Bazhenov et al., 2002.
1.3 Uncorrelated brain activity
Recordings of ensembles of neighboring neurons have shown that their activity can,
under some circumstances, be asynchronous. In Renart et al., 2010, activity correla-
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tions are measured in somatosensory and auditory cortices of urethane anesthetized
rats. During periods of tonic activity, neurons spiking patterns are uncorrelated. In-
terestingly, during slow oscillations the correlation in spiking activity in the periods of
high activity (Up states) is also very low. Paradoxically, correlated patterns as neural
oscillations give rise to asynchronous firing events. There, it is shown that in random
recurrent networks of binary neurons, the correlation vanishes provided the inhibition
is fast enough.
Uncorrelated activity has also been observed in the presence of stimulation. Working
with multielectrode arrays implanted in macaques, Ecker et al., 2010 show that neigh-
boring neurons in primary visual cortex of awake animals can be very little correlated.
Since these two works appeared, some others have reported very small values of ac-
tivity correlation, e.g., Miura et al., 2012, Hansen et al., 2012, Middleton et al., 2012,
Graupner and Reyes, 2013.
Previous studies in cortex pointed out higher values of spike-count cross-correlation
coefficients (around 0.1-0.3) of pairs of neighboring cells [Gawne and Richmond, 1993,
Zohary et al., 1994, Bair et al., 2001, Kohn and Smith, 2005]. Such high values had been
traditionally attributed to the fact that these neurons should share many inputs. In
Ecker et al., 2010 and Cohen and Kohn, 2011 some reasons are given on why low spike-
count cross-correlation coefficients had not been reported previously. For example, an
almost negligible common rate modulation originated from uncontrollable cognitive
states could give rise to spike-count cross-correlation coefficients of the same order as
the ones previously found. Supporting this idea, experimental studies, have reported
that noise correlations are modulated by behavior or the level of attention [Noda and
Adey, 1970, Poulet and Petersen, 2008, Cohen and Maunsell, 2009, Mitchell et al.,
2009, Herrero et al., 2013], while, in a perceptual decision-making task, it was shown
that noise correlations vary according to the stage of the decision process [Carnevale
et al., 2012] . The extremely sensitive experimental setup or the difficulty to isolate
and recognize spikes arriving from different cells are also proposed as plausible rea-
sons that could have led to misestimations of spike-count cross-correlation coefficients.
Measurements of correlations may vary according to some other variables, such as the
distance between neurons [Constantinidis and Goldman-Rakic, 2002, Smith and Kohn,
2008, Ecker et al., 2010, Komiyama et al., 2010], their firing rate [de la Rocha et al.,
2007], or the presence/absence of anesthesia [Ecker et al., 2014], which explains the
very different values of spike-count cross-correlation coefficients found in the literature.
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These recent findings cast some doubts on the previously accepted idea of the common
input as an unavoidable source of correlations, suggesting either that neighboring neu-
rons do not share so many inputs as thought or that an active decorrelation mechanism
such as the one suggested in Renart et al., 2010 takes place.
1.4 Importance of correlations in the brain
In this section, we will give some representative examples that show the importance
of neural activities correlations in brain computations, specifically in the coding of sig-
nals.
Covariations of neural responses can be of two types. Covariations of neural responses
when changing the stimulus are referred to as signal correlations. Covariations of neu-
ral activity independently of the stimulus (or in absence of it) are referred to as noise
correlations. Hereby, when not specified, ’correlations’ refers to noise correlations. In
the coding processes, correlations can be important both at encoding and decoding
stages.
As an example of the importance of correlations in the decoding state let us consider
the experiment described in Britten et al., 1992. In this experiment, a monkey has to
determine the direction in which most of the points on a screen move. Interestingly, the
decision the animal makes and the level of success can be accurately predicted by the
firing rate of just one neuron. An explanation to this phenomenon is given in Zohary
et al., 1994: if the response of neurons is correlated, the effect of adding the response
of many neurons does not contribute to reduce the noise and thus the failure ratio is
similar for one neuron and for a population of cells.
Correlations are also important at the encoding stage. Several studies have shown that
correlations can enlarge or reduce the amount of encoded information [Oram et al.,
1998, Johnson, 1980, Panzeri et al., 1999, Averbeck et al., 2006]. The effects reported
in the experiments for a pair of neurons are quite small [Golledge et al., 2003]. However,
in Zohary et al., 1994, Salinas and Sejnowski, 2000, it is shown how a small degree of
correlation in each pair of neurons of a network can have a strong impact in the firing
rate and variability of the spike trains when the network is large enough.
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1.5 Correlation sources and decorrelation mecha-
nisms
Given the fact that neural activity correlations can be relevant one can ask how these
correlations appear. Typically three causes seem to be the most relevant.
1. The effect of shared input.
Neurons that share a large amount of inputs are supposed to fire in a more correlated
way [Shadlen and Newsome, 1998].
2. The effect of direct connections.
Two neurons that are synaptically connected are expected to be correlated because the
activity of the pre-synaptic cell necessarily affects the behavior of the post-synaptic one.
3. The effect of correlated inputs.
This effect is similar to the one of common input previously described, but it does not
assume any common source for the input but just the fact that it is correlated, no
matter the reason.
In Ostojic et al., 2009 the first two sources of correlations are studied in detail with LIF
neurons. Cross-correlations of pairs of neurons are studied using the linear response
approximation [Brunel and Hakim, 1999, Lindner and Schimansky-Geier, 2001, Lind-
ner et al., 2005] in different feedforward architectures. It is convenient to notice that
this model does not take into account network effects: the whole effect of a network
where neurons are embedded in has been fully replaced by a white noise 1. Similarly,
in de la Rocha et al., 2007, a study of pairs of neurons receiving cross-correlated white
noise revealed a relationship between firing rates and the correlation of the activities
of the neurons. In Moreno-Bote and Parga, 2006, cross-covariance and auto-covariance
functions of spike trains were computed for a pair of LIF neurons with current based
synapses receiving common input when the synaptic kinetics is slower than the one of
the membrane potential using the adiabatic approximation. The use of such tempo-
ral constants and of this analytical approximation is justified because membrane time
constants are effectively reduced when the neuron is receiving a large number of inputs
[Bernarder et al., 1991, Destexhe et al., 1999, 2001, Kuhn et al., 2004, Moreno-Bote
and Parga, 2005, Le´ger et al., 2005]. The adiabatic approximation will be explained in
1A very simple recurrent network is also studied in this work. This network consists of two mutually
connected neurons that receive white noise.
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detail in chapter 4.
Simulations of recurrent networks of LIF neurons have shown that the firing activity
of cells can be decorrelated even if the amount of common inputs is not negligible
[Amit and Brunel, 1997b] which explains why some predictions of mean field theories
that do not take correlations into account, such as firing rates, are accurate[Amit and
Brunel, 1997a]. As mentioned before, this contradicts the assumption that the common
input is an unavoidable source of correlations [Shadlen and Newsome, 1998]. Recent
theoretical works have put effort on elucidating the effect of the network recurrency
on correlations. In Pernice et al., 2011, Trousdale et al., 2012, it is shown that under
certain circumstances, one can decompose the random networks into motifs, which are
defined as the subnetworks connecting two neurons through a number of intermediate
cells. A perturbation method is proposed that consists in adding the effect of the sub-
sequent higher order motifs, characterized by the increasing number of intermediate
cells. The hypothesis lying beneath this scheme is the fact that two neurons that are
topologically further away tend to be less correlated than neurons that are closer. The
method described works well, provided that the synaptic strength is not big, but it is
less accurate for stronger coupling.
A different perturbation approach is found in Renart et al., 2010. In this work, the
very small spike-count cross-correlation coefficients were explained by a recurrent net-
work model of binary excitatory and inhibitory neurons in the balanced regime (see
next section). In that network, the components of the synaptic currents (defined as
the part of the current originated from a given population of neurons) were high due to
the presence of common inputs and a strong coupling between neurons. Nevertheless,
a cancellation of the total current correlation occurs by means of a dynamical network
phenomenon by which inhibitory currents follow excitatory ones with a short time de-
lay (actually, a vanishing time delay in the case of infinite size networks). A previous
work [Ginzburg and Sompolinsky, 1994] studied also correlations in binary networks
and reported that a very weak degree of correlation can occur if the neurons are weakly
coupled. In this theoretical work, both the components and the total pre-synaptic cur-
rent correlations are small. In Okun and Lampl, 2008, the correlation of the different
components of the current afferent to a pair of neurons was experimentally measured.
To do this, they hyperpolarized (depolarized) the membrane of neurons to the reversal
potential of inhibitory (excitatory) current in order to study the correlations of the
excitatory (inhibitory) current components. They found that the correlation between
current components was large. Besides, they reported that inhibitory current lags be-
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hind the excitatory one by some milliseconds. More recently, Graupner and Reyes,
2013 has explicitly shown with similar experiments that the highly correlated current
components can combine in a way that they decorrelate membrane potentials, suggest-
ing that the situation described by Renart et al., 2010 takes place.
Some other theoretical studies have also focused on the role of inhibition in the decor-
relation of neuronal activity in recurrent networks. In Helias et al., 2014, finite size
networks of binary neurons are studied and the importance of inhibition for decorrela-
tion is also pointed out. Employing a model of LIF and finite size random homogeneous
networks 2, Tetzlaff et al., 2012, Helias et al., 2013 also show that the effect of the in-
hibitory recurrent loop is to diminish the correlation originated by the common input.
Recently, a calculation using a firing rate model has reported similar results [Bernacchia
and Wang, 2013]. Notice, however, that these works focus on very specific and unre-
alistic network connectivities or are not based on biophysical models. Although not
centered on the decorrelation mechanisms, a recent study has shown that the strength
of inhibition determines two types of asynchronous activity [Ostojic, 2014]. Strong
inhibition favors bursting activity while weak inhibition produces more tonic firing.
A simulation study on high-conductance states [Hertz, 2010] confirms the importance
of inhibition and specifically its capability to respond to excitatory inputs in short time
scales as a mechanism that contributes to decorrelation. Cancellation of correlations
and its dependence on network architecture was studied by means of a computational
model in Hansen et al., 2012. They found that when the range of excitatory connec-
tions is narrower than the one of inhibitory ones, the balance of correlations described
in Renart et al., 2010 cannot be sustained. This could explain the different correlations
observed in supra- and infragranular layers (high correlation, shorter range of excita-
tory connections) and granular layers (low correlation, similar range of excitatory and
inhibitory connections) of monkeys.
Finally, other mechanisms have been suggested as responsible for neural decorrelation.
In Kriener et al., 2008, it is shown that if synapses do not follow Dale’s principle ,
activity correlations can be reduced. A recent study has pointed out the relevance
of feedforward inhibition and neuron’s non-linearities as mechanisms that reduce the
2Homogeneous networks are those in which all neurons’ parameters and pre-synaptic currents are
statistically indistinguishable, no matter the inhibitory or excitatory character of the post-synaptic
neurons. As we will see in chapter 3 (Appendix 3-A5), the differences between homogeneous networks
and more general networks are not trivial.
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correlation [Middleton et al., 2012]. Synaptic depression can also contribute to neural
decorrelation in recurrent binary networks [Igarashi et al., 2012].
1.6 Balanced networks
A well established feature of neurons in the cortex is that their firing patterns are
highly irregular, with coefficients of variation of inter-spike intervals close to Poisso-
nian values [Softy and Koch, 1993]. Cortical neurons receive inputs from thousands of
neurons. If all of them were excitatory and fire independently this would produce an
almost constant depolarizing current that will lead post-synaptic neurons to fire peri-
odically. A solution to this apparent conflict can be found by incorporating inhibitory
neurons. If the amount of inhibition is large enough, it can counteract the strength of
the excitatory drive and the membrane potential of post-synaptic cells would remain
below their spiking threshold most of the time, crossing it at random times. These
kind of networks are referred to as balanced networks [Shadlen and Newsome, 1994,
1998].
The way balanced networks of excitation and inhibition are defined varies depending
on the author. In modeling works, it is usually accepted that balanced networks con-
sist of systems in which the mean incoming current is zero or at least much smaller
than the current needed to increase neurons’ membrane potentials from their resting
to their spiking threshold values [Vogels and Abbott, 2005]. A more mathematically
precise definition can be found in van Vreeswijk and Sompolinsky, 1996. In that work,
it is shown that in a recurrent network of sparsely connected excitatory and inhibitory
units, a balance among the mean firing rates of external, excitatory and inhibitory cells
has to be established in order for the mean current not to be arbitrarily large or small
and, consequently, for the neurons not to reach neither a saturated nor a quiescent
state. This definition of balanced states does not impose a precise value of incoming
currents and, thus, does not require a fine tuning of the parameters, provided some
relations of the synaptic couplings are satisfied. These constraints are some inequalities
among the synaptic efficacies that can be summarized as the need for a strong enough
inhibition. The condition of sparse coupling can be relaxed and a regime with the same
first moment statistics of activity can be obtained in the case of densely connected net-
works [Renart et al., 2010]. This regime also assures that the balance of inhibition
and excitation is not only achieved in terms of the temporal-averaged currents but also
instantaneously, with a vanishing delay of inhibition with respect to excitation as the
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number of inputs increase.
1.7 Methods employed in this thesis
Although this section does not intend to be an exhaustive description of the methods
employed in this work (to this aim, we have explained them in each of the chapters
that compose this volume), a quick overview of some of the analytical tools employed
could be relevant for a better understanding on the types of questions our investigation
can answer and the conclusions that could be derived from our work.
1.7.1 About the scaling approach
Most of the analytical work on this thesis is based on a scaling approach. Scaling
methods have been widely used in Physics. The idea of these methods is the following.
Many-body problems are, in general, difficult to solve and can be more easily dealt
with by assuming the number of particles involved is infinite. The way to go from one
state with a finite number of particles to one with infinite number of them requires the
renormalization of some of the parameters of the system, in order to obtain physically
plausible states. The scaling of these parameters depends on which characteristics of
the finite particle number problem are aimed to be preserved.
In a scaling scheme, magnitudes are evaluated asymptotically as the number of particles
increases. Because of the fact that biological systems, as the brain, have a defined
number of cells, a direct comparison between theory and experiments is not always
straightforward. Even so, these formulations can be useful when looking for magnitudes
whose values are not dependent on precise values of network sizes and when describing
qualitative aspects of some phenomena.
1.7.2 Scaling brains
Examples of scaling methods in theoretical neuroscience can be found in works such
as Ginzburg and Sompolinsky, 1994, van Vreeswijk and Sompolinsky, 1996, Brunel and
Hakim, 1999 and Renart et al., 2010. As mentioned before, one deals with a network
of N neurons and makes N tend to infinity. In order for the input current not to
be unrealisticaly large, same scaling hypothesis need to be made. In van Vreeswijk
and Sompolinsky, 1996, for example, the perspective adopted is to keep constant the
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number of pre-synaptic neurons to a given neuron. By doing so, the probability of
connection decreases as 1/N . Networks with this property are referred to as sparse
networks. In this kind of networks, neuronal activities are uncorrelated by construc-
tion and standard mean-field approximations are often used. On the other hand, dense
networks are those in which the connection probability does not scale with network
size [Renart et al., 2010]. As the ratio of common input shared by neurons does not
depend on the network size, these networks offer the possibility of studying magnitudes
that depend on the amount of shared connections.
Another scaling hypothesis deals with the normalization of synaptic weights. By weakly
coupled networks one ususally refers to networks in which the synaptic weights are
O(1/K), K being the average number of pre-synaptic neurons. By strongly coupled
networks one refers to networks in which synaptic efficacies are larger than O(1/K) and
especially to the case they are O(1/
√
K) [van Vreeswijk and Sompolinsky, 1996]. The
reason for these names, are the typical number of excitatory inputs that the neuron
has to receive to fire. Notice that, in the case of a O(1/
√
K) scaling of the synaptic
strengths, if one makes the number of incoming inputs grow as N , which is the case
in dense networks [Renart et al., 2010], one could think that the synaptic current that
arrives to post-synaptic neurons would grow as
√
N . However, as we have previously
mentioned, in the case where inhibitory neurons are present, the networks dynamically
arrive to a stable state known as balanced, that guarantees reasonable values of the
input currents.
1.7.3 Definition of asynchronous states
In the context of scaling approaches a formal definition of asynchronous states can
be found in Ginzburg and Sompolinsky, 1994. There, asynchronous states were defined
as those in which the average value of the correlation among the activity of the neurons
decreases as 1/N , N being the number of neurons in the network. The same definition
was employed in a more recent work [Renart et al., 2010].
In the next chapter, we will propose a definition of asynchronous states in densely
connected networks of strongly interacting neurons compatible with the one in Ginzburg
and Sompolinsky, 1994. As we will see, some interesting conclusions can be derived
assuming that an asynchronous state exists. In chapters 3 and 4 we will show, for two
different networks of leaky-integrate-and-fire neurons, that asynchronous states indeed
exist.
Chapter 2
Model-independent features of
asynchronous states
2.1 Introduction
As explained in the previous chapter, recent works [Renart et al., 2010, Ecker et al.,
2010] have pointed out that correlation in the activity of neighbouring neurons can be
much lower than previous studies indicate [Bair et al., 2001, Kohn and Smith, 2005].
Traditionally, it was believed that one of the causes of highly correlated activity could
be the large amount of common input the neurons receive [Shadlen and Newsome, 1998].
In Renart et al., 2010, it was shown that, for binary neurons, it is possible to obtain
decorrelated states in networks in which the amount of common input is not negligible.
In this chapter we will derive some neuron model-independent features of asynchronous
states in balanced heterogeneous networks of neurons 1 which are densely connected
and interact strongly.
We start by assuming a definition of the asynchronous state that we will prove to be
compatible with the one in Ginzburg and Sompolinsky, 1994, i.e., the cross-correlations
of the activity of neurons decay linearly with the number of neurons. We then show
that necessarily some balance equations arise that relate spike train cross-covariance
and auto-covariance functions in a precise way, no matter the neuron model employed.
We also show that the existence of asynchronous states is equivalent to the tracking of
1By heterogeneous networks we refer to networks in which the statistics of the synaptic couplings
depend on the type of the post-synaptic neurons (excitatory or inhibitory) in contrast to homogeneous
networks, in which they are statistically identical. We restrict ourselves to the case of heterogenous
networks because they represent the most biologically plausible situation.
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excitatory fluctuations by inhibitory neurons.
In the next two chapters, we will analytically prove, using two different approaches,
that for networks of leaky-integrate-and-fire neurons an asynchronous state indeed ex-
ists, thus, all the results exposed in this chapter apply. However, we want to stress
that the conclusions we derive here do not depend on the neuron model, i.e., once one
has shown by any means (numerical or analytical) that the network operates in an
asynchronous state all the results presented here are valid.
For the sake of generality we will focus on recurrent networks of excitatory and in-
hibitory neurons randomly connected receiving inputs from an excitatory external
population. It is trivial to show that the conclusions are valid if the recurrent net-
work is composed only of inhibitory cells (this architecture will be studied in chapter
4).
Because this chapter can be considered common to chapters 3 and 4 we will introduce
the notation for some of the magnitudes that appear in those chapters in the Methods
section. More specific magnitudes or computations will be described in the correspond-
ing chapters.
2.2 Methods
2.2.1 Model
2.2.1.1 Network model
We consider a recurrent network composed of NE excitatory (E) and NI inhibitory
(I) neurons. These neurons receive input from an external pool of NX = N excitatory
neurons (X) firing independently and randomly with known statistics. Neurons in the
recurrent network are randomly connected with connection probability p. External
afferents are connected to cells in the network with the same probability p.
2.2.1.2 Network scaling
The analysis of the network behavior is based on a scaling approach in which the
statistical properties of the network are analyzed as a function of its size. We find it
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useful to define γα ≡ NNα (α = E,I,X), which is kept constant as N varies. Since we are
interested in the study of correlations in densely connected networks, the connection
probability p stays constant, i.e., the mean number of neurons connected to a given cell
increases linearly with N . This guarantees that the mean fraction of common input
does not vary with network size. Synaptic couplings Jαβij are O(1/
√
N):
Jαβij =
jαβij√
N
(2.1)
where jαβij ∼ O(1). This scaling is referred to as strong coupling. Although the average
number of inputs is proportional to N , the number of E inputs needed to induce firing
is only proportional to
√
N .
The scaling of both p and the synaptic couplings are necessary for the network to be
balanced (see Appendix 2.A at the end of the chapter). They also guarantee that the
noise of the system does not depend on the network size [Renart et al., 2007].
2.2.1.3 Synaptic currents
The spike train produced by neuron j in population β = E, I, X, (j, β), denoted as
yβj (t), is:
yβj (t) =
∑
k
δ(t− tβ,kj ) (2.2)
where tβ,kj is the spike time of the k-th action potential fired by the neuron.
The total input current afferent to neuron (i, α) is given by the sum of the pre-synaptic
spike trains, each weighted with the corresponding synaptic efficacy Jαβij and filtered
with a synaptic kernel jαβsyn(t):
Iαi (t) =
∑
(j,β)
mαβij J
αβ
ij (j
αβ
syn ∗ yβj )(t), (2.3)
where mαβij is the connectivity matrix and * is the convolution operator.
Synaptic efficacies, Jαβij , are sampled from random distributions with mean:
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Jαβ ≡ j
αβ
√
N
(2.4)
where jαβ ∼ O(1). Besides, we find it useful to define:
¯αβ ≡ γ−1β jαβ (2.5)
We denote by J (2) αα
′
the second moment of the distribution of synaptic efficacies
J (2) αα
′ ≡ [(Jαα′ij )2] (2.6)
where [.] denotes an average over pairs. It is easy to show that J (2) αα
′ ∼ O(1/N).
Thus, we can write:
J (2) αα
′ ≡ j
(2) αα′
N
(2.7)
where j(2) αα
′ ∼ O(1).
2.2.2 Current and spiking statistics
In the following we denote by < . > temporal averages and by [.] averages in population
of neurons or neuron pairs.
2.2.2.1 Current statistics
Temporal mean of the pre-synaptic current to neuron (i, α), < Iαi (t) >, is calculated
as:
< Iαi (t) > =
1
S
∫ S
0
Iαi (t)dt, (2.8)
where S stands for the total time in which one computes < Iαi (t) >.
Cross-covariance function between total pre-synaptic currents to neurons (i, α) and
(j, β) (i 6= j), cαβij (τ), is defined and calculated, assuming stationary conditions, as:
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cαβij (τ) ≡ < δIαi (t)δIβj (t+ τ) > =
=
1
Λ(τ)
∫ S
0
δIαi (t)δI
β
j (t+ τ)dt, (2.9)
where δZ(t) = Z(t)− < Z > and Λ(τ) = S − |τ |. This last factor is added to correct
for the finite amount of data [Bair et al., 2001]. We denote by CCαβI, ij the zero-lag
cross-covariance of the two currents Iαi (t) and I
β
j (t):
CCαβI, ij ≡ cαβij (0). (2.10)
The cross-correlation coefficient of the total pre-synaptic currents afferent to neurons
(i, α) and (j, β), CC
αβ
I, ij (i 6= j), is defined as:
CC
αβ
I, ij ≡
CCαβI, ij
σIαi σIβj
. (2.11)
where, σIαi is the standard deviation of I
α
i (t):
σIαi ≡ < (δIαi (t))2 > . (2.12)
We are interested in averaging correlations over populations of neurons. We then define:
cαβ(τ) ≡ [cαβij (τ)] (2.13)
CCαβI ≡ [CCαβI, ij] (2.14)
CC
αβ
I ≡ [CCαβI, ij] (2.15)
Notice that in population-averaged magnitudes, individual neuron indices (Latin char-
acters) disappear, while those that refer to the population over which we compute that
average (Greek characters) remain. We find it useful to define the magnitudes cαβI;α′β′(τ)
and c¯αβI;α′β′(τ) that should be interpreted as the population-averaged cross-covariance
and cross-correlation functions between components α′ and β′ of the currents afferent
to neurons in populations α and β respectively:
cαβI;α′β′(τ) ≡ [< Iαα
′
i (t)Iββ
′
j (t+ τ) >] (2.16)
c¯αβI;α′β′(τ) ≡ [<
Iαα′i (t)Iββ
′
j (t+ τ)
σIαi σIβj
>]. (2.17)
.
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2.2.2.2 Spike train statistics
The stationary firing rate of neuron (i, α) is defined as:
ναi ≡ < yαi (t) > . (2.18)
Cross- and auto-covariance functions of the spiking activity of a pair of neurons, in the
stationary regime, are:
rαβij (τ) ≡ < δyαi (t)δyβj (t+ τ) > (i 6= j) (2.19)
aαi (τ) ≡ < δyαi (t)δyαi (t+ τ) > . (2.20)
To estimate these functions, some facts must be taken into consideration. Due to the
discrete nature of spike trains, we first discretize time in small bins of size dt. Then,
for each neuron (i, α), we define a vector χαi (t), whose components are one or zero
according to whether the neuron has fired or not at the corresponding time bin. The
cross- and auto-covariance functions of spike trains are estimated as:
rαβij (τ) =
1
Λ(τ)dt2
L∑
t=0
(
χαi (t)χ
β
j (t+ τ)− ναi νβj dt2
)
(2.21)
aαi (τ) =
1
Λ(τ)dt2
L∑
t=0
(
χαi (t)χ
α
i (t+ τ)− να 2i dt2
)
, (2.22)
here τ is the time lag in units of dt, L is the number of time bins in the whole time
interval in which the magnitude is measured (S = Ldt). Spike-count cross-covariances
(CCsc(T )) are normalized by the time window in which they are computed,T , [Renart
et al., 2010] and are obtained from cross-covariance functions of spike trains as in [Bair
et al., 2001]:
CCαβsc ij(T ) ≡ < δnαi;T (t)δnβj;T (t) > /T =
=
∫ T
−T
rαβij (τ)
T − |τ |
T
dτ. (2.23)
where nαi;T (t) denotes the spike-count of neuron (i, α) in a time window of duration T
around the time t. Analogously, spike-count cross-correlation coefficients (CCsc(T )),
are computed as:
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CC
αβ
sc ij(T ) ≡
< δnαi;T (t)δn
β
j;T (t) >
σnαi;Tσnβj;T
=
=
∫ T
−T r
αβ
ij (τ)
T−|τ |
T
dτ√∫ T
−T a
α
i (τ)
T−|τ |
T
dτ
∫ S
−S a
β
j (τ)
T−|τ |
T
dτ
. (2.24)
The population averages of these magnitudes are:
να ≡ [ναi ] (2.25)
aα(τ) ≡ [aαi (τ)] (2.26)
rαβ(τ) ≡ [rαβij (τ)] (2.27)
CCαβsc (T ) ≡ [CCαβsc ij(T )] (2.28)
CC
αβ
sc (T ) ≡ [CCαβsc ij(T )] (2.29)
. (2.30)
2.2.2.3 Fourier transform
The Fourier transform of the spike train cross-covariance functions are defined as:
r˜αβij (ω) ≡ F
(
rαβij (τ)
)
(ω) =
∫ ∞
−∞
e−iωτrαβij (τ)dτ, (2.31)
The population-averaged value of r˜αβij (ω) is denoted by r˜
αβ(ω):
r˜αβ(ω) = [r˜αβij (ω)] (2.32)
Analogously the Fourier transform of the spike train auto-covariance function is:
a˜αi (ω) ≡ F(aαi (t)) =
∫ ∞
−∞
e−iωtaαi (t)dt, (2.33)
and its population average is denoted by a˜α(ω):
a˜α(ω) = [a˜i
α(ω)] (2.34)
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2.3 Results
2.3.1 Asynchronous states and balance equations of spike train
cross-covariance functions
As we explained in the introduction of this chapter, we will use a definition of the
asynchronous state that we will prove to be compatible with the one in Ginzburg and
Sompolinsky, 1994. Assuming that the network is in such a state, we will derive some
balance equations for the spike train cross-covariance functions that hold independently
of the neuron model.
First, we calculate the population-averaged cross-covariance function of the total cur-
rents afferent to a pair of recurrent neurons. For simplicity, we will assume thereby
that the synaptic filters for all kind of connections are identical, jαβsyn(t) ≡ jsyn(t). A
generalization for the case when they are different can be found in Appendix 2-C at
the end of this chapter. From the definition of the total afferent current and after
averaging over neurons and Fourier transforming them, one can easily arrive to the
following expression (see details in Appendix 2-B):
c˜αα
′
(ω) = p2
∑
β
γ−1β j
αβjα
′βφ˜syn(ω)a˜
β(ω) + p2
∑
ββ′
N¯αβ ¯α‘β
′
φ˜syn(ω)r˜
ββ′(ω) =
= p2
∑
β
γ−1β j
αβjα
′β|˜syn(ω)|2a˜β(ω) + p2
∑
ββ′
N¯αβ ¯α‘β
′ |˜syn(ω)|2r˜ββ′(ω)(2.35)
where α, α′ = E, I. In the last expression we have used the definition of γβ ≡ NNβ and:
φ˜(ω) ≡ F [φ(τ)] = ˜∗syn(ω)˜syn(ω) = |˜syn(ω)|2. (2.36)
For a fixed value of ω = ω0 we assume that a Taylor series in the parameter  ≡ 1/
√
N
exists for c˜αα
′
(ω0), i.e., c˜
αα′(ω0) =
∑
n
c˜αα
′ (n)(ω0)
n. A reasonable assumption is that,
in the asynchronous state, this magnitude is small. Thus, we impose, by definition,
that in the asynchronous state c˜αα
′
(ω) cancels to leading order for all the values of ω:
c˜αα
′ (0)(ω) = 0. (2.37)
This assumption is reasonable, because it assumes that, if the inputs to a pair of neurons
(afferent currents) are decorrelated, their outputs (spike trains) also are. Notice that
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the condition in eq. 2.37 is only a constraint about the cross-covariance functions of
the currents afferent to pairs of neurons in the recurrent populations (α, α′ = E, I). To
complete our definition of asynchronous state, we need another constraint that includes
the external neurons. However, external neurons do not receive any current, but their
activity is determined by a random process. We still can calculate the population-
averaged cross-covariance function of an external spike train and the total current
afferent to a neuron in a recurrent population, AXα(τ) ≡ [< δyXi (t)δIαj (t + τ) >],
(α = E, I). In the frequency space, it reads as:
A˜Xα(ω) = p˜syn(ω)( j
αX
√
N
a˜X(ω) +
√
N
∑
β=E,I
jβXrXβ(ω)) (2.38)
One would also expect that, in the asynchronous state, the cross-correlations between
the activities of external and recurrent neurons are small. Because the activity of a
recurrent neuron is determined by its input, one can expect that in the asynchronous
state A˜Xα(ω) is small. As before, we impose by definition, that in the asynchronous
state this magnitude cancels to leading order in the parameter  for all the values of ω:
A˜Xα (0)(ω) = 0. (2.39)
Assuming these cancellations, one can solve the system of equations, by noticing that,
by definition rαα
′
(τ) = rα
′α(−τ) so r˜αα′(ω) = r˜α′α∗(ω). In the time space, the balance
equations for the spike train cross-covariance functions read as:
rXE(τ) = rEX(τ) = 2AEa
X(τ) (2.40)
rXI(τ) = rIX(τ) = 2AIa
X(τ) (2.41)
rEE(τ) = 2(A2Ea
X(τ)− γEaE (0)(τ)) (2.42)
rII(τ) = 2(A2Ia
X(τ)− γIaI (0)(τ)) (2.43)
rEI(τ) = rIE(τ) = 2AEAIa
X(τ). (2.44)
where Aα are the constants that relate population-averaged mean firing rates of the
recurrent population α with the external one in balanced networks (see Appendix 2-A).
Notice that although we have imposed that the population-averaged current cross-
covariance functions of the total afferent currents cancel to leading order, the population-
averaged cross-covariance functions of the current components, cαα
′
I;ββ′(τ), are O(1). To
see this, we write them in terms of aβ(τ) and rββ
′
(τ):
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cαα
′
I;ββ′(τ) = p
2γ−1β j
αβjα
′βφsyn(τ)a
β(τ)δββ′ + p
2N¯αβ ¯α‘β
′
φsyn(τ)r
ββ′(τ)
(2.45)
Substituting the expressions of rββ
′
(τ) given by eqs. 2.40-2.44 one can see that cαα
′
I;ββ′(τ)
are O(1).
If one considers recurrent networks composed only of inhibitory neurons and assumes
the same definition of the asynchronous state given by eqs. 2.37 and 2.39, the spike
train cross-covariance function balance equations are:
rXI(τ) = rIX(τ) = 2AaX(τ) (2.46)
rII(τ) = 2(A2aX(τ)− γIaI (0)(τ)) (2.47)
where A = j
IX
|jII | is again the same constant that relates the population-averaged mean
firing rates in balanced networks of only inhibitory neurons (see Appendix 2-A).
To finish, one can assume that the external spike trains are not completely decorrelated.
However, in order for the variance of the incoming input not to be arbitrarily large,
rXX(τ) must be small. In fact, it has to be O(1/N). Thus, we can write:
rXX(τ) = 2rXX (2)(τ) (2.48)
In this case, it is easy to show that eqs. 2.37 and 2.39 imply:
rXE(τ) = rEX(τ) = 2AE(a
X(τ) + rXX (2)(τ)) (2.49)
rXI(τ) = rIX(τ) = 2AI(a
X(τ) + rXX (2)(τ)) (2.50)
rEE(τ) = 2(A2E(a
X(τ) + rXX (2)(τ))− γEaE (0)(τ)) (2.51)
rII(τ) = 2(A2I(a
X(τ) + rXX (2)(τ))− γIaI (0)(τ)) (2.52)
rEI(τ) = rIE(τ) = 2AEAI(a
X(τ) + rXX (2)(τ)). (2.53)
for a recurrent network of excitatory and inhibitory neurons, and:
rXI(τ) = rIX = 2A(aX(τ) + rXX (2)(τ)) (2.54)
rII(τ) = 2(A2(aX(τ) + rXX (2)(τ))− γIaI (0)(τ)) (2.55)
for a recurrent network of inhibitory neurons.
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2.3.2 Balance equations for spike-count cross-correlations
A magnitude closely related to rαα
′
ij (τ) is the spike-count cross-covariance, CC
αα′
sc ij(T )
defined on a time window of size T :
CCαα
′
sc ij(T ) ≡ < δnαi;T (t)δnα
′
j;T (t) > /T, (2.56)
where nαi;T (t) denotes the spike-count of neuron (i, α) in a time window of duration T
around the time t. CCαα
′
sc ij(T ) can be computed as [Tetzlaff et al., 2008]:
CCαα
′
sc ij(T ) =
∫ T
−T
rαα
′
ij (τ)
T − |τ |
T
dτ. (2.57)
It is easy to show that CCαα
′
sc (T ) ≡ [CCαα′sc ij(T )] follows similar expressions as eqs.
2.49-2.53. For the case in which all the synaptic filters are identical we have:
CCXEsc (T ) = 
2AE AC
X
sc(T ) (2.58)
CCXIsc (T ) = 
2AI AC
X
sc(T ) (2.59)
CCEEsc (T ) = 
2(A2E AC
X
sc(T )− γEACE (0)sc (T )) (2.60)
CCIIsc (T ) = 
2(A2I AC
X
sc(T )− γIACI (0)sc (T )) (2.61)
CCEIsc (T ) = CC
IE
sc (T ) = 
2AEAI AC
X
sc(T ). (2.62)
where ACαsc(T ) ≡
∫ T
−T a
α(τ)T−|τ |
T
dτ (α = E,I,X).
Spike-count cross-correlation coefficients, CCsc(T ), are related to the spike-count cross-
covariances in the following way:
CC
αα′
sc ij(T ) =
CCαα
′
sc ij(T )√∫ T
−T a
α
i (τ)
T−|τ |
T
dτ
∫ T
−T a
β
j (τ)
T−|τ |
T
dτ
(2.63)
Assuming that the numerator and the denominator are independent magnitudes [Re-
nart et al., 2010] we can estimate the population-averaged value of CC
αα′
sc ij(T ) as:
CC
αα′
sc (T ) ≡ [CCαα
′
sc ij(T )] =
CCαα
′
sc (T )√∫ T
−T [a
α(τ) T−|τ |
T
dτ
∫ T
−T a
α′(τ) T−|τ |
T
dτ
. (2.64)
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We have also assumed that in an asynchronous state the average of the terms in the
denominator factorizes. aα(τ) being O(1), it is straightforward to see from eq. 2.113
that the scaling of CCsc and CCsc is the same.
Notice that our definition of asynchronous states has turned out to be fully compatible
to the one used previously for binary neurons [Ginzburg and Sompolinsky, 1994], i.e.,
where asynchronous states were characterized by activity cross-covariances scaling as
O(1/N).
2.3.3 Asynchrony and tracking of excitatory fluctuations
In this section we show that asynchronous states are equivalent to a dynamical phe-
nomenon by which inhibitory activity precisely tracks the fluctuations of the excitatory
one. Following Renart et al., 2010, we define the magnitude ∆αX(t):
∆αX(t) ≡ 1
να
Nα∑
(i,α)
yαi (t)/Nα −
1
νX
N∑
(j,X)
yXj (t)/N (2.65)
The variance of ∆αX(t) measures the degree to which the average activity of neurons
in population α tracks the external average fluctuations. It can be calculated as :
< (∆αX(t) − < ∆αX(t) >)2 > =
=
1
Nα(νX)2
(aα(0) + (Nα − 1)rαα(0)
A2α
+ γ−1α a
X(0)− 2Nα r
αX(0)
Aα
)
(2.66)
Replacing the value of r˜αX(0) and r˜αα(0) previously found (eqs. 2.49-2.53) into this
last expression one observes that the terms within the parentheses cancel each other at
O(1), thus < (∆αX(t)− < ∆αX(t) >)2 > is at most O(3), i.e, the standard deviation
of the temporal fluctuations of the instantaneous difference in firing rates is at most
O(3/2). On the other hand, it is easy to show that the standard deviation of the fluc-
tuations of the population rates are O(). Thus, in the large N limit, the instantaneous
activity of each recurrent population (α = E, I) tracks the activity of the external one.
Consequently, in the limit N →∞, one can write:
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νE(t) =
νE
νX
νX(t) = AEν
X(t) (2.67)
νI(t) =
νI
νX
νX(t) = AIν
X(t) (2.68)
We have just shown that the balance of spike train cross-covariance functions allows
tracking of external fluctuations. The reciprocal is also true. To show this, we write 2:
< δνE(t)δνE(t+ τ) > =
NE∑
(i,E)
δyEi (t)/NE
NE∑
(j,E)
δyEj (t)/NE =
' 1
N
(γEa
E(τ) + (N − 1)rEE(τ)). (2.69)
Assuming that the excitatory population tracks the external activity, eq. 2.68 allows
us to write:
< δνE(t)δνE(t+ τ) > = < AEδν
X(t)AEδν
X(t+ τ) >=
= A2E
∑
i,X
yXi (t)/N
∑
j,X
yXj (t)/N =
=
A2E
N
aX(τ). (2.70)
Thus, comparing 2.69 and 2.70:
A2Ea
X(τ) = γEa
E(τ) + (N − 1)rEE(τ) (2.71)
Solving the last equation for rEE(τ) to leading order one arrives to the balance expres-
sion for rEE(τ), eq. 2.51. Thus, we have just shown that for heterogeneous networks
tracking is a necessary and sufficient condition for decorrelation.
2.3.4 Distribution of spike-count cross-covariances and cross-
correlation coefficients
Even if spike-count cross-correlation coefficients have been found to be small on
average, experimental studies have reported wide distributions for them both dur-
2We restrict the demonstration to the magnitude rEE(τ), although the proof for other cross-
covariance functions, rαα
′
(τ), is straightforward.
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ing spontaneous activity states [Renart et al., 2010] and in animals receiving stimu-
lus[Miura et al., 2012].
The theoretical frameworks we will develop in the next two chapters allow us to write
the spike-count cross-covariance function r˜αα
′
ij (ω) as:
r˜Xαij (ω) = δy˜
X
i (t)m
αX
ji J
αX
ji K˜
α
j (ω0)δy˜
X
i (ω)
+ δy˜Xi (ω)
∑
(k,α′)
k 6=i
mαα
′
jk J
αα′
jk K
α
j (ω)δy˜
α′
k (ω) (α = E, I) (2.72)
r˜αβ+, ij(ω) = K˜
β
j (ω)
{
mβαji J
βα
ji a˜
α
i (ω) +
∑
(k,α′)
α′=E,I
k 6=i
mβα
′
jk J
βα′
jk r
αα′
+ ik(ω)
+
∑
(k,X)
mβXjk J
βX
jk r
αX
+ ik(ω)
}
(α, β = E, I). (2.73)
where K˜βj (ω) depends on the characteristic response of the neuron in the network and
the synaptic filters (we have assumed that they are identical for all kinds of synapses).
As we will see, eqs. 2.72, 2.73 are consequence of the fact that one can approximate the
effect of an afferent current on the response of a neuron in a linear way. In fact, although
we will focus on two specific cases, this is a rather general approximation and we con-
sider it worth explaining how those equations determine the width of the distribution
of spike-count cross-covariances and cross-correlation coefficients. In Appendix 2-D, we
show that they predict wide distributions of spike-count cross-covariances and cross-
correlation coefficients. Specifically, the widths of these distributions are O(1/
√
N).
This fact, together with the much smaller value of their average (O(1/N)) predicts that
individual pairs spike-count cross-covariances can take positive or negative values with
more or less the same probability, as has been found to be the case [Renart et al., 2010].
Notice that previous studies that assume weak coupling [Ginzburg and Sompolinsky,
1994] cannot predict such a feature.
2.4 Discussion
Assuming a definition of asynchronous states compatible with the generally ac-
cepted one [Ginzburg and Sompolinsky, 1994] we have found expressions that relate
spike train cross- and auto-covariance functions in heterogeneous networks of neurons
densely connected and strongly interacting. The overall magnitude of these functions
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is O(1/N). We found that similar scaling and balance equations hold for magnitudes
such as spike-count cross-covariances, and cross-correlation coefficients. The definition
of asynchronous states imposes the cancellation to leading order of the population-
averaged cross-covariance functions of total currents although it allows for finite values
of current components’ ones.
We also found that for heterogeneous networks, tracking of the excitatory activity by
the inhibitory one is a necessary and sufficient condition for asynchrony to exist.
To finish, we showed that under quite general assumptions, in densely connected net-
works with strong interactions, the distribution of spike-count cross-covariances is wide.
The conclusions we derived from this study are independent of the neuron model.
However, we did not show any proof that guarantees that an asynchronous state ex-
ists in this kind of networks. To show this, one has to focus on a specific neuron
model and explicitly show the existence of such a state, either numerically or analyti-
cally. In the next two chapters we show that asynchronous states exist in networks of
leaky-integrate-and-fire neurons in two different regimes using two different analytical
approximations and computer simulations.
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Appendix 2-A. Mean rates balance
In this appendix we extend the ideas in van Vreeswijk and Sompolinsky, 1996 of bal-
anced binary neurons to general neuron models. We show that in the limit of large
networks, the average firing rate of recurrent neurons can be calculated by just impos-
ing the incoming total current not to be arbitrarily large. We first assume the synaptic
filter is identical for all the synapses jαβsyn(t) ≡ jsyn(t). Later we generalize for different
synaptical filters.
We first calculate the mean total current that reaches neuron (i, α) (α = E, I):
µαi ≡ < Iαi (t) >=<
∑
(k,α′)
mαα
′
ik J
αα′
ik s
α′
k (t) >=
= <
∫ ∞
−∞
dt
(∑
(j,X)
mαXij J
αX
ij jsyn(t)y
X
j (τ − t)
+
∑
(l,E)
mαEil J
αE
il jsyn(t)y
E
l (τ − t)
)
+
∑
(k,I)
mαIik J
αI
ik jsyn(t)y
I
k(τ − t)
)
> . (2.74)
We now average over the population of neurons. From now on, we will assume that the
dynamical properties of a neuron and the synaptic weights with which it connects to the
others are independent magnitudes [Renart et al., 2010], i.e., for example: [Jαβij δy
β
j (t)] =
[Jαβij ][δy
β
j (t)]. Proceeding in this way, averaging over the population of neurons, yields:
µα ≡ [µαi ] = pNXJαX [
∫ ∞
−∞
dtjsyn(t)y
X
j (τ − t) >]
+ pNEJ
αE[<
∫ ∞
−∞
dtjsyn(t)y
E
l (τ − t) >] + pNIJαI [<
∫ ∞
−∞
dtjsyn(t)y
I
k(τ − t) >] =
= p
√
N
{
¯αX [<
∫ ∞
−∞
dtjsyn(t)y
X
j (τ − t) >] + ¯αE[<
∫ ∞
−∞
dtjsyn(t)y
E
l (τ − t) >]
+ ¯αI [<
∫ ∞
−∞
dtjsyn(t)y
I
k(τ − t) >]
}
=
= p
√
N
∫ ∞
−∞
dtjsyn(t)
{
¯αXνX + ¯αEνE + ¯αIνI
}
(2.75)
where ¯αβ ≡ Nβ/Njαβ. The terms on the right hand side represent the population-
averaged mean afferent current components. Notice that they are O(
√
N). In order
for µα not to be arbitrarily large the following system of equations must be satisfied:
28 2. Model-independent features of asynchronous states
¯IXνX + ¯IEνE + ¯IIνI = O() (2.76)
¯EXνX + ¯EEνE + ¯EIνI = O(), (2.77)
where we have defined  ≡ 1√
N
. We assume as in van Vreeswijk and Sompolinsky, 1996
that the network is heterogeneous, i.e., if α 6= α′, then jαβ 6= jα′β for, at least, one
value of β. This system can easily be solved to leading order in :
νI =
¯IE ¯EX − ¯EE ¯IX
¯II ¯EE − ¯EI ¯IE ν
X ≡ AIνX (2.78)
νE =
¯IX ¯EI − ¯II ¯EX
¯II ¯EE − ¯EI ¯IE ν
X ≡ AEνX . (2.79)
In order for this solution to have a physical meaning some constraints should be taken
into account. First, the fact that the rates are positive magnitudes imposes either of
the conditions:
jEX
jIX
>
jEI
jII
>
jEE
jIE
(2.80)
or:
jEX
jIX
<
jEI
jII
<
jEE
jIE
. (2.81)
Besides, we want to avoid states in which either να = 0 and µα is O(−1) and negative
or the firing rate saturates, να = (ταref )
−1. Eq. 2.81 admits an unbalanced solution
with νE = 0. The population and temporal-averaged total current reaching a neuron
of the excitatory population is, in this situation:
µE = p
√
N
(
jEX + jEIjIX/jII
)
νX . (2.82)
Another undesirable solution can occur when |¯EI | < ¯EE and |¯II | < ¯IE. In that case
a state in which both populations reach their respective saturation firing rates exists
even for νX = 0. In this solution µα satisfies to leading order:
µα = p
√
N
(
¯αE/τEref + ¯
αI/τ Iref
)
νX . (2.83)
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µα is O(−1) and positive. Thus, if we require solutions with no saturation values of
firing rates the following relationships must be satisfied:
jEX
jIX
>
jEI
jII
>
jEE
jIE
(2.84)
|jEI | > τ
I
refNE
τErefNI
jEE (2.85)
Notice that recurrent neurons composed only of inhibitory neurons present also a bal-
anced state similar to the one we have described. To show this, we write an expression
equivalent to eq. 2.77 for this case. The population-averaged mean current reaching
an inhibitory neuron is:
µI = p
√
N(¯IXνX + ¯IIνI) (2.86)
Taking into consideration the same ideas as before, we arrive to the conclusion that
the following equation must be satisfied:
¯IXνX + ¯IIνI = 0 (2.87)
There is always a physical solution to this equation, provided jII is negative:
νI =
¯IX
|¯II |νX (2.88)
To finish, we extend our result to the case in which synaptic filters are not identical.
Denoting the synaptic filter as jαβsyn, one can easily prove that eqs. 2.78, 2.79, 2.88 and
the relation are still valid just by redefining the synaptic couplings:
j′αβ → jαβ
∫ ∞
−∞
jαβsyn(t)dt, (2.89)
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Appendix 2-B. Calculation of c˜αα
′
(ω) and A˜Xα(ω)
.
In this section we will derive the expressions for c˜αα
′
(ω) and A˜Xα(ω) in eqs. 2.35
and 2.38.
We start by calculating cαα
′
ij (τ). From its definition (eq. 2.9) and using the expression
of the total current in eq. 2.3 we find that:
cαα
′
ij (τ) = < δI
α
i (t)δI˜
β
j (t+ τ) > =
= < (jsyn ∗
∑
(k,β)
mαβik J
αβ
ik δy
β
k )(t)(jsyn ∗
∑
(l,β′)
mα
′β′
jl J
α′β′
jl δy
β′
l )(t+ τ) > =
=
(
φsyn ∗ (
∑
(k,β)
mαβik m
α′β
jk J
αβ
ik J
α′β
jk a
β
k +
∑
(k,β)
(l,β′)
k 6=l
mαβik m
α′β′
jl J
αβ
ik J
α′β′
jl r
ββ′
kl )
)
(τ) (2.90)
where:
φsyn(τ) ≡
∫ +∞
−∞
jsyn(t)jsyn(t+ τ)dt (2.91)
and * is the convolution operator. After Fourier transforming, we can write eq. 2.90
as:
c˜αα
′
ij (ω) = φ˜syn(ω)
(∑
(k,β)
mαβik m
α′β
jk J˜
αβ
ik J
α′β
jk a
β
k(ω) +
∑
(k,β)
(l,β′)
k 6=l
mαβik m
α′β′
jl J
αβ
ik J
α′β′
jl r˜
ββ′
kl (ω)
)
(2.92)
Averaging over the populations of neurons and using the O(1) synaptic couplings, jαβ,
we have:
c˜αα
′
(ω) = p2
∑
β
γ−1β j
αβjα
′βφ˜syn(ω)a˜
β(ω) + p2
∑
ββ′
N¯αβ ¯α‘β
′
φ˜syn(ω)r˜
ββ′(ω) =
= p2
∑
β
γ−1β j
αβjα
′β|˜syn(ω)|2a˜β(ω) + p2
∑
ββ′
N¯αβ ¯α‘β
′ |˜syn(ω)|2r˜ββ′(ω) (2.93)
which is eq. 2.35 in Results, section 2.3.1.
We will now deduce eq. 2.38. We start by calculating:
AXαij (τ) = < δyXi (t)δIαj (t+ τ) > = (jsyn ∗ (jαXmαXji JαXji aXi +
∑
(k,β)
mβXik J
βX
ik r
Xβ
ik )(τ)) (2.94)
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After Fourier transforming, averaging over neurons and using the jαβ synaptic cou-
plings, we have:
A˜Xα(ω) = p˜syn(ω)( j
αX
√
N
a˜X(ω) +
√
N
∑
β=E,I
jβXrXβ(ω)) (2.95)
which is eq. 2.38 in Results, section 2.3.1.
Appendix 2-C 33
Appendix 2-C. Asynchrony in networks with differ-
ent synaptic filters
In this appendix we generalize the previous calculations to the case in which synaptic
filters depend on the type of neuron (E, I). In this case, eqs. 2.35 and 2.38 become:
c˜αα
′
(ω) = p2
∑
β
γ−1β j
αβjα
′β ˜αβsyn(ω)˜
α′β ∗
syn (ω)a˜
β(ω) + p2
∑
ββ′
N¯αβ ¯α
′β′ ˜αβsyn(ω)˜
α′β ∗
syn (ω)r˜
ββ′(ω) (2.96)
A˜Xα(ω) = p(j
αX
√
N
˜αXsyn(ω)a˜
X(ω) +
√
N
∑
β=E,I
jβX ˜βXsyn(ω)r
Xβ(ω)) (2.97)
We make the following definition:
˜
′ αβ(ω)→ ˜αβsyn(ω)jαβ, (2.98)
For a fixed value of ω = ω0 expressions formally identical to eqs. 3.61-3.65 hold true.
r˜XE(ω0) = r˜
EX (2)∗(ω0) = 2A˜′E(ω0)a˜
X(ω0) (2.99)
r˜XI(ω0) = r˜
IX (2)∗(ω0) = 2A˜′I(ω0)a˜
X(ω0) (2.100)
r˜EE(ω0) = 
2(|A˜′E(ω0)|2a˜X(ω0)− a˜E (0)(ω0)) (2.101)
r˜II(ω0) = 
2(|A˜′I(ω0)|2a˜X(ω0)− γI a˜I (0)(ω0)) (2.102)
r˜EI(ω0) = r˜
EI (2)∗(ω0) = 2A˜′∗E(ω0)A˜
′
I(ω0)a˜
X(ω0). (2.103)
where A˜′E(ω0) and A˜
′
I(ω0) are defined analogously to AE and AI but using the values
˜
′ αβ(ω0) given by eq. 2.98.(A˜
′∗
α (ω0) denotes the complex conjugate of A˜
′
α(ω0))
It is easy to calculate CCsc(T ). To do this, one calculates the inverse Fourier transform
of eqs. 2.99-2.103 and use the definition of CCsc(T ). Because of the linearity of all the
calculations the scaling of CCsc(T ) is O(1/N).
We finish by showing, the equivalence of asynchrony and tracking of external (excita-
tory) fluctuations in heterogeneous networks with different synaptic filters. We find it
useful to define a magnitude similar to the one in eq. 2.65:
∆′αX(τ) ≡
Nα∑
(i,α)
yαi (t)/Nα −
N∑
(j,X)
(A′α ∗ yXj )(t)/N (2.104)
where A′α is the Fourier inverse of A˜
′
α(ω). We calculate the variance of ∆
′
αX(t):
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< (∆′αX(t) − < ∆′αX(t) >)2 >=
=
1
Nα
(
aα(0) + (Nα − 1)(A′α ∗A′α ∗ rαα)(0) + γ−1α aX(0)− 2Nα(A′α ∗ rαX)(0)
)
=
=
1
2pi
∫ ∞
−∞
(
a˜α(0) + (Nα − 1)|A˜′α(ω)|2r˜αα(ω) + γ−1α a˜X(ω)− 2Nα(A˜′α(ω)r˜αX)(ω)
)
dω (2.105)
Substituting the value of the cross-covariances given by eq. 2.99-2.103 in the frequency
space one can see that the integrand cancels to leading order. Thus < (∆′αX(t)− <
∆′αX(t) >)
2 > is at most O(3), i.e, the standard deviation of ∆˜′αX(ω) is at most
O(3/2). As before, one can see that the standard deviation of
Nα∑
i
y˜αi (ω)/Nα and that
of 1
νX
N∑
j
y˜Xj (ω)/N are O(). Thus, in the large N limit, we have:
να(τ) =
∫ ∞
−∞
A′α(t− t′)νX(t′)dt′ (2.106)
Thus, when the synaptic filters are different, the recurrent population activity tracks
the external one once it is filtered by A′α(t). It is straightforward to show that this
tracking also implies decorrelation in this case. To do this, one uses the definition of
∆˜′αX(ω) and follows the demonstration for the case with identical synaptic filters.
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Appendix 2-D. Spike-count cross-covariances distri-
butions
In this appendix we show how eq. 2.72 predicts a spike-count cross-covariance
distribution whose width is O(1/
√
N). The demonstration for eq. 2.73 is formally
identical.
From eq. 2.72, keeping ω = ω0 and using the notation ∆r˜
Xα
ij (ω0) ≡ r˜Xαij (ω0)− [r˜Xαij (ω0)]
one can write:
[(∆r˜Xαij (ω0))
2] = [(K˜αj (ω0))
2]
{
p2
j(2) αX
N
[(∆a˜Xi (ω0))
2]
+ p
∑
(k,α′)
(¯αα
′
)2[(∆r˜Xα
′
ik (ω0))
2]
+ p(Np− 1)
∑
(k,α′)
(l,α′′)
¯αα
′
¯αα
′′
[∆r˜Xα
′
ik (ω0)∆r˜
Xα′′
il (ω0)]k 6=l
+
2
N
jαXp
∑
(k,α′)
¯αα
′
[∆r˜Xα
′
ik (ω0)∆a˜
X
i (ω0)]
}
(2.107)
Last expression represents a matrix equation for [(∆r˜Xαij (ω0))
2]. Notice that some
unknown terms also appear: [∆r˜Xα
′
ik (ω0)∆r˜
Xα′′
il (ω0)]k 6=l and [∆r˜
Xα′
ik (ω0)∆a˜
X
i (ω0)]. We
can write equations for them also from eq. 2.72:
[∆r˜Xαij (ω0)∆r˜
Xα′
im (ω0)]j 6=m = [(K
α
j (ω0))
2]
{
p2
jαXjα
′X
N
[(∆a˜Xi (ω0))
2]
+ p2
∑
(k,α′′)
¯αα
′′
¯αα
′′
[(∆r˜Xα
′′
ik (ω0))
2]
+ p2(N − 1)
∑
(k,α′′)
(l,α′′′)
¯αα
′′
¯α
′α′′′ [∆r˜Xα
′′
ik (ω0)∆r˜
Xα′′′
il (ω0)]k 6=l
+ (jα
′X)p
∑
(k,α′′)
¯αα
′′
[∆r˜Xα
′′
ik (ω0)∆a˜
X
i (ω0)]
+ (jαX)p
∑
(k,α′′)
¯α
′α′′ [∆r˜Xα
′′
ik (ω0)∆a˜
X
i (ω0)] (2.108)
[∆r˜Xαij (ω0)∆a˜
X
i (ω0)] = K˜
α
j (ω0)p
{ jαX√
N
[(∆a˜Xi (ω0))
2]
+
√
N
∑
(k,α′)
¯αα
′
[∆r˜Xα
′
ik (ω0)∆a˜
X
i (ω0)]
}
(2.109)
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Taking into account that [(∆a˜Xi (ω0))
2] and a˜X(ω0) areO(1), and assuming that [K˜
α
j (ω0)]
and [(K˜αj (ω0))
2] are ∼ O(1)3 one can easily show that:
[∆r˜Xαij (ω0)∆a˜
X
i (ω0)] ∼ O(1/N) (2.110)
[∆r˜Xαij (ω0)∆r˜
Xα
im (ω0)]j 6=m ∼ O(1/N2) (2.111)
[(∆r˜Xαij (ω0))
2] ∼ O(1/N) (2.112)
Thus, the standard deviation of the distribution of r˜Xαij (ω0) is O(). It is trivial to show
that the distribution of spike-count cross-covariances CCXαsc ij(T ) presents a standard
deviation with the same scaling. To prove this, one computes CCXαsc ij(T ) from r
Xα
ij (τ)
(eq. 2.23) and calculate its standard deviation in terms of [(∆rXαij (τ))
2]. Because of
the linearity of the integral, CCXαsc ij(T ) and r
Xα
ij (τ) scale in the same way. One can
also show that the distributions of the spike count cross-correlation coefficients are also
wide. To see this, we write:
[(∆CC
Xα′
sc ij(T ))
2] =
[(∆CCXα
′
sc ij(T )])
2√∫ T
−T ∆[(a
X
i (τ))
2] T−|τ |
T
dτ
∫ S
−S ∆[(a
α′
j (τ))
2] T−|τ |
T
dτ
. (2.113)
where we have assumed the same factorization as in section, 2.3.2. [(∆aXi (τ))
2] is O(1)
by construction, and if one assumes that [(∆aαj (τ))
2] is also O(1) one can conclude
that [(∆CC
Xα′
sc ij(T ))
2] and [(∆CCXα
′
sc ij(T ))
2] scale in the same way. We, thus, need to
show that aαj (τ) effectively is O(1). Notice that a
α
j (τ) is univocally determined by
the incoming current auto-covariance function, < Iαj (t)I
α
j (t + τ) >. Thus, the spatial
variance of aαj (τ) and the spatial variance of < δI
α
j (t)δI
α
j (t+ τ) > scale with N in the
same way. One can express the spatial variance of < δIαj (t)δI
α
j (t + τ) > in terms of
the spatial variance of the spike trains auto- and cross-covariance functions in a similar
way as we did for [(∆r˜Xαij (ω0))
2]. By doing so, one can convince oneself that the spatial
variances of both < δIαj (t)δI
α
j (t+ τ) > and a
α
j (τ) necessarily have to be O(1).
As we have mentioned, the demonstration for the spike-count cross-covariances of
recurrent-recurrent pairs is very similar and the conclusion is the same.
3In the next chapters, we will see that the function K˜αj (ω) represents the joint effect of a synaptic
filter and the response of the neuron to an input. This response depends on the state of the network,
typically it depends on the current statistics. In the limit of large networks currents are Gaussian
variables, and thus, K˜αj (ω) depends only on the mean and the variance of the current which are
∼ O(1).
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In the general case of networks in which synaptic filters depend on the type of neurons,
eqs. 2.72 and 2.73 become:
r˜Xαij (ω) = m
αX
ji J
αX
ji K˜
α
j (ω0)a˜
X
i (ω)
+
∑
(k,α′)
k 6=i
mαα
′
jk J
αα′
jk K
α
j (ω)r˜
Xα′
ik (ω) α = E, I (2.114)
r˜αβ+, ij(ω) = K
β
j (ω)
{
mβαji J
βα
ji a˜
α
i (ω)
+
∑
(k,α′)
α′=E,I
k 6=i
mβα
′
jk J
βα′
jk r
αα′
+ ik(ω)
+
∑
(k,X)
mβXjk J
βX
jk r
αX
+ ik(ω)
}
α, β = E, I. (2.115)
where K˜αα
′
ji (ω) depends now on the pre- and postsynaptic neurons. Using the same
techniques as in Appendix 2-C it is straightforward to show that the same scaling of
the distributions’ width is predicted.
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Chapter 3
Decorrelation in LIF networks with
fast synaptic kinetics
3.1 Introduction
Here we present a study on balanced heterogeneous networks of leaky-integrate-and-fire
(LIF) neurons which are densely connected and interact strongly. This is the simplest
spiking model that presents the most relevant biological features, such as synaptic and
membrane potential time constants. Besides, the model is simple enough to under-
stand some of the very basic phenomena that take place. We use the linear response
approximation [Brunel and Hakim, 1999, Lindner and Schimansky-Geier, 2001, Lind-
ner et al., 2005] to find self-consistent equations for the spike train cross-covariance
functions. Such approximation has been proved to be valid in the case when neurons
receive white noise input or background activity filtered through fast synapses [Four-
caud and Brunel, 2002].
The aim of this study is to show that decorrelated activity is possible in networks of
LIF neurons and to understand the mechanisms that make this decorrelation possible.
3.2 Methods
3.2.1 Model
3.2.1.1 Network model
We consider a recurrent network with NE excitatory (E) and NI inhibitory (I) leaky
integrate-and-fire neurons (LIF), in a 4:1 ratio. These two neural populations receive
an input current from a population of external neurons (X), of the same size as the
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excitatory population, NE = NX ≡ N .
Neurons in the recurrent network are randomly connected with connection probability
p = 0.2, unless otherwise mentioned. External afferents are connected to cells in the
network with the same probability p.
3.2.1.2 External neuron model
External neurons fire independently, with Poisson statistics and with a mean firing
rate of 2.5 Hz.
3.2.1.3 Recurrent neuron model
Neurons in the recurrent network are modeled as LIF units, with current-based
synaptic inputs. Neuron i in population α is indicated as neuron (i, α). Its state at
time t is fully determined by its membrane potential, V αi (t), that, below a threshold
value VTh, evolves according to:
τm
dV αi (t)
dt
= −V αi (t) + V αL − Iαi (t), (3.1)
where τm= 15 ms is the membrane characteristic time and V
E(I)
L = -60 (-59.5) mV is
the leak potential. Iαi (t) is the total pre-synaptic current to neuron (i, α). When the
membrane potential reaches the value VTh= -50 mV, an action potential is emitted and
the voltage is reset to VReset= -59 mV, in which it remains during a refractory time
(τEref= 2 ms for excitatory neurons and τ
I
ref= 1 ms for inhibitory neurons).
3.2.1.4 Synaptic currents
The spike train produced by neuron (j, β), denoted as yβj (t), is:
yβj (t) =
∑
k
δ(t− tβ,kj ) (3.2)
where tβ,kj is the spike time of the k-th action potential fired by the neuron. Spike
trains are filtered through synapses as:
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τd
dsβj (t)
dt
= xβj (t)− sβj (t) (3.3)
τr
dxβj (t)
dt
= τ˜ yβj (t)− xβj (t), (3.4)
where sβj (t) is the filtered spike train, x
β
j (t) is an auxiliary variable, τr= 0.5 ms and τd=
5 ms are the rise and decay synaptic time constants and the factor τ˜= 1 ms ensures
that the area under sβj (t) is constant regardless of the rise and decay time constants.
The total input current afferent to neuron (i, α) is given by the sum of the filtered
pre-synaptic spike trains, each weighted with the corresponding synaptic efficacy:
Iαi (t) =
∑
(j,β)
mαβij J
αβ
ij s
β
j (t), (3.5)
The sum runs over all neurons (j, β) in the network (including those in the external
population, β = X); Jαβij is the synaptic efficacy from neuron (j, β) to neuron (j, α).
The connectivity matrix, mαβij , is made of ones or zeros, according to whether neuron
(i, α) is post-synaptic to neuron (j, β) or not. It can be easily proven that the filtering
in eqs. 3.3 and 3.4 results in:
Iαi (t) =
∑
(j,β)
mαβij J
αβ
ij (jsyn ∗ yβj )(t), (3.6)
where * is the convolution operator and jsyn(t) is the synaptic filter:
jsyn(t) = Θ(t)
τ˜
τd − τr (e
− t
τd − e− tτr ) (3.7)
where Θ(t) is the Heaviside step function. The total current consists of components
Iαβi (t), defined as the sum of the pre-synaptic currents arriving to neuron (i, α) from
neurons in the population β = E, I,X:
Iαi (t) =
∑
β
Iαβi (t) ; Iαβi (t) =
∑
j∈β
mαβij J
αβ
ij s
β
j (t). (3.8)
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Synaptic efficacies, Jαβij , are sampled from Gaussian distributions with mean J
αβ and
standard deviation equal to 0.2 of the mean. Gaussian distributions were truncated at
five standard deviations in order to prevent a change of sign for the synaptic couplings.
We denote by J (2) αα
′
the second moment of the distribution of synaptic efficacies:
J (2) αα
′ ≡ [(Jαα′ij )2]
=
1
0.2Jαα′
√
2pi
∫ Jαα′
−Jαα′
x2e
− (x−Jαα
′
)2
2(0.2(Jαα
′
)2) dx. (3.9)
It is easy to show that J (2) αα
′ ∼ O(1/N).
3.2.1.5 Network scaling
The analysis of the network behavior is based on a scaling approach in which the
network statistical properties are analyzed as a function of network size N ≡ NE (re-
member that NE = NX = 4NI). Since we focus on the study of correlations in densely
connected networks, the connection probability p between two cells does not depend
on network size, i.e., the mean number of neurons connected to a given cell increases
linearly with N . This guarantees that the mean fraction of common input does not
vary with network size.
Synaptic efficacies are scaled as:
Jαβ =
jαβ√
N
(3.10)
with the following values of jαβ: jEE = 117.85 mV, jEI = -445.8, jEX = 481.8 mV,
jIE = 161.7 mV, jII = -398.75 mV, jIX = 410.2 mV.
For networks with N =32000, the IPSPs and EPSPs amplitudes are a few millivolts.
Neurons connected with this kind of synapses (J ∼ 1/√N) are said to interact strongly.
With such a scaling the net input to a neuron coming from each population is O(
√
N).
A balance in the average total afferent current is achieved because of a dynamical ad-
justment of the firing rates, as in van Vreeswijk and Sompolinsky, 1998, Renart et al.,
2010, so that the total afferent current takes finite values. Besides, this scaling assures
finite current fluctuations [Renart et al., 2007].
We find it useful to define the O(1) magnitude j(2) αα
′
:
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J (2) αα
′ ≡ j
(2) αα′
N
(3.11)
3.2.2 Parameter values
In table 3.1 we summarize the default value of all the parameters which describe
the system.
E I
τm 15 ms
ταref 2 ms 1 ms
τr 0.5 ms
τd 5 ms
V αL -60 mV -59.5 mV
VTh -50 mV
VReset -60 mV
jαE 117.85 mV 161.7 mV
jαI -445.8 mV -398.75 mV
jαX 481.8 mV 410.2 mV
νX 2.5Hz
p 0.2
Table 3.1: Parameter’s values
3.2.3 Current, membrane potential and spiking statistics
Statistical measures of the currents and spike trains were defined in chapter 2. We
find it convenient to define here the statistical magnitudes related to the membrane
potential employed in this chapter.
Temporal mean of the membrane potential of neuron (i, α), < V αi (t) >, is calculated
as:
< V αi (t) >=
1
S
∫ S
0
V αi (t)dt (3.12)
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where S is the simulation time. The cross-covariance function of membrane potentials
of neurons (i, α) and (j, β), cαβV, ij(τ), is calculated as:
cαβV, ij(τ) ≡ < δV αi (t)δV βj (t+ τ) >
=
1
Λ(τ)
∫ S
0
δV αi (t)δV
β
j (t+ τ)dt. (3.13)
where Λ(τ) = S − |τ |. We find it useful to define the zero-lag cross-covariance and the
cross-correlation coefficient:
CCαβV, ij ≡ cαβV, ij(0) (3.14)
CC
αβ
V, ij ≡
CCαβV, ij
σV αi σV βj
(3.15)
where σV αi is the standard deviation of V
α
i . The population-averaged values of these
magnitudes are:
cαβV (τ) = [c
αβ
V, ij(τ)] (3.16)
CCαβV = [c
αβ
V, ij(0)] (3.17)
CC
αβ
V = [CC
αβ
V, ij] (3.18)
3.2.4 Jittered spike trains
Jittered spike trains were constructed by adding to each spike time an independent
random variable drawn from a uniform distribution in the interval [-0.5, 0.5] s . By
doing this, one eliminates the cross-correlations between them in time-scales shorter
than 0.5 s. As we will see, in the networks that we have simulated, cross-correlations
are concentrated at time-scales of the order of some milliseconds, thus, jittered spike
trains generated in this way are uncorrelated.
For each network simulation, we generated 100 surrogate data sets where spike trains
were jittered in the described way. Histograms of spike-count cross-correlation coeffi-
cients and cross-covariances of jittered spike trains in fig. 3.6 (grey lines) were computed
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by averaging the corresponding histograms obtained for each of the surrogate data sets
of a given simulation.
3.2.5 Simulations
Equations for the evolution of the membrane potential (eq. 3.1) and pre-synaptic
currents (eqs. 3.3-3.4) were integrated using Euler’s method, with an integration step
of dt = 0.05 ms. Simulated network sizes were (N ≡ NX = NE): N = 2000, 4000,
8000, 16000, 32000).
For each run, simulation time was S = 150 s, except for fig. 3.6 where S = 12000
s. We recorded the membrane potential and the pre-synaptic current traces of 20 ex-
citatory and 20 inhibitory neurons. We also recorded the spike times of 1000 neurons
in each population. Population-averaged magnitudes were computed with these data.
Figures showing the scaling of certain magnitudes with N were computed by averaging
over 20 simulations with different realizations of the connectivity matrix. Error bars
correspond to the standard errors. Although most of the figures report results for sin-
gle excitatory cells or excitatory pairs, the results and conclusions hold true for single
inhibitory neurons and inhibitory-inhibitory or excitatory-inhibitory pairs.
Simulations and data analysis were performed with custom codes written in C and
Matlab. Spectral analysis was computed with Chronux toolbox.
3.3 Results
Fig. 3.1b shows the rastergram of inhibitory (red) and excitatory (green) neurons
in a network with N = 32000 neurons. The firing pattern of each neuron looks inde-
pendent of the others. This suggests that they fire in an asynchronous way. Neurons’
firing patterns are also very irregular. Fig. 3.1c shows the incoming current to one
randomly chosen excitatory cell in the network. Notice that the current components
(part of the current that arrives from one specific population) are large but the total
incoming current is small. This results in a firing state dominated by fluctuations
characterized by a high value of the CV of the ISIs, fig. 3.1e. The distribution of firing
rates has a long tail (fig. 3.1f), a typical feature of balanced networks [van Vreeswijk
and Sompolinsky, 1998, Roxin et al., 2011]. Notice that the observed asynchrony is
not a consequence of the small number of common inputs. In fig. 3.1d we show the
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population-averaged cross- correlation coefficients of the current components and total
currents reaching a pair of excitatory neurons as a function of the mean connectivity p
for networks with N = 32000 neurons. The total current cross-correlation coefficients
are small (one order of magnitude smaller than p), which explains the asynchrony of
the system. However, notice that current components cross-correlation coefficients are
very high.
In the following sections we will explain the mechanisms that lead to an asynchronous
state as the one in fig. 3.1. To this end, we will employ both numerical and analyt-
ical methods. First, we present the general scheme of the theory that allows us to
calculate cross-correlations in a self-consistent way. Then, we will show analytical and
numerical results in densely connected networks of strongly interacting neurons, pre-
senting qualitatively the results and conclusions that can be derived from the theory.
We will finish by showing an analysis of the effect of the most relevant parameters on
the asynchronous state. Theoretical results can be found in Appendices 3-A, 3-B and
3-C. Additional details and supplementary information are present in other appendices
at the end of this chapter.
3.3.1 Self-consistent scheme
The theory is based on the linear response approximation [Brunel and Hakim, 1999,
Lindner and Schimansky-Geier, 2001, Lindner et al., 2005] that relates small afferent
currents with the spiking activity of the neuron. In this framework, the effect of a
small incoming current on the spike train y(t) of a neuron that receives background
noise can be well approximated by [Lindner et al., 2005]:
y(t) ' y(0)(t) + (R ∗ Is)(t) (3.19)
where * denotes the convolution operator, R(t) is the linear response kernel, Is(t)
is a small current and y(0)(t) is the spike train generated only with the background
noise. As explained in Brunel and Hakim, 1999, the liner response kernel depends
on the characteristics of the neuron and on the statistics of the afferents it receives.
In a recurrent network, the spike train emitted by a neuron acts as input to its post-
synaptic cells, after being filtered by the synapses. This fact, together with the previous
equation, are the ingredients necessary to develop self-consistent equations for the spike
train cross-covariance functions. Notice that for the linear approximation to be valid,
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Is(t) has to be small. For a given pair of cells, we find it convenient to split the
total current arriving to a neuron into a current that is correlated with the firing of the
other neuron and a current that is independent of it. The latter acts as the background
noise that defines y(0)(t) while the former is assumed (and later proved) to be small.
Proceeding like this, in Appendix 3-A2 we show that the population-averaged cross-
covariance functions rαβ(τ), rXα(τ) (α, β = E, I) can be expressed in a self-consistent
way:
rαβ+ (τ) = p
{ jβα√
N
(Rβ ∗ jsyn ∗ aα)(τ) +
√
N
(
¯βX(Rβ ∗ jsyn ∗ rαX)(τ)
+
∑
α′∈E,I
¯βα
′
(Rβ ∗ jsyn ∗ rαα′+ )(τ)
)}
(3.20)
rXα(τ) = p
{ ¯αX√
N
(Rα ∗ jsyn ∗ aX)(τ) +
∑
α′∈E,I
√
N¯αα
′
(Rα ∗ jsyn ∗ rXα′)(τ)
}
,(3.21)
where p is the connection probability, ¯αβ = Nβ/Nj
αβ,* is the convolution operator
and aα(τ) and Rα(τ) are the population-averaged spike train auto-covariance function
and linear response kernel of neurons in population α. The subscript + indicates that
eq. 3.20 holds only for τ ≥ 0. For τ < 0, we make use of the symmetry of the cross-
covariance functions: rαβ(τ) = rαβ+ (−τ) (τ < 0).
In Appendix 3-A, we solve eqs. 3.22 and 3.26 in the limit N → ∞ (leading order).
Population-averaged spike train cross-covariance functions are determined by a com-
bination of spike train auto-covariance functions of external and recurrent neurons,
which present a delta-shaped structure (fig. 3.4a):
rXE(τ) =
1
N
AEa
X(τ) (3.22)
rXI(τ) =
1
N
AIa
X(τ) (3.23)
rEE(τ) =
1
N
(A2Ea
X(τ)− aE (0)(τ)) (3.24)
rII(τ) =
1
N
A2Ia
X(τ)− γIaI (0)(τ) (3.25)
rEI(τ) =
1
N
AEAIa
X(τ). (3.26)
where γI ≡ NNI ∼ O(1) and Aα has been defined in eqs. 2.78 and 2.79 and can be
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rewritten in matrix notation as:
Aα = −
∑
β
(¯βα)−1¯αX (3.27)
Notice that these equations were derived in the previous chapter by assuming that the
network is in an asynchronous state. In Appendix 3-A we arrive to eqs. 3.22-3.26
from 3.20-3.21 without making any assumption. Proceeding like this, we show that
the cross-covariance functions are small, thus, the asynchronous state exists and all
the results described in the previous chapter are valid. Eqs. 3.22-3.26 and their conse-
quences are explained in detail in the next sections.
3.3.2 Scaling analysis of the network activity
In this section we present the results of the simulations and compare them with the
predictions from the theory. We start by showing some of the features of densely and
strongly connected networks in the limit N →∞. Population-averaged rates and mean
currents behave asymptotically as predicted (figs. 3.2a,b). The current components
increase as
√
N , due to the combined effect of the scaling of the synaptic efficacies
(which are O(1/
√
N)) and the increasing number of pre-synaptic connections, O(N).
The population and temporal average of the total current remains finite, a defining fea-
ture of balanced networks [van Vreeswijk and Sompolinsky, 1996, Renart et al., 2010].
The population-averaged standard deviation of the membrane potential of excitatory
neurons (fig. 3.2c) reaches an asymptotic value in the biological range (fig. 3.2c) [An-
derson et al., 2000a].
To analyze more quantitatively how the asynchronous regime develops, we evaluated
cross-covariances in networks of several sizes. Figs. 3.2d-g show that population-
averaged spike-count cross-covariances (T = 80 ms) decrease with N . In the asyn-
chronous state the scaling of the population-averaged spike-count cross-covariances
between a pair of neurons is O(1/N) (see previous chapter):
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Figure 3.1: Balanced and asynchronous network. a) Network architecture. b) Rastergram of
excitatory (green) and inhibitory (red) neurons for a network with N =32000. c) Temporal traces of
currents afferent to a randomly chosen excitatory neuron : excitatory (E) current (green), inhibitory
(I) current (red), external (X) current (blue) and total (T) current (black). Dashed lines corre-
spond to the (temporal) mean value. d) Absolute value of the population-averaged cross-correlation
coefficients between the current components and between the total currents afferent to a pair of exci-
tatory neurons. Green: cross-correlation coefficients of the excitatory-excitatory current components;
red: cross-correlation coefficients of the inhibitory-inhibitory current components; magenta: cross-
correlation coefficients of the excitatory-inhibitory (their values without taking the absolute value are
negative) current components; black: cross-correlation coefficients of the total currents. e) Distri-
bution of the coefficient of variation (CV) of inter-spike-intervals of excitatory cells. f) Firing rate
distribution of excitatory cells.
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CCXEsc (T ) =
1
N
AE AC
X
sc(T ) (3.28)
CCXIsc (T ) =
1
N
AI AC
X
sc(T ) (3.29)
CCEEsc (T ) =
1
N
(A2E AC
X
sc(T )− ACE (0)sc (T )) (3.30)
CCIIsc (T ) =
1
N
(A2I AC
X
sc(T )− γIACI (0)sc (T )) (3.31)
CCEIsc (T ) =
1
N
AEAI AC
X
sc(T ). (3.32)
where γI ≡ NNI and the superscripts indicate the populations the neurons belong to (see
Methods section for more details) and ACαsc(T ) =
∫ T
−T a
α (0)(τ)T−|τ |
T
dτ is the population-
averaged auto-covariance of the spike-count in population α. The superscript (0) means
that these magnitudes should be evaluated at order 0 in the perturbative parameter
1/
√
N . Auto-covariance functions aα (0)(τ) are O(1) magnitudes, i.e. at leading or-
der they do not depend on N (fig. 3.4). The constants Aα depend on the synaptic
couplings and coincide with the ones that relate recurrent mean firing rates with the
rate of the external neurons (balance conditions similar to the ones in van Vreeswijk
and Sompolinsky, 1996, see Appendix 2-A in the previous chapter). Figs. 3.2d-g show
the theoretical prediction in eqs. 3.28-3.32 (dashed lines) and the computation directly
from the rastergrams (squares). The agreement between theory and simulations is good
for biologically relevant values of N (N = 32000). The dashed lines in figs. 3.2d-g
were calculated with the value of AC
α (0)
sc (T ) calculated from the simulation for N =
32000 (dark green and orange dashed lines) or assuming the firing statistics of recurrent
neurons is Poisson-like, i.e, AC
α (0)
sc (T ) = να (light green and red dashed lines). This
last approximation is justified because spike train auto-covariance function almost do
not present any kind of structure apart from the peak at τ = 0, which translates into
flat auto-spectra (fig. 3.4a).
The population-averaged zero-lag cross-covariances of membrane potentials and their
cross-correlation coefficients also decay as ∼ O(1/N) (figs. 3.2j,k). The membrane
potential cross-correlation coefficients of cells whose spiking mechanism has been de-
activated (fig. 3.2k, green symbols) scale in a similar way to those of neurons in which
it was active (fig. 3.2k, black symbols). Fig. 3.2h shows the scaling of the population-
averaged pre-synaptic current components and total current zero-lag cross-covariances.
Theory predicts that the zero-lag cross-covariances of current components saturate to
finite values for large N , while total current zero-lag cross-covariance should decrease as
a negative power of
√
N . We see that the last one converges to a behavior compatible
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with a O(1/
√
N) scaling, while the zero-lag cross-covariances of current components
decay more slowly suggesting that the asymptotic limit is close to be reached. Cross-
correlation coefficients of current components (fig. 3.2i) are already very close to their
asymptotic values, while the total current cross-correlation coefficient decays also as
∼ O(1/√N).
We additionally studied the population-averaged cross-covariance functions of spike
trains, total currents and membrane potentials (figs. 3.3a-c). Qualitatively, one can
see how these functions become flatter as the network gets larger. The temporal struc-
ture also changes as networks become larger and correlations become concentrated at
shorter time-scales.
As we have previously mentioned the functions aα(τ)(α = E, I) have almost no struc-
ture apart from the peak at τ = 0. The progressive narrowing of the spike train
cross-covariance functions (figs.3.3a-c) should be understood as part of the conver-
gence to the asymptotic state defined by eqs. 3.22-3.26. In the frequency domain, one
can see that for finite values of N the prediction is accurate for low frequencies, while a
peak appears for higher values of ω (figs. 3.4b-d), reflecting the oscillatory character of
the cross-covariance functions. This peak moves to higher frequencies as the network
size increases in such a way that in the limit N → ∞ the maximum discrepancy be-
tween theoretical and simulated values occurs for a frequency ωc →∞. At this point it
should be reminded that eqs. 3.22-3.26 were derived in the case N →∞. In practice,
one deals with networks of big but finite size. In section 3.4 we see how this narrowing
is achieved and how the oscillatory character of the cross-covariance functions can be
predicted assuming an approximation for the linear response kernel.
The fact that even for finite values of N low frequencies are well predicted has im-
portant consequences. It allows us to accurately predict magnitudes that require the
computation of the integral of the cross-covariance functions rαα
′
(τ) for all τ , such as,
for example, the spike-count cross-covariance defined in large time windows.
For the total current and membrane potential cross-covariance functions, the value of
the peak is the zero-lag cross-covariance and decreases in all the cases. In the next
section we show that the fact that the characteristic time constant depends on N is
important to understand the self-consistency of the decorrelation process.
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Figure 3.2: Scaling of relevant magnitudes. a) Population-averaged mean firing rates for
different network sizes. Squares represent the values obtained in the simulation while dashed lines
correspond to the asymptotic limits derived in Appendix 2-A. Color code: green, excitatory neurons;
red, inhibitory neurons; blue, external neurons. b) Population-averaged mean currents afferent to
excitatory neurons. The same code as before is used for identifying pre-synaptic current components
with the addition of black referring to the total pre-synaptic currents. Dashed line corresponds to
the theoretical values derived in Appendix 2-A. c) Population-averaged standard deviation of the
membrane potential of excitatory neurons and of their total afferent current. d)-g) Population-
averaged cross-covariances of the spike-count of pair of neurons (T = 80 ms) for different neuron
pair types. Dashed lines correspond to the theoretical prediction in eqs. 3.28-3.32. In the case of
figures d) and g) the value of AC
α (0)
sc (T ) was numerically computed from the simulation of the largest
network (N = 32000) (dark green and orange, respectively) or assuming that recurrent neurons are
Poisson-like with a firing rate given by the theoretical values obtained in Appendix 2-A (light green
and red). We show the results for T = 80 ms but a similar agreement between the prediction and the
simulation can be found for all T > 20 ms (see Appendix 3-G). d) Excitatory-excitatory pairs (cyan)
and external-inhibitory pairs (yellow). e) Inhibitory-inhibitory pairs. f) Excitatory-inhibitory pairs.
g) External-excitatory pairs (cyan) and external-inhibitory pairs (yellow). h) Absolute value of the
population-averaged zero-lag cross-covariances between the current components and between the total
currents afferent to a pair of excitatory neurons. Dash-dotted black line corresponds to a O(1/
√
N)
scaling. The same code as in panels d-g is used for identifying pre-synaptic current components with
the addition of black to refer to the cross-correlation between total pre-synaptic currents. i) Absolute
value of the population-averaged cross-correlation coefficients between the current components and
between the total currents afferent to a pair of excitatory neurons. Same color convention as in panel
h. j) Population-averaged zero-lag cross-covariances of the membrane potential of pairs of excitatory
cells. Dash-dotted line corresponds to a O(1/N) scaling. k) Population-averaged cross-correlation
coefficients of the membrane potential of pairs of excitatory cells (black squares). Green squares
correspond to neurons in which the membrane potential is never reset. Dash-dotted line corresponds
to a O(1/N) scaling.
3.3. Results 53
-20 -10 0 10 20
time lag(ms)
0
1
2
T o
t .  
C u
r r .
 C
r o
s s
- C
o v
.  F
u n
c t
.  ( m
V2
)
N=2000
N=4000
N=8000
N=16000
N=32000
-20 -10 0 10 20
time lag (ms)
-2
0
2
4
6
8
S p
i k e
 C
r o
s s
- C
o v
.  F
u n
c t
i o
n  
( s-
2 )
-20 -10 0 10 20
time lag (ms)
0
0.04
0.08
M
e m
b .
 P
o t
.  C
r o
s s
- C
o v
.  F
u n
c t
.  ( m
V2
)
-20 -10 0 10 20
time lag(ms)
-0.4
0
0.4
0.8
T o
t .  
C u
r r .
 C
r o
s s
- C
o v
.  F
u n
c t
.  ( m
V2
)
1000 10000
Network Size N
0.1
1
ω
N
( m
s- 1
)
1000 10000
Network Size N
10
τ N
( m
s )
a b c
d e f
Figure 3.3: Cross-covariance functions. a) Population-averaged cross-covariance functions of
spike trains. b) Population-averaged cross-covariance function of the total currents reaching excitatory
neurons. c) Population-averaged cross-covariance functions of membrane potentials of excitatory cells.
Colors represent different network sizes with the following convention, blue: N = 2000, green: N =
4000, violet: N = 8000, yellow: N = 16000, red: N = 32000. d) Population-averaged cross-covariance
functions of the total currents reaching an excitatory neuron (solid line) and its fit to eq. 3.33 (dash-
dotted line) (N = 32000). e) Scaling of the parameter ωN in eq. 3.33 with N . Values of ωN (black
squares) were calculated by fitting the total current cross-covariance functions to eq. 3.33 with a
least squares method. Solid line corresponds to a function ∼ N0.44 also obtained by a least squares
adjustment of the previously calculated values of ωN . f) Same as in e) but for the parameter τN in
eq. 3.33. Solid line corresponds to a function ∼ N0.45
54 3. Decorrelation in LIF networks with fast synaptic kinetics
1 10 100
Frequency (Hz)
1e-12
1e-08
| rE
I |2  
( m
s- 2
)
10 20 30 40 50 60 70 80 90 100
Frequency (Hz)
1e-05
0.0001
| aE
|2  (
m s
-
2 )
N=2000
N=4000
N=8000
N=16000
N=32000
1 10 100
Frequency (Hz)
1e-12
1e-08
| rI I |
2  
( m
s- 2
)
1 10 100
Frequency (Hz)
1e-14
1e-12
1e-10
1e-08
| rE
E |2
( m
s- 2
)
ba
c d
Figure 3.4: Spectral analysis a)|a˜(ω)E |2. b) |r˜EE(ω)|2. c) |r˜II(ω)|2. d) |r˜EI(ω)|2. Solid lines
represent the results from the simulation. Color: blue: N = 2000, green: N = 4000, violet: N =
8000, yellow: N = 16000, red: N = 32000. Dashed lines correspond to the theoretical predictions for
the largest value of N , calculated from eqs. 3.63-3.65 using a numerical evaluation of aα(ω).
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3.3.3 Explaining the different steps of the decorrelation
To understand qualitatively how the different steps of the decorrelation process
are related, we now look more carefully at the results in fig. 3.2. Starting from an
asynchronous state characterized by spike-count cross-correlations behaving as O(1/N)
(eqs. 3.28-3.32), we will explain the scaling of total current and membrane potential
zero-lag cross-covariances obtained with simulations and their consistency with the
asynchronous state. More precisely, we first show how O(1/N) decorrelated spike
trains give rise to non-vanishing zero-lag cross-covariances for the various components
of pre-synaptic currents. Secondly, we relate the predicted O(1/
√
N) decorrelated total
currents to the O(1/N) decorrelated membrane potentials. Finally, we close the loop
by linking membrane potential and spike-count cross-correlation coefficients.
Let us start by relating the different scalings of spike-count and current zero-lag cross-
covariances. In order to obtain the zero-lag cross-covariances of the total current one
needs to calculate the product of filtered pre-synaptic spike trains. These are weighted
by a O(1/
√
N) synaptic coupling. Besides, the computation also requires summing
over all the pre-synaptic spike train pairs, O(N2). These facts, together with the
scaling of spike-count cross-covariances (O(1/N)) could make us expect that current
cross-covariances are O(1). In Appendix 3-A4 we show that this is actually the case
for the current components zero-lag cross-covariances. However, for the total current
cross-covariance function a cancellation at O(1) occurs, due to the different signs of the
synaptic couplings in agreement with fig. 3.2h. Current cross-correlation coefficients
are also predicted to scale in the same way (fig. 3.2i).
We study now the transmission of cross-correlations from input currents to mem-
brane potentials. Population-averaged zero-lag cross-covariances of membrane poten-
tials scale as O(1/N) (fig. 3.2j). How can one understand that membrane potential
and total current zero-lag cross-covariances scale differently? In Appendix 3-B we show
that the membrane potential zero-lag cross-covariances can be evaluated as a convolu-
tion of the current cross-covariance functions with a kernel whose characteristic time
is the membrane time constant. This indicates that the shape of the total current
cross-covariance functions, and not just its peak value, determines the scaling behavior
of voltage zero-lag cross-covariances. Fig. 3.3d shows the population-averaged total
current cross-covariance function for pairs of excitatory neurons (N = 32000) and its
fit to a damped oscillation. For different values of N , the population-averaged total
current cross-covariance function can be well fitted by a damped oscillation:
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cEE(τ) = ANe
− |τ |
τN cos(ωNτ). (3.33)
Let us analyze in detail the behavior of the parameters AN , ωN and τN with network
size. The amplitude, AN , is the value at the peak of the cross-covariance functions at
τ = 0 ms. This is our definition of the zero-lag cross-covariance for continuous magni-
tudes, and is represented in fig. 3.2b (black symbols). The other two parameters can
be evaluated by means of a least squares fit of the current cross-covariance functions,
with the parameterization in eq. 3.33. The dependence with network size of ωN and τN
is shown in figs. 3.3e,f. Regression curves yield the behavior ωN ∼ Nγ and τN ∼ N ζ ,
with γ = 0.45 and ζ = -0.44.
The scaling with N of the three parameters, AN , τN and ωN , can be used to predict
the scaling of the membrane potential zero-lag cross-covariances (see Appendix 3-B):
CCEEV = [c
EE
V, ij(0)] ∝ AN
τm + τN
τ 2mτNω
2
N
(
1 +
(
τm + τN
ωNτNτm
)2)−1
. (3.34)
Assuming AN ∼ O(1/
√
N) and using the previously found network size behavior of ωN
and τN , we obtain CCV ∼ O(ANωNτ 2N) = O(N−(
1
2
+ζ+2γ)) in good agreement with the
O(1/N) scaling of the population-averaged cross-covariances of membrane potentials
obtained in the numerical simulation (fig. 3.2j). Notice that the product ωN(τN)
2 has
units of time. It determines a fast time-scale (O(1/
√
N)). This parameterization sheds
some light on the different scaling of current components and membrane potential zero-
lag cross-covariances. It predicts that membrane potential zero-lag cross-covariances
decay as O(1/N) due the combined effect of the fast (O(1/
√
N) and small amplitude
(O(1/
√
N)) scaling of the total current cross-covariance function. The emergence of
fast time-scales in densely connected networks of strongly coupled neurons has been
pointed out previously in binary neurons [Renart et al., 2010] and in rate models
[Bernacchia and Wang, 2013]. At this point of the discussion we have empirically ob-
served the emergence of this fast time-scale. In section 3.4 we analytically study it. In
Appendix 3-F we show that such a time-scale does not appear for different scaling of
the parameters.
To close the loop we need to relate membrane potential and spike-count cross-correlations.
It is worth pointing out that the theory explained in Appendix 3-A allows us to de-
scribe the neurons’ activities in terms of their afferent currents, and write self-consistent
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equations for spike train cross-covariance functions. Membrane potential, thus, is not a
fundamental variable in the mathematical description presented in Appendix 3-A, but
we consider that it is worth explaining qualitatively this issue. A simple analysis using a
statistical model for the joint distribution of the voltages of pairs of neurons [Dorn and
Ringach, 2003] (see Appendix 3-C) shows that the scaling of cross-correlation coeffi-
cients of the membrane potential is the same as the one of spike-count cross-correlation
coefficients.
To summarize, we have qualitatively explained the decorrelation process in three dif-
ferent stages. First, we have seen that O(1/N) correlated firing activity gives rise to
highly correlated current components, due to the large amount of common input. Sec-
ond, these correlations cancel each other in such a way that the total currents afferent
to a pair of neurons are O(1/
√
N) correlated. Cell’s membranes contribute to decor-
relate these currents by means of the integration of the temporal structure of input
correlations. Finally, a statistical model relates membrane potential and spike-count
cross-correlations in a linear way.
3.3.4 Tracking of excitatory activity by inhibitory cells
In the last sections we have shown the scaling of the cross-correlations of different mag-
nitudes and have explained qualitatively how they are related. Notice however that we
did not answer to the question about which mechanism allows the neurons to fire in an
asynchronous way. In simpler models with binary neurons, the absence of correlated
activity is dynamically achieved by means of very fast tracking of excitatory activity
by the inhibitory one [Renart et al., 2010]. As we have explicitly shown in the previous
chapter, this is actually a general result that holds whatever the neuron model is. We
have shown that in the limit N → ∞ the instantaneous population rates of recurrent
neurons in each population track each other and the external firing rate:
νE(t) = AEν
X(t) (3.35)
νI(t) = AIν
X(t). (3.36)
where the constants Aα depend on the synaptic couplings and are the same as the ones
that relate mean firing rates in the balanced regime [van Vreeswijk and Sompolinsky,
1996].
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A numerical and qualitative study of the tracking phenomenon is presented here. We
have looked at the population-averaged cross-covariance function between the excita-
tory and inhibitory current components afferent to a given cell pair. Fig. 4.5a shows
these functions for different network sizes. All of them exhibit a peak located at a
positive time lag, indicating that inhibitory currents are delayed with respect to the
excitatory component. This delay becomes shorter for larger networks. To quantify
this phenomenon, we have fitted these functions close to their maximum (-3 ms< τ <3
ms)to:
cEEI;EI = −A′N(τ − τ 0N)2. (3.37)
where τ 0N represents the value at which the cross-covariance function of a network of
size N reaches its peak. This parameter behaves as ∼ O(1/√N) (a least squares fit for
cEEI;EI gives τ
0
N ∼ O(N−0.45))(fig. 4.5b) confirming that tracking takes place in a similar
time-scale as the one found before. Temporal traces of the current components show,
in a more qualitative way, that tracking occurs, and that it improves as the number of
neurons increases (fig. 4.5d,e).
Fig. 4.5c presents an indirect evidence of tracking of excitation by inhibitory activ-
ity being the mechanism responsible for decorrelation. Our hypothesis is that if this
tracking decorrelates the network activity, the decorrelation process has to take time
to occur, due to the fact that at finite value of N , the tracking is not instantaneous. To
test this hypothesis, we have measured the spike-count cross-correlation coefficients in
different time windows and for different values of the connection probability for a net-
work of size N = 8000 neurons. As it is shown in fig. The spike-count cross-correlation
coefficients measured in windows of T = 0.25 ms grow with p (fig. 4.5c, black squares),
suggesting that the number of common inputs is relevant. For larger time windows,
T = 2 ms (blue squares), the decorrelation mechanism has already taken place and the
degree of correlation in the spike-count is not dependent on p, except for values very
close to p = 1.0 (not shown).
3.3.5 Distribution of spike-count cross-covariances and cross-
correlation coefficients
It has been experimentally reported that, although the spike-count cross-correlations
can be small on average, their distribution is wide, both in spontaneous activity states
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Figure 3.5: Tracking of excitatory currents by inhibition. a) Population-averaged cross-
covariance functions of excitatory and inhibitory currents afferent to a pair of excitatory neurons.
b). τ0N as a function of the number of neurons N . Values of τ
0
N (black squares) were calculated by
fitting the total current cross-covariance functions to eq. 3.37 with a least squares method. Solid
line corresponds to a function ∼ N0.45 also obtained by a least squares adjustement of the previously
calculated values of τ0N . c) Spike-count cross-correlation coefficients of excitatory-excitatory pairs.
Black squares were calculated with T = 2 ms and blue squares with T = 0.25 ms. d), e) Temporal
traces of external (blue), excitatory (green) and inhibitory (red) current components for a network
with N = 4000 (d) and N = 32000 (e) neurons.
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[Renart et al., 2010] and in animals receiving stimulus [Miura et al., 2012]. As we
showed in Appendix 2-D, our theory predicts that the scaling of the standard de-
viations of the spike-count cross-covariances is larger than its average (O(1/
√
N) vs
O(1/N)).
In fig. 3.6 we illustrate this fact by showing the distribution of pairwise spike-count
cross-correlation coefficients for the largest simulated network N = 32000.
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Figure 3.6: Spike-count correlation coefficients and cross-covariances distributions. a)
Distribution of the spike-count correlation coefficients of EE pairs (black) and that of jittered spike
trains (grey, jitter time is ±500 ms) (T = 80 ms, N = 32000). b) Distribution of the spike-count
cross-covariances of EE pairs (black) and that of jittered spike trains (grey, jitter time is ±500 ms)
(T = 80 ms, N = 32000)
3.4 Finite-size solution
In the previous sections we have described the asymptotic limit N → ∞. As we
pointed out, spike train cross-covariance functions tend to eqs. 3.22-3.26. However, it
is obvious from fig. 3.4 that this solution was only accurate for low frequencies. As we
have previously said, as N increases the range of frequencies for which the leading order
solution is accurate also does. In this section we focus on how this asymptotic limit is
achieved. In Appendix 3-A6 we derive the finite-size solution of eqs. 3.20-3.21. In order
to calculate it analytically, an assumption about the shape of the linear response kernel
must be made. We employ the approximation of the dominant time-scale. Basically,
we approximate the product R˜(ω)˜syn(ω) by:
R˜α(ω)˜syn(ω) ' k
α
τ¯−1α + iω
(3.38)
3.4. Finite-size solution 61
This approximation is similar to the one in Ostojic et al., 2009 1. We assume that
we are in a parameter region in which no resonance for the function R˜α(ω)˜syn(ω)
appears, i.e., τk,α is real. As explained, in Ostojic et al., 2009 this is the case provided
that the synaptic noise is large enough. Notice that the approximation in eq. 3.38
reads as (Rα ∗ jsyn)(τ) = Θ(τ)kαe−
τ
τ¯α in the time domain. Besides, we assume that the
auto-covariance functions of the recurrent neurons do not have any structure but the
delta peak at τ = 0. This is just an approximation, but as we have seen before, some
results were well predicted only by assuming this (see, for example, fig. 3.2). One can
then solve the systems of eqs. 3.20-3.21 (see details in Appendix 3-A6). Spike train
cross-covariance functions are:
rXE(τ) = Θ(τ)ΓEνXkEp
jEX√
N
e−(v
√
N)τcos(w
√
Nτ + φE) (3.39)
rXI(τ) = Θ(τ)ΓIνXkIp
jIX√
N
e−(v
√
N)τcos(w
√
Nτ + φI) (3.40)
r
EE
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E
pΓ
E
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ν
E j
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N
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√
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√
N
ν
X
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EX
k
E
p(Υcos(w
√
N|τ | + 2φE + Φ) + 1
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√
N|τ |))
)
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√
N|τ| (3.41)
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II
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I j
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N
cos(w
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N|τ | + φI ) + Γ
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√
N
ν
X
j
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¯
IX
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p(Υcos(w
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r
IE
(τ) =

kIpΓI
(
νE j
IE
√
N
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+ Γ
E√
N
νXjEX ¯IXkEp(Υcos(−w√Nτ + φI + φE + Φ) + 1
4v
cos(−w√Nτ + φI − φE))
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× ev
√
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kEpΓE
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EI
√
N
cos(w
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I√
N
νXjIX ¯EXkIp(Υcos(w
√
Nτ + φI + φE + Φ) + 1
4v
cos(w
√
Nτ + φE − φI ))
)
× e−v
√
N)τ , τ > 0
(3.43)
where the constants Γα, φα,Υ,Φ, v and w depend on kα and τ¯α (see expressions in
Appendix 3-A6). The damping characteristic time and the frequency of the oscillation
are predicted to be O(1/
√
N) and O(
√
N) respectively.
Least squares fits of the spike train cross-covariance functions calculated from the
rastergrams (fig.3.7, solid line, see details of the fit in the caption) to the shape given
by the theoretical prediction (fig.3.7, black dot-dashed lines) show that the scaling of
1In Ostojic et al., 2009 the function R˜α(ω) (instead of R˜α(ω)˜syn(ω)) is approximated by a function
of the form given by the right hand side of eq. 3.38. This approximation consists in keeping only the
first term of the Laurent series of R˜α(ω). In our case, we keep the first term of the Laurent series of
the function R˜α(ω)˜syn(ω)
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frequency and damping characteristic time constant are well predicted (figs. 3.7f-g).
Notice that the final result of all our calculations depend on the magnitudes kα and
τ¯α. In a network where the in-degree of all neurons is the same and the synaptic cou-
plings do not depend on the particular neuron but are the same for all the neurons
in a given population, these magnitudes can be computed from only one neuron in
each population. To estimate R˜α(ω)˜syn(ω) numerically for a given value of ω one can
apply a sinusoidal perturbation with the same frequency to one neuron, convolve it
with jsyn(t) and compute how this perturbation modifies its firing rate. One repeats
this for different frequencies and gets an estimate of the function R˜α(ω)˜syn(ω). In our
case, the in-degree of the neurons is not the same and the synaptic couplings follow
a random distribution. This makes the computation technically more difficult. Be-
sides, the amount of data required for a good estimate of R˜α(ω)˜syn(ω) requires long
simulation times. In Appendix 3-D we estimate the function R˜α(ω)˜syn(ω) computing
the response to a small perturbation of a set of neurons receiving Poisson inputs with
firing rates corresponding to the ones in the network (fig. 3.2). We then approximate
the function computed in this way to eq. 3.38 and obtained an estimate of kα and τ¯α.
Red dashed lines in fig. 3.7 correspond to the computation of the spike train cross-
covariance functions using these values of kα and τ¯α. The damping time constant and
the frequency are well predicted in all the cases. The theoretical amplitudes are also
similar to the expected ones, although in some cases they are overestimated (especially
for rII(τ) and, to a lesser extent, rEI(τ)).
3.5 Which are the most relevant parameters for
decorrelation?
We now analyze how changes in parameter values affect the decorrelation observed
in the network studied above. Our aim is twofold: on one hand, we intend to show
that decorrelation occurs in a reasonably wide region of the parameter space. On the
other hand, by finding limits on the region in parameter space where the network stays
in the asynchronous state, we expect to detect the determinant factors of the observed
decorrelation. Although an exhaustive study of the parameter space is rather difficult
and outside the scope of this work, we study those parameters that a priori seem to
be more critical for the behavior of the model: connection probability, synaptic time
constants and synaptic delay distributions. We proceed by varying their values and
observing the effect on the network dynamics.
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Figure 3.7: Spike train cross-covariance functions Population averaged cross-covariance func-
tions of the spike train for different type of pairs of neurons (N = 32000 ). a) EE pairs. b) II
pairs. c) EI pairs.d) XI pairs. d) XE pairs. Black dot-dashed lines correspond to least squares fit of
the functions to eqs. 3.39-3.113. Red dashed lines are the cross-covariance functions computed using
eqs. 3.39-3.113 with the parameters kα and τ¯α estimated in Appendix 3-D. Insets correspond to the
cross-covariance functions for different network sizes. Same color code as in fig. 3.3a. f)-g) Scaling
of the characteristic frequency (f) and damping time constant (g) of the function rIX(τ). Squares
correspond to the parameters ω′N and τ
′
N computed from a least square fit of r
XI(τ) to a function
rN = Θ(τ)A
′
Ne
− τ
τ′
N cos(ω′Nτ + φN) for different values of N . Lines are the least squares fits of ω
′
N
(panel f) and τ ′N (panel g) to exponential functions (ω
′
N ∼ N0.46, τ ′N ∼ N−0.45).
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First, we have varied the connectivity parameter and repeated the analysis done above.
The results for networks with p = 0.3 and p = 0.4 (fig. 3.8) are very similar to those
obtained for p = 0.2 (fig. 3.2). We conclude that the decorrelation observed in the
model is not a consequence of low connectivity.
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Figure 3.8: Decorrelation for higher connection probability values. a), b) Population-
averaged cross-covariances of the spike-count of pair of neurons (T = 80 ms) for different neuron pair
types for networks with p = 0.3 (a) and p = 0.4 (b). Dashed lines correspond to the theoretical limit
in eqs. (∼ O(1/N)). c), d) Absolute value of the population-averaged cross-correlation coefficients
between the current components and between the total currents afferent to a pair of excitatory neurons.
Dashed black line corresponds to a O(1/
√
N) scaling. Same color conventions as in figure 3.2. Cross-
correlation coefficients of excitatory-inhibitory current components (magenta squares) were originally
negative.
Second, we studied the role of synaptic delays. As shown in section 3.3.4, the model
has a fast tracking mechanism, which improves with network size. However, synaptic
delays impose a limit in the way this tracking is achieved and, thus, could make the de-
velopment of an asynchronous state difficult. To test this, we have simulated networks
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with synaptic delays. We first study the case in which synaptic delays were taken from
uniform distributions between 0.1 and 0.5 ms (figs. 3.9a,c). For the simulated values
of N , spike-count cross-covariances show the expected scaling. The cancellation of the
zero-lag current cross-covariances is not so pronounced as before, but the values remain
smaller than the currents components cross-covariances. We have also studied the case
in which the synaptic delays are higher and take the same value (0.8 ms) for all the
synapses (figs. 3.9b,d). Although a certain degree of decorrelation is present for small
values of N the high value of the synaptic delays do not allow the required precise
tracking for large values of N and the network eventually reaches a highly correlated
state that results in strong oscillations (fig. 3.9b, inset). The role of the delay in in-
hibition in generating network oscillations has been previously studied [Lindner et al.,
2005].
These results reinforce the idea that tracking is a necessary condition for decorrelation
to take place. In the previous chapter we have analytically shown that for densely
connected networks of strongly coupled neurons, tracking is also a sufficient condition.
We finish this parameter study by introducing more realistic values of synaptic fil-
ters and membrane potential time constants. Inhibitory synaptic filters are slower
than excitatory ones [Smith et al., 2000], something that is often used in modeling
work [Brunel and Wang, 2003, Mazzoni et al., 2008]. The membrane time constant
of excitatory neurons is longer than the membrane time constant of inhibitory cells
[McCormick et al., 1985], a fact also used often in modeling studies [Brunel and Wang,
2003, Mazzoni et al., 2008]. In fig. 3.10 we show the results obtained for synaptic decay
time constants τEd = 3.5 ms (70% of its original value), τ
I
d = 5 ms and membrane time
constants τEm = 22 ms and τ
I
m = 9 ms. Rastergram in fig. 3.10a shows that neurons fire
in an independent way. We quantify the cross-correlation by measuring spike-count
cross-covariances. Up to the largest simulated networks, we observe that they tend to
similar asymptotic limits2, in a way similar to those obtained for the network discussed
in fig. 3.2. Total current cross-correlation coefficients (fig. 3.10c) do not decay for
the largest networks. It should be remembered that cross-correlation coefficients were
computed from the zero-lag cross-covariance function and thus do not take into account
the fast characteristic time-scale previously mentioned. When taken into account, one
finds that membrane potential cross-correlations decay as 1/N (fig. 3.10d).
2Dashed lines in fig. 3.10 were calculated via eqs. 3.29-3.32 with the values of Aα computed when
synaptic filters of excitation and inhibitions are different (see Appendix 3-A)
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Figure 3.9: Effect of synaptic delays. a) Population-averaged cross-covariances of the spike-count
of pair of neurons (T = 80 ms) for different neuron pair types for networks with a uniform distribution
of synaptic delays (from 0.1 to 0.5 ms). Dashed lines correspond to the theoretical prediction in eqs.
3.28,3.29, 3.30 with the value of ACα (0)(T ) numerically computed from the simulation of the largest
network (N = 32000) (∼ O(1/N)). Same color code as in 3.2. b) Same as in (a) but for a case
where synaptic delays are the same for all the synapses (0.8 ms). Dashed lines were calculated
from eqs. 3.28,3.29, 3.30 with the value of ACα (0)(T ) numerically computed from the simulation of
N = 16000. Results for N = 32000 are not plotted. b) Inset Rastergram of 1000 excitatory cells
(N = 32000). c) Absolute value of the population-averaged cross-correlation coefficients between
the current components and between the total currents afferent to a pair of excitatory neurons in
networks with uniform distribution of delays (from 0.1 to 0.5 ms). Same color conventions as in figure
3.2. Cross-correlation coefficients of excitatory-inhibitory current components (magenta squares) were
originally negative. d) Same as before but for networks where synaptic delays are the same for all the
synapses.
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Figure 3.10: Effect of different synaptic filters and membrane time constants. Simulation
of a network with synaptic delays, different synaptic time constants for excitatory and inhibitory
synapses (τEd = 3.5 ms; τ
E
d = 5 ms) and different membrane time constant for excitatory and inhibitory
cells (τEm = 22 ms; τ
E
m = 9 ms;). a) Rastergram of 1000 excitatory cells (N = 32000). b) Population-
averaged cross-covariances of the spike-count of pair of neurons (T = 80 ms) . Dashed lines correspond
to the theoretical prediction in eqs. 3.28-3.30 with the value of ACα (0)(T ) numerically computed from
the simulation of the largest network (N = 32000) (∼ O(1/N)). Same color code as in 3.2. c) Absolute
value of the population-averaged cross-correlation coefficients between the current components and
between the total currents afferent to a pair of excitatory neurons. Same color conventions as in figure
3.2. Cross-correlation coefficients of excitatory-inhibitory current components (magenta squares) were
originally negative. d) Population-averaged cross-correlation coefficients of membrane potentials of
excitatory pairs of cells. Dashed line represents a O(1/N) scaling.
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In conclusion, the analysis of the effect of varying model parameters has revealed that
time related parameters, such as synaptic delay distributions or synaptic time con-
stants, have the largest impact on dynamic decorrelation and they impose limits to
the region where the densely connected network stays in the asynchronous regime. We
have shown that for realistic values of the parameters, the asynchronous state can be
sustained. Interestingly, a larger connection probability does not disrupt the asyn-
chronous regime, in spite of the larger interaction between neurons that it produces.
Notice that biophysical models as the LIF are relevant for a study of time-related pa-
rameters, what is impossible to do in simpler models such as the one in Renart et al.,
2010 with binary neurons, in which time-related parameters are defined in a rather
artificial way.
3.6 Discussion
We have shown that asynchronous states are possible in balanced densely connected
networks of strongly coupled LIF neurons. For the descriptional purpose, we separated
the decorrelation process into three stages regarding the firing activity, synaptic cur-
rents and membrane potentials. By means of a self-consistent scheme we related these
three different stages. We showed that the components of the synaptic currents (i.e.
excitatory, inhibitory and external input) that arrive to a pair of neurons are highly
correlated even if the firing activities of them are not. This is due to the large amount of
inputs that neurons in the network share. Nevertheless, similarly to the case of binary
neurons [Renart et al., 2010], total current cross-correlations are low. To see how these
correlations are transmitted to the cell we have found that, not just the peak value of
total current cross-correlations but the whole cross-covariance function determines the
smaller cross-correlations of neuron’s membrane potentials. Finally, a statistical model
was proposed to explain the transfer of cross-correlation from membrane potentials to
spike-counts.
The scaling defined in this work is the same as the one employed in Renart et al., 2010
for the study of binary networks and the results are compatible. In Ginzburg and Som-
polinsky, 1994, dense networks (p ∼ O(1)) of weakly connected (J ′s∼ O(1/N)) binary
neurons were studied. In such case, the degree of correlation is small and depends
exclusively on the values of the couplings: the stronger the couplings the stronger the
correlations. Similar scaling can be found in Toyoizumi et al., 2008 for spiking neurons.
However, it is easy to show that this scaling implies a vanishing recurrent input noise
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in the limit N →∞. Besides, it cannot account for the experimentally found high val-
ues of current components cross-correlations [Renart et al., 2010, Graupner and Reyes,
2013].
One important conclusion of our work is that the activity of the excitatory neurons is
tracked by the inhibitory ones. This recurrent mechanism was found to be the final
cause of decorrelation in binary networks [Renart et al., 2010]. We reported that it
is also the responsible for decorrelation in LIF networks. Our study suggests that if
synapses have a short but finite delay in the transmission of spikes to inhibitory cells
then there might exist a network size from which the decorrelation mechanism no longer
works correctly. However, we have shown that for realistic network sizes and synaptic
delay distributions our results are still valid. We have also shown that for typical values
of synaptic and membrane potential time constants, decorrelated states are possible.
This type of parameter study cannot be performed with binary neurons [Renart et al.,
2010], where characteristic time constants are defined in a rather artificial way with no
clear biophysical meaning.
Recent works have pointed out the role of inhibition in decorrelation. In Tetzlaff et al.,
2012, inhibition was found to diminish the value of spike-count cross-covariances in
finite size homogeneous networks of LIF neurons. As mentioned in previous chapters,
the results for this kind of networks are qualitatively different (see Appendix 3-A5).
We find that in strongly and densely connected heterogeneous networks tracking of
excitatory fluctuations by the inhibition is a necessary and sufficient condition for
decorrelation to take place (see previous chapter for more details).
In Bernacchia and Wang, 2013 the suppression of cross-correlations by recurrent in-
hibition was studied with a rate model. The scaling of parameters is the same as
the one described here. They found that the peak of the rate cross-covariance func-
tion and its characteristic time constant behave as O(1/
√
N). Although rate models
have proved to be useful, equations in those models are intrinsically phenomenologi-
cal. Here, we have found similar results in more realistic and biophysically supported
spiking networks. The fast time-scale appears as a consequence of the convergence to
an asymptotic state in which spike-train cross-covariance functions are determined by
the delta-shaped auto-covariance functions.
Apart from the already mentioned works, some efforts have been put recently on the
study of cross-correlations in the LIF networks using the linear response approximation.
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In Pernice et al., 2011, Trousdale et al., 2012 a method to compute cross-correlations is
described. Such method is based on decomposing the networks into motifs and adding
their contribution to the total cross-correlation. Motifs are described as subnetworks
connecting two neurons through a number of intermediate neurons, that determine the
order of the motif. This theory can be useful to compute cross-correlations for more
complex architectures. Computations in these works were done assuming the synaptic
coupling are O(1/N), i.e, J = j
N
, with j ∼ O(1). The theory works very well for small
values of the j’s although the accuracy is small for high values of the j’s [Trousdale
et al., 2012]. The contribution of inhibition to decorrelate the network is also pointed
out. Notice that, as we mentioned above, the scaling of the synaptic couplings em-
ployed cannot explain the high values of cross-correlation between current components
if one assumes dense connectivity.
Experimental studies have pointed out that inhibitory currents follow excitatory ones
with delays in the order of some milliseconds [Pouille and Scanziani, 2001, Wehr and
Zador, 2003, Gabernet et al., 2005]. This tracking has been revealed to be a good
mechanism for the neurons to operate as coincidence detectors [Pouille and Scanziani,
2001, Wehr and Zador, 2003] and to sharpen tuning to specific stimuli [Cafaro and
Rieke, 2010]. Here we suggest that the observed tracking is a fundamental part of the
decorrelation process in natural neural networks.
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Appendix 3-A. Cross-correlations self-consistent the-
ory
In this appendix we show analytically the cancellation of cross-correlations of neu-
rons’ activities in networks of LIF neurons with fast synaptic filters. The scheme of
the demonstration is based on the one presented in Renart et al., 2010. We first as-
sume that the network is asynchronous in the steady states. With this assumption, we
will develop equations to obtain self-consistent expressions for the population-averaged
spike train cross-covariance functions. After this, we will show that there are solutions
to these equations in which the network is indeed asynchronous.
As an approximation to the response of one neuron to a synaptic current we will adopt
the linear response approach [Brunel and Hakim, 1999, Lindner and Schimansky-Geier,
2001, Lindner et al., 2005]. Such a framework describes the response of a neuron to
a small current when the neuron is receiving noise3. The state of the neuron when
receiving only noise can be considered the non-perturbed state and the response to the
small current a perturbation. In the next section we will characterize both the non-
perturbed state and the perturbation in a recurrent network by means of a study of the
synaptic currents. Later we will derive self-consistent equations for the cross-covariance
functions and solve them using a perturbative technique.
3-A1. Characterizing input currents in terms of neuronal ac-
tivity
We first study the statistics of the synaptic currents in the network. Let Iαi (t) be
the total current that reaches neuron (i, α):
Iαi (t) =
∑
(j,β)
mαβij J
αβ
ij s
β
j (t) =
=
∑
(j,β)
mαβij J
αβ
ij (jsyn ∗ yβj )(t) (3.44)
where mαβij is the connectivity matrix and we have assumed that the synaptic filter
jsyn(t) is identical for all the neurons. The current temporal average value is:
3Linear response kernel for white noise has been analytically calculated in Brunel and Hakim,
1999, Lindner and Schimansky-Geier, 2001 while white noise filtered by fast synapses was calculated
in Fourcaud and Brunel, 2002
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< Iαi (t) > =
∑
(j,β)
mαβij J
αβ
ij Gν
β
j , (3.45)
where G ≡ ∫∞−∞ jsyn(t)dt and νβj is the rate of neuron j in population β. Averaging
over the neurons in a given population we have:
< Iα(t) > ≡ µα = G
∑
β
NβpJ
αβνβ, (3.46)
where p is the connection probability and Nβ is the number of neurons in population
β. The firing rate can be calculated by imposing that the population-averaged mean
current is O(1) (see Appendix 2-A). Using the notation δx ≡ x− < x >, we calculate
the variance of the current as:
< (δIαi (t))
2 > = <
∑
(j,β)
mijJ
αβ
ij (jsyn ∗ δyβj )(t)
∑
(k,β′)
mikJ
αβ′
ik (jsyn ∗ δyβ
′
k )(t) >(3.47)
Averaging over neurons, we can write:
[< (δIαi (t))
2 >] =
∑
β
Nβp(1− p)J (2) αβ[< ((φsyn ∗ δyβj )(0))2 >] + cαα(0)(3.48)
where cαα(0) is the population-averaged zero-lag cross-covariance of the synaptic cur-
rents of neurons in population α and φsyn(τ) is:
φsyn(τ) =
∫ ∞
−∞
jsyn(τ)jsyn(τ + t)dt. (3.49)
3-A2. Self-consistent equations
Recurrent-recurrent pairs
In this section we will derive equations for the population-averaged cross-covariance
functions of spike trains. We proceed as follows: we are interested in calculating the ef-
fect of the activity of neuron (i, α) on neuron (j, β). To do this, we assume that neuron
(i, α) emits a spike train yαi (t), without caring about how the other neurons contribute
to that spike train. We calculate the effect of the spike train yαi (t) on the activity of
neuron (j, β). By proceeding like this we are artificially breaking the recurrency of the
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network and transforming the problem into a feedforward one. Since the recurrency
loop is not closed we expect our equations for rαβij (τ) ≡< δyαi (t)δyβj (t+τ) > to be valid
only for values of τ ≥ 0 and will denote this part of the solution as rαβ+, ij(τ). Notice that
to calculate the cross-covariance function for τ < 0 we can just interchange the roles of
neuron (i, α) and (j, β), or take into account the symmetry relation: rαβij (τ) = r
βα
ji (−τ)
To start with, we assume that the total current arriving to neuron (j, β), Iβj (t), is
a Gaussian random variable. We can decompose this current into two uncorrelated
contributions, I¯jic (t) and I¯
β;(0)
j (t), where the current I¯
β;(0)
ji (t) is also uncorrelated to the
spike train yαi (t)
4:
Iβj (t) = I¯
ji
c (t) + I¯
β;(0)
ji (t) (3.50)
Assuming that in the asynchronous state I¯jic (t) is a small current, the spike train, y
β
j (t)
can be approximated using the linear response equation:
yβj (t) ' y¯β;(0)j (t) +
∫ ∞
0
Rβj (t
′)δI¯jic (t− t′)dt′, (3.51)
where y¯
β;(0)
j (t) is the spike train produced in the absence of δI¯
ji
c (t) and R
β
j (t) is the
linear response kernel, which should be computed with the value of the mean and
variance of the current given by eqs. 3.46 and 3.47 5. We calculate the cross-covariance
function as:
rαβ+ ij(τ) = < δy
α
i (t)δy
β
j (t+ τ) > = < δy
α
i (t)δy¯
β;(0)
j (t+ τ) >
+ < δyαi (t)(R
β
j ∗ δI¯jic )(t+ τ) >, (3.52)
where * denotes the convolution operator. Notice that, by construction, the first term
on the right hand side is zero, while the second one can be written as:
< δyαi (t)(R
β
j ∗ δI¯jic )(t+ τ) > = < δyαi (t)
(
(Rβj ∗ δIβj )(t+ τ)− (Rβj ∗ δI¯β;(0)ji )(t+ τ)
)
> =
= < δyαi (t)(R
β
j ∗ δIβj )(t+ τ) >, (3.53)
4It can be shown that this decomposition is always possible if Iβj (t) and y
α
i (t) are not fully cor-
related, i.e., their correlation coefficient is <1. In our case, we assume (and later prove) that the
correlation between the two magnitudes is small and so the approach is valid.
5More precisely, Rβj should be evaluated with the values of the temporal mean current and variance
in eq. 3.45 and 3.47 once we have subtracted the contribution of I¯jic (t). I¯
ji
c (t) will be proved to be
small and one can omit the previous subtraction in the computation of Rβj (t)
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because, by construction, δI¯
β;(0)
ji is uncorrelated to y
α
i (t) . Expressing the current
Iβj (t+ τ) as a sum of the filtered pre-synaptic spike trains, we have:
rαβ+, ij(τ) = < δy
α
i (t)(m
βα
ji J
βα
ji R
β
j ∗ jsyn ∗ δyαi )(t+ τ) >
+ < δyαi (t)
∑
(k,α′)
k 6=i
(mβα
′
jk J
βα′
jk R
β
j ∗ jsyn ∗ δyα
′
k )(t+ τ) > . (3.54)
An equation equivalent to eq. 3.54 can be found in Tetzlaff et al., 2012, Helias et al.,
2013. In those works, the current generated by the spike pre-synaptic cell is consid-
ered to be small in order to apply the linear response approximation. In our case, the
relevant small magnitude is the correlated part of the current I¯jic (t). We will find that
the network is in an asynchronous state and, thus, I¯jic (t) is necessarily small.
After Fourier transforming eq. 3.54, we obtain:
r˜αβ+, ij(ω) = δy˜
α
i (ω)R˜
β
j (ω)δI˜
β
j (ω) =
= R˜βj (ω)˜syn(ω)
{
mβαji J
βα
ji a˜
α
i (ω)
+
∑
(k,α′)
α′∈E,I
k 6=i
mβα
′
jk J
βα′
jk r˜
αα′
+ ik(ω)
+
∑
(k,X)
mβXjk J
βX
jk r˜
αX
+ ik(ω)
}
. (3.55)
We assume that, when averaging over pairs, the dynamical properties of the network
and the synaptic couplings are independent magnitudes [Renart et al., 2010], i.e., for
example: [Jβαji δa˜
α
i (ω)] = [J
βα
ji ][δa˜
α
i (ω)]. Averaging eq. 3.55 over neurons in each popu-
lation, we have:
r˜αβ+ (ω) = R˜
β(ω)˜syn(ω)p
{
Jβαa˜α(ω) +NXJ
βX r˜αX(ω) +
∑
α′∈E,I
Nα′J
βα′ r˜αα
′
+ (ω)
}
,(3.56)
where we have defined R˜β(ω) ≡ [R˜βj (ω)]. Making the dependence of the synaptic
couplings on N explicit:
r˜αβ+ (ω) = R˜
β(ω)˜syn(ω)p
{ βα√
N
a˜α(ω) +
√
N
(
¯βX r˜αX(ω) +
∑
α′∈E,I
¯βα
′
r˜αα
′
+ (ω)
)}
,(3.57)
where jβα and ¯βα ≡ Nα
N
jβα are O(1) (see Methods). Eq. 3.57 is the Fourier transform
of eq. 3.20 in Results (section 2.3.1).
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External-recurrent pairs
In the previous derivation, one can assume that neuron i belongs to the population
X and proceed exactly in the same way as before to calculate rXα(τ). Notice that in
this case the equations that we find are valid for all values of τ , because the causality
conflict due to the recurrence in the network mentioned before is not present (the
connection of external neurons to recurrent neurons is purely feedforward):
rXαij (τ) = < δy
X
i (t)(m
αX
ji J
αX
ji R
α
j ∗ jsyn ∗ δyXi )(t+ τ) >
+ < δyXi (t)
∑
(k,α′)
(k 6=i)
(mαα
′
jk J
αα′
jk R
α
j ∗ jsyn ∗ δyα
′
k )(t+ τ) > . (3.58)
As mentioned, this last equation was derived for a feedforward connection and, thus,
is valid for all values of τ . It is formally identical to the one in Ostojic et al., 2009 for
this kind of architecture.
In frequency domain the equation for the average external-recurrent cross-covariance
function reads as:
r˜Xα(ω) = R˜α(ω)˜syn(ω)p
{
JαX a˜X(ω) +
∑
α′∈E,I
Nα
′
Jαα
′
r˜Xα
′
(ω)
}
. (3.59)
Making the dependence of JαX on N explicit, we have:
r˜Xα(ω) = R˜α(ω)˜syn(ω)p
{ jαX√
N
a˜X(ω) +
∑
α′∈E,I
√
N¯αα
′
r˜Xα
′
(ω)
}
. (3.60)
3-A3. Leading-order solution
Here we propose a perturbative approach to solve eqs. 3.57 and 3.60. We will use
a regular perturbation technique, similar to the one employed in Renart et al., 2010.
For a fixed value of ω = ω0, eqs. 3.57 and 3.60 can be solved by proposing a Taylor
series expansion of the form r˜αβ(ω0) =
∑
n
r˜αβ (n)(ω0)
n, where  ≡ 1/√N . The solution
to leading order is 6:
6To arrive to this solution one has to take into account that R˜α(ω0) is O(1). The linear response
kernel, depends on the statistics of the background noise. If a neuron receives a large number of
inputs, the afferent current is Gaussian and, as we have already seen, the mean and variance of the
current are O(1) for the studied regime (see fig. 3.2)
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r˜XE (2)(ω0) = AE a˜
X(ω0) (3.61)
r˜XI (2)(ω0) = AI a˜
X(ω0) (3.62)
r˜
EE (2)
+ (ω0) = A
2
E a˜
X(ω0)− a˜E (0)(ω0) (3.63)
r˜
II (2)
+ (ω0) = A
2
I a˜
X(ω0)− γI a˜I (0)(ω0) (3.64)
r˜
EI (2)
+ (ω0) = r˜+
IE (2)(ω0) = AEAI a˜
X(ω0). (3.65)
where γI ≡ NNI ∼ O(1) and Aα has been defined in eqs. 2.78 and 2.79 and can be
rewritten in matrix notation as:
Aα = −
∑
β
(¯βα)−1¯αX (3.66)
We have assumed that jβα is invertible. This is always the case if the networks are
not homogeneous 7 and we are in the balanced regime described in Appendix 2-A. For
homogeneous networks it is easy to show that the system is degenerate, thus other
techniques must be used. The differences between homogeneous and heterogeneous
networks are not trivial and conclusions derived in homogeneous networks do not ex-
trapolate to heterogeneous ones. Here, we restrict our conclusions to the latter, which
we consider is the physically meaningful one. We will discuss the case of homogeneous
networks in section 3-A5.
Proceeding in this way for all values of ω, we can take the inverse Fourier transform of
eqs. 3.61-3.65. Taking into account the symmetry rαα
′
(−τ) = rα′α(τ) we arrive to:
rXE(τ) = 2AEa
X(τ) (3.67)
rXI(τ) = 2AIa
X(τ) (3.68)
rEE(τ) = 2(A2Ea
X(τ)− aE (0)(τ)) (3.69)
rII(τ) = 2A2I(a
X(τ)− γIaI (0)(τ)) (3.70)
rEI(τ) = rIE(τ) = 2AEAIa
X(τ). (3.71)
Eqs. 3.61-3.65 were derived keeping fixed the value of ω = ω0 , taking the limit N →∞
and preserving the leading order terms. We have then repeated the process for all val-
ues of ω. The product R˜α(ω)˜syn(ω) is, thus, O(1). Notice that ˜syn(ω) → 0 when
7In homogeneous networks the afferent currents and the neuronal dynamics do not depend on the
population the post-synaptic neurons belong to
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ω → ∞ and R˜α(ω) tends to a constant value in the case the synaptic noise is colored
[Fourcaud and Brunel, 2002]. Thus, R˜α(ω)˜syn(ω) → 0 when ω → ∞. Notice that, in
practice, one deals with a finite network of a given size Nc. In such a case, there is a
frequency ωc, such as for ω >> ωc, R˜
α(ω)˜syn(ωc) << 1/
√
Nc, and one can wonder if
the predictions derived assuming R˜α(ω)˜syn(ω) ∼ O(1) are still valid even when finite
networks are employed. Figs. 3.4b,c,d. show the cross-spectra, |r˜αα′(ω)|2. At finite
N , the theory predicts well the low frequency limit but for high ω the prediction is no
longer accurate. The peak in the cross-spectra calculated directly from the simulation
gives us the value of ω where the discrepancy between theory and simulation is maxi-
mal. Notice, that it moves to large values of ω with N , i.e., for N →∞ the maximum
occurs at ω →∞.
In the time domain, this fact appears in the following way. First notice that aE(τ)
and aI(τ) have almost no structure apart from the peak at τ = 0, ( |a˜α(ω)|2 are rather
flat (fig. 3.4a)). The fast time-scale (O()) at finite value of N of spike train cross-
covariance functions described in Results (section 2.3.2) should be understood as the
convergence to the delta-shaped limit implicit in eqs. 3.67-3.71 given the shape of,
aα(t).
Notice that equations 3.61-3.65 were derived in the case when all the synaptic filters
are identical. However, for a fixed value of ω = ω0 one can rescale the values of the
synaptic couplings:
˜
′ αβ(ω0)→ ˜αβsyn(ω0)jαβ, (3.72)
where we denote by ˜αβsyn(ω) the population-averaged synaptic filter of the connection
between a pre-synaptic neuron in population β with a post-synaptic neuron in popula-
tion α. Thus, for a fixed value of ω = ω0 formally identical equations to eqs. 3.61-3.65
hold true.
r˜XE (2)(ω0) = A˜
′
E(ω0)a˜
X(ω0) (3.73)
r˜XI (2)(ω0) = A˜
′
I(ω0)a˜
X(ω0) (3.74)
r˜
EE (2)
+ (ω0) = A˜
′
E(ω0)
2a˜X(ω0)− a˜E (0)(ω0) (3.75)
r˜
II (2)
+ (ω0) = A˜
′
I(ω0)
2a˜X(ω0)− γI a˜I (0)(ω0) (3.76)
r˜+
EI (2)(ω0) = r˜
IE (2)∗
+ (ω0) = A˜
′∗
E(ω0)A˜
′
I(ω0)a˜
X(ω0). (3.77)
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where A˜′E(ω0) and A˜
′
I(ω0) are defined analogously to AE and AI but using the values
j
′ αβ(ω0) given by eq. 3.72. (A˜
′∗
α (ω0) denotes the complex conjugate of A˜
′
α(ω0))
3-A4. Cancellation of the total current cross-covariance
As mentioned before, in the limit N → ∞, eqs. 3.61-3.65 are valid for all values
of ω. In that case, one can prove that the total current cross-covariance functions,
c˜αα
′
(ω), cancel for all the values of ω. Assuming that the synaptic filters are the same
for all types of synapses, using the expression of the total pre-synaptic current, Iαi (t),
(eq. 3.44) and the definition γα ≡ NNα , one can easily write, in the frequency domain:
c˜αα
′
(ω) = p2
∑
β
γ−1β j
αβjα
′βφ˜syn(ω)a˜
β(ω) + p2
∑
ββ′
N¯αβ ¯α‘β
′
φ˜syn(ω)r˜
ββ′(ω) =
= p2
∑
β
γ−1β j
αβjα
′β|˜syn(ω)|2a˜β(ω) + p2
∑
ββ′
N¯αβ ¯α‘β
′|˜syn(ω)|2r˜ββ′ (3.78)
where we have made use of:
φ˜(ω) ≡ F [φ(τ)] = ˜∗syn(ω)˜syn(ω) = |˜syn(ω)|2. (3.79)
Inserting the expressions for r˜ββ
′
(ω), given by eqs. 3.61-3.65, in eq. 3.78 we obtain that
the right hand side cancels to leading order. Thus, c˜αα
′
(ω) is at most O(). Notice,
however, that one can write eq. 3.78 in terms of the cross-covariance of the current
components, c˜αα
′
I;ββ′(ω), as:
c˜αα
′
(ω) =
∑
ββ′
c˜αα
′
I;ββ′(ω) (ββ
′) = (E, I,X) (3.80)
where:
c˜αα
′
I;ββ′(ω) = p
2γ−1β j
αβjα
′βφ˜syn(ω)a˜
β(ω)δββ′ + p
2N¯αβ ¯α
′β′φ˜syn(ω)r˜
ββ′(ω)
(3.81)
Substituting the values of r˜ββ
′
(ω) (Fourier transform of eqs. 3.67-3.71) previously found
in eq. 3.81 one finds that they are O(1). Thus, the cancellation of the leading order
in eq. 3.78 comes from the sum of the current components cross-covariances and not
from their small values.
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The integral of c˜αα(ω) gives cαα
′
(0). Specifically:
cαα
′
(0) =
1
2pi
∫ ∞
−∞
c˜αα
′
(ω)dω (3.82)
Because of the linearity of the integral, we conclude that cαα
′
(0) is O() at most. Our
simulation shows that cαα
′
(0) = O() and a fast time-scale of the same order appears
so that the integral of the cross-covariance function is O(2).
If the synaptic filters depend on the type of synapses, one can still prove that a similar
cancellation occurs using eqs. 3.73-3.77. However, fig. 3.10c shows that the zero-lag
cross-covariance of the total current is small but does not decay with N . As we have
already mentioned, for a finite network our theory is expected to work well at low
frequencies, so it should not be surprising that the scaling behavior of the peak of
the cross-covariance function is not well predicted (although in the case with identical
synaptic filters for all the synapses it worked well, see fig. 3.2h). Fig. 3.10d shows
that the cross-covariance of membrane potentials exhibits a cancellation O(2). In Ap-
pendix 3-B, we explain that the cross-covariance function of the membrane potential
can be calculated from the cross-covariance function of the total current convolved with
an exponential kernel. This operation implies the integration of the cross-covariance
function of the total current, which is related to the low frequency values of its Fourier
transform. Then, although the zero-lag cross-covariance function of the total current
does not show the expected cancellation, magnitudes related to the integral of this
function do reflect it.
Analogously, one can show that A˜Xα(ω) ≡ [< δyXj (t)δIαi (t + τ) >] (α = E, I) also
cancels to leading order.
Notice that we have recovered the starting point in chapter 2: the cancellation of total
current cross-covariances. We have shown that an asynchronous state exists so the
conclusions derived in chapter 2 apply in this case.
3-A5. Special case: Homogeneous networks
In this section we will study the case of homogeneous networks. Homogeneous
networks are characterized by statistically equivalent afferent couplings of recurrent
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neurons, no matter the population the post-synaptic neuron belongs to. The charac-
teristic membrane time and refractory time are also statistically equivalent for all the
populations. Thus, we have:
¯IX = jEX ≡ jX (3.83)
¯II = jEI ≡ jI (3.84)
¯IE = jEE ≡ jE (3.85)
R˜I(ω) = R˜E(ω) ≡ R˜(ω) (3.86)
The last identity arises because the linear response kernel depends only on the proper-
ties of the membrane filter and on the afferent currents’ statistics, which can be trivially
proved to be independent of the neuron’s population given the values of the synaptic
couplings. In such circumstances, the magnitudes AE and AI previously defined di-
verge. Notice that, these magnitudes appeared when one calculates the balanced firing
rates (eq. 2.77, Appendix 2-A), and one solves the uncoupled systems of equations
that determine the cross-covariance functions (eqs. 3.57 and 3.60). The divergence oc-
curred because the inverse matrix of ¯αβ does not exist. This is a sign that the system
of equations is degenerated and some other technique must be used.
First, we calculate the firing rates as we did in Appendix 2-A. If the afferent currents
and the neurons’ parameter are identical the firing rates of excitatory and inhibitory
neurons must be identical: νI = νE ≡ ν. Thus, from eq. 2.77:
ν = − ¯
X
(¯E + ¯I)
νX (3.87)
where we have defined ¯α ≡ Nα
N
jα. Last equation imposes that |¯I | > ¯E in order for ν
to have physically plausible values.
For the case of spike trian cross-covariance functions, we start by solving the case of
external-recurrent cross-covariances, rXα(ω). Eq. 3.60 allows us to write:
r˜Xα(ω) = R˜(ω)˜syn(ω)p
{
¯X√
N
a˜X(ω) +
√
N(¯E r˜XE(ω) + ¯I r˜XI(ω))
}
. (3.88)
Notice that the right-hand side of the last equations does not depend on α. Thus
r˜XE(ω) = r˜XI(ω). Using this relationship reduces the system of two equations to one
unique equation. At a fixed value of ω = ω0 one can solve it at leading order by
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proposing Taylor series expansion of the form r˜XI(ω0) = r˜
XE(ω0) =
∑
n
r˜XE (n)(ω0)
n,
where  ≡ 1/√N :
r˜XE(ω0) = r˜
XI(ω0) = −2 j
X
jE + γ−1I j
aX(ω0) (3.89)
For the cross-covariance functions r˜EE(ω), r˜EI(ω), r˜II(ω) and r˜IE(ω) eq. 3.57 also
represents a degenerated system of equations in the case of homogeneous networks.
We write explicitly eq. 3.57 for a homogeneous network:
r˜EE+ (ω) = R˜(ω)˜syn(ω)p
{ jE√
N
a˜E(ω) +
√
N
(
¯X r˜EX(ω) + ¯E r˜EE+ (ω) + ¯
I r˜EI+ (ω)
)}
(3.90)
r˜II+ (ω) = R˜(ω)˜syn(ω)p
{ jI√
N
a˜I(ω) +
√
N
(
¯X r˜IX(ω) + ¯E r˜IE+ (ω) + ¯
I r˜II+ (ω)
)}
(3.91)
r˜EI+ (ω) = R˜(ω)˜syn(ω)p
{ jE√
N
a˜E(ω) +
√
N
(
¯I r˜EX(ω) + ¯E r˜EE+ (ω) + ¯
I r˜EI+ (ω)
)}
(3.92)
r˜IE+ (ω) = R˜(ω)˜syn(ω)p
{ jI√
N
a˜I(ω) +
√
N
(
¯X r˜IX(ω) + ¯I r˜II+ (ω) + ¯
E r˜IE+ (ω)
)}
(3.93)
Notice that one can write:
r˜EI+ (ω) + r˜
IE
+ (ω) = r˜
EE
+ (ω) + r˜
II
+ (ω) (3.94)
Using this identity one can reduce the previous system of four dependent equations
to three independent ones. Besides one has, by construction, r˜EI+ (ω) = r˜
IE ∗
+ (ω). Per-
forming the perturbative method explained before one can see that at leading order
r˜EI+ (ω) necessarily has to be real, i.e., r˜
EI
+ (ω) = r˜
IE
+ (ω). Using this identity and after
some algebra we arrive to:
r˜II+ (ω0) = 
2 a˜
X(ω0)j
X 2 − a˜(0)(ω0)(γ−1I jI 2 − jE 2 + 2jEjI)
(jE + γ−1I jI)2
(3.95)
r˜EE+ (ω0) = 
2 a˜
X(ω0)j
X 2 − a˜(0)(ω0)(jE 2 − γ−1I jI 2 + 2jEjI)
(jE + γ−1I jI)2
(3.96)
r˜EI+ (ω0) = r˜
IE
+ (ω0) = 
2 a˜X(ω0)j
X 2 − 2a˜(0)(ω0)jEjI
(jE + γ−1I jI)2
(3.97)
where a˜(0)(ω0) ≡ a˜E (0)(ω0) = a˜I (0)(ω0) in a homogeneous network. One can easily
prove that these expressions for the cross-covariance functions do not imply the track-
ing of the external firing rate that we mentioned before. One must take into account
that this is a very marginal case and, thus, it is not biophysically relevant. Con-
clusions derived using these networks do not extrapolate to the more typical case of
heterogeneous networks.
82 3. Decorrelation in LIF networks with fast synaptic kinetics
3-A6. Finite-size solution
In this section we explain a method to solve the system of equations eqs. 3.57 and
3.60 assuming N is finite. The solution provides information about how the asymp-
totic limit described by eqs. 3.67-3.71 is reached. As we explained in section 3.4, an
approximation for the function R˜α(ω)˜syn(ω) must be made in order for the system
to be analytically tractable. We approximate R˜α(ω)˜syn(ω) similarly to Ostojic et al.,
2009:
R˜α(ω)˜syn(ω) ' k
α
τ¯−1α + iω
(3.98)
As explained in Ostojic et al., 2009, this approximation consists in taking the first term
of the Laurent series of the function R˜α(ω)˜syn(ω). Besides, we assume that we are
in the parameter region in which no resonance for the function R˜α(ω)˜syn(ω) appears,
i.e., τ¯α is real. This is the case provided the synaptic noise is large enough [Ostojic
et al., 2009]. Notice also that eq. 3.98 reads in the time domain as (Rα ∗ jsyn)(τ) =
Θ(τ)kαe−
τ
τ¯α , as in Tetzlaff et al., 2012.
R˜α(ω) is a function of the afferent current statistics. These depend on N . Thus, one
should calculate R˜α(ω) for a given N and solve the equation for each value of N . How-
ever, as we have already pointed out, if N is large enough the incoming current can be
considered a Gaussian variable whose mean and standard deviation almost do not vary
with N (see figs. 3.2b,c). Thus, R˜α(ω) can be considered independent of N , provided
N is large enough.
We start by solving the equation for r˜Xα(ω). With the previous approximation, eq.
3.60 reads as:
r˜Xα(ω) =
kα
τ¯−1α + iω
p
{ jαX√
N
a˜X(ω) +
∑
α′∈E,I
√
N¯αα
′
r˜Xα
′
(ω)
}
. (3.99)
iωr˜Xα(ω) = −τ¯−1α r˜Xα(ω) + kαp
{ jαX√
N
a˜X(ω) +
∑
α′∈E,I
√
N¯αα
′
r˜Xα
′
(ω)
}
.(3.100)
We propose an Ansatz for r˜Xα(ω):
r˜Xα(ω) =
{
C0
uα
−λ+ iω + C1
uα ∗
−λ∗ + iω
}
kαp
jαX√
N
a˜X(ω) (3.101)
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where uα, uα ∗ are the complex eigenvectors of the matrix Λαα
′ ≡ √Npkα¯αα′− τ¯−1α δαα′ ,
λ, λ∗, are the associated complex eigenvalues and C0, C1 are some constants to be
determined. We have assumed that Λαα
′
has eigenvalues with non-null imaginary and
real parts. Inserting the Ansatz in eq. 3.100 and after some algebra one finds that:
1 = C0u
α + C1u
α ∗. (3.102)
Since the eigenvectors are orthogonal, and thus linearly independent, this system of
equations univocally determine the values of C0 and C1. It is also easy to see that
C1 = C
∗
0 .
Taking into account that aX(τ) = νXδ(τ), and assuming Re(λ) < 0, eq. 3.101 in the
time space reads as:
rXα(τ) = Θ(τ)νX
jαX√
N
e−v
√
N)τ
{
2Re(C0u
α)cos(w
√
Nτ)− 2Im(C0uα)sin(w
√
Nτ)
}
(3.103)
with v
√
N ≡ Re(λ) and w√N ≡ Im(λ). Notice that the amplitude of rXα(τ) is O(),
the frequency of the oscillation is O(−1) and the damping characteristic time is O().
Last equation can be written as:
rXE(τ) = Θ(τ)ΓEνXkEp
jEX√
N
e−(v
√
N)τcos(w
√
Nτ + φE) (3.104)
rXI(τ) = Θ(τ)ΓIνXkIp
jIX√
N
e−(v
√
N)τcos(w
√
Nτ + φI) (3.105)
(3.106)
where the constants Γα and φα can be calculated from C0 and u
α. Notice that they do
not depend on N :
Γα ≡
√
(2Re(C0uα))2 + (2Im(C0uα))2 (3.107)
φα ≡ tan−1
(Im(C0uα)
Re(C0uα)
)
(3.108)
For the case of r˜αα
′
(ω), (α, α′) = (E, I), we use the same approximation for the function
R˜α(ω)˜syn(ω), eq. 3.57. Eq. 3.98 reads as:
r˜αβ+ (ω) =
kβ
τ¯−1β + iω
p
{ βα√
N
a˜α(ω) +
√
N
(
¯βX r˜αX(ω) +
∑
α′∈E,I
¯βα
′
r˜αα
′
+ (ω)
)}
, (3.109)
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Notice that this last equation is formally identical to the case r˜Xα(ω), eq. 3.99, but
now the role of a˜X(ω) is played by a linear combination of a˜α(ω) and r˜βX(ω). We
propose an Ansatz of the form:
r˜αβ+ (ω) =
(
D0
uβ
−λ+ iω +D1
uβ ∗
−λ∗ + iω
)
kαp
( βα√
N
a˜α(ω) +
√
N¯βX r˜αX(ω)
)
(3.110)
where D0 and D1 are constants to be determined. It is trivial to show that this is
the correct form of the solution. We skip the details of the calculation because they
are very similar to the previous case. We approximate the auto-covariances functions
aα(τ) ' ναδ(τ), where να is the firing rate obtained with the balanced equations in
Appendix 2-A. Notice that να is calculated at leading order in N . Strictly, aα(τ) is
a function of N . However, as we discussed previously for the case of R˜α(ω), a˜α(ω) is
a finite magnitude and in practice, one can neglect the O() corrections if N is large
enough (see fig. 3.4a). Proceeding like this, we arrive to the following result:
r
EE
(τ) = k
E
pΓ
E
(
ν
E j
EE
√
N
cos(w
√
N|τ | + φE) + Γ
E
√
N
ν
X
j
EX
¯
EX
k
E
p(Υcos(w
√
N|τ | + 2φE + Φ) + 1
4v
cos(w
√
N|τ |))
)
× e−v
√
N|τ| (3.111)
r
II
(τ) = k
I
pΓ
I
(
ν
I j
II
√
N
cos(w
√
N|τ | + φI ) + Γ
I
√
N
ν
X
j
IX
¯
IX
k
I
p(Υcos(w
√
N|τ | + 2φI + Φ) + 1
4v
cos(w
√
N|τ |))
)
× e−v
√
N|τ| (3.112)
r
IE
(τ) =

kIpΓI
(
νE j
IE
√
N
cos(−w√Nτ + φI )
+ Γ
E√
N
νXjEX ¯IXkEp(Υcos(−w√Nτ + φI + φE + Φ) + 1
4v
cos(−w√Nτ + φI − φE))
)
× ev
√
Nτ , τ ≤ 0
kEpΓE
(
νI j
EI
√
N
cos(w
√
Nτ + φE)
+ Γ
I√
N
νXjIX ¯EXkIp(Υcos(w
√
Nτ + φI + φE + Φ) + 1
4v
cos(w
√
Nτ + φE − φI ))
)
× e−v
√
N)τ , τ > 0
(3.113)
where:
Φ ≡ tan−1
( v
w
)
Υ ≡ 1
4
√
v2 + w2
(3.114)
3-A7. Comparison with binary networks
We show that the formalism presented here for LIF neurons can be directly com-
pared with the techniques in binary neurons, [Renart et al., 2010]. To show this,
let us suppose a simplified example in which the synaptic function jsyn(t) is just an
exponential function, which in the frequency domain can be written:
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˜syn =
1
τ−1s + iω
. (3.115)
We start with equation 3.58 and substitute the value of ˜syn(ω):
r˜Xαij (ω) = R˜
α
j (ω)
1
τ−1s + iω
{
mαXji J
αX
ji a˜
X
i (ω) +
∑
(k,β)
k 6=i
Jαβjk r˜
Xβ
ik (ω)
}
, (3.116)
iωr˜Xαij (ω) = −τ−1s r˜Xαij (ω) + R˜αj (ω)
{
mαXji J
αX
ji a˜
X
i (ω) +
∑
(k,β)
k 6=i
Jαβjk r˜
Xβ
ik (ω)
}
(3.117)
Taking the Fourier inverse transform and multiplying by τ−1s one gets:
τs
d
dτ
rXαij (τ) = −rXαij (τ) +
(
Rαj ∗
{
mαXji J
αX
ji a
X
i +
∑
(k,β)
k 6=i
Jαβjk r
Xβ
ik
})
(τ). (3.118)
This equation is formally identical to the one in [Renart et al., 2010](SOM, non-
numbered equation above eq. (19)) when τ =0. Similarly one can show the analogy
for recurrent-recurrent cross-correlations in binary and LIF networks.
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Appendix 3-B. Linking current and membrane po-
tential correlations
Here we will obtain a relationship between membrane potential and total current
cross-covariances.
In the LIF model the input current and the membrane potential of one neuron in which
the spike mechanism is disabled are related via a convolution.
V αi (t) = (fV I ∗ Iαi )(t), (3.119)
where fV I(t) = Θ(t)τ
−1
m e
− t
τm . We have seen that the decorrelation of the membrane
potentials of spiking neurons is very similar to the one of non-spiking ones (fig. 3.2k),
so we can describe membrane potential cross-covariances by using formulae obtained
for neurons that do not fire. The cross-covariance between the membrane potentials of
neurons (i, α) and (k, β) can be expressed in terms of the cross-covariance of the total
currents afferent to those neurons (for more details see [Tetzlaff et al., 2008])
cαα
′
V, ik(τ) = < δV
α
i (t)δV
α′
k (t+ τ) >= (φV I ∗ cαα
′
ik )(τ), (3.120)
where φV I(τ) =
∫
fV I(τ)fV I(τ + s)ds, i.e.
φV I(τ) =
e−
|τ |
τm
2τm
(3.121)
Averaging eq. 3.120 over neurons in populations α and α′, we obtain:
cαα
′
V (τ) = (φV I ∗ cαα
′
)(τ) (3.122)
At τ = 0, cV is, by definition, the population-averaged zero-lag cross-covariance of the
membrane potentials between neurons in populations α and α′. Under the parameter-
ization in eq. 3.33, one obtains the membrane potential zero-lag cross-covariance in
terms of the parameters AN , ωN and τN .
CCV ∝ AN τm + τN
τ 2mτNω
2
N
(
1 +
(
τm + τN
ωNτNτm
)2)−1
, (3.123)
which is eq. 3.34 in the Results section.
88 3. Decorrelation in LIF networks with fast synaptic kinetics
Appendix 3-C 89
Appendix 3-C. Linking membrane potential and spike-
count cross-correlation coefficients
The description employed in Appendix 3-A, explains in a self-consistent way how spike-
counts and total currents of pairs of neurons are decorrelated. The reason why the
behaviour of membrane potentials are not needed in the self-consistent theory previ-
ously explained is the following. By using the linear response approximation in eq.
3.50, we link the effect of incoming currents to the generation of spike trains bypassing
the effect of the membrane filter. Just for completeness, we will explain here how the
cross-correlations in the membrane potentials are transmitted to the spike-counts. It is
not the intention of this appendix to explain this in a rigorous mathematical way, but
to qualitatively show that the cross-correlation coefficients of both magnitudes should
have the same scaling. Here we use a statistical model proposed by [Dorn and Ringach,
2003] to relate membrane potential and spike-count cross-correlation coefficients. To
make the exposition clearer, we use a notation different from the one used in the Re-
sults section.
The model assumes that the joint distribution of the membrane potentials V αi ≡ a and
V βj ≡ b of cells (i, α) and (j, β) can be written, at a fixed time, as
g(a, b) =
1
2pimq
√
1− c2 e
− 1
2(1−c)
(
(a−<a>)2
m
+
(b−<b>)2
q
− 2c(a−<a>)(b−<b>)
mq
)
(3.124)
where ναi ≡ m and νβj ≡ q are the cells’ firing rates and c ≡ CCV ). The probability of
finding both a and b above Vth is denoted as P and interpreted as the probability of
both neurons firing together in a small window. This probability is
P =
1
2pi
√
1− c2
∫ ∞
a′th
∫ ∞
b′th
e−
1
2(1−c) (a
′2+b′2−2ca′b′)da′db′ =
= M(a′th)M(b
′
th) +
c
2pi
e−
a′2th+b′
2
th
2 +O(c2) (3.125)
where M(a′th) and M(b
′
th) are the firing probability of the two neurons
M(a′th) =
1
2
erfc
(
a′th√
2
)
; M(b′th) =
1
2
erfc
(
b′th√
2
)
(3.126)
Besides, a′ ≡ (a− < a >)/m, b′ ≡ (b− < b >)/q, a′th = (Vth− < a >)/m, b′th =
(Vth− < b >)/q and erfc(x) = 2√pi
∫∞
x
e−t
2
dt.
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The spike-count correlation coefficient, CCsc(T ), can be obtained form P , M(a
′
th) and
M(b′th) (see details in [Dorn and Ringach, 2003])
CCsc(T ) = M(a
′
th, b
′
th) c (3.127)
where M(a′th, b
′
th) is
M(a′th, b
′
th) ≡
1
2pi
e−
a′th
2
+b′th
2
2√
M(a′th)(1−M(a′th))M(b′th)(1−M(b′th))
. (3.128)
Let us see how eq. 3.127 determines the scaling of CCsc(T ) with network size. Param-
eters a′th ≡ (Vth− < V αi >)/ναi and b′th ≡ (Vth− < V βj >)/νβj do not depend on network
size. To see this, remember that the firing rates are O(1) (fig. 3.2a). As long as the
input current does not depend on N (fig. 3.2b), the mean membrane potentials are also
O(1). Thus, M(a′th, b
′
th) in eq. 3.127, which only depends on these parameters, does
not scale with network size. Therefore, CCsc(T ) scales in the same way as c ≡ CCV .
Eqs. 3.127-3.128 also give the dependence of the cross-correlation coefficient of the
spike-count on the average value of the membrane potentials. Expanding M(a′th) and
M(b′th) in powers of a
′
th and b
′
th respectively, we arrive to the relationship:
CCsc(T ) ' 2
pi
(
1− pi − 2
2pi
(
a′2th + b
′2
th
))
c, (3.129)
This last relationship shows that when the temporal-averaged membrane potentials
get far from the spiking threshold, the transmission of correlations to spiking activity
is less efficient. This is in agreement with previous studies [de la Rocha et al., 2007,
Cohen and Kohn, 2011]. It is important to note that the scaling of the spike-count
cross-correlation coefficients is not affected by this effect.
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Appendix 3-D. Estimating the function (Rα ∗ jsyn)(t)
In this appendix we focus on estimating the function Kα(ω) ≡ (Rα ∗ ˜syn)(t) that
appears in the computation of spike train cross-covariance functions (see Appendix
3-A). More specifically, we will determine the parameters kα and τ¯α assuming the
approximation in eq. 3.98. To do this, we look at the firing rate of a neuron when a
small current (jsyn ∗ Y )(t) is applied. In the linear response approximation the firing
rate of the neuron is:
ναi (t) = ν
α (0)
i +
(
Rαi ∗ (jsyn ∗ Y )
)
(t)
= ν
α (0)
i +
(
(Rαi ∗ jsyn) ∗ Y
)
(t)
= ν
α (0)
i +
(
Kαi ∗ Y
)
(t) (3.130)
where ν
α (0)
i is the firing rate of the neuron evoked by the background noise. Averaging
over neurons one has:
να(t) = να (0) +
(
Kα ∗ Y
)
(t) (3.131)
If one assumes that the approximation in eq. 3.98 remains valid and takes Y =
X0cos(ωt), it is easy to show that:
να(t) = να (0) + Ψα(ω)cos(ωt+ ρα(ω)) (3.132)
with:
Ψα(ω) =
kα√
(τ¯α)−2 + ω2
X0 (3.133)
tan(ρα(ω)) = −τ¯αω (3.134)
Last equations suggest a possible way to compute the parameters kα and τ¯α: we first
filter a small perturbation of the form Y = X0cos(ωt) through the synaptic kernel, in-
ject the resulting current to a set of neurons and measure the amplitude and the phase
of their fluctuating population-averaged firing rate. Doing this in a network as the one
we have been studying is, however, technically difficult. The first problem comes from
the fact that one needs an ensemble of neurons over which one can average their firing
responses. Besides, because the firing rates of the neurons are low, one finds that, in
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order to get enough data to estimate να(t), very large simulation times are needed,
which is computationally very costly, especially for large networks. As we have seen,
the firing activity of neurons in the network is almost Poisson. Besides, the neurons
fire almost independently. We thus, propose an alternative way to estimate the param-
eters kα and τ¯α. We simulate a two layer feedworward network. In the first layer we
have pN = pNE = pNX external and excitatory and pNI inhibitory neurons firing in
an independent Poissonian way with the corresponding average firing rates obtained
when simulating the recurrent network (fig. 3.2a). Neurons in the second layer are
excitatory and inhibitory units of the LIF type. They have the same parameters as
the ones for the recurrent network described in Methods. All the neurons in the first
layer connect to each of the neurons in the second one. The synaptic couplings are
drawn from the same distributions described in Methods. Neurons in the second layer
do not connect to each other. We now inject the small current (jsyn ∗ Y )(t) to the
neurons in the second layer and look at their population-averaged firing rate 8 Notice
that, although we still need to average over a set of neurons, the computational cost is
much smaller than before, because of the fact that we deal with a feedforward network.
For a given value of ω we superimpose the different cycles of the resulting fluctuating
population-averaged firing rate and average them. The resulting function is finally
fitted to να(t) = να (0) + Ψα(ω)cos(ωt+ ρα(ω)) and kα and τ¯α are calculated from the
plots of Ψα(ω) and ρα(ω) (see details in the caption of fig. 3.11)
8In order for the linear approximation to be valid, the current (jsyn ∗ Y )(t) has to be small. We
have chosen the parameter X0 such that the peak value of (jsyn ∗Y )(t) is much smaller than the mean
and the standard deviation of the total current arriving to each of the neuron in the second layer.
Besides, we verified that when increasing the values of X0, the amplitude of the resulting fluctuating
firing rate increases linearly.
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Figure 3.11: Estimate of the function K˜α(ω). Computation of the parameters kE and τ¯E
in eq. 3.38. a) Black: Population-averaged firing rate when a perturbation Y = X0cos(ωt) is applied
(ω= 80 Hz). Red line corresponds to a least squares fit to eq. 3.132. b) Computation of τ¯α from the
slope of the function tan(ρE(ω)). The black line corresponds to the linear regression computed with
the data from the feedforward network simulation (squares). c) Computation of kE . From eq. 3.133,
ΨE(ω)/X0 ' kEω for large values of ω. The black line corresponds to the linear regression computed
with the data from the feedforward network simulation (squares). The slope of this function gives the
value of kE . Details of the simulation: Simulation time = 200 s, X0 = 1 mV , # LIF cells =
10000 , # Poisson cells: pN = pNX = pNE excitatory and external cells and pNI =
pN
4 inhibitory
cells (N = 32000). The values of the firing rates of Poisson neurons are given by the average firing
rates in fig. 3.2a for this value of N .
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Appendix 3-E. Cancellation of common input corre-
lations by recurrent feedback
Here we explicitly show that the negative correlations generated by the network
dynamics reduce the positive correlations induced by the common inputs. We calcu-
late the cross-covariance functions of networks on which we could isolate the effect of
the shared input and of the recurrent feedback. We follow a procedure introduced in
Renart et al., 2010.
To isolate the effect of common inputs, we simulate a feedforward two-layer network.
In the first layer, neurons of each type (E, I, X) fire as independent Poisson processes
with the firing rates in fig. 3.1b. The number of these neurons are in the same ratio
as in the original recurrent network we have studied (N ≡ NX = NE = 4NI). Neu-
rons in the second layer have the same dynamics as the original network and do not
connect to each other. Neurons in the first layer project to neurons in the second layer
following the same probabilistic rule as the external neurons did for the previously sim-
ulated networks. In this way, the only source of correlation in neurons from the second
layer comes from the amount of shared input. As we see in fig. 3.12 (dashed line), the
cross-covariance function of neurons in second layer is positive and its peak value is big.
To study the correlations induced by the recurrent dynamics, we simulate two read-out
populations. Neurons in each population receive inputs exclusively from one half of
the neurons in the original recurrent network. The external population is also divided
into two subpopulations which neurons projects only to one of the these read-out
populations. Thus, by construction, neurons in different read-out populations do not
share any input. We calculate the cross-covariance function of neurons in different
read-out populations, which will reflect the correlations induced only by the recurrent
network dynamics. Fig. 3.12 (dashed-dotted line) shows that cross-covariance induced
by the dynamics of the network are negative.
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Figure 3.12: Cancellation of common input correlations by recurrent dynamics.
Population-averaged cross-covariance functions of the total incoming current to an excitatory-
excitatory pair of neurons when they receive only feedforward inputs with some common currents
(dashed line) and when they do not receive any common input (dashed-dotted line) (N = 8000).
Solid line corresponds to the total current cross-covariance function in fig. 3.3a (N = 8000).
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Appendix 3-F. A study on the sparse scaling
In the literature, the sparse limit of randomly connected networks is very often em-
ployed to analyze the network spiking activity [van Vreeswijk and Sompolinsky, 1996,
1998]. In such a limit, the number of inputs afferent to a neuron remains fixed as the
network size increases, so the probability of connection decays as p = p0
N
, p0 being O(1).
In order to preserve the mean and standard deviation of the total afferent current to
a neuron, the synaptic efficacies J ’s have to remain constant as N varies. In this ap-
pendix we study this regime by means of simulations and analytical tools.
In the sparsely connected regime, neural activities cross-correlations behave as O(1/N)
by construction (fig. 3.13a) in contrast to the densely connected case, where cross-
correlations decrease with N as a consequence of a dynamical phenomenon consisting
in the tracking of excitatory fluctuations by the inhibitory activity. Notice that total
current and current components zero-lag cross-covariances and cross-correlation coef-
ficients scale in the same way (O(1/N))(figs. 3.13b,c).
It is easy to see that no fast time-scales are generated in the sparse limit. To see this an-
alytically, notice that eqs.3.56 and 3.59 for the spike train cross-covariance functions are
still valid because to deduce them we only assumed a weak degree of cross-correlation,
which, by construction, also occurs in this limit. Replacing p by p0/N and J
βα by jβα
(¯βα = Nα
N
) in eqs. 3.56 and 3.59 we arrive to:
r˜αβ+ (ω) = R˜
β(ω)˜syn(ω)p0
{βα
N
a˜α(ω) +
(
¯βX r˜αX(ω) +
∑
α′∈E,I
¯βα
′
r˜αα
′
+ (ω)
)}
, (3.135)
r˜Xα(ω) = R˜α(ω)˜syn(ω)p0
{jαX
N
a˜X(ω) +
∑
α′∈E,I
¯αα
′
r˜Xα
′
(ω)
}
(α, β = E, I) (3.136)
For the sake of simplicity, we focus now on eq. 3.136. Assuming the same approxima-
tion for R˜α(ω)˜syn(ω) that we used in Results, section 3.4 (R˜
α(ω)˜syn(ω) =
kα
τ¯α+iω
) we
have:
iωr˜Xα(ω) = −τ¯−1α r˜Xα(ω) + kαp0
{jαX
N
a˜X(ω) +
∑
α′∈E,I
¯αα
′
r˜Xα
′
(ω)
}
. (3.137)
To solve the last equation, we employ a similar technique to the one described in
Appendix 3-A6. We propose an Ansatz of the form:
r˜Xα(ω) =
{
C0
uα
−λ+ iω + C1
uα ∗
−λ∗ + iω
}
kαp0
jαX
N
a˜X(ω) (3.138)
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where uα, uα ∗ are now the eigenvectors of the matrix Λαα
′ ≡ p0kα¯αα′ − τ¯−1α δαα′ and λ,
λ∗ the associate eigenvalues 9. Notice that λ and λ∗ are O(1). Proceeding as explained
for the case of densely connected networks (see Appendix 3-A6) one can find the values
of C0 and C1 (as before, it turns out that C1 = C
∗
0). Finally, one can show that in the
time domain the spike train cross-covariance functions read as:
rXE(τ) = Θ(τ)ΓEνXkEp
jαE
N
e−vτcos(wτ + φE) (3.139)
rXI(τ) = Θ(τ)ΓIνXkIp
jαI
N
e−vτcos(wτ + φI) (3.140)
where u and v are the real and imaginary parts of λ and Γα ≡√(2Re(C0uα))2 + (2Im(C0uα))2
and φα ≡ tan−1
(
Im(C0uα)
Re(C0uα)
)
. Notice the overall factor 1/N in eqs. 3.139 and 3.140 and
the fact that no fast time-scale appears. One can show, analogously, that rαβ(τ)
(α, β = E, I) are also weighted by an overall 1/N factor and that no fast time-scale ap-
pears. Consequently, the population-averaged total current cross-covariance functions
do not present any fast time-scale either. To show this, we fitted them in the same
way as in the densely connected limit, eq. 3.33 (fig. 3.13c). The parameters τN and
ωN remain constant (fig.3.13 d,e) as N increases. This has consequences on the way
the scaling of cross-correlations is transmitted from synaptic currents to membrane
potentials. In dense networks, the different scaling of total current and membrane
potential zero-lag cross-covariances can be explained by the shape transformation of
the cross-covariance functions,eq. 3.34. The effect of this change can be summarized
by the presence of the characteristic time (τNω
2
N) ∼ N−0.45 in that equation. On the
other hand, in the sparse limit, zero-lag cross-covariances of both currents and mem-
brane potentials decay as O(1/N) (fig. 3.13b,c) so the transformation from current to
membrane potential zero-lag cross-covariances does not require the existence of a fast
characteristic time constant.
Finally, we consider it worth to focus on the scaling employed in Ginzburg and Som-
polinsky, 1994. There, the probability of connection p does not depend on N and the
synaptic couplings scale as ∼ 1/N . Notice that in eqs. 3.56 and 3.59 the probability of
connection p and the synaptic couplings Jβα always appear as a product pJβα. Thus,
the conclusions established before for the sparse limit also apply for this case.
9We have assumed, as in Appendix 3-A6, that the eigenvalues have non-null real and imaginary
parts
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Figure 3.13: Sparsely connected networks. The results in this figure correspond to simulations
in which the neuron parameters are the same as the one described in Methods section, except synaptic
couplings that do not scale with N and p that scales as p = p0N . J ’s and p0 are chosen such that the
network with N = 4000 is the same as the one of the same size in figure 3.2. a) Population-averaged
cross-covariances of the spike-count (T = 80 ms). b) Absolute value of the population-averaged zero-
lag cross-covariances between the current components and between the total currents afferent to a pair
of excitatory neurons. c) Absolute value of the population-averaged correlation coefficients between
the current components and between the total currents afferent to a pair of excitatory neurons. Same
color conventions as in figure 3.2. d) Population-averaged total current cross-covariance function for
two network sizes. e) Dependence of ωN and f) τN with network size. Circle stands for a network
with the same values of synaptic couplings as the one of the same size in figure 3.2.
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Appendix 3-G. Computing spike-count cross-covariances
in different time windows
We have measured spike-count cross-covariances in different time windows. For
small time windows (T=0.25 ms) (fig. 3.14a) the spike-count cross-covariances decay
approximately as O(). For time windows T ≥ 20 ms the scaling is O(2) and the the-
oretical limit is asymptotically achieved (fig. 3.14b,c). As explained in Appendix 3-A,
the theory is exact in the limit of N →∞. Dealing with networks of finite size the the-
ory is only valid for slow frequencies of r˜αα
′
(ω). Notice that r˜αα
′
(0) corresponds to the
integral of rαα
′
(τ) for all the values of τ , a magnitude closely related to the spike-count
cross-covariances in infinite time windows. Because cross-correlations are concentrated
at small time scales, the computation of infinite integrals can be accurately predicted
from time windows of the order of T ≥ 20 ms (fig. 3.14d). The limit T ≥20 ms should
not be thought of as one fundamental time-scale of the problem. In fact, because spike
train cross-covariance functions present a fast time-scale that increase with N one can
conclude that as the networks get larger estimations of spike-count cross-covariance for
smaller values of T will be well predicted.
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Figure 3.14: Spike-count cross-covariances vs T . a,b,c. Scaling of the population-averaged
cross-covariances of the spike-count for different values of the time window T . a) T = 0.25 ms. b)
T = 5 ms. c) T = 40 ms d) Dependence of spike-count cross-covariances on the time window for a
network with N = 32000 neurons. Same color code as in fig. 3.2.

Chapter 4
Decorrelation in LIF networks with
slow synaptic kinetics
4.1 Introduction
In the previous chapter we have shown how decorrelation in a neural network of
LIF neurons with current-based synapses can occur. In biological networks, the trans-
mission of a spike to a cell produces a change in its conductance. In this situation,
the effective membrane time constant is dramatically reduced when the number of in-
coming inputs is large [Bernarder et al., 1991, Pare et al., 1998, Hirsch et al., 1998,
Borg-Graham et al., 1998, Destexhe et al., 1999, Anderson et al., 2000b, Destexhe
et al., 2001, Kuhn et al., 2004, Moreno-Bote and Parga, 2005, Le´ger et al., 2005]. In
that scenario, our previous model, in which the synaptic time constants are faster than
the membrane potential characteristic time, may not be accurate.
An alternative consists in imposing membrane time constants smaller than synaptic
time constants, to mimic the effect of large number of inputs [Moreno-Bote and Parga,
2004]. This is the perspective we will adopt throughout this chapter. In the analyti-
cal calculations we will employ an adiabatic approximation [Moreno-Bote and Parga,
2004, 2006, 2010] which describes the regime in which the synaptic time constant is
comparable or larger than the membrane time constant.
In this case, we will discuss a recurrent network containing only inhibitory neurons
although the theory presented here is easy to extend to recurrent networks of excita-
tory and inhibitory neurons. The study is biologically relevant because networks of
inhibitory neurons can be found in the basal ganglia, where spiking cross-correlations
have been reported to be small [Nini et al., 1995, Raz et al., 2000, Bar-Gad et al., 2003,
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Magill et al., 2000].
4.2 Methods
4.2.1 Model
4.2.1.1 Network model
The network consists of two modules, fig. 4.1a: a recurrent population, with N in-
hibitory (I) leaky integrate-and-fire neurons (LIF) and a population of external excita-
tory neurons of the same size. N will be varied in order to perform a scaling analysis.
Neurons in the recurrent network are randomly connected with connection probability
p= 0.2. External afferents are connected to cells in the network with the same proba-
bility p. This probability will be kept fixed as N varies (from 1050 to 32000) in order
to work in the regime of densely connected networks.
4.2.1.2 External neuron model
Each external neuron fires independently with Poisson statistics and a mean firing
rate of 2.5 Hz. The firing rate of the external neurons is kept constant except in section
4.3.3 Effect of weakly correlated external neurons. In that section, cross-correlations
in the activity of external neurons are generated by means of an identical fluctuating
firing rate that evolves according to an Ornstein-Uhlenbeck process of the form:
τOU
dνX(t)
dt
= νX − νX(t) + σOU ;N
√
2
τOU
ζ(t), (4.1)
where νX ≡< νX(t) >= 2.5 Hz is the temporal average of the external firing rate,
τOU = 15.9 ms is the correlation time, σOU ;N is the standard deviation of the rate and
ζ(t) is a white noise with unit variance and zero mean. In order for the variance of the
external current not to be arbitrarily large, we need to scale σ2OU ;N ≡ σ
2
OU
N
. We take
σOU ;N = 0.8 Hz for a network with N = 32000.
4.2.1.3 Recurrent neuron model
Recurrent neurons are modeled as follows. Below a critical value, VTh, the membrane
potential of neuron i in population I, V Ii , evolves according to the following equation:
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τm
dV Ii (t)
dt
= −(V Ii (t)− VL) + IIi (t), (4.2)
where IIi (t) is the pre-synaptic current to neuron (i, I) due to the presence of the other
pre-synaptic neurons. When V Ii (t) reaches the value VTh a spike is emitted and the
membrane potential is reset to the value V Ii = VReset, where it remains for a time τref .
The parameters employed for the simulation are, unless explicitly mentioned: τm = 2.5
ms, VL =10 mV, VReset =16 mV , VTh =20 mV.
4.2.1.4 Synaptic currents
The spike train emitted by neuron (i, α) (α = X, I), denoted as yαi (t), is
yαi (t) =
∑
k
δ(t− tα,ki ), (4.3)
where tα,kj is the spike time of the k-th action potential fired by the neuron. Spike
trains are filtered through synapses as:
τs
dsαi (t)
dt
= τ˜ yαi (t)− sαi (t), (4.4)
where sαi (t) is the filtered spike train, τs= 20 ms is the synaptic decay time constant
and the factor τ˜= 1 ms ensures that the area under s(t) is constant regardless of the
value of τs. The dynamics defined by eq. 4.4 is equivalent to:
sαi (τ) =
∫ ∞
−∞
dtjsyn(t)y
α
i (τ − t), (4.5)
where jsyn(t) =
τ˜
τs
Θ(t)e−
t
τs (Θ(t) is the Heaviside step function). The current generated
by a spike can be calculated as the product of the filtered spike and the synaptic
coupling. The total pre-synaptic current afferent to a cell (i, I) is then:
IIi (t) =
∑
(j,α)
mIαij J
Iα
ij s
α
j (t), (4.6)
where the synaptic efficacies, J Iαij , have average values: J
IX = j
IX√
N
= 437.4√
N
mV and
J II = j
II√
N
= −416.6√
N
mV. Notice that for a network of N = 10000 neurons the magni-
tudes of the amplitudes of IPSPs and EPSPs are some tenths of mV. Synaptic efficacies
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take their values from Gaussian distributions. The standard deviations of these distri-
butions are half of the value of their mean but they were truncated at two standard
deviations in order to prevent changes of sign. We will denote by J (2) αα
′
the second
moment of the distributions of synaptic efficacies:
J (2) αα
′ ≡ [(Jαα′ij )2]
=
1
Jαα′
√
2
pi
∫ Jαα′
−Jαα′
x2e
−2 (x−Jαα
′
)2
(Jαα
′
)2 dx. (4.7)
It is easy to show that J (2) αα
′ ∼ O(1/N). We find it useful to define theO(1) magnitude
j(2) αα
′
:
J (2) αα
′ ≡ j
(2) αα′
N
(4.8)
4.2.2 Parameter values
In the following table we summarize the default values of all the model parameters:
τm 2.5 ms
τs 20 ms
τref 1 ms
VL 10 mV
VTh 20 mV
VReset 16 mV
jII -416.6 mV
jIX 437.4 mV
νX 2.5 Hz
p 0.2
Table 4.1: Values of the parameters
4.2.3 Current and spiking statistics
Statistical measures were defined in chapter 2.
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4.2.4 Jittered spike trains
Jittered spike trains were constructed by adding to each spike time an independent
random variable drawn from a uniform distribution in the interval [-0.5, 0.5] s. By do-
ing this one eliminates the cross-correlations between them in time scales shorter than
0.5 s. As we will see, in the networks we simulate cross-correlations are concentrated
at time-scales of the order of some tens of ms, thus, jittered spike trains generated in
this way are uncorrelated.
For each simulation, we generated 100 surrogate data sets where spike trains were
jittered in the described way. The histogram of spike-count cross-covariances of jittered
spike trains in fig. 4.5b (grey lines) was computed by averaging the corresponding
histograms obtained for each of the surrogate data sets of a given simulation.
4.2.5 Simulation
Equations for the evolution of the membrane potential (eq. 4.2) and pre-synaptic cur-
rents (eq. 4.4) were integrated using Euler’s method, with an integration time step dt =
0.05 ms. Simulated network sizes were (N = Number of external neurons=Number of
inhibitory neurons: N = 1050, 2000, 4000, 8000, 16000, 32000.
For each run, simulation time was S = 500 s. We recorded the pre-synaptic current
traces of 40 inhibitory neurons for the last 200 s. We also recorded the spike times
of 1000 neurons in each population during the whole simulated time, except for the
networks with N = 16000 and N = 32000 , in which the number of neurons was 2000.
Population-averaged magnitudes were computed with these data. Figures showing the
scaling of certain magnitudes with N were computed by averaging over 20 simulations
with different realizations of the connectivity matrix. Error bars correspond to the
standard errors.
Simulation and data analysis were performed with custom codes written in C and Mat-
lab. Spectral analysis was performed with the Chronux toolbox.
4.3 Results
Under in vivo conditions the effective membrane integration time is rather short
[Pare et al., 1998, Borg-Graham et al., 1998, Hirsch et al., 1998, Destexhe et al., 1999,
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2001, Anderson et al., 2000b, Le´ger et al., 2005] in comparison with characteristic times
of synaptic filtering. Input integration at a timescale shorter than that of synaptic fil-
tering has some interesting consequences [Moreno-Bote and Parga, 2004, 2006, 2010].
In order to study the decorrelation mechanisms in networks with this kind of filters, we
have simulated a recurrent network of N = 32000 inhibitory neurons receiving input
from an external population of the same size (fig. 4.1a). External neurons connect to
recurrent neurons and recurrent neurons connect to each other in a random way with
mean connectivity p = 0.2, which results in the same fraction of common inputs. No-
tice that common inputs come both from the external and recurrent connections. The
values of the synaptic and membrane time constant mimic the experimental situation
( see section 4.2, Methods, for more details). Notice that, during the timescale of the
membrane dynamics, the slowly evolving input currents can be considered frozen at a
constant value (fig. 4.1b). This gives rise to rather irregular firing patterns consisting
in bursts of spikes, occurring when the input current becomes sufficiently large (see
rasters in fig. 4.1c and membrane potential traces in fig. 4.1d).
Fig. 4.1a illustrates another important feature of the network: the balance between the
recurrent and external currents. Although, external (blue) and recurrent (red) input
currents take large values, the total incoming current (black) is small. This results
in a very irregular activity pattern characterized by a large CV of the ISIs (fig. 4.1e)
and a long-tailed distribution of firing rates across the inhibitory population (fig. 4.1f).
Notice that the firing patterns of different neurons seem quite independent (figs. 4.1c).
One can think that this could be due to a very small amount of common input. To dis-
card this idea we have simulated networks with different values of the mean connectivity
(fig. 4.1g). We have calculated the cross-correlation coefficients of the current afferent
to pairs of neurons. We find it relevant to decompose the current into its external
(excitatory) and inhibitory components. Current components cross-correlation coeffi-
cients are of the same order as the mean connectivity. However, the cross-correlation
coefficients of the total incoming currents are two orders of magnitude smaller, which
shows that the decorrelation phenomenon is not an artifact of the small amount of
common inputs.
In the following sections we will explain the decorrelation mechanism that leads to an
asynchronous state as the one in fig. 4.1. Because the synaptic characteristic time is
large (compared to the membrane potential time scale) and currents are frozen at time
scales of the order of τm, we will employ the adiabatic approximation [Moreno-Bote
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and Parga, 2004, 2006, 2010] to calculate firing rates and cross-covariance functions.
Briefly, this technique takes advantage of the fact that current fluctuations are slow
compared to the evolution of the membrane potential, so the instantaneous effect of
them on post-synaptic cells can be well approximated assuming their value is constant
and averaging over their distribution.
As we will see in the following sections, the network in fig. 4.1 is in an asynchronous
state, thus, the conclusions derived in chapter 2 apply1. The structure of this chapter
is the following: first, we will characterize some variables, such as input currents and
firing rates, proving that the adiabatic approximation is appropriate. We will continue
by showing the predictions concerning pairwise cross-correlations. Finally, we will show
some predictions about macroscopic magnitudes for large size networks. We omit most
of the mathematical derivations postponing them to the appendices at the end of this
chapter.
4.3.1 Self-consistent scheme
Recurrent activity in a neural network has to obey self-consistent equations. These
are presented and explained in the next subsections. We will first characterize the af-
ferent current to a neuron in terms of the activity of the pre-synaptic neurons. We will
close the self-consistent loop by calculating the effect of those currents on the activity
of the neurons by means of the adiabatic approximation.
4.3.1.1 Characterizing input currents in terms of neuronal activity
If the number of pre-synaptic cells is large enough, the currents arriving to the re-
current neurons can be described as Gaussian variables. In that limit, they are fully
characterized by their mean and variance. We have tested this hypothesis by means
of a numerical simulation (fig. 4.2b). Let us denote by IIi (t) the synaptic current that
reaches neuron (i, I). It has mean µIi and variance σ
I 2
i given by:
µIi ≡ < IIi (t) > = <
∑
(k,α)
mIαik J
Iα
ik s
α
k (t) >
σI 2i ≡ < (δIIi (t))2 > = <
∑
(k,α)
mIαik J
Iα
ik δs
α
k (t)
∑
(l,α′)
mIα
′
il J
Iα′
il s
α′
l (t) >, (4.9)
1The mathematical proof can be found in Appendix 4-A
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Figure 4.1: Model architecture and characterization of the asynchronous state. a) Network
architecture. b) Rastergram of 500 recurrents cells (N = 32000). c) Pre-synaptic currents to a random
cell (N = 32000). Color convention: red, inhibitory current component; blue, external; black, total
current. Dashed line is the temporal-averaged value of the total current. d) Dependence of the input
cross-correlations on mean connectivity p. Color convention: black, total current-total current; red,
inhibitory-inhibitory current components; orange, external-inhibitory current components. e) Traces
of the membrane potential of two recurrent neurons. f) Distribution of the CV of the ISIs of 2000
neurons. g) Distribution of the firing rates of 2000 neurons. All panels except panel d) correspond
to the same network with N = 32000. See other parameter values in Methods. Squares in panel d)
correspond to averages over 20 networks of size N =32000 and the same parameters as in the others
panels (except the connection probability).
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where mIαab is the connectivity matrix and the sums run over all neurons. Averaging
eqs. 4.9 over the neurons in the population we obtain:
µI ≡ [µIi ] =
∑
α
NpJ IαGνα (4.10)
σI 2 ≡ [σI 2i ] =
∑
α
Np(1− p)J (2) Iα[< (δsαi (t))2 >] + cII(0), (4.11)
where G =
∫∞
−∞ jsyn(t)dt. As we will see, the zero-lag cross-covariance of the total
current cII(0) vanishes as O(1/
√
N), so to leading order, σI 2 is:
σI 2 ' [σI 2i ] =
∑
α
Np(1− p)J (2) Iα[< (δsαi (t))2 >]. (4.12)
4.3.1.2 Characterizing neuronal activity in terms of the input currents
The firing rate of a neuron that receives input currents filtered through slow synapses
is well described by the adiabatic approximation [Moreno-Bote and Parga, 2004]. In
this approximation, one calculates the mean rate of a neuron, νIi ≡< yIi (t) >, assuming
the pre-synaptic current IIi (t), afferent to neuron (i, I) at a given time t is constant,
calculating the instantaneous firing rate induced by this value of the current, νR;i(I
I
i ),
and averaging over all the possible values of the current:
νIi =
∫
dP (IIi , µ
I
i , σ
I 2
i )ν
I
R;i(I
I
i ), (4.13)
where dP (IIi , µ
I
i , σ
I 2
i ) is the probability distribution of having the current I
I
i given
the average synaptic current and its variance are µIi and σ
I 2
i . Current distributions
can be evaluated from the different values the current takes over time. An important
interpretation of eq. 4.13 is that the adiabatic approximation allows us to substitute
temporal averages by averages over the distribution of frozen input currents. Notice
that, in [Moreno-Bote and Parga, 2004] eq. 4.13 was derived assuming a white noise
input current. In our case, external neurons fire according to Poisson processes but
recurrent neurons have, at this point, unknown statistics. Nevertheless, we hypothesize
that the net effect of spiking cross- and auto-correlations can be taken into account
just by including them in the current variance, σI 2i , defined in eq. 4.11. The reason
for this assumption is that, in such a theory, the important variable for the neurons
is the incoming current. At each moment neurons see frozen currents, no matter the
precise way these currents arise. In such a case eq. 4.13 reads as:
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νIi =
∫ ∞
VTh−VL
dIIi√
2piσIi
e
− (I
I
i −µIi )2
2σI 2
i νIR;i(I
I
i , µ
I
i , σ
I 2
i ), (4.14)
with:
(νIR;i)
−1(IIi , µ
I
i , σ
I 2
i ) = τref + τmln
(IIi − (VReset − VL)
IIi − (VTh − VL)
)
(4.15)
for IIi > (VTh − VL) and zero otherwise. Notice that νIR;i(IIi , µIi , σI 2i ) is the firing rate
of a leaky-integrate-and-fire neuron receiving a constant current IIi . Eq. 4.14 can be
rewritten in terms of the current fluctuation around its mean value zIi ≡ I
I
i −µIi
σIi
.
νIi =
∫ ∞
VˆTh
√
τs
τm
dzIi√
2pi
e−(z
I
i )
2/2νI(0);i(z
I
i , µ
I
i , σ
I 2
i ) (4.16)
where:
VˆReset ≡
√
τm/τs(VReset − VL − µIi )/σIi (4.17)
VˆTh ≡
√
τm/τs(VTh − VL − µIi )/σIi (4.18)
νI(0);i(z
I
i , µ
I
i , σ
I 2
i ) = τref + τmln
( VˆReset −√ τmτs zIi
VˆTh −
√
τm
τs
zIi
)
(4.19)
In the following, we will omit the dependence on µIi and σ
I
i in ν
I
(0);i(z
I
i , µ
I
i , σ
I 2
i ) ≡
νI(0);i(z
I
i ), unless explicitly mentioned.
Fig. 4.2a shows the firing rate of 25 randomly chosen inhibitory neurons computed
directly from the rastergrams (black squares) and with eq. 4.14 (red squares), with the
values of µIi and σ
I
i computed from the simulation, indicating a good agreement.
2
In the adiabatic limit, the spike cross-covariance function of two neurons can be de-
scribed by the following equation [Moreno-Bote and Parga, 2010]:
< δyIj (t)δy
I
i (t+ τ) >=
∫
dPc(z
I
j , z
I
i ; τ)ν
I
(0);j(z
I
j )ν
I
(0);i(z
I
i )− νIi νIj . (4.20)
2Notice that there is a systematic bias between the prediction of the theory and the actual value
of the firing rates in fig. 4.2a. This was expected because the adiabatic approximation is only exact
in the limit τm/τs → 0, and it is reasonable to think that the convergence to the asymptotic values is
achieved monotonically (see fig. 2 in Moreno-Bote and Parga, 2004).
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Figure 4.2: Prediction of the single-neuron firing rates with the adiabatic approach. a)
Firing rates of 25 neurons in a simulation with N = 32000 neurons. Red squares were computed
from the rastergrams, while black squares are the values obtained using eq. 4.14. Error bars were
estimated dividing the simulation time in five intervals, computing the rate for each one and calculating
the standard error of this measurements. b) Histogram of the total synaptic current to a random
neuron in a simulation with N = 32000 neurons (solid line). Dashed line is a fit to a Gaussian with
mean 2.8 mV and s.d. 3.2 mV
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dPc(z
I
j , z
I
i ; τ) is the joint probability of having a fluctuation of the current arriving to
neuron (j, I) at a given time with value zIj and a fluctuation arriving to neuron (i, I)
with a delay τ with value zIi (we assume stationary conditions). The distribution of z’s
can be evaluated from the different values they take over time. Thus, eq. 4.20 implies
that one can calculate the spike cross-covariance function by computing the instanta-
neous firing rates induced by the different values of the current fluctuations reaching
a pair of neurons and averaging over the joint distribution of these fluctuations. Eq.
4.20 will be our starting point for the self-consistent theory explained in Appendix 4-A.
4.3.2 Scaling analysis of the network properties
In Appendix 4-A we present a self-consistent theory that shows that for this kind
of networks an asynchronous state as the one defined in chapter 2 exists. In this sec-
tion we will present numerical and analytical results, while explaining in a qualitative
way their different implications. On the way, we will explain some of the techniques
employed for the analytical calculations presented in Appendix 4-A.
We start by showing some features of densely connected networks of strongly coupled
inhibitory neurons in the large N limit. First, we show that population-averaged rates
(fig. 4.3a) and mean currents (fig. 4.3b) behave asymptotically as predicted (dashed
lines, see Appendix 2-A, in chapter 2). Notice that the input current components in-
crease as ∼ √N but their sum remains finite, a typical feature of the balanced regime
described in van Vreeswijk and Sompolinsky, 1996. We also show that for large enough
networks, the population-averaged variance of the input currents and membrane po-
tentials also reach constant values (fig. 4.3c) that are biologically realistic (s.d.∼ 3
mV) [Stern et al., 1997, Anderson et al., 2000a].
Once we have shown that the prediction for single-neuron statistics are well understood,
we go on describing pairwise magnitudes. In Appendix 4-A we derive the self-consistent
equations for the population-averaged spike train cross-covariance functions, rII(τ) and
rXI(τ), starting from the microscopic equations 4.16 and 4.20. Those equations are
solved using a perturbative technique in the parameter 1/
√
N . Here we give their final
expressions:
4.3. Results 115
rII(τ) =
1
N
(A2aX(τ)− aI (0)(τ)) (4.21)
rXI(τ) =
1
N
AaX(τ), (4.22)
where A ≡ jIX|jII | and aα(τ) is the population-averaged auto-covariance functions of neu-
rons in population α = X, I. These equations are the same as the ones we presented
in chapter 2 for decorrelated networks (eqs. 2.54-2.55). In Appendix 4-B we show that
the auto-covariance function aI (0)(τ) is O(1), i.e., at leading order it does not depend
on N . Balance equations 4.21 and 4.22 contain some relevant predictions. First, spike-
cross-covariance functions are small, O(1/N). Second, they can be calculated from the
auto-covariance functions of the external and recurrent populations. Fig. 4.4a shows
rII(τ) for some values of N , reflecting the modulation by the overall factor 1/N . Fig.
4.4b shows rII(τ) for a network of N = 32000 neurons calculated from rastergrams (red
line) and via eq. 4.21, with aI (0)(τ) and aX(τ) numerically computed (black dashed
line), confirming our prediction. Spike train cross-covariance functions in fig. 4.4 show
a delta peak at τ = 0, arising from the sum of the delta peaks present both in aI (0)(τ)
and aX(τ) 3, and a slow decay for |τ | > τref inherited from the shape of the aI (0)(τ)
(these functions are shown in Appendix 4-B, fig. 4.8).
The population-averaged spike-count cross-covariances defined over a time window of
size T, CCαIsc (T ), can be obtained from r
αI(τ) [Tetzlaff et al., 2008]:
CCαIsc (T ) =
∫ T
−T
rαI(τ)
T − |τ |
T
dτ (4.23)
Their balance expressions are analogous to eqs. 4.21 and 4.22:
CCIIsc (T ) =
1
N
(A2 ACXsc(T )− ACI (0)sc (T )) (4.24)
CCXIsc (T ) =
1
N
A ACXsc(T ), (4.25)
where ACαsc(T ) =
∫ T
−T a
α(τ)T−|τ |
T
dτ is the population-averaged auto-covariance of the
spike-count in population α. This prediction is similar to those for networks of bi-
nary neurons [Renart et al., 2010] and LIF neurons with fast synaptic kinetics (see
3Working with a finite temporal resolution, bin ,the delta-peak at τ = 0 is reflected in the value
of the maximun. In the inset of fig. 4.4b) the value of this maximum varies inversely to the temporal
resolution 1/bin . Red squares corresponds to the simulation while the black ones correspond to the
theoretical prediction, eq. 4.21
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previous chapter). Figs. 4.3d,e show the scaling of these magnitudes and the com-
parison with theoretical predictions. For small networks, CCIIsc (T ) (T = 70 ms) has
positive values (not shown), while eq. 4.25 predicts negative ones. However, a good
agreement is accomplished for larger networks (N > 1000). Closely related to the
cross-covariance, the pairwise spike-count cross-correlation coefficients (figs. 4.3g,h)
also show the same behaviour at large values of N . With regards to synaptic current,
zero-lag cross-covariances between the current components are high and constant (fig.
4.3f). Their cross-correlation coefficients (fig. 4.3i) reflect the intrinsic correlation de-
gree due to the fraction of shared inputs. In contrast, the population-averaged zero-lag
cross-covariance of the total current, cII(0), decreases with N (fig. 4.3f, black squares).
Our theory predicts that the leading order of the total current zero-lag cross-covariances
necessarily has to be a power λ ≥ 1 of 1/√N (see Appendix 4-A for more details).
Simulation results in fig. 4.3f show that cII(0) ∼ 1/√N (dashed line) and similarly for
the cross-correlation coefficients (fig. 4.3i, dashed line), although the integral of these
functions in large time windows decay as ∼ 1/N (see Appendix 4-C). In Appendix
4-A we also show that the magnitude AXI(τ) ≡ [< δyXj (t)δIIi (t + τ) >] also vanishes.
Notice that this was the definition of asynchronous state we gave in chapter 2. As we
explained there, the tracking of external (excitatory) fluctuations by inhibitory activity
precisely allows them to cancel, similarly to the case in binary neurons [Renart et al.,
2010] and in LIF neurons with faster synaptic filters (see previous chapter). This effect
is shown in fig. 4.5a: inhibitory current tracks the external (excitatory) one with a
small delay. Another typical feature of these networks is that the distribution of spike-
count cross-covariances is wide (fig. 4.5b).
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Figure 4.3: Scaling of first- and second-order statistical magnitudes. a) Population-averaged
mean rates of the recurrent neurons for different network sizes (black squares). Dashed line corresponds
to the asymptotic limit (eq. 2.88 in Appendix 2-A in chapter 2). b) Population-averaged mean
currents afferent to recurrent neurons. Same color convention as in fig. 4.1c. Dashed line corresponds
to their theoretical value (see Appendix 2-A).c) Population-averaged standard deviation of the afferent
current components and total current (squares) and standard deviation of the membrane potential
of an inhibitory neuron (circle). d) Absolute values of the population-averaged spike-count cross-
covariances of inhibitory pair of neurons. Dashed line corresponds to the theoretical prediction given
by the absolute value of eq. 4.25 where the value of AC
I (0)
sc was estimated numerically from the largest
network (N = 32000). The values represented had originally negative signs. e) Population-averaged
spike-count cross-covariances for an external-inhibitory pair of neurons. Dashed line corresponds
to the theoretical prediction in eq. 4.25. f) Absolute values of the population-averaged zero-lag
cross-covariances of the afferent total currents and current components to a neuron pair. Same color
conventions as in fig. 4.1d. Population-averaged cross-covariances of excitatory-inhibitory current
components have negative sign while the others are positive. The dash-dotted line represents a
O(1/
√
N) scaling. g) Absolute values of the population-averaged cross-correlation coefficients between
spike-counts of inhibitory-inhibitory pairs. The dash-dotted line corresponds to a O(1/N) scaling.
The values represented have negative signs. h) Population-averaged cross-correlation coefficients of
the spike-count of external-inhibitory pairs. Dash-dotted line corresponds to a O(1/N) scaling. i)
Absolute values of the population-averaged cross-correlation coefficients of the afferent total currents
and current components to a neuron pair. Same color conventions as in fig. 4.1e. Population-averaged
cross-correlation coefficients of external-inhibitory current components have negative sign while the
others are positive. Dash-dotted line represents a O(1/
√
N) scaling. Spike-count in panels d, e, g,
h were computed for T = 70 ms. Similar agreement between theoretical prediction and simulation is
found for different values of T.
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Figure 4.4: Spike train cross-covariance functions of recurrent neurons. a) Population-
averaged spike trains cross-covariance functions for different network sizes: N = 8000 (violet), N =
16000 (yellow), N = 32000 (red). b) Population-averaged spike trains cross-covariance function for the
largest network (N = 32000) computed from the rastergrams (red line) and through eq. 4.57 (black
line), with aX(τ) and aI (0)(τ) calculated also with the rastergrams at 1 ms resolution. Inset Value
of the population-averaged spike trains cross-covariance function at zero-lag for different temporal
resolution (bin). Red squares correspond to the simulation while the black ones correspond to the
theoretical prediction.
4.3.3 Effect of correlated external neurons
As we have seen, the cancellation of spiking cross-correlations leads to formulae
that relate the population-averaged spike train cross-covariance function with the
population-averaged spike train auto-covariance functions, which are single neuron
magnitudes. Those equations were derived when the correlation from external neu-
rons comes only from the shared external input. One can wonder if decorrelation also
occurs if external neurons themselves are also correlated. As an example, we focus
on the case in which external neurons’ firing rates are identical and fluctuate in time
according to an Ornstein-Uhlenbeck process:
τOU
νX(t)
dt
= νX − νX(t) + σOU ;N
√
2
τOU
ζ(t), (4.26)
where τOU and σOU ;N are the correlation time and the standard deviation of the
Ornstein-Uhlenbeck process and ζ(t) is a white noise process with zero mean and
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Figure 4.5: Tracking of excitatory fluctuations and wide distribution of spike-count cross-
correlation coefficients. a) Z-score of the external (excitatory)(blue) and inhibitory (red) current
components afferent to a random neuron (N = 32000). b) Distribution of pairwise spike-count cross-
covariances of recurrent neurons (black) for a given network (N = 32000, T = 70 ms). Grey
histogram represents the same distribution for jittered spike trains (see Methods, section 4.2.4.
unit variance (see section 4.2.1.2 in Methods for further details). The variance of the
external current afferent to a recurrent neuron can be written as:
< (IX(t))2 > =
∫ ∞
−∞
(
p2(j(2) IX)φsyn(τ)a
X(τ − t) + p2N(jIX)2φsyn(τ)rXX(τ − t)
)
dt(4.27)
Notice that, in order for this variance to be O(1), rXX(τ) has to scale as 1/N , i.e.
rXX(τ) ≡ 1
N
rXX (2)(τ). It is easy to show that rXX(0) = σ2OU ;N (see Appendix 4-D),
so σ2OU ;N has to be O(1/N) in order for the input variance not to be arbitrarily large.
Notice that although cross-covariance functions rXX(τ) are small (O(1/N)), their net
effect on magnitudes such as < (IX(t))2 > rests finite.
Proceeding as we did before, but keeping the terms rXX(τ), we arrive to the following
balance equations for cross-covariance functions:
rII(τ) =
1
N
(A2(aX (0)(τ) + rXX (2)(τ))− aI (0)(τ)) (4.28)
rXI(τ) =
1
N
A(aX (0)(τ) + rXX (2)(τ)) (4.29)
Notice that, although a common fluctuating external firing rate induces both auto- and
cross-correlations in the firing activity of recurrent neurons, if the cofluctuations are
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weak enough (σ2OU ;N = O(1/N)) their effect on the cross-covariance of the recurrent
network is O(1/N). We have tested eqs. 4.28 and 4.29 by running simulations in which
external neurons’ firing rate evolves according to the Ornstein-Uhlenbeck process in eq.
4.26. Simulation and theory are compared in fig. 4.6 (N = 32000). The parameters
employed for these simulations are such that rXX(τ)) is considerably bigger than aI(τ)
and aX(τ), which is reflected in rII(τ) according to our prediction. The systematic
difference between the theory and the simulation comes from the fact that eq. 4.28 has
to be interpreted as the asymptotic limit for N → ∞. For N = 32000 the prediction
is close to this limit, although the convergence is not complete.
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Figure 4.6: Decorrelation when external neurons are weakly correlated. Population-
averaged cross-covariance functions (a) and cross-spectra (b) of II pairs when the external output
rate follows an Ornstein-Uhlenbeck process which causes a non-zero cross-covariance of the external
neurons. Solid lines: Simulation. Dashed lines: Theory, leading order(eq. 4.28)
4.3.4 Prediction on macroscopic properties
Measuring pair-wise cross-correlations the firing activity of neuronal pairs is tech-
nically difficult. In Ecker et al., 2010 some of the problems found in the experiments
are described (see chapter 1, section 1.3). One of them, is the difficulty to isolate the
spikes generated by each cell. Analyzing macroscopic signals such as LFP or MUA
require simpler techniques. One can wonder how the balance equations 4.28 and 4.29
manifest in such macroscopic signals. To address this issue, we will calculate the auto-
covariance function of the MUA of an ensemble of N ′ neurons in the network with
correlated external neurons. First we define the MUA, ν¯I(t):
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ν¯I(t) ≡
N ′∑
(i,I)
νIi (t) (4.30)
The sum runs over the spike trains of the N ′ neurons recorded by the electrode (N ′ ≤
N). We calculate its auto-covariance as:
< δν¯I(t)δν¯I(t+ τ) > =
N ′∑
(i,I)
(j,I)
< νIi (t)ν
I
j (t+ τ) >'
N ′∑
(i,I)
(j,I)
< yIi (t)y
I
j (t+ τ) >
=
( N ′∑
(i,I)
< yIi (t)y
I
i (t+ τ) > +
N ′∑
(i,I)
(j,I)
i 6=j
< yIi (t)y
I
j (t+ τ) >
)
= N ′aI(τ) +N ′(N ′ − 1)rII(τ)
(4.31)
Substituting the balance equation for rII(τ) we find:
< δν¯I(t)δν¯I(t+ τ) > = N ′
((
1− N
′ − 1
N
)
aI(τ) +A2
N ′ − 1
N
(aX(τ) + rXX (2)(τ))
)
(4.32)
' N ′aI(τ). (4.33)
where the last identity holds if N ′ << N . This is usually the case, provided the es-
timated number of neurons around the electrode’s tip is of the order of hundreds of
neurons. Fig. 4.7a shows the MUA auto-covariance function computed for a population
N ′ = 200 neurons directly form the simulation (solid blak line), and through eqs. 4.32
(dashed black line) and 4.33 (dashed blue line) for a network of N = 32000. The fact
that the main contribution to MUA auto-covariance is basically the auto-covariance
function of single cells weighted by a factor N ′ can be interpreted as follows. It is
easy to show that the MUA cross-covariance function of N ′ neurons which population-
averaged spiking cross-correlations are strictly zero is N ′aI(τ) (to see this, just neglect
the second sum in the second line of the calculation in eq. 4.31). Our theory predicts
small (but non-zero) values of the population-averaged spike-trains cross-correlations.
Being these correlations O(1/N) their effect is, more noticeable when N ′ ∼ N ; how-
ever, neurons can be considered virtually uncorrelated for calculations which require
summing over a small subpopulation. Fig. 4.7b shows the MUA auto-covariance func-
tion computed for a population of N ′ = N = 32000. In this case, the first term
on the right side in eq. 4.32 cancels to leading order and all the contribution comes
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from the second one. Notice that, although one could think that the contribution of
cross-correlations to MUA auto-covariance function should be O(N2) (due to the sum
over N2 pairs) population averaged spiking cross-correlations being O(1/N) results in
< δν¯I(t)δν¯I(t+ τ) >= O(N).
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Figure 4.7: Macroscopic signals. a) Auto-covariance function of the MUA of N ′ = 200 neurons
computed with the simulation (black solid line) and through eqs. 4.32 (black dashed line) and 4.33
for a network with N = 32000 neurons. b) Auto-covariance function of the MUA of N ′ = N = 32000
neurons computed with the simulation (solid line) and through eq. 4.32 (dashed line) for a network
with N = 32000 neurons
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4.4 Discussion
We have shown that decorrelation in the activity of integrate and fire cells can occur
in the case of slow synaptic filters. This regime describes properly the limit of large
number of inputs, which effectively translates into a decrease of the membrane time
constant [Bernarder et al., 1991, Pare et al., 1998, Hirsch et al., 1998, Borg-Graham
et al., 1998, Destexhe et al., 1999, Anderson et al., 2000b, Destexhe et al., 2001, Kuhn
et al., 2004, Moreno-Bote and Parga, 2005, Le´ger et al., 2005]. Similar equations to the
ones found for faster filters were derived using the adiabatic approximation. Equations
were solved with the same perturbative technique that we used previously. As in that
case, we find that population-averaged spike-count cross- covariances decrease with the
network size as 1/N , while zero-lag population-averaged current cross-covariances do as
1/
√
N . Although the present study only considers a recurrent population of inhibitory
cells, it is straightforward to show that similar equations can be predicted for the case
of a recurrent network of inhibitory and excitatory cells. The phenomenon of tracking
of external (excitatory) fluctuations by the recurrent (inhibitory) population is also
present.
An alternative to the model presented here could be a conductance-based one. The
reason for not studying such a model is that there is not a straightforward way of
using the scaling scheme we have presented. A naive intuition would lead us to scale
unitary conductances in the same way as we did with the unitary currents. However,
one can show that by doing so, the variance of the synaptic current vanishes in the
limit of large networks, due to the fact that effective membrane time constants tend
to zero when the number of input tends to infinity [Kuhn et al., 2004, Renart et al.,
2007]. This situation is not biological plausible and consequently is not a good scenario.
The network presented here can model structures formed by inhibitory neurons such
as basal ganglia. Basal ganglia are important in the regulation of voluntary motor
tasks [Hikosaka et al., 2000] and has a critical role in neurological diseases such as
Parkinson [Wichmann and DeLong, 1996]. In Magill et al., 2000 small correlations in
the globus pallidus of rats during spontaneous activity states were found. The authors
suggest that asynchrony might arise from a hardwire design that assures that cells re-
ceive very different inputs. Here we show that even if the currents afferent to neurons
are similar, the dynamics of the recurrent network can decorrelate the activity of the
neurons. Low activity correlations were also found in the globus pallidus of awake
monkeys performing visual-motor tasks [Nini et al., 1995, Raz et al., 2000, Bar-Gad
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et al., 2003]. In this last paper, the shape of the spike trains cross-covariance functions
at long time scales was very similar to the one in fig. 4.4, although the time constant
of the functions was larger, suggesting even a slower synaptic dynamics, which would
make the adiabatic approximation even more accurate. Although in this work it was
just mentioned as a curiosity, the authors pointed out a relation between spike train
auto- and cross-covariance functions in perfect agreement with the one given by the
balance relation in eq. 4.21.
High degree of spiking cross-correlation has been reported in data of basal ganglia
of anesthetized songbirds[Kimpo et al., 2003, Doupe et al., 2005]. In such systems
cross-correlations could be transmitted from layer to layer, suggesting a plausible spike-
timing code. Transmission of strong cross-correlations was explained by models as the
one in Diesmann et al., 1999. This model consits of a feed-forward structure formed
by layers of neurons receiving common input only from previous layers and can sustain
activity in form of synfire chains [Abeles, 1991]. Our study, thus, shed some light on the
differences between the basal ganglia of the different animals suggesting that the pres-
ence/absence of recurrent inhibiton in the layers can determine the presence/absence
of cross-correlated activity.
Pair-wise cross-correlations (or the lack of them) in neuronal activities are reflected
in macroscopical signals such as MUA or the LFP. We have shown that our frame-
work allows for calculations of auto-covariance functions and power spectra of MUA,
suggesting an indirect way of experimentally testing our theory. Another macroscopic
signal commonly studied is the LFP in networks with excitatory neurons. An approx-
imation of this signal can be obtained by considering the sum of the absolute values
of the excitatory and inhibitory currents [Mazzoni et al., 2008]. Because currents can
be decomposed into the sum of filtered spike trains, it should be possible to reduce the
calculation of LFP power spectrum in a similar way as we did for the MUA.
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Appendix 4-A. Cross-correlations self-consistent the-
ory
4-A1. Self-consistent equations
Recurrent-recurrent pairs
In this section we will calculate self-consistently the population-averaged cross-
covariance function between a pair of neurons in the recurrent network. The starting
point is 4.20:
< δyIj (t)δy
I
i (t+ τ) >=
∫
dPc(z
I
j , z
I
i ; τ)ν
I
(0);j(z
I
j , µ
I
j , σ
I 2
j )ν
I
(0);i(z
I
i , µ
I
i , σ
I 2
i )− νIi νIj . (4.34)
where dPc(z
I
j , z
I
i ; τ) is the joint probability of having a fluctuation of the current ar-
riving to neuron (j, I) at a given time with value zIj and a fluctuation arriving to
neuron (i, I) with a delay τ with value zIi (we assume stationary conditions) and
νI(0);i(z
I
i , µ
I
i , σ
I 2
i ) has been previously defined (eq. 4.19) and is the firing rate of a
neuron receiving a constant current IIi = µ
I
i + σ
I
i z
I
i (see more details in section Self-
consistent scheme).
One can estimate the distribution of z’s from a temporal sampling. Eq. 4.34 tells us
that to calculate the cross-covariance of spike trains one can calculate the instantaneous
firing rates induced in each neuron by their respective incoming current fluctuations and
average over the probability of those fluctuations. Notice that fluctuations univocally
determine the instantaneous firing rate. Thus, one can perform a change of variable and
calculate the integral over the distribution of the instantaneous firing rates. Performing
this change of variables for neuron, (j, I), we have the following identities (we denote
by ν
I (∗)
j the value of the firing rate of neuron (j, I) induced by fluctuation z
I
j ):
< δyIj (t)δy
I
i (t+ τ) > =
∫
dP ′c(ν
I (∗)
j , z
I
i ; τ) ν
I
(0);i(z
I
i ) ν
I ∗
j − νIi νIj
=
∫
dP ′c(y
I (∗)
j , z
I
i ; τ) ν
I
(0);i(z
I
i , µ
I
i , σ
I 2
i ) y
I ∗
j − νIi νIj , (4.35)
where y
I (∗)
j denotes the value of the spike train induced by the fluctuation z
I
j
4.
dP ′c(y
I (∗)
j , z
I
i ; τ) denotes the joint probability distribution that at a given time the
spike train of neuron (j, I)) is y
I (∗)
j and that the fluctuation of the τ -delayed input
4It can be shown that the substitution of ν
I (∗)
j by y
I (∗)
j in eq. 4.35 is allowed and the identity is
valid. Compare eq. 16 in Moreno-Bote and Parga, 2006 and eq. 2.7 in Moreno-Bote and Parga, 2010
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current to neuron (i, I) is zIi .
y
I (∗)
j , in general, will depend on ν
I
i (z
I
i ) and, thus, it will depend indirectly on z
I
i .
However, in the following we will not consider the effect of the spikes emitted by neuron
(i, I) on neuron (j, I). This is equivalent to restricting ourselves to the case τ ≥ 0. To
calculate the cross-covariance function for τ < 0 one can reverse the role of neurons
i and j. In fact, symmetry arguments lead to rIIji (−τ) = rIIij (τ). We find it useful to
decompose the joint probability distribution dP ′c(y
I (∗)
j , z
I
i ; τ) in terms of the probability
distribution over zIi conditioned to the value of the spike train, dP (z
I
i ; τ |yI (∗)j ), and the
probability distribution of the spike train values y
I (∗)
j , dP
′′(yI (∗)j ):
< δyIj (t)δy
I
i (t+ τ) > =
=
∫
dP ′′(yI (∗)j )
∫
dP (zIi ; τ |yI (∗)j ) νI(0);i(zIi , µIi , σI 2i )yI (∗)j − νIi νIj (4.36)
Notice that y
I (∗)
j can take only two possible values: 0 when there is not a spike and
δ(0) if the neuron fires. This allows us to write the last equation as:
< δyIj (t)δy
I
i (t+ τ) > = (
∫
dP ′′(yI (∗)j )y
I (∗)
j )(
∫
dP (zIi ; τ |yI (∗)j = δ(0)) νI(0);i(zIi , µIi , σI 2i ))− νIi νIj
= νIj
∫
dP (zIi ; τ |yI (∗)j = δ(0)) νI(0);i(zIi , µIi , σI 2i )− νIi νIj ; (4.37)
where we have used the definition of νIj ≡< yIi (t) >=
∫
dP ′′(yI (∗)j )y
I (∗)
j . We use the
notation rII+, ji(τ) to explicitly indicate that the function is the cross-covariance func-
tion rIIji (τ) for τ ≥ 0. We denote by µ¯Ii (τ) and by (σ¯Ii (τ))2 the average and variance of
IIi a time τ after neuron (j, I) has emitted one spike.
rII+, ji(τ) = ν
I
j
∫
dP (zIi ) ν
I
(0);i(z
I
i , µ¯
I
i (τ), σ¯
I 2
i (τ))− νIi νXj . (4.38)
where, for completeness, we have written down explicitly the dependence of the in-
stantaneous firing rate on the current moments. We have to calculate the magnitude
νI(0);i(I
I
i , µ¯
I
i (τ), σ¯
I 2
i (τ)). The technique we use is similar to the one employed in Renart
et al., 2010 for networks of binary units. We start by calculating µ¯Ii (τ):
µ¯Ii (τ) = < I
I
i > +
1
νIj
< δyIj (t)δI
I
i (t+ τ) >
= µIi +
AIIji (τ)
νIj
, (4.39)
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with:
AIIji (τ) ≡ < δyIj (t)δIIi (t+ τ) > . (4.40)
Analogously, one can prove that:
(σ¯Ii (τ))
2 = σI 2i +
BIIji (τ)
νIj
−
(AIIji (τ)
νIj
)2
, (4.41)
where BIIji (τ) is:
BIIji (τ) ≡ < δyIj (t)(δIIi (t+ τ))2 > . (4.42)
Inserting eqs. 4.39, 4.41 into eq. 4.38, we arrive to:
rII+, ji(τ) = ν
I
j
∫
dP (zIi )ν
I
(0);i(z
I
i , µ
I
i +
AIIji (τ)
νIj
, σI 2i +
BIIji (τ)
νIj
−
(AIIji (τ)
νIj
)2
)− νIj νIi . (4.43)
As explained in Renart et al., 2010, in asynchronous states the population average of
the magnitudes AIIji (τ)/νIj and BIIji (τ)/νIj −AIIji (τ)/νIj must be O(1/N) at most. Thus,
one can expand νI(0);i in these variables and keep only the first order terms. Precisely,
we expand νI(0);i in powers of AIIji (τ) and neglect terms O((AIIji (τ))2) and O(BIIji (τ)) 5
6:
νI(0);i
(
AIIji (τ)
)
= ν
I (0)
(0);i + ν
I (1)
(0);iAIIji (τ) +O((AIIji (τ))2) +O(BIIji (τ)), (4.44)
where:
ν
I (0)
(0);i = ν
I
(0);i(z
I
i , µ
I
i , σ
I
i ) ≡ νI(0);i
ν
I (1)
(0);i =
∂νI(0);i
(
AIIji (τ)
)
∂AIIji (τ)
∣∣∣
AIIji (τ)=0
=
1
νIj
∂νI(0);i
(
AIIji (τ)
)
∂µIi
∣∣∣
AIIji (τ)=0
. (4.45)
Substituting the expansion in eq. 4.44 into eq. 4.43 we arrive to the result:
5To simplify the notation we do not write the dependence of νI(0);i on (z
I
i , µ
I
i +
AIIji (τ)
νIj
, σI 2i +
BIIji (τ)
νIj
−(AIIji (τ)
νIj
)2
)
6We are assuming that BIIji << AIIji , similar to Renart et al., 2010.
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rII+, ji(τ) = <
∂νI(0);i
∂µIi
> AIIji (τ)− νIj νIi . (4.46)
Using the definition of AIIji (τ) and averaging over neurons, eq. 4.46 becomes:
rII+ (τ) = L
∫ ∞
−∞
dtjsyn(t)
{
pJIIaI(τ − t) +NpJIIrII+ (τ − t) +NpJIXrIX(τ − t)
}
, (4.47)
where L ≡ [< ∂ν
I
(0);i
∂µIi
∣∣∣
AIIji (τ)=0
>] and we have assumed that the dynamical properties of
a neuron and the synaptic weight with which it connects to the others are independent
magnitudes [Renart et al., 2010]. To make explicit the dependence on N we write the
last equation in terms of the O(1) synaptic efficacies, jαα
′
:
rII+ (τ) = L
∫ ∞
−∞
dtjsyn(t)
{pjII√
N
aI(τ − t) +
√
NpjIIrII+ (τ − t) +
√
NpjIXrIX(τ − t)
}
.(4.48)
External-recurrent pairs
In the previous derivation, one can assume that neuron j belongs to the population X
and proceed exactly in the same way to calculate rXI(τ) from eq. 4.35. We arrive to
the following equation:
rXI(τ) = L′
∫ ∞
−∞
dtjsyn(t)
{pjIX√
N
aX(τ − t) +
√
NpjIIrXI(τ − t)
}
. (4.49)
where:
L′ ≡ [< ∂ν
I
(0);i
∂µIi
∣∣∣
AXIji (τ))=0
>] (4.50)
AXIji (τ) ≡ < δyXj (t)δIIi (t+ τ) > . (4.51)
Notice that in this case the activity of (i, I) has no impact over neuron (j,X). Thus
eq. 4.49 is valid for all values of τ .
4-A2. Leading-order solution
In this section we will solve eqs. 4.48 and 4.49 in the limit N → ∞ keeping
the leading order terms. We find it useful to define the perturbative parameter as
 = 1/
√
N . Solving eqs. 4.48 and 4.49 to leading order means that all the quantities
have to be evaluated at leading order. Notice, for example, that to leading order L and
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L′ should be calculated considering rαI(τ) = 0. This is what we will implicitly assume
in the next derivations. We start by solving eq. 4.49. After Fourier transforming it, it
reads:
r˜XI(ω) = L′˜syn(ω)
{
pjIX a˜X(ω) + −2pjII r˜XI(ω)
}
, (4.52)
where, ˜syn(ω) ≡ 1τ−1s +iω is the Fourier transform of jsyn(τ). We now propose a Taylor
expansion of the form r˜XI(ω) =
∑
n
r˜XI (n)(ω). Keeping ω = ω0 when taking the limit
N →∞ we obtain that, to leading order:
r˜XI(ω0) = 
2Aa˜X(ω0), (4.53)
where A ≡ jIX|jII | . Notice that this is the same constant that relates the population-
averaged mean firing rates of external and recurrent neurons (see Appendix 2-A eq.
2.88, in chapter 2). As explained in the previous chapter, one can proceed like this for
all values of ω and take the Fourier inverse transform to obtain:
rXI(τ) = 2AaX(τ) (4.54)
We now solve the leading order for r˜II+ (ω). We first Fourier transform eq. 4.48 and
obtain:
r˜II+ (ω) = L˜syn(ω)
{pjII√
N
a˜I(ω) +
√
NpjII r˜II+ (ω) +
√
NpjIX r˜IX(ω)
}
. (4.55)
In Appendix 4-B we will show that aI(τ) is O(1). Using the result for r˜XI(ω0) in eq.
4.53 and proposing an analogous Taylor expansion for r˜II(ω0) =
∑
n
nr˜II (n)(ω0), from
eq. 4.55 we obtain:
r˜II+ (ω0) = 
2(A2a˜X (0)(ω0)− a˜I (0)(ω0)), (4.56)
Proceeding like this for all the values of ω0 we can recover the cross-covariance function
in time domain. Taking into account the symmetry rII(−τ) = rII(τ) we have:
rII(τ) = 2(A2aX(τ)− aI (0)(τ)). (4.57)
Eqs. 4.52 and 4.57 were derived for a value ω = ω0 , taking the limit N → ∞ and
keeping the leading order terms. ˜syn(ω) is, thus, O(1). But as mentioned in the pre-
vious chapter, in practice, one deals with a finite network of a given size Nc. In such
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a case, being ˜syn(ω) a decreasing function there is a critical frequency ωc, such as for
ω >> ωc, ˜syn(ωc) << 1/
√
Nc, and one can wonder if the predictions derived assuming
˜syn(ω) ∼ O(1) are still valid even when finite networks are employed. For the largest
simulated network (N = 32000) eq. 4.57 predicts very well the cross-covariance func-
tion as can be seen in fig. 4.4b.
4-A3. Total current cross-covariances cancellation
As it happened in the case of binary neurons [Renart et al., 2010] and LIF neurons
with faster filters (see chapter 3), the cancellation of spike-count cross-covariances
implies the cancellation of total current zero-lag cross-covariances. In fact, working in
frequency domain, one can show that a similar cancellation occurs for all values of ω
(and, consequently, for all the values of τ), provided we take the N → ∞ limit as we
explained before (see discussion after eq. 4.57). The expression for c˜II(ω) was derived
in chapter 2 (eq. 2.35):
c˜II(ω) = φ˜syn(ω)p
2
(∑
α
(jIα)2a˜α(ω) +N
∑
αα′
jIαjIα
′
r˜αα
′
(ω)
)
dt
= φ˜syn(ω)p
2
(∑
α
(jIα)2a˜α(ω) +N
∑
αα′
jIαjIα‘r˜αα
′
(ω)
)
. (4.58)
Substituting the expression of r˜αα
′
(ω) from eqs. 4.53 and 4.56 we obtain that the left
hand side cancels at O(1). Thus, the leading order of c˜II(ω) is necessarily O(γ) with
γ ≥ 1.
Analogously, one can show that A˜XI(ω) also cancels to leading order:
A˜XI(ω) ≡ [A˜XIij (ω)]
= p˜syn(ω)(
jIX√
N
a˜X(ω) +
√
NjIX r˜XI(ω)) (4.59)
We have just shown that an asynchronous state characterized by a cancellation of the
leading order of c˜II(ω) and A˜XI(ω) exists. This is the definition of asynchronous state
we presented in chapter 2. Thus, all the results and conclusions derived there apply
for this case.
Appendix 4-A 131
4-A4. Decorrelation when external inputs are weakly corre-
lated
In the previous derivation of rαI(τ), we have supposed that neurons in the ex-
ternal population fire in a decorrelated way and their only contribution to recurrent
correlations comes from projecting common inputs to the inhibitory neurons. One
can extend the theory to non-zero but small correlations in the external spike trains,
rXX(τ) = 2rXX (2)(τ). We assume that the source of correlation is a common fluctu-
ating external rate whose standard deviation is σOU ;N . The adiabatic approximation
is also valid, provided the currents afferent to a pair of neurons can be considered
’frozen’ due to the large time constant of the synaptic filters. Besides, since σOU ;N is
small (O()), the fluctuations around the finite mean value of νX will be negligible in
the limit of large N . Thus, the assumption of stationarity of the current fluctuations
probability distribution is, at first approximation, also valid in this case. Proceeding
as we did before, but keeping the terms rXX(t), one arrives to the following balance
equations:
rXI(τ) = 2A(aX (0)(τ) + rXX (2)(τ)) (4.60)
rII(τ) = 2(A2(aX (0)(τ) + rXX (2)(τ))− aI (0)(τ)). (4.61)
One can easily show that the tracking of external fluctuations by inhibitory ones also
occurs in this case. Besides, the cancellation of the leading order of c˜II(ω) and A˜XI(ω)
is also obtained. Thus, we have proved that an asynchronous state as the one described
in chapter 2 exists.
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Appendix 4-B: Fit of the auto-covariance functions
In this appendix we study the spike auto-covariance functions. Fig. 4.8a shows
these functions for the three largest simulated networks. Their shape and magnitude
are similar, no matter the size of the network. Thus, they can be considered O(1). In
fig. 4.8b we fit the function for N = 32000 to an exponential function for τ > τref .
After the refractory time, the fit is reasonably good.
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Figure 4.8: Spike auto-covariance functions. a) Population-averaged spike auto-covariance
functions for different network sizes. N = 8000 (violet), 16000 (yellow), 32000 (red). b) Fit of the
auto-covariance function (solid line) to an exponential (dash-dotted line) (N = 32000).
Besides, for τref ≥ τ ≥ 0 it is easy to show by using the definition that the auto-
covariance function is:
aI(τ) = νIδ(τ)− νI 2 τref ≥ τ ≥ 0. (4.62)
Thus, we conclude that we can fit the auto-covariance functions by:
aI(τ) =
{
νIδ(τ)− νI 2, |τ | ≤ τref
377.5e−
|τ |
11.8 (s−2), |τ | > τref
(4.63)
where we have also made use of the symmetry of aI(τ).
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Appendix 4-C. About the scaling of spike-count and
total current cross-covariances
We have seen that spike-count and total current zero-lag cross-covariances follow
different scalings (O(2) vs O()). How is it possible that input correlations are different
from output correlations? In the case of fast filters we have explained the phenomenon
according to the shape of the cross-covariance functions. In this case we also do.
Fig. 4.9a shows the cross-covariance functions of the total input currents obtained
from simulations. These functions present a peak close to τ = 0 which apparently
gets narrower with N . Currents are filtered by the cells’ membrane and, as explained
in the previous chapter, this process makes the relevant magnitude for spike train
decorrelation not to be the zero-lag cross-covariance of the input currents, but the
integral of the whole function, which scales as O(1/N) (fig 4.9b).
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Figure 4.9: Total Current Cross-Covariance Functions. a) Population-averaged total current
cross-covariance functions for N = 4000 (green), 8000 (violet), 16000 (yellow), 32000 (red).b) Scaling
of the integral of this functions. Dash-dotted line is ∼ 1/N .
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Appendix 4-D: Common fluctuating external firing
rate
In this appendix, we will calculate the cross-covariance of neurons that fire in a
Poissonian way with a common and fluctuating firing rate. The process of firing is a
doubly stochastic process (Cox process). As we will see, even if for a fixed firing rate
the neurons fire in an independent way, the fact of sharing a common fluctuating rate
induces some degree of correlation.
For the sake of simplicity, we are going to calculate the zero-lag cross-covariance of
two spike trains given by a Cox process. The result is easily generalizable to delayed
cross-covariances. As an example of Cox process, we will use the one mentioned in
section 4.2.1.2, in which the firing rate of the external population of neurons varies
according to an Ornstein-Uhlenbeck process of variance σ2OU ;N . For a given value of
the firing rate, the neurons fire independently. The law of total covariance states that
if yXi (t), y
X
j (t), and ν
X(t) are random variables, then:
< δyXi (t)δy
X
j (t) > = [< (δy
X
i (t)δy
X
j (t))|νX(t) >]νX
+ [δ(< yXi (t)|νX(t) >)δ(< yXj (t)|νX(t)) >]νX . (4.64)
where the symbol [.]νX stands for an average over the possible values of ν
X(t). The
first term on the right hand side of the last equation denotes the time-averaged value
of the zero-lag cross-covariance calculated at a given value of the firing rate. This is, by
hypothesis, zero. The second term is the cross-covariance of the time-averaged values
of the spike trains conditioned to a given value of the firing rate. We realize that:
< δyXi (t)δy
X
j (t) > = [δ(< y
X
i (t)|νX(t) >)δ(< yXj (t)|νX(t) >)]νX
= < δνX(t)δνX(t) >
= σ2OU ;N . (4.65)
Thus, the common and fluctuating firing rate induces a finite value of the spike-count
cross-covariance equal to the variance of the stochastic process that governs it.

Chapter 5
A model on slow oscillations: role
of GABAB receptors
5.1 Introduction
To complete our study, in this chapter we will present an example of correlated
activity in the form of slow oscillations. The aim of this study is to explain the role
of GABAB receptors in the generation of Up/Down states. A computational model
is employed to test some hypothesis about how GABAB can induce variability in the
duration of the cycles. Model predictions are compared with experiments on ferret
slices carried out by M.V. Sa´nchez-Vives’ lab members [Sanchez-Vives et al., 2010].
Spontaneous activity during slow wave sleep or in anesthetized animals is characterized
by the emergence of cycles of high and low activity, referred to as Up and Down states,
respectively [Steriade et al., 1993a,b,c, Lampl et al., 1999]. Such transitions can also
be recorded in vitro in slices of ferrets [Sanchez-Vives and McCormick, 2000] and mice
[Cossart et al., 2003]. The biophysical mechanisms by which activity organizes in such
a way are not well understood, but some reasonable hypothesis can be found in the
literature which merge the effect of cortical interactions [Cossart et al., 2003, Metherate
and Ashe, 1993, Sanchez-Vives and McCormick, 2000, Seamans et al., 2003, Wilson
and Kawaguchi, 1996] with neuronal intrinsic features [Crunelli et al., 2005, Mao et al.,
2001, Sanchez-Vives and McCormick, 2000]. Modeling studies have focused on some
plausible mechanisms responsible for the transitions from Up to Down states, such as
firing rate adaptation [Compte et al., 2003], GABAB inhibition [Parga and Abbott,
2007] and short-term synaptic depression [Timofeev et al., 2000, Melamed et al., 2008].
Probably these mechanisms are not exclusive and several of them participate in some
degree in the generation of the rhythms, being the whole set of the experimentally
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observed features determined by their combined effect.
Here we will study the role of GABAB receptors in slow oscillations generation. Mo-
tivated by the results by M. Sa´nchez Vives lab on the blockade of receptors [Sanchez-
Vives et al., 2010], which we briefly introduce in the Results section, we will present
a network model based on Parga and Abbott, 2007. We will study the specific role
of GABAB receptors in the neural dynamics, especially its role in cycle duration and
duration variability.
5.2 Methods
5.2.1 Model
We have simulated networks of IF neurons, with the addition of a nonlinear membrane
current, receiving synaptic input composed of slow and fast excitatory and inhibitory
conductances. These networks consist of random connections with finite range. Each
neuron is described by its membrane potential V which, below its threshold value,
evolves according to the equation:
τm
dV
dt
= −gL(V − VL)− ga(V − Va)− Isyn,E − Isyn,I − Inoise − Inl . (5.1)
Here τm is the membrane time constant, gL is the leak conductance and VL is the
leak reversal potential. The adaptation current, ga(V −Va), affects only the excitatory
neurons. Its conductance, ga, decays exponentially with a time constant ta, until a
spike is fired. When this happens, it is augmented by an amount ∆ga. Isyn,E and Isyn,I
are the excitatory and inhibitory synaptic currents. Inoise is an external noise. Inl
describes a nonlinear property of the neuron (see below). A neuron fires whenever its
membrane potential V (t) reaches the spike generation threshold Vth. At that point, an
action potential is discharged, and the potential V (t) is reset and kept at a value Vreset
during a refractory period τref . Two excitatory (AMPA, NMDA), and two inhibitory
( GABAA, GABAB) synaptic currents, are included as:
Isyn,E(t) = gAMPA(V (t)− VAMPA) + gNMDA(V (t)− VNMDA)
Isyn,I(t) = gGABAA(V (t)− VGABAA) + gGABAB(V (t)− VGABAB) .
When a neuron fires an action potential, the synaptic conductances of its post-synaptic
neurons are modified by an amount ∆gX for X = AMPA, NMDA and GABAA, GABAB.
Otherwise, the synaptic conductances decay exponentially, with synaptic time constant
τX . Nonlinearities characterizing NMDA and the GABAB receptors are not included,
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because the emphasis is on their timescales not their voltage dependencies.
The nonlinear membrane current pretends to take account for some of the ions fluxes
(Ca2+, K+...) not included in the leakage term. It is described by:
Inl(t) = c(V (t)− V1)(V (t)− V2)(V (t)− V3)
where V1 < V2 < V3 and c is a parameter that determines the strength of the current.
In the absence of noise, Inl induces three fixed points, one of them being unstable.
Fluctuations induced by the noise term and by the synaptic currents allow the neuron
membrane potential not to be indefinitely stuck to the fixed point values, but to alter-
nate in a bistable way[Parga and Abbott, 2007].
Each neuron receives independent noise Inoise consisting of two Poisson trains, one ex-
citatory and one inhibitory. These Poisson trains can be described by their unitary
conductances(∆gsyn,E and ∆gsyn,I) and their rates. This noise is exponentially filtered
with slow synaptic time constants (i.e. τNMDA and τGABAB).
5.2.2 Parameter values
We have simulated several networks in order to reproduce the experimentally ob-
served data. These networks differ in parameters related to synaptic and adaptation
properties. We firstly present the parameters common to all the networks and then we
will proceed to give the parameter values which are different for each of them.
5.2.2.1 Network parameters
Networks contain 4000 neurons of which 17% are inhibitory and the rest excitatory.
Each neuron is connected with a probability of 2% to other neurons contained within
a disk centered about its location and containing about 31% of the total number of
neurons. This results in each neuron, on average, connecting to 25 other neurons. The
network size is 50× 80, with periodic boundary conditions.
5.2.2.2 Neuron parameters
All the neurons have a membrane time constant of 20 ms and a refractory time
τrefr = 5 ms. Other passive properties are distributed uniformly. The membrane
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threshold, Vth, takes values in the interval −45 ± 2 mV, the reset potential Vreset in
the interval −55 ± 1 mV, and the leak potential VL in the interval −68 ± 1 mV. The
parameters of the nonlinear current are c = 0.03 mV−2, V˜1 = −72±2 mV, V˜2 = −58±2
mV and V˜3 = −44± 2 mV.
5.2.2.3 Synaptic parameters
AMPA and NMDA currents are present in all excitatory synapses. Similarly, we
assigned GABAA receptors to 100% of the inhibitory synapses but GABAB receptors
only to 70% of them.
Here we present the parameter values for the network that is referred to as ’typical’.
The synaptic time constants are τAMPA = 2 ms, τNMDA = 100 ms, τGABAA = 10 ms,
and τGABAB = 200 ms. The leak conductance of excitatory neurons has the value
gE,L = 10nS. All unitary conductances are measured in units of gE,L. ∆gE,AMPA =
0.54, ∆gE,NMDA = 0.04, ∆gE,GABAA = 1.00, ∆gE,GABAB = 0.18. For inhibitory neu-
rons, ∆gI,AMPA = 0.38, ∆gI,NMDA = 0.04, ∆gI,GABAA = 0.02, ∆gI,GABAB = 0.017
and gI,L = 1.4. In addition, for excitatory neurons ∆ga = 0.03, Va = −80 mV and
τa = 1900 ms. The reversal potentials for the inhibition, VGABAB and VGABAA fall
uniformly within the intervals −90± 2 mV and −80± 2 mV, respectively. VAMPA and
VNMDA are both set to zero.
5.2.2.4 Other networks
The network which is called ’atypical’ differs from the ’typical’ one only in the uni-
tary conductance ∆gI,AMPA, and the adaptation characteristic time τa which now take
the value ∆gI,AMPA = 0.57 and τa = 2500 ms respectively.
5.2.2.5 Parameters of the noise model
The parameters of the noise model were: ∆gsyn,E = 0.09, ∆gsyn,I = 0.18 for the
conductances and νsyn,E = 66.66 Hz, νsyn,I = 24.31 Hz for the firing rates.
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5.2.3 Up and Down transitions detection algorithm
Up states detection algorithm
The algorithm employed to identify the Up-Down transitions is the same as that
used by Peyrache et al., 2009 based on Luczak et al., 2007, though other parameter
values are needed in this context in order not to miss any of the transitions which take
place.
This algorithm provides criteria for determining when the network moves from one
state to another. These criteria can be summarized as follows:
Up-to-Down transitions: At a given time, the number of spikes of each neuron in a
window of 60 ms is measured. If every cell fires less than two spikes the transition to
the Down state takes place.
Down-to-Up transitions: If the percentage of neurons that fire in windows of 60 and
100 ms is, at least 10% and 30%, respectively, then the transition to the Up state occurs.
5.2.4 Correlation Functions and CV
We have calculated spike train cross-correlation functions for a pair of neurons i,j
as follows:
ri,j(τ) =
∫
yi(t)yj(t− τ)dt
νiνj
, (5.2)
yi(j)(t) and νi(j) being the spike trains and the rate of neuron i(j) respectively, and τ
the time lag. In the figures we plot the average of this magnitude over 19900 pairs.
Cross-correlation functions of the currents were computed as:
cI˜α,I˜β(τ) =
∫
I˜α(t)I˜β(t− τ)dt, (5.3)
where I˜α,(β) stands for the population averaged currents Iα,(β). Both ri,j(τ) and cI˜α,I˜β(τ)
were normalized to their value at their respective peaks. Notice that here we are not
interested in the scaling of the cross-covariance function, so in order to better plot and
compare the normalization employed is more adequate.
CVs of the duration of the states were calculated in the standard way:
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CVduration =
SDduration
meanduration
(5.4)
5.2.5 Simulation
Simulation times were typically 1200 s. Differential equations were integrated using
the Euler method with an integration step of ∆t = 0.1 ms. All codes were written in
C and run under the Linux operating system.
5.3 Results
5.3.1 Summary of the experimental results
The effect of GABAB synaptic receptors in the generation and properties of slow
waves was studied in slices of ferrets. GABAB receptors blocker CGP 35348 was em-
ployed. Experiments were carried out by M.V. Sa´nchez-Vives’ lab members [Sanchez-
Vives et al., 2010].
The most relevant information of the experimental results is summarized in tables 5.1
and 5.2. We have classified networks as typical (n=28) and atypical (n=9) according
to the behaviour of the duration of the Down states and the cycle when the GABAB
receptors were blocked. In typical networks, Down state and cycle duration became
large when GABAB receptors were blocked while in atypical ones the situation was
reversed. Variability of the duration of Down states decreased and an enlargement in
the duration of the Up states was observed for both kind of networks when CGP was
applied.
Typical Networks
CGP/Control
Average Up duration 1.85
Average Down duration 1.6
Average Up duration CV 0.6
Average Down duration CV 0.7
Average Cycle duration CV 0.65
Table 5.1: Typical networks relevant features. Data from Sanchez-Vives et al., 2010
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Atypical Networks
CGP/Control
Average Up duration 1.8
Average Down duration 0.7
Average Up duration CV 1.1
Average Down duration CV 0.65
Average Cycle duration CV 0.5
Table 5.2: Atypical networks relevant features. Data from Sanchez-Vives et al., 2010
5.3.2 The model: description of its basic properties
First we present the basic features of the slow oscillations generated with the model.
We generated two example networks, responding to the GABAB receptor blockade in
a typical/atypical situation. We next explored a mechanistic explanation of the most
remarkable features of the effects of the GABAB receptors described in the previous
section: modulation of the duration of the Up states and modulation of the regularity
of the oscillations.
We generated several sample networks with a fixed connectivity but differing in the
precise realization of the connectivity matrix and in the value of some parameters (see
Methods for details). Two examples networks (typical and atypical) are shown in figs.
5.1a and 5.1b respectively. The duration of the Up and Down states in both networks
correspond to values characteristic of the experimentally studied slices. In both cases
blocking the GABAB receptors did not suppress the slow oscillation and the duration
of the Up state became longer, a feature present in all the generated samples and in
all the slices recorded in the experiments. For the network in fig. 5.1a the average
duration of the Down states increased as it did in the typical experimental cases. As
it has been described in sectin 4.3.1, the Down states of atypical slices were instead
shortened, as occurs with the example presented in fig. 5.1b. Notice that for the two
networks the histogram of the duration of Down states (figs. 5.1a.2, a.5 and 5.1b.2, a.5)
has a larger dispersion when the GABAB receptors are not blocked. To quantify the
variability of the cycle and of the durations of the Up and Down states we computed
their coefficients of variation. For the two networks displayed in fig. 5.1, the CV values
were: 0.29 (0.34), 0.22 (0.25) and 0.20 (0.25) for the Down state, the Up state and
the whole cycle duration respectively in the typical (atypical) network in the control
condition and 0.15 (0.15), 0.10(0.20) and 0.13 (0.15) when the GABAB receptors are
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blocked. These values showed a substantial decrease in variability following GABAB
receptors blockade in both networks, especially for the duration of the Down states.
Panels 3 and 6 in figs. 5.1a and 5.1b illustrate the correlograms of the spike trains for
the control and the GABAB blocked conditions.
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Figure 5.1: a) Properties of the slow oscillation in a typical network. Plots on the left
refer to the control condition and on the right to the slice with blocked GABAB receptors. Panels (1,
4) Rastergrams. Panels (2, 5) Histograms of the duration of the Up (red) and Down (blue) states.
Dashed lines correspond to their mean value: Mean durations of Up (Down) states are 0.45s (3.42s)
in (2) and 1.17s (4.69s) in (5). Panels (3, 6) Spike-train correlation functions averaged over 100 pairs
of neurons. Note how the oscillation becomes more regular in the blocked condition. b) Properties
of the slow oscillation in an atypical network. Conventions are as in fig. 5.1a. Mean durations
of Up (Down) states are 0.36s (3.51s) in (2) and 0.73s (2.91s) in (5).
5.3.3 Explaining the regulation of variability by GABAB re-
ceptors
In the experimental results we found that the decrease in the variability of the
duration of Down states and cycles occurred for both typical and atypical networks,
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while the decrease in Up state duration variability only occurred in typical networks.
To investigate the factors responsible for the variability of the Down states duration
in our model we looked at the traces of the synaptic and adaptation currents (fig. 5.2)
for the two networks described in fig. 5.1.
Let us first see why when the GABAB receptors are blocked the oscillation is rather
regular. Fluctuations of the excitation occur either from synaptic or external noise.
Since in the blocked condition the inhibition is fast (GABAA-mediated), it can track
these fluctuations easily (Renart et al. [2010]) so that they do not propagate through
the network unless a large population of excitatory neurons becomes active. Thus, the
dynamics consists in a gradual increase of the excitation that starts during the Down
state and grows until an Up state is generated (figs. 5.2b and 5.2d). At this point
the fast inhibition follows this large change in the excitation but it cannot suppress it.
During Up states the adaptation current progressively increases and produces the end
of the Up state. Since the characteristic time of the adaptation conductance is large
and spiking is rare during the Down state this current decays smoothly and slowly.
These mechanisms give rise to a rather regular sequence of cycles. This is illustrated
in fig. 5.2 with the temporal traces of the synaptic and adaptation currents computed
with the model (panel b is for the same typical network shown in fig. 5.1a and panel
d refers to the atypical network in fig. 5.1b). When the GABAB receptors are not
blocked they produce two main effects. First, the total inhibitory current increases.
A consequence of this change is the shortening of the duration of the Up states (fig.
5.1 and figs. 5.2a,c). The second effect is the loss of regularity. The experimental
observation shows that when the GABAB receptors are not blocked Down states can
be either longer or shorter than in the blocked condition, the second case being the
most typical. Fig. 5.1a corresponds to a simulated network with properties similar to
a typical network while fig. 5.1b shows an example of an atypical network. In the two
networks the variability is higher in the control condition but it has to be explained
differently because the mean duration of their Down states is related differently to the
corresponding networks with blocked GABAB receptors.
For the atypical network (fig. 5.1b) a comparison of the temporal trace of the currents
for the control and the blocked networks obtained with simulations (shown in fig. 5.2c
and d) indicates that some Up states are suppressed in the control condition. This en-
larges the mean duration of the Down states (fig. 5.1b) and increases their variability
(from CV=0.15 to 0.34). For the network corresponding to the typical case (fig. 5.1a)
the temporal traces of the currents (shown in fig. 5.2a and b) indicate that, in contrast
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to the atypical case, new Up states with respect to the blocked condition appear. This
also introduces a similar change in the variability of the duration of the Down states
(CV increases from 0.15 to 0.29). To explain this different behavior, let us focus on
the way the two networks were constructed. They differ in the value of only two pa-
rameters. First, in the typical network the NMDA unitary conductance is 40% larger
than in the atypical one. To isolate the effect of a larger NMDA conductance on the
duration of the Down states let us consider a network identical to the atypical one (fig.
5.1b) but with the NMDA unitary conductances increased by 40%. The distributions
of Down state durations appear in figs. 5.3a (control) and 5.3b (blocked GABAB).
The stronger excitatory recurrent inputs produce a reduction of the duration of Down
states in both the control and the blocked conditions. This can be seen by comparing
the mean duration of Down states for the modified network (full vertical lines) with the
corresponding mean duration for the original atypical network (dashed vertical lines).
However, one important difference arises. In the control condition the shortening of
the duration of the Down states is about 68% while in the blocked condition it is only
about 33%. Notice that this difference makes the original atypical network (fig. 5.1b)
become typical, in the sense that now the duration of Down states is longer when
GABAB receptors are blocked.
Why this differential shortening of Down states? The explanation can be found in fig.
5.3c. Here we show the cross-correlation function between the excitatory and inhibitory
currents during the Down states for the atypical network in fig. 5.1b. In the blocked
condition (dashed line), the tracking of excitatory currents by inhibitory ones is almost
instantaneous (the peak is located at 1.0 ± 1.0 ms). A consequence of this is that
inhibitory inputs can follow excitatory ones until they are strong enough to cause the
network to arrive to an Up state. However, in the control condition the slow dynamics
of the GABAB receptors makes the tracking of the excitation by inhibition difficult.
This fact is reflected by the peak of the cross-correlation function at 46.0± 1.0 ms as
can be seen in fig. 5.3c (full line). This lag is 86.0± 1.0 ms if only the GABAB compo-
nent of the inhibition is considered (dashed-dotted line). Since the tracking mechanism
is less efficient in the control condition, the shortening of Down states duration when
increasing the value of NMDA unitary conductances is much more pronounced than in
the blocked condition.
The two example networks displayed in fig. 5.1a,b have been selected such that they
have approximately the same Down state duration in the control condition, which re-
flects the experimental observation that the difference between ’typical’ and ’atypical’
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Figure 5.2: Temporal traces of the synaptic and adaptation currents Temporal traces of
the population averaged currents for the typical network (left side) and the atypical one (right side).
Panels (a) and (c) refer to the control slice and panels (b) and (d) to the slice with the GABAB
receptors blocked. Notice the increased regularity in the blocked case. Blue lines: total excitatory
(AMPA plus NMDA) current. Red lines: total inhibitory (GABAA plus GABAB) current. Green
lines: adaptation currents.
networks do not depend on the duration of cycles before blocking GABAB receptors.
Although the network in fig. 5.3a,b is already a typical one, the mean duration of its
Down states in the control condition is shorter than that of the atypical network in fig.
5.1b. To obtain the typical network in fig. 5.1a we have then taken the characteristic
time of the adaptation conductance 80% larger than in the atypical network.
5.4 Discussion
The model reproduces some of the experimentally observed features in ferret’s slices.
To start with, the typical durations of Up and Down states are well matched (fre-
quency <1 Hz). The model also predicts a decrease in the variability of the Down
state and cycle durations and an enlargement of the duration of the Up states when
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Figure 5.3: a) b) Influence of NMDA conductances in the duration of Down states. a)
Histograms of the duration of the Down states in a network with the same parameters as the atypical
one but with NMDA unitary conductances increased 40% in the control condition. Average Down
state duration (solid line) is 1.1s, 68% smaller than the original value, 3.51s (dashed line). b) Same
as (a) but in the blocked condition. Average Down states duration (solid line): 1.8s, about 33%
smaller than the original value, 2.91s (dashed line). c) Correlation function between excitatory
and inhibitory currents in the atypical network. Full line: Correlation function between total
excitatory and inhibitory currents in the control condition. Dashed line: same as before but in the
GABAB blocked condition. Dashed-dotted line: Correlation function between total excitation and
GABAB component of the inhibition.
GABABreceptors are blocked as reported in the experiments. We also give a plausi-
ble explanation on how the relatively slow dynamics of GABAB receptors increase the
variability of the duration of the Down states and determine the difference between
the experimentally found typical and atypical networks. Tracking of excitatory activity
has been reported to be an effective decorrelation mechanism in recurrent neurons (see
[Renart et al., 2010] and the three previous chapters). Here we have described another
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situation where the presence or absence of it seems to be relevant to understand the
phenomenon.
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Final conclusions
Asynchronous states in generic balanced networks of densely connected and strongly
interacting neurons can be characterized independently of the neuron model. Balance
equations that relate spike train auto- and cross-covariance functions were derived as-
suming vanishing cross-covariance functions of the total afferent currents to recurrent
pairs and of the total current afferent to recurrent neurons and the activity of external
ones. Population-averaged spike-count cross-covariances can be calculated from spike
train cross-covariance functions and are, on average, O(1/N), 1 in agreement with
previous definitions of asynchronous states [Ginzburg and Sompolinsky, 1994]. The
distribution of pairwise spike-count cross-covariances is wide, implying that they take
positive and negative values with similar probabilities. In such states, however, the
components of the currents afferent to pairs of neurons are correlated due to the large
amount of common input. We have proved that for the asynchronous state to exist, it
is a necessary and sufficient condition that the inhibitory activity precisely tracks the
excitatory one.
To prove that an asynchronous state indeed exists in realistic networks, we focused
on leaky-integrate-and-fire (LIF) neurons. We have used two different approaches. In
chapter 3, we studied networks with fast synaptic kinetics for which the linear re-
sponse approximation [Brunel and Hakim, 1999, Lindner and Schimansky-Geier, 2001]
was appropriate. In chapter 4 we took into account the fact that when the number of
incoming inputs to a neuron is large, the effective membrane time constant is small.
This allows one to employ the adiabatic approximation [Moreno-Bote and Parga, 2004,
2006, 2010]. In both cases we found self-consistent equations for the spike train cross-
covariance functions and solve them to leading order in N , finding balance equations
that relate them to the auto-covariance functions.
Our simulations show that, in both cases and for biologically realistic network sizes,
1N is a parameter proportional to the number of neurons in the network
153
154 Final conclusions
spike-count cross-covariances can be well predicted from the leading order solution. In
the case of slow synaptic filters, the leading order solution reproduces also the whole
spike train cross-covariance function for a network of inhibitory neurons with a realistic
value of N . In the case of fast synaptic filters, the leading order solution reproduces the
low frequency components of the spike train cross-covariance function for a finite value
of N . The range of validity of this solution in the frequency space increases with N .
An analytical study about the finite size solution shows that a fast time scale appears
in this case that makes cross-covariance functions to be small and very concentrated
in time. The same study allows us to find more accurate solutions for the spike train
cross-covariance functions in networks with fast synaptic filters.
Auto-covariance functions of a macroscopic signal such as Multi-Unit Activity (MUA)
in terms of auto-covariance functions of the neurons were also calculated. In principle,
the described technique allows for the calculation of other macroscopic signals such as
Local Field Potential (LFP) in networks with pyramidal cells. This is a working line
that should be explored in the next future. Preliminary results are quite encouraging.
The example networks we have studied in detail are biologically relevant. In chapter 3
we focused on networks with excitatory and inhibitory neurons while in chapter 4 we
studied networks with only inhibitory neurons. Networks of the first type are common
in cerebral cortex while basal ganglia is an example of structures having only inhibitory
neurons. Low cross-correlations of neuronal activity have been experimentally reported
in the cortex [Renart et al., 2010, Graupner and Reyes, 2013, Ecker et al., 2010, Miura
et al., 2012, Hansen et al., 2012, Middleton et al., 2012] and in basal ganglia [Magill
et al., 2000, Nini et al., 1995, Raz et al., 2000, Bar-Gad et al., 2003].
To finish, in chapter 5 we studied slow oscillations with a computational model [Parga
and Abbott, 2007]. We could reproduce some of the experimental features of ferrets’
slices and explain the observed changes in the duration of the Up/Down cycles and the
differences in their variability, when GABAB receptors were blocked. We found that
the tracking (or the lack of it) of excitation by inhibition also plays here an important
role.
Madrid, 9th May 2014.
Conclusiones finales
El estados as´ıncrono en redes balanceadas formadas por neuronas densamente conec-
tadas y que interactu´an fuertemente pueden ser caracterizados, en caso de que existan,
independientemente del modelo de neurona. Hemos encontrado ecuaciones de balance
que relacionan funciones de covarianza cruzada y auto-covarianza de trenes de espigas
suponiendo que las corrientes aferentes totales que llegan a pares de neurons as´ı como la
actividad de neuronas externas y dichas corrientes no esta´n correlacionadas. La covari-
anza del nu´mero de espigas emitidas por pares de neuronas se puede calcular a partir de
las funciones de covarianza cruzada de los trenes de espigas y son, en media, O(1/N),
donde N es un para´metro proporcional al nu´mero de neuronas. Esto esta´ de acuerdo
con previas definiciones del estado as´ıncrono [Ginzburg and Sompolinsky, 1994]. La
distribucio´n de dichas covarianzas es ancha, lo que permite encontrar valores positivos
y negativos para covarianzas de pares individuales con similar probabilidad. A pesar
de que partimos de una caracterizacio´n del estado as´ıncrono en el que las corrientes
totales (suma de contribucio´n excitadora e inhibidora) que reciben pares de neuonas
no esta´n correlacionadas, las componentes de la corriente total esta´n fuertemente cor-
relacionadas debido al gran nu´mero de entradas comunes, lo que esta´ de acuerdo con
datos experimentales [Graupner and Reyes, 2013]. Hemos probado anal´ıticamente que
el seguimiento de la actividad instanta´nea excitadora llevado a cabo por la ihibicio´n es
condicio´n necesaria y suficiente para que exista un estado as´ıncrono.
Para comprobar que el estado as´ıncrono existe en redes realistas nos hemos centrado
en neuronas de integracio´n y disparo. Hemos utilizado dos aproximaciones anal´ıticas
diferentes. En el cap´ıtulo 3, hemos estudiado redes con dina´mica sina´ptica ra´pida
para las cuales la teor´ıa de respuesta lineal [Brunel and Hakim, 1999, Lindner and
Schimansky-Geier, 2001] resultaba apropiada. En el cap´ıtulo 4 tuvimos en cuenta
que en el cerebro las neuronas esta´n sometidas a un gran bombardeo de imputs lo
que implica que la constante de membrane es pequen˜a cuando se la compara con las
constantes de tiempo sina´pticas. Esto permite utilizar una aproximacio´n adiaba´tica
[Moreno-Bote and Parga, 2004, 2006, 2010]. En ambos casos, encontramos ecuaciones
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autoconsistentes para las funciones de covarianza cruzada de trenes de espigas y las re-
solvemos a orden dominante en N . Encontramos ecuaciones de balance que relacionan
estas funciones con las auto-covarianzas de los trenes de espigas.
Nuestras simulaciones muestran que en ambos casos la covarianza del nu´mero de es-
pigas emitidas por pares de neuronas se puede predecir bien a partir de la solucio´n
para el orden dominante. En el caso de filtros sina´pticos lentos, esta solucio´n, adema´s,
reproduce enteramente la funcio´n de covarianza cruzada de trenes de espigas para una
red inhibidora con un taman˜o realista de N . En el caso de filtros sina´pticos ra´pidos, la
soluci’on a orden dominante reproduce las componente de baja frecuencia de la funcio´n
de covarianza cruzada de espigas para un valor de N finito. El rango de frecuencias
para el cual la solucio´n a orden dominante es una buena aproximacio´n de las funciones
de covarianza cruzada de trenes de espiga esta solucio´n en el espacio de frecuencias au-
menta cuando aumenta N . Un estudio ana´ıtico nos permite comprobar que la aparicio´n
de una escala de tiempos ra´pida es la responsable de que las correlaciones adema´s de
pequen˜as, este´n concentradas en el tiempo. Este mismo estudio nos permite encontrar
mejores aproximaciones anal´ıticas para las funciones de covarianza cruzada de trenes
de espigas en redes con este tipo de filtros.
Hemos calulado tambie´n funciones de auto-covarianza de sen˜ales macrosco´picas como
el Multi-Unit Activity (MUA) en te´rminos de funciones de auto-covarianza de espigas.
En principio, la te´cnica que describimos permitir´ıa calcular las funciones de auto-
covarianza y spectro de potencias de otras sen˜ales macrosco´picas como el Local Field
Potential en redes con neuronas piramidales. Esta es una l´ınea de trabajo que se va a
estudiar en un futuro pro´ximo. Los resultados preliminares son muy esperanzadores.
Las redes que hemos estudiado como ejemplo y con mayor detalle son biolo´gicamente
relevantes. En el cap´ıtulo 3 nos concentramos en redes con neuronas excitadoras e
inhibidoras mientras que en el cap´ıtulo 4 estudiamos redes con neuronas inhibidoras.
Redes del primer tipo son comunes en la corteza cerebral mientras que los ganglios
basales son un ejemplo de estructura formada u´nicamente por neuronas inhibidoras.
En ambos casos, estudios experimentales [Renart et al., 2010, Graupner and Reyes,
2013, Ecker et al., 2010, Miura et al., 2012, Hansen et al., 2012, Middleton et al., 2012]
(corteza) [Magill et al., 2000, Nini et al., 1995, Raz et al., 2000, Bar-Gad et al., 2003]
(ganglios basales) han mostrado que las actividades de las neuronas pueden, en ciertas
circunstancias, no estar correlacionadas.
Por u´ltimo, en el cap´ıtulo 5 estudiamos oscilaciones lentas con un modelo computa-
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cional. El modelo reproduce algunas caracter´ısticas de rodajas de cerebro de huro´n y
explica los distintos cambios en la duracio´n de los estados Up/Down y las diferencias
en su variabilidad cuando se bloquean los receptores de GABAB. Encontramos que el
intervalo de tiempo con el que la inhibicio´n sigue a la excitacio´n tambie´n juega aqu´ı
un papel importante.
Madrid, 9th May 2014.
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