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Abstract
We consider a Landau-de Gennes model for a connected cubic lattice scaffold in a nematic host, in a
dilute regime. We analyse the homogenised limit for both cases in which the lattice of embedded particles
presents or not cubic symmetry and then we compute the free effective energy of the composite material.
In the cubic symmetry case, we impose different types of surface anchoring energy densities, such as
quartic, Rapini-Papoular or more general versions, and, in this case, we show that we can tune any coefficient
from the corresponding bulk potential, especially the phase transition temperature.
In the case with loss of cubic symmetry, we prove similar results in which the effective free energy
functional has now an additional term, which describes a change in the preferred alignment of the liquid
crystal particles inside the domain.
Moreover, we compute the rate of convergence for how fast the surface energies converge to the
homogenised one and also for how fast the minimisers of the free energies tend to the minimiser of the
homogenised free energy.
1 Introduction
We consider a cubic microlattice scaffold constructed of connected particles of micrometer scale, within a
nematic liquid crystal. In this article, we treat the particles of the cubic microlattice as being inclusions from
the mathematical point of view, while they might be interpreted as colloids from the physical point of view, even
though they do not possess all of their properties. The cubic microlattice scaffold is also called a bicontinuous
porous solid matrix (BPSM) in the physics literature (for example, see [7], [23] or [24]). By cubic microlattice
scaffold we understand a connected family of parallelipipeds or cubes of different sizes, placed in a periodic
fashion, as in Figure 1, where only the embedded particles have been shown. For simplicity, we might refer
to this object as being a scaffold or a cubic microlattice. This type of scaffold is usually obtained using the
two-photon polymerization (TPP or 2PP) process, which represents a technique of 3D-manufacturing structures
and which can generate stand-alone objects. An overview of the field of TPP processes can be found in [4].
There are numerous experiments, theory and computer simulations regarding embedding microparticles into
nematic liquid crystals (for example, see [18], [21] and [22]).
Figure 1: Example of a cubic microlattice.
The system bears mathematical similarities to that of colloids embedded into nematic liquid crystals. The
mathematical studies of nematic colloids (the mixture of colloidal particles embedded into nematic liquid crys-
tals) are split into two broad categories:
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• one is dealing with the effect produced by a small number of particles in this mixture, with a focus on
the defect patterns that arise in the alignment of the nematic particles induced by the interaction at the
boundary of the colloid between the two combined materials (see, for example, [2, 3, 9, 10, 11, 12, 25]);
• the other one treats the study of the collective effects, that is the homogenisation process (see, for example,
[5, 6, 8, 13] and [14]).
This work continues within the second direction, that is studying the homogenised material, and it is built
on the work from [13] and [14], which was also based on [5, 6, 8]. In [13] and [14], the inclusion is considered to
be the union of some disconnected particles, obtained from different or identical model particles, in such a way
that the distance between the particles is considerable larger than the size of them, which is called the dilute
regime. Also, in this regime, the volume fraction of colloids tends to zero.
In this article, we are going to consider the case of a cubic microlattice scaffold, as shown in Figure 1. The
idea of using such a particular geometry for the scaffold comes from the work done in [23]. At the same time,
this geometric configuration is more relevant from the physical point of view, since in [13] and in [14] one cannot
position a priori the colloidal particles in a periodic fashion. Here the periodicity is automatically generated by
the structure of the cubic microlattice. We construct two types of scaffolds: one with identical cubes centered
in a periodic 3D lattice of points, cubes which are inter-connected by parallelipipeds, and one where we replace
the cube with a parallelipiped with three different length sides. If by cubic symmetry we understand the family
of rotations that leave a cube invariant, then the first case is when the scaffold particles have cubic symmetry
and the second one is with the loss of this type of symmetry. The main new aspects of this work are:
• the set of all the inclusions is now connected;
• the model particle that we use (that is, a parallelipiped or a cube) grants us the possibility to compute the
surface contribution for arbitrarily high order terms in the surface energy density - hence, a generalisation
has been done for higher order polynomials in the bulk energy potential that admit at least one local
minimiser (see Theorem 2.4);
• in the case where the cubic symmetry is lost, we obtain a new term into the homogenised limit that
can be seen as a change in the preferred alignment of the liquid crystal particles inside the domain (see
Theorem 2.5);
• we obtain a rate of convergence for how fast the surface energies converge to the homogenised one (more
details in Proposition 5.1); in Remark 5.1, we also obtain a rate of convergence for how fast the sequence
of minimisers of the free energies tend to a minimiser of the homogenised free energy;
Liquid crystal materials, which typically consist of either rod-like or disc-like molecules, can achieve a state
of matter which has properties between those of conventional liquids and those of solid crystals. The liquid
crystal state of matter is one where there exists a long range orientational order for the molecules. In order
to quantify the local preferred alignment of the rod-like molecules, we use the theory of Q-tensors (for more
details, see [20]). A background of the field of liquid crystal materials can be found in [16].
Let Ω ⊂ R3 be an open and bounded domain from R3. For every ε > 0, we construct a cubic microlattice Nε
inside of Ω, such that, as ε→ 0, the volume of the scaffold tends to 0. More details regarding the construction
of the cubic microlattice can be found in Subsection 2.1 and in Appendix A.1.
Let Ωε = Ω \ Nε, which represents the space where only liquid crystal particles can be found. We use
functions Q : Ωε → S0 to describe the orientation of the liquid crystal particles, where:
S0 = {Q ∈ R3×3 : Q = QT , tr(Q) = 0},
is denoted as the set of Q-tensors. In the space S0, if we define |Q| = (tr(Q2)
)1/2
, for any Q ∈ S0, we can see that
S0 is a normed linear space and the so-called Frobenius norm is induced by the scalar product Q ·P = tr(Q ·P ).
We consider the following Landau-De Gennes free energy functional:
Fε[Q] :=
ˆ
Ωε
(
fe(∇Q) + fb(Q)
)
dx+
ε3
εα(ε− εα)
ˆ
∂Nε
fs(Q, ν)dσ, (1.1)
where fe represents the elastic energy, fb the bulk energy, fs the surface density energy, α is a real parameter
and ∂Nε the surface of the scaffold. The parameter α is chosen such that the term εα(ε − εα) is proportional
with the surface terms from ∂Nε in order that, in the limit ε → 0, it balances the effect given by the areas of
the surface terms. All of these quantities are described and detailed more in Subsection 2.1.
The elastic energy, also called the distortion energy, penalises the distortion of Q in the space and, in the
Landau-de Gennes theory, it is usually considered to be a positive definite quadratic form in ∇Q.
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The bulk energy in our case consists only of the thermotropic energy, which is a potential function that
describes the preferred state of the liquid crystal, that is either uniaxial, biaxial or isotropic1. For large values
of the temperature, the minimum of this energy is obtained in the isotropic case, that is Q = 0, and for small
values, the minimum set is a connected set of the form s(ν ⊗ ν − I3/3), with ν ∈ S2 and I3 the identity 3 × 3
matrix, and this is a connected set diffeomorphic with the real projective plane. The simplest form that we can
take for the bulk energy in our case is the quartic expansion:
fb(Q) = a tr(Q
2)− b tr(Q3) + c tr(Q2)2,
where the coefficient a depends on the temperature of the liquid crystal and b and c depend on the properties
of the liquid crystal material, with b, c > 0.
The surface energy describes the interaction between the liquid crystal material and the boundary of the
scaffold. We assume, for simplicity, that it depends only on Q and on ν, where ν is the outward normal at the
boundary of the cubic microlattice. One of the most common forms for the surface energy is the Rapini-Papoular
energy:
fs(Q, ν) = W tr
(
Q− s+
(
ν ⊗ ν − I3/3
))2
, (1.2)
where W is a coefficient measuring the strength of the anchoring, s+ is measuring the deviation from the
homeotropic (perpendicular) anchoring to the boundary and I3 is the 3× 3 identity matrix.
We are interested in studying the behaviour of the whole material when ε → 0. We will show that in our
dilute regime we obtain for the homogenised material an energy functional of the following form
F0[Q] :=
ˆ
Ω
(
fe(∇Q) + fb(Q) + fhom(Q)
)
dx,
where fhom is defined in (2.19) and in (2.20), depending on the choice of fb. Unlike in the standard homogeni-
sation studies, our focus will be on a priori designing the fhom, in terms of the available parameters of the
system.
The article is organised in the following manner:
• in Section 2 we present the technical assumptions that we have chosen and the main results of this article;
• in Section 3 we present the study of the properties of the functional Fε for a fixed value for ε > 0;
• in Section 4 we glue together the properties studied in the previous section and analyse the Γ-limit of Fε
as ε→ 0 and we prove the main theorems stated in Section 2;
• in Section 5 we analyse the rate of convergence of the sequence of surface energies to the homogenised
surface functional, where the main result is Proposition 5.1, but we also analyse the rate of convergence
of the sequence of minimisers of the free energies to a minimiser of the homogenised free energy (see
Remark 5.1)
and
• in Appendix A we prove various results, the most important of which is the proposition regarding the
explicit extension function that we use in Subsection 3.1.
2 Tehnical assumptions and main results
2.1 Assumptions, notations and main result
Let Ω ⊂ R3 be a bounded, Lipschitz domain, that models the ambient liquid crystal, and let C ⊂ R3 be the
model particle for the cubic microlattice. Since Ω is bounded in R3, then:
∃ L0, l0, h0 ∈ [0,+∞) such that Ω ⊆ [−L0, L0]× [−l0, l0]× [−h0, h0]. (2.1)
In Figure 2, we illustrate some examples of cubic microlattices, where the “connecting” boxes (which can be
seen better in Figure 1 as being the black cubes) are cubes of size εα, with α = 1.4999 2 and ε has a positive
value close to 0, since we desire to work in the dilute regime. The distance between two closest black cubes is
equal to ε, therefore the length of the black cubes is significantly smaller than the distance between them, by
3
(a) ε = 0.01 and l = 0.05; (b) ε = 0.001 and l = 0.005.
Figure 2: Cubic microlattices constructed in the box [0, l]3 with α = 1.4999.
using the exponent α. 3 For Figure 1, ε = 0.05, α = 1.4999 and l = 0.25, so we have the same ratio between ε
and l.
In order to construct such a scaffold, we use as a model particle the cube:
C =
[
− 1
2
,
1
2
]3
. (2.2)
We denote by ∂C the surface of the cube C, which we also write it as:
∂C = Cx ∪ Cy ∪ Cz, (2.3)
where Cx is the union of the two faces of the cube that are perpendicular to the x direction and in the same
way are defined Cy and Cz.
Then, for a fixed value of ε > 0 and an ε-independent positive constant α, we define
Cα =
[
− ε
α
2p
,+
εα
2p
]
×
[
− ε
α
2q
,+
εα
2q
]
×
[
− ε
α
2r
,+
εα
2r
]
, (2.4)
with p, q, r ∈ [1,+∞). We call the scaffold symmetric whenever p = q = r. In Figures 1 and 2, we have
p = q = r = 1.
We construct now the lattice
Xε = {x ∈ Ω : x = (x1, x2, x3), dist(x, ∂Ω) ≥ ε and xk/ε ∈ Z for k ∈ 1, 3}, (2.5)
which we rewrite it as:
Xε = {xiε : i ∈ 1, Nε}, where Nε = card
(Xε). (2.6)
Hence, the first part of the scaffold is the family of parallelipipeds
Cε =
Nε⋃
i=1
Ciε, where Ciε = xiε + Cα, for every i ∈ 1, Nε, (2.7)
which represents the union of all black parallelipipeds from Figure 1.
We add now the lattice
Yε :=
{
yε ∈ Ω : ∃i, j ∈ 1, Nε such that
∣∣xiε − xjε∣∣ = ε and yε = 12(xiε + xjε)
}
and let Mε = card
(Yε). (2.8)
The lattice Yε helps us construct the gray parallelipipeds from Figure 1, that is, the “connecting boxes”.
We split this lattice into three parts, since the gray parallelipipeds are elongated into three different directions,
1The isotropic case corresponds to the case in which Q = 0. The uniaxial case corresponds to the one in which two of the
eigenvalues of Q are equal and the third one has a different value. The biaxial case corresponds to the case in which all the
eigenvalues have different values.
2We choose α close to the value 3/2 in order to make the difference between the lengths of the sides of the black cubes and the
gray parallelipipeds from Figure 1 more visible, for relatively “large” values of ε (0.01, 0.05 or 0.001).
3The reason why we represent the lattice only in the box [0, l]3, with l = 5ε, is that if we keep the same l and shrink ε, then
the number of boxes appearing in the image would be significantly larger, hence, as we make ε smaller, we also zoom in to have a
better picture of what is happening for small values of ε.
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granted by the axes of the Cartesian coordinate system in R3. We denote by Pε the union of all of these
parallelipipeds. More details regarding the construction of these objects can be found in Appendix A.1.
Let Nε = Cε ∪ Pε be the entire scaffold and ∂Nε its surface.
Regarding the elastic energy that we use, we observe that having a fixed distortion of Q, the liquid crystal
material should remain unchanged under translations and rotations. We consider the following form for the
elastic energy :
fe(∇Q) :=
∑
i,j,k∈{1,2,3}
[
L1
2
(
∂Qij
∂xk
)2
+
L2
2
∂Qij
∂xj
∂Qik
∂xk
+
L3
2
∂Qik
∂xj
∂Qij
∂xk
]
,
where Qij is the (ij)
th component of Q, (x1, x2, x3) represents the usual cartesian coordinates and eijk represents
the Levi-Civita symbol.
Regarding the surface energy densities, we use different forms. One is the Rapini-Papoular surface energy
density, presented in (1.2), which has a single minimum at the point in which the dependent variables take
value granted by the surface treatment, which in this case represents the perpendicular alignment.
Another form for the surface energy density is represented by the planar degenerate anchoring case:
fs(Q, ν) = ka (ν ·Q2ν) + kb (ν ·Qν)(ν ·Q2ν) + kc (ν ·Q2ν)2 + a′ tr(Q2) + 2b
′
3
tr(Q3) +
c′
2
tr(Q2)2,
where ka, kb, kc, a
′, b′ and c′ are constants, in which the preferred alignment for the liquid crystal material is
to lie parallel to the boundary of the scaffold.
In order to describe the surface energy, we need a better description of ∂Nε, therefore we analyse what faces
from every parallelipiped constructed are in contact with the liquid crystal. More precisely, the liquid crystal
is in contact with the scaffold:
• on only four of the six faces of the parallelipipeds centered in points from Yε, that is, on every T kx , T ly and
T mz , defined in (A.6), (A.11) and (A.16);
• only on the edges of the parallelipipeds centered in some of the points from Xε, parallelipipeds which
are in the “interior” of the scaffold, meaning that they are not “visible” - in this case, the interaction is
neglected (the black parallelipipeds from Figure 1 which have the only role of connecting the six adjacent
gray parallelipipeds and they are not visible from that point of view, since they are “inside” of the scaffold);
let
Nε,1 = the total number of parallelipipeds from this case; (2.9)
• on at most five of the six faces of the parallelipipeds centered in some of the points from Xε, parallelipipeds
which are at the “outer” boundary of the scaffold (which are the closest to ∂Ω) - in this case, we prove
that the interaction is neglectable (the black parallelipipeds from Figure 1 that are visible); let
Nε,2 = the total number of parallelipipeds from this case; (2.10)
and let
Si = the union of all the rectangles (at most five in this case) that
are in contact with the liquid crystal material, (2.11)
for any i ∈ 1, Nε,2.
From relations (2.9) and (2.10), we have Nε = Nε,1 +Nε,2. Using (A.6), (A.11), (A.16) and (2.11), we can
write ∂Nε = ∂NSε ∪ ∂N Tε , where:
∂NSε =
(Nε,2⋃
i=1
Si
)
and ∂N Tε =
( Xε⋃
k=1
T kx
)
∪
( Yε⋃
l=1
T ly
)
∪
( Zε⋃
m=1
T mz
)
. (2.12)
Let Jε[Q] be the surface energy term from (1.1) and let us split this term into two parts:
Jε[Q] = J
S
ε [Q] + J
T
ε [Q], (2.13)
where
JSε [Q] =
ε3−α
ε− εα
ˆ
∂NSε
fs(Q, ν)dσ =
ε3−α
ε− εα
Nε,2∑
i=1
ˆ
Si
fs(Q, ν)dσ, (2.14)
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using (2.12), and
JTε [Q] =
ε3−α
ε− εα
ˆ
∂NTε
fs(Q, ν)dσ, (2.15)
which can be also expressed using (2.12) as
JTε [Q] = J
X
ε [Q] + J
Y
ε [Q] + J
Z
ε [Q], (2.16)
where: 
JXε [Q] =
ε3−α
ε− εα
Xε∑
k=1
ˆ
T kx
fs(Q, ν)dσ;
JYε [Q] =
ε3−α
ε− εα
Yε∑
l=1
ˆ
T ly
fs(Q, ν)dσ;
JZε [Q] =
ε3−α
ε− εα
Zε∑
m=1
ˆ
Tmz
fs(Q, ν)dσ.
(2.17)
The main reason why we are using relation (2.13) is because we can prove that JSε [Q] has no influence over
the homogenised material, since this surface term describes only the interaction between the liquid crystal and
some parts of the “outer” boundary of the scaffold (close to ∂Ω), which are small and fewer in number compared
to the interactions with the other parts of the scaffold (see Subsection 3.2).
Remark 2.1. In this paper, we use the notation A . B for two real numbers A and B whenever there exists
an ε-independent constant C such that A ≤ C ·B.
We assume furthermore that:
(A1) Ω ⊂ R3 is a smooth and bounded domain
(A2) 1 < α <
3
2
;
As we have seen already, the condition 1 < α grants the existence of the parallelipipeds generated in equations
(A.4), (A.9) and (A.14), but it also ensures the dilute regime. For a detailed proof of the last statement, consult
Appendix A.2.
(A3) There exists a constant λΩ > 0 such that
dist(ziε, ∂Ω) +
1
2
inf
j 6=i
|zjε − ziε| ≥ λΩε
for any ε > 0 and any center ziε of an object (either a black cube or a gray parallelipiped) that is contained
the cubic microlattice, where i ∈ 1, (Nε +Mε).
(A4) As ε→ 0, the measures
µXε := ε
3
Xε∑
k=1
δyx,kε , µ
Y
ε := ε
3
Yε∑
l=1
δyy,lε and µ
Z
ε := ε
3
Zε∑
m=1
δyz,mε (2.18)
converge weakly* (as measures in R3) to the Lebesgue measure restricted on Ω, denoted dx Ω.
We say that a function f : S0 ⊗ R3 → R is strongly convex if there exists θ > 0 such that the function
f˜ : S0 ⊗ R3 → R defined by f˜(D) = f(D)− θ|D|2 is convex.
(A5) fe : S0 ⊗ R3 → [0,+∞) is differentiable, strongly convex and there exists a constant λe > 0 such that
λ−1e |D|2 ≤ fe(D) ≤ λe|D|2, |(∇fe)(D)| ≤ λe(|D|+ 1),
for any D ∈ S0 × R3.
(A6) fb : S0 → R is continuous, bounded from below and there exists a constant λb > 0 such that
|fb(Q)| ≤ λb(|Q|6 + 1) for any Q ∈ S0.
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(A7) fs : S0×S2 → R is continuous and there exists a strictly positive constant λs such that, for any Q1, Q2 ∈ S0
and any ν ∈ S2, we have
|fs(Q1, ν)− fs(Q2, ν)| ≤ λs|Q1 −Q2|
(|Q1|3 + |Q2|3 + 1).
It is easy to see from here that fs has a quartic growth in Q.
The homogenised functional. Let fhom : S0 → R be the function defined as:
fhom(Q) :=
q + r
qr
ˆ
Cx
fs(Q, ν)dσ +
p+ r
pr
ˆ
Cy
fs(Q, ν)dσ +
p+ q
pq
ˆ
Cz
fs(Q, ν)dσ, (2.19)
for any Q ∈ S0, where Cx, Cy and Cz are defined in (2.3). From (A7), we can deduce that fhom is also continuous
and that it has a quartic growth. If we work in the symmetric case, that is p = q = r, then relation (2.19)
becomes:
fhom(Q) :=
2
p
ˆ
∂C
fs(Q, ν)dσ. (2.20)
The main results of these notes concerns the asymptotic behaviour of local minimisers of the functional Fε,
as ε→ 0.
Let g ∈ H1/2(∂Ω,S0) be a boundary datum. We denote by H1g (Ω,S0) the set of maps Q from H1(Ω,S0)
such that Q = g on ∂Ω in the trace sense. Similarly, we define H1g (Ωε,S0) to be H1(Ωε) with Q = g on ∂Ω in
the trace sense.
We use the harmonic extension operator, Eε : H
1
g (Ωε,S0) → H1g (Ω,S0), defined in the following way:
EεQ := Q on Ωε and inside the scaffold, EεQ is the unique solution of the following problem:{
∆EεQ = 0 in Nε
EεQ ≡ Q on ∂Nε.
Using this framework, we can produce the main result of this work:
Theorem 2.1. Suppose that the assumptions (A1)-(A7) are satisfied. Let Q0 ∈ H1g (Ω,S0) be an isolated H1-
local minimiser for F0, that is, there exists δ0 > 0 such that F0[Q0] < F0[Q] for any Q ∈ H1g (Ω,S0) such
that
∥∥Q −Q0∥∥H1g(Ω,S0) ≤ δ0 and Q 6= Q0. Then for any ε sufficiently small enough, there exists a sequence of
H1-local minimisers Qε of Fε such that EεQε → Q0 strongly in H1g (Ω,S0).
2.2 Applications to the Landau-de Gennes model
We use the classical terms from the Landau-de Gennes model for nematic liquid crystals.
For the elastic energy density, we take:
fe(∇Q) := L1∂kQij∂kQij + L2∂jQij∂kQik + L3∂jQik∂kQij ,
where the Einstein’s summation convention is assumed.
In order to fulfill assumption (A5), we take as in [19]:
L1 > 0, −L1 < L3 < 2L1, −3
5
L1 − 1
10
L3 < L2. (2.21)
For the bulk energy density, we use several versions of it. The first one is the classical quartic polynomial in
the scalar invariants of Q, that is:
fLDGb (Q) := a tr(Q
2)− b tr(Q3) + c (tr(Q2))2, (2.22)
which verifies the conditions of Theorem 2.1.
We also prove similar results for a general polynomial in the scalar invariants of Q, that is:
fgenb [Q] =
N∑
k=2
ak tr(Q
k), (2.23)
where N ∈ N, N ≥ 4 is fixed, with the coefficients ak ∈ R chosen such that the polynomial h : R→ R, defined
by h(x) =
∑N
k=2 akx
k, for any x ∈ R, admits at least one local minimum over R.
In all the cases, the coefficient of tr(Q2) depends on the temperature at which the phase transition occurs.
More specifically, a from (2.22) is of the form a := a∗(T − T∗), in which a∗ is a material parameter and T∗ is
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the characteristic temperature of the nematic liquid crystal material (the temperature where the isotropic state
starts losing local stability).
For each of the versions of the bulk energy densities, we choose suitable surface energy densities, such that,
in the homogenised functional, the surface terms have a similar form with the effective bulk energy, which is
now in the same form as in the non-homogenised situation, but with different coefficients, most important of
which the coefficient of tr(Q2) is now different.
Theorem 2.1 holds for any values of p, q and r, that is, for any type of parallelipiped chosen for the con-
struction of the scaffold. In reality, 2PP (two-photon polymerization) materials with cubic symmetry properties
have been obtained (for example, [23]) and they do represent an object of interest in the construction of nematic
scaffolds.
If the scaffold presents symmetries, then the physical invariances require
fs(UQU
T , Uu) = fs(Q, u), ∀(Q, u) ∈ S0 × R3, U ∈ O(3)
and this leads, according to Proposition 2.6 from [13], to a surface energy of the form
fs(Q, ν) = f˜s(tr(Q
2), tr(Q3), ν ·Qν, ν ·Q2ν), ∀(Q, ν) ∈ S0 × R3.
Even though we have this result, we still use a more general form for fs(Q, ν), in which we include terms of
the form ν ·Qkν, since they grant an easier way to compute the homogenised functional, in this case with this
type of scaffold. Still, according to Proposition A.4, we obtain in the homogenised functional terms of the form
tr(Qk), with k ≥ 4, which depend only on tr(Q2) and tr(Q3), since tr(Q) = 0. In order to prove this statement,
let λ1, λ2 and λ3 the eigenvalues of Q. Then they satisfy the system:
λ1 + λ2 + λ3 = 0
λ21 + λ
2
2 + λ
2
3 = tr(Q
2)
λ31 + λ
3
2 + λ
3
3 = tr(Q
3)
and, by solving the system, we can see that λ1, λ2 and λ3 can be viewed as functions of tr(Q
2) and tr(Q3).
Since tr(Qk) = λk1 + λ
k
2 + λ
k
3 , for any k ∈ N, k ≥ 1, then it is easy to see from here that tr(Qk), for k ≥ 4, is
depending only on tr(Q2) and tr(Q3). Indeed, by Cayley-Hamilton theorem, the identity:
Q3 − 1
2
tr(Q2)Q− 1
3
tr(Q3)I3 = 0
becomes valid for any Q-tensor Q, where I3 is the 3× 3 identity matrix. Multiplying this identity succcessively
by Q, Q2, Q3 and so on and taking the trace we obtain the claim.
2.2.1 The case p = q = r
Assuming p = q = r implies that the parallelipipeds constructed in (2.7) are actually cubes and that the “cells”
of the nematic scaffold are also cubes.
For each of the bulk energies presented before, we take different surface energy densities. One of the
corresponding choices of the surface energy fs in the case of (2.22) is:
fLDGs (Q, ν) =
p
4
(
(a′ − a)(ν ·Q2ν)− (b′ − b)(ν ·Q3ν) + 2(c′ − c)(ν ·Q4ν)
)
(2.24)
where a′, b′ and c′ are the desired coefficients in the homogenised bulk potential, such that in the homogenised
material, we have:
fLDGhom (Q) = (a
′ − a) tr(Q2)− (b′ − b) tr(Q3) + (c′ − c) (tr(Q2))2. (2.25)
We are interested in studying the behaviour of the whole material when ε→ 0, that is, studying the following
functionals:
FLDGε [Qε] :=
ˆ
Ωε
(
fe(∇Qε) + a tr(Q2ε)− b tr(Q3ε) + c
(
tr(Q2ε)
)2)
dx+
ε3−α
ε− εα
ˆ
∂Nε
fLDGs (Qε, ν)dσ (2.26)
and
FLDG0 [Q] :=
ˆ
Ω
(
fe(∇Q) + a′ tr(Q2)− b′ tr(Q3) + c′
(
tr(Q2)
)2)
dx, (2.27)
with a′, b′ and c′ being the desired parameters.
8
Theorem 2.2. Let (a, b, c) and (a′, b′, c′) be two set of parameters with c > 0 and c′ > 0. Suppose that
the assumptions (A1)-(A7) are satisfied and also the inequalities from (2.21). Then, for any isolated H
1-local
minimiser Q0 of the functional FLDG0 defined by (2.27), and for ε > 0 sufficiently small enough, there exists a
sequence of local minimisers Qε of the functionals FLDGε , defined by (2.26), such that EεQε → Q0 strongly in
H1g (Ω,S0).
Proof. This theorem is a particular case of Theorem 2.1. It is sufficient to prove that relation (2.25) can be
obtained via (2.20), that is:
fLDGhom (Q) =
2
p
ˆ
∂C
fLDGs (Q, ν)dσ = (a
′ − a) tr(Q2)− (b′ − b) tr(Q3) + (c′ − c) (tr(Q2))2.
Using Proposition A.4, we have:
ˆ
∂C
ν ·Q2νdσ = 2tr(Q2),
ˆ
∂C
ν ·Q3νdσ = 2tr(Q3) and
ˆ
∂C
ν ·Q4νdσ = 2tr(Q4),
from which we get
2
p
ˆ
∂C
fLDGs (Q, ν)dσ =
2
p
· p
4
(
(a′ − a) · 2tr(Q2)− (b′ − b) · 2tr(Q3) + 2(c′ − c) · 2tr(Q4))⇒
⇒ fLDGhom (Q) = (a′ − a)tr(Q2)− (b′ − b)tr(Q3) + (c′ − c) · 2tr(Q4).
Since Q ∈ S0, then, by Cayley-Hamilton theorem, if λ1, λ2 and λ3 are the eigenvalues of Q, we have:λ1 + λ2 + λ3 = tr(Q) = 0λ1λ2 + λ2λ3 + λ3λ1 = 1
2
((
tr(Q)
)2 − tr(Q2)) = −1
2
tr(Q2)
and
tr(Q4) = λ41 + λ
4
2 + λ
4
3 = (λ
2
1 + λ
2
2 + λ
2
3)
2 − 2(λ21λ22 + λ22λ23 + λ23λ21)
= (λ21 + λ
2
2 + λ
2
3)
2 − 2((λ1λ2 + λ2λ3 + λ3λ1)2 − 2λ1λ2λ3(λ1 + λ2 + λ3))
=
(
tr(Q2)
)2 − 2(− 1
2
tr(Q2)
)2
=
1
2
(
tr(Q2)
)2
from which we get the relation 2tr(Q4) =
(
tr(Q2)
)2
.
Hence, we conclude that:
fLDGhom (Q) = (a
′ − a)tr(Q2)− (b′ − b)tr(Q3) + (c′ − c)(tr(Q2))2.
If we assume that in the case of (2.22) we have b = c = 0 (fRPb = a tr(Q
2)) and we desire b′ = c′ = 0, that
is, the only nonzero coefficients are a and a′, then another suitable choice for fs is given by the Rapini-Papoular
form (1.2):
fRPs (Q, ν) =
p
12
(a′ − a) tr(Q−Qν)2, (2.28)
where Qν = ν ⊗ ν − I3/3 and I3 is the 3× 3 identity matrix.
In this case, we have:
FRPε [Qε] :=
ˆ
Ωε
(
fe(∇Qε) + a tr(Q2ε)
)
dx+
p
2
· (a′ − a) ·
(
ε3−α
ε− εα
ˆ
∂Nε
tr(Qε −Qν)2dσ
)
(2.29)
and we prove that
fRPhom(Q) = (a
′ − a) tr(Q2), (2.30)
and
FRP0 [Q] :=
ˆ
Ω
(
fe(∇Q) + a′ tr(Q2)
)
dx. (2.31)
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Theorem 2.3. Let a and a′ be two parameters. Suppose that the assumptions (A1)-(A7) are satisfied and also
the inequalities from (2.21). Then, for any isolated H1-local minimiser Q0 of the functional FRP0 defined by
(2.31), and for ε > 0 sufficiently small enough, there exists a sequence of local minimisers Qε of the functionals
FRPε , defined by (2.29), such that EεQε → Q0 strongly in H1g (Ω,S0).
Proof. The proof follows the same steps as in the proof of Theorem 2.2, using Proposition A.5. We only have
to prove that relation (2.30) can be obtained using (2.20), knowing that (2.28) holds.
From (2.20) and Proposition A.5, we have:
fRPhom(Q) =
2
p
ˆ
∂C
fRPs (Q, ν)dσ =
2
p
· p
12
(a′ − a)
ˆ
∂C
tr(Q−Qν)dσ
=
(a′ − a)
6
(
6tr(Q2) + 4
)
= (a′ − a)tr(Q2) + 2
3
(a′ − a).
We can eliminate the constant
2
3
(a′−a) from fRPhom, since it does not influence the minimisers of the functional
FRPε , so we obtain: fRPhom(Q) = (a′ − a)tr(Q2).
For the more general case described by (2.23), we can choose:
fgens (Q, ν) =
p
4
M∑
k=2
bk(ν ·Qkν), (2.32)
where (bk)k∈2,M are the coefficients of the polynomial i : R → R of degree M ∈ N, M ≥ 4, defined by
i(x) =
∑M
k=2 bkx
k, for any x ∈ R, with the property that i admits at least one local minimum over R.
In the same manner, we have
fgenhom(Q) =
max{M,N}∑
k=2
ck tr(Q
k),
where, for any k ∈ 2,max{M,N}, we have
ck =

ak + bk, if 2 ≤ k ≤ min{M,N}
ak, if min{M,N} < k ≤ max{M,N} and M ≤ N
bk, if min{M,N} < k ≤ max{M,N} and M ≥ N.
In this case, Fε and F0 become:
Fgenε [Qε] :=
ˆ
Ωε
(
fe(∇Qε) +
N∑
k=2
ak tr(Q
k
ε)
)
dx+
p
4
·
M∑
k=2
bk ·
(
ε3−α
ε− εα
ˆ
∂Nε
(ν ·Qkεν)dσ
)
(2.33)
and
Fgen0 [Q] =
ˆ
Ω
(
fe(∇Q) +
max{M,N}∑
k=2
ck tr(Q
k)
)
dx. (2.34)
Theorem 2.4. Let (ak)k∈2,N and (bk)k∈2,M be such that the polynomials h and i defined earlier admit at least
one local minimum over R. Suppose that the assumptions (A1)-(A7) are satisfied and also the inequalities from
(2.21). Then, for any isolated H1-local minimiser Q0 of the functional Fgen0 defined by (2.34), and for ε > 0
sufficiently small enough, there exists a sequence of local minimisers Qε of the functionals Fgenε , defined by
(2.33), such that EεQε → Q0 strongly in H1g (Ω,S0).
Proof. This theorem is a particular case of Theorem 2.1. Using once again Proposition A.4, the proof is
finished.
2.2.2 The case p 6= q 6= r 6= p
Assume now that p, q and r are three different real values, each greater than or equal to 1. For this case, we
only present one of the theorems stated in the last subsection.
Relation (2.19) states that:
fhom(Q) =
q + r
qr
ˆ
Cx
fs(Q, ν)dσ +
p+ r
pr
ˆ
Cy
fs(Q, ν)dσ +
p+ q
pq
ˆ
Cz
fs(Q, ν)dσ.
10
We only illustrate how to proceed for the case in which we have
fb(Q) = a tr(Q
2)− b tr(Q3) + c tr(Q4) = a tr(Q2)− b tr(Q3) + c
2
(
tr(Q2)
)2
,
with c > 0, and similar results can be obtained for the other cases in which we modify the form of fb.
Let
A =
1
3

−2
p
+
1
q
+
1
r
0 0
0
1
p
− 2
q
+
1
r
0
0 0
1
p
+
1
q
− 2
r
 and B =

1
q
+
1
r
0 0
0
1
p
+
1
r
0
0 0
1
p
+
1
q
 .
and ω =
2
3
(
1
p
+
1
q
+
1
r
)
. Note that A, B and ω are constants depending only on the choice of p, q and r.
Moreover, we have tr(A) = 0 and B = ωI3 +A, where I3 is the 3× 3 identity matrix.
Consider now
fasyms (Q, ν) =
1
2ω
(
(a′ − a)(ν ·Q2ν)− (b′ − b)(ν ·Q3ν) + (c′ − c)(ν ·Q4ν)), (2.35)
with a′, b′ and c′ real parameters such that c′ > 0 and the associated free energy functional:
Fasymε [Qε] :=
ˆ
Ω
(
fe(∇Qε) + a tr(Q2ε)− b tr(Q3ε) + c tr(Q4ε)
)
dx+
ε3−α
ε− εα
ˆ
∂Nε
fasyms (Qε, ν). (2.36)
We prove in the next theorem that the homogenised functional is:
fasymhom (Q) =
(
(a′ − a)tr(Q2)− (b′ − b)tr(Q3) + (c′ − c)tr(Q4))+
+
1
ω
(
(a′ − a)tr(A ·Q2)− (b′ − b)tr(A ·Q3) + (c′ − c)tr(A ·Q4)). (2.37)
Theorem 2.5. Let (a, b, c) and (a′, b′, c′) be two set of parameters with c > 0 and c′ > 0. Suppose that the
assumptions (A1)-(A7) are satisfied and also the inequalities from (2.21). Then, for ε > 0 sufficiently small
enough and for any isolated H1-local minimiser Q0 of the functional:
Fasym0 [Q] :=
ˆ
Ω
(
fe(∇Q) + a′tr(Q2)− b′tr(Q3) + c′
(
tr(Q2)
)2)
dx+
+
1
ω
ˆ
Ω
(
(a′ − a)tr(A ·Q2(x))− (b′ − b)tr(A ·Q3(x)) + (c′ − c)tr(A ·Q4(x)))dx
there exists a sequence of local minimisers Qε of the functionals Fasymε , defined by (2.36), such that EεQε → Q0
strongly in H1g (Ω,S0).
Proof. We follow the same steps as in Theorem 2.2 and in Theorem 2.3, that is, we prove that relation (2.37)
can be obtained using (2.19) and (2.35).
In the proof of Proposition A.4, we obtain that:ˆ
Cx
ν ·Qkνdσ = 2q11,k,
ˆ
Cy
ν ·Qkνdσ = 2q22,k and
ˆ
Cz
ν ·Qkνdσ = 2q33,k,
for any k ∈ N, k 6= 0, where qij,k is the ij-th component of Qk, from which we get:ˆ
Cx
fasyms (Q, ν)dσ =
1
ω
((a′ − a)q11,2 − (b′ − b)q11,3 + (c′ − c)q11,4)
ˆ
Cy
fasyms (Q, ν)dσ =
1
ω
((a′ − a)q22,2 − (b′ − b)q22,3 + (c′ − c)q22,4)
ˆ
Cz
fasyms (Q, ν)dσ =
1
ω
((a′ − a)q33,2 − (b′ − b)q33,3 + (c′ − c)q33,4).
Using now (2.19), we obtain:
fasymhom (Q) =
1
ω
(a′ − a)
(
q11,2
(
1
q
+
1
r
)
+ q22,2
(
1
p
+
1
r
)
+ q33,2
(
1
p
+
1
q
))
−
− 1
ω
(b′ − b)
(
q11,3
(
1
q
+
1
r
)
+ q22,3
(
1
p
+
1
r
)
+ q33,3
(
1
p
+
1
q
))
+
+
1
ω
(c′ − c)
(
q11,4
(
1
q
+
1
r
)
+ q22,4
(
1
p
+
1
r
)
+ q33,4
(
1
p
+
1
q
))
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which we can see as:
fasymhom (Q) =
1
ω
(
(a′ − a)tr(B ·Q2)− (b′ − b)tr(B ·Q3) + (c′ − c)tr(B ·Q4))
and since B = ωI3 +A, we obtain:
fasymhom (Q) =
(
(a′ − a)tr(Q2)− (b′ − b)tr(Q3) + (c′ − c)tr(Q4))+
+
1
ω
(
(a′ − a)tr(A ·Q2)− (b′ − b)tr(A ·Q3) + (c′ − c)tr(A ·Q4)),
from which we conclude.
Remark 2.2. We have obtained in this case a part which is exactly the same as in the case in which we have
cubic symmetry, but also three terms of the form tr(A · Qk) which describe a new preferred alignment of the
liquid crystal particles inside of the domain, given by the loss of the cubic symmetry of the scaffold.
3 Properties of the functional Fε
3.1 Analytical tools: trace and extension
The main result of this subsection consists on a Lp inequality, which is adapted from lemma 3.1. from [13],
because our scaffold now consists on inter-connected particles and the interaction between the liquid crystal
and the cubic microlattice happens only up to five faces of the particles of the scaffold.
In the following, given a set P ⊂ R2 and a real number a > 0, we define aP = {ax : x ∈ P}.
Lemma 3.1. Let P ⊆ R2 be a compact, convex set whose interior contains the origin. Let a and b be positive
numbers such that a < b. Then there exists a bijective, Lipschitz map φ : bP \aP → Bb \Ba that has a Lipschitz
inverse and satisfies
‖∇φ‖L∞(bP\aP) + ‖∇(φ−1)‖L∞(Bb\Ba) ≤ C(P),
where C(P) is a positive constant that depends only on P and neither on a nor b.
The proof of Lemma 3.1 follows the same steps as Lemma 3.2. from [13], the only difference being that now
we are in the case of R2 instead of R3.
Lemma 3.2. Let P ⊆ R2 be a compact, convex set whose interior contains the origin and n ∈ [2, 4]. Then,
there exists C = C(P, φ) > 0, such that for any 0 < a ≤ b and any u ∈ H1(bP \ aP), there holds
˛
∂
(
aP
) |u|nds . 2aC
b2 − a2
ˆ
bP\aP
|u|ndx+ nC
2
ˆ
bP\aP
(|u|2n−2 + |∇u|2)dx,
where
˛
represents the curvilinear integral in R2.
Proof. Using Lemma 3.1, we can restrict without loss of generality to the case in which P = B1, which is the
two dimensional unit disk, centered in origin. Then ∂Bτ = {x ∈ R2 : |x| = τ} = {(ρ, θ) : ρ = τ, θ ∈ [0, 2pi]}, for
any τ > 0, and we can write, for any ρ ∈ [a, b] and any θ ∈ [0, 2pi]:
|u|n(a, θ) = |u|n(ρ, θ)−
ˆ ρ
a
∂τ
(|u|n)(τ, θ)dτ
≤ |u|n(ρ, θ) + n
ˆ ρ
a
(|u|n−1 · |∂τu|)(τ, θ)dτ
≤ |u|n(ρ, θ) + n
2
ˆ ρ
a
(|u|2n−2 + |∂τu|2)(τ, θ)dτ
|u|n(a, θ) ≤ |u|n(ρ, θ) + n
2
ˆ b
a
(|u|2n−2 + |∇u|2)(τ, θ)dτ
If we multiply both sides by ρ and integrate over [a, b] with respect to ρ, we get:
|u|n(a, θ)
ˆ b
a
ρ dρ ≤
ˆ b
a
|u|n(ρ, θ) · ρ dρ+ n
2
ˆ b
a
ρ dρ
ˆ b
a
(|u|2n−2 + |∇u|2)(τ, θ)dτ
b2 − a2
2
|u|n(a, θ) ≤
ˆ b
a
|u|n(ρ, θ) · ρ dρ+ n(b
2 − a2)
4
ˆ b
a
(|u|2n−2 + |∇u|2)(τ, θ)dτ.
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Since for any τ ∈ [a, b] we have τ > a, then:
b2 − a2
2a
|u|n(a, θ) · a ≤
ˆ b
a
|u|n(ρ, θ) · ρ dρ+ n(b
2 − a2)
4a
ˆ b
a
(|u|2n−2 + |∇u|2)(τ, θ) · τ dτ.
Now we integrate with respect to θ over [0, 2pi] and we get:
b2 − a2
2a
ˆ 2pi
0
|u|n(a, θ) · a dθ ≤
ˆ 2pi
0
ˆ b
a
|u|n(ρ, θ) · ρ dρdθ + n(b
2 − a2)
4a
ˆ 2pi
0
ˆ b
a
(|u|2n−2 + |∇u|2)(τ, θ) · τ dτdθ
b2 − a2
2a
˛
∂Ba
|u|nds ≤
ˆ
Bb\Ba
|u|ndx+ n(b
2 − a2)
4a
ˆ
Bb\Ba
(|u|2n−2 + |∇u|2)dx,
therefore ˛
∂Ba
|u|nds ≤ 2a
b2 − a2
ˆ
Bb\Ba
|u|ndx+ n
2
ˆ
Bb\Ba
(|u|2n−2 + |∇u|2)dx.
If we apply now the Lipschitz homeomorphism φ defined by Lemma 3.1, the conclusion follows.
Lemma 3.3. For any Q ∈ H1(Ωε,S0) and any n ∈ [2, 4], there holds:
ε3
εα(ε− εα)
ˆ
∂NTε
|Q|ndσ . n
2
· ε
2−α
1− εα−1
ˆ
Ωε
(|Q|2n−2 + |∇Q|2)dx+ 1
2(1− εα−1)2
ˆ
Ωε
|Q|ndx.
Proof. Let Iε[Q] =
ε3
εα(ε− εα)
ˆ
∂NTε
|Q|ndσ and
IXε [Q] =
ε3
εα(ε− εα)
Xε∑
k=1
ˆ
T kx
|Q|ndσ.
Let e1 = (1, 0, 0)
T , e2 = (0, 1, 0)
T , e3 = (0, 0, 1)
T and k ∈ 1, Xε. Then, according to previous definitions,
yx,kε is the center of the parallelipiped Px,kε with the “contact” faces T kx . If this is an “inner” parallelipiped of
the scaffold, then Figure (3) shows a cross section of a neighbourhood of Px,kε , surrounding T kx , a section which
is parallel to the yOz plane and which is passing through yx,kε + δe1, where δ ∈ Ip :=
[
− pε− ε
α
2p
,
pε− εα
2p
]
. If
the parallelipiped is next to ∂Ω, then the same argument works, since we have relations (2.5) and (2.8).
Let T kx (δ) be
T kx (δ) =
{
yx,kε + δe1 + ye2 + ze3
∣∣∣∣ − εα2q ≤ y ≤ εα2q ; −εα2r ≤ z ≤ εα2r
}
,
which represents the centered white rectangle from Figure (3).
Let Vkx (δ) be
Vkx (δ) =
{
yx,kε + δe1 + ye2 + ze3
∣∣∣∣ − ε+ εα2q ≤ y ≤ ε− εα2q ; −ε+ εα2r ≤ z ≤ ε− εα2r
}
\ T kx (δ),
which represents the darker shaded area from Figure (3), containing only liquid crystal particles, that is Vkx (δ) ⊂
Ωε, for any δ ∈ Ip.
In our case, Vkx (δ) plays the role of bP \ aP from Lemma 3.3.
If for every δ ∈ Ip, we apply the translation ykε + δe1 to the origin of the system, then for
P = {0} ×
[
− 1
2q
,
1
2q
]
×
[
− 1
2r
,
1
2r
]
,
we can choose a = εα, therefore εαP = T kx (δ). In order to choose b, we assume:
b
2r
≤ ε− ε
α
2r
and
b
2q
≤ ε− ε
α
2q
,
that is: b ≤ 2qε − εα and b ≤ 2rε − εα. Since p, q, r ≥ 1, we can choose b = 2ε − εα. In this way, we have
bP \ aP ⊂ Vkx (δ) and we also have b ≥ a⇔ 2ε− εα ≥ εα ⇔ α ≥ 1.
Therefore, we can apply Lemma 3.2 for Q with a = εα, b = 2ε− εα and P defined as before, hence:
˛
∂T kx (δ)
|Q|nds . 2ε
α
(2ε− εα)2 − ε2α
ˆ
bP\T kx (δ)
|Q|ndx+ n
2
ˆ
bP\T kx (δ)
(|Q|2n−2 + |∇Q|2)dx
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Figure 3: Cross section of the scaffold, parallel to yOz plane, passing through yx,kε +δe1. The gray shaded areas
represent the liquid crystal and the white rectangles represent the sections of the parts of the scaffold nearby.
and since bP ⊂ Vkx (δ), we have:˛
∂T kx (δ)
|Q|nds . ε
α
2ε(ε− εα)
ˆ
Vkx (δ)
|Q|ndx+ n
2
ˆ
Vkx (δ)
(|Q|2n−2 + |∇Q|2)dx,
for every δ ∈ Ip. Integrating now with respect to δ over Ip, we get:
ˆ
Ip
(˛
∂T kx (δ)
|Q|nds
)
dδ . ε
α
2ε(ε− εα)
ˆ
Ip
(ˆ
Vkx (δ)
|Q|ndx
)
dδ +
n
2
ˆ
Ip
(ˆ
Vkx (δ)
(|Q|2n−2 + |∇Q|2)dx)dδ
ˆ
T kx
|Q|ndσ . ε
α
2ε(ε− εα)
ˆ
Ukx
|Q|ndx+ n
2
ˆ
Ukx
(|Q|2n−2 + |∇Q|2)dx,
where Ukx :=
⋃
δ∈Ip Vkx (δ) ⊂ Ωε is now a three dimensional object. Hence:
ε3−α
ε− εα
ˆ
T kx
|Q|ndσ . n
2
· ε
2−α
1− εα−1
ˆ
Ukx
(|Q|2n−2 + |∇Q|2)dx+ 1
2(1− εα−1)2
ˆ
Ukx
|Q|ndx.
Repeating the same argument for all the other parallelipipeds of type T and considering the fact that parts
of Ukx are added only up to four times (by constructing the same sets for the nearby particles from the scaffold),
then the conclusion follows.
Since we are interested in the homogenised material, it is useful to consider maps defined on the entire
Ω and for this we use the harmonic extension operator Eε : H
1
g (Ωε,S0) → H1g (Ω,S0), defined as follows: for
Q ∈ H1g (Ωε,S0), we take EεQ ≡ Q in Ωε and inside Nε, EεQ solves the following PDE:{
∆EεQ = 0 in Nε
EεQ ≡ Q on ∂Nε (3.1)
Since Nε has a Lipschitz boundary, we can apply Theorem 4.19 from [15] and see that there exists a unique
solution EεQ ∈ H1(Nε) to the problem (3.1). Hence the operator Eε is well defined. Moreover, from (3.1), we
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can see that EεQ verifies:
‖∇EεQ‖L2(Nε) = min
{‖∇u‖L2(Nε) ∣∣ u ∈ H1(Nε), u = Q on ∂Nε}. (3.2)
Our aim is now to prove that the extension operator Eε is uniformly bounded with respect to ε > 0. More
specifically, we prove that the following lemma holds.
Lemma 3.4. There exists a constant C > 0 such that ‖∇EεQ‖L2(Ω) ≤ C‖∇Q‖L2(Ωε) for any ε ∈ (0, ε0), where
ε0 is suitably small enough, and for any Q ∈ H1g (Ωε,S0).
Proof. By Appendix A.3, we know that there exists v ∈ H1(Ω) such that:
v ≡ Q in Ωε
v = Q on ∂Nε∥∥∇v∥∥
L2(Ω)
.
∥∥∇Q∥∥
L2(Ωε)
.
Using relation (3.2), we see that ∥∥∇EεQ∥∥L2(Nε) ≤ ∥∥∇v∥∥L2(Nε)
and because EεQ ≡ Q in Ωε, we have EεQ ≡ v ≡ Q in Ωε and therefore:∥∥∇EεQ∥∥L2(Ω) ≤ ∥∥∇v∥∥L2(Ω) . ∥∥∇Q∥∥L2(Ωε).
3.2 Zero contribution from the surface terms depending on S i
In this section, we prove that the surface term JSε has a neglectable contribution to the homogenised material,
that is JSε [Q]→ 0 as ε→ 0, for any Q ∈ H1g (Ω,S0), since we can use the extension operator Eε defined in the
previous subsection.
We start by proving if Q : Ω → S0 is a bounded, Lipschitz map, then JSε [Q] → 0 as ε → 0 and then, by a
density argument, for all Q ∈ H1g (Ω,S0).
Lemma 3.5. Let Q : Ω→ S0 be a bounded, Lipschitz map. Then JSε [Q]→ 0, as ε→ 0, where JSε is defined in
(2.13) and in (2.14).
Proof. By (2.14), we have:∣∣∣∣ ε3−αε− εα
Nε,2∑
i=1
ˆ
Si
fs(Q(t), ν)dσ(t)
∣∣∣∣ ≤ ε3−αε− εα
Nε,2∑
i=1
ˆ
Si
∣∣fs(Q(t), ν)∣∣dσ(t)
≤ Cε
3−α
ε− εα
Nε,2∑
i=1
ˆ
Si
(|Q|4(t) + 1)dσ(t)
≤ Cε
3−α
ε− εα
Nε,2∑
i=1
ˆ
∂Ciε
(|Q|4(t) + 1)dσ(t)
≤ ε
3+α
ε− εα ·
2C(p+ q + r)
pqr
· (‖Q‖4
L∞(Ω) + 1
) · Nε,2∑
i=1
ˆ
∂C
dσ(t)
≤ ε
3+α
ε− εα ·
(‖Q‖4
L∞(Ω) + 1
) · 2C(p+ q + r)
pqr
· σ(∂C) ·Nε,2,
where ∂C represents the surface of the model particle C defined in (2.2), Ciε represents the parallelipipeds
constructed in relation (2.7), Nε,2 is defined in (2.10) and C is the ε-independent constant given from the
inequality that states that fs has a quartic growth in Q, which can be obtained from assumption (A7). We
have also used that Q is bounded on Ω. In the proof of Proposition A.3, we obtain Nε,2 ≤ L0l0 + l0h0 + h0L0
ε2
,
hence: ∣∣∣∣ ε3−αε− εα
Nε,2∑
i=1
ˆ
Si
fs(Q(t), ν)dσ(t)
∣∣∣∣ < C ′ · ε3+αε− εα · L0l0 + L0h0 + l0h0ε2 ⇒
⇒
∣∣∣∣ ε3−αε− εα
Nε,2∑
i=1
ˆ
Si
fs(Q(t), ν)dσ(t)
∣∣∣∣ < C ′′ · εα1− εα−1 → 0 as ε→ 0,
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since α ∈
(
1,
3
2
)
, where L0, l0 and h0 are defined in (2.1) and C
′ and C ′′ are ε-independent constants.
Lemma 3.6. For any Q ∈ H1g (Ωε,S0), we have JSε [Q]→ 0 as ε→ 0.
Proof. Let (Qj)j≥1 be a sequence of smooth maps that converge strongly in H1g (Ωε,S0) to Q. By Lemma 3.5,
we have JSε [Qj ]→ 0 as ε→ 0, for any j ≥ 1. By assumption (A7), we have on NSε :
|fs(Qj , ν)− fs(Q, ν)| ≤ |Qj −Q|
(|Qj |3 + |Q|3 + 1)
. |Qj −Q|
(|Qj −Q|3 + |Q|3 + 1)
. |Qj −Q|4 + |Qj −Q|
(|Q|3 + 1)
Thanks to the continuity of the trace operator from H1(Ωε) to H
1/2(∂Ωε), the Sobolev embedding
H1/2(∂Ωε) ↪→ L4(∂Ωε) and the strong convergence Qj → Q in H1g (Ωε,S0), we get that Qj → Q a.e. on
∂NSε , since ∂NSε ⊂ ∂Ωε. Therefore, there exists ψ ∈ L4(∂NSε ) such that |Qj −Q| ≤ ψ a.e. in ∂NSε and we can
write:
|fs(Qj , ν)− fs(Q, ν)| . ψ4 + ψ
(|Q|3 + 1) (3.3)
on ∂NSε , for every j ≥ 1.
At the same time, we have the compact Sobolev embedding H1/2(∂Ωε) ↪→ L3(∂Ωε), therefore |Q|3 is in
L1(∂NSε ). Hence, the right hand side from (3.3) is in L1(∂NSε ) and we can apply the Lebesgue dominated
convergence theorem and get:
lim
j→+∞
ˆ
∂NSε
|fs(Qj , ν)− fs(Q, ν)|dσ = 0,
for any ε > 0 fixed.
Now, because for ε → 0 we get |∂NSε | → 0 (according to Proposition A.3) and
ε3−α
ε− εα → 0, the conclusion
follows.
Therefore, from now on we omit the term JSε from the free energy functional and we only study the behaviour
of:
FTε [Q] :=
ˆ
Ωε
(
fe(∇Q) + fb(Q)
)
dx+
ε3−α
ε− εα
ˆ
∂NTε
fs(Q, ν)dσ,
which we denote simply by Fε[Q], but we keep the same notation for surfaces generated by the scaffold.
3.3 Equicoercivity of Fε
Proposition 3.1. Suppose that the assumptions (A1)-(A7) hold and also that there exists µ > 0 such that
fb(Q) ≥ µ|Q|6 − C, for any Q ∈ S0. Let Q ∈ H1g (Ωε,S0) satisfy Fε[Q] ≤M , for some ε-independent constant.
Then there holds ˆ
Ωε
|∇Q|2 ≤ CM
for ε > 0 small enough and for some CM > 0 depending only on M , fe, fb, fs and Ω.
Proof. Assumption (A6) ensures that |fs(Q, ν)| . |Q|4 + 1, therefore:
JTε [Q] ≥ −C1 ·
ε3−α
ε− εα
ˆ
∂NTε
(|Q|4 + 1)dσ ≥ −C1 · ε
3−α
ε− εα
ˆ
∂NTε
|Q|4dσ − C1 · Cs,
according to Proposition A.2. Using Lemma 3.3 with n = 4, we have:
ε3−α
ε− εα
ˆ
∂NTε
|Q|4dσ . 2ε
2−α
(1− εα−1)
ˆ
Ωε
(|Q|6 + |∇Q|2)dx+ 1
2(1− εα−1)2
ˆ
Ωε
|Q|4dx,
hence
JTε [Q] ≥ −C1 · C2 ·
2ε2−α
1− εα−1
ˆ
Ωε
(|Q|6 + |∇Q|2)dx− C1 · C2 · 1
2(1− εα−1)2
ˆ
Ωε
|Q|4dx− C1 · Cs.
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At the same time, from the generalised version of the Ho¨lder’s inequality and from the fact that Ω is bounded,
we have (ˆ
Ωε
|Q|4dx
)1/4
≤ |Ωε|1/12 ·
(ˆ
Ωε
|Q|6dx
)1/6
⇒
ˆ
Ωε
|Q|4dx < |Ω|1/3
(ˆ
Ωε
|Q|6dx
)2/3
and so
JTε [Q] ≥ −C3 ·
ε2−α
1− εα−1
ˆ
Ωε
(|Q|6 + |∇Q|2)dx− C3 · 1
2(1− εα−1)2 · |Ω|
1/3
(ˆ
Ωε
|Q|6dx
)2/3
− C3, (3.4)
where C3 = max{C1 · C2, C1 · Cs}.
Since fb(Q) ≥ µ|Q|6 − C, fe(∇Q) ≥ λ−1e |∇Q|2 (according to (A5) and (A6)) and |Ωε| ≤ |Ω|, we have:ˆ
Ωε
(
fb(Q) + fe(∇Q)
)
dx ≥ µ
ˆ
Ωε
|Q|6dx+ λ−1e
ˆ
Ωε
|∇Q|2dx− C|Ω| (3.5)
and because Fε[Q] ≤M , combining (3.4) and (3.5), we obtain(
λ−1e − C3 ·
ε2−α
1− εα−1
)ˆ
Ωε
|∇Q|2dx ≤ hε
((ˆ
Ωε
|Q|6dx
)1/3)
, (3.6)
where
hε(t) = t
2 · (C4(ε) + t · C5(ε))+ C6,
for any t ≥ 0, with C4(ε) = C3 · |Ω|
1/3
2(1− εα−1)2 , C5(ε) = C3 ·
ε2−α
1− εα−1 − µ and C6 =
(
M + C3 + C|Ω|
)
. As ε → 0,
we have C4(ε)↘ C3 · |Ω|
1/3
2
> 0 and C5(ε)↘ (−µ) < 0. Hence, for ε > 0 small enough, we have:
C3 · |Ω|1/3
2
< C4(ε) < C3 · |Ω|1/3 and − µ < C5(ε) < −µ
2
< 0. (3.7)
Let t0(ε) be the solution of the equation C4(ε)+ t ·C5(ε) = 0. We prove that hε(t) is bounded from above on
[0,+∞). Computing the critical points of hε, it is easy to check that 2t0(ε)/3 is the point in which the function
attains its maximum over [0,+∞), which is:
max
{
hε(t) : t ∈ [0,+∞)
}
=
4C34 (ε)
27C25 (ε)
+ C6 <
4
27
· C33 · |Ω| ·
4
µ2
+ C6,
using (3.7). Therefore, the function hε is bounded from above on [0,+∞).
Using the same arguments we can see that λ−1e − C3 ·
ε2−α
1− εα−1 is also bounded from below, away from 0,
for ε > 0 small enough, and from here the conclusion follows, based on relation (3.6).
3.4 Lower semi-continuity of Fε
Proposition 3.2. Suppose that the assumptions (A1)-(A7) are satisfied. Then, the following statement holds:
for any positive M > 0, there exists ε0(M) > 0 such that for any ε ∈
(
0, ε0(M)
)
and for any sequence (Qj)j∈N
from H1(Ωε,S0) that converges H1-weakly to a function Q ∈ H1(Ωε,S0) and which satisfies ‖∇Qj‖L2(Ωε) ≤M
for any j ∈ N, then
Fε[Q] ≤ lim inf
j→+∞
Fε[Qj ].
Proof. The proof of Proposition 3.2 follows the same steps as in [13]. We prove this proposition on each
component of Fε. Before that, let
ω = lim inf
j→+∞
ˆ
Ωε
|∇Qj |2dx−
ˆ
Ωε
|∇Q|2dx.
Since Qj ⇀ Q in H
1, then ∇Qj ⇀ ∇Q in L2, therefore ω ≥ 0. Moreover, up to extracting a subsequence,
we can assume that ˆ
Ωε
|∇Qj |2dx→
ˆ
Ωε
|∇Q|2dx+ ω (3.8)
as j → +∞.
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From the assumption (A5), we have that fe is strongly convex, that is for θ > 0 small enough, f˜e(D) :=
fe(D) − θ|D|2 is a convex function from S0 ⊗ R3 to [0,+∞). In this case, the functional
´
Ωε
f˜e(·)dx is lower
semicontinuous. Therefore
lim inf
j→+∞
ˆ
Ωε
f˜e(∇Qj)dx ≥
ˆ
Ωε
f˜e(∇Q)dx,
from which we get
lim inf
j→+∞
ˆ
Ωε
fe(∇Qj)dx−
ˆ
Ωε
fe(∇Q)dx ≥
(
lim inf
j→+∞
ˆ
Ωε
f˜e(∇Qj)dx−
ˆ
Ωε
f˜e(∇Q)dx
)
+ θω ≥ 0. (3.9)
Since Qj ⇀ Q in H
1(Ωε) and the injection H
1(Ωε) ⊂ L2(Ωε) is compact, then we can assume, up to
extracting a subsequence, that Qj → Q a.e. in Ωε. Then, from the assumption (A6), we can see that the
sequence
(
fb(Qj)
)
j∈N satisfies all the conditions from Fatou’s lemma, therefore:
lim inf
j→+∞
ˆ
Ωε
fb(Qj)dx ≥
ˆ
Ωε
lim inf
j→+∞
fb(Qj)dx =
ˆ
Ωε
fb(Q)dx. (3.10)
Regarding the surface energy, we split ∂N Tε into:
Aj = {x ∈ ∂N Tε : |Qj(x)−Q(x)| ≤ |Q(x)|+ 1}
Bj = ∂N Tε \Aj = {x ∈ ∂N Tε : |Qj(x)−Q(x)| > |Q(x)|+ 1},
for any j ∈ N.
Using (A7), we haveˆ
Aj
|fs(Qj , ν)− fs(Q, ν)|dσ ≤
ˆ
Aj
(|Qj |3 + |Q|3 + 1) · |Qj −Q|dσ
≤
ˆ
Aj
(
(|Qj −Q|+ |Q|)3 + |Q|3 + 1
) · (|Q|+ 1)dσ
.
ˆ
Aj
(|Q|3 + 1)(|Q|+ 1)dσ .
ˆ
Aj
(|Q|4 + 1)dσ.
Then due to the continuous embedding of H1/2(∂Nε) into L4(∂Nε):
ε3−α
ε− εα
ˆ
Aj
|fs(Qj , ν)− fs(Q, ν)|dσ . ε
3−α
ε− εα
ˆ
Aj
(|Q|4 + 1)dσ < +∞,
according also to Proposition A.2. At the same time, the compact embedding H1/2(∂Nε) ↪→ L2(∂Nε) and the
continuity of the trace operator from H1(Ωε) into H
1/2(∂Nε) grants that Qj → Q a.e. on ∂Nε, up to extracting
a subsequence. We can now apply the dominated convergence theorem and get:
ε3−α
ε− εα
ˆ
Aj
|fs(Qj , ν)− fs(Q, ν)|dσ → 0 as j → +∞. (3.11)
Regarding the Bj sets, we have, according to (A7):
|fs(Qj , ν)− fs(Q, ν)| ≤ λs|Qj −Q|
(|Qj |3 + |Q|3 + 1)
. |Qj −Q|
(|Qj |3 + |Qj −Q|3 + 1) (using |Q|+ 1 < |Qj −Q|)
. |Qj −Q|
(|Qj −Q|3 + |Q|3 + |Qj −Q|3 + 1)
. |Qj −Q|
(|Qj −Q|3 + 1) . |Qj −Q|4.
Using Lemma 3.3 for (Qj −Q) with n = 4, we have:
ε3−α
ε− εα
ˆ
Bj
|fs(Qj , ν)− fs(Q, ν)|dσ . ε
3−α
ε− εα
ˆ
Bj
|Qj −Q|4dσ . ε
3−α
ε− εα
ˆ
∂NTε
|Qj −Q|4dσ
. 2ε
2−α
1− εα−1
ˆ
Ωε
|Qj −Q|6 + |∇Qj −∇Q|2dx+ 1
2(1− εα−1)2
ˆ
Ωε
|Qj −Q|4dx.
Since H1(Ωε) is compactly embedded into L
4(Ωε) and Qj ⇀ Q in H
1(Ωε), then Qj → Q in L4(Ωε) and so
1
2(1− εα−1)2
ˆ
Ωε
|Qj −Q|4dx→ 0, as j → +∞.
18
For the term containing |Qj −Q|6, we proceed in the following way:
ˆ
Ωε
|Qj −Q|6dx =
ˆ
Ωε
|Eε(Qj −Q)|6dx ≤
ˆ
Ω
|Eε(Qj −Q)|6dx =
∥∥Eε(Qj −Q)∥∥6L6(Ω)
.
∥∥Eε(Qj −Q)∥∥6H1(Ω) (by the continuous injection H1(Ω) ⊂ L6(Ω))
.
∥∥Eε(Qj −Q)∥∥6H10(Ω) (because Qj ≡ Q on ∂Ω)
.
∥∥∇Eε(Qj −Q)∥∥6L2(Ω) = (ˆ
Ω
|∇Eε(Qj −Q)|2dx
)3
.
(ˆ
Ωε
|∇Qj −∇Q|2dx
)3
(using Lemma 3.4).
Now, because ‖∇Qj‖L2(Ωε) ≤M , then:
ˆ
Ωε
|∇Qj −∇Q|2dx ≤
ˆ
Ωε
(|∇Qj |2 + |∇Q|2)dx .M2
and therefore
ε3−α
ε− εα
ˆ
Bj
|fs(Qj , ν)− fs(Q, ν)|dσ . 2ε
2−α
1− εα−1 (1 +M
4)
ˆ
Ωε
|∇Qj −∇Q|2dx+ o(1). (3.12)
Using that Qj ⇀ Q in H
1(Ωε) and (3.8), we obtain that
ˆ
Ωε
|∇Qj −∇Q|2dx→ ω as j → +∞ and combining
this with (3.11) and (3.12), we get:
lim inf
j→+∞
JTε [Qj ]− JTε [Q] ≥ −CM · ω ·
ε2−α
1− εα−1 , (3.13)
where CM is a constant dependent of M and independent of ε.
According to (3.9), (3.10) and (3.13), we finally obtain that
lim inf
j→+∞
Fε[Qj ]−Fε[Q] ≥
(
θ − CM ε
2−α
1− εα−1
)
ω
and since
ε2−α
1− εα−1 → 0 as ε→ 0, the conclusion follows.
4 Convergence of local minimisers
4.1 Pointwise convergence of the surface integral
The aim of this section is to prove the following statement:
Theorem 4.1. Suppose that the assumptions (A1)-(A7) are satisfied. Then, for any bounded, Lipschitz map
Q : Ω→ S0, there holds JTε [Q]→ J0[Q] as ε→ 0, where
J0[Q] =
ˆ
Ω
fhom(Q)dx. (4.1)
Proof. Let us fix a bounded, Lipschitz map Q : Ω→ S0 and let J˜ε be the following functional:
J˜ε[Q] =
ε3−α
ε− εα
( Xε∑
k=1
ˆ
T kx
fs(Q(y
x,k
ε ), ν)dσ +
Yε∑
l=1
ˆ
T ly
fs(Q(y
y,l
ε ), ν)dσ +
Zε∑
m=1
ˆ
Tmz
fs(Q(y
z,m
ε ), ν)dσ
)
, (4.2)
where yx,kε , y
y,l
ε and y
z,m
ε are defined in (A.3), (A.8) and (A.13), T kx , T ly and T mz are defined in (A.6), (A.11)
and (A.16) and Xε, Yε and Zε are defined in (A.1), (A.7) and (A.12).
We prove that J˜ε[Q] → J0[Q] and that
∣∣JTε [Q] − J˜ε[Q]∣∣ → 0 as ε → 0, for any Q with the properties set
earlier.
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Let 
ΨX(Q(τ0)) =
ˆ
Cx
fs(Q(τ0), ν(τ))dσ(τ)
ΨY (Q(τ0)) =
ˆ
Cy
fs(Q(τ0), ν(τ))dσ(τ)
ΨZ(Q(τ0)) =
ˆ
Cz
fs(Q(τ0), ν(τ))dσ(τ)
(4.3)
for any τ0 ∈ Ω, where Cx, Cy and Cz are defined in (2.3). Because fs is continuous on S0 × S2, then ΨX , ΨY
and ΨZ are also continuous. In this case, for example, the first sum from (4.2), denoted as J˜Xε , becomes:
J˜Xε [Q] =
ε3−α
ε− εα
Xε∑
k=1
ˆ
T kx
fs(Q(y
x,k
ε ), ν)dσ
=
(p− εα−1)
pr(1− εα−1) · ε
3
Xε∑
k=1
ˆ
Cy
fs(Q(y
x,k
ε ), ν)dσ +
(p− εα−1)
pq(1− εα−1) · ε
3
Xε∑
k=1
ˆ
Cz
fs(Q(y
x,k
ε ), ν)dσ
=
(p− εα−1)
pr(1− εα−1) ·
ˆ
Ω
ΨY (Q(τ))dµXε (τ) +
(p− εα−1)
pq(1− εα−1) ·
ˆ
Ω
ΨZ(Q(τ))dµXε (τ), (4.4)
where µXε is defined in (2.18), that is, assumption (A4).
According to (A4), as ε → 0, µXε converges weakly* to the Lebesgue measure restricted to Ω and because
ΨY and ΨZ are continuous, then:
J˜Xε [Q]→
1
r
ˆ
Ω
ΨY (Q(τ))dτ +
1
q
ˆ
Ω
ΨZ(Q(τ))dτ.
Computing in a similar way J˜yε and J˜
z
ε , we get:
J˜ε[Q]→
ˆ
Ω
(
q + r
qr
ΨX(Q(τ)) +
p+ r
pr
ΨY (Q(τ)) +
p+ q
pq
ΨZ(Q(τ))
)
dτ =
ˆ
Ω
fhom(Q(τ))dτ = J0[Q]
which implies that J˜ε[Q]→ J0[Q]. For JXε [Q] and J˜Xε [Q], we have:
∣∣JXε [Q]− J˜Xε [Q]∣∣ ≤ ε3−αε− εα
Xε∑
k=1
ˆ
T kx
∣∣fs(Q(τ), ν(τ))− fs(Q(yx,kε ), ν(τ))∣∣dσ(τ)
. ε
3−α
ε− εα
Xε∑
k=1
ˆ
T kx
(|Q(τ)|3 + |Q(yx,kε )|3 + 1)|Q(τ)−Q(yx,kε )|dσ(τ)
. ε
3−α
ε− εα ·
(‖Q‖3
L∞(Ω) + 1
) · Lip(Q) · Xε∑
k=1
σ(T kx ) · diam(T kx ), (4.5)
using that Q is bounded on Ω and where Lip(Q) is the Lipschitz constant of Q, σ(T kx ) is the total area of T kx
and diam(T kx ) is the diameter of T kx , which coincides with the diameter of the parallelipiped Px,kε , defined in
(A.4). Hence
∣∣JXε [Q]− J˜Xε [Q]∣∣ . 2(r + q)pqr · pε− εαε− εα ·Xε · ε3 ·
√(
ε− ε
α
p
)2
+
(
εα
q
)2
+
(
εα
r
)2
(4.6)
Now, as ε → 0, we have:
√(
ε− ε
α
p
)2
+
(
εα
q
)2
+
(
εα
r
)2
→ 0; pε− ε
α
ε− εα =
p− εα−1
1− ε1−α → p because 1 < α;
Xε · ε3 <
(
L0
ε
− 1
)
· l0
ε
· h0
ε
· ε3 = L0l0h0− εl0h0, according to Proposition A.1, where L0, l0 and h0 are defined
in (2.1). Since Xε is positive, we see that:
0 ≤ lim
ε→0
(
Xε · ε3
) ≤ lim
ε→0
(
L0l0h0 − εl0h0) = L0l0h0 < +∞. (4.7)
.
Therefore JXε [Q]→ J˜Xε [Q] as ε→ 0. We get the same result for the other two components, from which we
conclude.
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Remark 4.1. It is easy to see that if we replace the coefficient
ε3
εα(ε− εα) of the surface energy term Jε with:
• ε
3
(ε− εα)2 → 0, then J
X
ε [Q]→ 0 as ε→ 0;
• ε
3
ε2α
= ε3−2α → 0, then JXε [Q]→ +∞ as ε→ 0.
In both cases, we lose the convergence JTε [Q]→ J0[Q].
4.2 Γ-convergence of the approximating free energies
Lemma 4.1. Suppose that the assumption (A7) is satisfied. Let Q1 and Q2 from H
1
g (Ω,S0) be such that
max{‖∇Q1‖L2(Ω), ‖∇Q2‖L2(Ω)} ≤M (4.8)
for some ε-independent constant M . Then, for ε sufficiently small, we have:∣∣JTε [Q2]− JTε [Q1]∣∣ ≤ CM(ε1/2−α/4 + ‖Q2 −Q1‖L4(Ω)) (4.9)
for some CM > 0 depending only on M , fs, Ω, C and g.
Proof. According to (A7) and Ho¨lder inequality, we have:∣∣JTε [Q2]− JTε [Q1]∣∣ . ε3−αε− εα
ˆ
∂NTε
(|Q1|3 + |Q2|3 + 1)|Q2 −Q1|dσ
. ε
3−α
ε− εα
(ˆ
∂NTε
|Q2 −Q1|4dσ
)1/4(( ˆ
∂NTε
|Q1|4dσ
)3/4
+
(ˆ
∂NTε
|Q2|4dσ
)3/4
+ |∂N Tε |3/4
)
.
If we make use of Lemma 3.3, then:
ε3−α
ε− εα
ˆ
∂NTε
|Qi|4dσ . 2ε
2−α
1− εα−1
ˆ
Ωε
(|Qi|6 + |∇Qi|2)dx+ 1
2(1− εα−1)2
ˆ
Ωε
|Qi|4dx,
for any i ∈ {1, 2}. By the continuous injection H1(Ωε) into L6(Ωε), we have
ε3−α
ε− εα
ˆ
∂NTε
|Qi|4dσ . 2ε
2−α
1− εα−1
(∥∥∇Qi∥∥2L2(Ωε) + ∥∥Qi∥∥6H1(Ωε)
)
+
1
2(1− εα−1)2
∥∥Qi∥∥4L4(Ωε). (4.10)
Using the Poincare´ inequality as in Theorem 4.4.7, page 193, from [26], the compact embedding
H1(Ωε) ↪→ L4(Ωε) and the fact that Ωε ⊂ Ω, we get for ε small enough:
ε3−α
ε− εα
ˆ
∂NTε
|Qi|4dσ . 2ε
2−α
1− εα−1
(∥∥∇Qi∥∥2L2(Ω) + ∥∥∇Qi∥∥6L2(Ω))+ 12(1− εα−1)2 ∥∥∇Qi∥∥4L2(Ω)
. 2ε
2−α
1− εα−1
(
M2 +M6
)
+
1
2(1− εα−1)2M
4,
where we used (4.8) and we can see that the right-hand side from the last inequality can be bounded in terms
of M , since
ε2−α
1− εα−1 ↘ 0 and
1
(1− εα−1)2 ↘ 1 as ε→ 0. But since
1
(1− εα−1)2 ↘ 1 as ε→ 0, we can choose
ε > 0 such that
1
(1− εα−1)2 < 2 and we can move the constant 2 under the “.” sign. Hence, the last relation
can be written as:
ε3−α
ε− εα
ˆ
∂NTε
|Qi|4dσ . ε2−α
(
M2 +M6
)
+M4.
In a similar fashion, using the same arguments as before for (4.10), we get in the case of
(
Q2 −Q1
)
:
ε3−α
ε− εα
ˆ
∂NTε
∣∣Q2 −Q1∣∣4dσ . ε2−α(M2 +M6)+ ∥∥Q2 −Q1∥∥4L4(Ω).
Using the same bounds as in (4.10), we conclude by observing that there exists a constant CM > 0 such
that: ∣∣JTε [Q2]− JTε [Q1]∣∣ ≤ CM · ((ε2−α)1/4 + ‖Q2 −Q1‖L4(Ω))
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Lemma 4.2. For any Q ∈ H1g (Ω,S0), there holds JTε [Q]→ J0[Q] as ε→ 0.
Proof. Let (Qj)j≥1 be a sequence of smooth functions that converge strongly to Q in H1g (Ω,S0). Then there
holds: ∣∣JTε [Q]− J0[Q]∣∣ ≤ ∣∣JTε [Q]− JTε [Qj ]∣∣+ ∣∣JTε [Qj ]− J0[Qj ]∣∣+ ∣∣J0[Qj ]− J0[Q]∣∣.
From Lemma 4.1, we have that∣∣JTε [Q]− JTε [Qj ]∣∣ . ε1/2−α/4 + ‖Q−Qj‖L4(Ω).
and we recall that for ε→ 0 we have ε1/2−α/4 → 0 because α ∈ (1, 3/2).
Since the
(
Qj)j≥1 converge strongly in H1g (Ω), from the compact Sobolev embedding, we get that Qj → Q
in L4(Ω) as j → +∞, therefore Qj → Q a.e. in Ω.
From Theorem 4.1, we obtain that JTε [Qj ]→ J0[Qj ] as ε→ 0, for any j ≥ 1.
For the last term, we can write
∣∣J0[Qj ] − J0[Q]∣∣ ≤ ´Ω ∣∣fhom[Qj ] − fhom[Q]∣∣dx. In here, we have: fhom is
continuous, Qj → Q a.e. in Ω and fhom has a quartic growth in Q (because fs has the same growth), which
implies that:
∣∣fhom[Qj ]∣∣ . |Qj |4 + 1. At the same time, we can assume that there exists ψ ∈ L1(Ω) such that
|Qj |4 ≤ ψ, for any j ≥ 1, a.e. in Ω. Therefore, we can apply the Lebesgue dominated convergence theorem and
get that J0[Qj ]→ J0[Q] as j → +∞.
Combining the results from above, we obtain:
lim sup
ε→0
∣∣JTε [Q]− JTε [Qj ]∣∣ . ‖Q−Qj‖L4(Ω) + ∣∣J0[Qj ]− J0[Q]∣∣→ 0, as j → +∞,
from which we conclude.
We now prove that Fε Γ-converges to F0 as ε→ 0, with respect to the weak H1-topology.
Proposition 4.1. Suppose that the assumptions (A1)-(A7) are satisfied. Let Qε ∈ H1g (Ωε,S0) be such that
EεQε ⇀ Q weakly in H
1(Ω) as ε→ 0. Then:
lim inf
ε→0
Fε[Qε] ≥ F0[Q], lim
ε→0
JTε [Qε] = J0[Q].
Proof. The proof follows the same steps as in Proposition 4.2. from [13].
Since EεQε ⇀ Q in H
1(Ω), then
(
EεQε
)
ε>0
is a bounded sequence in H1(Ω). Therefore, we can choose a
subsequence
(
EεjQεj
)
j≥1 ⊂
(
EεQε
)
ε>0
such that
lim inf
ε→0
Fε[Qε] = lim
j→+∞
Fεj [Qεj ].
Furthermore, by the compact embeddings H1(Ω) ↪→ Ls(Ω), with s ∈ [1, 6), we have that EεjQεj → Q
strongly in Ls(Ω), for any s ∈ [1, 6). As a result, we also obtain that EεjQεj → Q a.e. in Ω. We denote the
subsequence EεjQεj as EεQε for the ease of notation.
Now, according to (A5), we have:ˆ
Ωε
(
fe(∇Qε)− fe(∇Q)
)
dx ≥
ˆ
Ωε
∇fe(∇Q) : (∇Qε −∇Q)dx =
=
ˆ
Ω
∇fe(∇Q) : (∇Qε −∇Q)dx−
ˆ
Nε
∇fe(∇Q) : (∇Qε −∇Q)dx ≥
≥
ˆ
Ω
∇fe(∇Q) : (∇Qε −∇Q)dx−
∥∥∇fe(∇Q)∥∥L2(Nε) · ∥∥∇Qε −∇Q∥∥L2(Nε)
(4.11)
Because Q ∈ H1(Ω), then ∇Q ∈ L2(Ω) and, according to (A5), the relation
∣∣∇fe(∇Q)∣∣ . |∇Q|+ 1 implies
that ∇fe(∇Q) ∈ L2(Ω). Therefore, by the weak convergence EεQε ⇀ Q in H1(Ω), the first term from the right
hand side in (4.11) goes to 0 as ε→ 0. The second term goes to 0 as well thanks additionally to the fact that
the volume of the scaffold Nε tends to 0 as ε→ 0, according to Proposition A.1. Hence:
lim inf
ε→0
ˆ
Ωε
fe(∇Qε)dx ≥ lim
ε→0
ˆ
Ωε
fe(∇Q)dx =
ˆ
Ω
fe(∇Q)dx. (4.12)
For the bulk potential we apply Fatou’s lemma, since fb(Qε)χΩε → fb(Q) a.e. in Ω (because fb is continuous,
EεQε → Q a.e. in Ω and |Nε| → 0, according to Proposition A.1) and fb is bounded from below (according to
(A6)), in order to obtain:
lim inf
ε→0
ˆ
Ωε
fb(Qε)dx ≥
ˆ
Ω
fb(Q)dx. (4.13)
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For the surface energy, we first use Lemma 4.1 in the following inequality:∣∣JTε [EεQε]− J0[Q]∣∣ ≤ ∣∣JTε [EεQε]− JTε [Q]∣∣+ ∣∣JTε [Q]− J0[Q]∣∣
. ε1/2−α/4 +
∥∥EεQε −Q∥∥L4(Ω) + ∣∣JTε [Q]− J0[Q]∣∣.
Since we have ε1/2−α/4 → 0 for ε → 0 (because α ∈ (1, 3/2)), then combining the result from Lemma 4.2
with the fact that EεQε → Q strongly in L4(Ω), we obtain
lim
ε→0
JTε [Qε] = J0[Q]. (4.14)
The proof is now complete, considering (4.12), (4.13) and (4.14).
Proposition 4.2. Suppose that the assumptions (A1)-(A7) are verified. Then, for any Q ∈ H1g (Ω,S0), there
exists a sequence
(
Qε
)
ε>0
such that Qε ∈ H1(Ωε), for any ε > 0, EεQε ⇀ Q in H1(Ω) and:
lim sup
ε→0
Fε[Qε] ≤ F0[Q].
The sequence
(
Qε
)
ε>0
is called a recovery sequence.
Proof. Let us define in this case Qε = Q · χΩε . Since |Nε| → 0 as ε → 0 (according to Proposition A.1), then
χΩε → 1 strongly in L1(Ω) and we can apply Lebesgue’s dominated converge theorem in order to obtain that:
lim
ε→0
ˆ
Ωε
fe(∇Qε) + fb(Qε)dx =
ˆ
Ω
fe(∇Q) + fb(Q)dx
lim
ε→0
(Fε[Q]− JTε [Q]) = F0[Q]− J0[Q].
By Proposition 4.1, we have that lim
ε→0
JTε [Qε] = J0[Q], hence the conclusion follows.
Proposition 4.1 and Proposition 4.2 show that Fε Γ-converges to F0, as ε→ 0, with respect to the weak H1
topology.
4.3 Proof of main theorems
Proof of Theorem 2.1. Let Q0 from H
1
g (Ω,S0) be an isolated H1-local minimiser for F0, that is, there exists
δ0 > 0 such that F0[Q0] < F0[Q], for any Q ∈ H1g (Ω,S0), such that 0 <
∥∥Q−Q0∥∥H1(Ω) ≤ δ0.
We would like to prove that for any ε > 0, there exists Qε ∈ H1g (Ωε,S0), which is a H1-local minimiser for
Fε, such that EεQε → Q0 strongly in H1g (Ω,S0) as ε→ 0.
For this, let
Bε :=
{
Q ∈ H1g (Ωε,S0) :
∥∥EεQ−Q0∥∥H1(Ω) ≤ δ0}.
Using Mazur’s lemma, we can show that the set Bε is sequentially weakly closed in H1(Ωε). Then, by
Proposition 3.2, we can see that, for ε small enough, Fε is lower semicontinuous on Bε and, by Proposition 3.1,
is also coercive on Bε, since any Q ∈ Bε has
∥∥∇Q∥∥
L2(Ωε)
<
∥∥∇Q0∥∥L2(Ω) + δ0. Hence, for any ε sufficiently
small, the functional Fε admits at least one minimiser Qε from Bε.
Firstly, we prove that EεQε ⇀ Q0 weakly in H
1(Ω), as ε→ 0.
Let B0 :=
{
Q ∈ H1g (Ω,S0) :
∥∥Q−Q0∥∥H1(Ω) ≤ δ0}. Because Qε ∈ Bε, then (EεQε)ε>0 represents a bounded
sequence in H1(Ω), hence there exists a subsequence, which we still denote (EεQε)ε>0 for the ease of notation,
that converges weakly to a Q˜ ∈ B0. We show that Q˜ = Q0.
Since EεQε ⇀ Q˜ in H
1
g (Ω,S0), we can apply Proposition 4.1 and get:
F0[Q˜] ≤ lim inf
ε→0
Fε[Qε] ≤ lim sup
ε→0
Fε[Qε].
But Qε is a minimiser of Fε on Bε, therefore, since Q0
∣∣
Ωε
∈ Bε, we get that
lim sup
ε→0
Fε[Qε] ≤ lim
ε→0
Fε[Q0] = lim
ε→0
(ˆ
Ωε
fe(∇Q0) + fb(Q)dx+ J Tε [Q0]
)
= F0[Q0].
Hence, we have F0[Q˜] ≤ F0[Q0]. Because Q˜ is in B0, that is ‖Q˜−Q0‖H1(Ω) ≤ δ0, then by the definition of
Q0, we get that Q˜ = Q0.
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We now prove that EεQε → Q0 strongly in H1(Ω), as ε→ 0.
By (A5), there exists θ > 0 such that the function f˜e(D) = fe(D) − θ|D|2 is convex. We can repeat the
same arguments from Proposition 4.1, more specifically, steps (4.12) and (4.13), to get:
lim inf
ε→0
ˆ
Ωε
f˜e(∇Qε)dx ≥
ˆ
Ω
f˜e(∇Q0)dx,
θ lim inf
ε→0
ˆ
Ωε
|∇Qε|2dx ≥ θ
ˆ
Ω
|∇Q0|2dx,
lim inf
ε→0
ˆ
Ωε
fb(Qε)dx ≥
ˆ
Ω
fb(Q0)dx.
From Proposition 4.1, we have that JTε [Qε] → J0[Q0] as ε → 0. Also, from the proof that Q˜ = Q0, we can
see that
lim
ε→0
Fε[Qε] = F0[Q0],
which implies that
lim
ε→0
ˆ
Ωε
|∇Qε|2dx =
ˆ
Ω
|∇Q0|2dx.
This shows us that∇(EεQε)χΩε converges strongly to∇Q0 in L2(Ω), where χΩε is the characteristic function
of Ωε. We now show that ∇(EεQε)χNε converges strongly to 0 in L2(Ω). We have:∥∥∇(EεQε)χNε∥∥L2(Ω) = (ˆ
Ω
|∇EεQε|2 · |χNε |2dx
)1/2
≤
(ˆ
Ω
|∇EεQε|2dx
)1/2
· ∥∥χNε∥∥L∞(Ω)
≤ ∥∥∇EεQε∥∥L2(Ω) · ∥∥χNε∥∥L∞(Ω) ≤ C · ∥∥∇Qε∥∥L2(Ωε) · ∥∥χNε∥∥L∞(Ω)
≤ C · (∥∥∇Q0∥∥L2(Ω) + δ0) · ∥∥χNε∥∥L∞(Ω),
where we have used Lemma 3.4 and the fact that Qε ∈ Bε. According to Proposition A.1, we have |Nε| → 0,
therefore we have ∇(EεQε)χNε → 0 strongly in L2(Ω).
Combining all the results, we obtain that ∇EεQε → ∇Q0 strongly in L2(Ω), hence EεQε converges strongly
to Q0 in H
1(Ω), since the weak convergence EεQε ⇀ Q0 in H
1(Ω) automatically implies the strong convergence
EεQε → Q0 in L2(Ω).
5 Rate of convergence
The aim of this section is the study the rate of convergence of the sequence JTε [Qε] to J0[Q0], where J
T
ε is
defined in (2.16) and in (2.17), J0 is defined in (4.1) and (Qε)ε>0 is a sequence from H
1
g (Ω,S0) that converges
H1-strongly to Q ∈ H1g (Ω,S0). We omit the term JSε because in Subsection 3.2 we proved that this term has
no contribution to the homogenised functional.
First, we recall some notations used in the previous sections. For a Q ∈ H1g (Ω,S0), we write J0[Q] in the
following form:
J0[Q] =
ˆ
Ω
(
1
r
ΨY (Q) +
1
q
ΨZ(Q)
)
dx+
+
ˆ
Ω
(
1
r
ΨX(Q) +
1
p
ΨZ(Q)
)
dx+
+
ˆ
Ω
(
1
q
ΨX(Q) +
1
p
ΨY (Q)
)
dx, (5.1)
where ΨX , ΨY and ΨZ are defined in (4.3). We also write J˜ε[Q], defined in (4.2), as:
J˜ε[Q] =
ˆ
Ω
(
pε− εα
pr(ε− εα)Ψ
Y (Q) +
pε− εα
pq(ε− εα)Ψ
Z(Q)
)
dµXε +
+
ˆ
Ω
(
qε− εα
qr(ε− εα)Ψ
X(Q) +
qε− εα
pq(ε− εα)Ψ
Z(Q)
)
dµYε +
+
ˆ
Ω
(
rε− εα
qr(ε− εα)Ψ
X(Q) +
rε− εα
pr(ε− εα)Ψ
Y (Q)
)
dµZε , (5.2)
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using (4.4) and the analogous formulae.
We suppose now that:
(H1) the surface energy density fs is locally Lipschitz continuous.
Using the assumption (A7), from Subsection 2.1, we have:
|fs(Q1, ν)− fs(Q2, ν)| . |Q2 −Q1|(|Q1|3 + |Q2|3 + 1), (5.3)
for any Q1, Q2 ∈ S0 and any ν ∈ S2, and
|fs(Q, ν)| . |Q|4 + 1, (5.4)
for any Q ∈ S0 and any ν ∈ S2.
We now have the following lemma:
Lemma 5.1. For any K ∈ {X,Y, Z}, the function ΨK is locally Lipschitz continuous and there holds:
|ΨK(Q)| . |Q|4 + 1 ∣∣∇ΨK(Q)∣∣ . |Q|3 + 1,
for any Q ∈ S0. Moreover, the function ΨK satisfies:
|ΨK(Q1)−ΨK(Q2)| . |Q2 −Q1|(|Q1|3 + |Q2|3 + 1),
for any Q1, Q2 ∈ S0.
Proof. The proof of this lemma follows immediatly, using the definitions of the functions ΨX , ΨY and ΨZ from
(4.3), the assumption (H1) and the properties of the function fs from (5.3) and (5.4).
We recall now that the measures µXε , µ
Y
ε and µ
Z
ε , which are defined in (2.18), converge weakly*, as measures
in R3, to the Lebesgue measure restricted to Ω, according to (A4) from Subsection 2.1. We need to prescribe a
rate of convergence and for this we use the W−1,1-norm (that is, the dual Lipschitz norm, also known as flat
norm in some contexts):
Fε := max
K∈{X,Y,Z}
sup
{ˆ
Ω
ϕdµKε −
ˆ
Ω
ϕdx : ϕ ∈W 1,∞(Ω), ‖∇ϕ‖L∞(Ω) + ‖ϕ‖L∞(Ω) ≤ 1
}
.
Lemma 5.2. There exists a constant λflat > 0 such that Fε ≤ λflatε for any ε > 0.
Proof. Let ϕ ∈W 1,∞(Ω). Then, according to the definition of µXε from (2.18), we have:
ˆ
Ω
ϕdµXε = ε
3
Xε∑
k=1
ϕ(yx,kε ) =
Xε∑
k=1
ˆ
yx,kε +[−ε/2,ε/2]3
ϕ(yx,kε )dx,
where in the last equality we integrate over the cube with length ε centered in yx,kε . Let Ω
X
ε be the following
set:
ΩXε :=
Xε⋃
k=1
(
yx,kε + [−ε/2, ε/2]3
)
.
Hence, we can write: ˆ
Ω
ϕdµXε =
ˆ
ΩXε
ϕ(yx,kε )dx.
Then: ∣∣∣∣ˆ
Ω
ϕdµXε −
ˆ
Ω
ϕdx
∣∣∣∣ ≤ ˆ
ΩXε
∣∣ϕ− ϕ(yx,kε )∣∣dx+ ˆ
Ω\ΩXε
∣∣ϕ∣∣dx
≤ ε
√
3
2
‖∇ϕ‖L∞(Ω) · |ΩXε |+ ‖ϕ‖L∞(Ω) · |Ω \ ΩXε |, (5.5)
where
ε
√
3
2
comes from the largest possible value for |x− yx,kε |, with x ∈
(
yx,kε + [−ε/2, ε/2]3
)
.
If we look now at the definition of the points yx,kε in (A.2), hence also at the definition of the points x
i
ε in
(2.5) and (2.6), we observe that Ω \ΩXε ⊂ {x ∈ Ω : dist(x, ∂Ω) < ε}, therefore, we have |Ω \ΩXε | ≤ C · ε, where
C is an ε-independent constant. At the same time, we have ΩXε ⊂ Ω⇒ |ΩXε | ≤ |Ω|, so (5.5) becomes:∣∣∣∣ˆ
Ω
ϕdµXε −
ˆ
Ω
ϕdx
∣∣∣∣ ≤ ε√32 ‖∇ϕ‖L∞(Ω) · |Ω|+ C · ε‖ϕ‖L∞(Ω) . ε · ‖ϕ‖W 1,∞(Ω).
Computing in the same fashion for µYε and µ
Z
ε , we obtain the conclusion.
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We also suppose that:
(H2) g is bounded and Lipschitz, where g represents the prescribed boundary data.
Since Ω is bounded and smooth (by assumption (A1) from Subsection 2.1), we can extend the function g to
a bounded and Lipschitz map from R3 to S0, denoted still as g.
We present an auxiliary result proved in [14]:
Lemma 5.3. Let Ω ⊆ R3 a bounded, smooth domain, and let g : Ω→ S0 be a bounded, Lipschitz map. For any
Q ∈ H1g (Ω,S0) and σ ∈ (0, 1), there exists a bounded, Lipschitz map Qσ : Ω → S0 that satisfies the following
properties:
Qσ = g on ∂Ω
‖Qσ‖L∞(Ω) . σ−1/2
(‖Q‖H1(Ω) + ‖g‖L∞(Ω)) (5.6)
‖∇Qσ‖L∞(Ω) . σ−3/2
(‖Q‖H1(Ω) + ‖g‖W 1,∞(Ω)) (5.7)
‖Q−Qσ‖L2(Ω) . σ‖Q‖H1(Ω) (5.8)
‖∇Q−∇Qσ‖L2(Ω) → 0 as σ → 0. (5.9)
The main result from this section is the following:
Proposition 5.1. Suppose that assumptions (A1)-(A7) (from Subsection 2.1) and (H1)-(H2) (from this section)
hold. Then, for any Q ∈ H1g (Ω,S0), there exists a sequence (Qε)ε>0 in H1g (Ω,S0) that converges H1(Ω)-strongly
to Q and satisfies
|JTε [Qε]− J0[Q]| . ε(α−1)/3
(‖Q‖4H1(Ω) + 1),
for ε small enough, where JTε is defined in (2.16) and J0 is defined in (5.1). The constant that merged with the
sign “.” depends only on the L∞-norms of g and ∇g, but also on Ω, fs and the initial cube C.
Remark 5.1. The previous proposition allows us to obtain, as claimed, a rate of convergence for the minimisers
Q¯ε of Fε to a minimiser Q of F0 in terms of ‖Q¯ε −Q‖H1(Ω) = o(1) as ε→ 0 (i.e. relation (5.10)).
Indeed, this is obtained in the following way. First, let us fix a value for 0 < ε < 1 such that equation (4.9)
holds. Then we use the inequality
|JTε [Q¯ε]− J0[Q]| ≤ |JTε [Q¯ε]− JTε [Qε]|+ |JTε [Qε]− J0[Q]|,
where Qε is the function from H
1
g (Ω,S0) granted by Lemma 5.3, with σ = ε(α−1)/3.
For the first term from the right-hand side from the last inequality, we use relation (4.9) and we obtain, for
a fixed ε sufficiently small:
|JTε [Q¯ε]− JTε [Qε]| ≤ C ·
(
ε1/2−α/4 + ‖Q¯ε −Qε‖L4(Ω)
)
,
where C is ε-independent.
From the compact Sobolev embedding H1(Ω) ↪→ L4(Ω), we obtain:
|JTε [Q¯ε]− JTε [Qε]| ≤ C ·
(
ε1/2−α/4 + ‖Q¯ε −Qε‖H1(Ω)
)
.
Now, we observe that:
‖Q¯ε −Qε‖H1(Ω) ≤ ‖Q¯ε −Q‖H1(Ω) + ‖Qε −Q‖H1(Ω)
≤ ‖Q¯ε −Q‖H1(Ω) + ‖Qε −Q‖L2(Ω) + ‖∇Qε −∇Q‖L2(Ω)
≤ ‖Q¯ε −Q‖H1(Ω) + ε(α−1)/3‖Q‖H1(Ω) + ‖∇Qε −∇Q‖L2(Ω),
where we have used relation (5.8) in the last row. Relation (5.9) tells us that ‖∇Qε −∇Q‖L2(Ω) → 0 as ε→ 0,
hence, by the choice of ε, we can control it with a constant. Since Q is fixed, we can also control ‖Q‖H1(Ω) with
an ε-independent constant. Therefore, we can write:
‖Q¯ε −Qε‖H1(Ω) . ‖Q¯ε −Q‖H1(Ω) + ε(α−1)/3.
Hence, we have:
|JTε [Q¯ε]− JTε [Qε]| . ε1/2−α/4 + ε(α−1)/3 + ‖Q¯ε −Q‖H1(Ω).
and if we denote by mα = min{1/2−α/4, (α−1)/3} (which is defined depending whether α is bigger or smaller
than 10/7), we can rewrite:
|JTε [Q¯ε]− JTε [Qε]| . εmα + ‖Q¯ε −Q‖H1(Ω),
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since ε is chosen from (0, 1).
For the term |JTε [Qε]− J0[Q]|, we apply Proposition 5.1:
|JTε [Qε]− J0[Q]| . ε(α−1)/3(‖Q‖4H1(Ω) + 1)
and since Q is fixed, we obtain:
|JTε [Qε]− J0[Q]| . ε(α−1)/3 . εmα ,
using the definition of mα.
If we go back to our initial inequality, we obtain:
|JTε [Q¯ε]− J0[Q]| . εmin{1/2−α/4,(α−1)/3} + ‖Q¯ε −Q‖H1(Ω). (5.10)
Proof of Proposition 5.1. Let us fix a small ε ∈ (0, 1) such that:
pε− εα
ε− εα < 2p,
qε− εα
ε− εα < 2q and
rε− εα
ε− εα < 2r. (5.11)
This is possible since
pε− εα
ε− εα ↘ p,
qε− εα
ε− εα ↘ q and
rε− εα
ε− εα ↘ r as ε→ 0 and p, q, r ≥ 1.
Let now β be a positive parameter, to be chosen later, and let Qε := Qεβ ∈ H1g (Ω,S0) be the Lipschitz map
given by Lemma 5.3. Then, we have:
|JTε [Qε]− J0[Q]| ≤ |JTε [Qε]− J˜ε[Qε]|+ |J˜ε[Qε]− J0[Qε]|+ |J0[Qε]− J0[Q]|, (5.12)
where J˜ε is defined in (4.2).
We analyse the first term from the right-hand side from (5.12). Using the same notations as in Theorem 4.1,
replacing Lip(Qε) (the Lipschitz constant) with ‖∇Qε‖L∞(Ω) and combining relations (4.5) and (4.6), we obtain:
|JXε [Qε]− J˜Xε [Qε]| .
(‖Qε‖3L∞(Ω) + 1) · ‖∇Qε‖L∞(Ω) · 2(r + q)pqr · pε− εαε− εα ·
·Xε · ε3 ·
√(
ε− ε
α
p
)2
+
(
εα
q
)2
+
(
εα
r
)2
.
Using (4.7) and (5.11), we can rewrite the last inequality as follows:
|JXε [Qε]− J˜Xε [Qε]| .
(‖Qε‖3L∞(Ω) + 1) · ‖∇Qε‖L∞(Ω) ·
√(
ε− ε
α
p
)2
+
(
εα
q
)2
+
(
εα
r
)2
, (5.13)
since the term
2(r + q)
pqr
can be bounded with an ε-independent constant. Now, because p, q, r ≥ 1, we have:
ε2α
p2
,
ε2α
q2
,
ε2α
r2
≤ ε2α
and, because ε > 0 and α ∈ (1, 3/2), we also have:
0 < ε− εα ≤ ε− ε
α
k
≤ ε, for k ∈ {p, q, r}.
Therefore, (5.13) becomes:
|JXε [Qε]− J˜Xε [Qε]| .
(‖Qε‖3L∞(Ω) + 1) · ‖∇Qε‖L∞(Ω) ·√ε2 + 2ε2α,
and using the same arguments for JYε [Qε] and J
Z
ε [Qε], we obtain:
|JTε [Qε]− J˜ε[Qε]| .
(‖Qε‖3L∞(Ω) + 1) · ‖∇Qε‖L∞(Ω) ·√ε2 + 2ε2α, (5.14)
where the constant 3, which comes from adding the three relations obtained, has merged into the “.” sign.
Using Lemma 5.3, we have:
‖Qε‖3L∞(Ω) . ε−3β/2
(‖Q‖H1(Ω) + ‖g‖L∞(Ω))3
‖∇Qε‖L∞(Ω) . ε−3β/2
(‖Q‖H1(Ω) + ‖g‖W 1,∞(Ω)).
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Now, the constant involved by using the sign “.” is going to depend also on the L∞-norms of g and ∇g,
hence, relation (5.14) becomes:
|JTε [Qε]− J˜ε[Qε]| .
√
ε2 + ε2α
ε3β
(‖Q‖4H1(Ω) + 1) .√ε2(1−3β) + ε2(α−3β)(‖Q‖4H1(Ω) + 1).
Since α ∈ (1, 3/2), we have 1− 3β < α− 3β. Therefore, we can write the last inequality as follows:
|JTε [Qε]− J˜ε[Qε]| . ε1−3β
(‖Q‖4H1(Ω) + 1), (5.15)
since ε ∈ (0, 1).
In order to analyse better the second term from (5.12), which contains J˜ε[Qε] and J0[Qε], we analyse the
first terms from (5.1) and (5.2):∣∣∣∣ pε− εαpr(ε− εα)
ˆ
Ω
ΨY (Qε)dµ
X
ε −
1
r
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣ ≤ pε− εαpr(ε− εα)
∣∣∣∣ˆ
Ω
ΨY (Qε)dµ
X
ε −
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣+
+
∣∣∣∣ pε− εαpr(ε− εα) − 1r
∣∣∣∣ · ∣∣∣∣ˆ
Ω
ΨY (Qε)dx
∣∣∣∣.
As we have seen before, we have
pε− εα
pr(ε− εα) ↘
1
r
and we have chosen ε > 0 such that
1
r
≤ pε− ε
α
pr(ε− εα) <
2
r
.
Moreover, we have
∣∣∣∣ pε− εαpr(ε− εα) − 1r
∣∣∣∣ = εα(p− 1)pr(ε− εα) and we can impose further conditions regarding the choice
of ε, such that
εα(p− 1)
pr(ε− εα) < ε
α−1, which is equivalent to choosing ε such that εα−1 < 1 − 1
r
+
1
pr
. Hence, we
have:∣∣∣∣ pε− εαpr(ε− εα)
ˆ
Ω
ΨY (Qε)dµ
X
ε −
1
r
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣ ≤ 2r
∣∣∣∣ˆ
Ω
ΨY (Qε)dµ
X
ε −
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣+ εα−1∣∣∣∣ˆ
Ω
ΨY (Qε)dx
∣∣∣∣.
Using the definition of Fε, we have:∣∣∣∣ pε− εαpr(ε− εα)
ˆ
Ω
ΨY (Qε)dµ
X
ε −
1
r
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣ ≤ 2r · Fε · ‖ΨY (Qε)‖W 1,∞(Ω) + εα−1‖ΨY (Qε)‖L∞(Ω).
Using now the fact that now Qε ∈ H1g (Ω,S0), Lemma 5.1 and Lemma 5.2, we obtain (also by moving the
constant
2
r
under the “.” sign):∣∣∣∣ pε− εαpr(ε− εα)
ˆ
Ω
ΨY (Qε)dµ
X
ε −
1
r
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣ . ε(‖Qε‖4L∞(Ω) + 1)+
+ ε
(‖Qε‖3L∞(Ω) + 1) · ‖∇Qε‖L∞(Ω) + εα−1(‖Qε‖4L∞(Ω) + 1),
Applying Lemma 5.3, we get:∣∣∣∣ pε− εαpr(ε− εα)
ˆ
Ω
ΨY (Qε)dµ
X
ε −
1
r
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣ . ε(ε−2β(‖Q‖H1(Ω) + ‖g‖L∞(Ω))4 + 1)+
+ ε
(
ε−3β/2
(‖Q‖H1(Ω) + ‖g‖L∞(Ω))3 + 1) · ε−3β/2(‖Q‖H1(Ω) + ‖g‖W 1,∞(Ω))+
+ εα−1
(
ε−2β
(‖Q‖H1(Ω) + ‖g‖L∞(Ω))4 + 1),
Moving the terms ‖g‖L∞(Ω) and ‖g‖W 1,∞(Ω) under the “.” sign and using the fact that β > 0 and ε ∈ (0, 1),
we have: ∣∣∣∣ pε− εαpr(ε− εα)
ˆ
Ω
ΨY (Qε)dµ
X
ε −
1
r
ˆ
Ω
ΨY (Qε)dx
∣∣∣∣ . (ε1−2β + ε1−3β + εα−2β−1)(‖Q‖4H1(Ω) + 1).
Applying the same technique for the other five terms from J0 and J˜ε, which are in (5.1) and (5.2), we obtain:
|J˜ε[Qε]− J0[Qε]| .
(
ε1−2β + ε1−3β + εα−2β−1
)(‖Q‖4H1(Ω) + 1)
and using once again that β > 0 and ε ∈ (0, 1), we can write:
|J˜ε[Qε]− J0[Qε]| .
(
ε1−3β + εα−2β−1
)(‖Q‖4H1(Ω) + 1). (5.16)
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Moving now to the last term from (5.12), which is |J0[Qε] − J0[Q]|, we once again analyse every difference
that can be formed with the six terms from the definition of (5.1). Hence:∣∣∣∣ˆ
Ω
1
r
ΨY (Qε)dx−
ˆ
Ω
1
r
ΨY (Q)dx
∣∣∣∣ ≤ 1r
ˆ
Ω
∣∣ΨY (Qε)−ΨY (Q)∣∣dx.
Using Lemma 5.1 and moving the constant
1
r
under the “.” sign, we have:∣∣∣∣ˆ
Ω
1
r
ΨY (Qε)dx−
ˆ
Ω
1
r
ΨY (Q)dx
∣∣∣∣ . ˆ
Ω
(|Q|3 + |Qε|3 + 1)|Q−Qε|dx
.
(ˆ
Ω
(|Q|3 + |Qε|3 + 1)2dx)1/2 · (ˆ
Ω
|Q−Qε|2dx
)1/2
.
(ˆ
Ω
(|Q|6 + |Qε|6 + 1)dx)1/2 · ‖Q−Qε‖L2(Ω)
.
(‖Q‖3L6(Ω) + ‖Qε‖3L6(Ω) + 1) · ‖Q−Qε‖L2(Ω).
The sequence (Qε)ε>0 is bounded in L
6(Ω), due to the continuous Sobolev embedding H1(Ω) ↪→ L6(Ω) and to
Lemma 5.3. Using once again Lemma 5.3 to control ‖Q−Qε‖L2(Ω), we obtain:∣∣∣∣ ˆ
Ω
1
r
ΨY (Qε)dx−
ˆ
Ω
1
r
ΨY (Q)dx
∣∣∣∣ . εβ(‖Q‖4H1(Ω) + 1),
hence
|J0[Qε − J0[Q]| . εβ
(‖Q‖4H1(Ω) + 1). (5.17)
Combining now relations (5.15), (5.16) and (5.17), we obtain:
|JTε [Qε]− J0[Q]| .
(
ε1−3β + εα−2β−1 + εβ
)(‖Q‖4H1(Ω) + 1).
Now we need to find a suitable value for β > 0 such that we can put the minimum positive value between
the exponents 1 − 3β, α − 2β − 1 and β, in order to obtain the best rate of convergence. Since we desire that
all exponents are positive, α− 2β − 1 > 0⇒ β < α− 1
2
. Since
α− 1
2
< 2− α⇔ α < 5
3
, which is true because
α ∈ (1, 3/2), then we have: α− 2β− 1 < 1− 3β ⇔ β < 2−α, which is true, because β < α− 1
2
< 2−α. Hence
we only consider the exponents α− 2β − 1 and β and we can see that the optimal choice for β is α− 1
3
, which
is positive because α ∈ (1, 3/2). Hence, we obtain:
|JTε [Qε]− J0[Q]| . ε(α−1)/3
(‖Q‖4H1(Ω) + 1).
A Appendix
A.1 Constructing the cubic microlattice
In this subsection, we provide more details regarding the construction of the gray parallelipipeds from Figure 1.
In each of the points from Yε we construct a parallelipiped that connects the parallelipipeds Ciε and Cjε ,
where i, j ∈ 1, Nε such that |xiε − xjε| = ε.
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If xiε − xjε = ±(ε, 0, 0)T , then let:
•Xε = card
({
(i, j) ∈ 1, Nε2
∣∣ xiε − xjε = (ε, 0, 0)T , i < j}) (A.1)
•Υxε :
{
(i, j) ∈ 1, Nε2
∣∣ xiε − xjε = (ε, 0, 0)T , i < j}→ 1, Xε a bijection;
• yx,kε =
1
2
(xiε + x
j
ε), where k = Υ
x
ε (i, j); (A.2)
• Yxε =
{
yx,kε ∈ Yε
∣∣∣∣ yx,kε = 12(xiε + xjε), k = Υxε (i, j)
}
; (A.3)
• Px,kε the parallelipiped centered in yx,kε , defined by Px,kε = yx,kε + TxCα, where (A.4)
TxCα =
[
− pε− ε
α
2p
,
pε− εα
2p
]
×
[
− ε
α
2q
,
εα
2q
]
×
[
− ε
α
2r
,
εα
2r
]
; (A.5)
• T kx be the union of the four transparent faces of Px,kε that have the length equal to
pε− εα
p
,
which are represented in Figure 4a. (A.6)
If xiε − xjε = ±(0, ε, 0)T , then let:
• Yε = card
({
(i, j) ∈ 1, Nε2
∣∣ xiε − xjε = (0, ε, 0)T , i < j}) (A.7)
•Υyε :
{
(i, j) ∈ 1, Nε2
∣∣ xiε − xjε = (0, ε, 0)T , i < j}→ 1, Yε a bijection;
• yy,lε =
1
2
(xiε + x
j
ε), where l = Υ
y
ε(i, j);
• Yyε =
{
yy,lε ∈ Yε
∣∣∣∣ yy,lε = 12(xiε + xjε), l = Υyε(i, j)
}
; (A.8)
• Py,lε the parallelipiped centered in yy,lε , defined by Py,lε = yy,lε + TyCα, where (A.9)
TyCα =
[
− ε
α
2p
,
εα
2p
]
×
[
− qε− ε
α
2q
,
qε− εα
2q
]
×
[
− ε
α
2r
,
εα
2r
]
; (A.10)
• T ly be the union of the four transparent faces of Py,lε that have the length equal to
qε− εα
q
,
which are represented in Figure 4b. (A.11)
If xiε − xjε = ±(0, 0, ε)T , then let:
• Zε = card
({
(i, j) ∈ 1, Nε2
∣∣ xiε − xjε = (0, 0, ε)T , i < j}) (A.12)
•Υyε :
{
(i, j) ∈ 1, Nε2
∣∣ xiε − xjε = (0, 0, ε)T , i < j}→ 1, Zε a bijection;
• yz,mε =
1
2
(xiε + x
j
ε), where m = Υ
z
ε(i, j);
• Yzε =
{
yz,mε ∈ Yε
∣∣∣∣ yz,mε = 12(xiε + xjε), m = Υzε(i, j)
}
; (A.13)
• Pz,mε the parallelipiped centered in yz,mε , defined by Pz,mε = yz,mε + TzCα, where (A.14)
TzCα =
[
− ε
α
2p
,
εα
2p
]
×
[
− ε
α
2q
,
εα
2q
]
×
[
− rε− ε
α
2r
,
rε− εα
2r
]
; (A.15)
• T mz be the union of the four transparent faces of Pz,mε that have the length equal to
rε− εα
r
,
which are represented in Figure 4c. (A.16)
Remark A.1. We can already see that we need to set εα−1 < min{p, q, r}, otherwise we have ε
α−1
p
≥ 1⇒ ε
α
2p
≥
ε
2
and, in the same way,
εα
2q
≥ ε
2
and
εα
2r
≥ ε
2
, hence the inclusions from the family Cε are not disjoint anymore
and they overlap. More specifically, the gray parallelipipeds from Figure 1 cannot be constructed anymore.
Since the parameters p, q and r are fixed and we are interested what happens when ε → 0, then the condition
εα−1 < min{p, q, r} implies that α ≥ 1. If α = 1, then it is easy to see that the volume of the scaffold does not
tend to zero as ε→ 0, so we are not in the dilute regime anymore.
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(a) The parallelipiped Px,kε , with the
center in yx,kε , with lateral transpa-
rent faces T kx .
(b) The parallelipiped Py,lε , with the
center in yy,lε , with lateral transpa-
rent faces T ly .
(c) The parallelipiped Pz,mε , with
the center in yz,mε , with lateral tran-
sparent faces T mz .
Figure 4: The three types parallelipipeds with centers from Yε.
A.2 Volume and surface area of the scaffold
Proposition A.1. The volume of the scaffold Nε tends to 0 as ε→ 0.
Proof. According to (2.1), (2.5), (2.6), (2.8), (A.1), (A.7) and (A.12), we have:
• Nε < L0l0h0
ε3
; • Xε <
(
L0
ε
− 1
)
· l0h0
ε2
; • Yε <
(
l0
ε
− 1
)
L0h0
ε2
; • Zε <
(
h0
ε
− 1
)
L0l0
ε2
.
Furthermore, we have:
|Nε| = Nε · ε
3α
pqr
+Xε · ε
2α
pqr
(
pε− εα)+ Yε · ε2α
pqr
(
qε− εα)+ Zε · ε2α
pqr
(
rε− εα),
where
ε3α
pqr
represents the volume of a parallelipiped defined in (2.7) and
ε2α
pqr
(
pε − εα), ε2α
pqr
(
qε − εα) and
ε2α
pqr
(
rε − εα) represent the volume of a parallelipiped Px,kε , Py,lε and, respectively, Pz,mε , which are defined in
(A.4), (A.9) and (A.14). Hence:
|Nε| < L0l0h0(p+ q + r)
pqr
ε2(α−1) − 2L0l0h0
pqr
ε3(α−1) −
(
L0l0
pq
+
L0h0
pr
+
l0h0
qr
)
ε2α−1+
+
L0l0 + L0h0 + l0h0
pqr
ε3α−2.
Because α > 1, according to (A2), then 2(α − 1) > 0, 3(α − 1) > 0, 2α − 1 > 0 and 3α − 2 > 0, therefore
|Nε| → 0 as ε→ 0.
Proposition A.2. There exists an ε-independent constant Cs = Cs(p, q, r,Ω) > 0 such that:
lim
ε→0
ε3
εα(ε− εα) |∂Nε| < Cs.
Proof. Using the same tehnique as in Proposition A.1, we have, considering relations (A.6), (A.11), (A.16) and
(2.12):
|∂Nε| < Nε · ε2α · 2(p+ q + r)
pqr
+Xε · εα(pε− εα) · 2(q + r)
pqr
+
+ Yε · εα(qε− εα) · 2(p+ r)
pqr
+ Zε · εα(rε− εα) · 2(p+ q)
pqr
< C(p, q, r, L0, l0, h0) · εα−3 ·
(
(p+ q + r)ε− 2εα).
Hence
lim
ε→0
ε3
εα(ε− εα) |∂Nε| < C(p, q, r, L0, l0, h0) · limε→0
(p+ q + r)ε− 2εα
ε− εα < +∞.
We denote Cs the constant obtained in the last inequality.
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Proposition A.3. Let ∂NSε be the set defined in (2.12). Then, for ε→ 0, we have |∂NSε | → 0.
Proof. According to (2.12), we have:
∂NSε =
(Nε,2⋃
i=1
Si
)
,
therefore, we can write:
∣∣∂NSε ∣∣ ≤ Nε,2∑
i=1
∣∣Si∣∣ ≤ Nε,2∑
i=1
∣∣Ciε∣∣ ≤ Nε,2∑
i=1
ε2α(p+ q + r)
pqr
≤ ε
2α(p+ q + r)
pqr
·Nε,2,
where we have used (2.11) and (2.7). Since Nε,2 counts only the parallelipipeds that are “close” to the boundary
of Ω (see (2.10)), then we can write:
Nε,2 <
L0 · l0
ε2
+
L0 · h0
ε2
+
l0 · h0
ε2
,
where L0, l0 and h0 are defined in (2.1) and they describe the parallelipiped that contains the entire domain Ω.
From here, we obtain:∣∣∂NSε ∣∣ ≤ ε2α(p+ q + r)pqr · L0l0 + l0h0 + h0L0ε2 . ε2(α−1) → 0, as ε→ 0,
since α > 1.
A.3 Constructing an explicit extension of Q inside the scaffold
The aim of this subsection is to prove that there exists a function v ∈ H1(Ω) such that v = Q on ∂Nε, v = Q
in Ωε and
∥∥∇v∥∥
L2(Ω)
.
∥∥∇Q∥∥
L2(Ωε)
.
In order to prove it, we first construct an explicit extension u : Ωε∪N Tε → S0 such that u ∈ H1(Ωε∪N Tε ,S0)
and there exists a constant C, independent of ε, for which we have∥∥∇u∥∥
L2(NTε ) ≤ C
∥∥∇Q∥∥
L2(Ωε)
,
which implies
∥∥∇u∥∥
L2(Ωε∪NTε ) ≤ C
∥∥∇Q∥∥
L2(Ωε)
.
Then we construct v : Ω → S0 such that v ∈ H1(Ω), v ≡ u on Ωε ∪ N Tε , v = u on ∂N Tε and there exists a
constant c such that: ∥∥∇v∥∥
L2(Ω)
≤ c∥∥∇u∥∥
L2(Ωε∪NTε ),
which implies that
∥∥∇v∥∥
L2(Ω)
.
∥∥∇Q∥∥
L2(Ωε)
, using the properties mentioned for u.
We prove first the following result.
Lemma A.1. Let z0, a, b ∈ R, a, b, z0 > 0 and let Aa,b =
{
(ρ cos θ, ρ sin θ) : 0 ≤ θ < 2pi, a < ρ < b} be a two
dimensional annulus, Ba =
{
(ρ cos θ, ρ sin θ) : 0 ≤ θ < 2pi, 0 ≤ ρ < a} be a two dimensional ball with radius
a, Az0a,b = Aa,b × (−z0, z0) ⊂ R3 and Bz0a = Ba × (−z0, z0) ⊂ R3 be a three dimensional cylinder.
Let Q ∈ H1(Az01,2,S0). Then the function u : Bz01 → S0 defined for any z ∈ (−z0, z0) as
u(x, y, z) =

ϕ(
√
x2 + y2) Q
((
2√
x2 + y2
− 1
)
x,
(
2√
x2 + y2
− 1
)
y, z
)
+
+(1− ϕ(
√
x2 + y2))
 
A1,3/2
Q(s, t, z)d(s, t), for
1
2
≤
√
x2 + y2 < 1
 
A1,3/2
Q(s, t, z)d(s, t), for 0 ≤
√
x2 + y2 ≤ 1
2
(A.17)
is from H1(Bz01 ,S0), where ϕ ∈ C∞c
((
1
2
,
3
2
))
is the following bump function defined as
ϕ(ρ) =

exp
{
4− 4
(2ρ− 1)(3− 2ρ)
}
, ∀ρ ∈
(
1
2
,
3
2
)
0, ∀ρ ∈ R \
(
1
2
,
3
2
) ,
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the product ϕ(ρ) Q represents product between a scalar and a Q-tensor and
 
represents the average integral
sign. Moreover, there exists a constant c > 0, independent of z0, such that:
∥∥ut∥∥L2(Bz01 ) ≤ c∥∥Qt∥∥L2(Az01,3/2) for
any t ∈ {x, y, z}, where ut represents the partial derivative of u with respect to t, and:
‖∇u‖L2(Bz01 ) ≤ c‖∇Q‖L2(Az01,3/2).
Proof. First of all, we can assume without loss of generality that Q and u are scalar functions, instead of
Q-tensors. Hence, we prove this lemma for each of the component of Q and u.
Let T : A1/2,1 → A1,3/2 be the reflection defined as:
T (x, y) =
((
2√
x2 + y2
− 1
)
x,
(
2√
x2 + y2
− 1
)
y
)
:= (x′, y′), ∀(x, y) ∈ A1/2,1.
Then T is invertible and also bi-Lipschitz.
Let Q ∈ H1(Az01,3/2) and u defined by (A.17). By Theorem 3.17 from [1], we can approximate the function
Q ∈ H1(Az01,3/2) with smooth functions from C∞
(Az01,3/2).
Let (Qk)k≥1 ⊂ C∞
(Az01,3/2) such that Qk → Q strongly in H1(Az01,3/2) and, for any k ≥ 1, let uk : Bz01 → R
defined for all z ∈ (−z0, z0) as:
uk(x, y, z) =

ϕ(
√
x2 + y2) Qk(T (x, y), z)+
+(1− ϕ(
√
x2 + y2))
 
A1,3/2
Qk(s, t, z)d(s, t), for
1
2
≤
√
x2 + y2 ≤ 1
 
A1,3/2
Qk(s, t, z)d(s, t), for 0 ≤
√
x2 + y2 ≤ 1
2
By the above definition, we have that uk ∈ C0
(Bz01 ) and that:
∂uk
∂x
(x, y, z) =

x√
x2 + y2
· ϕ′(
√
x2 + y2) ·
(
Qk(x
′, y′, z)−
 
A1,3/2
Qk(s, t, z)d(s, t)
)
+
+
(
2y2(√
x2 + y2)
)3 − 1) · ϕ(√x2 + y2) · (∂Qk∂x′ (x′, y′, z)
)
−
− 2xy(√
x2 + y2
)3 · ϕ(√x2 + y2) · (∂Qk∂y′ (x′, y′, z)
)
, for
1
2
≤
√
x2 + y2 < 1
0, for 0 ≤
√
x2 + y2 ≤ 1
2
.
Since ϕ
(
1
2
)
= ϕ′
(
1
2
)
= 0 and ϕ ∈ C∞
((
1
2
,
3
2
))
, then we have
∂uk
∂x
∈ C0(Bz01 ). Moreover, we obtain:
1
3
ˆ
A1/2,1
∣∣∣∣∂uk∂x
∣∣∣∣2(x, y, z)d(x, y) ≤ ˆ
A1/2,1
∣∣∣∣ 2xy(√
x2 + y2
)3 ∣∣∣∣2∣∣ϕ(√x2 + y2)∣∣2∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z)d(x, y)+
+
ˆ
A1/2,1
∣∣∣∣ 2y2(√
x2 + y2
)3 − 1∣∣∣∣2∣∣ϕ(√x2 + y2)∣∣2∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z)d(x, y)+
+
ˆ
A1/2,1
∣∣∣∣ x√x2 + y2
∣∣∣∣2∣∣ϕ′(√x2 + y2)∣∣2∣∣∣∣Qk(x′, y′, z)−  
A1,3/2
Qk(s, t, z)d(s, t)
∣∣∣∣2d(x, y).
By the definition of ϕ, we have ‖ϕ‖L∞(R) = 1 and ‖ϕ′‖L∞(R) = 2
√
9 + 6
√
3·e1−
√
3 ≈ 4.23 < 5 (the maximum
is obtained for ρ = 1− 1
6
√
6
√
3− 9).
For any (x, y) such that
1
2
≤
√
x2 + y2 ≤ 1, we have:
•
∣∣∣∣ x√x2 + y2
∣∣∣∣2 = x2x2 + y2 ≤ 1;
•
∣∣∣∣ 2xyx2 + y2
∣∣∣∣ ≤ 1⇒ ∣∣∣∣ 2xy(√
x2 + y2
)3 ∣∣∣∣2 ≤ 1x2 + y2 ≤ 2;
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• 0 ≤ 2y
2(√
x2 + y2
)3 ≤ 2(x2 + y2)
(
√
x2 + y2
)3 ≤ 4⇒ −1 ≤ 2y2(√
x2 + y2
)3 − 1 ≤ 3⇒ ∣∣∣∣ 2y2(√
x2 + y2
)3 ∣∣∣∣2 ≤ 9.
Therefore
1
3
ˆ
A1/2,1
∣∣∣∣∂uk∂x
∣∣∣∣2(x, y, z)d(x, y) ≤ 25ˆ
A1/2,1
∣∣∣∣Qk(x′, y′, z)−  
A1,3/2
Qk(s, t, z)d(s, t)
∣∣∣∣2d(x, y)+
+ 9
ˆ
A1/2,1
∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z)d(x, y) + 4 ˆ
A1/2,1
∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z)d(x, y).
Using now the change of variables (x′, y′) = T (x, y), we obtain
d(x, y) =
(
2√
(x′)2 + (y′)2
− 1
)
d(x′, y′)
and since (x′, y′) ∈ A1,3/2, we get 1 ≥ 2√
(x′)2 + (y′)2
− 1 ≥ 1
3
, which implies
ˆ
A1/2,1
∣∣∣∣∂uk∂x
∣∣∣∣2(x, y, z)d(x, y) ≤ 75ˆ
A1,3/2
∣∣∣∣Qk(x′, y′, z)−  
A1,3/2
Qk(s, t, z)d(s, t)
∣∣∣∣2d(x′, y′)+
+ 27
ˆ
A1,3/2
∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z)d(x′, y′) + 12 ˆ
A1,3/2
∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z)d(x′, y′).
For the first term from the right hand side from the last inequality we can apply the Poincare´ inequality,
since Qk(·, ·, z) ∈ H1(A1,3/2), for any z ∈ (−z0, z0). Therefore
ˆ
A1/2,1
∣∣∣∣∂uk∂x
∣∣∣∣2(x, y, z)d(x, y) ≤ 75 · CP (A1,3/2)ˆ
A1,3/2
(∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z) + ∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z))d(x′, y′)+
+ 27
ˆ
A1,3/2
∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z)d(x, y) + 12 ˆ
A1,3/2
∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z)d(x, y),
where CP (A1,3/2) is the Poincare´ constant for the two dimmensional domain A1,3/2. Hence, there exists c1 > 0,
independent of z0, such that:
ˆ
A1/2,1
∣∣∣∣∂uk∂x
∣∣∣∣2(x, y, z)d(x, y, z) ≤ c1 ˆ
A1,3/2
(∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z) + ∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z))d(x′, y′, z).
Integrating now with respect to z ∈ (−z0, z0), we get:
ˆ
Az0
1/2,1
∣∣∣∣∂uk∂x
∣∣∣∣2(x, y, z)d(x, y, z) ≤ c1 ˆAz0
1,3/2
(∣∣∣∣∂Qk∂x′
∣∣∣∣2(x′, y′, z) + ∣∣∣∣∂Qk∂y′
∣∣∣∣2(x′, y′, z))d(x′, y′, z)⇒
⇒
∥∥∥∥∂uk∂x
∥∥∥∥2
L2(Az0
1/2,1
)
≤ c1
∥∥∇Qk‖2L2(Az0
1,3/2
)
.
Using now the fact that
∂uk
∂x
∈ C0(Bz01 ) and that ∂uk∂x (x, y, z) = 0 if 0 ≤√x2 + y2 ≤ 12 , then we can write:∥∥∥∥∂uk∂x
∥∥∥∥2
L2(Bz01 )
≤ c1
∥∥∇Qk∥∥2L2(Az0
1,3/2
)
.
In a similar fashion,
∂uk
∂y
,
∂uk
∂z
∈ C0(Bz01 ), where
∂uk
∂y
(x, y, z) =

y√
x2 + y2
· ϕ′(
√
x2 + y2) ·
(
Qk(x
′, y′, z)−
 
A1,3/2
Qk(s, t, z)d(s, t)
)
−
− 2xy(√
x2 + y2
)3 · ϕ(√x2 + y2) · (∂Qk∂x′ (x′, y′, z)
)
+
+
(
2x2(√
x2 + y2)
)3 − 1) · ϕ(√x2 + y2) · (∂Qk∂y′ (x′, y′, z)
)
, for
1
2
≤
√
x2 + y2 ≤ 1
0, for 0 ≤
√
x2 + y2 ≤ 1
2
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with ∥∥∥∥∂uk∂y
∥∥∥∥2
L2(Bz01 )
≤ c1
∥∥∇Qk∥∥2L2(Az0
1,3/2
)
.
and
∂uk
∂z
(x, y, z) =

ϕ(
√
x2 + y2)
∂Qk
∂z
(x′, y′, z)+
+(1− ϕ(
√
x2 + y2))
 
A1,3/2
∂Qk
∂z
(s, t, z)d(s, t), for
1
2
≤
√
x2 + y2 ≤ 1
 
A1,3/2
∂Qk
∂z
(s, t, z)d(s, t), for 0 ≤
√
x2 + y2 ≤ 1
2
since Q ∈ C∞(Az01,3/2) and A1,3/2 is independent of z, so we can move the derivative under the integral.
Then for any (x, y, z) ∈ Az01/2,1, we have:
1
2
ˆ
A1/2,1
∣∣∣∣∂uk∂z
∣∣∣∣2(x, y, z)d(x, y) ≤ ∥∥ϕ∥∥2L∞(R) ˆ
A1/2,1
∣∣∣∣∂Qk∂z
∣∣∣∣2(x′, y′, z)d(x, y)+
+
∥∥1− ϕ∥∥2
L∞(R)
ˆ
A1/2,1
∣∣∣∣ 
A1,3/2
∂Qk
∂z
(s, t, z)d(s, t)
∣∣∣∣2d(x, y)
≤
ˆ
A1,3/2
∣∣∣∣∂Qk∂z
∣∣∣∣2(x′, y′, z)d(x′, y′) + 3pi4 · 1625pi2
ˆ
A1,3/2
∣∣∣∣∂Qk∂z
∣∣∣∣2(x′, y′, z)d(x′, y′)
and integrating with respect to z ∈ (−z0, z0), we obtain
ˆ
Az0
1/2,1
∣∣∣∣∂uk∂z
∣∣∣∣2(x, y, z)d(x, y, z) ≤ (2 + 2425pi
)ˆ
Az0
1,3/2
∣∣∣∣∂Qk∂z
∣∣∣∣2(x′, y′, z)d(x′, y′, z).
For any (x, y, z) ∈ Bz01 with 0 ≤
√
x2 + y2 ≤ 1
2
we have:∣∣∣∣∂uk∂z
∣∣∣∣2(x, y, z) ≤ 1625pi2
ˆ
A1,3/2
∣∣∣∣∂Qk∂z
∣∣∣∣2(x′, y′, z)d(x′, y′)
which implies
ˆ
B1/2
∣∣∣∣∂uk∂z
∣∣∣∣2(x, y, z)d(x, y) ≤ 425pi
ˆ
A1,3/2
∣∣∣∣∂Qk∂z
∣∣∣∣2(x′, y′, z)d(x′, y′, z)
and from here we obtain that ∥∥∥∥∂uk∂z
∥∥∥∥2
L2(Bz01 )
≤
(
3 +
3
25pi
)∥∥∇Qk∥∥2L2(Az0
1,3/2
)
.
Now we prove that we can control ‖uk‖L2(Bz01 ) with ‖Qk‖L2(Az01,3/2). For any (x, y) ∈ A1/2,1, we have:
|uk|2(x, y, z) ≤ |ϕ(
√
x2 + y2|2∣∣Qk(x′, y′, z)|2 + (1− ϕ(√x2 + y2))2∣∣∣∣ 
A1,3/2
Qk(s, t, z)d(s, t)
∣∣∣∣2
which implies
1
2
ˆ
A1/2,1
|uk|2(x, y, z)d(x, y) ≤
∥∥1− ϕ‖2L∞(R) · 34pi · 1625pi2
ˆ
A1,3/2
|Qk|2(x′, y′, z)d(x, y)+
+
∥∥ϕ‖2L∞(R) ˆ
A1/2,1
|Qk|2(x′, y′, z)d(x, y).
Using the same change of variables, the same bounds for ϕ and for 1 − ϕ and integrating with respect to
z ∈ (−z0, z0), we get: ∥∥uk∥∥2L2(Az0
1/2,1
)
≤
(
2 +
24
25pi
)∥∥Qk∥∥2L2(Az0
1,3/2
)
.
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For any (x, y) ∈ B1/2 we have:
|uk|2(x, y, z) =
∣∣∣∣ 
A1,3/2
Qk(s, t, z)d(s, t)
∣∣∣∣2
which implies ∥∥uk∥∥2L2(B1/2×(−z0,z0)) ≤ 425pi∥∥Qk∥∥2L2(Az01,3/2),
hence ∥∥uk∥∥2L2(Bz01 ) ≤
(
3 +
3
25pi
)∥∥Qk∥∥2L2(Az0
1,3/2
)
.
Combining all the relations that we have obtained, we see that for any k ≥ 1 we have:
• uk ∈ H1(Bz01 );
• ∥∥uk∥∥L2(Bz01 ) ≤ c2∥∥Qk∥∥L2(Az01,3/2), where c2 =
√
3 +
3
25pi
;
• ∥∥∇uk∥∥L2(Bz01 ) ≤ c3∥∥∇Qk∥∥L2(Az01,3/2), where c3 = max{√c1, c2}.
Now, if we repeat the same argument (as the one used in order to achieve the L2 control between uk and
Qk) for the functions (uk − u), for any k ≥ 1, we get:∥∥uk − u∥∥L2(Bz01 ) ≤ c2∥∥Qk −Q∥∥L2(Az01,3/2)
and since Qk → Q strongly in H1(Az01,3/2), hence in L2(Az01,3/2), we obtain that uk → u strongly in L2(Bz01 ).
Because Qk → Q strongly in H1(Az01,3/2), then (Qk)k≥1 is a bounded sequence in H1(Az01,3/2) and using
the inequalities proved before, we get that (uk)k≥1 is a bounded sequence in H1(Bz01 ), therefore there exists
a subsequence (ukj )j≥1 which has the property that ukj ⇀ u0, with u0 ∈ H1(Bz01 ). From here, we have the
following convergences in L2(Bz01 ): ukj ⇀ u0 and ukj → u, so u = u0 a.e. in Bz01 . However, since u0 ∈ H1(Bz01 ),
we obtain that u ∈ H1(Bz01 ) with ∇u = ∇u0 a.e. in Bz01 .
Let u˜x : Bz01 → R be the function defined as:
u˜x(x, y, z) =

x√
x2 + y2
· ϕ′(
√
x2 + y2) ·
(
Q(x′, y′, z)−
 
A1,3/2
Q(s, t, z)d(s, t)
)
+
+
(
2y2(√
x2 + y2)
)3 − 1) · ϕ(√x2 + y2) · (∂Q∂x′ (x′, y′, z)
)
−
− 2xy(√
x2 + y2
)3 · ϕ(√x2 + y2) · (∂Q∂y′ (x′, y′, z)
)
, for
1
2
≤
√
x2 + y2 < 1
0, for 0 ≤
√
x2 + y2 ≤ 1
2
.
for every z ∈ (−z0, z0).
Using the same argument as before (we only control the L2 norm), we can see that:∥∥∥∥∂uk∂x − u˜x
∥∥∥∥
L2(Bz01 )
≤ c3
∥∥∇Qk −∇Q∥∥L2(Az0
1,3/2
)
and since ∇Qk → ∇Q strongly in L2(Az01,3/2), we obtain that
∂uk
∂x
→ u˜x strongly in L2(Bz01 ). But at the same
time, we have
∂uk
∂x
⇀
∂u
∂x
weakly in L2(Bz01 ), hence
∂u
∂x
= u˜x a.e. in L
2(Bz01 ) and
∂uk
∂x
→ ∂u
∂x
strongly in
L2(Bz01 ). Applying the same argument, we finally prove that ∇uk → ∇u strongly in L2(Bz01 ).
In the end, we see that:∥∥∇u∥∥
L2(Bz01 )
≤ ∥∥∇u−∇uk∥∥L2(Bz01 ) + ∥∥∇uk∥∥L2(Bz01 )
≤ ∥∥∇u−∇uk∥∥L2(Bz01 ) + c3∥∥∇Qk∥∥L2(Az01,3/2)
≤ ∥∥∇u−∇uk∥∥L2(Bz01 ) + c3∥∥∇Qk −∇Q∥∥L2(Az01,3/2) + c3∥∥∇Q∥∥L2(Az01,3/2).
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Because ∇uk → ∇u strongly in L2(Bz01 ) and because ∇Qk → ∇Q strongly in L2(Az01,3/2), we conclude that∥∥∇u∥∥
L2(Bz01 )
≤ c3
∥∥∇Q∥∥
L2(Az0
1,3/2
)
.
Now we transform in several steps the sets Bz01 and Az01,3/2 from the previous lemma into the corresponding
regions related to Ωε and N Tε , that is, Bz01 into Pz,mε , which is included in N Tε , and Az01,3/2 into a parallelipiped
with an interior hole, surrounding Pz,mε , which is included in Ωε (the hole is exactly the parallelipiped Pz,mε ).
Let T2 : R3 → R3 be the transformation defined as:
T2(x, y, z) =

(0, 0, z) if x = y = 0,(√
x2 + y2,
4
pi
√
x2 + y2 arctan
y
x
, z
)
if |y| ≤ x, x > 0,(
−
√
x2 + y2,− 4
pi
√
x2 + y2 arctan
y
x
, z
)
if |y| ≤ −x, x < 0,(
4
pi
√
x2 + y2 arctan
x
y
,
√
x2 + y2, z
)
if |x| ≤ y, y > 0,(
− 4
pi
√
x2 + y2 arctan
x
y
,−
√
x2 + y2, z
)
if |x| ≤ −y, y < 0,
with the inverse
T−12 (ξ, η, z) =

(0, 0, z) if η = ξ = 0,(
ξ cos
pi
4
η
ξ
, ξ sin
pi
4
η
ξ
, z
)
if |η| ≤ |ξ|, ξ 6= 0,(
η sin
pi
4
ξ
η
, η cos
pi
4
ξ
η
, z
)
if |ξ| ≤ |η|, η 6= 0.
More specifically, T2(x, y, z) = (Λ2(x, y), z), where Λ2 is, according to [17], a bi-Lipschitz continuous map that
maps, in R2, the unit ball into the unit cube and the Jacobian of Λ2 is constant almost everywhere in R2.
Hence, the transformation T2 is bi-Lipschitz and the Jacobian of T2 is constant almost everywhere in R3.
In our case, we have: T2(Bz01 ) = (−1, 1)2 × (−z0, z0) and T2(Az01,3/2) =
(
(−3/2, 3/2)2 \ (−1, 1)2)× (−z0, z0).
Let u ∈ H1(Bz01 ), Q ∈ H1(Az01,3/2) and the constant c > 0 such that
∥∥∇u∥∥
L2(Bz01 )
≤ c∥∥∇Q∥∥
L2(Az0
1,3/2
)
be given
the previous lemma, constant which is independent of z0. Then we obtain that the functions u˜ := u ◦ T−12 ∈
H1((−1, 1)2 × (−z0, z0)) and Q˜ := Q ◦ T−12 ∈ H1
((
(−3/2, 3/2)2 \ (−1, 1)2) × (−z0, z0)) and that there exists
constants cj and cJ , which are also independent of z0, but dependent on the constants given by the Jacobians
of T2 and T
−1
2 , such that:
cj
∥∥∇u˜∥∥2
L2(T2(Bz01 ))
≤ ∥∥∇u∥∥2
L2(Bz01 )
≤ cJ
∥∥∇u˜∥∥2
L2(T2(Bz01 ))
and
cj
∥∥∇Q˜∥∥2
L2(T2(Az01,3/2))
≤ ∥∥∇Q∥∥2
L2(Az0
1,3/2
)
≤ cJ
∥∥∇Q˜∥∥2
L2(T2(Az01,3/2))
.
Hence, the inequality
∥∥∇u∥∥
L2(Bz01 )
≤ c∥∥∇Q∥∥
L2(Az0
1,3/2
)
implies that there exists a constant c0, also indepen-
dent of z0, such that: ∥∥∇u˜∥∥
L2(T2(Bz01 ))
≤ c0
∥∥∇Q˜∥∥
L2(T2(Az01,3/2))
.
Now if we use the transformation T3(x, y, z) = ε
α(x, y, z) and denote u := u˜ ◦ T−13 and Q := Q˜ ◦ T−13 , we
get:
ε−α
∥∥∇u∥∥2
L2((T3◦T2)(Bz01 ))
=
∥∥∇u˜∥∥2
L2(T2(Bz01 ))
≤ c20
∥∥∇Q˜∥∥2
L2(T2(Az01,3/2))
= c20ε
−α∥∥∇Q∥∥2
L2((T3◦T2)(Bz01 ))
which implies that ∥∥∇u∥∥
L2((T3◦T2)(Bz01 ))
≤ c0
∥∥∇Q∥∥
L2((T3◦T2)(Az01,3/2))
.
Since the constant c0 is independent of the choice of z0, we can have z0 =
rε− εα
εα
.
37
The final change of variables is based on the mapping T4 : R3 → R3 defined as: T4(x, y, z) =
(
x
2p
,
y
2q
,
z
2r
)
,
where p, q and r are from relation (2.4). In this way, if we translate the origin into the center of the parallelipiped
Pz,mε , we obtain that (T4 ◦ T3 ◦ T2)(Bz01 ) = Pz,mε and we denote by Rz,mε the set (T4 ◦ T3 ◦ T2)(Az01,3/2), which is
the box contained in Ωε (for ε small enough) that “surrounds” Pz,mε .
The transformation T4 is bi-Lipschitz and applying the same arguments as before, we obtain that there
exists a function u ∈ H1(Pz,mε ) (u can be seen as u ◦ (T−14 )) such that u = Q on the “contact” faces T mz of
Pz,mε and an ε-independent constant c > 0 such that∥∥∇u∥∥
L2(Pz,mε ) ≤ c
∥∥∇Q∥∥
L2(Rz,mε ).
Since the objects Rz,mε are pairwise disjoint (if we look only at the boxes surrounding the parallelipipeds
with centers in Yzε ), repeating the same argument for every parallelipiped of this type (with centers in Yzε )
and then repeating the same argument for any parallelipiped from N Tε (that is, with centers in Yε), we obtain
u ∈ H1(Ωε ∪N Tε ,S0) an extension of Q ∈ H1(Ωε,S0) such that:
u = Q in Ωε
u = Q on ∂N Tε∥∥∇u∥∥
L2(Ωε∪NTε ) ≤ c
∥∥∇Q∥∥
L2(Ωε)
.
Let Ω′ε = Ωε ∪ N Tε . We want now to construct a function v : NSε → S0 such that v = u on ∂Ω′ε and that
there exists a constant c > 0, independent of ε such that
∥∥∇v∥∥
L2(NSε ) ≤ c
∥∥∇u∥∥
L2(Ω′ε)
.
But in the case of the family NSε , the parallelipipeds are pairwise disjoint for ε small enough, therefore we
can construct v in each Ciε, for every i ∈ 1, Nε and control, independent of ε,
∥∥∇v∥∥
L2(Ciε) with
∥∥∇u∥∥
L2(Piε),
where Riε is the “surrounding” box for Ciε, constructed in the same way as Rz,mε .
Lemma A.2. Let a, b ∈ R∗+ with a < b, let Ba =
{
x ∈ R3 ∣∣ |x| < a} and let Aa,b = Bb \ Ba.
Let u ∈ H1(A1,2,S0). Then the function v : B1 → S0 defined as
v(x, y, z) =

ϕ(
√
x2 + y2 + z2) u
((
2√
x2 + y2 + z2
− 1
)
(x, y, z)
)
+
+(1− ϕ(
√
x2 + y2 + z2))
 
A1,3/2
u(ξ, η, τ)d(ξ, η, τ), for
1
2
≤
√
x2 + y2 + z2 < 1
 
A1,3/2
u(ξ, η, τ)d(ξ, η, τ), for 0 ≤
√
x2 + y2 + z2 ≤ 1
2
is from H1(B1,S0), where ϕ ∈ C∞c
((
1
2
,
3
2
))
is the following bump function defined as
ϕ(ρ) =

exp
{
4− 4
(2ρ− 1)(3− 2ρ)
}
, ∀ρ ∈
(
1
2
,
3
2
)
0, ∀ρ ∈ R \
(
1
2
,
3
2
) ,
the product ϕ(ρ) u represents product between a scalar and a Q-tensor and
 
represents the average integral
sign. Moreover, there exists a constant c > 0 such that:
∥∥vt∥∥L2(B1) ≤ c∥∥ut∥∥L2(A1,3/2) for any t ∈ {x, y, z}, where
vt represents the partial derivative of v with respect to t, and:
‖∇v‖L2(B1) ≤ c‖∇u‖L2(A1,3/2).
Remark A.2. Lemma A.2 is just a different version of Lemma A.1. The proof follows the same steps as in
Lemma A.1.
Now if we use instead of T2 the transformation Λ3, from [17], which is a bi-Lipschitz mapping that transforms
the unit ball into the unit cube, and then the transformations T3 and T4 as before, we end up with the function
v being an extension of u that satisfies:
v ∈ H1(Ciε)
v = u on ∂Ciε∥∥∇v∥∥
L2(Ciε) ≤ c
∥∥∇u∥∥
L2(Riε).
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Because the objects Riε are pairwise disjoint for ε small enough, we construct therefore an extension v ∈
H1(Ω,S0) of u ∈ H1(Ω′ε,S0) such that:
v = u in Ω′ε ⇒ v = Q in Ωε and v = Q on ∂N Tε
v = u on ∂NSε ⇒ v = Q on ∂NSε∥∥∇v∥∥
L2(Ω)
≤ c∥∥∇u∥∥
L2(Ω′ε)
≤ c˜∥∥∇Q∥∥
L2(Ωε)
.
So we have v ∈ H1(Ω), v = Q in Ωε, v = Q on ∂Nε and there exists an ε-independent constant such that:∥∥∇v∥∥
L2(Ω)
≤ c∥∥∇Q∥∥
L2(Ωε)
.
A.4 Integrated energy densities
In this subsection, we present two propositions that are used in order to prove that using relation (2.20), that
is:
fhom(Q) =
2
p
ˆ
∂C
fs(Q, ν)dσ,
then by using, for example, the choice of the surface energy density defined in (2.24), which is:
fLDGs (Q, ν) =
p
4
(
(a′ − a)(ν ·Q2ν)− (b′ − b)(ν ·Q3ν) + 2(c′ − c)(ν ·Q4ν)
)
,
we can obtain the corresponding homogenised functional defined in (2.25), that is:
fLDGhom (Q) = (a
′ − a) tr(Q2)− (b′ − b) tr(Q3) + (c′ − c) (tr(Q2))2.
More specifically, Proposition A.4 treats the case of the classical quartic polynomial in the scalar invariants
of Q for the bulk energy, defined in (2.22), where the choice of the surface energy density is in (2.24), and the
more general version of it, defined in (2.23), with the surface energy density defined in (2.32). Both cases have
all of the terms from the picked surface energy densities of the form ν ·Qkν, with k ≥ 2. Proposition A.5 treats
only the Rapini-Papoular case, where the surface energy density is defined in (2.28).
Proposition A.4. For any k ∈ N, k ≥ 2 and for a fixed matrix Q ∈ S0, we have:
tr(Qk) =
1
2
ˆ
∂C
(
ν ·Qkν)dσ,
where ∂C is defined in (2.3) and ν is the exterior unit normal to ∂C.
Proof. Let Qk =
q11,k q12,k q13,kq21,k q22,k q23,k
q13,k q32,k q33,k
. According to (2.3), we have ∂C = Cx ∪ Cy ∪ Cz. We compute first the
intergral for Cx, on which ν = (±1, 0, 0)T :
ˆ
Cx
(
ν ·Qkν)dσ = ˆ
Cx
(
(±1, 0, 0)T · (±q11,k,±q21,k,±q31,k)T
)
dσ =
ˆ
Cx
q11,kdσ = 2q11,k,
since C has length 1.
In the same way, we obtain:
ˆ
Cy
(
ν ·Qkν)dσ = 2q22,k and ˆ
Cz
(
ν ·Qk(x0)ν
)
dσ = 2q33,k,
from which we obtain ˆ
∂C
(
ν ·Qkν)dσ = 2tr(Qk).
For the Rapini-Papoular case, we prove that:
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Proposition A.5. For a fixed matrix Q ∈ S0, we have:
6tr(Q2) + 4 =
ˆ
∂C
tr(Q−Qν)2dσ,
where ∂C is defined in (2.3), Qν = ν ⊗ ν − I3/3, ν represents the exterior unit normal to ∂C and I3 is the 3× 3
identity matrix.
Proof. First of all, we can see that tr(Q−Qν)2 = tr(Q2)− tr(QQν)− tr(QνQ) + tr(Q2ν).
According to (2.3), we have ∂C = Cx∪Cy∪Cz. On Cx, we have ν =
±10
0
 and Qν =
2/3 0 00 −1/3 0
0 0 −1/3
.
Then tr(Q2ν) =
(
2
3
)2
+
(
− 1
3
)2
+
(
− 1
3
)2
=
2
3
. We also obtain tr(Q2ν) =
2
3
on Cy and Cz. Therefore we
obtain: ˆ
∂C
tr(Q2ν)dσ = 6 ·
2
3
= 4,
where the constant 6 comes from the total surface of the cube C.
Let Q =
q11 q12 q13q12 q22 q23
q13 q23 −q11 − q22
. Using the computations done earlier for Qν on Cx, Cy and Cz, we get:
ˆ
Cx
(
tr(QνQ) + tr(QQν)
)
dσ = 2
(
2q11
3
− q22
3
+
q11 + q22
3
)
= 2q11
ˆ
Cy
(
tr(QνQ) + tr(QQν)
)
dσ = 2
(
− q11
3
+
2q22
3
+
q11 + q22
3
)
= 2q22
ˆ
Cz
(
tr(QνQ) + tr(QQν)
)
dσ = 2
(
− q11
3
− q22
3
− 2q11 + 2q22
3
)
= −2q11 − 2q22.
Combining the last three relations, we get that
ˆ
∂C
(
tr(QνQ) + tr(QQν)
)
dσ = 0,
from which the conclusion follows, with the observation that the constant 6 in front of tr(Q2) appears from the
total surface of the cube C, which has the length equal to 1.
Remark A.3. The constant 4 from Proposition A.5 is neglected when we are studying the asymptotic behaviour
of the minimisers of the functional (2.29), since adding constants do not influence the form and the existence
of the possible minimisers.
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