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Abstract 
We construct pairs of orders which have only the trivial order-preserving self-maps in 
common: the identity and the constants. 
Introduction 
Although 'preserving order' is a simple enough idea little is known about the 
structure or about the number of all order-preserving self-maps. The purpose of this 
note is to investigate pairs of 'perpendicular' orders, that is, pairs of orders with no 
common nontrivial order-preserving self-maps except the identity or the constants. 
A se l f -mapfof  an order P to itself is order-preservin9 if x ~< y impliesf(x)<~f(y), for 
every x, y6P. Let pe stand for the set of all order-preserving self-maps of P. This set 
can, in turn, be ordered pointwise byf<~g in pe just i f f (x )~9(x)  for every xeP.  Let 
P and Q be orders on the same underlying set. Of course, pe and QQ have common 
members, namely, the identity map which leaves each x fixed and the constant maps 
which, for any element a in the underlying set P, send every x to a. We say that P and 
Q are perpendicular, and write PLQ,  if pe and QQ have only these trivial maps in 
common (e.g. Fig. 1). 
The concept of perpendicular orders has a quite recent origin, due to [1] who first 
showed that there exist (bipartite) perpendicular pairs on a set of size n, for each n >/4. 
They were motivated by the older problem to describe the structure of the lattice of 
'clones' on a set. (A clone on a set S is a composition-closed subset of the set of all maps 
of S" to S, m >~ 1, which contains all of the projection maps proff'(ax, az . . . . .  a,,) = ai, for 
all a~, a2 .....  ameS.) Any perpendicular pair of orders yields a pair of isotone clones 
whose intersection is precisely the clone consisting of all projections and all constant 
maps (cf. [4, 6]). 
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Fig. 1. A two-dimensional order without autonomous subset and its complement, a perpendicular. 
A proper subset S, with at least two elements, of an order P, is autonomous if, for 
every x, yeS and for every zsP\S,x<~z,x>~z if and only if y<~z,y>~z, respectively. 
Loosely speaking, the elements of an autonomous et 'see' all outside elements the 
'same way'. An autonomous subset must be convex, that is, for a, beS and a<c<b in 
P then c~S, too. It is easy to check that there are no perpendicular orders on a set of 
size n-%< 3 and, for n larger, we do not know if any n-element order P, containing no 
autonomous ubset at all, has an order Q satisfying P_I_Q. Our first principal 
result is this. 
Theorem 1. A finite order is perpendicular to any complementary order if and only if it 
has no autonomous subset. 
Here is a striking instance of this result. 
Corollary 2. A finite two-dimensional order without any autonomous ubset has a 
perpendicular. 
Demetrovics et al. [1] gave examples of perpendicular pairs of bipartite orders, one 
for each size n ~>4. Our next results provide many new instances of perpendicular 
bipartite orders. 
Theorem 3. Every odd cycle with at least six elements has a bipartite perpendicular. 
An order is rigid if the only automorphism is the identity. According to [7], almost 
every order is rigid. 
Theorem 4. Every connected rigid bipartite order Q=Lx~Lz  in which deg(x)<lLil 
for every xeQ\L i ,  i= 1,2, has a bipartite perpendicular. 
The (even) zigzag Z,={x l  <X2>X3<X4>'"Xn } has dimension two, whence by 
Corollary 2, has a perpendicular - - any complement. It is also rigid, for n >~ 4, so it also 
has a bipartite perpendicular, too. There are, of course, many other examples. 
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Both of these results follow from this, apparently technical, result. It provides 
sufficient conditions from which we may derive constructions of perpendicular pairs 
of bipartite orders. 
Theorem 5. Let P and Q be bipartite orders on the same set with L1 =min(Q)  and 
L2 =max(Q)  such that 
(i) Q has no autonomous subset, 
(ii) deg(x) < ILil for every xsQ\L i ,  i= 1,2, 
(iii) for every xsLx ,y~L2,x  < y in Q if and only if x is noncomparable to y in P, and 
(iv) for every x, y, if, in Q, deg(y) = 1 and x is its unique cover, then x and y are in 
different levels in P. 
Then every common order-preservin9 self-map Jbr P and Q is either a constant or an 
automorphism. 
Autonomous ets and complementary orders 
If S is autonomous and asS, then any se l f -mapfo f  P defined by f (x )= x for xsP \S  
and f (x )= a for every x s S, is order-preserving. In particular, if Q is an order defined 
on the same set as P and S is autonomous in Q, too, then P and Q have this common 
order-preserving self-map which is neither the identity nor a constant map, that is, 
P and Q are not perpendicular (cf. Fig. 2). 'Autonomous ubset' is, for example, the key 
concept in the structure theory of comparabi l i ty graphs (cf. [3]). 
A complement Q of an order P is an order on the same underlying set, such that x is 
comparable to y in Q if and only if x is noncomparable to y in P. A complement of an 
order need not be unique; moreover, an order need not have a complement at all (cf. 
Fig. 3) although it may still have a perpendicular. Actually, an order has a com- 
plement if and only if it has (order) dimension at most two [2], which is the reason that 
Corol lary 2 follows from Theorem 1. 
Proof of Theorem 1. Let P, Q be complementary finite orders. We will first establish 
two lemmas. 
Lemma 1. I f  S is autonomous for P and convex in Q, then it is also autonomous for Q. 
Proof. Let x, ysS, z¢S. I f z  is comparable with x in P then it is noncomparable With 
both x and y in Q. Suppose z is noncomparable with x in P. Then it is comparable with 
both x, y in Q. If x < z < y in Q, then we get the contradiction that zsS  since S is convex 
in Q. Since x,y are arbitrary elements of S it follows that S is autonomous in Q. 
Note that, if S is autonomous for P it need not be autonomous for Q. For example, 
{a, c} is autonomous in the antichain {a, b, c} but not in the complement(ary) chain 
a<b<c.  
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Fig. 2. S = { 1, 2} is an autonomous subset of P and of Q: P and Q are not perpendicular. In fact, P has no 
perpendicular t all. 
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Fig. 3. Q1 and Q2 are both perpendiculars of P. 
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Fig. 4. The only common, nontrivial, order-preserving self-maps are automorphisms. 
Lemma 2. 1f P contains an autonomous set, then P, Q have a common autonomous set. 
Proof. Suppose S is autonomous for P. Let K be the convex closure of S in Q. If K = S 
the result follows from Lemma 1. So we can assume that U=K\S¢O,  Note that, if 
ue U, there are s,, s2~S such that sl < u < s2 in Q, and so there are no comparabilities 
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Fig. 5. A rigid bipartite order and a perpendicular. 
at all in P between elements of S and U. We show that D(U)= {xeK: x<<.u(Q) for some 
u~U}, the down set of U in K, is autonomous for both P and Q. Clearly, ]D(U)[ > 1 
and D(U) is a proper subset of K, since Q is finite. 
Let xeD(U), yq~D(U). Suppose that y<x in Q. Then y<s in Q for some seS, and so 
y is comparable with every element of S in Q and with no element of S in P. I f sa ,szES  
and sl < y < s2 in Q, then y~ U, a contradiction. Therefore, y < s in Q for every s~S, and 
hence, y<z in Q for every z~D(U). A similar argument for both cases y>x, or y is 
noncomparable with x in Q, shows that D(U) is autonomous for Q. 
To show that D(U) is autonomous for P it will be enough, by Lemma 1, to show 
that it is convex in P. Suppose, for a contradiction, that it is not, say, xl <y<x2 in P, 
where x~,xz~D(U) and y¢D(U). Note that x~,x2 are either both in S or both in U, 
since there are no comparabilities between elements of S and U in P. If x~, x2 ~ U, then 
y is noncomparable with every element of D(U) in Q, and hence it is comparable with 
every element of S in P. But then either xx or x2 is comparable with some element of 
S in P, and this is a contradiction. Therefore, we may suppose that xx, x2~S. Since S is 
convex in P (it is autonomous), it follows that yeS, also. Therefore, y is comparable 
with every element of U in Q. Since D(U) is autonomous for Q, it follows that y 
is comparable in Q with every element of D(U), and, in particular, with x~. But 
this again is a contradiction since xl and y are comparable in P and noncomparable 
in Q. 
We turn to the proof of Theorem 1. 
If P or Q contains an autonomous set, then there is a common one, and hence, as we 
have already observed, it follows that P and Q are not perpendicular. So we can 
assume that neither P nor Q contains an autonomous et. 
We will show that, iff~Pec~Q  andf i s  not a constant map, then it is the identity. 
Note that, since f is order-preserving and P, Q are complementary, it follows that, if 
u and v are not comparable in, (say) P, then eitherf(u)=f(v) orf (u)  andf(v) are also 
noncomparable in P. 
First we show that f is one-to-one. Suppose for a contradiction that there are 
distinct x,y such thatf(x)=f(y)=u. Let S=f-l(u). Sincef i s  order-preserving, S is 
convex (in both P and Q), for if a < c < b in P then f(a)=f(b)= u impl iesf (c)= u. S is 
not the whole set sincefis nonconstant, and since it is not autonomous in P there are 
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a, b6S and c¢S such that a,b are not in the same order relation with c in P. We cannot 
have a < c < b since S is convex, and so we may suppose that a is comparable with c in 
P, while b is noncomparable. But this is a contradiction for then f(c) is comparable 
w i th f (a )= u and noncomparable withf(b)=u in P. This proves that f i s  one to-one. 
I f f i s  not the identity map, then there is an element x such that f (x )#x.  Either in 
P or Q, say in P, x is comparable withf(x). Suppose x <f(x). Then, since P is finite and 
f is order-preserving, there is a positive integer m such that f " -  1 (x) <fro(X) =f"  + 1 (X). 
But this contradicts the fact that f is  one-to-one. Similarly, if x >f(x)  in P. Hence, P±Q. 
Perpendicular bipartite orders 
Of course, an order perpendicular to a bipartite order need not itself be bipartite (cf. 
Fig. 2). Among bipartite orders the 'degree' condition in Theorem 5 (ii), for instance, 
seems unavoidable (see Fig. 6). Moreover, the same holds even for the condition (iv) 
(see Fig. 7). 
Proof of Theorem 5. Let f6Pec~QQ and suppose that f is not an automorphism. Then 
there are distinct elements a,b such that f (a)=f(b)=u. We shall show that f is 
a constant map. 
Fig. 6. 
<) <9 4 
Fig. 7. 
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By the symmetry of the conditions on Q, we can assume, without loss of generality, 
that u~L1. We claim that u is a fixed point o f f  and there is some t~L2 such thatf(t)=u 
as well. Suppose beL2. If b>u in Q, then u=f(b)>~f(u) and sof(u)=u since Q is 
bipartite; on the other hand, if b is noncomparable with u in Q, it is comparable with 
u in P and hencef(u)=u since P is also bipartite. So we can assume that a,b~L~. By 
hypothesis {a,b} is not autonomous in Q, and so there is some tEL2 such that t>a 
and t ~ b in Q. Therefore, f ( t )~f (a)= u in Q. If f(t)~ u, thenf(t) and u are noncompa- 
rable in P. But t is comparable with b in P, and sof(t)  andf(b)=u are comparable 
in P. It follows thatf ( t )= u, and hencef(u)= u follows since t ~ L2. This proves the claim. 
Let S =f  - l(u), and assume that S is not the whole set. We will get a contradiction. 
Let S~=SnLi (i= 1,2). Then ueSx and $2 is not empty by the above claim. I fx <y  in 
Q and yeS2, thenf(x) ~< f(y)  = u in Q and sof(x) = u. Therefore, the down set OQ(S2) of 
$2 in Q is contained in $1. Since Q is connected, and S~Q, it follows that the up set 
UQ(S1) of $1 is not a subset of $2, that is, there are aeS1, b~L2\S2 such that a<b in Q. 
We shall establish several elementary properties of the sets Sz, 7"2 = UQ(SO\S2 and 
V 2 = L2\(S2kY T2) which partition L 2. 
Let x~T2. Then x>y in Q for some y~Sv Suppose x is noncomparable in Q with 
some zESt. Then x is comparable with z in P and hence f(x) is comparable with 
f(z)=u in P. Therefore, since f(x) is comparable with f (y )=u in Q, it follows that 
f(x)=u which contradicts the assumption that xe T2. Thus, we have shown that 
x>y in Q for every xeT2, for every yeS~. (1) 
It follows from this and the degree condition (ii) that T~ =L~\S~ v~O. 
Suppose xeT2 is comparable with some yeS2 in P. Then f(x) is comparable with 
f (y )=u in P. But x>u in Q by (1), and so x and u are noncomparable in P. Thus 
x is noncomparable with y in P for every x~T2, for every yeS2. (2) 
I fxE T1 then x is comparable in P with every tES2,  since the down set for $2 in Q is 
contained in $1. Therefore, sincef(t)=u, 
f(x) is comparable with u in P for every x~ TI. (3) 
We show next that 
Ji={xETi:f(x)6Ti}:~O ( i=1,2). (4) 
Since Q is connected and T~ :~ 0, there is some x ~ T~, y~ T2 such that x < y in Q, and 
hence,f (x) <~f(y) in Q. By (3), f(x) is comparable with u in P. Sincef(y) > u in Q by (1), 
f(y) is noncomparable with u in P, and hencef(x)#f(y) .  It follows that f (x )<f (y )  in 
Q. Suppose thatf(x)~S~. If there is an element vE V2 it is comparable with all elements 
of Sx in P, and so {u, v,f(x)} is a three-element chain in P. Therefore, we may suppose 
that //2=0. By (1) and the condition on degrees (ii), it follows that there are u', t'~Sz 
such that u' is comparable with u in P and t' is comparable with f(x). But u andf(x)  
are comparable in P and belong to different levels, and so u' and t' also belong to 
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different levels in P. Since x is comparable with every element ofS  2 in P, it follows that 
u', t' and x are all at different levels in P, and this again contradicts the fact that P is 
bipartite. Therefore, f(x)eT1 and hence, J l¢0 .  Since y>u, by (1), and f(y)¢u, it 
follows thatf(y)>u in Q and sof(y)6S2wTz. Iff(y)eSa, then, sincef(x)<f(y), we 
obtain the contradiction thatf(x)eS1. Therefore, f (y )e  Tz and J2 ¢0. This proves (4). 
Suppose that u is comparable with some tES  2 in P. Then for x~J1, {u, t,f(x)} is 
a three-element chain in P, which is impossible. Therefore, by (1), and the degree 
condition (ii), it follows that 
u<t in Q for every tES2 ,  and V2~0. (5) 
If xeJ1 andf(x)is comparable with ve V2 in P, then {u, v,f(x)} is a three-element 
chain in P. Therefore, 
f(x)<v in Q for xeJ 1 and v~V2. (6) 
Suppose weS.",,,,t su~. Since {u,w} is not autonomous in Q, it follows, from (1) and (5), 
that there is some teS2 such that w and t are not comparable in Q and hence 
comparable in P. Let x~J1. By (3), f(x) is comparable with u in P. Suppose that 
u<f(x) in P. Then uemin(P) andf(x)emax(P). Let ve P2- It is comparable with both 
u and w in P and so belongs to max(P), wsmin(P) and hence temax(P). But this is 
a contradiction sincef(x) and t are comparable in P by (6), and they are at the same 
level in P, which is impossible. A similar contradiction follows if f (x)< u in P. 
Therefore, we can assume that $1--{u}. 
As Sz ¢0  choose any yeS2. Then u is the unique lower cover of/.' in Q (for any lower 
cover ofy must be in $1). According to condition (iv), u and y must be in different levels 
of P and noncomparable in P. Moreover, y is noncomparable in Q to any x~L~\{u}. 
Therefore, by condition (iii), x and y are comparable in P. Finally, since u and 
y occupy different levels in P and.f (y) = u then f(x) = u, too, and this is a contradiction 
to $1 = {u}. 
Proof of Theorem 3. Consider the cycle Ca, = {x i < Yl > x2 < Y2 >""  < Y.- 1 > x. < 
yn>xl}, n>~5, n odd. Let L1 contain {xi, yi: i odd and i<n} and L2 contain {xl, yi: 
i even and i<n}. Put x.~L1 and y,~L2. (See Fig. 8.) Let P=C2, and Q=LI~L2 
satisfying the following comparabilities: for ucL1, v~L2, u < v in Q if and only if u is 
noncomparable with v in P. Then Q and P satisfy the condition of the Theorem 5. In 
Q, x. has (n -  1) /2-  1 covers from among the y/'s, while any other xl in L1 has (n- 1)/2 
covers from among the yi's. Since an automorphism ust leave fixed both the set of 
xi's and the set of y[s, then x. must be fixed, similarly, y, must be fixed. Therefore, in 
the light of the ordering of the cycle, too, this common automorphism ust be the 
identity. 
For n=3 this argument will fail although deg (x3)= l,X2>X3 in Q, as x2,xa are in 
the same level of P. Of course, C6 has a bipartite perpendicular, as illustrated by Q2 of 
Fig. 3. 
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Fig. 8. 
Consider the zigzag Z, = {xl < x2 > x3 < x4 >' . 'x ,} .  As Z, has dimension two and 
no autonomous subset for n >~4, it follows, from Corollary 2, that Z, has a perpendicu- 
lar - its complement. For n ~> 5, this perpendicular is not bipartite. However, for n even 
and n>~4, Theorem 5 implies that Z, also has a bipartite perpendicular for, let LI 
consist of xi,x3,xs,. . . ,x,-1, L2 of x2, x4, x6,...,x,. Let Q=LI•Lz=Z,  and 
P = L1 k-)L2, too, such that, for x eLl ,  y e L2, x < y in Q if and only if x is noncompa- 
rable to y in P. Then P and Q satisfy the conditions of Theorem 5. As Q = Z, is rigid, it 
is perpendicular to P. 
Proof of Theorem 4. Consider a connected, rigid bipartite order Q. Set L1--min(Q) 
and L 2 =max(Q). If Q had an autonomous subset S then S would be an antichain and 
then the self-map consisting of any nonidentity permutation on S and the identity on 
the rest would produce a nonidentity automorphism. Theorem 5 then guarantees that 
the order P=LIuL2,  constructed from Q, such that, for xELl,y~Lz, x<y in Q if and 
only if x is noncomparable to y in P, is perpendicular to it (and also bipartite). 
Remarks. (1) Although it is tempting to conjecture that every order of size n ~> 4, (say 
of dimension ~< 2) has a perpendicular, it is plainly false. The four-element order 
P= {a <b <d, a <c  <d} has no perpendicular at all (see Fig. 9). For, suppose that 
PLQ. If the extremal elements a and d of P are comparable in Q then P and Q have 
a common order-preserving self-map onto {a, d}. If a and d are noncomparable in 
Q but a and b are comparable in Q then there is a common order-preserving self-map 
onto {a,b}. By duality and symmetry this leaves the case that Q is an antichain in 
which case, of course, these two orders have a common order-preserving self-map 
onto {b, c}. (A similar argument for the cycle C4 reveals that it, too, has no perpendicular.) 
Perhaps the 'fault' with P (or C4) is that it has an autonomous subset? At the same 
time remember that some orders with autonomous subsets do have perpendiculars 
too (e.g. take any linear order with at least four elements). 
(2) The idea behind Theorem 1 has a natural extension to graphs. Essentially, 
Theorem 1 amounts to proving this. Let P be an order and let f be a nonconstant, 
order-preserving self-map such that, whenever x noncomparable to y, then f(x) 
312 1. Rival, N. Zaguia / Discrete Mathematics 137 (1995) 303-313 
p C4 
Fig. 9. Orders without perpendicular. 
noncomparable tof(y)  orf (x)=f(y) .  Then f is an automorphism if and only if P has 
no autonomous subset. 
For graphs we can prove this analogue. A mapfo f  the vertex set of a graph G to 
itself is adjacency-preserving if x adjacent to y in G impliesf(x) adjacent tof (y)  in G, 
too. A proper subset S with at least two elements of the vertex set of G is autonomous if 
every vertex outside S is adjacent, in G, to all vertices of S, or to no vertex of S. Let G be 
a graph andfa nonconstant, adjacency-preserving self-map uch that, whenever x and 
y are nonadjacent then f(x)=f(y) or f(x) nonadjacent to f(y). Any such f is an 
automorphism if and only if G contains no nontrivial autonomous s bset. To see this 
suppose first that S is an autonomous subset of G. For each vertex x in S we can define 
a self-map byfx(y)= x ify~S, andfx(y)=y ify does not belong to S. Clearlyfx is a map 
of the desired type and it is not an automorphism. Conversely, suppose G contains no 
nontrivial autonomous subset and suppose f is a map of the required type. If f is not 
an automorphism then there are vertices x,y in G such that f(x)=f(y)=u. As {x,y} 
is not autonomous there exists a vertex z such that x is adjacent to z but y 
is nonadjacent toz. Thenf(z)is adjacent tof(x) andf(z)is non-adjacent tof(y)=f(x) .  
Yherefore, f(z)=f(x) =f(y). Let S= {x:f(x)= u} and suppose that S ¢ G. As S is not 
autonomous in G there is z in G\S adjacent to some vertex xeS and z nonadjacent to 
some other vertex y in S. Therefore, f (z) is adjacent tof(x) = u andf(z) is nonadjacent 
tof(y)=u, a contradiction. It follows that z~S and so S=G, whencefis a constant 
map. 
(3) What about the infinite case? 
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