A one (space) dimensional Vlasov equation is used to model the solar wind (a collisionless plasma) as it moves past an applied magnetic field (an obstacle). The goal is to understand physically reasonable steady states for this situation. When the applied magnetic field is sufficiently small, appropriate states are constructed.
dtf + vidxf -(E + v2B)dVlf + v1BdV2f = 0, p(t,x) = ff (F(vi,v2) -f(t,x,v1,v2) )dv2dv1, (1.1) E(t,x) = pdx.
Here / gives the density in phase space of mobile negative ions with mass one and charge minus one. This is assumed to depend only on time, scalar position x = x\, and velocity v = (i>i,i>2)• The positive ions have charge positive one, but are taken to have infinite mass so that they form a fixed background density given by F(v\,v2) (see [13] ). We take F to be smooth and compactly supported with F(vi,v2) =0 if Vi < 0. B = B(x) is a given magnetic field which we assume is compactly supported. The speed of the solar wind is a few tenths of one percent of the speed of light; so the omission of the self-consistent magnetic field due to the plasma is reasonable. We consider (1.1) with the initial condition f(0,x,v) = F(v) + g{x,v) (1.2)
where g has compact support and zero average value.
The goal is to understand the possible steady behavior of (1.1), (1-2). Thus, we consider the steady state problem vidxf -(E + v2B)dVlf + viBdV2f = 0, Pix) = f(F ~ f)dv, (1.3) ,E(X) = U-ocPdx~ 1ST Pdx-
We seek physically appropriate conditions at x = -oo. We consider lim E(x) = 0 (1.4)
x-►-OO and lim / = F uniformly on v\ > 0.
(1.5)
x-► -oo
Note that (1.5) imposes no restriction for v\ < 0. We will show that solutions of the dynamic problem (1.1), (1.2) satisfy (1.4) and (1.5) for any fixed t > 0. We will also see that conditions (1.4) and (1.5) are appropriate when B is sufficiently small, but it is not clear that they are for B large.
The plasma physics literature on collisionless shocks is extensive, for example, see [3, 16] . Many mathematical works consider the existence of steady states ([2, 6, 15] ) and stability of steady states ([5, 7, 8, 14] ) in collisionless plasmas. This work differs from those mentioned above in that the applied field, B, is included to model flow past an obstacle. Then we seek appropriate conditions at infinity to capture the steady behavior of the dynamic problem. We mention also two related references [9] and [12] .
Section 2 sketches the existence of smooth solutions to the dynamic problem (1.1), (1.2). Section 3 shows some consequences of (1.3), (1.4), and (1.5) and also constructs solutions when B is sufficiently small. Section 4 presents numerical results where the solution of (1.1), (1.2) tends as t -> +oo to a solution of (1.3), (1.4), (1.5). Finally, the appendix contains some of the details from Sec. 3.
The dynamic problem. Define
A(x) = f B{x)dx.
J -OO
For a smooth solution of (1.1) define (X(s,t,x,v), Then (1.1), (1-2) has a unique C1 solution for all £ > 0 with (x,v) ' ^ f(t,x,v) -F(v) compactly supported for every £ > 0.
The proof of existence is not immediate because /(0, x, v) does not decay as \x\ -+ oo and hence the mass and energy are infinite. Uniqueness and local-in-time existence may be handled as in [1] , where the iteration 'dtfn+1 + vidxfn+1 -(En + v2B)dVlfn+1 + VlBdV2fn+1 = 0, pn+i =ff(F-fn+1)dv2dv1, En+i = 11-oo pn+idi -\ r pn+idi is used. We omit this here since it has become standard. To continue the local solution in time it is sufficient that R(t) = sup{ |a;|: f(s, x, v) -F(v) ^ 0 for some »eR2 and s £ [0, £]} -I-sup{|a:|: B(x) ^ 0} remains finite. Thus, we will focus on obtaining an a priori bound on R(t). c <-JX C dv2 dv i + r 2k < Cr + r~2k.
Next using (2.4) we have
< C{C + t2R(t)) < C( 1 + t2)R(t).
Next, we bound the V2 support of /. Suppose f(t,x,v) ^ 0. Then
We now use an energy estimate from [10, 11] . Let k = J f\v\2dv. |Vi(s,t,x,t;)| <C+ Ct + C{l + t2) f R(r)dr = S(t) (2.6) Jo for 0 < s < t. S(t) is defined by (2.6).
Define R(t) = R(0) + I S(r)dT Jo and claim that R(t) < R(t). Define H(t) = sup{|F(t;) -f(t, x, »)|: \x\ > R(t) and v € R2}
and note that
where we abbreviate X = X(s,t,x,v).
Now if f(t,x,v) -F(v) ^ 0 and |a?| > R(t), then
by (2.6) we have
Thus, (2.7) yields
If X > R(s), then using (2.3) and (2.6) we have
Jo By Gronwall's inequality, H(t) = 0 for all t > 0. The claim that R{t) < R(t) now follows. Finally, by (2.6)
So by Gronwall's inequality, a bound on R(t) follows. We define G by
(where IVl>o = 1 if ui > 0, 0 else) and assume
with £m;n -\S2 > 0. We also assume B £ Cq(K) with
Now we seek solutions of (1.3) with 6) and with (1.4) and (1.5). By (3.5) E is Lipschitz continuous. So we may define (X(s, x, v),
as dVõ^= V1B(X), V2(0,x,v) = v2. as We will interpret the Vlasov equation as the requirement that f(X(s,x,v), V(s,x,v)) is constant in s and not assume that / is continuous. To motivate this, consider the following example. Let U(x) be a smooth nondecreasing function with ' U(x) = 0 if x < 0, 0 < I/(x) < 1 if 0 < x < 1, Since f(y, w) ^ 0, from before we have f{y,w) = G{\\w\2 -U{y),w2 -A{y)). 
(3.21)
The right-hand side of (3.21) tends to zero as e -> 0. So we may force |J7(x)| < \C\ to hold on (L, L*) by restricting e. In this case it follows that L* = oo, (U(x), A{x)) G N for all x, and hence (3.18) holds for all x. The proof is now complete. □ We comment that for x > L,U(x) is periodic and will not approach zero asu +oo in general.
Numerical results.
In this section we describe the results of approximating solutions of (1.1), (1.2) with a particle method. The case considered is and B(x) = 9(4(x -l)(x -2))2/(1,2} (x) g{x,v) = 0, F(v) = 10<5(t>i -5)6(v2)-Note that previously F was assumed to be smooth and because of this Theorem 2.1 does not apply. In fact, the proof of Theorem 3.6 can be adapted to this case and the solutions constructed there may be computed using the equation
The solution to (1.1) was computed on the interval 0 < x < 10 for t small enough that f(t, x,v) = F(v) for x near 0 and 10. The spatial step dx -3.125 x 10-3 was used to compute E with 100 particles per spatial step. at the same three times in Fig. 3 . Again the curves match for x < 4. For x > 4 we see faster velocity particles catching up with slower particles downstream, resulting in a steepening curve. Figure 4 shows f fdv at time 1.2 computed with the particle code as a dotted curve. The solid curve is the solution of (4.1). Steady conditions hold for x < 7 but the sharp spike is a transient feature. Moreover, the solution of (4.1) correctly predicts the steady behavior of the dynamic problem in this case. If the amplitude of B is increased by 20%, then the solution of (4.1) is not globally defined and particles are reflected by B. There is s such that y = X(s,x,w) and z = V(s, x, w).
Then f(y,z) = f{x,w) = G{\\w\2 -U(x),w2) > C. Hence, V(X(s,x,w)) < V(x) and X(s,x,w) < x for all s. As before it follows that lims_,+00 Vi(s,x,w) = 0. But on the other hand, ■^-X(s1x,w) = y:2 (^P ^ lim X(s,x, w)J -P(X(s, x, w))^, it follows that V\ (s, x, w) = 0 for some s. This is a contradiction and completes the proof. □
