Drawing on the correspondence between the graph Laplacian, the Laplace-Beltrami operator on a manifold, and the connections to the heat equation, we propose a geometrically motivated algorithm for constructing a representation for data sampled from a low d imensional manifold embedded in a higher dimensional space. The algorithm provides a computationally e cient approach t o n o nlinear dimensionality reduction that has locality preserving properties and a natural connection to clustering. Several applications are considered.
In many areas of arti cial intelligence, information retrieval and data mining, one is often confronted with intrinsically low dimensional data lying in a very high dimensional space. For example, gray s c a l e n n images of a xed object taken with a m o ving camera yield data points in R n 2 . H o wever, the intrinsic dimensionality o f the space of all images of the same object is the number of degrees of freedom of the camera { in fact the space has the natural structure of a manifold embedded in R n 2 . While there is a large body of work on dimensionality reduction in general, most existing approaches do not explicitly take i n to account the structure of the manifold on which the data may possibly reside. Recently, there has been some interest (Tenenbaum et al, 2000 Roweis and Saul, 2000) in the problem of developing low dimensional representations of data in this particular context. In this paper, we present a new algorithm and an accompanying framework of analysis for geometrically motivated dimensionality reduction. The core algorithm is very simple, has a few local computations and one sparse eigenvalue problem. The solution re ects the intrinsic geometric structure of the manifold. The justi cation comes from the role of the Laplacian operator in providing an optimal embedding. The Laplacian of the graph obtained from the data points may be viewed as an approximation to the Laplace-Beltrami operator de ned on the manifold. The embedding maps for the data come from approximations to a natural map that is de ned on the entire manifold. The framework of analysis presented here makes this connection explicit. While this connection is known to geometers and specialists in spectral graph theory (for example, see 1, 2] ) to the best of our knowledge we d o n o t k n o w o f a n y application to data representation yet. The connection of the Laplacian to the heat kernel enables us to choose the weights of the graph in a principled manner. The locality preserving character of the Laplacian Eigenmap algorithm makes it relatively insensitive to outliers and noise. A byproduct of this is that the algorithm implicitly emphasizes the natural clusters in the data. Connections to spectral clustering algorithms developed in learning and computer vision (see Shi and Malik, 1997) become very clear. Following the discussion of Roweis and Saul (2000), and Tenenbaum et al (2000), we note that the biological perceptual apparatus is confronted with high dimensional stimuli from which i t m ust recover low dimensional structure. One might argue that if the approach to recovering such l o w-dimensional structure is inherently local, then a natural clustering will emerge and thus might serve as the basis for the development of categories in biological perception.
The Algorithm
Given k points x 1 : : : x k in R l , w e construct a weighted graph with k nodes, one for each point, and the set of edges connecting neighboring points to each other. 
Justi cation
Recall that given a data set we construct a weighted graph G = ( V E) with edges connecting nearby points to each other. Consider the problem of mapping the weighted connected graph G to a line so that connected points stay as close together as possible. We w i s h t o c hoose y i 2 R to minimize X For the one-dimensional embedding problem, the constraint p r e v ents collapse onto a point. For the m-dimensional embedding problem, the constraint presented above prevents collapse onto a subspace of dimension less than m.
The Laplace-Beltrami Operator
The Laplacian of a graph is analogous to the Laplace-Beltrami operator on manifolds. 
We see that L is positive semide nite and the f that minimizes R M jjrfjj 2 has to be an eigenfunction of L.
Heat Kernels and the Choice of Weight Matrix
The Laplace-Beltrami operator on di erentiable functions on a manifold M is intimately related to the heat ow. Let f : M ! R be the initial heat distribution, u(x t) be the heat distribution at time t (u(x 0) = f(x)). The heat equation is the partial di erential equation @u @t = Lu. The solution is given by u(x t) = R M H t (x y)f(y) where H t is the heat kernel { the Green's function for this PDE. Therefore,
Locally, the heat kernel is approximately equal to the Gaussian, H t (x y) (4 t) ; n 2 e ; jjx;yjj 2 4t where jjx ; yjj (x and y are in local coordinates) and t are both su ciently small and n = dim M. Notice that as t tends to 0, the heat kernel H t (x y) becomes increasingly localized and tends to Dirac's -function, i.e., lim The coe cient 1 t is global and will not a ect the eigenvectors of the discrete Laplacian. Since the inherent dimensionality o f M may b e u n k n o wn, we p u t Example 2 { W ords in the Brown Corpus: Fig. 2 shows the results of an experiment conducted with the 300 most frequent w ords in the Brown corpus { a collection of texts containing about a million words available in electronic format. Each w ord is represented as a vector in a 600 dimensional space using information about the frequency of its left and right n e i g h bors (computed from the bigram statistics of the corpus).
Example 3 { Speech: In Fig. 4 we consider the low dimensional representations arising from applying the Laplacian Eigenmap algorithm to a sentence of speech Notice the phonetic homogeneity o f t h e c hosen regions. Note that points marked with the same symbolmay arise from occurrences of the same phoneme at di erent points in the utterance. The symbol \sh" stands for the fricative i n t h e w ord she \aa","ao" stand for vowels in the words dark and all respectively \kcl","dcl","gcl" stand for closures preceding the stop consonants \k","d","g" respectively. \h#" stands for silence.
sampled at 1kHz. Short-time Fourier spectra were computed at 5 ms intervals yielding 685 vectors of 256 Fourier coe cients for eve r y 3 0 m s c hunk of the speech signal. Each v ector is labeled according to the identity of the phonetic segment i t belonged to. Fig. 4 shows the speech data points plotted in the two dimensional Laplacian representation. The two \spokes" correspond predominantly to fricatives and closures respectively. The central portion corresponds mostly to periodic sounds like v owels, nasals, and semivowels. Fig. 5 shows three di erent regions of the representation space.
