Abstract We present a generic stochastic trust region scheme in which the trust region radius is directly related to the probabilistic models. The proposed scheme is based on probabilistic models which provide good approximations of the objective function with a certain probability. Especially, we show a specific algorithm STRME in which the trust region radius is selected as depending linearly on the model gradient. Moreover, the complexity of STRME method in nonconvex, convex and strongly convex settings has all been analyzed. In the end, several numerical experiments are carried out in order to reveal the benefits of the proposed methods compared to the existing stochastic trust region methods and other relevant stochastic gradient methods.
Introduction
In this paper, we are concerned with the following unconstrained optimization problem
where the objective function f is smooth and bounded from below. In particular, we assume that we only have access to the noisy caculation of function f and its derivative information. The following expected risk problem is fundamental and quite popular in the field of machine learning, for x ∈ R d , taking expectation with respect to the random variable ξ :
It should be pointed out that such kind of problem can not be solved precisely because the probability distribution of ξ is unknown in advance. Therefore, problem (1.2) is within our consideration. It covers a wide range of problems, including the empirical risk problem with a fixed amount of data (possibly very large), and the online setting problem where the data is flowing in sequentially. In recent years, machine learning problems have become the focus of many researchers. We mainly consider stochastic optimization methods to solve problem (1.2). The classic stochastic optimization method is the stochastic gradient descent (SGD) method, which dates back to the work by Robbins and Monro [37] . The method is simple and computationally inexpensive. Because of the existence of stochastic variance, the sequence of learning rate (step size) should diminish to zero both in theoretical analysis and practical implementation, which leads to slow convergence. Therefore, selecting an appropriate learning rate is critical for the performance of the algorithm. However, it is not easy to tune the learning rate in practice. To deal with aforementioned issues, various adaptive learning rate algorithms have emerged, for instance AdaGrad [13] , RMSProp [40] , Adam [22] . The variance reduction (VR) methods, to improve the performance of SGD method, are proposed, such as SVRG [21] , SAGA [12] and SARAH [28] . They all achieve linear convergence rate when solving strongly convex problems, which is a stronger result than that of SGD method. Furthermore, they are extended to the nonconvex settings [29, 35, 36] and achieve good performance. However, these which rely on VR techniques are applicable to the problems with a large but fixed sample set. Because the full gradient has to be caculated as a compromise to achieve the significant variance reduction. Hence they are not easy to fit with the online setting as SGD method. Sample averaging on the estimates of function or gradient is a natural and well-known technique to reduce the variance of the gradient or noise [32] . To guarantee the accuracy of the function and gradient estimates, the sample size has to increase when the algorithm goes to optimality. However the sample is not regarded as a fixed and finite set, that is to say that sample averaging technique can be employed to totally stochastic settings such as problem (1.2) . Besides, many second order methods are proposed, which are known to perform better than the first order methods on various highly nonlinear and ill-conditioned problems [5, 27, 38, 39, 42] . More recently, cubic regularization methods as a class of Newton-type variants have attracted a lot of interest [17, 23, 41, 44, 45, 47] . Specially, variance reduction techniques are applied to improve the performance of cubic regularization methods [44, 47] .
In recent years, with the success of deep neural networks, the development and analysis of methods for nonconvex problems have attracted tremendous attention. As we know, traditional trust region methods is a class of well-established and effective methods in nonlinear optimization [33, 46] . For details interested readers can refer to the review by Yuan [46] . With such a framework, we can make full use of second-order information to trust region subproblem. Due to the boundedness of the trust region, the Hessian approximation matrix is not required to be positive definite. An advantage of the trust region technique is that it can be applied to nonconvex and ill-conditioned problems. Although there are various effective methods as mentioned before, trust region algorithms deserve more attention in stochastic optimization.
Actually, there have been some explorations about traditional trust region framework to solve machine learning problems [11, 14, 20, 25, 45] . Dauphin et.al [11] proposed a saddle free Newton (SFN) which exploits the exact Hessian information to escape saddle points. However the computation is costly to evaluate the exact Hessian matrix for large scale and high dimension problems. A two-stage subspace trust region approach [14] was proposed to train deep neural networks, in which the local second order approximation model is based on the accurate information from a minibatch of samples. However this approach lacks theoretical guarantees. The works in [20, 25] are designed to solve a specific class of machine learning problems, which need to incorporate the accurate derivative information to construct good models, and the accurate function value information to obtain good estimates, which is too expensive to afford the computational costs for general large scale machine learning problems. The work in [45] applies inexact Hessian approximation to the trust region framework but it requires the evaluations of the exact gradient and function value per iteration. A practical strategy relies on constructing the inexact models to satisfy some first order accuracy conditions with sufficiently high probability (see [1, 19] ). Cartis and Scheinberg [7] analyzes line search and cubic regularization algorithms based on the random models with certain probability and proves the corresponding convergence results in three different cases. Nevertheless these works mainly focus on derivative free optimization (DFO) problems and their function estimates are still accurate. More recently, Paquette and Scheinberg [31] analyzes the convergence rate of stochastic line search method which is based on random gradient and function estimates with certain probability.
A stochastic trust region algorithm named STORM for stochastic optimization setting has been introduced in [8] . Not only the model is a randomized version which satisfies some first order accuracy requirements with certain probability, but also the function estimates at current iterate and next potential iterate are accurate with a sufficient probability instead of the exact function estimates, and the liminf-type and lim-type first order convergence have been proved. Beyond that Blanchet et.al [3] has analyzed the bound on expected convergence rate of STORM for nonconvex problems.
Previous work has established the convergence and complexity properties for such trust region algorithms. In this paper, we are particularly interested in updating the trust region radius depending on the random model m k , to improve the practical performance of such trust region methods. The idea is meaningful because the trust region can be tailored according to the training process, not just the success of the trial step. Based on the above considerations, we propose a generic framework which covers STORM algorithm. Besides, we present an algorithm named STRME in which the trust region radius is chosen as depending linearly on the gradient of the model, following a piece of work initially proposed for deterministic optimization [15] .
These changes indeed bring forth some advantages. The choice of trust region radius makes STRME algorithm scale invariant on the problem. Besides, we believe that the trust region radius which depends on the model gradient can better capture gradient information. It is advisable to automatically adjust the trust region radius according to the iterative training process. Our numerical experiments illustrate this point. We have tested on regularized logistic regression and deep neural network on real datasets. The numerical experiments show that the trust region radius of the proposed STRME method reduces asymptotically and the oscillation in the trust region radius is less severe in contrast to that of STORM method. In addition, we find that the proposed algorithm can get more successful iterates after a long time training.
The major contributions of this paper are summarized as follows:
(1) The models information of the iterative algorithm for example stochastic gradient and second order information, and other factors can also be considered to update the trust region radius. (2) We propose a concrete algorithm named STRME, in which the trust region radius δ k is linearly dependent on the 2-norm of stochastic gradient. The complexity of STRME in nonconvex, convex and strongly convex cases are analyzed, respectively. The expected number of iterations of STRME algorithm for nonconvex problem is O(ε −2 ) by reaching ∇ f (x) ≤ ε, which is similar to the result in [3] . In addition, we have presented the expected convergence rates for general convex and strongly convex problems, which are O(1/ε) and O(log(1/ε)) for reaching f (x) − f * ≤ ε, respectively. The complexity results on convex and strongly convex problems are new for such trust region type methods. (3) In our numerical experiments, the sample averaging strategy is utilized to construct the probabilistic model. Besides, we adopt the dogleg method to solve the trust region subproblem of the regularized logistic regression problem. In the same way, we construct probabilistic models in which the limited memory symmetric rank one (L-SR1) is employed to approximate the Hessian matrix, and then incorporate them into STRME algorithm to train a deep neural network problem. The results indicate that the proposed algorithm compares favorably to other stochastic optimization algorithms.
The outline of this paper is as follows. In Section 2 we give some definitions about the probabilistic models and estimates, and present a generic analysis framework based on the random models and estimates; In Section 3 we propose a specific algorithm named STRME and analyze the complexity in nonconvex, convex and strongly convex cases; In Section 4 we report some numerical results on regularized logistic regression and deep neural networks to show the efficiency of STRME in different settings; In the end, we draw some conclusions in Section 5.
Notations. Throughout this paper, we use x * to denote the global minimizer, f * = f (x * ). Let · denote the Euclidean norm, i.e. · 2 , unless otherwise specified. Let B(x, ∆ ) denote the ball of the radius ∆ around x. Let I {A} denote the indicator function of the event A, that is: if A occurs, I {A} = 1; else,
A generic analysis framework based on random models and estimates
Let us first introduce a generic stochastic trust region framework. The analysis for the framework can particularize to the specific algorithm for example the algorithm STRME we will propose in Section 3, and the objective function, whether it is nonconvex or convex, provided that the assumptions we will state are satisfied.
x k+1 = x k , µ k+1 = µ k /γ 11: end if 12: Set k := k + 1, and go to step 2
The proposed Algorithm 2.1 covers the framework in [8] . We can see that if δ k = µ k , the above algorithm will reduce to STORM algorithm. The main difference lies in the trust region radius in Algorithm 2.1 depends on the model m k . Hence we directly update the trust region parameter µ k (called relative trust region radius), not the trust region radius δ k itself. Of course, except the current random model, there may be other factors, for instance the iterative models of previous steps, i.e. {m t } t≤k , and the difference of previous iterates {x t − x t−1 } t≤k and so on. The framework we think about here does not involve the specific forms of the random models and the sufficient reduction condition. We will discuss them in the next part.
Note that Algorithm 2.1 generates a random process. Obviously, the randomness of the algorithm comes from the randomness of the models and estimates we have constructed per iteration. At a deep level, it is determined by the inexact or random information obtained from the problem we solve. To formalize the random process, we introduce a number of notations to describe the quantities of the random process and their realizations. Let M k denote the random model in k-th iteration, while m k = M k (ω) for its realization, where ω is a random variable. We know that the randomness of the models gives rise to the randomness of the iterates, relative trust region radius and trial step produced by algorithm 2.1. These random variables are denoted by X k , Λ k and D k , respectively, while let
In the later part of this section, we will utilize those notations to analyze the random process produced by Algorithm 2.1 under some assumptions that model M k and estimates F 0 k , F d k are sufficiently accurate with certain high probability conditioned on the past. In order to formalize the randomized information before k-th iteration, let
Next, we will introduce some definitions to precise our requirements on the probabilistic models and estimates.
Probabilistic models and estimates
First we recall the measure for accuracy of deterministic models, which is introduced in [9, 10] .
The extending concept of the above definition is probabilistically fully-linear model which is described in [8] . 
The above definition states that the model M k is a locally good approximation of the first order Taylor expansion of the objective function with the probability at least α, conditioned on F M·F k−1 . However, there is still certain possibility such that the model is inaccurate, even very bad. To guarantee the quality of the trial step, we certainly hope the random model M k closer to the first order Taylor expansion. However, the corresponding computational costs will increase. Thus there is a trade-off between the accuracy of the model and per iteration cost.
Taking aside of the accurate model, the estimates of f (x k ) and f (x k + d k ) are still required to be sufficiently accurate. The deterministic version of accurate estimates is formally stated as follows. 
The definition of probabilistically accurate estimates is shown as follows which is a modified version of that in [24] . To make the analysis simple and easy to understand, we use the following statements.
-If I k = 1, we call the model is true; otherwise, we call the model is false.
-If J k = 1, we call the estimates are tight; otherwise, we call the estimates are loose.
-If an iteration k is accepted, we call the iteration is successful; otherwise, we call the iteration is failed.
In the end of this subsection, we would like to introduce a definition of convergence criterion for analysis, which is named ε-solution. When f is unknown to be convex, we say that X k is an ε-solution if ∇ f (X k ) ≤ ε. However, when f is convex or strongly convex, we say that
Remark 2.2. There are three cases of nonconvex, convex and strongly convex to be discussed in this article. Due to the intractability of the general nonconvex problem, it is unreasonable to use the same criterion as the convex problem. Thus the definition of ε-solution for nonconvex case is different from that for convex case.

Analysis of the stochastic process
In this part, we aim to estimate the upper bound of an expected stopping time by observing the behavior of stochastic process generated by Algorithm 2.1. The results can be applied to analyze the convergence rates of the proposed algorithm in different settings.
We first give some basic definitions before our theoretical analysis.
stochastic process. We say T is a stopping time with respect to X if for each k > 0, the event {T = k} is completely determined by the total information up to time k, that is
Here we give a random variable T ε , which is the total number of iterations until an ε-solution is achieved.
Remark 2.3. T ε is a special stopping time and dependent on randomness of the proposed algorithm and the ε-solution we have defined.
Next, we consider a stochastic process
Let us give the definition of a special random event W k as follows
where p ∈ [0, 1]. We now assume that Λ k and Φ k satisfy the assumption mentioned below, for all k < T ε .
Assumption 2. (i) There exist constants
There exists a constantΛ > 0 such that for all k ≤ T ε , the following properties hold
where λ 1 ∈ R and W k satisfies (2.6) with p > 1
. (iii) There exists a constant C > 0, and a non-decreasing function h(·) which is positive on any positive domain, such that for all k
Based on Assumptions 2, the following theorem (see [3] ) illustrates the upper bound on the expected number of iterations T ε for obtaining an ε-solution.
Theorem 2.1. Let Assumption 2 holds. Then
The analysis of the renewal-reward process in [3] is appropriate for the stochastic process generated by Algorithm 2.1. So here we omit the proof of Theorem 2.1. For more details, we refer the readers to Theorem 2.2 in [3] . Theorem 2.1 is very important for the following analysis of the complexity of Algorithm 2.1. The difficulty is to find the nondecreasing function h and the constantΛ . The use of specific trust region radius indeed introduces some differences comparing to the analysis of [3] and [31] . In the next part, we will provide more analysis and discussions.
Stochastic trust region with random models and estimates
In this section, we propose a specific trust region framework named STRME under the consideration of random models and estimates. The main steps are described as follows. At each iteration k, given a current point x k and trust region radius δ k , the model is built as
The quadratic model is simple and widely used in many trust region algorithms. Of course, other models, for example the conic model (see [46] ), can also be applied to the framework as long as they meet our requirements. The trust region radius is represented as δ k = µ k g k , which is closely related with g k . Actually, one can try other more general choices that δ k = µ r 1 k g k r 2 with r 1 , r 2 ≥ 0 [18] . Due to limited space and for simplicity, we only consider the case that r 1 , r 2 = 1. In the following steps, we need to update the parameter µ k (relative trust region radius). The trial step d k is produced by minimizing the model m k (x k + d) in a neighborhood of x k exactly or inexactly. Then we compute the random estimates
respectively to measure the actual reduction. Once the trial step is obtained, we can use the ratio ρ k , which is defined below, to judge how good the trial step d k is. Based on this criterion, if the trial point x k + d k yields sufficient reduction, we accept the trial step d k ; otherwise, we reject it. At the end of each iteration, the relative trust region µ k is chosen according to the outcome of the iterates. The details of the algorithm are described as follows.
Algorithm 3.1 Stochastic Trust Region with Random Model and Estimation (STRME)
x k+1 = x k , µ k+1 = µ k /γ 11: end if 12: Set k := k + 1, and go to step 2 At each iteration, the trial step d k is computed to satisfy the well-known Cauchy decrease condition, which is given as follows. Assumption 3.
Besides, in the case that
. We notice that the parameter η 2 in algorithm 2.1 is usually very small. When η 2 is small, we can see that the condition µ k ≤ 1 η 2 is easily satisfied. We might as well let µ max ≤ 1 η 2 , thus the condition g k ≥ η 2 δ k in Algorithm 2.1 can be satisfied automatically.
Theoretical properties of STRME
We are ready to present the theoretical properties of the framework described in Algorithm 3.1. First, we give an assumption which states that the Hessian approximation matrix B k in model m k is uniformly upper bounded.
Assumption 4.
There exists a constant κ bhm > 0 such that, for all k ≥ 0,
We now provide some auxiliary lemmas to show that the decrease of the objective function f (x) is guaranteed under some conditions. The following lemma states that if the model m k is true (fully linear) and the relative trust region radius µ k is upper bounded by a given number, then the actual reduction of the objective function is achieved. Although the theoretical content of Lemmas 3.1 to 3.4 closely relies on the existing arguments related to the STORM algorithm, for the integrity of analysis, the proofs of these lemmas will still be attached in the Appendix. 
The next lemma states that the decrease of the objective function is achieved if the estimates f 0 k , f d k are tight and iteration k is successful. 
The following lemma shows when model m k and estimates f 0 k , f d k are both sufficiently accurate, if µ k is not too large, then the iteration will be successful. 
then the k-th iteration is successful.
We now turn to consider the random process {Φ k ,Λ k } derived from the process generated from Algorithm 3.1. The following analysis is based on the function
for some ν ∈ (0, 1). It is obvious that Φ k ≥ 0. Actually, the random variable Φ k can be regarded as a kind of measure of progress to optimality. It plays an important role in the analysis of such trust region algorithms. We have to admit that the theoretical analysis of STRME algorithm is similar to that of [31] in spirit, but there are some distinctions between them. The most distinctive lies in the measure function Φ k . In [31] , Φ k consists of the three
2 , are considered to evaluate the reduction of the algorithm.
Actually, for our STMRE algorithm, the trust region ∆ k does not necessarily increase even if the iteration is successful. We aim to bound the expected number of iterations E[T ε ]. Before that, we have to prove Assumption 2 holds for the process {Φ k ,Λ k }.
It is apparent that Assumption 2(i) holds with the defintion of Φ k and µ k ≤ µ max in Algorithm 3.1. This assumption is not related with the convexity of the objective function, so it holds in all three cases we consider later.
Let us define the constantΛ in Assumption 2(ii) as follows:
In our analysis, we might as well claim that µ max ≤ min
. For simplicity, we assume that Λ 0 = γ iΛ and µ max = γ jΛ for some integers i, j > 0. As a result, for any k > 0, we have Λ k = γ iΛ for some integer i.
Next, we will show that Assumption 2(ii) holds with the constantΛ defined as above. 
, κ e f and κ f ≤ 2η 1 κ e f . Besides we assume that f is L-smooth and Assumption 4 is satisfied. Then there exist a constant ν and sufficiently large α, β satisfying the following conditions
such that
Remark 3.1. Due to the possibility of inaccurate model M k and estimates F 0 k , F d k , the function value of f may increase. So the random function Φ k is designed to balance the decrease and increase of f (X k ). The above theorem shows that the decrease of expected Φ k can be achieved by carefully choosing ν and the probability α and β .
Convergence rates for nonconvex problems
We now show the global convergence rate of Algorithm 3.1 when f is unknown to be convex, that is the following assumption holds.
Our goal is to bound the expected number of iterations until an ε-solution occurs, i.e. E[T ε ]. The definition of T ε is described as follows
In this case, h(·) can be defined as 
Note that the dependency of the expected number of iterations for obtaining an ε-solution is O(1/ε 2 ), which is similar to that in [3] for nonconvex problems.
Convergence rates for convex problems
In this part, we will analyze the expected complexity for STRME when f is convex. First we give the following assumption.
and there exists a constant D > 0 such that
In convex setting, we are intended to bound expected T ε , which is defined as below
for an ε-solution. In this case, we define a function 15) to replace Φ k to measure the progress of the iterations. 
Convergence rates for strongly convex problems
In this part, we will derive the complexity bound for Algorithm 3.1 in the strongly convex setting. In this case, we assume the following assumption holds.
First we use the definition of T ε as given in (3.14):
Our aim is to bound the expected number of iteration i.e. E[T ε ], to obtain an ε-solution in strongly convex settings. Instead of using Φ k to measure the progress towards optimality, we define a function
In the later part, we will obtain the upper bound of E[T ε ] with the help of random process {Λ k ,Ψ k }. The details will be given in the proof of the following theorem. 20) where M =
Similarly, the proofs of the above theorem will be given in the Appendix. 
Numerical experiments
In this section, we empirically test our STRME algorithm and compare its performance with STORM [8] and some related algorithms. We test on two type of problems: (i) regularized logistic regression problem, which is strongly convex; (ii) deep neural network. The function value (training data) and accuracy (percentage of correctly classified testing data) are reported as criterions to measure the performance of the tested algorithms. For all those algorithms, we compare these criterions against the number of effective pass through the data, that is total gradient calls divided by N(training data size). All algorithms were terminated when the maximum budget of the gradient evaluations is larger than the maximum value SFO max we have set.
All algorithms are implemented in Anaconda3 (python 3.6.2) under Windows 7 operating system on Dell desktop with Intel(R) Core(TM) i7-4790U CPU @3.6GHz, 8GB Memory.
We now discuss how to obtain α-probabilistically κ-fully linear models and β -probabilistically ε F -accurate estimates. In our numerical experiments, we focus on the derivative-based algorithms where we assume that, in addition that f (x, ξ ) and ∇ f (x, ξ ) are avaliable, and the noise in function value and gradient computation is unbiased and the corresponding variance is bounded, i.e.
(4.1)
One can employ standard sample averaging approximation technique to reduce the variance of the function values and its gradient evaluations [8] . Let
By Chebyshev inequality in Lemma 6.1, for any v > 0, we can obtain
In order to satisfy Assumption 1(i) such that
we need require that p ≥ max
. Actually, we do not have to explicitly compute the function value when constructing the model m k , so p ≈ O( 1 δ 2 ). Next, we will show how to obtain β -probabilistically ε F -accurate estimates. Let
In order to satisfy Assumption 1(ii) such that
By the Hölder's inequality for expectation that
In the same way, the above result can be applied to
We can claim that Assumption 1(iii) holds. Thus, we have shown how to construct the random model m k and estimates f 0 k , f d k to satisfy the Assumption 1.
Experimental results on regularized logistic regression problem
In this subsection, we consider the following smooth (strongly convex) regularized logistic loss problem considered in [8] :
where
is a training sample set with a i ∈ R d being the feature vector and b i ∈ {−1, +1} being the corresponding label. And λ ≥ 0 is the regularization parameter. As in the typical machine learning setting, we assume that n is very large and n ≫ d. So computing F(x), as well as ∇F(x) and ∇ 2 F(x) are very expensive. In our work, we randomly (without replacement) choose a subset I k ⊆ {1, 2, · · · , n} to estimate the quantities in our algorithms. For the algorithms that need to compute Hessian matrix, the same sample is drawn for gradient and Hessian evaluations. In this setting, we resample the sample set for f 0 k and f d k . We compare our algorithm STRME with STORM which is implemented as algorithm 5 in [8] . In our numerical experiments, we construct two versions of STRME: one which only computes the stochastic gradients and sets B k = 0 is the first order version (called STRME-1st), the other one which in addition to the stochastic gradients, computes stochastic Hessian estimators is the second order version (called STRME-2st). We use the classic dogleg method in [30] to solve the second order subproblem , and the corresponding algorithms, we call STRME-dogleg and STORM-dogleg. For the details of the implementation, one can refer to Algorithm 6.1 in Appendix. Besides, We compare against a special adaptive solver AdaGrad [13] , which takes the adaptive stepsize but does not have to compute function value, and only computes the average stochastic gradients.
For problem (4.6), all algorithms were tested with different input parameters. We set x 0 = 0 as the starting point for all algorithms. In our implementation, for the three quantities gradient, Hessian and ( f 0 k , f d k ) evaluations, we set the same minibatch size
In this subsection, we test on two datasets a9a and ijcnn1 from the LIBSVM website 2 . We list the datasets in Table 1 , in which n denotes the sample size, and d is the dimension of the dataset, and λ is the regularization parameter. For a9a dataset, we use 0.95 partition of the data as the training set, and the remaining as the testing set, just like in [8] . However, for ijcnn1 dataset, we select 0.75 partition for training, and the remaining for testing. AdaGrad STORM-1st STRME-1st STORM-dogleg STRME-dogleg 
Results on ijcnn1
AdaGrad STORM-1st STRME-1st STORM-dogleg STRME-dogleg In Figure 1 , we present the results on the a9a dataset. For STORM-1st and STORM2st, we use the same parameters in [8] : δ max = 10, δ 0 = 1, γ = 2, η 1 = 0.1, η 2 = 0.001. For STRME-1st and STRME-2st, the following parameters are used: µ max = 10 3 , µ 0 = 1, η 1 = 0.1, γ = 2. We set stepsize η = 1 for AdaGrad.
In Figure 2 , we report the results on the ijcnn1 dataset. The parameters µ 0 = 10, µ max = 10 3 , η 1 = 0.1, γ = 2 are set for STRME-1st and µ 0 = 1, others are the same for STRME-2st. For STORM-1st and STORM-2st, we set δ 0 = 1, δ max = 10, η 1 = 0.1, γ = 2. For AdaGrad, we set stepsize η = 1.
From Figure 1 and 2, we can find that the proposed STRME is comparable to STORM in this setting, both in terms of the training function value and accuracy.
Experimental results on deep neural network(DNN)
In this subsection, we consider to train a fully-connected 2-layer net with 50 hidden units (784-50-10) neural networks with MNIST 3 , a benchmark dataset of handwritten digits. We used softmax output, sigmoid hidden functions, and the cross-entropy error function. The l 2 regularizer parameter λ = 10 −3 .
We compare our algorithm STRME with STORM [8] . As in the previous subsection, we construct two versions of STRME: one which only computes the stochastic gradients and set B k = 0 is the first order version, the other one which in addition to the stochastic gradient, computes the quasi-Newton matrix B k to approximate the true Hessian matrix is the second order version. Besides, we make an implementation of the SdLBFGS [42] , which is an efficient second order algorithm for the nonconvex problem, to compare with STRME and STORM.
In our work, we run one epoch minibatch SGD algorithm to obtain an initial point for all algorithms. In our implementation, we randomly (without replacement) choose the subset I k ⊆ {1, 2, · · · , n} to estimate the gradient and Hessian pair (g k , B k ) and objective function value pair ( f 0 k , f d k ). We have attemped the three cases: (i) sample gradient and Hessian pair, and resample f 0 k and f d k independently; (ii) sample the two pair independently; (iii) sample the two pairs with the same subset. However, for the first two cases, the results are not satisfactory. Therefore, in our numerical experiments, we only consider the last one. For STORM and STRME, we set the minibatch size
Experimental results on the first order probabilistic model
In this part, we first construct a first order probabilistic model m k at x k , i.e.
where f k and g k are computed as (4.2), to test the STRME (STRME-1st) framework. Actually, in practice, we do not need to compute f k . In our numerical experiments, we compare the numerical performace of STRME-1st with the related STORM-1st.
We now give details of parameters in the proposed STRME-1st and STORM-1st. For STRME-1st, µ 0 and µ max are two important parameters. The parameters µ 0 is chosen from {0.01, 0.1, 1}, and the best µ 0 is achieved at µ 0 = 0.1. Compared to µ 0 , the parameter µ max is more important in the later iteration process. Therefore the range of µ max is more elaborate. In our implementation, let µ max ∈ 1/2, 1, 2, 2 2 , 2 3 , and the best tuned µ max is achieved at µ max = 2. For STORM-1st, we test on δ 0 ∈ {0.01, 0.1, 1} and δ max ∈ 1/2, 1, 2, 2 2 , 2 3 , the best performance is achieved with the inputs (δ 0 , δ max ) = (0.1, 1). The results are showing in the Figure 3 . From Figure 3 , we can see that STRME-1st is better than STORM-1st with the model constructed as the beginning of this section. Not surprisingly, the trust region radius constructed by STRME can make better use of gradient information. However, we can construct a more efficient second order model to make the STRME algorithm perform better.
Experiments on second order probabilistic model
In this part, we construct a specific second order probabilistic model and implement STRME algorithm framework in deep neural network. In our work, we consider the limited memory symmetric rank one method (L-SR1) to generate the second order quasi-Newton matrix B k , and build up the second order model m k (x k + d) as follows:
where f k and g k are defined as the beginning of this section. Next, we will show how to update the quasi-Newton matrix B k .
Let s k
Limited memory symmetric rank one (SR1) method stores and uses the m most recently computed pair
To describe the compact representation of a L-SR1 matrix, we need to define:
Moreover, we need the following decompostion of S T k Y k :
where L k is strictly lower triangular, D k is diagonal, and R k is strictly upper triangular. We assume that all the updates are well-defined, that is s T k (y k − B k s k ) = 0, otherwise we skip the update. The compact form of L-SR1 [6] can be written as
, and B 0 is a diagonal matrix. U k and V k are given by
Now the quadratic probabilistic model defined by the L-SR1 method is constructed. The trust region subproblem will be
Applying this model into STRME, we can obtain STRME-Lsr1 algorithm. In the same way, we can obtain STORM-Lsr1 algorithm. With respect to the specific implementation of the subproblem and how to solve the trust region subproblem efficiently, one can refer to the OBS method in [4] . In this part, we compare our algorithm STRME-Lsr1 with STORM-Lsr1 and its first order form. The result is shown in Figure 4 . We test on different choice of matrix B 0 : (i) In our numerical experiement, B 0 = τ 0 I d , where τ 0 ∈ {0.5, 1, 1.5}, and the best τ 0 is achieved at τ 0 = 1. We have tested the limited memory size m ∈ {10, 20, 30, 40}. We find that m = 30 is performed relatively better. The parameters µ 0 is chosen from {0.01, 0.1, 1}, and the best µ 0 is achieved at µ 0 = 0.1. For µ max , we test on the range {0.1, 1, 10, 100}, the best one is µ max = 10, which implies that unlike the first order STRME, the second order STRME is not so sensitive to µ max and allow some larger values. For STORM-Lsr1, we test the δ 0 and δ max with the same range as µ 0 and µ max , the best choices are achieved at δ 0 = 0.1, δ max = 1, respectively. From Figure 4 , we can see that our algorithm STRME-Lsr1 performs better than STORM-Lsr1. And it is not hard to find that STRME-1st is not worse than STORM-Lsr1. STORM-1st STRME-1st STORM-Lsr1 STRME-Lsr1 Fig. 6 The comparison between STRME-Lsr1 and STORM-Lsr1 on trust region radius Moreover, in Figure 5 , we show the behavior of successful and failed ratio ς which denotes the total number of successful iterations divided by the total number of failed iterations. In this case, we set the maximum number of gradient SFO max = 100N. For the first order methods, we can see that the ratio ς of STORM-1st is basically stable around 1, and the ratio of STRME-1st is higher and increasing in the later period. Besides, we can see that in the middle and later period of the algorithm STRME-Lsr1 and STORM-Lsr1, the value of ς is basically stable. However, for STRME-Lsr1, the value of ς in stable condition is still larger than that for STORM-Lsr1.
Beyond that we also compare the trust region radius δ k of the two algorithms with a long time training in Figure 6 , where SFO max = 100N. We can see that for STRME, whether STRME-1st or STRME-Lsr1, the bandwidth of trust region radius is narrower than that of STORM. This means the oscillation of the trust region radius for STRME is less severe in constrast to that of STORM methods. Besides, for STRME-Lsr1, δ k is overall declining and smaller than that in STORM-Lsr1. At the same time, we observe that the second order methods permit larger trust region radius from the Figure 6 . 
Accuracy
Results on MNIST best-SdLBFGS STORM-1st STORM-Lsr1 STRME-1st STRME-Lsr1 Fig. 7 The Comparison between STRME, SdLBFGS and STORM Moreover, we implement the well-known second order algorithm SdLBFGS [42] to test the performance of our algorithm with a long time running (SFO max = 100N). In this case, we set batch size b = d +1 and step size η k = β 0 (k/10+1) where β 0 ∈ {0.1, 1, 10} for SdLBFGS. The best tuned step size is obtained at β 0 = 10. In [42] , they set η k = 10 k+1 . By numerical comparison, we find that the result of η k = 10 (k/10+1) is beter than that for the choice η k = 10 k+1 . The results in Figure 7 illustrate that STRME-Lsr1 performs better than the best tuned SdLBFGS.
Conclusion
We have presented a stochastic trust region framework in which the trust region radius is closely related to the probablistic model. To verify the effectiveness of the framework, we have proposed a specific algorithm named STRME in which the trust region radius is linearly associated with the model gradient. We have analyzed the expected number of iterations of STRME for three different cases: nonconvex, convex, and strongly convex. We can see that our algorithm enjoys the same complexity properties as the existing schemes. Moreover, our algorithm compares favorably to STORM algorithm and other stochastic algorithms on several testing problems involving the real datasets. Actually, in addition to STRME, there are many other approaches to explore the trust region radius related with random models. We point out that the work in this paper is limited to the case that the objective function is smooth. There are some important and latest works for nonsmooth problems, for example [16, 26, 34, 43] . It is worthwhile to extend the stochastic trust region framework to the nonsmooth setting. Moreover, the effectiveness of the stochastic trust region method is relevant to the model. How to construct a more efficient model is an interesting subject for future research. Proof. From Assumption 3, the trial step d k will lead a sufficient reduction on m k such that
which together with (6.1), implies that
Suppose that model m k is true, we can obtain that
Because of the condition that
, we have
Thus, the desired result is proved.
Proof of Lemma 3.2
Proof. If d k is accepted, which implies that ρ k ≥ η 1 , then 5) where the last inequality follows from
If the estimates f 0 k , f d k are tight, the improvment in f can be bounded by
, which deduces the last inequality.
Proof of Lemma 3.3
Proof. Because µ k ≤ 1 κ bhm , the Cauchy decrease condition yields
Assume that model m k are true, which means, for all y ∈ B(x k , δ k ), we have
And the estimates f 0 k and f d k are tight with ε F ≤ κ e f , we have
The ratio ρ k can be rewritten as
(6.10)
Applying the inequlaities (6.7), (6.8) and (6.9) to the above equality, and then using δ k = µ k g k , we can obtain
, we have 8κ e f κ f cd µ k ≤ 1 − η 1 . Thus, we conclude that ρ k ≥ η 1 , which means that the k-th iteration is successful.
Proof of Lemma 3.4
Proof. First, we show that for all k < T ε , the following inequality holds
If Λ k >Λ , we have Λ k+1 ≥ γΛ by the update process of the sequence Λ k . Hence, Λ k+1 ≥Λ . Now we assume that Λ k ≤Λ , by the definition ofΛ , we have 
, which implies that Assumption 2(ii) holds.
Proof of Theorem 3.1
Proof. First, we recall the definition of Φ k , that is
In the following proof, we consider three separate cases: (i) model M k is true and estimates
. For each of these cases, we will analyze two possible outcomes of the iteration process, that is the iteration k is successful or failed. Based on the above classifications, we rewrite the expected decrease of Φ k as
(6.14) Before presenting the formal proof, we brief describe the key ideas. By choosing a suitable constant ν, we can derive an upper bound on the expected decrease of Φ k for each of the cases. When model M k is true and estimates F 0 k , F d k are tight, no matter whether the iteration k is successful or not, it will give rise to the decrease of Φ k which is in proportion to
For the other two cases, due to the model error or inaccurate estimates, Φ k may increase. However, the increment of Φ k is still in proportion to
2 . Therefore, by choosing sufficiently large α and β , the expectation of Φ k can be guaranteed to decrease.
(i). Model M k is true and estimates
Iteration k is successful. In this case, we have X k+1 = X k + d k , and Λ k+1 = γΛ k .
Because model M k is true. From Lemma 3.1, we know that if
we have
Besides, we can easily find the relation between G k and ∇ f (X k ) , i.e.
Using the above inequality, the triangle inequality and the fact that Λ k ≤ µ max , we obtain
Since f is L-smooth and iteration k is successful, we have that
Using the fact that (a + b) 2 ≤ 2(a 2 + b 2 ) and by a simple calculation, we get
Particularly, the following holds with Λ k+1 = γΛ k and
Applying (6.15) and (6.19), we get
(6.20)
We choose ν ∈ (0, 1) to satisfy
Consequently, (6.20) can be written as
Applying (6.16) to (6.22), we have
(6.23)
Furthermore, we assume that ν satisfies
(6.24) (6.23) and (6.24) show that
b. Iteration k is failed. In this case, we know X k+1 = X k and Λ k+1 = 1 γ Λ k , which deduce that
(6.26)
We can choose a suitable ν ∈ (0, 1) such that
Then, 
(6.31)
Then we choose a suitable ν ∈ (0, 1) such that
, which implies that
Thus, it follows that
b. Iteration k is failed. Here, we have X k+1 = X k and Λ k+1 = 1 γ Λ k . In this case, (6.26) holds. No matter whether the iteration k is successful or failed, we always have
Taking conditional expectation on the above inequality, we obtain
Because iteration k is accepted and the trial step D k satisfies Assumption 3, we have 36) where the last inequality reuses the fact that
. Applying (6.36), a successful iteration deduces the following bound for the increment of f
(6.37)
Then, the upper bound for Φ k+1 − Φ k can be obtained as follows 38) where the first inequality uses (6.19) , which is still true in this setting. We can choose ν ∈ (0, 1) to satisfy
Then (6.38) can be rewritten as 
, it follows that
Now combining (6.29), (6.35) and (6.43), we can show that
(6.44)
By a simple caculation, we have
The sixth line of above inequality uses the fact that event {(1 − I k )J k = 1} and {(1 − J k ) = 1} are disjoint, which implies that
Choosing suitable α and β such that 45) which implies that αβ ≥ 4γ 2 4γ 2 + (γ − 1) < 1, (6.46) then we get the last inequality of (6.44). Finally, the proof is completed.
Proof of Theorem 3.3
Proof. In this case, f satisfies Assumption 6. Let us consider the stochastic process {Λ k ,Ψ k } with
The convexity of f implies that
Let x = x * , y = X k , it follows from the above inequality that
Because f is L-smooth, we have ∇ f (X k ) − ∇ f (x * ) ≤ L X k − x * . Due to Assumption 6, we know the level set L is bounded, then
Combining (6.49) and (6.50), we have
(6.51)
From the above inequality and the result of Theorem 3.1, we have 
The first inequality of (6.53) follows from Jensen's inequality which will be given in Lemma 6.2. The second inequality uses (6.52). The last inequality is due to the fact that E[Φ k+1 |F
M,F k
] ≤ Φ k . Here, we define an non-decreasing function h(·) as follows From Lemma 3.4, we can easily obtain that if αβ > 1 2 andΛ is defined as (3.6), Assumption 2(ii) satisfies. Then we have Assumption 2 holds. Thus, the conclusion of Theorem 2.1 is true in this case.
Finally, substituting the expression of Ψ 0 ,Λ and h into Theorem 2.1, we have . Here, we simplify the constant term as O(1).
Now, this completes the proof of Theorem 3.3.
Proof of Theorem 3.4
Proof. In this setting, f is strongly convex with σ > 0. We will consider the measure Ψ k as follows Ψ k = log(Φ k ) + log( 1 νε ), (6.56) to analyze the theoretical complexity. Due to the strongly convexity, we have
Then,
(6.57)
It follows from (6.57) and Theorem 3.1 that
(6.58)
The above inquality implies
Recalling the definition Ψ k = log(Φ k ) + log( 1 νε ), we have .
From Lemma 3.4, we can easily see that Assumption 2(ii) satisfies if αβ > 1 2 andΛ is defined as (3.6). Thus Assumption 2 holds. So the conclusion of Theorem 2.1 is true in strongly convex setting.
By substituting the expression of Ψ 0 ,Λ and h into Theorem 2.1, we have
where M =
Now the proof is finished.
B: Related lemmas and algorithms for second order STRME Lemma 6.1 (Chebyshev Inequality [2] Set k := k + 1 32: end while
