In this paper I propose an automatic 1D wavelet filtering technique, specially designed to process gravity gradiometry data. The method uses compactly supported orthonormal wavelets that selectively filter out localized high-frequency noise with little effect on other sharp features present in the signal. The method is applied to synthetic data sets contaminated with both correlated and uncorrelated noise and compared with traditional Fourier domain filters. The overall results show that the performance of the proposed wavelet-based filter is comparable with the best results achieved with the Fourier filters. The possibility of getting reliable results with automatic choice of filter parameters makes the proposed filter a faster and valuable tool for processing large amounts of data, as in gravity gradiometry surveys.
Introduction
Gravity gradiometry surveys are known to possess a higher resolving power than traditional gravity surveys due to the enhanced high frequency content of the acquired data. However, high-frequency noise varying in intensity and frequency often contaminates the data and needs to be filtered. Unfortunately, this type of noise may have a frequency content similar to that of the signal. For this type of noise, frequency domain filtering does not always work well because it globally removes frequencies causing a generalized smoothing effect that substantially broadens features of interest. Wavelet transforms have some advantages over Fourier transforms: multiresolution decomposition, and time/space localization, two important characteristics for denoising problems.
As demonstrated by Donoho (1993) wavelets are appropriate tools for denoising data. In this paper I propose a 1D automatic wavelet filtering method. The method takes advantage of characteristic differences of signal and noise in the wavelet domain, and is able to selectively filter out high-frequency noise with little effect on sharp features present in the signal. Comparisons with Butterworth and Wiener filters were done over synthetic data sets contaminated with either correlated or uncorrelated noise. However, the tuning of the parameters for FFT filters is not easy because it requires an analysis of the power spectrum and trial and error runs before achieving the best results. This process is time consuming for large data sets, since different parameter estimation will be necessary for different lines. Because the choice of parameters for the wavelet filter is automatic, the processing is faster and therefore, more suitable for application to large gravity gradiometry data sets.
Energy analysis
Even though gravity gradiometry signals have a high frequency content, they can be considered relatively smooth mainly because they do not have spikes or jumps. Therefore, in the wavelet domain, it is expected that the larger coefficients in the coarser scales will correctly reproduce the signal. When present, noise will be represented by small coefficients concentrated mainly at the finer scales. The reduction of noise in the wavelet domain is hence, carried out by eliminating small coefficients in the finer scales.
For orthonormal transforms the energy in the transform coefficients is equal to the energy in the original series. Conservation of energy is important here because the signal to noise separation method takes advantage of the differences in the energy distribution of signal and noise. The need for energy conservation requires the selection of orthonormal wavelet families. Since the choice of the wavelet family plays a minor role for denoising gravity gradiometry data, as shown by Lyrio (2000) , I work only with the Daubechies family.This family offers a large number of basis choices.
The signal and noise energy distribution at different scales is of fundamental importance for the filtering process proposed. At each scale, the energy distribution is defined as
where w j,k is the wavelet coefficient at position k at scale j, e j is the total energy at j, and J is the coarsest scale. Analysis of the energy distribution over the scales for noiseless synthetic data shows a concentration of energy in the coarser scales with reduction towards the finer ones. On the other hand, the noise distribution of energy concentrates at the finer scales and decreases towards the coarser scales. According to this energy distribution, there will be a scale after which the energy of the noise overcomes that of the signal, as shown in Figure 1 . This particular scale is the key for separating signal and noise. Scales coarser than this one are dominated by the signal energy, while finer scales are noise dominated. In the proposed process, coefficients in noise dominated scales are set to zero because they are induced by the noise and will not be used in the reconstruction. Thresholding will be applied to the signal dominated scales in order to reduce the noise contamination.
Separation of signal and noise in terms of energy distribution also provides a rough estimate of the signal to noise ratio, defined by
where e j is the energy at scale j, β β β β is the scale where signal and noise separates, and J is the coarsest scale in the transform.
Wavelet Basis
Different wavelet basis are obtained by varying the support width of the wavelet. Changes in the wavelet support in general affect the final frequency characteristics of the wavelet transform. Usually the amplitudes of the coefficients change and, consequently, the scale where the signal and noise separate also changes. To find the most appropriated support for each case the transform is repeated using different basis. Energy analysis is applied after each transformation and the signal-to-noise ratio is calculated. The basis that gives the larger signal-to-noise ratio is chosen because it is expected to better preserve the highfrequency content in the signal.
Cumulative energy thresholding
The total energy in the signal-dominated scales can be used to determine an optimum threshold. In this procedure the energy contribution of each coefficient is calculated and sorted in decreasing order. The energy is progressively added until the total reaches the same amount of energy that has been determined to belong to the signal (Figure 2 ). Reaching this amount of energy means that all larger coefficients necessary to reproduce the energy in the signal were considered and the remaining coefficients must account for noise. The amplitude of the next coefficient in the sorted set of energy determines the optimum threshold. A hard-thresholding function is then applied to the signaldominated scales.
Local energy analysis
Localized high-frequency anomalies in the data create a concentration of large coefficients that spread through the scales around the same spatial position, forming what are called cones of influence. In the finest scale to be kept, large coefficients that do not belong to such cones are more likely to be related to noise and may leave noise artifacts in the reconstruction.
In order to eliminate those coefficients, a different energy analysis was developed. In this analysis each scale is divided into sets of coefficients (C i ) according to their spatial position. The number of sets, and their positions, is determined in such a way that only one coefficient contributes to each set in the coarsest detail scale ( Figure  3 ). The energy contribution of coefficients in other scales, but in the same neighborhood accounts for the total energy in each set, which is defined as where e c is the total energy in each set C i , w j,k is the wavelet coefficient at scale j and index k, L is the number of coefficients in the coarsest detail scale J and, a and b give, respectively, the index of the initial and final coefficient in each set. Sets containing cones of influence will show larger energy and will tend to form local maxima ( Figure   Figure 1 -Energy distribution over scales. Scales are finer to the right. For scales larger than 4, the noise energy is dominates the signal energy. 3). Sets that have less energy than the smallest local maximum are considered not to be related to anomalies. Therefore, large coefficients belonging to those sets are set to zero. Since the sets are defined by the position of the coefficients rather than the position of the anomalies, it is possible for the energy in the anomalies to spread out over more than one set (C 5 and C 7 in Figure 3) . By choosing the local maximum with the smallest energy (C 9 ) as the cutoff we are also keeping sets with large energy which do not form a maximum just because they are close to a larger energy set.
Results
A synthetic model composed of three prismatic blocks, which represent a large deep basement feature and two small shallow intra-sedimentary features, was built to evaluate the performance of the proposed method. The top panels in Figures 3, 4 and 5 shows the Txz profile crossing the model.
The characteristics of correlated and uncorrelated noise added to the signal change for each component, but as a general rule, the standard deviation of the noise is about 10% of the standard deviation of the signal. Analysis of real data sets has shown that this noise level is realistic.
Results of the proposed method were checked against two popular frequency domain methods: Butterworth and Wiener filtering. To compare the performance of the three methods I have used a misfit function defined as
where ε ε ε ε is the misfit value, s is the true signal calculated from the synthetic model, and s′ ′ ′ ′ is the signal estimate obtained by filtering the data.
Uncorrelated noise
Simulations of uncorrelated noise were performed using samples from a zero-mean normal distribution with variance differing for each component since the standard deviation of the noise is proportional to the standard deviation of the signal. Table 1 shows the misfits resulting from filtering all components with the three methods. To facilitate the comparison the last column in Table 1 shows the ratio (α α α α) of the wavelet misfit and the smallest misfit achieved with FFT filters:
where ε ε ε ε d is the wavelet misfit and min(ε ε ε ε w , ε ε ε ε b ) is the smallest misfits achieved by the frequency domain filters [Wiener (ε ε ε ε w ) and Butterworth (ε ε ε ε b )]. The results are very similar since wavelet filter misfits are only 10% larger on average. However, it is important to realize that this comparison is quite unfair since the misfits for Wiener and Butterworth filters were obtained by trial and error processes that lead to the smallest misfit. On the other hand, the wavelet filter has achieved similar misfits without any manual tuning of the parameters. The results show that the use of the wavelet filter is a much faster approach to automatically get results as good as the best obtained with frequency domain filters. Figure 4 shows results of filtering the Txz component with the wavelet filter. 
Correlated noise
Correlated noise was simulated by sampling an autoregressive process of order 2. The amount of added noise varies similarly to that of uncorrelated noise since both are proportional to the standard deviation of the signal in each gradient component. Table 2 shows the misfits resulting from filtering all components with the three filtering methods. The misfits achieved in this case are, on average, the same as the best produced by the FFT filters. Again, it is worth remembering that the results obtained with the frequency domain filter are optimized after a number of trial and error runs, while the misfits of the wavelet filter were achieved without any manual adjustment of parameters. The wavelet filter is hence able to produce much faster results as good as those obtained by the frequency domain filters. The result of wavelet filtering of data with correlated noise is shown in Figure 5 , for the Txz component. Table 2 -Misfits for filtering correlated noise with FFT and wavelet filters. The last column shows the ratio between the wavelet misfit and the smallest FFT misfit.
Conclusions
A new automatic one-dimensional wavelet filtering technique to reduce noise in gravity gradiometry data was proposed. The advantage of the new filter comes mainly from the fact that all parameters are automatically chosen based on the characteristics of the signal and noise in the wavelet domain. The process does not require any tuning of parameters to produce results as good as the best achieved with frequency domain filters. This makes the process faster, reducing time and cost of processing large data sets, as in gravity gradiometry.
Although the proposed filtering process has been designed for gravity gradiometry data, it seems reasonable to extend its application to other potential field data. However, further studies must be conducted to investigate if the same signal and noise behaviors hold and also to determine which changes must be done to adjust the automatic separation procedure to achieve the best possible results in those applications. 
