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Abstract
We extend the concept of orbifold to that of branchfold, in order to allow any cone
singularities with rational angles, and show why branchfolds naturally fit in the
theory of branched coverings. Then, we obtain a geometric goodness theorem for
branchfolds and apply it to prove that a conifold can be endowed with branchfold
structure if and only if it has locally finite holonomy.
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Introduction
This paper is aimed to introduce a class of spaces, which provide an algebraic
point of view for studying conifolds whose codimension two cone singularities have
rational angle of 2kpi/h radians, analogously to what orbifolds do only for angles of
2pi/h radians.
We decided to call these spaces branchfolds, since they naturally fit in the theory
of branched coverings. Roughly speaking, an m-dimensional branchfold is a space
covered by open sets U admitting two regular branched coverings V ← P → U ,
with P a polyhedron and V an open subset of Rm (see the basic example in Figure
1 at page 15), rather than only one V → U as in the orbifold case.
Since in dimension 3 conifolds with rational angles are dense in the space of all
conifolds, at least in the case of cone manifolds with link singularities (cf. [9], [14] and
[5]), in principle branchfold could allow an algebraic approach to the deformation
theory of conifolds, which is a crucial analytic aspect of the proof of the orbifold
geometrization theorem [1].
On the other hand, branchfolds could also be useful to shed some light on the
Cheeger-Simons problem of whether the volume of a compact spherical conifold with
rational angles is a rational multiple of the volume of the m-sphere (cf. [4] and [6]).
Here, we limit ourselves to set up the basic theory of branchfolds and to establish
the relation between branchfolds and conifolds, while the above mentioned possible
applications will be considered in future papers.
In Section 1 we review the Fox theory of branched covering and prove some
preliminary result. The general setting of branchfold spaces and maps is given in
Section 2. In particular, Propositions 2.15, 2.16 and 2.17 relate branchfold coverings
to branched coverings.
The main results are contained Section 3, where geometric branchfold are intro-
duced and a geometric goodness theorem (Theorem 3.12) is proved. As a consequence
of such theorem, we get the above mentioned characterization of the conifolds which
admit a branchfold structure (Theorem 3.15), as the those ones which have locally
finite holonomy.
1. Preliminaries
In this section, after providing the needed general setting, we review some stand-
ard theory of branched coverings between polyhedra in the sense of Fox [7], reformu-
lating definitions and basic facts in modern language. Then, we consider the notion
of good action, related to that of regular branched covering, and some elementary
properties of pseudo-manifolds, which will be used in the next section to define of
branchfold.
By a polyhedron we mean a topological space P endowed with a polyhedral
structure, that means a PL equivalence class of locally finite countable triangula-
tions. Such a triangulation of P is a locally finite countable simplicial complex K
whose underlying topological space is P = |K|. Moreover, two triangulations of P
are called PL equivalent if and only if they have a common linear subdivision.
We say that a map f : P → Q between polyhedra is a PL map (resp. a locally
PL map) if there are triangulations K of P and L of Q, such that f sends each
simplex of K linearly onto (resp. into) a simplex of L. In both cases f is called
non-degenerate if is preserves the dimensions of the simplexes of K.
This terminology is convenient for the present purposes, but it is not standard
for non-compact polyhedra, for which PL usually means locally PL in our terms.
In particular, it is worth emphasizing that according our definitions the class of PL
maps is not closed under composition, while such is the class of locally PL maps.
However, it can be shown that locally PL coincides with PL for proper maps.
A subspace S ⊂ P of a polyhedron is a subpolyhedron of P if there exists a
triangulation K of P and a subcomplex L ⊂ K such that S = |L|. In other words,
S itself has a polyhedral structure making the inclusion S → P a PL map. On the
other hand, any open subspace of a polyhedron P is understood to be a polyhedron,
with the unique polyhedral structure making the inclusion a locally PL map.
Given a polyhedron P and a point x ∈ P , we denote by Stx P (resp. Lkx P ) any
star (resp. link) of x in P , that is the underlying space of the simplicial star St(x,K)
(resp. link Lk(x,K)) of x in any triangulation K of P having x as a vertex. Notice
that Stx P and Lkx P are subpolyhedra of P well defined up to pseudo-radial PL
homeomorphisms centered at x.
Polyhedra have local conical structure. In fact, the stars Stx P gives a basis of
conical neighborhoods of x in P , being Stx P the cone of Lkx P with apex x. A similar
local conical structure is exhibited by non-degenerate (locally) PL maps. Namely, for
any non-degenerate (locally) PL map f : P → Q and any x ∈ P , putting y = f(x)
we have that Stx f = f| : Stx P → StyQ is the cone of Lkx f = f| : Lkx P → LkyQ.
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Also such restrictions are well defined up to pseudo-radial PL homeomorphisms.
By the local model of f at x we mean the open cone restriction Stx f − Lkx f .
Good subpolyhedra
Now we introduce and discuss the concept of good subpolyhedron. This will
play a crucial role in the definition of branched covering between polyhedra and is
directly inspired by the Fox’s approach.
Let P be a polyhedron. Then a subpolyhedron S ⊂ P is called a good subpoly-
hedron if it is nowhere dense in P (equivalently it does not contain any top simplex
of any triangulation of P ) and its complement P − S is locally connected at S,
meaning that every point x ∈ S has arbitrarily small neighborhoods N such that
N − S is connected.
Here below we collect some elementary properties of good subpolyhedra, which
will be useful in dealing with branched coverings.
Lemma 1.1. Let P be a polyhedron and S ⊂ P be a nowhere dense sub-
polyhedron. Then S is a good subpolyhedron of P if and only if one of the following
equivalent properties holds:
(1) Stx P − S is connected for every x ∈ S;
(2) Lkx P − S is connected for every x ∈ S.
Proof. The equivalence between the goodness of S and (1) immediately follows
from the conical structure of Stx P , taking into account that Stx P ∩S = Stx S when
Stx P is sufficiently small. On the other hand, (1) and (2) are equivalent due to the
fact that Lkx P − S is a deformation retract of Stx P − S. 
Proposition 1.2. Let P be a polyhedron and S ⊂ P be a good subpolyhedron.
Then any subpolyhedron R ⊂ S is a good subpolyhedron of P .
Proof. It suffices to observe that Stx P−S is dense in Stx P−R for every x ∈ R,
hence the connectedness of Stx P − S implies that of Stx P − R. 
Proposition 1.3. If P is a connected polyhedron and S ⊂ P is a good sub-
polyhedron, then P − S is connected.
Proof. By the contrary, let P − S = A ∪ B with A and B disjoint non-empty
open sets. Since S is nowhere dense, we have ClP A ∪ ClP B = P . Then, being P
connected, there exists x ∈ ClP A∩ClP B. Hence we have that x ∈ S and Stx P −S
meets both A and B. So we get a disconnection of Stx P − S, which cannot exist
due to the goodness of S. 
Proposition 1.4. Let P be a polyhedron and S ⊂ P be a nowhere dense sub-
polyhedron. Then S is a good subpolyhedron of P if and only if one of the following
equivalent properties holds:
(1) Stx S is a good subpolyhedron of Stx P for every x ∈ S;
(2) Lkx P is connected and Lkx S is a good subpolyhedron of Lkx P for every x ∈ S.
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Proof. First of all we observe that, since S is nowhere dense in P , also Stx S
and Lkx S are nowhere dense respectively in Stx P and Lkx P for every x ∈ S.
Now we prove that (1) holds when S is good in P . Being the definition of
good subpolyhedron local in nature, for every x ∈ S the goodness of the open
star Stx S − Lkx S ⊂ Stx P − Lkx P is inherited by that of S ⊂ P (notice that
Stx S−Lkx S = (Stx P −Lkx P )∩S for sufficiently small stars). Then, the goodness
of Stx S ⊂ Stx P follows from the conical structure of stars.
To prove that (1) implies (2), we fix a point x ∈ S and assume that Stx S is
good in Stx P . As above, the conical structure of stars allows us to see that Lkx S
is good in Lkx P . Moreover, Stx P − Stx S is connected by Proposition 1.3 and by
deformation retraction Lkx P−Lkx S is connected too. Therefore Lkx P is connected,
since Lkx P − Lkx S is a dense subspace of it.
Finally, (2) implies that S ⊂ P is good, by Lemma 1.1 and Proposition 1.3. 
We remark that property (2) in the previous Proposition could be used to give an
inductive definition of good subpolyhedron. The induction would be on the (local)
dimension of the ambient polyhedron, starting from the case of dimension 0, where
no good subpolyhedron exists.
Proposition 1.5. Let P be a polyhedron and S ⊂ P be a subpolyhedron.
If S is union of good subpolyhedra of P , then S is a good subpolyhedron of P .
Proof. Since goodness is a local property, it suffices to consider the case when P
is finite dimensional and S is a finite union of good subpolyhedra of P . By induction
on the number of such subpolyhedra, we can further reduce ourselves to the special
case of S = S1 ∪ S2 with S1, S2 ⊂ P good subpolyhedra.
The proof that S is good in P proceeds by induction on the dimension of P . The
base of the induction is trivially given by dimP = 0. So, we assume dimP > 0 and
use Proposition 1.4 to perform the inductive step. Clearly, S is nowhere dense in
P . Now, given any point x ∈ S, we have that Lkx P is connected since x is a point
of the good subcomplex (S1 or S2) of P . Moreover, Lkx S1 and Lkx S2 are good
subpolyhedra of Lkx P and hence Lkx S = Lkx S1 ∪ Lkx S2 is a good subpolyhedron
in Lkx P by the inductive hypothesis, being dimLkx P < dimP . 
Branched coverings
In order to define the notion of branched covering, we need some terminology
concerning a non-degenerate PL map f : P → Q between polyhedra. We call x ∈ P
a regular point for f if the restriction f| : Stx P → Stf(x)Q is a homeomorphism.
Otherwise, we call x a singular point for f . Then, the singular set Sf ⊂ P , consisting
of all the singular points for f , is a subpolyhedron of P . We also consider the sub-
polyhedron Bf = f(Sf ) ⊂ Q, that we call the branch set of f , and the subpolyheron
S ′f = Cl(f
−1(Bf )−Sf ) ⊂ P , that we call the pseudo-singular set of f . Furthermore,
just for notational convenience, we put Tf = Sf ∪ S ′f = f−1(Bf ) ⊂ P .
By a branched covering we mean a non-degenerate PL map f : P → Q between
non-empty polyhedra, which satisfies the following properties:
(1) Sf is a good subpolyhedron of P ;
(2) Bf is a good subpolyhedron of Q;
(3) Q is connected.
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We point out that, contrary to the Fox’s definition of branched covering, our
definition does not require the covering polyhedron P to be connected. This choice
turns out to be more convenient for the present purposes. However, as Fox himself
observes in the first footnote at page 250 of [7], this is not an essential point (being
relevant only in defining the universal ordinary covering). It is also worth observing
that, according to our definition, a PL map f : P → Q is a branched covering if
and only if its restriction f| : C → Q is a branched covering for every connected
component C of P . On the other hand, the connectedness of the base polyhedron
Q is needed for describing the covering in terms of its monodromy.
Actually, in the Fox’s definition Tf is required to be a good subpolyhedron of
P , instead of Sf . But, in the light of Proposition 1.8 below, this does not make a
real difference.
Proposition 1.6. Let f : P → Q be a branched covering. Then f is a surjec-
tive open map and Tf (resp. Bf) has local codimension ≥ 2 in P (resp. Q).
Proof. Since f is a closed map (as any PL map), while restriction f| : P−Sf → Q
is an open map, by the very definition of Sf , we have that f(P −Tf ) is a non-empty
open and closed subset of Q − Bf . On the other hand, according to Proposition
1.3, properties (2) and (3) of branched coverings imply that Q − Bf is connected.
Then f(P − Tf) = Q− Bf and hence f is surjective, being Bf nowhere dense.
The same argument above, with Stx P and Stf(x) respectively in place of P and
Q, allows us to see that the restriction f| : Stx P → Stf(x)Q is surjective for every
x ∈ P . This proves that f is an open map.
Now, let K and L triangulations respectively of P and Q with respect to which
f is a simplicial map, and let H ⊂ K the subcomplex such that Sf = |H|.
Then, taking into account that f is non-degenerate, the second part of the
statement is the same as saying that any top simplex σ ∈ H of dimension m is a face
of an (m+2)-simplex of K. By the contrary, assume that this is not the case. Then,
all the top simplexes of K containing σ have dimension m+1 (remember that Sf is
nowhere dense in P ). Moreover, there is exactly one such top simplex ofK, otherwise
Sf locally disconnect P (while it does not, being good in P by Proposition 1.2).
But this easily implies that σ 6∈ H . 
The next proposition says that for a non-degenerate PL map the property of be-
ing a branched covering is a local one and it can be detected by looking at stars/links,
similarly to what happens for goodness of subpolyhedra (cf. Lemma 1.1 and Propo-
sition 1.4). We emphasize that the same is not true without assuming from the
beginning that the map is PL.
Proposition 1.7. Let f : P → Q be a non-degenerate PL map between poly-
hedra and assume that Q is connected. Then f is a branched covering if and only if
one of the following equivalent properties holds:
(1) Stx f = f| : Stx P → Stf(x)Q is a branched covering for every x ∈ Sf ;
(2) Lkx f = f| : Lkx P → Lkf(x)Q is a connected branched coverings for every
x ∈ Sf .
Proof. First of all we observe that, given f as in the statement and x ∈ P , both
the restrictions Stx f and Lkx f are non-degenerate PL maps. Then, the equivalence
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between properties (1) and (2) in the statement can be deduced from the conical
structure of f at x, by means of Proposition 1.4. In particular, the connectedness of
Lkx P (resp. Lkf(x)Q) is related to the goodness of S Stx f at x (resp. B Stx f at f(x)).
On the other hand, a direct inspection shows that Stx Sf = S Stx f for every
x ∈ Sf and Sty Bf = ∪x∈f−1(y)B Stx f for every y ∈ Bf . These equalities easily imply
that f is a branched covering if and only if it satisfies property (1) in the statement,
by Propositions 1.2, 1.4 and 1.5. 
We notice that properties (1) and (2) in the previous Proposition concern only
the singular points of the map. However, the same properties hold by definition for
the regular points, except for the fact that the links are not necessarily connected
at those points. Moreover, property (2) could be used to give an inductive definition
of branched covering. The induction starts in dimension ≤ 1, where singular points
cannot exist and branched coverings are the same as PL ordinary coverings, while
the local models in dimension ≥ 2 are cones of PL homeomorphisms or branched
coverings between connected compact polyhedra.
In particular, the first non-trivial local models appear in dimension 2 and they
are given by the canonical projections pik : D
2 → D2/Zk with k ≥ 2, where the
action of Zk on the open disk D
2 is generated by the rotation of 2pi/k radians at
the origin. These are the only local models for branched coverings between surfaces.
Actually, all the local models for branched coverings between PL m-manifolds at
the singular points where the singular set is a locally flat PL (m − 2)-submanifold
are obtained by crossing the pik’s with the identity of D
m−2.
Now we want to provide the Fox’s characterization of branched coverings as
completions of ordinary coverings. But first we need a technical result concerning
the behavior of good subpolyhedra with respect branched coverings, in order to
recover the Fox’s definition of branched coverings, as discussed above.
Proposition 1.8. Let f : P → Q be a branched covering and S ⊂ P be a
subpolyhedron. Then S is a good subpolyhedron of P if and only if f(S) is a good
subpolyhedron of Q. In particular, Tf is a good subpolyhedron of P .
Proof. Since both the notions of branched covering and good subpolyhedron are
local in nature, it is enough to deal with the case when dimP = dimQ is finite.
Then, we can proceed by induction on such dimension, starting from the trivial case
of dimension 0.
To prove the inductive step for dimension ≥ 1, we observe that Lkx f : Lkx P →
Lkf(x)Q is a branched covering between polyhedra of lower dimension for every x ∈ S
(see Proposition 1.7 and the discussion following it). Thus Lkx S is good in Lkx P
if and only if f(Lkx S) is good in Lkf(x)Q, by the inductive hypothesis. Moreover,
Lkx P is connected if and only if Lkf(x)Q is connected (both links are connected
if x ∈ Sf , otherwise they are homeomorphic). Then the thesis can be obtained
by using Propositions 1.7, 1.4 and 1.5 and taking into account that Lky f(S) =
∪x∈f−1(y)f(Lkx S) for every y ∈ f(S). 
Given a branched covering f : P → Q, the restriction g = f| : P −Tf → Q−Bf
is a PL ordinary covering. In fact, StyQ is evenly covered for every y ∈ Q−Bf , by
the very definition of branch set.
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As a consequence of the connectedness of Q − Bf , all the fibers of g have the
same cardinality n ≤ ∞. We define the degree of f by putting d(f) = n and call
monodromy of f the usual monodromy homomorphism ωf : pi1(Q−Bf )→ Σd(f) of
the covering g. In the light of Proposition 1.7, we also define the local degree of f
at x ∈ P as dx(f) = d(Stx f) and the monodromy ωf,y : pi1(Sty L − Bf) → Σd(f)
of f at y ∈ Q as that of the restriction of f over StyQ. Of course, ωf and ωf,y are
determined only up conjugation in Σd(f), depending on the numbering of the sheets
and on the choice of the base point.
The local degree dx(f), differently from the degree d(f), is always finite for every
x ∈ P , due to the local compactness of polyhedra. Hence, the monodromy ωf,y has
finite orbits (i.e. Imωf,y 6 Σd(f) has finite orbits as a group of permutations) for
every y ∈ Q. In fact, such orbits correspond to the restrictions Stx f with x ∈ f−1(y).
Actually, the covering space P and the branched covering f can be reconstructed
from the other data, namely from Q and g or equivalently from Q and ωf . This can
be done by the following completion criterion provided by Fox in [7].
Proposition 1.9. Let Q be a connected polyhedron, B ⊂ Q be a good sub-
polyhedron and g : R→ Q− B be a PL ordinary covering, whose monodromy ωg,y
at y has finite orbits for every y ∈ B. Then there exist a simplicial complex P , a
good subpolyhedron T ⊂ P , a PL homeomorphism h : P − T → R and a branched
covering f : P → Q uniquely determined up to PL homeomorphisms, such that
f| : P − T → Q− B coincides with g ◦ h.
Proof. This proposition is nothing more than a restatement in our context of
the combination of three theorems of [7], namely the two theorems of Section 3,
concerning existence and uniqueness of the completion in the general context of
spreads, and the first theorem of Section 6, about the simplicial case. 
According to Fox, we call the branched covering f given by the above proposition
the completion of the ordinary covering g over the complex Q. The discussion above
tells us that any branched covering is the completion of the corresponding ordinary
covering.
The following elementary results about compositions, factorizations and pull-
backs of branched coverings will be extensively used to define branchfolds and deal
with them.
Proposition 1.10. Let f : P → Q, g : Q→ R and g ◦f : P → R be PL maps
between polyhedra and assume that Q is connected. If any two of the three maps f ,
g and g ◦f are branched coverings, then also the third one is a branched covering.
Proof. Taking into account that Sg◦f = Sf ∪ f−1(Sg) and Bg◦f = g(Bf) ∪ Bg,
the assertion can be easily proved by using Propositions 1.2, 1.5, 1.6 and 1.8. 
Corollary 1.11. If f : P → Q and g : Q→ R are branched coverings and g
has finite degree, then the composition g ◦f : P → R is a branched covering.
Proof. Since g has finite degree, the fact that f and g are PL maps implies that
also the composition g ◦f is a PL map (cf. [15]). Then the corollary is an immediate
consequence of the previous proposition. 
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Given two branched coverings f1 : P1 → Q and f2 : P2 → Q with P1 and P2
connected, we define their pullback as follows. We put B = Bf1 ∪ Bf2, R1 =
P1 − f−11 (B) and R2 = P2 − f−12 (B). By Propositions 1.5 and 1.8, these are good
subpolyhedra of Q, P1 and P2 respectively. Then, we consider the fiber product of
g1 = f1| : R1 → Q − B and g2 = f2| : R2 → Q − B, consisting of the polyhedron
R = {(x1, x2) ∈ R1×R2 | g1(x1) = g2(x2)} together with the projections pi1 : R→ R1
and pi2 : R → R2. The maps pi1, pi2 and g = g1 ◦ pi1 = g2 ◦ pi2 : R → Q − B
are ordinary coverings. Hence we can apply Proposition 1.9 to get the correspond-
ing completions p1, p2 and f . In particular, f is a branched covering of degree
d(f) = d(f1) d(f2), with branch set Bf = Bf1 ∪ Bf2 and monodromy ωf =
ωf1 × ωf2 : pi1(Q − Bf ) → Σd(f1) × Σd(f2) ⊂ Σd(f1) d(f2). Now, by the uniqueness
of completions the branched coverings p1, p2 and f can be assumed to share the
same covering space P . In this way, they fit into the following commutative diagram
of branched coverings, that is f = f1 ◦ p1 = f2 ◦ p2.
(1)
We call f : P → Q the pullback of the connected branched coverings f1 : P1 → Q
and f2 : P2 → Q. We emphasize that, in spite of the assumption that P1 and P2 are
connected, P is not necessarily connected. It is also worth remarking that actually
the diagram above is not a pullback in the category of PL maps. However, according
to next Proposition 1.12, it is a pullback in the category of branched coverings (cf.
[8] and [13] for some very special cases).
Proposition 1.12. Let f1 : P1 → Q and f2 : P2 → Q be connected branched
coverings and f : P → Q be their pullback. Then any branched covering f ′ : P ′ → Q
which factors through f1 and f2 also factors through f . In other words, if there exist
branched coverings p′1 : P
′ → P1 and p′2 : P ′ → P2 such that f ′ = f1 ◦ p′1 = f2 ◦ p′2,
then there exists a PL map p′ : P ′ → P such that f ′ = f ◦ p′. Hence, the diagram
below is commutative. Moreover, p′ restricts to a branched covering over each con-
nected component of P .
(2)
Proof. We consider the subpolyhedra B = Bf ∪ Bf ′ = Bf1 ∪ Bf2 ∪ Bf ′ ⊂ Q,
R1 = P1 − f−11 (B) ⊂ P1, R2 = P2 − f−12 (B) ⊂ P2, R = P − f−1(B) ⊂ P and
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R′ = P ′−f ′−1(B) ⊂ P ′, which are good by Propositions 1.5 and 1.8, and the ordinary
coverings g1 = f1| : R1 → Q − B, g2 = f2| : R2 → Q − B, g = f| : R → Q − B
and g′ = f ′| : R
′ → Q − B. Since g′ factorizes through g1 and g2, we have that
g′∗(pi1(R
′, x′)) 6 g1∗(pi1(R1, x1)) ∩ g2∗(pi1(R2, x2)) = g∗(pi1(R, x)) 6 pi1(Q − B, y),
for any base points x = (x1, x2) ∈ R and x′ ∈ R′ such that p′1(x′) = x1 and
p′2(x
′) = x2 (hence f
′(x′) = f(x) = y ∈ Q−B). This allows us to lift componentwise
g′ through g in order to get an ordinary covering h : R′ → R = P−f−1(B) such that
g′ = g ◦h. Then the wanted branched covering p′ can be obtained as the completion
of h over P , by Proposition 1.9. The uniqueness of completions and liftings gives
the commutativity of the diagram, while the last part of the statement is true by
construction. 
Good actions
Here we recall some basic facts about regular branched coverings and consider
the related notion of good action. We also specialize to the regular case some of the
results of the previous subsection.
A branched covering f : P → Q is called regular if there is a group G a PL
automorphisms of P and a PL homeomorphism h : P/G→ Q such that f = h ◦ piG,
where piG : P → P/G is the canonical projection.
Before going on, we provide an intrinsic characterization of the PL actions on
a polyhedron whose canonical projection is a branched covering. We formally intro-
duce such actions in Definition 1.13 below, since they are crucial for the notion of
branchfold considered in the next section.
Given a polyhedron P and a group G of PL automorphisms of P , the projection
piG : P → P/G is a non-degenerate PL map onto a polyhedron P/G if and only if the
action of G on P is properly discontinuous, meaning that for any compact subpoly-
hedron C ⊂ P there are only finitely many g ∈ G such that g(C)∩C 6= 6O. In fact, a
standard argument shows that this is in turn equivalent to the existence of a triangu-
lation P = |KG| which makes the action simplicial (i.e. g : KG → KG is simplicial for
every g ∈ G). In this case, piG is simplicial with respect to K ′′G (the second barycen-
tric subdivision of KG) and its singular set SpiG is a G-invariant subpolyhedron of P
triangulated by a subcomplex of K ′′G. By its very definition, SpiG consists of all the
points x ∈ P whose stabilizer Gx is bigger than the stabilizer GStx P of Stx P (the
set of elements of G which fix Stx P pointwise).
In order to simplify the notation, in the following we will write SG and BG for
indicating the corresponding subpolyhedra SpiG = TpiG (the equality is due to the
G-invariance of SpiG) and BpiG associated to the canonical projection piG.
Definition 1.13. By a good action of a group G on a polyhedron P we mean
an effective properly discontinuous PL action of G on P , such that SG is a good
subpolyhedron of P .
Proposition 1.14. Let P be a polyhedron with an effective PL action of a
group G on it, such that P/G is connected. Then, the action is good if and only if
the canonical projection piG : P → P/G is a branched covering.
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Proof. Taking into account the above observations, the only non-trivial fact to
be proved is that the branch set piG(SG) of piG is a good subpolyhedron of P/G
when the action of G on P is good. In fact, the G-invariance of SG implies that
StpiG(x) P/G − piG(SG) = piG(Stx P − SG) for every x ∈ SG. Therefore the goodness
of piG(SG) ⊂ P/G can be derived from that of SG ⊂ P , by using Proposition 1.1. 
We observe that, if f : P → Q is a regular branched covering, then any restric-
tion f| : C → Q to a connected component C of P is still a regular branched
covering. Namely, if f ∼= piG : P → P/G, then f| ∼= piH : C → C/H , where H is
the group of PL automorphisms of C consisting of the restrictions of those g ∈ G
such that g(C) = C. Moreover, up to PL homeomorphisms, the branched covering
f| : C → Q does not depend on the choice the component C, since the subgroups
of G leaving invariant different components of P are conjugate in G. So, it makes
sense to call f| : C → Q the connected restriction of the regular branched covering
f : P → Q.
In the light of the observation we have just made, the rest if this subsection is
focused on branched coverings whose covering space is connected. For the sake of
brevity, we call them connected branched coverings.
By using completions, it can be easily shown that a connected branched covering
f : P → Q is regular if and only if the associated ordinary covering g = f| : P−Tf →
Q−Bf is regular, or equivalently g∗(pi1(P −Tf )) is a normal subgroup of pi1(Q−Bf )
(of course, here we could replace Bf and Tf respectively with R and p
−1(R), where
R ⊂ Q is any good subpolyhedron of Q containing Bf ). Moreover, if this is the case
and f is induced by the action of a group G on P , then the lifting properties of the
connected ordinary covering g imply that the singular set Sf = SG consists of all
the points x ∈ P whose stabilizer Gx is non-trivial.
Now, we prove some properties of restrictions and factorizations of connected
regular branched coverings. In particular, we introduce the notion of regularization
and characterize those connected branched coverings which admit a regularization,
meaning that they fit into a factorization of a regular one.
Proposition 1.15. Let f ∼= piG : P → Q be the connected regular branched
covering induced by a good action of G on P . Then the restriction f| : S → T to
connected open subspaces S ⊂ P and T ⊂ Q is still a (connected regular) branched
covering if and only if S is a connected component of f−1(T ). In this case, f| ∼= piH
is induced by the good action of the subgroup H = {g ∈ G | g(S) = S} 6 G on S
given by restriction.
Proof. Taking into account Propositions 1.3 and 1.9, the first part of the state-
ment can be derived from the analogous property of connected ordinary coverings by
completion. On the other hand, the second part follows from Proposition 1.14, once
we observe that f| : S → T represents the connected restriction of f| : f−1(T )→ T
and that the action of H on S is effective, due to the fact that a deck transformation
of a connected ordinary covering is uniquely determined by the image under it of
any given base point. 
Proposition 1.16. Let P be a connected polyhedron with a good action of a
group G on it. Then the restriction of the action to any subgroup H 6 G is still
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good. Moreover the canonical projection pi : P/H → P/G is a branched covering,
which is regular if and only if H is normal in G. On the other hand, every branched
covering f : P → Q factorizing the canonical projection piG : P → P/G is regular,
being PL homeomorphic to piH : P → P/H for a subgroup H 6 G.
Proof. Given a subgroup H 6 G as in the statement, we have SH ⊂ SG. Then
the restriction of the action of G to H is good by Proposition 1.2. Hence pi is a
branched covering by Propositions 1.10 and 1.14. Rest of the statement can be
obtained by completion, using Propositions 1.9 and 1.10, after noticing that the
claimed facts hold for ordinary coverings. 
By a regularization of the connected branched covering f : P → Q we mean any
connected regular branched covering r : R→ Q which factorizes as r = f ◦s for some
(regular) branched covering s : R→ P . We call r the minimal regularization of f if
it also satisfies the universal property that, for any other connected regular branched
covering r′ = f ◦ s′ : R′ → Q, there exists a (regular) branched covering t : R′ → R
fitting into the commutative diagram below (as a consequence, if such minimal
regularizations exists, then it is uniquely determined up to PL homeomorphisms).
(3)
Proposition 1.17. A connected branched covering f : P → Q has a regu-
larization if and only if the monodromy ωf,y of f at y is finite (has finite image
Imωf,y 6 Σd(f)) for every y ∈ Q. In this case, there also exists the minimal regular-
ization of f , which has finite degree when f has finite degree.
Proof. Assume that f has a regularization r = f ◦s : R→ Q and that this is PL
homeomorphic to the canonical projection piG : R→ R/G induced by a good action
of G on R. For any y ∈ Q, the restrictions Stx r with x ∈ r−1(y) are equivalent
under the action of G, hence their monodromies ωStx r are all conjugate in Σd(r).
As a consequence, since such monodromies have pairwise disjoint supports, ωr,y is
isomorphic to any single one of them and therefore it is finite. On the other hand, ωr,y
is invariant under the action of G on {1, . . . , d(r)} induced by the numbering of the
sheets. So, we can quotient it by the action of the subgroupH 6 G which corresponds
to the regular branched covering s according to Proposition 1.16. This quotient
coincides with ωf,y, up to identification of {1, . . . , d(f)} with {1, . . . , d(r)}/H . Then,
ωf,y is finite.
Viceversa, assume that the monodromy ωf,y of f at y is finite for every y ∈ Q.
Then, Proposition 1.9 guarantees the existence of the completion over Q of the
ordinary covering of Q−Bf , whose fiber is Σd(f) and whose monodromy is ωf acting
on Σd(f) by right translations. This completion is regular just because the original
ordinary covering is a regular. Namely, it is PL homeomorphic to the canonical
projection induced by the good action of Σd(f) on R given by inverse left translations
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on the non-singular fibers. However it could not be connected, so we consider its
connected restriction r : R→ P and the corresponding good action of G 6 Σd(f) on
R. This is a regularization of f . In fact, a factorizing covering s : R→ P , such that
r = f ◦ s, can be realized by restricting that good action to the subgroup H 6 G
consisting of those elements of G which fix any given point in R− Tr.
To prove the existence of the minimal regularization f , we consider the regular
ordinary covering o : O → Q − Bf such that M = Im o∗ is the largest normal
subgroup of pi1(Q−Bf) contained in f|∗(pi1(P − Tf )). If f admits a regularization r
as above, then Bf ⊂ Br and the inclusion i : Q−Br → Q−Bf induces a surjective
homomorphism i∗ : pi1(Q − Br) → pi1(Q − Bf ), due to the fact that Br is a good
subpolyhedron of Q. Therefore the restriction r| : R − Tr → Q − Br factorizes
through o, being (i ◦ r|)∗(pi1(R − Tr)) 6 M where i : Q − Br → Q − Bf is the
inclusion. This implies that o satisfies the monodromy hypothesis of Theorem 1.9
and hence it can be completed to a regular branched covering rM : RM → Q. The
same argument applies to any regularization of f to show that rM is the minimal
one. Concerning the case when f has finite degree d, it suffices to observe that in this
case also the regularization constructed above has finite degree ≤ d! and a fortiori
the same holds for the minimal one. 
We conclude this subsection with some facts about pullbacks of connected reg-
ular branched coverings and with the notion of connected pullback.
Proposition 1.18. Let f1 : P1 → Q and f2 : P2 → Q be connected branched
coverings and f : P → Q be their pullback, which factorizes as f = f1 ◦ p1 = f2 ◦ p2
(cf. commutative diagram 1 at page 8). If f1 (resp. f2) is regular, being induced by
a good action of a group G1 (resp. G2) on P1 (resp. P2), then also p2 (resp. p1) is
regular, being induced by the lifting of the given action to a good action of the same
group on P . On the other hand, if both f1 and f2 are regular as above, then also
f : P → Q is regular, being induced by the natural good action of G1 ×G2 on P .
Proof. Since we defined the pullback of f1 and f2 as completion of the standard
pullback of certain restrictions of them, the statement can be derived by completion,
using Proposition 1.9, from the usual pulling back group actions through maps. 
As a consequence of Proposition 1.18, in the case when at least one of the con-
nected branched coverings f1 : P1 → Q and f2 : P2 → Q is regular, the restrictions
of their pullback f : P → Q to the connected components of P are all equivalent up
to PL homeomorphisms (the same holds for the projections p1 and p2 in diagram 1).
We call any such a restriction the connected pullback of f1 and f2.
We notice that the connected pullback of f1 and f2 can be thought as the com-
position of the connected restriction of the regular branched covering p2 (resp. p1)
in diagram 1 with f2 (resp. f1), if f1 (resp. f2) is regular, while it coincides with
the connected restriction of the pullback of f1 and f2 as branched coverings, if
they are both regular. From a different perspective, it is worth emphasizing that
the connected pullback of f1 and f2 is the completion of the ordinary covering
g : R → Q − B such that B = Bf1 ∪ Bf2 and g∗(pi1(R)) = f1|∗(pi1(P1 − f−11 (B))) ∩
f2|∗(pi1(P2 − f−12 (B))) (cf. proof of Proposition 1.12).
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Proposition 1.19. Let f1 : P1 → Q and f2 : P2 → Q be connected branched
coverings, at least one of which is regular, and f : P → Q be the connected pullback
of them. Then f1, f2 and f fit into a commutative diagram of connected branched
coverings like diagram 1 at page 8, which satisfies the universal pullback property
in the category of the connected branched coverings (cf. Proposition 1.12).
Proof. This immediately follows from Propositions 1.12 and 1.18. 
Pseudo-manifolds
Most of the polyhedra we will deal with in the next section, in particular branch-
folds themselves, belong to a particular class of polyhedra called pseudo-manifolds.
By an m-dimensional pseudo-manifold we mean a polyhedron P having a trian-
gulation K with the following properties, which in this case actually hold for any
triangulation K of P :
(1) any top simplex of K has dimension m (P is homogeneously m-dimensional);
(2) any (m− 1)-simplex of K is a face of exactly two m-simplexes of K;
(3) Pm−2 = |Km−2| (the underlying space of the (m − 2)-skeleton of K) is a good
subpolyhedron of P .
Moreover, P is said to be orientable if the top simplexes of K can be coherently
oriented (coherence being required as usual for any two top simplexes sharing an
(m− 1)-face), while it is said to be locally orientable if this can be done for the top
simplexes of the star St(x,K) for each vertex x of K. Such a coherent orientation
of the top simplexes of P (resp. of St(x,K)) is called an orientation (resp. a local
orientation) of P .
Of course, PL manifolds without boundary are special examples of locally ori-
entable pseudo-manifolds. Viceversa, pseudo-manifolds are PL manifolds with cer-
tain local singularities in codimension > 2, being locally Euclidean at the points in
the interior of all the simplexes of codimension ≤ 2. In particular, locally orientable
orbifolds without boundary are locally orientable pseudo-manifolds.
We notice that our definition of pseudo-manifold is not completely standard. In
fact, instead of property (3) it is usually required that the connected components of
P are strongly connected, meaning that top simplexes of K in the same component
can be joined by a finite chain of top simplexes of K, where any two consecutive of
them share an (m− 1)-face. By Proposition 1.3, this last fact follows from property
(3), but the viceversa does not hold. So, in this respect our notion of pseudo-manifold
is more restrictive than the usual one.
On the other hand, property (3) presents the advantage of being local in na-
ture. Then, according to our definition, any open subspace of a pseudo-manifold
is still a pseudo-manifold of the same dimension. Moreover, we have the following
proposition.
Proposition 1.20. Let f : P → Q be a branched covering. Then P is a
pseudo-manifold of dimension m if and only if Q is a pseudo-manifold of the same
dimension m. In this case, orientability (resp. locally orientability) of Q lifts to P .
Proof. This is an immediate consequence of Propositions 1.6 and 1.8. 
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We also notice that properties (1) to (3) of a pseudo-manifold P holds for a
triangulation K of P if and only if they hold for any subdivision K ′ of K (in
particular, for property (3) this follows from the fact that no (m−2)-subpolyhedron
can disconnect an m-manifold). Hence, we can conclude that those properties also
hold for any triangulation of P .
As a consequence, we have that a subpolyhedron S ⊂ P is good if and only if
it has local codimension ≥ 2. In fact property (2) implies that a good subcomplex
cannot contain any codimension 1 simplex, viceversa any subpolyhedron of codi-
mension ≥ 2 is good by property (3) and Proposition 1.2, being contained into a
codimension 2 skeleton.
In the light of this characterization of good subpolyhedra, all the previous sub-
sections would become simpler in the context of pseudo-manifolds. In particular, the
following two propositions just rewrite the very definition of branched covering and
good action in such context.
Proposition 1.21. Let f : P → Q be a non-degenerate PL map between
pseudo-manifolds of dimension m and assume that Q is connected. Then f is a
branched covering if and only if dimSp ≤ m− 2 and dimBp ≤ m− 2.
Proposition 1.22. Let P be pseudo-manifold of dimension m. Then a prop-
erly discontinuous action of a group G on P is a good action if and only if
dimSG ≤ m − 2. In particular, any properly discontinuous orientation preserving
action on an orientable pseudo-manifold is good.
2. Branchfolds
This section is entirely devoted to introduce the notion of branchfold and to
prove some fundamental results about branchfolds spaces and related maps. We will
consider only branchfolds without boundary. However, the extension to the bounded
case is straightforward.
Branchfolds generalize locally orientable orbifolds without boundary, in that
they admit a much wider class of singularities. These include codimension two cone
singularities with any rational angle of 2kpi/h radians, with h and k positive coprime
integers, instead of only those of 2pi/h radians allowed for orbifolds.
The idea is just to define an m-dimensional branchfold as a spaces covered by
open sets U modelled by two regular branched coverings V ← P → U with V open
in Rm, rather than only one V → U like in the orbifold case.
The basic example is when all the spaces U , P and V coincide with the open
disk D2 and the two regular branched coverings are ph and pk, respectively induced
by the cyclic actions on D2 generated by the rotations of 2pi/h and 2pi/k radians,
with h and k coprime positive integers. This example is depicted in Figure 1.
It is worth remarking that the two group actions modelling a branchfold chart
are always required to generate a single effective action on P as in the above example,
but in general this is not the direct (or even a semidirect) product of them.
As we will see, the setup of these local data, the branchfold charts, requires a
quite long preparatory work, mainly in order to see how they can be glued together
to give a branchfold structure. In principle this is done in the same way as for
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orbifolds, but details are more complicate, since we have to take into account of two
group actions instead of only one.
Charts and structures
Let X be a polyhedron. We want to endow X of an m-branchfold structure. The
first step in this direction is to give a local characterizations of such a structure in
terms of branchfold charts.
Definition 2.1. An m-branchfold chart on X is a sextuple (U, ϕ, P, ψ, V,G),
where: U ⊂ X and V ⊂ Rm are both open; P is a connected polyhedron; G = HK is
a finite group generated by the subgroup H 6 G and the normal subgroup K 6G;
a good action of G on P is given, such that ϕ : U → P/H is a PL homeomor-
phism and ψ : P/K → V is a piecewise regular smooth homeomorphism letting the
induced action of G/K on P/K correspond to an orientation preserving smooth
action on V .
(4)
The commutative diagram shows the relevant actions and maps related to a
branchfold chart as in the definition. In particular, piG, piH and piK respectively are
the canonical projections of the good action of G on P and of its restrictions to H
and K. On the other hand, piG/K is the canonical projection of the induced action
of G/K on P/K (the existence of this last action is the only reason for requiring
that K is normal in G). According to Proposition 1.16, all these maps are regular
branched coverings, while pi is a (possibly irregular) branched covering.
Figure 1.
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For the sake of simplicity, in a branchfold chart as above we identify P/H with
U ⊂ X and P/K with V ⊂ Rm respectively through ϕ and ψ. We also put pH =
ϕ−1 ◦ piH , pG/K = piG/K ◦ ψ−1, pK = ψ ◦ piK and p = pi ◦ ϕ, to get the simplified
commutative diagram below. In this way, we can omit ϕ and ψ from the notation
and denote the branchfold chart by the quadruple (U, P, V,G = HK), where the
subgroups H 6 G and K 6G are explicitly indicated.
(5)
We remark that all the polyhedra in the above diagram are orientable pseudo-
manifolds. This is trivially true for V , while it follows from Proposition 1.20 for
P . Moreover, since the action of G/K is orientation preserving by assumption, also
the actions of G on P is orientation preserving. So, we can apply Proposition 1.20
once again to conclude that P/G and U are orientable pseudo-manifolds. Actually,
P/G ∼= V/(G/K) is a locally orientable orbifold.
Two branchfold charts (U1, P1, V1, G1 = H1K1) and (U2, P2, V2, G2 = H2K2) are
called isomorphic if there is an isomorphism η : G1 → G2, such that η(H1) = H2
and η(K1) = K2, and an η-equivariant PL homeomorphism h : P1 → P2 inducing
a diffeomorphism V1 ∼= V2. Moreover, those charts are called strongly isomorphic if
U1 = U2 and the PL homeomorphism U1 ∼= U2 induced by h is the identity.
Definition 2.2. An m-branchfold chart (U ′, P ′, V ′, G′ = H ′K ′) is called a re-
striction of the m-branchfold chart (U, P, V,G = HK), if pH′ and pK ′ are restrictions
of pH and pK respectively to the open subspaces U
′ ⊂ U , P ′ ⊂ P and V ′ ⊂ V .
Propositions 1.15 and 1.16 tell us that H ′ 6 H and K ′ 6 K, and that the
action of G′ 6 G on P ′ is the restriction of that of G on P . More precisely, we have
H ′ = {h ∈ H | h(P ′) = P ′} 6 H and K ′ = {k ∈ K | k(P ′) = P ′} 6 K. However,
we warn the reader that G′ 6 {g ∈ G | g(P ′) = P ′}, but in general these two groups
do not coincide (cf. example in Figure 2 at page 21).
The commutative diagram below, where P ′/G′ → P/G is the composition of the
inclusion P ′/G′ ⊂ P/G′ with the canonical projection P/G′ → P/G, summarizes
how the restriction chart is related to the original one.
Of course, chart restriction is a transitive and anti-symmetric binary relation,
hence it induces a partial order on the set of all branchfold charts.
It is worth remarking that a chart restriction as above there always exists with
U ′ an arbitrarily small open neighborhood of any given x ∈ U . When consider-
ing local models, we will see that such a chart can be chosen to be very spe-
cial, while here we limit ourselves to derive its existence from the fact that the
map p : U → P/G in diagram 5 at page 16 is a spread in the sense of Fox [7].
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(6)
This means that the connected components of the counterimages under p of the
open subsets of P/G form a basis for the topology of U . Thus, we can find a con-
nected open subset W ⊂ P/G such that p(x) ∈ W and the connected component
U ′ of p−1(W ) containing x is arbitrarily small. Then, we define (U ′, P ′, V ′, G′ =
H ′K ′), by putting P ′ to be any connected component of p−1H (U
′), V ′ = pK(P
′),
H ′ = {h ∈ H | h(P ′) = P ′} and K ′ = {k ∈ K | k(P ′) = P ′}. This is a branchfold
chart by Proposition 1.15.
The reader should be aware that the restriction chart we have just constructed
is not a generic one, due to the special property that piG| : P
′ → piG(P ′) = W is
a regular branched covering, being P ′ a connected component of pi−1G (W ) (cf. Propo-
sition 1.15). This implies that the map P ′/G′ → P/G can also be thought as the
composition of a regular branched covering P ′/G′ → piG(P ′) with the inclusion
piG(P
′) ⊂ P/G. We will refer to such a restriction as a special restriction.
Now, we want to consider equivalent two m-branchfold charts when they give
isomorphic local singularities on the base space X , independently on the specific
polyhedra and good actions used to describe them. This equivalence relation is
generated by that of domination defined here below.
Definition 2.3. An m-branchfold chart (U, P ′, V, G′ = H ′K ′) is said to domi-
nate the m-branchfold chart (U, P, V,G = HK), which in turn is called a reduction
of the first, if there exists a PL map f : P ′ → P such that pH′ = pH ◦ f and
pK ′ = pK ◦ f .
In this case f is a regular branched covering. Namely, we can apply Propositions
1.10 and 1.16 to the factorizations pK ′ = pK ◦ f and pH′ = pH ◦ f , in order to get a
normal subgroup N 6 G′ contained in H ′ ∩K ′, such that f ∼= piN : P ′ → P ′/N ∼=
P , G′/N ∼= G and, up to these isomorphisms, we have the following commutative
diagram.
(7)
Viceversa, any normal subgroup N 6 G′ contained in H ′ ∩ K ′ gives raise in
this way to domination of (U, P ′, V, G′ = H ′K ′) on (U, P ∼= P ′/N, V,G = HK ∼=
H ′/N K ′/N ∼= G′/N) through the map f ∼= piN .
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Like restriction, also domination is a transitive and anti-symmetric binary rela-
tion, hence it induces a partial order on the set of all branchfold charts. Moreover,
any special restriction of a domination (resp. reduction) chart is a domination (resp.
reduction) of a special restriction. This property does not hold in general, without
requiring the restrictions to be special.
Definition 2.4. Two m-branchfold charts (U, P1, V, G1 = H1K1) and (U, P2,
V, G2 = H2K2) are called equivalent when there exists a third m-branchfold chart
(U, P ′, V, G′ = H ′K ′) which dominates both of them, as in the following commutative
diagram.
(8)
In order to see that chart equivalence is a true equivalence relation, the only non-
trivial property to be verified is transitivity. Since chart domination is a transitive
relation, it suffices to show that for any two charts (U, P1, V, G1 = H1K1) and
(U, P2, V, G2 = H2K2) dominating the same chart (U, P, V,G = HK) there exists
a chart (U, P ′, V, G′ = H ′K ′) which dominates both of them. This is done in the
commutative diagram 9. We start with the regular branched coverings f1 : P1 → P
and f2 : P2 → P giving the assumed dominations. Then we consider their connected
pullback q = f1 ◦ q1 = f2 ◦ q2 : Q→ P and the minimal regularization r = piG ◦ q ◦ s :
P ′ → P/G of the composition piG◦q (which is a possibly irregular branched covering
by Corollary 1.11). The other PL maps pH′, pK ′, f
′
1 and f
′
2 are defined just by
composition. Proposition 1.17 allows us to think of r as the canonical projection piG′
of a good action of a finite group G′ on P ′. By Proposition 1.16, also pH′ and pK ′ are
regular branched coverings corresponding to the restrictions of that action to certain
subgroups H ′, K ′ 6 G′. Moreover K ′ is normal in G′, since pG/K is regular. On the
other hand, it is clear from the diagram that G′ = H ′K ′, hence we have a branchfold
chart (U, P ′, V, G′ = H ′K ′). As desired, this chart dominates (U, P1, V, G1 = H1K1)
and (U, P2, V, G2 = H2K2) respectively through f
′
1 : P
′ → P1 and f ′2 : P ′ → P2.
(9)
– 18 –
At this point, we have all the ingredients needed to express the compatibility
condition for two branchfold charts on a polyhedron X , in order to belong to the
same branchfold structure on X . So, we can proceed with our main definitions.
Definition 2.5. An m-branchfold atlas on X is a set A = {(Ui, Pi, Vi, Gi =
HiKi)}i∈ I of m-branchfold charts such that U = {Ui}i∈ I is an open covering of
X and the following compatibility condition holds: for any i, j ∈ I, x ∈ Ui ∩ Uj ,
x˜i ∈ Pi and x˜j ∈ Pj such that pHi(x˜i) = pHj (x˜j) = x, there exist two restrictions
(U, P ′i , V
′
i , G
′
i = H
′
iK
′
i) and (U, P
′
j, V
′
j , G
′
j = H
′
jK
′
j) of the charts (Ui, Pi, Vi, Gi =
HiKi) and (Uj , Pj, Vj, Gj = HjKj) respectively, with x ∈ U , x˜i ∈ P ′i and x˜j ∈ P ′j ,
which are equivalent up to strong isomorphisms of charts.
The compatibility condition is summarized in the commutative diagram 10,
where (U ′, P ′, V ′, G′ = H ′K ′) is the dominating branchfold chart which gives the
equivalence between the restrictions, V ′i
∼= V ′ ∼= V ′j represents diffeomorphisms, fi
and fj are the domination maps.
(10)
Definition 2.6. An m-branchfold (or m-dimensional branchfold) is a pair
XB = (X,B), where X is a polyhedron and B is an m-branchfold structure, mean-
ing a maximal m-branchfold atlas, on X . We will write X in place of XB, omitting
the reference to the branchfold structure, when no confusion can arise.
A standard argument shows that anym-branchfold atlas determines a unique m-
branchfold structure containing it. In fact, the compatibility condition at a fixed x ∈
X turns out to be an equivalence relation on the charts (U, P, V,G = HK) such that
x ∈ U . In particular, the main point for the transitivity is the possibility of choosing
all the restriction and domination charts in two consecutive compatibility conditions
to be based on the same open U ′ ⊂ X . This could be seen by using the special
restrictions considered at page 17 and their properties with respect to dominations
and reductions (see page 18). However, since the claimed transitivity will become
evident in the next subsection, after expressing the compatibility condition in terms
of local models (cf. observation following Definition 2.10), we do not go into the
details of the proof here.
We emphasize that m-branchfolds, like locally orientable m-orbifolds without
boundary, are particular m-dimensional pseudo-manifolds. This is a consequence of
Proposition 1.20 and of the local nature of our notion of pseudo-manifold. On the
other hand, locally orientable m-orbifolds without boundary coincide with the spe-
cial m-branchfolds which admit a branchfold atlas A = {(Ui, Pi, Vi, Gi = HiKi)}i∈ I
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such that Ki = 1 for every i ∈ I. Indeed, such branchfold charts trivially reduce to
usual orientable orbifold charts and the same is true for the compatibility condition
between any two of them (cf. [2], [12], [16] or [17]).
Finally, we say that a branchfold is orientable (resp. oriented) referring to the
underlying pseudo-manifold. Moreover, given an oriented branchfold X , by an ori-
ented chart (resp. atlas) on X we mean a chart which is (resp. an atlas whose all
charts are) oriented coherently with X .
Local models
The local model of a branchfold X at a point x ∈ X can be characterized in
terms of the conical branchfold charts centered at x which are minimal with respect
to the domination order. In fact, such charts turn out to be all isomorphic. To prove
this, we first formalize the definition of conical branchfold chart and show that all the
conical restrictions at x of a given branchfold chart are isomorphic. Then, we show
that each equivalence class of branchfold charts contains a unique representative
that is minimal in the above sense. Finally, we put these facts together to get the
claimed unicity up to isomorphism of the minimal conical charts at x.
Definition 2.7. A branchfold chart (U, P, V,G = HK) of an m-branchfold X
is called conical if P is an open cone, the action of G on P is conical (meaning that
it preserves the cone structure of P ) and the induced cone structure on V is linear.
Moreover, we say that the chart is centered at x, when x ∈ X is the apex of the
cone structure induced on U .
Up to chart isomorphisms, in a conical chart as above we can always assume
V = Rm with apex at the origin, since any starlike open set is diffeomorphic to Rm,
and G/K < SO(m) acting on Rm by Euclidean isometries, being G/K identifiable
with a finite group of orientation preserving linear isomorphisms of Rm.
Given a branchfold chart (U, P, V,G = HK) and a point x ∈ U , we can con-
struct arbitrarily small branchfold conical restrictions (U ′, P ′, V ′, G′ = H ′K ′) of
(U, P, V,G = HK) centered at x, in the following way.
Let x˜ ∈ P be any point such that pH(x˜) = x and let x = pK(x˜) ∈ V . Consider
(arbitrarily small) open stars U ′ = Stx U − Lkx U ⊂ U , P ′ = Stex P − Lkex P ⊂ P
and V ′ = Stx V −Lkx V ⊂ V , and the stabilizer Gex 6 G. Moreover, put H ′ = Hex =
H ∩ Gex 6 H , K ′ = Kex = K ∩ Gex 6 K and G′ = H ′K ′ = HexKex 6 Gex 6 G.
Proposition 1.15 tells us that (U ′, P ′, V ′, G′ = H ′K ′) is a branchfold chart, hence a
conical restriction of (U, P, V,G = HK).
We emphasize that in general G′ is a proper subgroup Gex. The simplest (conical)
chart (U, P, V,G = HK) where this happen is depicted in Figure 2. Here, H = 〈σ〉 ∼=
Z2, K = 〈ρ〉 ∼= Z2 and G = 〈σ, ρ〉 ∼= Z2 × Z2, while the heavy lines represent cone
singularities, whose angle is 2pi divided by the corresponding numeric label (this is
the index that will be introduced in Definition 2.10). Then, for any x 6= 0 along
the vertical axis of U ∼= R3 and any x˜ such that pH(x˜) = x, we have G′ ∼= 1 while
Gex = 〈σρ〉 ∼= Z2.
As it is natural to expect, all the conical restrictions of (U, P, V,G = HK)
centered at x are isomorphic. In fact, any such restriction can be obtained by the
above construction, and this turns out to be independent on the choice of the lifting
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Figure 2.
x˜, up to conjugation by an element of H (which leaves invariant both the subgroups
H and K, being the latter normal in G), and on the choice of the specific realizations
of the stars, up to pseudo-radial PL homeomorphisms.
Definition 2.8. A branchfold chart (U, P, V,G = HK) is called reduced if
it does not properly dominate any other chart (in other words, it is minimal with
respect to the domination order).
The discussion of domination following Definition 2.3, implies that (U, P, V,G =
HK) is reduced if and only if H ∩K does not contain any non-trivial normal sub-
group of G. Moreover, any branchfold chart (U, P, V,G = HK) dominates a unique
(up to isomorphisms) reduced chart (U, P ′, V, G′ = H ′K ′), which is given by
P ′ = P/N , G′ = G/N , H ′ = H/N and K ′ = K/N , where N 6 G is the maxi-
mal normal subgroup of G contained in H ∩K.
Consequently, any equivalence class of branchfold charts has a unique reduced
representative (up to isomorphisms), being any two equivalent reduced charts dom-
inated by the same chart.
Proposition 2.9. Let X be an m-branchfold. Then for any point x ∈ X there
exists a unique (up to isomorphisms) reduced conical chart (Ux, Px, Vx, Gx = HxKx)
of X centered at x.
Proof. We have already said that conical charts of X centered at x do exist.
Then, the existence of a reduced one follows from the trivial observation that any
reduction of a conical chart is still conical.
To prove the unicity up to isomorphisms, let (U1, P1, V1, G1 = H1K1) and
(U2, P2, V2, G2 = H2K2) any two reduced conical charts of X centered at x. By the
compatibility condition there exists equivalent restrictions (U, P ′1, V
′
1 , G
′
1 = H
′
1K
′
1)
and (U, P ′2, V
′
2 , G
′
2 = H
′
2K
′
2). Possibly passing to smaller ones, these restrictions can
be assumed to be conical. In this case, they are isomorphic to the original charts,
as conical restrictions of conical charts (cf. the above discussion on conical charts).
Then, they are also isomorphic to one another, being equivalent and reduced (cf. the
above discussion on reduced charts). So, we can conclude by using transitivity. 
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Definition 2.10. By a branchfold local model we mean any reduced conical
branchfold chart. In particular, given a branchfold X and a point x ∈ X , we define
the local model of X at x to be the reduced conical chart (Ux, Px, Vx, Gx = HxKx),
whose existence and unicity are ensured by the previous proposition. Moreover, we
call Gx = HxKx the isotropy group of X at x (this notation should not be confused
with that for stabilizers, since Gx acts on Px while x ∈ Ux) and ix = |Hx|/|Kx|,
where | · | denotes the cardinality, the index of X at x.
We observe that the two restrictions, as well as the intermediate chart dominat-
ing them, in the compatibility condition for the charts (Ui, Pi, Vi, Gi = HiKi) and
(Uj , Pj, Vj, Gj = HjKj) in Definition 2.5 can be assumed to be conical. As an im-
mediate consequence, those charts satisfy the compatibility condition at x ∈ Ui∩Uj
if and only if their conical restrictions centered at x reduce to the same local model
(Ux, Px, Vx, Gx = HxKx) up to isomorphism.
In terms of isotropy groups, locally orientable orbifolds without boundary can
be characterized as the branchfolds X such that Kx ∼= 1 for every x ∈ X . In this case
Gx = Hx and Gx/Kx ∼= Gx. Moreover, there are isomorphisms pKx : Px ∼= Vx ⊂ Rm
and px : Ux ∼= Px/Gx allowing us to identify pHx with pGx/Kx , which is always an
orbifold local model, even for Kx ≇ 1.
At the opposite end of the branchfold spectrum, we call X a pure branchfold
when Hx ⊂ Kx for every x ∈ X . In this case Gx = Kx and Gx/Kx ∼= 1, hence we
have an isomorphism pGx/Kx : Vx
∼= Px/Gx. Up to this isomorphism, pKx ∼= px ◦ pHx
is the minimal regularization of the branched covering px : Ux → Px/Gx ∼= Vx.
Therefore, X is locally modelled on (conical) branched coverings of Rm. The simplest
non-trivial example of such a local model is depicted in Figure 3 (heavy lines and
numerical labels have the same meaning as in Figure 2), where H = 〈σ〉 ∼= Z2 and
G = K = 〈σ, ρ〉 ∼= Σ3, while p is the cone of the covering S2 → S2 branched over
three points with monodromies (1 2), (2 3) and (1 2 3) respectively.
Figure 3.
Definition 2.11. Given an m-branchfold X , we define the singular locus of X
to be the good subpolyhedron ΣX = {x ∈ X | Gx 6= 1} ⊂ X . We think of ΣX as
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a stratified set of dimension ≤ m− 2, with the natural stratification such that the
local model is constant on the connected components of the strata.
The fact that ΣX is good in X immediately follows from Propositions 1.2, 1.4
and 1.8, taking into account that StxΣX ⊂ pHx(SGx) for every x ∈ ΣX .
The natural stratification Σ0X ⊂ Σ1X ⊂ . . . ⊂ Σm−2X = ΣX can be obtained
by defining ΣiX as the set of all x ∈ ΣX such that, for any triangulation of Px
making the action of Gx simplicial in the local model (Vx, Px, Ux, Gx = HxKx), the
simplex σ of the induced triangulation of Ux containing x in its interior has dim σ ≤ i.
Taking into account the product structure of the chart over a neighborhood of the
interior of σ, it is straightforward to verify that in this way we get a stratification.
Moreover, such a product structure also implies that the local model is the same for
all points in the interior of σ, hence this is contained in ΣiX . For x ∈ ΣiX−Σi−1X ,
there exists a simplex σ as above with dim σ = i, which is a top simplex of ΣiX .
Then, the local model turns out to be locally constant on the stratum ΣiX−Σi−1X ,
so it is constant on each connected component of it.
The next proposition focus on the (m − 2)-stratum Σm−2X − Σm−3X of ΣX .
Namely, it tells us that the local models at this stratum are particularly simple,
being the cartesian product of the basic example depicted in Figure 1 with Rm−2.
Proposition 2.12. Let X be an m-branchfold and let x ∈ ΣX be a singular
point in the (m− 2)-stratum of ΣX . Then the local model (Vx, Px, Ux, Gx = HxKx)
is given by Ux ∼= Px ∼= Vx ∼= Rm, Hx = 〈ρ2pi/hx〉 ∼= Zhx , Kx = 〈ρ2pi/kx〉 ∼= Zkx and
Gx = 〈ρ2pi/(hxkx)〉 ∼= Hx × Kx ∼= Zhxkx , where hx and kx are the unique coprime
positive integers such that ix = hx/kx, while ρα denotes the rotation of α radians
around Rm−2 ⊂ Rm.
Proof. Let us assume Vx = R
m andG/K 6 SO(m) acting by Euclidean isometry
on Vx (cf. observation following Definition 2.7). Since x /∈ Σm−3X , the branch set
of the branched covering pKx is the empty set or an (m − 2)-dimensional subspace
of Rm. Then, as already observed at page 6, pKx is isomorphic to the canonical
projection induced by the action on Px ∼= Rm generated by a rotation ρ2pi/kx for some
positive integer kx, that is Kx = 〈ρ2pi/kx〉. Now, also the singular set of the branched
covering pHx is the empty set or an (m − 2)-dimensional subspace of Px ∼= Rm,
and in this last case it must coincide with the singular set of pKx . Therefore, also
the action of Hx is generated by a rotation ρ2pi/hx for some positive integer hx,
that is Hx = 〈ρ2pi/hx〉. As a consequence, we also have Ux ∼= Rm. Finally, since
(Vx, Px, Ux, Gx = HxKx) is a reduced chart, we have that hx and kx are coprime and
hence Gx = 〈ρ2pi/(hxkx)〉 ∼= Hx ×Kx ∼= Zhxkx . 
In the light of the previous proposition, for any connected component C of the
(m − 2)-stratum Σm−2X − Σm−3X of ΣX , the branchfold structure of a neighbor-
hood of C is completely determined by its index iC , defined as the common index
ix at all the points x ∈ C. So, it makes sense to label each such component C with
iC , just as we have already done in Figures 2 and 3.
Of course, these labels have integer values if X is an m-orbifold, and in this case
they coincide with the customary ones, while they have values of the type 1/n if X
is a pure m-branchfold. The viceversa does not hold in general, but it trivially holds
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when Σm−3 = 6O, that is when the underlying space of X is a PL m-manifold and
ΣX is a PL locally flat (m− 2)-submanifolds of X .
Maps and coverings
This subsection is entirely devoted to introduce branchfold maps and coverings
and to relate them to branched coverings. Branchfold coverings form a special class
of maps, which extends that of orbifold coverings to the branchfold context.
Definition 2.13. Let f : X → Y be a map between branchfolds. We call f a
branchfold map if for every x ∈ X there exist a branchfold chart (U, P, V,G = HK)
of X with x ∈ U , a branchfold chart (U ′, P ′, V ′, G′ = H ′K ′) of Y with f(U) ⊂ U ′,
a PL map ϕ : P → P ′ and a regular smooth map ψ : V → V ′, such that the
following diagram commutes. Moreover, we call f a branchfold isomorphism if in
addition it is a PL homeomorphism (then also f−1 : Y → X is a branchfold map).
(11)
We notice that definition of branchfold map is local in nature. In particular,
branchfold maps are locally PL, since so is the map f| in the diagram, but they are
not necessarily PL. We also notice that the only reason why the composition of two
branchfold maps could not be a branchfold map, is the possible lack of regularity of
the map ψ in the diagram.
By considering conical restrictions of both the branchfold charts involved in dia-
gram 11, we can assume that ψ : V → V ′ is a linear map of maximum rank between
linear spaces and f| is a PL map. Actually (U
′, P ′, V ′, G′ = H ′K ′) could be assumed
to be a local model, but in general one could not insist that also (U, P, V,G = HK)
is a local model.
In particular, when X and Y have the same dimension, the map ψ : V → V ′ can
be assumed to be an isomorphism. In this case, Propositions 1.10 and 1.16 imply
that ϕ is a regular branched covering, and then Proposition 1.10 and Corollary
(12)
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1.11 imply that f| is a branched covering. Moreover, there exists a further branched
covering ρ : P/G → P ′/G′ which completes diagram 11 to give the commutative
diagram 12. Finally, by completion and the lifting properties of ordinary coverings,
we can show that there exists a group homomorphism η : G → G′ such that ϕ is
η-equivariant, η(H) ⊂ H ′ and η(K) ⊂ K ′.
If f : X → Y is a branchfold isomorphism, then dimX = dimY and the map
f| in diagram 12 is a PL homeomorphism. As a consequence, such diagram gives a
domination of (U, P, V,G = HK) on (U ′, P ′, V ′, G′ = H ′K ′), hence these branchfold
charts are equivalent. Thus, branchfold isomorphisms can be characterized as those
PL homeomorphisms that induce isomorphisms of local models at all points.
Now, in order to give the definition of branchfold covering, we need the concept
of rectifiability of a path in a finite dimensional polyhedra.
Let P be a finite dimensional polyhedron. Once a locally PL inclusion P ⊂ Rn
is given, we can define the length L(α) of a path α : [0, 1] → P in the usual way.
Of course, L(α) depends on the inclusion. However, the intrinsic metrics induced
by different inclusions are locally Lipschitz equivalent, hence the compactness of
α([0, 1]) implies that the property L(α) <∞ does not depend on the inclusion.
We say that the path α : [0, 1] → P is rectifiable, or that it has finite length,
when L(α) <∞, for any locally PL inclusion P ⊂ Rn.
If M is a smooth manifold, then the usual notion of rectifiability with respect
to any Riemannian metric on M , coincides with the above one, when M is thought
with the polyhedral structure induced by any smooth triangulation of it.
Definition 2.14. A branchfold covering is a branchfold map f : X → Y be-
tween branchfolds of the same dimension, which is complete with respect to lifting
of rectifiable paths, meaning that any partial lifting α˜| : [0, 1[ → X of a rectifiable
path α : [0, 1]→ Y extends to a complete lifting α˜ : [0, 1]→ X .
The completeness property of branchfold coverings specializes to locally PL maps
between polyhedra the notion of completeness given by Fox in the much more general
context of spreads (cf. [7], pages 244 and 248).
According to the above remarks about branchfold maps, a branchfold covering
f : X → Y is locally a branched covering at every point x ∈ X . Moreover, extending
to the locally PL map f the notions of singular and branch set (as defined at page
4 for PL maps), we have that Sf ⊂ ΣX ∪ f−1(ΣY ) and Bf ⊂ f(ΣX) ∪ ΣY .
We emphasize that f it is not required to be a PL map, hence it is not necessarily
a branched covering. Actually, Sf turns out to be always a good subcomplex of X ,
but Bf can be a quite pathological subset of Y , for example it can be dense in Y
(cf. footnote ‡ at page 250 of [7]). However, branchfold coverings behave better than
branched covering with respect to composition, being the composition of branchfold
coverings always a branchfold covering.
Arguing on diagram 11 for the local models of a branchfold covering f : X → Y ,
we can easily realize that Y is an orbifold if X is and that X is a pure branchfold
if Y is. Moreover, in the orbifold case, our definition of branchfold covering restricts
to the usual one of orbifold covering, since the map ϕ in diagram 11 is forced to be
a PL homeomorphism. We also note that in this case f(ΣX) ⊂ ΣY , hence there is
no room for pathological branch sets.
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The next propositions establish some relations between PL branchfold coverings
and branched coverings. In particular, Proposition 2.16 tells us that any branched
covering f : X → Y of a given brachfold Y can be interpreted as a branchfold
covering, by a suitable choice of the branchfold structure on X . An analogous result
holds in the context of orbifolds only for proper maps, if one allows both the orbifold
structures on X and Y to be suitably choosen. On the other hand, Proposition 2.17
extends the construction of good orbifolds as quotients of smooth manifolds by the
action of a discrete group of diffeomorphisms.
Proposition 2.15. Let X and Y be branchfolds of the same dimension, and
assume that Y is connected. Then, any PL branchfold map f : X → Y is a branch-
fold covering and it is a branched covering as a map between polyhedra.
Proof. The local properties of branchfold maps between branchfold of the same
dimension ensure that f is non-degenerate. Then, the first part of the statement
derives from the observation that any non-degenerate PL map is complete, while
the second part immediately follows from Proposition 1.7. 
Proposition 2.16. Let f : X → Y be a branched covering onto a branchfold
Y . Then, the branchfold structure of Y can be lifted to a unique branchfold structure
on X making f into a PL branchfold covering.
Proof. As the first step, we prove that any given branchfold chart (U, P, V,G =
HK) on Y can be lifted to a branchfold chart (U˜ , P˜ , V˜ , G˜ = H˜K˜) on X , such
that the two charts are related by a commutative diagram like diagram 11. This
is done in diagram 13, which is constructed in the following way. Start with the
diagram of the chart (U, P, V,G = HK) on the right side of diagram 13. Choose an
arbitrary connected component U˜ of f−1(U) and consider the connected pullback
pH ◦ q1 = f| ◦ q2 : Q → U of pH and f| : U˜ → U . Then, let r = piG ◦ q1 ◦ s be the
minimal regularization of the branched coverings piG ◦ q1. Finally, put V˜ = V and
define the remaining maps by composition.
(13)
We denote by L the group of deck transformations of the covering r and define
H˜ 6 L and K˜ 6 L to be the subgroups corresponding to the coverings p eH and p eK
respectively (see Proposition 1.16). Then, we put G˜ = H˜K˜ 6 L, getting in this way
a branchfold chart (U˜ , P˜ , V˜ , G˜ = H˜K˜) on X , which is related to the original chart
(U, P, V,G = HK) on Y by the maps f|, ϕ and ψ = id, as in diagram 11.
Now, we have to verify that the lifted charts satisfy the compatibility condition
of Definition 2.5, in such a way that they form a branchfold atlas (they obviously
cover all of X). According to the observation following Definition 2.10, it suffices to
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show that the local model (U˜x, P˜x, V˜x, G˜x = H˜xK˜x), obtained from the lifted chart
(U˜ , P˜ , V˜ , G˜ = H˜K˜) by reduction of the conical restriction centered at any x ∈ U˜ , is
equivalent to the lifting (U˜y, P˜y, V˜y, G˜y = H˜yK˜y) of the local model (Uy, Py, Vy, Gy =
HyKy) of Y at y = f(x) ∈ U .
To this end, we first consider the conical restriction (U ′, P ′, V ′, G′ = H ′K ′) of
the chart (U, P, V,G = HK) centered at y and the lifting (U˜ ′, P˜ ′, V˜ ′, G˜′ = H˜ ′K˜ ′)
of it such that x ∈ U˜ ′. We want to prove that such lifting is chart equivalent to
the conical restriction (U˜ ′, P˜ ′′, V˜ ′, G˜′′ = H˜ ′′K˜ ′′) of (U˜ , P˜ , V˜ , G˜ = H˜K˜), where P˜ ′′ is
any connected component of ϕ−1(P ′) such that p eH(P˜
′′) = U˜ ′.
The construction of (U˜ ′, P˜ ′, V˜ ′, G˜′ = H˜ ′K˜ ′) is described by the diagram, ob-
tained from diagram 13 just by putting a prime on spaces and maps. We refer to
this new diagram as diagram 13′, without drawing it. Comparing diagrams 13 and
13′, we see that there are open inclusions U ′ ⊂ U , P ′ ⊂ P , V ′ ⊂ V , U˜ ′ ⊂ U˜ and
Q′ ⊂ Q, the first three by hypothesis and the last two by construction. Moreover,
the maps pH′ , pK ′, f|, q
′
1 and q
′
2 in diagram 13
′ are restrictions of the corresponding
maps in diagram 13.
(14)
Then, we can construct the commutative diagram 14. Here, s|, piG| and pG/K| are
restrictions of maps in diagram 13. In particular, s| is a regular branched covering
by Proposition 1.15, while piG| is a (finite) regular branched covering if we assume,
as we obviously can, that the conical restriction (U ′, P ′, V ′, G′ = H ′K ′) is special in
the sense specified at page 16. In this case, also pG/K| is regular branched covering
by Proposition 1.15. Moreover, t = s′◦t1 = s|◦t2 : T → Q′ is the connected pullback
of s′ and s|, while r̂ = piG ◦ q′1 ◦ t ◦ ŝ : P̂ → piG(P ′) is the minimal regularization of
piG ◦ q′1 ◦ t (this is a branched covering by Corollary 1.11, having q′1 and piG| finite
degree). Finally, the maps p bH , p bH , f1 and f2 are define by composition.
By putting Ĝ = ĤK̂, where Ĥ and K̂ are the subgroups of the group of deck
transformations of r corresponding to p bH and p bK respectively, we get a new chart
(U˜ ′, P̂ , V˜ ′, Ĝ = ĤK̂) on X . Looking at diagram 14, it is straightforward to verify
that this chart dominates both (U˜ ′, P˜ ′, V˜ ′, G˜′ = H˜ ′K˜ ′) and (U˜ ′, P˜ ′′, V˜ ′, G˜′′ = H˜ ′′K˜ ′′)
through the maps f1 and f2 respectively, giving us the claimed equivalence between
these two charts.
Since (U˜x, P˜x, V˜x, G˜x = H˜xK˜x) is a reduction of (U˜
′, P˜ ′′, V˜ ′, G˜′′ = H˜ ′′K˜ ′′) by its
very definition, we can conclude our argument by showing that the reduction of
(U ′, P ′, V ′, G′ = H ′K ′) to (Uy, Py, Vy, Gy = HyKy) lifts to a reduction of (U˜
′, P˜ ′, V˜ ′,
G˜′ = H˜ ′K˜ ′) to (U˜y, P˜y, V˜y, G˜y = H˜yK˜y).
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In order to do that, we merge diagram 13′ with the analogous diagram 13y that
gives the lifting of (Uy, Py, Vy, Gy = HyKy), by identifying the corresponding spaces
and maps which are the same in the two diagrams (these are U ′ = Uy, V
′ = Vy,
P ′/G′ = Py/Gy, U˜
′ = U˜y, V˜
′ = V˜y and the maps between them). In this way
we get a unique commutative diagram, which can be completed, still keeping the
commutativity, by the addition of the following maps in turn: the reduction map
P ′ → Py; a PL map Q′ → Qy, which can be constructed by using the universal
property of the connected pullback qy : Qy → Uy (cf. Proposition 1.19); a PL
map P˜ ′ → P˜y, whose existence derives from the minimality of the regularization
ry : P˜y → Py/Gy. The last map we added clearly gives the wanted reduction.
At this point, we know that the lifted charts generate a branchfold structure
on X making f : X → Y into a branchfold covering (f is complete, being a non-
degenerate PL map).
The unicity of such branchfold structure, immediately follows once we prove
that for any branchfold charts (U, P, V,G = HK) on X and (U ′, P ′, V ′, G′ = H ′K ′)
on Y , which are related by diagram 11 with the additional assumption that ψ is an
isomorphism, there is a chart equivalence between (U, P, V,G = HK) and a suitable
lifting (V˜ ′, P˜ ′, U˜ ′, G˜′ = H˜ ′K˜ ′) of (U ′, P ′, V ′, G′ = H ′K ′).
So, let us look at diagrams 11 and 13′. By Proposition 1.15, we have that U is
a connected component of f−1(U ′). Moreover, up to chart isomorphism, assuming
that ψ is an isomorphism is the same as assuming V = V ′ and ψ = id. Now, let
q′ = pH′ ◦ q′1 = f| ◦ q′2 : Q′ → U ′ be the connected pullback of pH′ and f|. Then,
the universal property of this pullback gives us a branched covering s′′ : P → Q′
such that q1 ◦ s′′ = ϕ and q2 ◦ s′′ = pH . Finally, we put r′′ = piG′ ◦ ϕ. In this way
we get a commutative diagram which is like the diagram 13′ realizing the lifting
of (U ′, P ′, V ′, G′ = H ′K ′) with U˜ ′ = U . Actually, the differences are that we have
P , pH , pK , s
′′ and r′′ respectively in place of P˜ ′, p eH′ , p eK ′, s
′ and r′, and that r′′
is not necessarily regular. However, by the same argument used in diagram 14, we
can construct a new branchfold chart (Û , P̂ , V̂ , Ĝ = ĤK̂) starting from the minimal
regularization r̂ = r′′ ◦ ŝ : P̂ → P/G of r′′ : P → P ′/G′. This new chart dominates
(U, P, V,G = HK) through ŝ : P̂ → P . On the other hand, it dominates also
(V˜ ′, P˜ ′, U˜ ′, G˜′ = H˜ ′K˜ ′) through a map t : P̂ → P˜ ′, which exists by the minimality
of r′ as a regularization of piG′ ◦ q′1. Thus we have the desired equivalence. 
Proposition 2.17. LetX be a branchfold and f : X → Y be a regular branch-
ed covering, whose deck transformations are branchfold isomorphisms which preserve
local orientations at their fixed points. Then the branchfold structure of X induces
a unique branchfold structure on Y making f into a PL branchfold covering.
Proof. Given x ∈ X , let L be the group of the deck transformations of f that
fix x and let (U, P, V,G = HK) be any L-invariant conical chart of X centered at
x, such that the induced action of L on U is conical and t(U) ∩ U = 6O for any
deck transformation t of f not in L. Since L is finite and acts on X by branchfold
isomorphisms, such a chart always exists, an example being the local model of X at
x, based on any L-invariant sufficiently small open star centered at x.
Then, the restriction f| : U → U is a conical regular branched covering of an
open conical neighborhood U = f(U) of y = f(x) in Y , and we can think of it as
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the canonical projection piL : U → U/L ∼= U , where the action of L on U is given
by restriction and preserves orientations by hypothesis.
As a consequence of the L-invariance of the chart (U, P, V,G = HK), for any
l ∈ L the restriction l : U → U lifts to some PL homeomorphism λ : P → P .
Let H be the group of all such liftings when l varies in L. Then, H 6 H , since H
consists of the liftings of the identity. Moreover, using the L-invariance of U once
again, we see that K, and hence also G, is a normal subgroup in the group G of
orientation preserving PL homeomorphisms of P generated by H ∪K. So, we can
write G = HK.
By Propositions 1.14 and 1.22, all maps in the following commutative diagram
are regular branched coverings, possibly except p and p (which are however branched
coverings). Then (U, P, V,G = HK) is a conical branchfold chart on Y centered at y,
which is related to the original chart (U, P, V,G = HK) by a commutative diagram
like diagram 11 (with ϕ = idP and ψ = idV ).
(15)
We observe that the branchfold chart (U, P, V,G = HK) turns out to be well de-
fined up to chart equivalence, being independent on choices involved in its construc-
tion. In particular, if (U, P ′, V, G′ = H ′K ′) is an L-invariant conical chart centered at
x which dominates (U, P, V,G = HK), then the resulting chart (U, P ′, V, G
′
= H
′
K ′)
dominates (U, P, V,G = HK). Moreover, since the deck transformations of f are
branchfold isomorphisms it does not matter what x we choose in f−1(y).
On the other hand, the above construction also preserves chart restrictions.
Namely, if we start from any x′ ∈ U and denote by L′ the group of the deck trans-
formations of f that fix x′ and by (U ′, P ′, V ′, G′ = H ′K ′) any L′-invariant conical
restriction of (U, P, V,G = HK) centered at x′, then we have that the resulting
chart (U, P ′, V, G
′
= H
′
K ′) is a restriction of (U, P, V,G = HK).
Thus, when y varies in Y the branchfold charts (U, P, V,G = HK) constructed
above form a branchfold atlas on Y . This gives us the desired branchfold structure
on Y making f into a branchfold covering (f is complete, being a non-degenerate
PL map).
In order to prove the unicity of such branchfold structure, consider any chart
(U, P, V,G = HK) of the branchfold X and any branchfold chart (U ′, P ′, V ′, G′ =
H ′K ′) on the polyhedron Y , which are related as in diagram 11. Given x ∈ U and
y = f(x) ∈ U ′, up to chart restricion we can assume that both the charts are conical,
respectively centered at x and y, in such the way that U ′ ∼= U/L, where L is the
group of the deck transformations of f which fix x. Then, let r : P ′′ → P ′/G′ be
the minimal regularization of the branched covering piG′ ◦ ϕ : P → P ′/G′ and let
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pH′′ : P
′′ → U and pK ′′ : P ′′ → V be defined by composition, in such a way that the
following diagram commutes.
(16)
By putting G′′ = H ′′K ′′, where H ′′ and K ′′ are the subgroups of the group of
deck transformations of r corresponding to pH′′ and pK ′′ respectively, we get a new
chart (U, P ′′, V, G′′ = H ′′K ′′) of X , which dominates the original one. On the other
hand, this chart is L-invariant and the above construction applied to it gives us a
new chart (U, P ′′, V, G
′′
= H
′′
K ′′) on Y , which dominates (U ′, P ′, V ′, G′ = H ′K ′)
through the map ϕ ◦ s : P ′′ → P ′ (notice that V ∼= V ′, being ψ an isomorphism,
and U = U/L ∼= U ′). Hence, we are done thanks to the arbitrary choice of y and
(U ′, P ′, V ′, G′ = H ′K ′). 
It is worth emphasizing that Propositions 2.16 and 2.17 apply in the order to the
branched coverings pK and pH of diagram 5 for any local chart (U, P, V,G = HK),
to determine the branchfold structure of U starting from the smooth one of V (see
comments to diagram 17 below).
Finally, thanks to Propositions 2.15 and 2.16, we can consider pullbacks and
regularizations in the category of PL branchfold coverings, by endowing the new
space arising in those constructions of the right branchfold structure which makes
all the new maps into PL branchfold coverings. From now on, we will do that without
any further comment.
Universal branchfold covering
Let X be a connected branchfold. We recall that the singular locus ΣX is a good
subpolyhedron of X and hence X − ΣX is connected by Proposition 1.3.
Given any point x ∈ X , let (Ux, P, V,G = HK) be a conical chart of X centered
at x. Referring to the chart diagram 5, we consider the maps p| : Ux − pH(SG) →
P/G − BG and pG/K| : V − pK(SG) → P/G − BG, where SG is the singular set of
the action of G on P and BG is the branch set of the canonical projection piG. These
are connected ordinary coverings by Proposition 1.3 and 1.8. On the other hand,
pH(SG) ⊂ Ux is a subpolyhedron of codimension ≥ 2 containing the singular set
ΣUx = ΣX ∩Ux. As a consequence, since Ux −ΣUx is a manifold, by transversality
we have that the homomorphism i∗ : pi1(Ux − pH(SG))→ pi1(Ux − ΣUx) induced by
the inclusion is surjective.
We put Γx = i∗((p|∗)
−1(Im pG/K|∗)) 6 pi1(Ux − ΣUx). From a different point of
view, Γx is the normal subgroup of pi1(Ux − ΣUx) whose elements are represented
by the loops ω in Ux − pH(SG) with the following property: if ω˜ is any path lifting
ω to P − SG through the ordinary covering pH| : P − SG → Ux − pH(SG), then its
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projection pK ◦ ω˜ in V −pK(SG) is a loop. In particular, Γx contains i∗(Im pH|∗) and
hence it has finite index in pi1(Ux − ΣUx), being pH| a finite covering.
We notice that the group Γx depend only on the local model of X at x and not
on the particular conical chart (Ux, P, V,G = HK) we started with. In fact, any such
chart dominates (Ux, Px, Vx, Gx = HxKx), hence it gives raise to the same group Γx,
as it can be easily seen by looking at diagram 7.
Once fixed base points ∗ ∈ X and ∗x ∈ Ux for any x ∈ X , we choose a path αx
in X −ΣX connecting ∗ to ∗x and denote by hx : pi1(Ux−ΣUx)→ pi1(X −ΣX) the
natural homomorphism induced by the map ω 7→ αxωαx.
At this point, we define ΓX to be the smallest normal subgroup of pi1(X −ΣX)
containing all the hx(Γx)’s, which is clearly independent on the choice of the αx’s.
Of course, here it is enough to consider the groups hx(Γx) with x ∈ ΣX , being the
other ones trivial. Actually, due to the fact that the local model is constant on the
connected components of the strata of ΣX , it would suffice to let x vary on a set of
representatives of such components.
Definition 2.18. We call ΓX 6 pi1(X − ΣX) the characteristic group of X ,
and Γx 6 pi1(Ux − ΣUx) the local characterictic group of X at x ∈ X .
Now, we consider the ordinary regular covering r : R→ X −ΣX corresponding
to the normal subgroup ΓX 6 pi1(X − ΣX), meaning that r∗(pi1(R)) = ΓX .
First of all, we observe that, for each x ∈ X and each connected component C of
r−1(Ux−ΣUx), the group r|∗(pi1(C)) 6 pi1(Ux−ΣUx) contains the local characteristic
group Γx. In fact, choose base points ∗˜ and ∗˜x respectively for R and C, such that
r(∗˜) = ∗ and r(∗˜x) = ∗x, and choose αx = r ◦ βx with βx a path in R from ∗˜ to ∗˜x.
Then, by definition of ΓX , for every loop ω in Ux − ΣUx representing an element of
Γx, the loop αxωαx lifts to a loop in R with respect to the covering r. This lifting
has to be of the form βxω˜βx, where ω˜ is a loop in C such that r| ◦ ω˜ = ω.
In the light of the above observation, since the local characteristic group Γx has
finite index in pi1(Ux − ΣUx), a fortiori the same is true for the group r|∗(pi1(C)).
At this point, we can easily conclude that r satisfies the monodromy hypothesis
of Proposition 1.9, therefore it can be completed to a regular branched covering
uX : X˜ → X . According to Proposition 2.15, we think X˜ as a branchfold endowed
with the unique structure making uX into a PL branchfold covering.
Definition 2.19. We call uX : X˜ → X the universal branchfold covering of
the connected branchfold X . Moreover, we define the branchfold fundamental group
as the group pib1(X) = pi1(X − ΣX)/ΓX of deck transformations of uX.
We emphasize that universal branchfold coverings are PL branchfold coverings
and they are natural in the sense specified by the following proposition.
Proposition 2.20. For any PL branchfold covering f : X → Y , there exists
a PL branchfold covering f˜ : X˜ → Y˜ such that f ◦ uX = uY ◦ f˜ , and this is unique
up to deck transformations of uX and uY .
Proof. Let us consider S = ΣY ∪ f(ΣX) ⊂ Y and f−1(S) ⊂ X , which are good
subpolyhedra by Propositions 1.8 and 2.15. The restriction f| : X−f−1(S)→ Y −S,
as well as the restriction of uX over X − f−1(S) and that of uY over Y − S, are all
ordinary coverings.
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Any loop in X−f−1(S) representing an element of Im uX|∗ is a product of loops
of the form αxωxαx, where ωx is a loop in Ux−f−1(S) whose lifting to Px through pHx
projects to a loop in Vx through pKx . We put y = f(x), αy = f ◦αx and ωy = f ◦ωx.
By inspection on the chart diagram 11 for to the conical restriction f| : Ux → Uy,
we see that ωy is a loop in Uy−S whose lifting to Py through pHy projects to a loop
in Vy through pKy . Hence, αyωyαy represents an element of Im uY |∗.
Therefore, the homomorphism f|∗ : pi1(X − f−1(S))→ pi1(Y − S) sends Im uX|∗
into Im uY |∗ and hence the restriction f| : X − f−1(S) → Y − S can be lifted to
an ordinary covering f˜| : X˜ − u−1X (f−1(S)) → Y˜ − u−1Y (S) through the ordinary
coverings uX| and uY |.
Then, the wanted lifting f˜ can be obtained as the completion of f˜|. Proposition
2.16, locally applied to f ◦ uX = uY ◦ f˜ , tells us that f˜ is actually a branchfold
covering. On the other hand, the uniqueness of such a lifting f˜ up to deck transfor-
mations immediately follows from that of f˜|. 
Next proposition characterizes universal branchfold coverings in terms of their
universal property with respect to a certain class of PL branchfold coverings.
Proposition 2.21. Let X be a connected branchfold. The universal branch-
fold covering uX : X˜ → X satisfies the following property: for any x˜ ∈ X˜ , the
local model (Ux, Px, Vx, Gx = HxKx) of X at x = uX(x˜) lifts to a conical (possibly
non-reduced) branchfold chart (Uex, Px, Vx, Gx = HxKx) of X˜ centered at x˜, such
that pHx = uX| ◦ pHx , with Hx 6 Hx and Hx ∩Kx = Hx ∩ Kx. Moreover, for any
PL branchfold covering f : X̂ → X satisfying the same property, there exists a PL
branchfold covering g : X˜ → X̂ such that uX = f ◦ g.
Proof. Let x and x˜ be as in the statement. When defining uX , we proved that
i∗(Im pHx|∗) 6 Γx 6 Im uX|∗ 6 pi1(Ux − ΣUx), where uX| : Uex − ΣUex → Ux − ΣUx is
the restriction of uX to the non-singular part of the open star Uex of X˜ at x˜. By the
standard theory of ordinary coverings, there exists a lifting rx : Px−SGx → Uex−ΣUex
of i◦pHx| : Px−SGx → Ux−ΣUx through uX|. The restriction rx| : Px−SGx → rx(Px−
SGx) is a regular ordinary covering, which can be completed to a regular branched
covering pHx : Px → Uex, whose deck transformations form a subgroup Hx 6 Hx. By
considering the special case of diagram 13, with P˜ ∼= Q ∼= P = Px, V˜ = V = Vx,
U˜ = Uex, U = Ux, s ∼= q1 ∼= ϕ = idPx , q2 ∼= p eH = pHx , p eK = pK = pKx and pH = pHx ,
we immediately see that (Uex, Px, Vx, Gx = HxKx) is a conical branchfold chart of X˜
centered at x˜. In order to prove the equality Hx∩Kx = Hx∩Kx, let us consider any
g ∈ Hx ∩Kx and let α be any path in Px − SGx from the base point ∗x to its image
g(∗x). Then, ω = pHx ◦ α is a loop in Ux − ΣUx and pKx ◦ α is a loop in Vx, hence
ω ∈ Γx. The inclusion Γx 6 Im uX|∗ implies that ω˜ = pHx ◦ α is a loop in Uex −ΣUex.
This in turn allows us to conclude that g ∈ Hx.
To prove the second part of the proposition, let us consider any PL branchfold
covering f : X̂ → X as in the statement. It follows from the stated property that
the restriction f| : X̂ − f−1(ΣX)→ X −ΣX is an ordinary covering, in such a way
that f can be thought as the completion of it.
Let αxωxαx be any generator of ΓX , where αx is a path from the base point ∗ of
X to the base point ∗x of Ux and ωx is a loop in Ux −ΣUx. For any lifting ω˜x of ωx
to Px through pHx , there exists an element g ∈ Hx∩Kx such that ω˜x(1) = g(ω˜x(0)).
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Now, let α̂x be the lifting of αx through f| starting from the base point of X̂ −
f−1(ΣX) and denote by x̂ ∈ f−1(x) be the point such that α̂x(1) ∈ Ubx. The equality
Hx ∩Kx = Hx ∩Kx for the conical restriction of f at x̂, implies that ω̂x = pHx ◦ ω˜x
is a loop in Ubx. Thus, αxωxαx belongs to f|∗(pi1(X − f−1(ΣX))).
So, we have proved the inclusion ΓX 6 Im f|∗. Recalling from the construction of
uX that ΓX coincides with Im uX|∗ for the restriction uX| : X˜−u−1X (ΣX)→ X−ΣX ,
we can conclude that such restriction lifts through f| to an ordinary covering s :
X˜ − u−1X (ΣX) → X̂ − f−1(ΣX). Then, the desired factorization uX = f ◦ g can be
obtained by defining g as the completion of s over X̂ . 
Some comments concerning the statement of Proposition 2.21 is in order. First of
all, we notice that the map ϕ in diagram 11 can be always assumed to be a branchfold
isomorphism for any branchfold covering (to see this, consider the dominations of the
two involved charts induced by the regularization of the branched covering piG′ ◦ϕ).
In other words, we can always assume P = P ′, K = K ′ and H 6 H ′. The significant
point in the local property stated for uX by Proposition 2.21 is that in this case the
same assumption can be made keeping the local chart of the range to be minimal
(no domination is required for it). Moreover, the equality Hx ∩Kx = Hx ∩Kx tells
us that such a local property is invariant up to dominations/reductions of the local
chart of the range.
We observe that, as an immediate consequence of Proposition 2.21, uX is an
ordinary covering (actually it is the universal covering of X , as we will see shortly)
when X is a pure branchfold. Obviously, in this case also X˜ is a pure branchfold.
In general X˜ is not a pure branchfold, but in some sense we can say that it is as
pure as possible among the simply connected PL branchfold coverings of X whose
branch set is contained in ΣX . This fact can be formalized as a universal property
of uX with respect to the pure branchfold coverings of X .
Proposition 2.22. Let X be a connected branchfold. The universal covering
space X˜ is simply connected. Moreover, for any PL branchfold covering f : X̂ → X
with X̂ a simply connected pure branchfold there exists a PL branchfold covering
g : X̂ → X˜ such that f = uX ◦ g.
Proof. The simply connectedness of X˜ follows from Proposition 2.21. In fact,
if X˜ would not be simply connected, the universal property of uX stated by that
proposition would be contradicted by the composition f = uX ◦ v : X̂ → X , where
v : X̂ → X˜ is the ordinary universal covering of X˜ .
Now, by applying Proposition 2.20 to the PL branched covering f : X̂ → X in
the statement, we get the factorizing map g as the lifting f˜ of f to the universal
branchfold coverings (up to branchfold isomorphism), being the universal branchfold
covering of X̂ a branchfold isomorphism by the above observation. 
Finally, as another consequence of Proposition 2.21, when X is a connected
orbifold the map uX : X˜ → X coincides with the universal orbifold covering and
pib1(X) coincides with the fundamental orbifold group pi
o
1(X).
Furthermore, in this case the characteristic group ΓX is normally generated by
the powers µiCC , where C varies among the connected components of the (m − 2)-
stratum of ΣX , µC is any meridian around C and iC is the index of C. In fact, in this
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case Γx = Im pHx|∗ and the total space Px of the local model at x is a disk for any
x ∈ X . Then, we can easily conclude that any loop αxωαx ∈ hx(Γx) is homotopic
to a product of powers µiCC as above, being any loop ω˜ in Px− p−1Hx(ΣUx) homotopic
to the composition of meridians around p−1Hx(ΣUx).
Good branchfolds
Thanks to Propositions 2.16 and 2.17, we can extend to branchfolds the con-
struction of locally orientable good orbifolds as global quotients of smooth manifolds
by properly discontinuous smooth actions.
Namely, let P be a connected polyhedron and G = HK be a group acting on P ,
such that K 6 G is normal subgroup, M = P/K is a smooth m-manifold and the
induced action of G/K on M is smooth and preserves local orientations, meaning
that it is given by diffeomorphisms which preserve local orientations at their fixed
points.
Proposition 2.16 allows us to endow P with a pure m-branchfold structure,
which is uniquely determined by the property of making the canonical projection
piK : P → M into a PL branchfold covering. The action of H on P leaves this
branchfold structure invariant and preserves local orientations, hence we can apply
Proposition 2.17 to obtain a unique m-branchfold structure on X = P/H , which
makes the canonical projection piH : P → X into a PL branchfold covering. On
the other hand, the quotient space P/G = M/(G/K) is a locally orientable good
m-orbifold and p : X → P/G is a PL branchfold covering. Hence, we have the
commutative diagram 17, consisting of PL branchfold coverings.
(17)
Actually, starting from any PL branchfold covering c : X → O of a good orbifold
O, we can produce a diagram like 17, in the following way (see diagram 18). Let
r :M → O be a regular orbifold covering with M a smooth manifold, which always
exists being any manifold covering of O virtually regular (cf. [11]). Then, consider
the connected pullback q : Q→ O of r and c, and the minimal regularization q ◦ s :
P → O of q. Denote by L the group of deck transformations of such regularization,
and define H 6 L as the subgroup corresponding to the regular covering piH = q1◦s,
andK 6L as the normal subgroup corresponding to the regular covering piK = q2◦s.
Finally, put G = HK 6 L and complete the diagram with the quotient P/G and the
coverings p, t and piG/K . Of course, the new spaces Q, P and P/G are endowed with
the branchfold structures which make all the maps into PL branchfold coverings. In
particular, P/G =M/(G/K) turns out to be an orbifold.
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(18)
We remark that, if c : X → O is a finite branchfold covering of a very good
orbifold, then all the coverings in the diagram 18 can be assumed to be finite.
Hence, in this case we get a diagram like 17, consisting of finite coverings.
In the light of the above considerations, the notions of good and very good
branchfold introduced by the next definition appear as natural extensions of the
usual notions of good and very good orbifold.
Definition 2.23. A connected branchfold X is called a good branchfold when
it admits PL branchfold covering c : X → O onto a good orbifold O. If in addition
c has finite degree and O is a very good orbifold, then we call X a very good
branchfold.
This notions of good and very good coincide with the usual ones when referred
to orbifolds. In fact, it is clear from the definition above that a good (resp. very
good) orbifold X is also good (resp. very good) as a branchfold. For the viceversa,
it is enough to observe that the branchfold P in diagram 18 is a smooth manifold
(that is ΣP = 6O) when X is an orbifold. To see this, we first consider the universal
(orbifold) covering uO : O˜ → O. If X is an orbifold, both p and c are orbifold cover-
ings, hence uO lifts to orbifold coverings O˜→ M and O˜ → X . Then, by the universal
properties of the pullback and of the minimal regularization, we get a branchfold
covering O˜ → P . So, we can conclude that P is a manifold, being at the same time
a pure branchfold (as a covering of M) and an orbifold (as a quotient of O˜).
It is worth noticing that the universal branchfold covering X˜ of a good branchfold
X is a pure branchfold. The reason is that the covering c : X → O in Definition
2.23 lifts to a branchfold covering c˜ : X˜ → O˜ with O˜ a smooth manifold.
Finally, by the very definition of branchfold chart, we have that any branchfold
is locally very good, being diagram 5 at page 16 a special case of diagram 17, with
U in place of X and all the coverings of finite degree.
3. Geometric branchfolds
In this section we introduce the notion of geometric structure on a branchfold
and extend to geometric branchfolds the well known goodness theorem for geometric
orbifolds ([18], [12]). Then, we study the relation between branchfolds endowed with
geometries modelled on constant curvature spaces and conifolds. In particular, we
apply the geometric goodness theorem to establish what conifolds can be thought
as branchfolds.
By a geometry we mean a pair (G,M), where M is a simply connected smooth
manifold and G is a transitive group of diffeomorphisms of M which is locally ef-
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fective, meaning that if g ∈ G and g|U = idU for some open subset U ⊂ M then
g = idM.
Following [12], here we use local effectiveness in place of the stronger assumption
of analyticity of the action made by Thurston in his notes [17].
Given a geometry (G,M), we denote by Ĝ the pseudo-group of all the diffeomor-
phisms between non-empty open subsets of M obtained as restrictions of elements
of G, that is Ĝ = {g| : U → g(U) | g ∈ G and U 6= 6O open in M}. Then, the local
effectiveness can be reformulated by saying that each element of Ĝ extends to an
unique elements of G.
A polyhedron P ⊂ M is called G-admissible if it admits a stratification, whose
strata locally coincide with fixed point sets FixG, where G ⊂ Ĝ is any finitely
generated group acting on an open subset of M.
In particular, the singular set SG of any good action of a finite group G ⊂ Ĝ on
an open subset V ⊂M is G-admissible inM. In fact, for every x ∈ SG, the fixed point
set FixGx of the stabilizer of x is a smooth submanifold of V contained in SG, and
we can define a stratification of SG, by putting (SG)i = {x ∈ SG | dimFixGx ≤ i}.
Such a stratification satisfies the property required for the G-admissibility of SG.
In the case of a Riemannian geometry, that is when M is a Riemannian manifold
and G is the group of isometries of M, if P ⊂ M is a G-admissible then it can be
stratified by totally geodesic submanifolds of M (cf. [10]). The viceversa holds when
M has constant curvature. Our definition of admissibility is a tentative reformulation
of this metric property in the abstract context of (G,M) geometries.
Definition 3.1. A branchfold chart (U, P, V,G = HK) is called a (G,M)-chart
when V is identified with an open subset V ⊂M in such a way that:
(1) the branch set of pK is a G-admissible subpolyhedron of M;
(2) the induced action of G/K on V is given by elements of Ĝ.
Property 1 is aimed to impose a reasonable restriction on the branched covering
piK , otherwise any branched covering of a connected open subset V ⊂ M would be
a (G,M)-chart for any geometry (G,M). How we will see, this property works well
in the case of constant curvature Riemannian geometries, but we are not sure that
it is the right property to be required in general.
On the other hand, property 2 is a quite natural extension of the analogous one
usually required for an orbifold chart to be geometric. Actually, it implies that the
definition of (G,M)-chart reduces to the standard one in the orbifold case.
Two (G,M)-charts are called (G,M)-isomorphic (resp. strongly (G,M)-isomor-
phic) when they are isomorphic (resp. strongly isomorphic) and the diffeomorphism
V1 ∼= V2 in the corresponding definition at page 16 belongs to Ĝ.
Now, any restriction of a (G,M)-chart is still a (G,M)-chart. In fact, referring
to Definition 2.2, we have BpK′ = BpK ∩ V ′ and this is G-admissible, being G-
admissibility local property. Concerning the action of G′/K ′ on V ′, this is given by
elements of Ĝ, being a restriction of the action of G/K on V .
Analogously, any reduction of a (G,M)-chart is still a (G,M)-chart. In this case,
referring to Definition 2.3, BpK is a subpolyhedron of BpK′ and it can be obtained
by deleting some connected components from the strata of the stratification giving
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the admissibility of BpK′ , hence it is admissible itself. At the same time, property 2
is trivially preserved by reductions.
On the contrary, it is not difficult to see that a chart dominating a (G,M)-chart
is not necessarily a (G,M)-chart. In particular, the common dominating chart giving
the equivalence between two (G,M)-charts (cf. Definition 2.4) is not necessarily a
(G,M)-chart.
Definition 3.2. A branchfold atlas A = {(Ui, Pi, Vi, Gi = HiKi)}i∈ I on X is
called a (G,M)-atlas, if it consists of (G,M)-charts which satisfy the compatibility
condition in Definition 2.5, where the strong isomorphisms are required to be strong
(G,M)-isomorphism (in other words, the diffeomorphisms V ′i
∼= V ′ ∼= V ′j in diagram
10 must belong to Ĝ). A maximal (G,M)-atlas on X is called (G,M)-structure.
Definition 3.3. By a geometric branchfold modelled on the geometry (G,M),
in short a (G,M)-branchfold, we mean a pair XS = (X, S), where X = XB is a
branchfold and S ⊂ B is a (G,M)-structure on X . We will simply write X instead of
XS, if no confusion can arise. Moreover, when talking of a chart (resp. an atlas) of
a (G,M)-branchfold X = XS, we will always assume that it is a (G,M)-chart (resp.
a (G,M)-atlas) in S.
The same argument we used to see that any branchfold atlas uniquely extends
to a branchfold structure (see page 19) also works in the geometric context, to see
that any (G,M)-atlas uniquely estends to a (G,M)-structure. This is essentially due
to the fact that restricion preserves (G,M)-charts.
Definition 3.4. A branchfold map f : X → Y between (G,M)-branchfolds is
called a (G,M)-map, if for every (G,M)-charts (U, P, V,G = HK) and (U ′, P ′, V ′,
G′ = H ′K ′) respectively of X and Y as in Definition 2.13, the map ψ : V → V ′ in
diagram 11 belongs to Ĝ. By (G,M)-covering (resp. (G,M)-isomorphism) we mean
a (G,M)-map which is a branchfold covering (resp. isomorphism).
We notice that the notions of (G,M)-branchfold and (G,M)-map (resp. cov-
ering) defined above restrict to the usual ones in the case when referred to orb-
ifolds/manifolds and maps (resp. coverings) between them.
As a consequence of the above observations about (G,M)-charts, for any point
x ∈ X of a (G,M)-branchfold X , there exist arbitrarily small reduced conical (G,M)-
charts. We call any of these reduced conical charts a local (G,M)-model of X at
x. This is uniquely determined up to (G,M)-isomorphisms and conical restrictions
(which are not necessarily (G,M)-isomorphisms).
We remark that Proposition 2.15 does not hold in the geometric context. Namely,
given a branched covering f : X → Y onto a (G,M)-branchfold Y , it does not
necessarily exist a (G,M)-structure ofX making f into a (G,M)-covering. The reason
is that, when lifting a (G,M)-chart of Y through f , we cannot always guarantee that
property 1 of Definition 3.1 is preserved. However, the following proposition says
that the universal branchfold covering of a (G,M)-branchfold can be thought as a
(G,M)-covering (actually, the same is true for all the branched coverings having the
property described in Proposition 2.21).
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Proposition 3.5. Let X be a connected (G,M)-branchfold. Then the (G,M)-
structure of X can be lifted to a unique (G,M)-structure on X˜ making the universal
branchfold covering uX : X˜ → X into a (G,M)-covering.
Proof. By Proposition 2.21, any local (G,M)-model (Ux, Px, Vx, Gx = HxKx) of
X at x = uX(x˜) lifts to a conical (G,M)-chart (Uex, Px, Vx, Gx = HxKx) on X˜ . In
fact, the branched covering pKx is the same in both the charts, while the action of
Gx/Kx on Vx is a restriction of that of Gx/Kx.
Now, we can reason as in the proof of Proposition 2.16, with the extra require-
ment that all the chart isomorphisms are (G,M)-isomorphisms, to show that these
lifted conical (G,M)-charts form a (G,M)-atlas on X˜ and that the induced (G,M)-
structure is the only one which makes uX into a (G,M)-covering. 
Next proposition is the geometric version of Proposition 2.17.
Proposition 3.6. Let X be a (G,M)-branchfold and f : X → Y be a regular
branched covering, whose deck transformations are (G,M)-isomorphisms which pre-
serve local orientations at their fixed points. Then the (G,M)-structure of X induces
a unique (G,M)-structure on Y making f into a (G,M)-covering.
Proof. The same argument of the proof of Proposition 2.17 works here, once we
replace charts by (G,M)-charts and chart isomorphisms by (G,M)-isomorphisms.
In particular, referring to the notations of that proof, if (U, P, V,G = HK) is a
(G,M)-chart of X , then the quotient chart (U, P, V,G = HK) on Y is a (G,M)-
chart. In fact, the branched covering pK is the same in both the charts, while the
action of G/K on V is given by elements of Ĝ, as it can be easily derived from the
fact that L acts of U by (G,M)-isomorphisms. 
Before of going on, we briefly recall some constructions and notions concerning
(G,M)-manifolds, such as those of holonomy and developing map. We refer to [18]
(cf. also [12]) for more details.
Let M be a connected (G,M)-manifold. A reduced (G,M)-chart (U, P, V,G =
HK) of M can be thought in the usual way as (U, ϕ = pK ◦ p−1H : U → V ), being G
the trivial group. We will simply denote by (U, ϕ) such a chart.
Given any path α : [0, 1]→M , we consider a sequence 0 = t0 ≤ t1 ≤ . . . ≤ tk = 1
such that α([ti−1, ti]) is contained in some reduced (G,M)-chart (Ui, ϕi) of M , for
every i = 1, . . . , k. Taking into account the compatibility condition between (G,M)-
charts, we can assume that ϕi and ϕi+1 coincide in a neighborhood of α(ti) (up to
composition by elements of G). The local effectiveness of the action of G onM implies
that this can be done in a unique way, once the first chart (U1, ϕ1) is choosen. Then,
we can define a path αM : [0, 1]→M, by putting αM(t) = ϕi(α(t)) for t ∈ [ti−1, ti].
Moreover, we can define a continuous family of local (G,M)-models {(U ′t , ϕ′t)}t∈[0,1],
such that (U ′t , ϕ
′
t) is the local model at α(t) induced by (Ui, ϕi) if t ∈ [ti−1, ti], in
such a way that αM(t) = ϕ
′
t(α(t)) for every t ∈ [0, 1].
By the local effectiveness of the action of G on M, the path αM and the family{(U ′t , ϕ′t)}t∈[0,1] are well defined up to multiplication by elements of G, depending
only on the choice of the local model (U ′0, ϕ
′
0) at the starting point α(0).
The holonomyHM : pi1(M)→ G of the (G,M)-manifoldM is the homomorphism
defined as follows, once a local model (U∗, ϕ∗) at the base point ∗ is fixed. For any
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loop ω in (M, ∗) we consider the family of local models {(U ′t, ϕ′t)}t∈[0,1] constructed
as above, starting from (U ′0, ϕ
′
0) = (U∗, ϕ∗). By the compatibility condition between
(G,M)-charts, there exists a unique g ∈ G such that ϕ′1 = g ◦ ϕ′0 in a neighborhood
of ∗ . Then, we put HM([ω]) = g.
As it can be easily seen, the holonomy HM is defined only up to conjugation in
G, depending on the choice of the local model (U∗, ϕ∗) at the base point.
When the holonomy is trivial, we can define a (G,M)-map DM : M → M, by
putting DM(x) = αM(1), where αM is the path in M associated by the above
contruction, with ϕ′0 = ϕ∗ , to any path α in M from ∗ to x.
This is called a developing map for M . In this case, different choices of (U∗, ϕ∗)
lead to developing maps which differ by an element of G. Namely, by the local
effectiveness of the action of G on M, for any other (G,M)-map D′M :M →M there
exists an element g ∈ G such that D′M = g ◦DM .
In particular, for any connected (G,M)-manifold M there always exists the de-
veloping map D eM : M˜ → M defined on the universal covering M˜ of M . Then, for
every path α : [0, 1] → M , we can realize αM, up to multiplication by elements of
G, as D eM ◦ α˜, where α˜ : [0, 1]→ M˜ is a lifting of α through uM : M˜ →M .
Now, we go back to (G,M)-branchfolds. Given a connected (G,M)-branchfold
X , we consider X − ΣX as a connected (G,M)-manifold with the (G,M)-structure
induced by the inclusion in X .
Definition 3.7. We denote byHX : pi1(X−ΣX)→ G the holonomy ofX−ΣX
and we call it the holonomy of the (G,M)-branchfold X . Moreover, we denote by
Hx : pi1(Ux−ΣUx)→ G the holonomy of the conical neighborhood Ux of x ∈ X and
we call it the local holonomy of X at x.
Finally, we give a notion of completeness for (G,M)-branchfolds. We first observe
that the above construction of the path αM can be adapted, with a possibly infinite
sequence of ti’s, in order to associate to any half open path α : [0, 1[→ M an open
path αM : [0, 1[→M well defined up to multiplication by elements of G.
Definition 3.8. We say that a (G,M)-branchfold X is complete, when any
half open path α : [0, 1[ → X − ΣX , such that αM : [0, 1[ → M completes to a
rectifiable path αM : [0, 1]→M, admits a (rectifiable) completion α : [0, 1]→ X .
As observed at page 25, in the above definition we can equivalently adopt the
notion of rectifiability in M as a smooth manifold or as a polyhedron, with the
polyhedral structure given by any smooth triangulation of it.
Furthermore, when M admits a G-invariant Riemannian metric, the (G,M)-
manifolds X −ΣX and R ⊂ X˜ can be endowed (in a unique way) with Riemannian
metrics which make DR : R→M and u|X : R→ X−ΣX into local isometries. Now,
the corresponding geodesic distances can be completed by continuity to distances
on X and X˜ . So, it makes sense to compare our notion of completeness with the
metric one. Actually, a standard argument shows that they coincide (cf. [18]).
In particular, if M admits a G-invariant Riemannian metric, then any compact
(G,M)-branchfold is complete. The following proposition tells us this is true even if
such G-invariant metric does not exist.
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Proposition 3.9. Any compact (G,M)-branchfold is complete.
Proof. Let α : [0, 1[→ X − ΣX be a half open path such that αM : [0, 1[→M
completes to a rectifiable path αM : [0, 1] → M. Then, αM = DR ◦ α˜, where
α˜ : [0, 1[ → R is a lifting of α through the ordinary covering uX| : R → X − ΣX .
Since αM is rectifiable, αM has finite length with respect to any Riemannian metric
onM (here, we do not need G-invariance). This metric can be lifted to R through the
local diffeomorphism DR, and α˜ has finite length with respect to this lifted metric,
having the same length of αM.
On the other hand, α˜([0, 1[) is contained in a compact subpolyhedron C ⊂ X˜ ,
so it is rectifiable also with respect to the polyhedral structure of X˜ . Then, α itself
is rectifiable with respect to the polyhedral structure of X , being uX a PL map.
Now, by the compactness of X , the half open path α admits some limit point
x ∈ X , meaning that there exists a sequence tn → 1 such that limn→∞ α(tn) = x. To
finish the proof, if suffices to observe that such limit point must be unique, otherwise
one could easily conclude that α would not be rectifiable. 
The geometric goodness theorem
The universal branchfold covering uX : X˜ → X of a connected (G,M)-branchfold
X can be thought as a (G,M)-covering, by putting on X˜ the (G,M)-branchfold struc-
ture given by Proposition 3.5. The restriction of uX over X − ΣX is the ordinary
regular covering r : R → X − ΣX corresponding to the characteristic group ΓX 6
pi1(X − ΣX), which we introduced at page 31 just in order to define uX as its
completion. Then, R = X˜ − u−1X (ΣX) can be endowed with the (G,M)-manifold
structure induced by the inclusion in X˜ . This makes r into a (G,M)-covering between
(G,M)-manifolds.
Proposition 3.10. Let X a connected (G,M)-branchfold. Then, Γx = KerHx
for every x ∈ X and ΓX 6 KerHX . Hence, the holonomy HR of the (G,M)-manifold
R = X˜ − u−1X (ΣX) is trivial and R admits a developing map DR : R→M.
Proof. Given x ∈ X and any conical chart (Ux, P, V,G = HK) centered at
x, we have Γx = i∗((p|∗)
−1(Im pG/K|∗)) by definition, where p| : Ux − pH(Sg) →
P/G − BG and pG/K| : V − pK(SG) → P/G − BG are the ordinary coverings of
(G,M)-manifolds given by restrictions of the branched coverings p and pG/K of the
chart, and i : Ux − pH(SG)→ Ux − ΣUx is the inclusion.
First of all, we observe that the holonomy HV−pK(SG) is trivial, being V −pK(SG)
an open subset of M. Then, the equality HV−pK(SG) = HP/G−BG ◦pG/K|∗ implies that
Im pG/K|∗ 6 KerHP/G−BG . On the other hand, for any loop ω in P/G−BG, we can
construct ωM inside V −pK(SG) ⊂M, as a lifting of ω through the ordinary covering
pG/K|. In particular, if [ω] ∈ KerHP/G−BG then ωM must be a loop in V − pK(SG),
hence [ω] ∈ Im pG/K|∗. This proves that actually Im pG/K|∗ = KerHP/G−BG .
Therefore, we have Γx = i∗((p|∗)
−1(Im pG/K|∗)) = i∗((p|∗)
−1(KerHP/G−BG) =
i∗(KerHUx−pH(SG)) = KerHx, where the second equality derives from HUx−pH (SG) =
HP/G−BG ◦ p|∗ and the last one from the surjectivity of i∗.
At this point, recalling that ΓX is normally generated by the groups hx(Γx)
with x ∈ X , the inclusion ΓX 6 KerHX immediately follows from the fact that
hx(KerHx) is obviously contained in KerHX for every x ∈ X .
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Now, we can conclude that HR is trivial, being HR = HX ◦ r∗ and Im r∗ = ΓX ,
where r is the restriction of uX over X − ΣX (cf. discussion above). 
As an immediate consequence of the previous proposition, the holonomy HX
factorizes through a holonomy representation RX : pi
b
1(X) → G of the branchfold
fundamental group pib1(X) = pi1(X − ΣX)/ΓX , such that DR ◦ γ = RX(γ) ◦DR for
every γ ∈ pib1(X). In other words, DR turns out to be RX-equivariant.
Proposition 3.11. Let X a connected (G,M)-branchfold. Then the develop-
ing map DR : R → M extends to an RX-equivariant (G,M)-map CX : X˜ → M.
Moreover, CX is a (G,M)-covering if and only if X is complete.
Proof. We define the map CX by local completion of RX . Namely, given any
x˜ ∈ X˜−R, we consider the local model (Ux, Px, Vx, Gx = HxKx) of X at x = uX(x˜)
and the conical chart (Uex, Px, Vx, Gx = HxKx) of X˜ centered at x˜, as in Proposition
2.21. Then, DR ◦ pHx and pKx both restrict to a developing map of the (G,M)-
manifold Px − SGx . Hence, there exists g ∈ G such that DR ◦ pHx| = g ◦ pKx| :
Px−SGx → Vx−pKx(SGx). Therefore Hx 6 Kx, so that we can identify Px/Gx with
Vx ⊂ M. Under this identification, the completion of DR| : Uex − pHx(SGx) → M is
given by g ◦ px : Uex →M, where px : Uex → Px/Gx is the covering associated to the
chart (Uex, Px, Vx, Gx = HxKx) (notice that pHx(SGx) is a good subpolyhedron of Uex,
by Proposition 1.8). The unicity of completions (cf. Proposition 1.9), guarantees that
all this local completions fit together to give a locally PL map CX : X˜ → M that
extends RX . Actually, the above construction also tells us that CX is a (G,M)-map.
Now, assume that X is complete. In order to conclude that CX is a (G,M)-
covering, we have to prove its completeness with respect to lifting of rectifiable
paths. Let α : [0, 1]→M be a rectifiable path and α˜| : [0, 1[→ X˜ be a partial lifting
of it through CX . Taking into account that u
−1
X (ΣX) is a good subcomplex of X˜ ,
we can perturb α˜| to a half open path β : [0, 1[ → R = X˜ − u−1X (ΣX) such that
DR ◦β is rectifiable and limt→1 d(β(t), α˜|(t))) = 0 for some metric d on X˜ . Then, for
uX ◦β : [0, 1[→ X−ΣX , we have that (uX ◦β)M = DR ◦β is rectifiable. Hence, by
the completeness of X , there exists an extension γ : [0, 1]→ X of uX ◦ β. Since uX
is a branched covering, γ lifts to γ˜ : [0, 1]→ X˜ , which extends β. Then, there exists
limt→1 α˜|(t) = limt→1 β(t) = γ˜(1) ∈ X˜ and we can complete α˜| to a lifting α˜ of α.
Viceversa, assume that CX is a (G,M)-covering. Let α : [0, 1[ → X − ΣX a
half open path such that αM completes to a rectifiable path αM : [0, 1] → M. Let
α˜ : [0, 1[→ R a lifting of α through the ordinary covering r = uX| : R→ X − ΣX .
Then, CX ◦ α˜ = g ◦ αM, for a suitable g ∈ G, is rectifiable. By the completeness of
CX , α˜ admits a completion and so also α = uX ◦ α˜ does. 
It is worth remarking that the previous proposition (and more directly its proof)
implies that the universal branchfold covering X˜ of a (G,M)-branchfold X is always
a pure branchfold.
At this point we are ready for the announced geometric goodness theorem.
Theorem 3.12. Any connected compact (G,M)-branchfold X , whose holon-
omy groupHX = RX(pi
b
1(X)) = HX(pi1(X−ΣX)) 6 G acts properly discontinuously
on M, is a good branchfold. In fact, there exists a PL (G,M)-covering p : X → OX
onto the good (G,M)-orbifold OX = M/HX , such that the following diagram com-
mutes.
– 41 –
(19)
Proof. The existence of the map p : X → OX , follows from the fact that CX is
RX -equivariant, being a completion of the RX -equivariant map DR.
In order to prove that p is a (G,M)-map, let (Ux, Px, Vx, Gx = HxKx) the local
model of X at any point x ∈ X and (Uex, Px, Vx, Gx = HxKx) be the conical chart
of X˜ at any point x˜ ∈ X˜ such that uX(x˜) = x, as in Proposition 2.21. Then, we
consider the open subsets CX(Uex) = g(Vx) ⊂ M and p(Ux) = piH(g(Vx)) ⊂ OX ,
where g is a suitable element of G (cf. proof of Proposition 3.11). By Proposition
1.15, the restriction piH| : g(Vx)→ p(Ux) is a regular branched covering induced by
the action of a finite subgroup L 6 H, hence we can identify it with the canonical
projection piL. Thus, we have the following commutative diagram, telling us that p
is (G,M)-map at x.
(20)
Finally, the compactness of X allows us to conclude that p is a PL map, hence
a PL (G,M)-covering. 
Notice that the compactness of X was used in the proof of the theorem only
for concluding that p is a PL map, hence a PL branchfold covering. However, we
emphasize that the completeness ofX would suffice for p to be a branchfold covering.
We have already observed at the end of the previous section, that all branchfolds
are locally very good. However, the construction of diagram 19, once adapted to the
non-compact (and even non-complete) context of branchfold charts, give us some
more information in the case of (G,M)-branchfold. In particular, it allows us to see
how the local holonomy group of a (G,M)-branchfold at a point is related to the
conical (G,M)-charts centered at that point. This relation is stated by the following
proposition, which will be needed in the next subsection.
Proposition 3.13. For any conical (G,M)-chart (Ux, P, V,G = HK) centered
at x, the local holonomy group Hx = Hx(pi1(Ux − ΣUx)) coincides with G/K 6 G.
Proof. First of all, we observe that Hx 6 G/K. In fact, the homomorphism
i∗ : pi1(Ux − p−1(Σ(P/G))) → pi1(Ux − ΣUx) induced by the inclusion is surjective
and Hx ◦ i∗ = HP/G ◦ p|∗, where p| : Ux − p−1(Σ(P/G)) → P/G − Σ(P/G) is the
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restriction over P/G − Σ(P/G) of the covering p : Ux → P/G associated to the
chart. Hence, Hx = ImHx 6 ImHP/G = HP/G = G/K 6 G.
To see that actually Hx = G/K, look at the commutative diagram 21. Here, we
have the diagram of the (G,M)-chart (Ux, P, V,G = HK) and the maps of diagram
19. Since P is simply connected pure branchfold covering of Ux, Proposition 2.22
tells us that there exists a PL branchfold covering l : P → U˜x such that uUx ◦ l = pH .
By a suitable choice of CUx , we can also assume that CUx ◦ l = pK . Moreover, being
Hx 6 G/K a finite group, piHx : V → O is a finite PL branchfold covering onto an
orbifold O and there exists a PL branchfold covering t : O → P/G. Analogously,
CUX/RUx is a PL branchfold covering, since it is a finite map.
(21)
Now, let q : Q→ O be the pullback of CUx/RUx and piHx , with the associated PL
branchfold coverings q1 and q2, and q◦r : R→ O be the minimal regularization of q.
Then, we define the coverings pH′ = q1◦r and pK ′ = q2◦r, with deck transformations
groups H ′ and K ′ respectively. Denoting by L the group of deck transformations
of q ◦ r, we have H ′ 6 L and K ′ 6 L. Hence, we can consider the subgroup G′ =
H ′K ′ 6 L and the branchfold chart (Ux, R, V,G
′ = H ′K ′). By the universal property
of the pullback, there exists a PL branchfold covering m : P → Q which commutes
with the other maps. Furthermore, q ◦m is regular, since so is t◦ q ◦m = piG. Hence,
by the universal property of the minimal regularizations, there exists a factorization
m = r ◦ n, for a PL branchfold covering n : P → R. This, gives a domination of
the chart (Ux, P, V,G = HK) on the chart (Ux, R, V,G
′ = H ′K ′). As a consequence,
this last chart is a (G,M)-chart and piG = piG′ ◦ n : P → P/G ∼= R/G′. On the other
hand, since G′ 6 L there is a PL branchfold covering P/G ∼= R/G′ → O, which
commutes with the other maps. Then, we can conclude that G/K 6 Hx. 
Rational conifolds as geometric branchfolds
In this subsection we focus on the geometric branchfolds modelled on constant
curvature Riemannian geometries. In particular, we apply the geometric goodness
theorem to establish the relation between such branchfolds and conifold spaces.
We denote by Mmk the m-dimensional model Riemannian space of constant cur-
vature k and by Gmk its isometry group, for any real number k. So, the geometric
branchfolds we want to consider are the (Mmk ,G
m
k )-branchfolds.
Before going on, we recall the definition of conifold of dimensionm and curvature
k, in short (m, k)-conifold. This is given by induction on the dimension m as follows.
The (1, k)-conifolds are the circles of any length, independently on k. For m ≥ 2,
an (m, k)-conifold X is a complete metric space locally modelled on k-cones over
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(m−1, 1)-conifolds. More precisely, for any x ∈ X there exist ε > 0 and an isometry
between the open ball B(x, ε) and the open k-cone Ck,ε(Lx) on a connected compact
(m− 1, 1)-conifold Lx, letting x correspond to the apex of the cone.
Here, by the open k-cone Ck,r(L) of a metric space L, with r ≤ k/
√
pi if
k > 0, we mean the open cone L × [0, r[ /L × {0} endowed with the metric
d((x1, t1), (x2, t2)) = dM2k
(p1, p2), for a geodesic triangle p0, p1, p2 in M
2
k, such that
∠p0 = min(dL(x1, x2), pi), d(p0, p1) = t1 and d(p0, p2) = t2.
According to what we have seen in a more general context (when discussing the
notion of completeness at page 39), any (Gmk ,M
m
k )-branchfold X can be endowed
with a natural metric, whose restriction to X − ΣX has constant curvature k. Our
first aim is to prove that such a metric makes X into a (m, k)-conifold.
We define the natural metric on a (Gmk ,M
m
k )-branchfold X , in the following way.
We start by lifting the metric ofMmk to R through the developing map DR : R→M.
Then, by the RX-invariance of DR (cf. page 41), the deck transformations of the
ordinary covering r = uX| : R → X − ΣX preserve such metric, hence we have
an induced metric on X − ΣX making r into a local isometry. Finally, taking into
account that ΣX ⊂ X is a good subpolyhedron, we can extend by continuity the
geodesic distance on X − ΣX to a distance on X .
Actually, in the light of Theorem 3.12, this natural metric on X can be obtained
by putting the quotient metric on OX = M/HX and then lifting this metric to X
through the branched covering p : X → OX .
The above constructions of the natural metric onX can be also performed locally
at x ∈ X . More precisely, for a local (Gmk ,Mmk )-model (Ux, Px, Vx, Gx = HxKx), we
can either lift the metric of Vx to Px through pKx and then consider the quotient
metric on Ux = Px/Hx, or lift to Ux through px the metric on Px/Gx ∼= Vx/(Gx/Kx)
induced by the last quotient. In both cases, if Ux is a sufficiently small convex conical
neighborhood of x, we get the restriction to Ux of the natural metric of X .
Now, let us consider the linearization of (Ux, Px, Vx, Gx = HxKx) at x. This is
the local model (TxUx, TexPx, TxVx, Gx = HxKx), where T denotes the tangent cone,
x˜ and x are respectively the apices of Px and Vx, while the action of Gx on TexPx
is the unique which preserves the radial structure and corresponds to the original
one on Px in a neighborhood of x˜ through the exponential map. We emphasize
that property (1) in Definition 3.1 is essential for the existence of such action, since
G
m
k -admissible subpolyhedra of M
m
k stratify by totally geodesic submanifolds.
In particular, we can identify (TxVx, x) with (R
m, 0), in such a way that un-
der this identification Gx/Kx acts on it as a subgroup of SO(m). Then, we define
T 1
exPx = (TexpKx)
−1(Sm−1) ⊂ TexPx, T 1bx (Px/Gx) = TxpGx/Kx(Sm−1) ⊂ Tbx(Px/Gx) and
LxX = TexpHx(T
1
exPx) = (Txp)
−1(T 1
bx (Px/Gx)). Clearly, T
1
bx (Px/Gx) = S
m−1/(Gx/Kx)
is a very good (Gm−11 ,M
m−1
1 )-orbifold, hence LxX is a very good (G
m−1
1 ,M
m−1
1 )-
branchfold.
Proposition 3.14. Any (Gmk ,M
m
k )-branchfold X with its natural metric is a
(m, k)-conifold. In fact, for every point x ∈ X there exists ε > 0, such that the open
geodesic ball B(x, ε) is isometric to the k-cone Ck,ε(LxX), by an isometry letting x
correspond to the apex of the cone.
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Proof. We proceed by induction on the m. If m = 1 there is nothing to prove.
So, we assume m > 1 and consider any point x ∈ X . Since the restriction of
the natural metric of X to LxX coincides with the natural metric of LxX itself
as a (Gm−11 ,M
m−1
1 )-branchfold, by the induction hypothesis tells us that LxX is a
(m− 1, 1)-conifold. Now, we look at the following diagram.
(22)
Here, the vertical arrows on the right side are restrictions of the coverings pHx
and pKx associated to the (G
m
k ,M
m
k )-chart (Ux, Px, Vx, Gx = HxKx), while those
on the left side are obtained by applying the cone construction Ck,ε to restrictions
of the corresponding maps associated to the linearization of such (Gmk ,M
m
k )-chart.
Moreover, the horizontal arrows are all induced by the exponential map on the top.
Since this is an isometry and the vertical arrows are local isometries out of the
singularities, we can easily conclude that also the other two horizontal maps are
isometries. 
In order to characterize the conifold that can be obtained from branchfold as in
the above proposition, we need the notions of (local) holonomy of a conifold.
First of all, we observe that any (m, k)-conifold X is a speudo-manifold of di-
mension m. Moreover, the singular locus ΣX = {x ∈ X | X is not an m-manifold
at x} has dimension ≤ m− 2, hence it is a good subpolyhedron of X . On the other
hand, the complement X − ΣX is a (Gmk ,Mmk )-manifold.
Then, we the holonomy HX : pi1(X − ΣX) → Gmk is defined and we call it the
holonomy of X . Analogously, the holonomy Hx : pi1(B(x, ε) − ΣB(x, ε)) → Gmk is
defined for ε > 0 sufficiently small and we call it the local holonomy of X at x.
By a rational conifold we mean a conifold X such that the local holonomy group
Hx = ImHx 6 G
m
k is finite for every x ∈ X . The reason of this terminology is that,
the local holonomy at a codimension 2 point x ∈ ΣX is finite if and only if the
singular angle of X at x is a rational multiple of pi radians. In other words, the local
model of X at x is like that shown in Figure 1 at page 15 crossed by Rm−2.
Theorem 3.15. A connected (m, k)-conifold X admits a (Gmk ,M
m
k )-branchfold
structure as in Proposition 3.14, if and only if it is a rational conifold.
Proof. The “only if” part is quite trivial. In fact, the local holonomies of X as
a conifold and as a branchfold are the same. Then, the finiteness of Hx, for every
x ∈ X , derives from Proposition 3.13.
We prove the “if” part by induction on m, starting from the trivial case m = 1.
So, let us assume that X is a connected (m, k)-conifold with m > 1. Given any
x ∈ X , there exists ε > 0 such that B(x, ε) ∼= Ck,ε(Lx) for some connected compact
(m − 1, 1)-conifold Lx. Moreover, the holonomy group HLx of Lx is finite, since it
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coincides with the local holonomy group Hx of X at x. By the induction hypothesis,
Lx is a (G
m−1
1 ,M
m−1
1 )-branchfold. Then, Theorem 3.12 tells us that Lx is a good
branchfold. Actually, Lx is very good, being a finite branchfold covering of the very
good orbifold Gm−11 /Hx = S
m−1/Hx. According to our comment to diagram 18, this
allows us to construct the following diagram of finite branchfold coverings.
(23)
By applying the k-cone construction Ck,ε to all spaces and maps in the diagram,
we get a conical (Gmk ,M
m
k )-chart (Ux, Px, Vx, G = HK) for X at x, where Ux =
B(x, ε) ∼= Ck,ε(Lx), Px = Ck,ε(P ), Vx = Ck,ε(Sm−1) ∼= B(0, ε) ⊂ Mmk and Px/G ∼=
Ck,ε(O) (cf. Proposition 3.13).
In order to prove that the conical (Gmk ,M
m
k )-charts we have just constructed form
a (Gmk ,M
m
k )-atlas, it suffices to verify that for any two such charts (Ux, Px, Vx, G =
HK) and (Uy, Py, Vy, G = HK) with Ux ⊂ Uy, we have that the former is equivalent
to a restriction (Ux, P
′
x, V
′
x, G
′ = H ′K ′) of the latter to Ux.
Since the above construction of (Gmk ,M
m
k )-charts for X originates from develop-
ing maps (cf. diagrams 18 and 19), we can assume, up to multiplication by elements
of G, that Vx = V
′
x ⊂ Vy and G/K = HUx 6 HUy = G/K, where the equalities fol-
lows from Proposition 3.13. On the other hand, any restriction of a (Gmk ,M
m
k )-chart
is still a (Gmk ,M
m
k )-chart, so we also have G
′/K ′ = HUx , by applying once again
Proposition 3.13. Then, Px/G = P
′
x/G
′ and we have the same PL branchfold cover-
ing p = CUx/RUx : Ux → Px/G = P ′x/G′ associated to the charts we are comparing.
Therefore, those charts induce the same branchfold structure on Ux, hence they are
equivalent. 
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