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Аннотация. Рассматривается проблема ускорения итерационного процесса численного реше-
ния методом коллокаций и наименьших невязок (КНН) краевых задач для уравнений с частными
производными (PDE). Для решения этой проблемы впервые предложено комбинированно приме-
нять одновременно три способа ускорения итерационного процесса: предобуславливатель, много-
сеточный алгоритм и коррекцию решения PDE на промежуточных итерациях в подпространстве
Крылова. Исследовано влияние на итерационный процесс всех трех способов его ускорения как по
отдельности, так и при их комбинировании. Показано, что каждый из указанных способов вносит
свой вклад в количественный показатель ускорения итерационного процесса. При этом наиболь-
ший вклад дает применение алгоритма, использующего подпространства Крылова. Комбиниро-
ванное применение одновременно всех трех способов ускорения итерационного процесса решения
конкретных краевых задач позволило уменьшить время их решения на компьютере до 230 раз по
сравнению со случаем, когда никакие способы ускорения не применялись. Исследован двухпара-
метрический предобуславливатель. Предложено находить оптимальные значения его параметров
путем численного решения относительно нетрудоемкой задачи минимизации числа обусловленно-
сти модифицированной предобуславливателем системы линейных алгебраических уравнений, ре-
шаемой в методе КНН. Показано, что в многосеточном варианте метода КНН для существенного
уменьшения времени решения краевой задачи достаточно ограничиться только простой опера-
цией продолжения решения на многосеточном комплексе. Приводятся многочисленные примеры
расчетов, демонстрирующие эффективность предлагаемых подходов к ускорению итерационных
процессов решения краевых задач для двумерных уравнений Навье–Стокса. Указывается, что
предложенная комбинация способов ускорения итерационных процессов может быть реализована
также в рамках применения других численных методов решения PDE.
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Введение
В последние десятилетия идет бурное развитие математических методов моделиро-
вания, и прежде всего численного моделирования. Оно используется во всевозрас-
тающем объеме, как в традиционных для него областях физики и техники, так и в
связанных с экономикой, биологией и новыми технологиями. Большое разнообразие
моделируемых явлений и процессов, сложности и особенности в возникающих при
этом математических задачах предъявляют повышенные требования к свойствам
и возможностям численных методов и алгоритмов, стимулируют поиск новых, с
лучшими свойствами. От численных методов, в частности, требуется решать зада-
чи точнее и быстрее, несмотря на сложность новых задач и и содержащиеся в них
другие трудности. Для этого предлагаются новые подходы и методы. При этом не
последнюю роль играет идея комбинированного применения уже известных алго-
ритмов. Зачастую применение комбинированного алгоритма эффективнее по срав-
нению с применением по отдельности его компонент. Многие исследователи в этом
направлении ведут поиск.
Решение PDE различными численными методами сводится к решению систем
линейных алгебраических уравнений (СЛАУ). При этом стремление достичь боль-
шую точность решения приводит к необходимости решать СЛАУ больших разме-
ров. Для решения последних приходится применять итерационные методы. Поэто-
му оптимизация итерационных процессов, и прежде всего их ускорение, – актуаль-
ная задача вычислительной математики, которой многие исследователи уделяют
особое внимание. В частности, в работе [1] описан итерационный метод Ньютона–
Крылова для ускорения итераций численного решения стационарных уравнений
Навье–Стокса. В [2] дан обзор методов Ньютона–Крылова. В [3] возникающая в
результате дискретизации исходных PDE-уравнений СЛАУ решалась с применени-
ем приведенного в [4] эффективного алгоритма GMRES, являющегося вариантом
реализации метода Крылова [5]. Заметим, что в работе [6] также было реализова-
но ускорение итераций при решении PDE с применением подпространств Крылова,
хотя в ней отсутствует термин "подпространства Крылова".
В последнее время ряд исследователей показали еще большую эффективность
от комбинированного применения алгоритмов ускорения итерационных процессов.
Например, комбинирование методов Крылова и Федоренко [7] ранее применялось в
ряде численных методов. В [3, 8–12] оно применялось в случаях, когда СЛАУ воз-
никала в результате дискретизации уравнений Навье–Стокса с помощью конечно-
разностных методов и методов конечного объема. Техника ускорения итерационных
процессов путем последовательного включения многосеточного и GMRES алгорит-
мов была реализована в [11]. В результате было достигнуто ускорение до 25 раз
по сравнению со стандартным нелинейным многосеточным алгоритмом. В рабо-
тах [13–16] описаны некоторые варианты комбинирования методов Крылова и Фе-
доренко в рамках различных вариантов метода конечных элементов (МКЭ). На
практике часто используются различного вида предобуславливатели, эффектив-
ность влияния которых на итерационный процесс заключается в уменьшении числа
обусловленности матрицы решаемой СЛАУ. Ввиду относительной простоты диаго-
нальные предобуславливатели получили широкое распространение. В целях крат-
кости мы здесь процитируем только две репрезентативные работы [17,18], в которых
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используются такие предобуславливатели для ускорения сходимости итерационных
процессов решения стационарных уравнений Навье–Стокса, описывающих течения
вязкой несжимаемой жидкости. Уравнения Навье–Стокса решаются численно в ра-
боте [17] в терминах скорости и давления с использованием комбинации метода
конечных элементов и метода наименьших квадратов (LSFEM). Возникающая при
этом СЛАУ решается предобусловленным методом сопряженных градиентов. Ис-
пользуется простой диагональный предобуславливатель (Якоби). Проведенные мно-
гочисленные расчеты подтверждают высокую эффективность этого простого пре-
добуславливателя.
В [18] описан метод граничных элементов (BEM) для численного решения дву-
мерных уравнений Навье–Стокса, записанных в терминах функции тока и завих-
ренности. В указанной работе приводятся примеры отсутствия сходимости итераци-
онного решателя в случае, когда предобуславливатель не используется, и наличие
сходимости при применении диагонального предобуславливателя. Важно отметить,
что в варианте BEM, описанном в [18], используются условия непрерывности ре-
шения и его производной в направлении нормали к каждому граничному элементу,
которые фактически совпадают с условиями согласования на стыках между сосед-
ними ячейками пространственной расчетной сетки в методе коллокаций и наимень-
ших невязок (КНН), рассматриваемом в данной статье.
В представленной работе идея комбинации алгоритмов реализована двояко: во-
первых, комбинированным является собственно метод КНН, во-вторых, при его реа-
лизации используется комбинация трех способов ускорения итерационного процесса
решения СЛАУ, к решению которой сводится применение метода КНН.
В методе КНН метод коллокации (МК) комбинируется с требованием минимиза-
ции функционала, составленного из невязок линейных алгебраических уравнений,
из которых определяется приближенное решение задачи. Существенное его отличие
от многих методов решения PDE в том, что для приближенного решения диффе-
ренциальной задачи в нем выписывается переопределенная СЛАУ. О достоинстве
такого подхода будет указано далее в содержательной части статьи. Идея мето-
да была предложена Слепцовым А.Г. и реализована в [19]. Следует отметить, что
она была опубликована одновременно с работой [20], которая, по-видимому, поло-
жила начало большой серии работ, объединенных аббривиатурой LSFEM. Обзор
работ по LSFEM вне предмета данной работы, и здесь укажем только некоторые
из них [17, 21–23]. В методе LSFEM так же, как и в КНН, для определения при-
ближенного решения задачи выписывается переопределенная СЛАУ, решение кото-
рой ищется методом наименьших квадратов (LS), на котором достигается минимум
функционала – суммы квадратов невязок ее уравнений. В первых вариантах ре-
ализации метода КНН решение переопределенной СЛАУ (псевдорешение) также
искалось методом LS. Однако в последующем при реализации метода КНН в нем
переопределенная СЛАУ решается с помощью QR-декомпозиции ее матрицы, где
Q – ортогональная, а R – верхнетреугольная матрицы. Как будет показано далее,
на таком псевдорешении переопределенной СЛАУ также достигается минимум ука-
занного функционала невязки.
В данной работе в качестве объекта, на котором демонстрируются предлагаемые
подходы, взята краевая задача для уравнений Навье–Стокса. Их численное решение
при умеренных и больших числах Рейнольдса представляет трудности для многих
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методов, так как в этом случае в результате их дискретизации получается плохо обу-
словленная СЛАУ. Метод КНН – один из методов, который позволяет эффективно
решать задачи для эллиптических, параболических и гиперболических PDE [24–35]
на различных адаптивных сетках с прямоугольными и треугольными ячейками с
использованием графов для их упорядочивания в процессе расчета. В [25, 34, 36]
были построены варианты метода, которые позволили получить решения 2D и 3D
эталонных задач о течении вязкой жидкости в каверне и обтекании обратной сту-
пеньки, находящиеся среди наиболее точных на сегодняшний день [37,38]. В [35] дан
краткий обзор по методу КНН, а обзор работ по применению метода КНН для чис-
ленного решения двумерных несжимаемых уравнений Навье–Стокса имеется в [32].
В [33, 34] метод КНН применен для решения трехмерных уравнений Навье–Стокса
несжимаемой жидкости на пространственной расчетной сетке из кубических ячеек.
В качестве примера приведены результаты расчетов течения в кубической каверне
с движущейся крышкой при Re = 100 и Re =1000, показано их сравнение с извест-
ными наиболее точными расчетами. В [39, 40] различные варианты метода КНН
применены для расчета напряженного состояния пластин из изотропных и анизо-
тропных композиционных материалов. В [41] метод КНН приложен к решению за-
дачи о продольных колебаниях бимодулярных балок, в [42] — к решению уравнения
Бюргерса и уравнения Кортевега–де Вриза–Бюргерса, в [27, 43] — к трехмерному
моделированию лазерной сварки металлических пластин на адаптивных сетках в
областях с криволинейной поверхностью.
Здесь для ускорения итерационного процесса решения СЛАУ в методе КНН кон-
струируется диагональный предобуславливатель. Для достижения большего ускоре-
ния он применяется в комбинации с использованием многосеточного комплекса (ме-
тода Федоренко [7]) и алгоритма с использованием подпространств Крылова. Здесь
предложен и применяется новый вариант реализации этого метода, отличающий-
ся и не уступающий весьма эффективному GMRES, различные варианты которого
приведены в [4]. На практике указанные способы ускорения итерационного процес-
са применяются как в отдельности, так и в комбинации. Сначала рассматриваем
применение диагонального предобуславливателя на каждой сетке многосеточного
алгоритма в рамках метода КНН. Поскольку диагональный предобуславливатель
в нашем случае по результатам оказался недостаточно эффективным для наших
целей, мы далее вводим двухпараметрический предобуславливатель и находим оп-
тимальные значения входящих в него параметров из требования минимизации числа
обусловленности матрицы СЛАУ. В данной работе рассматривается комбинирован-
ное применение трех способов ускорения итерационного процесса: предобуславлива-
теля, метода подпространств Крылова и операции продолжения на многосеточном
комплексе, являющемся составной частью метода Федоренко. Комбинирование в
методе КНН метода Крылова только с операцией продолжения на многосеточном
комплексе впервые было реализовано в [44]. Уже там было получено ускорение ре-
шения задачи на ЭВМ в сотни раз.
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1. Описание метода КНН
Рассмотрим краевую задачу для системы уравнений Навье–Стокса
(V · ∇)V +∇p = 1
Re





в области Ω с границей ∂Ω. В уравнениях (1) x1, x2 — декартовы пространственные
координаты, V = (v1(x1, x2, v2(x1, x2)) — вектор скорости; p = p(x1, x2) — давление,







(V · ∇) = v1 ∂∂x1 + v2 ∂∂x2 . Система (1) решается с граничными условиями Дирихле
(2), где g = g(x1, x2) = (g1, g2) — заданная вектор-функция. На давление налагается
условие ∫∫
Ω
p dx1dx2 = 0 (3)
при f = 0 [45]. Давление определяется из (1), (2) с точностью до константы. Ес-
ли потребовать выполнения условия (3), то тем самым фактически задается эта
константа. В качестве области решения задачи в дальнейшем берется квадрат
Ω = {(x1, x2), 0 ≤ xi ≤ L, i = 1, 2}, (4)
где L > 0 — заданная длина стороны квадрата. Величина L использовалась в кон-
кретных расчетах в качестве характерной длины при обезразмеривании независи-
мых и зависимых переменных, и она входит естественным образом в определение
числа Рейнольдса Re в (1). В данной задаче (1)–(4) область (4) покрывается сет-
кой из квадратных ячеек Ωij, i, j = 1, . . . , I, I ≥ 1. Удобно ввести локальные ко-
ординаты y1, y2 в каждой ячейке Ωij. Зависимость локальных координат от гло-
бальных координат x1, x2 задается формулами ym = (xm − xm,i,j)/h, m = 1, 2, где
xm,i,j — значение координаты xm в центре ячейки Ωij, а h – половина длины сто-
роны квадратной ячейки. Пусть u(y1, y2) = (u1, u2) = V(hy1 + x1,i,j, hy2 + x2,i,j),
q(y1, y2) = p(hy1 + x1,i,j, hy2 + x2,i,j). В локальных переменных уравнения Навье–





























. Линеаризация по Ньютону уравнений (5) приводит к формулам

















где m = 1, 2 и s – номер итерации по нелинейности, s = 0, 1, 2, . . ., us1, us2, qs — извест-
ное приближение решения на s-ой итерации начиная с выбранного начального при-











, um,yl = ∂um/∂yl,
qym = ∂q/∂ym, l,m=1, 2.
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Таблица 1. Вид базисных функций ϕl
l 1 2 3 4 5 6 7 8 9 10 11 12
1 y1 y2 y21 −2y1y2 y22 0 0 0 0 0 0
ϕl 0 −y2 0 −2y1y2 y22 0 1 y1 y21 0 0 0
0 0 0 0 0 0 0 0 0 1 y1 y2
Приближенное решение в каждой ячейке Ωi,j ищется в виде линейной комбина-









где верхний индекс T обозначает операцию транспонирования. В данном варианте
метода решение задачи проектируется в пространство многочленов. Таким образом,
искомое приближенное решение является кусочно-полиномиальным. В данной ра-
боте для аппроксимации составляющих скорости использованы многочлены второй
степени по переменным y1, y2, а для аппроксимации давления – многочлены первой
степени. Всего базисных функций в выбранном пространстве пятнадцать. Посколь-
ку в уравнении неразрывности коэффициенты константы, то его легко удовлетво-
рить за счет выбора базисных полиномов ϕl. Нетрудно установить, что для этого
требуется удовлетворить ими три линейных соотношения. В итоге из первоначаль-
ных пятнадцати базисных полиномов независимыми останутся только двенадцать.
Они приведены в табл. 1. Их совокупность можно назвать соленоидальным базисом,
так как divϕl = 0.
Сформулируем “локальную” СЛАУ — дискретную задачу, из которой определя-
ется приближенное решение в каждой отдельной ячейке — локальное решение, и
“глобальную” СЛАУ, из которой определяется приближенное глобальное решение
задачи (1)–(3).
Количество точек коллокаций и их расположение внутри ячейки может варьи-
роваться в различных вариантах метода. В данной работе были реализованы три
варианта задания координат точек коллокации. Обозначим через Nc число точек
коллокации внутри каждой ячейки. При Nc = 4 локальные координаты точек кол-
локаций имеют вид (±ω,±ω), где ω – задаваемое пользователем значение в ин-
тервале 0 < ω < 1. В случае Nc = 8 координаты точек коллокации задавались
следующим образом: расположение первых четырех точек было взято таким же,
как при Nc = 4, а координаты следующих четырех точек задавались по форму-
лам (±ω, 0), (0,±ω). Подставляя (8) в (7) и выписывая полученные соотношения




ν,m · bs+1m = f sν , ν = 1, . . . , 2Nc . (9)
В [19] было предложено в методе коллокаций и наименьших квадратов (КНК)
дополнить систему уравнений коллокаций (9) линейными условиями согласования
локального решения в каждой ячейке с локальными решениями, взятыми во всех
соседних с ней ячейках. В работе [46] были введены параметры в условия согла-
сования и было показано с помощью вычислительных экспериментов, что область
значений параметров, при которых глобальная СЛАУ метода КНК хорошо обуслов-
лена, пересекается в значительной степени с областью, где наблюдается наилучшая
точность численного решения задачи.
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Однако в [19, 46] не исследовалось влияние условий согласования на число обу-
словленности локальной СЛАУ. Это исследование выполняется ниже в разделе 2,
где показано, что включение условий согласования в локальную СЛАУ позволяет
существенно (на пять-шесть десятичных порядков) уменьшить число обусловлен-
ности локальных СЛАУ во внутренних ячейках сетки.
По аналогии с [19,36,46] дополним систему уравнений дискретной задачи в ячей-
ке Ωij условиями согласования. Запишем эти условия в отдельных точках (называ-
емых точками согласования) на сторонах ячейки Ωij, которые являются общими с











+ (u+)τ = h∂(u
−)τ
∂n
+ (u−)τ , (11)


















, n = (n1, n2) — внешняя нормаль к
стороне ячейки Ωij, (·)n, (·)τ — нормальная и касательная составляющие вектора
скорости на рассматриваемой стороне ячейки, u+ и u− — пределы функции u при
стремлении ее аргументов к точке согласования изнутри и снаружи ячейки Ωi,j.
Для единственности определения давления в решении задаем его значение в















Здесь I∗ – интеграл по всей области Ω, рассчитанный как сумма интегралов по
каждой ячейке на предыдущей итерации, q∗ – давление в ячейке с предыдущей
итерации.
Обозначим через Nm число точек согласования для составляющих вектора ско-
рости на сторонах каждой ячейки. При Nm = 4 координаты этих точек согласования
задаются формулами (±1, 0), (0,±1). При Nm = 8 координаты точек согласования
таковы: (±1,−ζ), (±1, ζ), (−ζ,±1), (ζ,±1), где 0 < ζ < 1. В расчетах, результаты
которых представлены ниже, использовалось значение ζ = 1/2. Условия согласова-
ния для давления (12) задаются в четырех точках с координатами (±1, 0), (0,±1).
Используя (8), подставим координаты этих точек в каждое из трех условий согла-
сования (10)–(12). Из первых двух условий получим 2Nm линейных алгебраических
уравнений для составляющих скорости. Подстановка представления (8) в (12) дает
ещё четыре линейных алгебраических уравнения согласования.
В настоящей работе давление задавалось в вершине ячейки Ω1,1 или же исполь-
зовалось условие (13). Если сторона ячейки совпадает с границей области Ω, то в
соответствующих точках вместо условий согласования в локальной СЛАУ выписы-
ваются граничные условия: um = gm, m = 1, 2.
Объединяя уравнения коллокаций, согласования и уравнения, полученные из
краевых условий, если ячейка Ωi,j граничная, в каждой ячейке получим СЛАУ вида
Ai,j · ~Xs+1i,j = ~f s,s+1i,j , (14)
где ~Xs+1i,j = (b
s+1
i,j,1, . . . , b
s+1
i,j,12)
T . В методе КНН система (14) является переопределен-
ной.
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Для решения СЛАУ дискретной задачи применялся процесс, который условно
можно назвать итерациями Гаусса–Зейделя. Одна глобальная (s + 1)-ая итерация
заключалась в том, что в расчетной области Ω последовательно перебирались все
ячейки. При этом в каждой ячейке СЛАУ (14) решалась ортогональным методом
(Гивенса или Хаусхолдера), в правой части уравнений (10), (12) в качестве u−, q−
берутся либо значения решения на (s+ 1)-ой итерации, если они уже сосчитаны на
этой итерации, либо их значения на предыдущей итерации.
2. Предобуславливатели для метода КНН
В каждой ячейке Ωij необходимо решать СЛАУ вида (14). Опустим в (14), для
краткости, верхние и нижние индексы:
A ~X = ~f. (15)
Число обусловленности прямоугольной матрицы A вычисляется по формуле
κ(A) =
√
‖ A1 ‖ · ‖ A−11 ‖, (16)
где предполагается, что квадратная матрица A1 = ATA несингулярная.
Мы сначала испытали известный диагональный предобуславливатель (Якоби),
описанный в [18], но он не обеспечил в нашем случае ожидаемое ускорение схо-
димости итераций. С другой стороны, хорошо известно, что введение параметров
в предобуславливатель увеличивает его возможности для дальнейшего понижения
числа обусловленности, так как эти параметры можно затем подбирать из требова-
ния минимизации числа обусловленности. В нашем случае мы построили предобу-
славливатель, зависящий от параметров ξ и η.
Параметр ξ вводится путем умножения на ξ обеих частей уравнений (7):
ξ[∆us+1m − (Re · h)(us1us+1m,y1 + us+11 usm,y1 + us2us+1m,y2 + us+12 usm,y2 + qs+1ym )] = ξFm, (17)








Обозначим через Acol матрицу размера 2Nc × 12, получаемую при подстановке
в (17) координат точек коллокаций; ее элементами являются коэффициенты при
12 искомых коэффициентах в представлении решения (8). Заметим, что матрицу
Acol можно представить в виде Acol = A¯col · D, где D = diag(ξ, . . . , ξ) — диагональ-
ная матрица размера 12× 12, а матрица A¯col получается из уравнений (7). То есть
матрицу D можно рассматривать как правый диагональный однопараметрический
предобуславливатель матрицы A¯col.
Давление входит в уравнение количества движения (17) только в виде произ-
водных ∂q/∂y1 и ∂q/∂y2, поэтому коэффициент при b10 в матрице Acol равен ну-
лю. Вследствие этого матрица Acol неполного ранга. Чтобы потенциально с по-
мощью этой матрицы можно было определить решение, необходимо включить в
Acol строку, соответствующую уравнению (13). Эта строка имеет следующий вид:
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{0, 0, 0, 0, 0, 0, 0, 0, 0, h, 0, 0}. Обозначим такую дополненную матрицу через A˜col. Это
изменение делает ненулевым десятый столбец, и при Nc = 8 A˜col становится матри-
цей полного ранга. Из (17) видно, что элементы матрицы A˜col зависят от решения на
предыдущей итерации. Поэтому дальнейшее исследование свойств обусловленности
осуществлялось на заданной сетке при решении конкретной задачи. В качестве та-
кой задачи рассмотрим в этом разделе модельную задачу для двумерных уравнений
Навье–Стокса (1), которая имеет следующее точное решение:
















Заметим, что функции u1(x1, x2) и u2(x1, x2) описывают поле скорости с нулевой
дивергенцией. Выражения f1 и f2 в (1) находятся подстановкой (19) в (1).
С помощью многосеточного алгоритма сначала получали хорошее приближение
решения на сравнительно грубой сетке из 40×40 ячеек. Выполнялось в общей слож-
ности 1000 итераций последовательно на сетках из 5× 5, 10× 10, 20× 20 и 40× 40
ячеек, из них 150 итераций — на сетке из 40×40 ячеек. Затем полученные численные
значения решения использовали для вычисления элементов матрицы A˜col. Таким об-
разом, элементы матрицы A˜col зависят от параметров ξ и h. Для того, чтобы полу-
чить матрицу A˜col, состоящую только из числовых элементов, задавались числовые
значения полушага сетки h по формуле h = 0.5/(2M),M = 20, 40, 60, 80, 160, 320.
Кроме того, параметр ξ варьировался в промежутке от 0.01 до 20. Далее для вы-
числения числа обусловленности согласно (16) использовалась встроенная функция
системы Mathematica [47] Norm[A1, 2], которая вычисляет евклидову норму квад-
ратной матрицы. Было найдено, что число обусловленности κ(A˜col) не зависит от
величины полушага сетки h. В промежутке 0.01 ≤ ξ ≤ 20 число κ(A˜col) менялось в
следующих пределах: 4.2255 · 106 ≤ κ(A˜col) ≤ 4.2258 · 106 (здесь Nc = 8).
Обозначим через Amat матрицу, соответствующую условиям согласования (18),







При заданном численном значении полушага h элементы матрицы A зависят от ξ
и η. Пусть G(ξ, η) = κ(A(ξ, η)). Обозначим через ξopt, ηopt значения параметров ξ, η,
при которых функция G(ξ, η), то есть число обусловленности матрицы A (20), до-
стигает своего минимума. Ниже описывается численный алгоритм для нахождения
ξopt, ηopt по числовым данным в любой внутренней ячейке сетки.
Сначала задавалась в плоскости (ξ, η) некоторая прямоугольная область D(1)ξ,η ,
включающая в себя те значения параметров ξ, η, при которых расчеты по методу
КНН с рассматриваемым предобуславливателем демонстрировали сходимость ите-
рационного процесса получения решения. В области D(1)ξ,η задавалась прямоуголь-
ная равномерная сетка размера 40 × 80 узлов, где 40 узлов брались вдоль оси ξ
и 80 — вдоль оси η. Затем простым перебором по узлам (ξi, ηj) находился такой
узел (ξi0 , ηj0), в котором значение функции G(ξ, η) было минимальным. После этого
строилась новая область D(2)ξ,η , размеры которой в каждом из координатных направ-
лений ξ и η были в два раза меньше, чем в случае области D(1)ξ,η , но количество узлов
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Таблица 2. Влияние числа точек коллокаций в ячейке на оптимальные значения ξ, η
для предобуславливателя
Nc (ξopt)E (ηopt)E κE (ξopt)F (ηopt)F κF
4 0.213 1.738 3.83 0.264 1.871 6.74
8 0.156 1.747 3.84 0.189 1.873 6.71
сетки в D(2)ξ,η было таким же, как и в D
(1)
ξ,η . Геометрический центр новой области D
(2)
ξ,η
находился в точке (ξi0 , ηj0), найденной в области D
(1)
ξ,η . Этот процесс сжатия областей
поиска оптимума продолжался до тех пор, пока значения (ξ(ν−1)opt , η
(ν−1)





найденные в областях, соответственно, D(ν−1)ξ,η и D
(ν)
ξ,η (ν = 2, 3, . . .), не совпадали
в трех первых цифрах мантиссы числа с плавающей запятой. Весь этот процесс
требовал не более трех минут работы настольного компьютера.
По вышеописанному алгоритму были проведены расчеты, имевшие целью вы-
яснить влияние на значения ξopt и ηopt величины полушага сетки h, числа точек
коллокаций Nc и выбора нормы. Оказалось, что полученные значения ξopt и ηopt
не зависят от величины полушага сетки h. В табл. 2 приведены значения ξopt, ηopt
и κ(A(ξopt, ηopt)) для двух различных значений числа точек коллокаций в ячейке
и для двух различных норм — евклидовой (‖ · ‖E) и нормы Фробениуса (‖ · ‖F )
для случая аналитического теста (19), рассматриваемого ниже в п. 5.1. Видно, что
в результате включения в СЛАУ уравнений согласования число обусловленности
уменьшилось на шесть десятичных порядков. При этом во втором случае, когда
Nc = 8, результат аналогичен случаю Nc = 4, хотя в первом случае система пере-
определена, а во втором случае в матрице Acol число строк меньше числа столбцов.
То есть, в методе КНН включение в локальную СЛАУ условий согласования суще-
ственно улучшает ее обусловленность. Характер результата не меняется и в случае,
когда в локальную СЛАУ добавляются еще уравнения коллокации так, чтобы в
матрице Acol число строк равнялось числу столбцов. Это указывает на причину, ко-
торая обеспечивает существенно лучшие вычислительные свойства метода КНН и
превосходство его возможностей для численного решения PDE в сравнении с мето-
дом коллокации. Заметим, что добавление в локальную СЛАУ уравнения (12) (или
значения давления в одной точке) как в методе коллокаций, так и в методе КНН
необходимо для определения константы интегрирования для давления и следует
постановке дифференциальной задачи (1)–(3).
Приведенные в табл. 2 данные являются практическим доказательством того,
что при использовании переопределенной системы в дискретной задаче соответ-
ствующая СЛАУ дискретной задачи получается лучше обусловленной, чем когда
СЛАУ при этом не является переопределенной.
Далее, из табл. 2 видно, что уменьшение величины Nc более заметно сказывается
на значении ξopt, чем на значении ηopt. На рис. 1 показан вид поверхностей κ(A(ξ, η)).
Значения элементов матрицы (20) зависят от решения, поэтому желательно най-
ти оптимальные значения ξopt, ηopt параметров ξ, η в каждой ячейке Ωi,j простран-
ственной расчетной сетки. Но это привело бы к многократному увеличению ма-
шинного времени решения задачи гидродинамики по методу КНН. В связи с этим
в настоящей работе был реализован более простой алгоритм нахождения значений
Шапеев В.П., Ворожцов Е.В.



































Рис. 1. Поверхности κ(A(ξ, η)), полученные при использовании евклидовой нормы
(a) и нормы Фробениуса (b), Nc = 8, x10 = L/2, x20 = L/2
Fig. 1. Surfaces κ(A(ξ, η)) obtained at the use of the Euclidean norm (a) and the
Frobenius norm (b), Nc = 8, x10 = L/2, x20 = L/2
ξopt и ηopt в любой точке (x1, x2) ∈ Ω. Сначала перечислим шаги этого алгоритма и
затем подробно опишем реализацию каждого шага.
Шаг 1. Вычисление значений ξopt и ηopt в узлах грубой сетки в области Ω.
Шаг 2. Получение аналитических (полиномиальных) аппроксимаций для ξopt и
ηopt с помощью метода наименьших квадратов.
Грубая сетка генерировалась на первом шаге следующим образом. Пусть R —
радиус окружности, в которую вписана квадратная область (4); очевидно, что R =
L√
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+δR), P4(L2 −δR, L2 ), P5(δR, δR), P6(L−δR, δR), P7(L−δR, L−
δR), P8(δR, L−δR), где δR = R3 . После этого находим в каждой из указанных восьми
точек оптимальные значения параметров ξopt и ηopt с помощью вышеописанного
алгоритма. Результаты этих расчетов даны в табл. 3.
Таблица 3. Значения величин (ξopt)E, (ηopt)E и (κopt)E в узлах грубой сетки, Re =
1000
Точка (x1, x2) (ξopt)E (ηopt)E (κopt)E
P1 (0.2562,0.1313) 0.196 1.759 3.920
P2 (0.3688,0.2562) 0.223 1.797 3.992
P3 (0.2562,0.3688) 0.209 1.722 3.837
P4 (0.1313,0.2562) 0.223 1.722 3.853
P5 (0.1187,0.1187) 0.250 1.722 3.841
P6 (0.3812,0.1187) 0.223 1.797 4.076
P7 (0.3812,0.3812) 0.223 1.759 3.874
P8 (0.1187,0.3812) 0.197 1.722 3.880
На втором шаге нужно сначала задать аналитические выражения для функ-
ций ξopt(x1, x2) и ηopt(x1, x2). Как известно, многочлен второй степени от перемен-
ных x1, x2 зависит от шести коэффициентов. Табл. 3 показывает, что величины
ξopt(x1, x2) и ηopt(x1, x2) изменяются незначительно в расчетной области (4) при
L = 0.5. Поэтому мы ограничились аппроксимирующими многочленами первой сте-
пени:
ξopt = A0 + A1x1 + A2x2, ηopt = B0 +B1x1 +B2x2. (21)
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С использованием данных табл. 3 были найдены методом наименьших квадратов
следующие значения коэффициентов Aj и Bj в (21), j = 0, 1, 2: A0 = 0.233123,
A1 = −0.003297, A2 = −0.056330, B0 = 1.71317, B1 = 0.24172, B2 = −0.09530.
Обозначим через (ξopt)am и (ηopt)am значения ξopt, ηopt, вычисленные как средние
арифметические значения восьми значений каждой из этих величин, представлен-
ных в табл. 3. Пусть (ξopt)int и (ηopt)int — интегральные средние значения величин




















Были получены следующие значения величин (ξopt)am, (ξopt)int, (ηopt)am, (ηopt)int:
(ξopt)am = 0.218125, (ξopt)int = 0.218217, (ηopt)am = 1.750000, (ηopt)int = 1.749775.
Поскольку величины ξopt и ηopt, представленные в табл. 3, незначительно отли-
чаются от их средних значений, тестовые расчеты, описанные в разделе 5.1., были
выполнены при ξ = ξopt = 0.218 и η = ηopt = 1.75.
3. Вариант алгоритма Крылова с редукцией
базиса подпространства
3.1. Основные формулы
Приведем кратко сведения о предложенном и более подробно описанном в [33] вари-
анте алгоритма метода Крылова ускорения итерационного процесса решения СЛАУ.
Пусть СЛАУ имеет вид
~X = T ~X + ~f, (22)
где вектор ~X — искомое решение, T — квадратная матрица, ~f — вектор-столбец.
Пусть матрица T — матрица полного ранга, и пусть сходится итерационный процесс
~Xn+1 = T ~Xn + ~f, n = 0, 1, . . . , (23)
в котором ~Xn – приближение к решению на итерации с номером n. По определению,
~r n = T ~X n + ~f − ~X n = ~X n+1 − ~X n — невязка уравнений (22), а ~Z n = ~X − ~Xn —
погрешность решения на n-ой итерации. Нетрудно из выписанных формул вывести
соотношение: ~r n+1 = T~r n. Численное значение невязки на любой итерации в отли-
чие от погрешности легко находится. Пусть от некоторого ~X0 — начального прибли-
жения к решению сделаны k + 1 итераций, начиная с некоторого ~X0 — начального
приближения, то есть вычислены величины ~X1, ~X2, . . ., ~Xk+1 и ~r 0, ~r 1, . . . , ~r k, соот-
ветственно. В алгоритмах ускорения итерационных процессов по Крылову значение







с неопределенными коэффициентами αi ищется в подпространстве [4, 5, 36]
Kk(~r1,T) = span{~r1,T~r1, . . . ,Tk−1 ~r1},
Шапеев В.П., Ворожцов Е.В.
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где span{~v1, . . . , ~v k}— линейная оболочка векторов ~v1, . . . , ~v k. Коэффициенты α1, . . .,
αk находятся из условия минимизации функционала невязки Φ(α1, . . . , αk) =
‖ ~X ∗k+1 − T ~X ∗k+1 − ~f ‖22, которая возникает при подстановке ~X ∗k+1 в (22). Здесь
||~u||2 — евклидова норма вектора ~u размерности N : ||~u||22 =
N∑
i=1
u2i , ~u = (u1, . . . , uN)
T .
Можно показать [6], что для выполнения этого условия искомые коэффициенты αi
разложения поправки в базисе подпространства должны удовлетворять следующей
СЛАУ: (
~r 1 − ~r 0 )α1 + . . .+ ( ~r k − ~r k−1 )αk = −~r k. (25)
Построенное таким образом приближенное решение ~X ∗k+1 можно использовать как
начальное приближение для следующих итераций (23).
В случае сходящегося итерационного процесса lim
n→∞
||~r n||2 = 0. В малой окрест-
ности решения элементы матрицы системы (25) — разности близких между собой
малых величин ~r i − ~r i−1, i = 1, 2, . . . , k. Из-за ошибок округления на ЭВМ их
вычисление приводят к относительно большой погрешности. В результате по ме-
ре достижения всё бо´льшей точности решения СЛАУ поправки (24) вычисляются
всё менее точно, рассматриваемый метод ускорения становится всё менее “устой-
чивым” и менее эффективным. Другая неприятность, снижающая эффективность
поправки в области малых невязок, заключается в том, что в условиях ограничен-
ной разрядности представления чисел на ЭВМ система (25) нередко может быть
плохо обусловленной или вырожденной. У нее с точностью до небольшого числа,
близкого к машинному нулю, могут быть нулевые или линейно зависимые между
собой столбцы.
Сделаем предположение (CR) : допустим, что матрица системы (25) является
матрицей полного ранга (complete rank). Для достижения бо´льшей устойчивости
процесса вычисления коэффициентов поправки ~Y k+1 в области малых невязок здесь
применяются несколько приемов. Первый прием — нормировка столбцов матрицы
системы (25). Это позволяет уменьшить в процессе решения СЛАУ (25) количество
арифметических действий с числами, близкими к машинному нулю. Нормировка
уравнений в (25) производилась здесь при помощи замены неизвестных βi = αi||~r i−









βk = −~r k, (26)
где ~Bi = (~r i − ~r i−1)/||~r i − ~r i−1||2, i = 1, . . . , k — столбцы матрицы B.
Вторым приемом является применение ортогонального метода для решения пе-
реопределенной СЛАУ (26). Здесь использовались методы либо Хаусхолдера, либо
Гивенса с выбором главного элемента в i-ом столбце Bi, i = 1, 2, . . . , k. То есть для
прямоугольной матрицы B системы (26) строилось QR - разложение с ортогональ-
ной матрицей Q и прямоугольной матрицей R, у которой на главной диагонали
ненулевые элементы, а под главной диагональю все элементы – нули. Так что в
первых k строках матрицы R квадратная верхне-треугольная матрица. И решение
переопределенной системы B~β = ~r k (26) свелось к решению системы
R~β = −QT~r k. (27)
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Решение СЛАУ, состоящей из первых k уравнений системы (27), принимается
в качестве псевдорешения системы (26). Известно, что ортогональный метод сво-
дит решение заданной системы к решению системы, обусловленность которой не
хуже обусловленности исходной. Описанные первый и второй приемы содержатся в
упомянутом методе GMRES.
При численном решении прикладных задач в начале итерационного процесса, ко-
гда невязки ~r i (i = 0, 1, . . .) не маленькие, с большой вероятностью матрица B имеет
полный ранг – предположение CR выполняется. Однако по мере сходимости ите-
рационного процесса при небольших ~r i с ненулевой вероятностью предположение
CR может не выполниться. При этом попытка построить QR – разложение не дает
в первых k строках матрицы R треугольную матрицу размера k. Если этот факт
имеет место с точностью, близкой к машинному нулю, т.е. по крайней мере один из
элементов на диагонали верхней треугольной матрицы R близок к машинному ну-
лю, то поправка (24) будет найдена с непригодной точностью (или попытка решить
систему (27) может дать в результате большое число, не представимое в арифметике
с конкретной используемой разрядностью представления чисел в ЭВМ). Это может
привести (или приведет) к автоматическому останову машины (авосту). Если даже
система (27) будет решена, то это может быть сделано с плохой точностью. При
этом поправки ~Y k+1 к ~Xk+1 вычисляются неустойчиво. В вычислительном экспери-
менте в области малых невязок решения можно наблюдать осцилляции в графике
погрешности решения.
3.2. Редукция базиса подпространства Крылова
в области малых невязок
Третий существенный прием, примененный здесь, как и первые два, направлен на
увеличение устойчивости вычисления поправок (устойчивого построения подпро-
странства Крылова). Суть его заключается в редукции имеющегося базиса путем
ограничения числа невязок ~r i, i = 0, 1, . . . , s < k, используемых в редуцированном
базисе, при вычислении поправок к приближенным значениям решения в области
плохой обусловленности системы (25). Здесь применялся достаточно простой кри-
терий (S – критерий) для выбора числа невязок, пригодных с точки зрения устой-
чивого построения подпространства Крылова. В [36] был реализован некоторый его
вариант.
Пусть в процессе QR-разложения на диагонали матрицы R в (s + 1)-ой строке
появился элемент по модулю меньше некоторого числа δ, близкого к машинному
нулю, и все элементы под диагональю равны нулю. Тогда для построения поправ-
ки используются только первые s + 1 невязки r i (i = 0, 1, . . . , s). В системе (26)
оставляются первые s столбцов, а в правой части соответственно редуцированной
определяющей системы вместо вектора −~r k берется вектор −~r s.
Как показали результаты большого количества итерационного решения тесто-
вых примеров, применение S-критерия позволяет избежать некоторого количества
авостов при приближении величин невязок к машинному нулю и получить более
точные решения СЛАУ, чем без применения критерия.
Очевидно, что программа с автоматическим применением S-критерия позволя-
Шапеев В.П., Ворожцов Е.В.
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ет применять метод Крылова также в случае, когда матрица B системы (26) не
является матрицей полного ранга.
4. Ускорение сходимости итераций
применением многосеточного алгоритма
Основная идея многосеточных алгоритмов состоит в селективном демпфировании
гармоник ошибки [7,48]. В методе КНН, как и в других методах, количество итера-
ций, необходимых для достижения заданной точности приближения к предельному
решению, зависит от начального приближения. Мы применили операции продолже-
ния вдоль восходящей ветви V-цикла — расчеты на последовательности измельча-
ющихся сеток — в качестве способа получения хорошего начального приближения
для итераций на самой мелкой сетке среди сеток, используемых в многосеточном
комплексе. Переход от грубой сетки к более мелкой делается с помощью операто-
ров продолжения. Проиллюстрируем алгоритм операции продолжения на примере
составляющей скорости u1(y1, y2, b1, . . ., b12). Пусть h1 = h, где h — полушаг грубой
сетки, и пусть h2 = h1/2 — полушаг мелкой сетки, на которой нужно найти разло-
жение функции u1 по базису.
Шаг 1. Пусть X1, X2 — глобальные координаты центра ячейки грубой сетки.
Сделаем следующие подстановки в полиномиальное выражение для u1:
yl = (xl −Xl)/h1, l = 1, 2. (28)
В результате получаем многочлен






, b1, . . . , b12
)
. (29)
Шаг 2. Пусть (X˜1, X˜2) — глобальные координаты центра любой из четырех
ячеек мелкой сетки, содержащихся в ячейке грубой сетки. Сделаем в (29) заме-
ну xl = X˜l + y˜l · h2, l = 1, 2. В результате получим многочлен второй степени
U˜1 = P (y˜1, y˜2, b˜1, . . . , b˜12) от переменных y˜1, y˜2 с коэффициентами b˜1, . . . , b˜12. По-
сле приведения подобных оказывается, что координаты X1, X2 и X˜1, X˜2 входят в
b˜l (l = 1, . . . , 12) только в виде комбинаций δxl = (Xl − X˜l)/h1. Согласно (28), вели-
чина −δxl = (X˜l − Xl)/h1 является локальной координатой в ячейке грубой сетки
центра ячейки мелкой сетки.
Приведем выражения для коэффициентов b˜j (j = 1, . . . , 12) представления ре-
шения в ячейке мелкой сетки с полушагом h2 в терминах коэффициентов b1, . . . , b12




b˜1 = b1 − b2δx1 + b4δx21 − (b3 + 2b5δx1)δx2 + b6δx22;
b˜2 = σ1(b2 − 2b4δx1 + 2b5δx2); b˜3 = σ1[b3 + 2(b5δx1 − b6δx2)];
b˜4 = σ2b4; b˜5 = σ2b5; b˜6 = σ2b6;
b˜7 = b7 − b8δx1 + b9δx21 + δx2(b2 − 2b4δx1 + b5δx2);
b˜8 = σ1(b8 − 2b9δx1 + 2b4δx2);
b˜9 = σ2b9; b˜10 = b10 − b11δx1 − b12δx2; b˜11 = σ1b11; b˜12 = σ1b12.
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Нетрудно видеть, что можно выписать аналогичные формулы перехода от грубой
сетки к мелкой в случае любой целой величины отношения длин сторон их ячеек.
5. Результаты численных экспериментов
5.1. Тестирование
С целью изучения свойств сходимости и точности изложенного выше метода КНН
были выполнены многочисленные вычислительные эксперименты с использованием

























где M – количество ячеек вдоль каждого координатного направления, uexi,j и pexi,j –
вектор скорости и давление, вычисленные из точного решения (19). Величины ui,j
и pi,j обозначают численное решение, полученное по методу КНН, описанному вы-
ше, и вычисленное в центре ячейки Ωij. Порядки сходимости νu и νp вычислялись
по известным формулам [32, 34]. Пусть bsi,j,l, s = 0, 1, . . . — значения коэффициен-
тов bi,j,l в (8) на s-ой итерации. Использовалось следующее условие для окончания
итераций по нелинейности: δbs+1 < ε, где δbs+1 = maxi,j(max1≤l≤12 |bs+1i,j,l − bsi,j,l|), а
ε < h2 – малая положительная величина. В дальнейшем будем называть величину









Рис. 2. Погрешность δbs при исполь-
зовании различных предобуславли-
вателей: ( ) ξ = ξopt, η = ηopt;
(− − −) ξ = η = 1; (· · · · · · ) — диа-
гональный предобуславливатель
Fig. 2. Error δbs at the use of different
preconditioners: ( ) ξ = ξopt, η =
ηopt; (− − −) ξ = η = 1; (· · · · · · ) the
diagonal preconditioner
Была проведена серия расчетов с целью изучения влияния конкретного вида
предобуславливателя на сходимость итераций по методу КНН. В этой серии расче-
тов критерием останова счета было выполнение неравенства δbs < 10−9. Результаты
представлены на рис. 2. Крестиком на оси s показан тот номер итерации s, начи-
ная с которого расчет в рамках многосеточного алгоритма осуществляется на сетке
из 80 × 80 ячеек. Видно, что при отсутствии предобуславливателя, когда ξ = 1 в
(17) и η = 1 в (18), псевдопогрешность δbs+1 начинает расти сразу после перехода к
расчету на сетке из 80× 80 ячеек.
Аналогичное поведение демонстрирует также диагональный предобуславлива-
тель из [18]. В то же время предобуславливатель, использующий (17), (18) с ξ =
Шапеев В.П., Ворожцов Е.В.
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Рис. 3. Влияние значения k в (25) на скорость сходимости величин log10 δbn (а) и
log10 δu (b), где n — число итераций
Fig. 3. Influence of the number of the value of k in (25) on the convergence rate of
quantities log10 δbn (a) and log10 δu (b), where n is the number of iterations
x1
0.1 0.2 0.3 0.4 0.5
-0.5
0.5 Рис. 4. Сравнение профилей приближенного
и точного решений при x2 = L/4
Fig. 4. Comparison of the approximate and
exact solution profiles at x2 = L/4
ξopt = 0.218, η = ηopt = 1.75, обеспечивает достижение неравенства δbs < 10−9.
Поэтому все расчеты, описываемые ниже в данном разделе, были проведены с при-
менением предобуславливателя, описанного в п. 2, с ξ = ξopt, η = ηopt.
На рис. 3, 4 и в табл. 4 приводятся результаты численных экспериментов, имев-
ших целью выяснить влияние на ускорение сходимости итерационного процесса ре-
шения двумерных уравнений Навье–Стокса по методу КНН только при использо-
вании двухпараметрического предобуславливателя и метода подпространств Кры-
лова. Число Рейнольдса Re = 1000, X = 0.5 в (4). Эти расчеты были выполнены на
сетке из 40 × 40 ячеек, Nc = 4. Поэтому, в соответствии с табл. 2, использовались
следующие значения величин ξ, η: ξ = ξopt = 0.213, η = ηopt = 1.738. Критерием
останова счета было выполнение неравенства δbn < 10−9. Расчету без применения
алгоритма Крылова соответствует случай k = 0. В этой серии расчетов в пере-
определенную СЛАУ (14) было включено уравнение (13). В процессе итераций по
методу КНН абсолютная величина интеграла (3) падала со значения порядка 10−3
до величины порядка 10−12−10−13, то есть до величины порядка машинных ошибок
округления при расчетах по Фортран-программе с двойной точностью. Это может
служить одним из критериев правильности программной реализации представлен-
ного выше метода КНН. Из рис. 3 видно, что с увеличением числа невязок k, ис-
пользуемых в методе Крылова, скорость сходимости численного решения по методу
КНН растет. Количество итераций Nit, необходимых для обеспечения выполнения
неравенства δbn < 10−9, составляло 17429, 1577, 969 и 1072 соответственно при k = 0,
2, 10 и 20. Таким образом, применение алгоритма Крылова при Re = 1000 с k = 10
позволило уменьшить количество итераций, требуемых для сходимости приближен-
ного решения, в 18 раз по сравнению со случаем k = 0.
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Таблица 4. Погрешности δu, δp и их порядки сходимости νu, νp на последовательно-
сти сеток, Re =1000, L = 0.5, Nc = 8
M δu δp νu νp
10 2.204E−03 3.087E−03
20 7.174E−04 9.021E−04 1.62 1.77
40 1.801E−04 2.521E−04 1.99 1.84
80 4.070E−05 9.547E−05 2.15 1.40
Таблица 5. Влияние предобуславливателя и комбинации методов Крылова и Федо-
ренко на последовательности сеток размеров 5 · 2m× 5 · 2m, m = 0, . . . , 4 на скорость




Kmgr = 1, k = 0 851119 464718 1.0 3.587E−05 7.065E−04
Kmgr = 5, k = 0 1282529 843849 0.55 2.108E−05 4.570E−04
Kmgr = 1, k = 9 39521 21944 21.18 3.587E−05 7.060E−04
Kmgr= 1, k=10 40154 22375 20.77 3.587E−05 7.063E−04
Kmgr = 5, k = 5 6185 2119 219.31 3.570E−05 6.713E−05
Kmgr = 5, k = 8 6283 2172 213.96 3.571E−05 6.392E−05
Kmgr = 5, k = 9 5832 2018 230.29 3.571E−05 5.787E−05
Kmgr= 5, k=10 6090 2186 212.59 3.571E−05 5.628E−05
Был также проведен расчет при отсутствии предобуславливателя, то есть когда
ξ = η = 1, см. штрих-пунктирные линии на рис. 3. В этом случае понадобилось
26384 итераций по методу КНН при k = 0 для достижения неравенства δbn < 10−9,
то есть примерно в полтора раза больше, чем при использовании значений ξopt,
ηopt в предобуславливателе. Из рис. 3 (b) видно, что погрешность δun сошедшегося
решения выше в 100.884 раз, чем при использовании значений ξopt, ηopt в предобу-
славливателе. Из табл. 4 видно, что при Re = 1000 порядок сходимости νu близок
к 2, а νp < νu при M ≥ 40.
На рис. 4 дано сравнение профилей компонент полученного методом КНН и
точного решения. Компоненты v1, v2 и p приближенного решения нарисованы сим-
волами 4, ◦ и ∇, те же компоненты точного решения — сплошными, штриховыми и
штрих-пунктирными линиями соответственно. Здесь видно хорошее согласие между
численными результатами и аналитическим решением.
Были проведены расчеты с применением восходящей ветви V-цикла с целью
выяснить, как влияет применение только многосеточного алгоритма на ускорение
сходимости метода КНН. Были также проведены расчеты, в которых движение по
восходящей ветви многосеточного V-цикла применялось совместно с алгоритмом
ускорения, основанным на подпространствах Крылова. Результаты этих расчетов
представлены в табл. 5. В ней Kmgr – количество последовательно используемых
сеток в многосеточном комплексе. Если Kmgr = 1, то это означает, что в расчете
используется только одна сетка, и это самая мелкая сетка с числом ячеек 80 × 80.
Далее, Nit – суммарное количество итераций, выполненных на всех сетках ком-
плекса. Фактор ускорения итерационного процесса AF в результате применения
того или иного способа его ускорения вычисляется как отношение времени счета
при Kmgr = 1, k = 0 ко времени счета при применении последовательности из
Шапеев В.П., Ворожцов Е.В.
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нескольких сеток (Kmgr > 1, k = 0) или же последовательности сеток в сочетании
с применением алгоритма Крылова на каждой сетке (Kmgr > 1, k > 1). Во всех
расчетах, показанных в табл. 5, использовались оптимальные значения ξopt = 0.218,
ηopt = 1.75 в двухпараметрическом предобуславливателе. Из табл. 5 видно, что
наибольшее ускорение скорости сходимости — до 230 раз по сравнению с расчетом
только на самой мелкой сетке — имеет место при применении пяти сеток в много-
сеточном алгоритме и 9 невязок в методе Крылова.
5.2. Использование высокоточных решений
эталонной задачи для верификации метода КНН
Для контроля и верификации результатов численных экспериментов здесь, кроме их
сравнения с точными решениями тестовых задач, проведено сравнение характерных
величин, полученных в численных экспериментах по решению эталонной задачи о
течении вязкой жидкости в каверне. В этой задаче расчетная область каверна —
квадрат (4) со стороной L = 1, начало координат находится в ее левом нижнем
углу. Верхняя крышка каверны движется в безразмерных величинах с единичной
скоростью в положительном направлении оси Ox1. Остальные стороны каверны (4)
покоятся. На всех сторонах заданы условия прилипания: v1 = 1, v2 = 0 при x2 = X
и vm = 0, m = 1, 2, на остальных сторонах.
Течение в каверне с движущейся крышкой имеет сингулярности в верхних углах
области. Их влияние на точность численного решения усиливается с увеличением
числа Рейнольдса. Поэтому при больших числах Рейнольдса для получения более
точного решения необходимо применять адаптивные сетки с более мелкими ячейка-
ми в окрестности сингулярностей [36, 38]. Здесь использовали только равномерные
сетки, размер которых не превосходил 320× 320 ячеек.
Таблица 6. Результаты по ускорению решения методом КНН эталонной задачи пу-
тем применения комбинации методов Крылова и Федоренко на последовательности
сеток размеров 5 · 2m × 5 · 2m, m = 0, 1, 2, 3 при Re = 100
Метод Nit Время счета, с. AF
Kmgr = 1, k = 0 360104 31640.44 1.0
Kmgr = 4, k = 0 152172 13147.12 2.41
Kmgr = 1, k = 10 13608 1242.36 25.47
Kmgr = 4, k = 8 3623 197.75 160.0
Kmgr = 4, k = 9 3591 194.97 162.28
Kmgr = 4, k = 10 3632 199.48 158.61
Таблица 6 иллюстрирует эффективность совместного применения двухпарамет-
рического предобуславливателя и алгоритмов Крылова и Федоренко. Перед вы-
полнением расчетов, результаты которых приведены в этой таблице, была найдена
область оптимальных значений параметров ξ, η для двухпараметрического предо-
буславливателя с помощью алгоритма, описанного в разделе 2. В этой области были
взяты значения ξopt = 2.0 и ηopt = 3.5, которые использовались во всех вариантах
расчетов, представленных в табл. 6. Видно, что ускорение сходимости весьма значи-
тельное: при Kmgr = 4, k = 9 соответствующий фактор ускорения AF = 162.28. Из
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Рис. 5. Картина линий тока (a) и профиль составляющей скорости v1 вдоль линии
x1 = 0.5 (b) в решении эталонной задачи при Re = 1000 (значки 4 — результаты
работы [37])
Fig. 5. Pattern of streamlines (a) and the profile of the velocity component v1 along the
line x1 = 0.5 (b) in the benchmark problem solution at Re = 1000
этой таблицы также следует, что в рассматриваемой задаче наилучшим для уско-
рения сходимости итерационного процесса при решении уравнений Навье–Стокса с
умеренными числами Рейнольдса является число невязок k = 9 в описанном выше
варианте алгоритма Крылова. Заметим, что это же значение k оказалось наилуч-
шим и при тестировании совместного применения алгоритмов Крылова и Федоренко
на решении (19), см. табл. 5.
Для полноты исследования были также выполнены некоторые другие вычис-
лительные эксперименты, например, на сетке из 40 × 40 ячеек с неоптимальными
значениями параметров ξ = 0.8 и η = 3.5; примененные способы ускорения бы-
ли теми же, что и в табл. 6. В этом случае машинные времена счета увеличились
в среднем в 2.9 раза по сравнению с табл. 6. Это вновь подтверждает важность
оптимизации итерационных процессов.
На рис. 5 представлены некоторые результаты численных расчетов течения вяз-
кой несжимаемой жидкости в квадратной каверне для числа Рейнольдса Re = 1000.
Расчеты выполнены на равномерной сетке 320 × 320 ячеек. Стрелки на рис. 5 (а)
указывают локальные направления движения частиц жидкости. Сплошная линия
на рис. 5 (b) – результат расчета по вышеописанному методу КНН. Полученные ре-
зультаты сравнивались с наиболее точными результатами других исследователей,
полученными при Re = 1000. Результаты по методу КНН совпадали с результата-
ми [36–38] с точностью ≈ 10−3.
Все вычисления, результаты которых приведены в данной статье, были получе-
ны на PC с процессором Intel с тактовой частотой 2,83 Ггц.
Заключение
В данной работе были скомбинированы в методе КНН три способа ускорения сходи-
мости итераций при решении СЛАУ. Каждый способ, входящий в комбинацию, дает
свой вклад в суммарную характеристику ускорения сходимости итераций. Одним из
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позитивных факторов, вносящих вклад в быструю сходимость итераций при исполь-
зовании многосеточного комплекса в методе КНН, является возможность перехода
с одной сетки на другую без применения таких процедур, как, например, интерпо-
ляция или осреднение, которые вводят собственную ошибку в промежуточное чис-
ленное решение. Сравнение результатов по ускорению итераций при использовании
одновременно всех трех способов со случаем, когда применяется только предобу-
славливатель, привело к ускорению до 230 раз. Как было показано выше, построе-
ние переопределенной СЛАУ для нахождения приближенного решения уравнений
с частными производными по методу КНН позволяет значительно снизить ее чис-
ло обусловленности по сравнению с числом обусловленности, полученным в методе
коллокаций. Этот факт также оказывает положительное влияние на скорость схо-
димости итераций в методе КНН. Кроме того, минимизация функционала невязки
в методе КНН на каждой итерации подавляет различные ошибки гармоник возму-
щения решения, которые возникают в промежуточных итерациях. Поэтому комби-
нация различных способов ускорения итераций позволяет получать на этой основе
ускорение в сотни раз. Оказалось, что для значительного ускорения сходимости
итераций при использовании метода Федоренко в методе КНН достаточно ограни-
чиваться только операцией продолжения решения на многосеточном комплексе.
Эффективность совместного применения методов Крылова и Федоренко в со-
четании с предложенным предобуславливателем позволила выполнить на персо-
нальных компьютерах достаточно много вычислительных экспериментов, включая
решение уравнений Навье–Стокса. Часть результатов представлена в этой статье.
Такая комбинация способов ускорения итерационных процессов может быть реали-
зована и при применении других численных итерационных методов решения PDE.
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Abstract. In the work, we consider the problem of accelerating the iteration process of the nu-
merical solution of boundary-value problems for partial differential equations (PDE) by the method of
collocations and least residuals (CLR). To solve this problem, it is proposed to combine simultaneously
three techniques of the iteration process acceleration: the preconditioner, the multigrid algorithm, and
the correction of the PDE solution at the intermediate iterations in the Krylov subspace. The influence
of all three techniques of the iteration acceleration was investigated both individually for each technique
and at their combination. Each of the above techniques is shown to make its contribution to the quan-
titative figure of iteration process speed-up. The algorithm which employs the Krylov subspaces makes
the most significant contribution. The joint simultaneous application of all three techniques for acceler-
ating the iterative solution of specific boundary-value problems enabled a reduction of the CPU time of
their solution on computer by a factor of up to 230 in comparison with the case when no acceleration
techniques were applied. A two-parameter preconditioner was investigated. It is proposed to find the
optimal values of its parameters by the numerical solution of a computationally inexpensive problem of
minimizing the condition number of the system of linear algebraic equations. The problem is solved by
the CLR method and it is modified by the preconditioner. It is shown that it is sufficient to restrict
oneself in the multigrid version of the CLR method only to a simple solution prolongation operation on
the multigrid complex to reduce substantially the CPU time of the boundary-value problem solution.
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Numerous computational examples are presented, which demonstrate the efficiency of the approaches
proposed for accelerating the iterative processes of the numerical solution of the boundary-value prob-
lems for the two-dimensional Navier–Stokes equations. It is pointed out that the proposed combination
of the techniques for accelerating the iteration processes may be also implemented within the framework
of other numerical techniques for the solution of PDEs.
Keywords: preconditioning, Krylov subspaces, multigrid, Gauss–Seidel iterations, Navier–Stokes
equations, the method of collocations and least residuals
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