Gram's law refers to the observation that the zeros of the Riemann zeta function typically alternate with certain prescribed points, known as Gram points. Although this pattern doesn't hold for every zero, numerical results suggest that, as the height up the critical line increases, the proportion of zeros that obey Gram's law converges to a non-trivial limit. It is well-known that the eigenvalues of random unitary matrices provide a good statistical model for the distribution zeros of the zeta function, so one could try to determine the value of this limit by analyzing an analogous model for Gram's law in the framework of random matrix theory. In this paper, we will review an existing model based on random unitary matrices, for which the limit can be computed analytically, but has the wrong rate of convergence. We will then present an alternative model that uses random special unitary matrices, which gives the correct convergence rate, and discuss the large-height limit of this model.
Gram's law for the Riemann zeta function
It is well known that the zeros of the Riemann zeta function are of fundamental importance in number theory. The numerical calculation of their location has a long history, going back to Riemann himself who (unpublished) calculated the location of the first few zeros, and continues to this day with the first 10 13 zeros being known, and a couple of billion zeros around 10 n th zero, for each 13 < n < 24 [7] .
Gram's law is a heuristic statement concerning easy-to-calculate intervals which are expected to contain exactly one zeta zero. This statement does not always hold true, but appears to be true for a large proportion of the time. Inspired by random matrix theory, this paper proposes a new probabilistic model for the rate of success of Gram's law. This enables us to ascertain both the limiting proportion of Gram intervals containing one zero, and also its rate of convergence as one goes up the critical line.
Specifically we will argue that the proportion of Gram intervals around height T that contain exactly one zero is approximately equal to 0.6614 + α log(T /2π) where α = 4[γ + log(2π) − Ci(2π)] π 2 = 0.987944 . . .
To give a more precise statement of Gram's law, we start with the functional equation for the Riemann zeta function, which says that
where χ(s) = π s−1/2 Γ(1/2 − s/2) Γ(s/2)
On the critical line χ(1/2 + it) is a function of unit modulus, so can be written in the form
where θ(t) := arg π − it 2 Γ 1 4
is the Riemann-Siegel theta function, the branch of the logarithm determined by continuous variation up the vertical line, starting from Im log Γ(1/4) = 0. Due to Stirling's formula for the gamma function, this has the asymptotic expansion
It follows immediately from the functional equation that Hardy's function
is a real function for real t. One can also show that the number of zeros up to height T is has jump discontinuities and acts as an "error term" to the smooth function θ(T )/π + 1 which acts as a "main term". Obviously N(T ) always takes integer values, and, assuming the Riemann Hypothesis, the points where it has jump discontinuities are the zeros of the zeta function. It was observed by Gram that the first 15 zeros of zeta that he calculated appear to interlace with points where the smooth main term in N(T ) equals an integer. Such points are called Gram points. In 1986 van de Lune, te Riele and Winter [14] calculated the number of zeros in a Gram interval for the first M = 1.5 × 10 9 Gram intervals, and found the proportion of intervals that satisfied Gram's law was G 0,M (1) ≈ 0.7261. They wrote "Our statistical material suggests that the zeros of Z(t) are distributed among the Gram intervals according to some hitherto unknown probabilistic law. . . . It would be interesting to have a probabilistic model which could explain or at least support this phenomenon."
The purpose of this paper is to provide such a probabilistic model.
Random matrix models for zeta zeros
Following ground-breaking work of Dyson [4] and Montgomery [18] , a conjecture was developed -backed up by theoretical, heuristic, and numerical results -that the statistical distribution of zeros of the zeta function is the same as the distribution of eigenvalues of random unitary matrices (historically the conjecture was developed for hermitian matrices, the so-called GUE ensemble, but the statistics of eigenvalues of GUE matrices is the same as eigenvalues of Haar-distributed unitary matrices).
In order to compare zeros at different heights, they need to be rescaled so the average gap between them is unity. It follows from the count of zeros of zeta, N(T ), that the density of zeros at height T is 1 2π log T 2π , so this is the required scaling. For a unitary matrix of size N × N, there are N eigenphases between [−π, π), thus the appropriate scaling is N 2π . That is, if θ n (n = 1, . . . , N) are the eigenvalues of an N × N unitary matrix, then φ n = N 2π θ n will have an average gap of one. Identifying these two scalings, we see that the matrix size and height up the critical line should be identified via N ≈ log T 2π These matrices are chosen with Haar measure, which is the unique measure invariant under unitary transformations. If we define the Dyson product to be
then Weyl [26] showed that Haar measure on the unitary group leads to the following probability density function for the eigenvalues
If we let J ⊂ [−π, π) be an arbitrary (fixed) interval of length 2π/N, then the probability that J contains exactly k eigenvalues of a random U(N) matrix is
Note that by rotation invariance of Haar measure, E U(N ) (k, J) is insensitive to the actual starting position of J, only to its length. Based on the connection between eigenvalues of random unitary matrices and zeros of the zeta function, Fujii [6] made the following conjecture:
Conjecture 1 (Fujii, 1987) . For any k ∈ N ∪ {0} we have
Although this conjecture is for the large N, large T limit, we can numerically compare the two sides for low-lying zeros. Table 1 gives the values of E U(N ) (k, J) for small N, and table 2 gives the corresponding values for the proportion of Gram intervals containing 0, 1, or 2 zeros around the appropriate height. Table 1 : Values for E U(N ) (k, J), the probability of finding k eigenvalues in an interval of length 2π/N for various values of k and N.
Since matrix size and height up the critical line are identified by N ≈ log(T /2π), for each matrix size we can identify a height up the critical line that roughly matches it, namely T = 2πe N . And for any height up the critical line, we can identify the index of the closest Gram point, by calculating
Therefore, let M N be the index of the Gram point g M N that lies at the height on the critical line corresponding to unitary matrices of size N × N. The preceding argument shows that M N = πθ(T ) ≈ e N (N − 1) − 1 8 One would expect that the large interval of the critical line between g M N and g M N+1 should roughly correspond to matrices of size N. This is what is shown in Table 2 .
As we can see for finite N, E U(N ) does not provide a good approximation for G M N ,M N+1 . We posit that this is caused by the wrong random matrix calculation being used. There is nothing special about the interval J in E U(N ) (k, J), other than it has the right length. However, Gram intervals aren't just intervals of the right length, but their end points are special (namely Gram points, which are points on the critical line where the zeta function is real and non-zero). The remainder of this paper will construct random matrix "Gram points", and then create a more believable conjecture for the rate of success of Gram's law, including a rate of convergence which appears to fit the data much better. 
Random special unitary matrices
A special unitary matrix is a unitary matrix with determinant equal to 1. It also has a Haar measure which effectively comes from the Haar measure for unitary matrices, but with one eigenangles forced to equal the value that makes the sum of all N eigenangles congruent to 0 (mod 2π) since that would make the determinant equal to 1, [9] .
That is, the probability density function for the N eigenangles of a Haar distributed SU(N) matrix is
and integrating over the last variable we find
Gram's law for random matrices
U(N ) Gram points and intervals
Since random matrix theory proved to be a good model for the zeros of zeta, Keating and Snaith [11] introduced the characteristic polynomial of a random unitary matrix as a model for the distribution of the Riemann zeta function on the critical line
In order to motivate our random matrix equivalent of Gram points, recall from the previous section the way in which the zeta function is related to the Hardy function
If we want to find the points on the critical line at which the zeta function is real, we have to impose the condition that its imaginary part should be zero, from which we get
The last condition is equivalent to the following two possibilities
• Z(t) = 0, which gives all the non-trivial zeros that are on the critical line;
• sin(θ(t)) = 0 ⇔ θ(t) = Mπ for some integer M, from which we obtain the Gram points g M .
If we denote the eigenvalues of A by e iθ 1 , . . . , e iθ N , then its characteristic polynomial can be re-expressed as
We continue the above analogy by searching for the points θ ∈ [−π, π) on the unit circle at which the characteristic polynomial is real, namely the points θ where
As before, this leads to two possible cases
From the first condition we recover the eigenangles θ 1 , . . . , θ N of the unitary matrix, which are the random matrix analogue of the zeta zeros. From the second condition, we obtain another set of points, given by
We note that only N elements of this set are distinct modulo 2π, and because they represent the points on the unit circle at which the characteristic polynomial of a U(N) matrix is real (but not necessarily zero), we will consider them to be the analogous U(N) Gram points.
Definition 4. If A is a U(N) matrix with eigenvalues e iθ 1 , . . . , e iθ N , we define the corresponding U(N) Gram points as
We also define a U(N) Gram interval as any interval on the unit circle between two consecutive U(N) Gram points.
We remark that the U(N) Gram points are placed along the unit circle at equal distance from each other in steps of 2π/N, rather than being distributed arbitrarily. Furthermore, they are not a fixed set of points, but they depend on matrix A ∈ U(N) under consideration, depending on arg(det
With these definitions in mind, we can now start to investigate what is the probability of having exactly k eigenvalues of a random U(N) matrix inside one of these U(N) Gram intervals, and understand how does this differ from the probability from Fujii's conjecture. However, it is difficult to compute this this quantity in a direct way (the problem originates from the fact that this probability is essentially an integral over the eigenangles θ 1 , . . . , θ N and each U(N) Gram point depends on all of them). In order to overcome this difficulty, we will relate this quantity to the corresponding probability for a particular kind of U(N) matrices, namely the special unitary matrices, and then focus on computing that probability.
SU(N ) Gram points and intervals
If A is a SU(N) matrix then, by definition, arg(det A) = θ 1 + . . . + θ N = 0 (mod 2π), and this simplifies the definition of SU(N) Gram points.
Definition 5. We define the SU(N) Gram points as
We also define an SU(N) Gram interval as any interval along the unit circle between two consecutive SU(N) Gram points.
Similar to the U(N) case, these represent the points on the unit circle at which the characteristic polynomial of a SU(N) matrix is real (but not necessarily zero), and they are distributed equidistant in steps of 2π/N. However, unlike the U(N) case, the SU(N) Gram points do not depend in any way on the eigenangles, which implies that they are the same for all SU(N) matrices and are fixed on the unit circle. As we'll see later, this makes it easier to compute the probability of having exactly k eigenvalues of a random SU(N) matrix inside a SU(N) Gram interval. For now, we will prove the following result, which relates this quantity with the corresponding probability from the previous subsection: where the first probability is over Haar measure for U(N) and the second probability is over Haar measure for SU(N).
Proof. Let e iθ 1 , . . . , e iθ N be the eigenvalues of a U(N) matrix. For simplicity, we will use
as a generic U(N) Gram interval and denote its complement by
Because the U(N) probability density is a symmetric function in all eigenangles, it can be shown that for any k, the probability of having k eigenvalues of a U(N) matrix in a U(N) Gram interval is the same for any of the U(N) Gram intervals. Starting with this fact, we have that
where the N-dimensional integral is over a region R described by the restrictions
which written out explicitly gives R :
which can be rearranged to give R :
We now perform the following change of variables:
The determinant of the Jacobian matrix is 1. Note that modulo 2π the restriction on θ N is lost when it comes to considering λ N . Furthermore, with this change of variables, we have that
and the previous region of integration R is now described by the conditions
If we denote a generic SU(N) Gram interval and its complement by
Since there is no restriction imposed on λ N , it can be taken λ N ∈ [−π, π) The old variables θ n can be expressed in terms of the new variables λ n as:
Putting everything together, we obtain that the initial integral (4) can be expressed in the new system of variables as N k
Now explicitly putting the conditions in R ′ into the integral, this becomes
where χ I (y) denotes the characteristic function, or indicator function, of the interval I. Since
re-introducing the variable λ N we have that our integral equals as required. In the last step we have used, as in the beginning, the fact that for any k the probability of having k eigenvalues of a SU(N) matrix in a SU(N) Gram interval is the same for any SU(N) Gram interval.
In analogy with the quantity from Fujii's conjecture, we will denote the later probability from the above lemma by E SU (N ) (k, J ). Definition 6. We define the probability of having exactly k eigenvalues of a random Haar-distributed SU(N) matrix inside a SU(N) Gram interval J as
As we have just proved, E SU (N ) (k, J ) also represents the probability of finding k eigenvalues of a U(N) matrix in a U(N) Gram interval, and by using the above formula, we can compute it numerically for the first few values of k and N. This is shown in Table 3 .
On the one hand, if we compare those values with the corresponding values of E U (N ) (k, J) from Table 1 , we see that E SU (N ) (k, J ) has a different rate of convergence, in the sense that it doesn't converge to its large N limit as fast. On the other hand, if we look at the entries in Table 2 , we notice that for each k and N, E SU (N ) (k, J ) does provide a good approximation for G M N ,M N+1 (k).
The observation that these two quantities appear to have the same rate of convergence hints at the possibility that they should also have the same asymptotic limit, which leads us to put forward the following alternative to Conjecture 1:
Finally, we remark that although E SU (N ) (k, J ) converges at a slower rate compared to E U (N ) (k, J), this does not necessarily imply that they don't tend to the same limit; in order to clarify whether this is or not the case, we have to obtain a more explicit formula that describes how E SU (N ) (k, J ) depends on the matrix size for finite, but arbitrarily large N. This will be the topic of the next section. Table 3 : E SU (N ) (k, J ) for k = 0, 1, 2 and N = 2, . . . , 17
3 Explicit formulas for E SU(N) (k, J )
Eigenvalue distribution for U(N ) matrices
One of the main quantities of interest needed for studying how the eigenvalues of random matrices are distributed is the n-level density, defined as follows:
Definition 7. The U(N) n-level density (or the n-point correlation function) of the eigenangles of a unitary matrix is defined as
It represents the probability of finding an eigenangle (regardless of labeling) around each of the points θ 1 , . . . , θ n , and with all the other eigenangles being integrated out.
In order to go from the n-level density to the number of eigenvalues in an interval, we first note that the Dyson product can be expanded in the form of a trigonometric Fourier series
where c j 1 ,...,j N = 0 if and only if the corresponding j 1 , . . . , j N ∈ Z satisfy the conditions j 1 + . . . + j N = 0 and |j l | < N for all l = 1, . . . , N. This implies that the n-level density becomes
The above expression can be simplified with the following observation: for each cosine term in the sum, if any of the coefficients j m corresponding to the integration variable θ m (that is, for m = n + 1, . . . , N) is non-zero, then the integral over that term is zero, since the cosine is being integrated over a full period. This implies that the only the terms in the sum that give non-zero contributions to the n-level density are those terms for which j n+1 = . . . = j N = 0 or, in other words, the terms that depend only on the eigenangles θ 1 , . . . , θ n , together with the constant term c 0,...,0 .
In the particular case of the U(N) one-level density, because there is no cosine term in D U (N ) (θ 1 , . . . , θ N ) that depends only on θ 1 , the constant term c 0,...,0 is the one that makes the only non-zero contribution. It is known that c 0,...,0 = N!, which implies D U (N ) (θ 1 , . . . , θ N ) = N! + . . .
which implies that
Similarly, for the U(N) two-level density, we get a contribution from the constant term, together with the terms that depend only on θ 1 , θ 2 , which are
which in turn implies that
With this approach, exact knowledge of the U(N) n-level density requires exact knowledge of the coefficients of all terms in D U (N ) (θ 1 , . . . , θ N ) that depend only on θ 1 , . . . , θ n , but in practice, these coefficients become more difficult to compute explicitly as n increases.
Remark. For U(N) it is well known that there is a much more elegant approach for finding the n-level densities, for example, as described in Conrey's survey paper [3] . However, that approach does not work for SU(N) matrices, essentially because there appears to be no determinant form of the probability density of eigenvalues.
In addition to the n-level density, the other important quantity required for the study of eigenvalue distribution is the so-called generating function.
is an arbitrary interval on the unit circle of any length and E U(N ) (k, J) is defined as in (3), the U(N) generating function is given by
From the generating function one can immediately recover the desired probabilities by
It can be shown (see, for example, [3] ) that the generating function can also be expressed in terms of all the n-level densities as
However, in the case of U(N) (which does not hold for SU(N)) an identity that is due to Gram shows that this sum is equal to a N × N determinant
Eigenvalue distribution for SU(N ) matrices
We now proceed to extend the notions defined above to SU(N) matrices, in order to derive a formula for E SU (N ) (k, J ).
Definition 9. We define the SU(N) n-level density of a special unitary matrix as
This time, we can only have n = 1, . . . , N − 1, because if the values of N − 1 eigenangles are given, then the N-th one is already determined by the restriction θ 1 + . . . + θ N = 0 (mod 2π), so it can not also be fixed to an arbitrary value.
As in the U(N) case, knowledge of the SU(N) n-level density depends on knowledge of the coefficients of all terms in D SU (N ) (θ 1 , . . . , θ N −1 ) that depend only on θ 1 , . . . , θ n which, in turn, depends on knowledge of the corresponding terms in D U (N ) (θ 1 , . . . , θ N ) before the substitution θ N = −θ 1 − . . . − θ N −1 was made.
For example, to obtain the SU(N) one-level density, we first remark that
So we see that, unlike D U (N ) (θ 1 , . . . , θ N ), the D SU (N ) (θ 1 , . . . , θ N −1 ) does contain a term that depends only on θ 1 . And because D SU (N ) (θ 1 , . . . , θ N −1 ) has the same constant term as D U (N ) (θ 1 , . . . , θ N ), we can express the SU(N) one-level density as the U(N) one-level density plus the integral of that additional term
Similarly, in order to compute the SU(N) two-level density, it can be shown that D SU (N ) (θ 1 , . . . , θ N −1 ) contains all the terms in D U (N ) (θ 1 , . . . , θ N ) that depended only on θ 1 , θ 2 plus several additional ones, given by 
This, again, leads to the fact that the SU(N) two-level density can be written in terms of the U(N) two-level density plus an additional contribution
The above observations can be summarized and generalized in the following way: let n = 1, . . . , N − 1 be fixed. All the terms in D U (N ) (θ 1 , . . . , θ N ) that depend only on θ 1 , . . . , θ n also appear unchanged in D SU (N ) (θ 1 , . . . , θ N −1 ) and this, in turn, implies that all the terms of the U(N) n-level density are always included among the terms of the SU(N) n-level density. Furthermore, for any m = 1, . . . , n there are other terms in D U (N ) (θ 1 , . . . , θ N ) that depend on all the eigenangles, such as
which, after the substitution θ N = −θ 1 − . . . − θ N −1 , depend only on θ 1 , . . . , θ n cos((j 1 + m)θ 1 + . . . + (j n + m)θ n )
In other words, these are terms that do not appear in the U(N) n-level density (those are the terms when m = 0), but contribute the the SU(N) n-level density; we will denote all these extra terms collectively by
We will also relabel the indexes as k i = j i + m , so that It can be shown that for any N > n ≥ 2, uniformly in k 1 , . . . , k n the coefficients of X n SU (N ) are at most |c (n,N ) k 1 ,...kn | ≤ (N − 1)(N − 2) . . . (N − n + 1) We conclude the discussion about SU(N) n-level densities by restating that we have R n SU (N ) (θ 1 , . . . , θ n ) = R n U (N ) (θ 1 , . . . , θ n ) + X n SU (N ) (θ 1 , . . . , θ n ), n = 1, . . . , N − 1 with explicit bounds on the coefficients in X n SU(N ) for all n. For later notional simplicity, we also extend the definition of X n SU (N ) to the case n = N as X n SU (N ) (θ 1 , . . . , θ n ) = R n SU (N ) (θ 1 , . . . , θ n ) − R n U (N ) (θ 1 , . . . , θ n ), for n = 1, . . . , N − 1 N!P SU (N ) (θ 1 , . . . , θ N ) − R N U (N ) (θ 1 , . . . , θ N ), for n = N (8) We can continue the analogy with the U(N) quantities by studying the SU(N) generating function, first for an arbitrary interval, and then for a SU(N) Gram interval.
is an arbitrary interval on the unit circle of any length and E SU (N ) (k, J) is defined as in (5), the SU(N) generating function is given by
As in the U(N) case, we can obtain a formula for E SU (N ) (k, J) if we know the generating function explicitly
We will now use the fact that each SU(N) n-level density depends on the corresponding U(N) n-level density to prove that the SU(N) generating function can also be expressed in terms of the U(N) generating function.
Theorem 1. For an arbitrary interval J ⊂ [−π, π) on the unit circle of any length, we have that
where X n SU (N ) is defined in (8) .
Proof. First, we denote the SU(N) Haar measure by 
and, by definition, E SU (N ) (k, J) represents the measure of the set of SU(N) matrices which have precisely k eigenangles in J, so
That is, we have shown that
After we open all the brackets, this becomes
where the h n 's are elementary symmetric polynomials in χ J (θ 1 ), . . . , χ J (θ N )
Because each h n has N n terms, and the probability density function P SU (N ) (θ 1 , . . . , θ N )
is invariant under the permutation of any of its arguments, the SU(N) generating function, E SU (N ) (z, J), becomes
where in the last line we use (7) to obtain R n SU(N ) for n = 1, . . . , N − 1 and leave n = N alone. Now if we use (8) , we find that E SU (N ) (z, J) equals
and re-grouping the terms, this equals
z n n! J n X n SU (N ) (θ 1 , . . . , θ n ) dθ 1 . . . dθ n and noting the first term is the U(N) generating function (6), we have shown that
which was our desired result.
Application to SU(N ) Gram intervals
As previously mentioned, up to this point J ⊂ [−π, π) was assumed to be an arbitrary interval on the unit circle of any length. We conclude this section with a brief discussion on how E SU (N ) (z, J ) and E SU (N ) (k, J ) are affected in the particular case when J is taken to be a SU(N) Gram interval, for example taking J = −π, −π + 2π N .
First, it can be easily seen that the integral of the X 1 SU (N ) (θ 1 ) term over J will always be zero z n n! J n X n SU (N ) (θ 1 , . . . , θ n ) dθ 1 . . . dθ n
We recall from the formula for the SU(N) two-level density that the X 2 SU (N ) (θ 1 , θ 2 ) term is explicitly given by X 2 SU (N ) (θ 1 , θ 2 ) = This can be used to show that its integral over a pair of SU(N) Gram intervals is given by
We remark that the double sum can be re-expressed as a single sum 
In the case of the first term in the integral of X 2 SU (N ) (θ 1 , θ 2 ), as N increases, it has the order 1
Putting the previous results together, we obtain that the contribution coming from the integral of X 2 SU (N ) (θ 1 , θ 2 ) is
where α = 4[γ + log(2π) − Ci(2π)] π 2 = 0.987944 . . .
Numerical results suggest that the value of the integral of X n SU (N ) (θ 1 , . . . , θ n ) over J n decreases by several orders of magnitude as n = 2, . . . , N increases, which implies that the integral of the X 2 SU (N ) (θ 1 , θ 2 ) term gives the main error to the SU(N) generating function.
So in conclusion, we note that in the large N limit, the SU(N)-probability of finding 0, 1, or 2 eigenvalues in a SU(N) Gram interval converges to the U(N)-probability of finding 0, 1, or 2 eigenvalues in an arbitrary interval of length 2π/N, and we've estimated the rate of convergence. This supports a belief of Odlyzko [20] , who said that "Since the averages of S(t) do increase as t increases, it seems reasonable to expect that at large heights the local distribution of the zeros will be independent of Gram points, which leads to the above assumption. In other words, the expectation is that at large heights, any grid of points spaced like the Gram points would exhibit similar behavior with respect to location of zeros."
