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Orientador: José Manoel de Seixas
Programa: Engenharia Elétrica
A identificação de padrões em dados de ensaios de óleo bruto fornece informações
importantes sobre a estimação das propriedades do petróleo, assim como para a ope-
ração e cadeia logística das refinarias. A informação a priori sobre as características
de determinada amostra de óleo melhora a logística em relação a maneira que as re-
finarias devem processá-lo, assim como a sua precificação. Essa tese explora técnicas
de mineração de dados usando algumas propriedades relevantes para a caracteriza-
ção dos ensaios, de maneira a agrupar amostras de óleos brutos similares de maneira
não-supervisionada. Os resultados mostram que os modelos obtidos são capazes de
encontrar padrões ao agrupar as amostras de acordo com essas propriedades. Estes
são então comparados à uma classificação comumente usada na indústria, baseada
apenas na mensuração da densidade do petróleo.
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Advisor: José Manoel de Seixas
Department: Electrical Engineering
The identification of patterns in the crude oil assay data provides useful in-
formation for crude oil properties estimation as well as for the refinery operation
and logistics. The a priori information about the characteristics of a determined
crude improves the logistic concerning which refineries should process it, together
with pricing. This work explores data mining techniques over some characterization
properties of crude oil assays, in order to group similar crude oils in an unsupervised
way. The results show that the derived models are able to find patterns, clustering
crudes according these properties. Afterwards, these are compared to a standard
classification which is aware only about the oil crude density.
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A evolução e o desenvolvimento de técnicas de mineração de dados impulsionam
o desenvolvimento de diversas áreas do conhecimento e, por essa razão, a pesquisa
em inteligência computacional assume caráter multidisciplinar. Esta característica,
somada às inúmeras possibilidades de abordagem a desafios, tornam a área insti-
gante.
Este trabalho acontece no âmbito do reconhecimento de padrões para dados
multidimensionais da indústria petrolífera. Nesse setor, devido aos altos valores
envolvidos, eficiência e acurácia são extremamente importantes. Pequenas otimiza-
ções na operação das empresas de Óleo e Gás geram impactos significativos, e nesses
tempos de retomada econômica, com a exploração ocorrendo em regiões cada vez
mais inóspitas, inovação é uma estratégia ainda mais importante.
Companhias petrolíferas tem um enorme volume de dados referentes às informa-
ções geológicas, aos dados de caracterização dos reservatórios, ao desenvolvimento
de testes, às operações logísticas, ao sensoriamento realizado em diversas etapas
e à produção propriamente dita. Estima-se que um campo de produção offshore
produza mais do que 0.75 terabytes de dados semanalmente, que uma refinaria de
grande porte gere aproximadamente 1 terabyte de dados brutos diariamente e que
as principais empresas do setor armazenam até 2 terabytes de dados todos os dias 1.
Nesse cenário, mineração de dados, aprendizagem de máquina e análises predi-
tivas tornam-se importantes fatores para conduzir processos eficientes e otimizados
requeridos por este setor competitivo. Estas ferramentas permitem o acesso rápido
1Informações extraídas de [1]
1
e efetivo a estes imensos bancos de informações e, quando integradas às práticas co-
muns da engenharia de petróleo, estabelecem novos paradigmas direcionando toda
indústria para decisões baseadas em dados.
A crescente adoção de técnicas de mineração de dados também proporcionam
revisitar desafios antigos, que passam a ser abordados de uma nova forma. Um ponto
enfrentado pelos profissionais da indústria de petróleo se refere à classificação dos
diversos tipos de óleos brutos existentes. A cadeia logística e os processos de refino
dependem do tipo e das características de sua matéria-prima. De fato, cada refinaria
é projetada para processar petróleos com determinadas características. Dependendo
das condições, diferentes óleos são misturados para casar com as características
toleradas por dada planta.
1.1 Motivação
O petróleo é o commodity mais importante do mundo, tanto pelo seu valor de
produção, como por sua importância para a economia global. Os derivados do
petróleo ainda são os principais combustíveis, somando aproximadamente 33 % do
total de energia consumida globalmente. De modo geral, 63 % do consumo de óleo
é realizado pelo setor de transporte e sua completa substituição ainda está distante.
O petróleo é um produto natural e o local de sua formação influencia diretamente
nas suas características físico-químicas, e por essa razão, uma infinidade de tipos
diferentes de óleos podem ser encontrados ao redor do mundo. Trata-se de uma
mistura de compostos que consiste predominantemente de hidrocarbonetos e, em
menor quantidade, de elementos sulfurados, nitrogenados, oxigenados e metálicos. A
sua caracterização é necessária para a otimização processos de produção, refino e usos
do petróleo e derivados. Devido à grande complexidade de sua formação, determinar
analiticamente a composição de petróleos é uma tarefa complicada, demorada e cara.
Em virtude dessa limitação experimental na tarefa de caracterização, utilizam-se
métodos alternativos para a análise composicional como, por exemplo, equações
empíricas.
Desta maneira, ao longo dos anos, diversos métodos empíricos de classificação
de óleo cru foram propostos. Um método simples e direto de classificação é utilizar
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as medições de densidade de maneira a indicar o conteúdo das frações leves. A
densidade é uma informação muito importante, visto que ela reflete, em termos
gerais, as frações de óleos leves e pesados da mistura. Outros métodos utilizam a
correlação da densidade com outras propriedades como, por exemplo, viscosidade,
também facilmente mensuráveis.
No entanto, é importante notar que ao combinar um subconjunto de propriedades
selecionadas, corre-se o risco de limitar a abrangência do modelo de classificação
utilizada. Ao descartar certas propriedades, perde-se informações que podem ser
úteis quando analisadas a relação entre diferentes amostras. Ainda, ao considerar
apenas estatística de primeira ordem, nuanças do comportamento dos compostos não
são consideradas, prejudicando não só a modelagem obtida, como sua generalização.
Esses fatos motivam a utilização de técnicas não lineares de aprendizagem de
máquina, como a seleção de características e o reconhecimento de padrões. A partir
delas, é possível acessar e modelar informações utilizando características intrínsecas
do espaço amostral. Tanto a natureza multidimensional da caracterização de pe-
tróleos, como o potencial volume de informações são fatores que corroboram para a
utilização de algoritmos de inteligência computacional.
1.2 Objetivo
Esse projeto de pesquisa acontece dentro da colaboração entre o Laboratório de
Processamentos de Sinais (LPS/COPPE) e a Petrobras. É visado desenvolver um
método baseado em técnicas de mineração de dados cegas e de estatísticas de ordem
superior para caracterizar amostras de petróleo de acordo com suas propriedades
físico-químicas e, assim, propor uma solução mais adequada para o problema de
estimação de propriedades citado. O objetivo principal é fornecer uma classificação
mais completa e precisa quando comparada à baseada em densidade, sem aumento
significativo nos custos de caracterização.
Entre os diversos modelos de aprendizagem de máquina, os algoritmos de clusteri-
zação podem ser considerados os mais adequados para problemas nos quais os dados
não são rotulados por serem concisos, com muitas aplicações para compactação de
dados e classificação. Os modelos aqui desenvolvidos baseiam-se neste paradigma de
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aprendizagem não supervisionado e utilizam exclusivamente informações coletadas
de esquemas de caracterização simples. Não é necessária uma informação a priori
sobre as amostras de petróleo bruto.
Dentro desse trabalho, foram avaliados o impacto de cada propriedade na clas-
sificação das amostras de óleo bruto, em oposição a utilizar apenas medidas de
densidade. Ao utilizar outras propriedades, espera-se que nuanças seja relevadas,
possibilitando um modelo de classificação mais acurado. Para isso, adotamos foi
realizado uma análise de exploração dos dados, utilizando duas abordagens indepen-
dentes. Primeiro, cada propriedade foi projetada em um mapa SOM, com o intuito
de entender a extensão da influência de cada variável. Em um segundo momento,
realizou-se a fatoração dos dados utilizando NMF. Como resultado desta fatoração,
são obtidas duas matrizes independentes, uma que correlaciona as propriedades aos
agrupamentos desejados, ponderando sua importância e outra, associando cada a
mostra a um agrupamento.
Após essa análise e consequente compreensão de como as diferentes propriedades
influenciam na caracterização de cada amostra, diferentes métodos de classificação
são explorados em conjunto a técnicas de compactação de dados, visto que as amos-
tras são compostas por um número relativamente alto de propriedades. Os resultados
são então comparados com a classificação baseada na medida de densidade.
Os agrupamentos obtidos pelas diferentes técnicas são posteriormente validadas
por métricas que consideram a compactação intra-cluster e separação entre dife-
rentes agrupamentos, de maneira a balancear as capacidades de generalização e
especificidade da representação obtida.
Posteriormente, foram utilizados métodos de otimização baseados em meta-
heurísticas da natureza consolidados na literatura. Pelo seu sucesso em diversos
problemas de reconhecimento de padrões, pesquisadores passaram a desenvolver
técnicas de inteligência em enxames para particionar dados. Tais técnicas consis-
tentemente apresentam desempenho superior aos algoritmos clássicos quando apli-
cados em complexas bases de dados. As figuras de mérito utilizadas na avaliação
dos demais métodos serviram como heurísticas para esses algoritmos.
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1.3 Organização do documento
Esse documento apresenta-se organizado da seguinte maneira:
• O Capítulo 2 introduzo problema de caracterização de petróleos e sua com-
plexidade. São enumeradas alguns dos índices utilizados atualmente e que
servirão como base de comparação no desenvolvimento deste trabalho. Neste
capítulo também é apresentada a revisão bibliográfica em relação a utiliza-
ção de técnicas de mineração de dados relacionadas com a classificação de
hidrocarbonetos;
• o Capítulo 3 apresenta as técnicas cegas e de estatísticas de ordem superior
utilizadas para esse trabalho. O capítulo tem ênfase nas etapas necessárias
para a estimação de agrupamentos não supervisionados. São apresentadas
abordagens para seleção de características, algoritmos de clusterização com
diferentes heurísticas e as principais figuras de mérito utilizadas ao longo desse
trabalho;
• No capítulo 4 é exposto o método proposto para realizar a exploração dos
dados, estimar os padrões ocultos e agrupar as amostras de óleo cru disponíveis
para essa pesquisa;
• os resultados da mineração de dados e das classificações realizadas são mos-
trados no Capítulo 5;
• por fim, o capítulo 6 apresenta as conclusões e enumera os desenvolvimentos




Petróleo é o commodity mais importante do mundo, tanto em relação a sua
produção, como por sua importância para a economia global. Trata-se ainda do
principal combustível do mundo, somando aproximadamente 33 % do consumo total
de energia global. Aproximadamente 63 % do óleo consumido vem do setor de
transporte e a substituição por combustíveis alternativos não é eminente, havendo
previsão para esse percentual diminuir no máximo 5 % nos próximos 5 anos [2]. A










Figura 2.1: Consumo mundial de energia primária. Retirado de [2].
A Agência Internacional de Energia (IEA) prevê que a demanda por petróleo
crescerá para um pouco mais do que 100 milhões de barris por dia devido a recupe-
ração econômica global (um acréscimo da demanda de 1,4 milhões bpd em relação a
2017) [3]. A Figura 2.2 mostra os dados históricos de oferta e demanda de petróleo,
assim como a projeção da IEA para 2018. No gráfico, verifica-se a tendência de
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crescimento tanto na disponibilidade quanto na demanda de petróleo do mercado.
Figura 2.2: Gráfico demostrando a evolução da demanda e produção de petróleo em
barris por dia e a previsão até o quarto trimestre de 2018. Dados disponibilizados
pela Agência Internacional de Energia (IEA).
A Figura 2.3 apresenta um mapa onde estão destacados os principais países pro-
dutores do mundo (membros e não-membros da OPEP). A Arábia Saudita se destaca
como maior produtor mundial, com uma produção estimada em 9,5 milhões de barris
por dia, e plano de expansão para 12,5 milhões nos próximos 4 anos, segundo dados
da Organização para a Cooperação e Desenvolvimento Econômico (OECD) [4].
Figura 2.3: Principais produtores de petróleo do mundo. Dados disponibilizados
pela Organização para a Cooperação e Desenvolvimento Econômico (OECD).
O Brasil acompanha a tendência global no aumento de produção, impulsionado
pela exploração dos campos de pré-sal [5]. O ritmo de descobertas de petróleo no
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país a partir dos anos 2000 o posiciona como quarto no mundo que mais aumentou
o seu volume de reservas [6]. A Petrobras projeta um aumento na produção de 38 %
entre 2018 e 2022 [7].
2.1 Complexidade na composição do petróleo
O petróleo é uma mistura de gases, líquidos e sólidos. É constituído predo-
minantemente por hidrocarbonetos e derivados orgânicos sulfurados, nitrogenados e
oxigenados [8]. Os hidrocarbonetos alcançam mais de 90 % da composição. Também
encontram-se nessa mistura, compostos organometálicos, enxofre na forma inorgâ-
nica (como gás sulfúrico) e metais formadores de sais de ácidos. De forma geral,
quanto mais pesado as frações do petróleo, maior o teor de contaminantes [6]. Re-
sumidamente, os constituintes do petróleo podem ser divididos em duas classes:
hidrocarbonetos e não hidrocarbonetos. A Figura 2.4 apresenta de maneira esque-


















Figura 2.4: Constituição do Petróleo. Adaptado de [6]
Os óleos obtidos de diferentes reservatórios de petróleo possuem características
diferentes. Circunstâncias locais durante a formação do óleo são variáveis, o que
resulta em uma miríade de diferentes tipos de petróleo bruto com diferentes pro-
priedades químicas e físicas ao redor do mundo. Podem ser pretos, castanhos ou
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bastante claros, com densidade e viscosidade variadas, liberando quantidades dis-
tintas de gás [9].
As diferentes propriedades afetam significativamente o valor econômico do pe-
tróleo bruto e também todos as etapas da sua cadeia de abastecimento, incluindo o
upstream, a cadeia logística e o downstream. A partir destas propriedades é definido
o potencial econômico e se é justificável explorar um reservatório de óleo.
A obtenção dos subprodutos do petróleo bruto ocorre através do processo de
destilação fracionada, no qual o material é submetido a aquecimento em tanques
especializados. Os derivados resultantes são hidrocarbonetos sendo os mais leves
compostos por pequenas moléculas e os mais pesados contendo até 70 átomos de
carbono. O processo de destilação ocorre justamente pela diferença de tamanho
das moléculas, onde quanto menor a molécula de hidrocarboneto, menor é a sua
densidade e temperatura de ebulição. Deste modo, cada subproduto é obtido em








Gás Residual — C1 — C2 gás combustível
GLP Até 40 C3 — C4 gás combustível engarrafado, uso doméstico e in-
dustrial
Gasolina 40 — 175 C5 — C10 combustível de automóveis, solvente.
Querosene 175 — 235 C11 — C12 iluminação, combustível de aviões a jato
Gasóleo leve 235 — 305 C13 — C17 diesel, fornos
Gasóleo pesado 305 — 400 C18 — C25 combustível, matéria-prima p/ lubrificantes
Lubrificantes 400 — 510 C26 — C38 óleos lubrificantes
Resíduo Acima de 510 C38+ asfalto, piche, impermeabilizantes
Tabela 2.1: Frações típicas do petróleo. Retirado de [9].
Pela complexidade de sua composição, o petróleo e seus derivados devem ser
caracterizados por métodos que permitam conhecer seu comportamento físico e quí-
mico, quando submetidos a diferentes condições de operação [10]. Alguns dos obje-
tivos de caracterizar corretamente o petróleo podem ser listados, como por exemplo:
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• Refinadores estão interessados na quantidade das sucessivas frações de desti-
lação e na composição química ou propriedades físicas destas frações [11];
• Geólogos procuram identificar e caracterizar os petróleos para relacioná-los à
rocha geradora e medir seu grau de evolução [11];
• Durante o transporte e o processamento, conhecer os parâmetros físicos como
o ponto de ebulição é crucial para evitar problemas como obstrução ou solidi-
ficação [12];
• A operação dos equipamentos da cadeia de processamento dependem das pro-
priedades dos fluídos processados como a densidade, temperatura de ebulição,
viscosidade, etc [13];
• Proporcionar um melhor desempenho na extração de subprodutos quando,
na fase final de formulação, promove-se a mistura dos componentes de petró-
leo [10].
Há uma dificuldade prática de se determinar analiticamente a composição de
petróleos, pois sua caracterização química só pode ser feita de modo completo ape-
nas para frações leves. Apesar dos grandes avanços das técnicas experimentais nas
últimas décadas, uma identificação completa de todas as frações extraídas de um
petróleo bruto ainda é muito complicada, demorada e cara [14].
2.2 Ensaios de Petróleo Bruto
A indústria petrolífera costuma realizar medições de propriedades físico-químicas
e, assim, estimar qual o tipo de composto predominante numa mistura ou óleo [11].
São os chamados ensaios de petróleo bruto [12].
Convencionalmente, os ensaios de óleo bruto incluem testes relativamente simples
para determinar, por exemplo, a densidade, viscosidade e teor total de enxofre, mas
também testes bastante complexos, como a caracterização das frações de intervalo
de ebulição por meio de destilação física ou artificial.
Tradicionalmente, a maioria desses testes (também conhecidos como via úmida)
são realizadas por métodos padrões desenvolvidos pela American Society for Testing
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and Materials International [15] e o Instituto de Energia, anteriormente conhecido
como Instituto de Petróleo [16]. No entanto, dependendo dos testes laboratoriais,
um ensaio de petróleo bruto pode levar de 3 dias a 5 semanas a ser concluído, com
custos variando de 2.500 a 30.000 dólares [17, 18].
2.3 Classificação de Petróleos
A tarefa de agrupar óleos cru em uma qualificação padrão é um desafio antigo
enfrentado pelos profissionais da indústria do petróleo. Assim, métodos alterna-
tivos foram desenvolvidos ao longo dos anos para a determinação da composição
química de frações de petróleo, utilizando-se para isso equações empíricas e mode-
lagem composicional [12]. Esses métodos empíricos buscam, através de correlações
que utilizam propriedades facilmente medidas tais como, temperatura de ebulição,
densidade, viscosidade, obter a composição química das frações [19]. Tais métodos,
no entanto, possuem validade em um conjunto limitado de óleos e poucos destes
modelos apresentam boa precisão em uma faixa ampla de aplicações [6].
2.3.1 Classificação de petróleos pela densidade
Uma classificação típica para óleos brutos utilizada é relacionada ao Grau API,
ou °API, medida que mede a densidade relativa dos líquidos derivados do petróleo
em relação à água [20]. A densidade é uma informação importante, pois reflete, em
termos gerais, o conteúdo leve e pesado das frações do petróleo. Através de seus
valores podemos classificar o óleo como: leve, médio, pesado e extra-pesado [21].
Um classificação frequentemente referida foi obtida através da análise de 500
amostras de todos os tipos de petróleos processados no Brasil [6]. A Tabela 2.2
apresenta os limiares para cada uma dessas classes de petróleo.
Observa-se que a medida °API apresenta uma relação inversamente proporcional
à gravidade específica (SG, do inglês specific gravity) do óleo. Essa relação pode ser
estabelecida como:
SG = 141, 5°API + 131, 5
onde SG denota a densidade relativa do óleo em relação à água. Deste modo, as













Tabela 2.3: Definição de classes considerando a medida de gravidade específica.
2.3.2 Classificação por meio de indicador da relação
viscosidade-densidade
A constante viscosidade-gravidade (VCG) é bastante utilizada para a classifi-
cação de óleos brutos, pois pode ser calculado a partir de propriedades facilmente
obtidas, contudo seus valores são apenas válidos para regiões específicas do planeta,
pois dependem de temperaturas e viscosidades específicas.
Éigenson (1989) estabelece de maneira empírica uma classificação para dividir
petróleos em duas classes: parafínicos e naftênicos, usando a viscosidade, na forma
da função (wθ = log log(vθ + 0.8)). A função wθ for originalmente proposta por
Walther para descrever a relação entre a viscosidade dos líquidos crus e temperatu-
ras, da seguinte maneira [22]:
wθ = A−B log(273, 2 + θ)
wθ2 = wθ1 −B log(
273, 2 + θ1
273, 2 + θ2
)
(2.1)
onde A e B são coeficientes a serem determinados.
Ao comparar os valores de °API aos da função w50, foi possível estabelecer uma
correlação linear entre as duas propriedades, e, a partir daí, projetar um classificador
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linear.
2.3.3 Classificação baseada na razão densidade-viscosidade
Farah (2006) [10] propôs um índice novo visando distinguir compostos parafí-
nicos, naftênicos e aromáticos. Utilizou para isso o fator °API / (A/B), onde A e
B são os parâmetros da equação de Walther para a viscosidade, característicos de
cada substância. Observou-se que este fator apresentou valores bem definidos para
as classes de hidrocarbonetos parafínicos, naftênicos, benzeno (e alquia benzenos)









Tabela 2.4: Definição de classes considerando o fator °API / (A/B)
Esse índice se relaciona com as categorias baseadas na composição do petróleo
que podem ser descritas da seguinte maneira:
Classe parafínica óleos leves, fluidos ou de alto ponto de fluidez, com densidade
inferior a 0,85, teor de resina e viscosidade baixa. Apresenta baixo teor de
enxofre. A maior parte dos petróleos produzidos no nordeste brasileiro se
enquadra nessa classe. São óleos excelentes para a produção de querosene de
aviação, diesel, lubrificantes e parafinas [9].
Classe parafínica-naftênica óleos que apresentam teor de resina e asfaltenos um
pouco maior que a classe anterior, com baixo teor de enxofre (1%) e teor
de naftênicos entre (25 e 40%). A densidade e viscosidade apresentam valo-
res maiores do que os parafínicos, mas ainda são moderados. A maioria dos
petróleos oriundos da Bacia de Campos é deste tipo [9].
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Classe naftênica óleos com baixo teor de enxofre que se originam da alteração bi-
oquímica de óleos parafínicos e parafínico-naftênicos. Alguns óleos da América
do Sul, Rússia e do Mar do Norte pertencem a esta classe que produz frações
significativas de gasolina e nafta petroquímica [9].
Classe aromática intermediária óleos frequentemente pesados, contendo 10 a
30% de asfaltenos e resinas e teor de enxofre acima de 1%. A densidade
usualmente é maior que 0,85. Esses óleos são encontrados no Oriente Médio,
Africa Ocidental, Venezuela, Califórnia e Mediterrâneo (Sicília, Espanha e
Grécia).
Classe aromática-naftênica óleos derivados dos parafínicos e parafínico-
naftênicos, podendo conter mais de 25% de resinas e asfaltenos, teor de enxofre
próximo a 1%. Alguns óleos são encontrados na Africa Ocidental [9].
Classe aromática-asfáltica óleos oriundos de um processo de biodegradação
avançada. Podem também se enquadrar alguns poucos óleos verdadeiramente
aromáticos não degradados da Venezuela e África Ocidental. Entretanto ela
compreende principalmente óleos pesados e viscosos como encontrado no Ca-
nadá ocidental, Venezuela e sul da França [9].
2.4 Métodos baseados em reconhecimento de pa-
drões
Apesar de simples de serem aplicados, as classificações apresentadas até aqui,
apenas consideram propriedades, como medidas de viscosidade e densidade, des-
cartando estruturas intrínsecas e padrões provenientes de outras. Ao desconsiderar
essas informações e não levar em conta importante nuanças, corre-se o risco de de-
senvolver modelos para estimação de propriedades de óleo cru que tenham baixo
desempenho.
Devido quantidade de petróleos existentes, uma abordagem indicada para de-
senvolver modelos acurados é tentar agruparem um número limitado de grupos suas
amostras através das possíveis graus similaridades utilizando técnicas consolidadas
de reconhecimento de padrões.
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Na literatura podemos encontrar a aplicação destas técnicas principalmente vi-
sando a identificação de origem geográfica de derramamentos de óleo cru em costas
e oceanos. Alguns autores realizaram análises com componentes principais (PCA)
combinando-as com mapas auto-organizáveis (SOM) (os dois algoritmos serão de-
talhados na Seção 3) para classificar amostras de petróleo em relação a sua origem
geográfica a partir de dados coletados com cromatografia gasosa com espectrômetro
de massa acoplado (GC-MS) [23].
Fonseca (2006) [24] combinou as duas técnicas para obter a origem de amos-
tras petróleos contidas em duas bases de dados distintas: uma base do Instituto
Hidrográfico de Lisboa, contendo 188 amostras, cada uma com 21 dimensões [25] e
outra do sistema EUROCRUDE® que conta com 374 amostras, contendo 56 dimen-
sões [26]. Ambas as bases possuem amostras provenientes de 20 origens geográficas
distintas. O trabalho conclui que a as redes SOM puderam classificar a origem das
amostras, principalmente as regiões bem representadas no banco de dados, chegando
a uma acurácia de 96 % para esses casos. Fernández-Varela [27, 28] utiliza a mesma
combinação de técnicas para categorizar os tipos de produtos destilados presentes
em 45 amostras de poluentes coletados em diversas praias da região da Galícia [29].
Borges (2010) [30] utilizou mapas SOM para classificar 38 amostras de óleo cru,
provenientes de 6 regiões geográficas, obtendo aproximadamente 89 % de precisão
média. Já Carvalho (2017) [31] desenvolveu uma ferramenta de classificação para
hidrocarbonetos como um prelúdio do desenvolvimento de um modelo preditivo de
propriedades físico-químicas relevantes para motores com o objetivo final de antever
a adequação destes motores a novos biocombustíveis.
Cabe ressaltar que organizações da indústria de Óleo e Gás recorrem cada vez
mais a algoritmos de mineração de dados para apoiar sua operação [1]. Detecção de
anomalias [32], séries temporais [33], processamento de imagens de satélites [34–36],





O problema de agrupar dados de acordo com suas características intrínsecas é
amplamente abordado na literatura de mineração de dados e aprendizagem de má-
quinas devido às inúmeras aplicações em sumarização, categorização e segmentação.
O problema básico da clusterização de dados pode ser apresentado, em linhas gerais,
como: “Dado um conjunto de pontos, particioná-los em conjuntos de elementos mais
similares possíveis” [38]. O cálculo da similaridade entre os diferentes grupos encon-
trados após processo de clusterização pode ser realizado de diversas maneiras [39].
Sob a perspectiva de otimização, o principal objetivo dos algoritmos de cluste-
rização é maximizar tanto a homogeneidade interna de um grupo/cluster como a
heterogeneidade entre diferentes grupos.
Os algoritmos de clusterização utilizam dados que, normalmente, não são previ-
amente classificados ou mesmo conhecidos (informações não rotuladas), sendo, por
essa razão, classificados como pertencentes à classe de algoritmos não supervisiona-
dos. Essas etapas podem ser resumidamente resumidas da seguinte maneira [40]:
HANCER (2017) define as etapas apresentadas na Figura 3.1 como fundamentais
para realizar uma análise de agrupamentos.
Seleção de características Essa etapa objetiva eliminar as características que
causam efeitos adversos no desempenho do algoritmo e reduzir o números
de dimensões envolvidas no problema abordado.
Execução do algoritmo de clusterização O objetivo dessa etapa é determinar
o algoritmo mais apto para o problema abordado. Não existe uma técnica
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Figura 3.1: Etapas fundamentais em análises com agrupamento de dados. Adaptado
de [41].
universal de clusterização consolidada na literatura.
Validação dos agrupamentos obtidos Os clusters obtidos serão avaliados por
critérios e índices específicos, que podem também variar conforme o problema.
Interpretação dos resultados os resultados obtidos pelos algoritmos utilizados
são processados e analisados para alcançar os resultados esperados pelos ex-
perts.
Nesse trabalho, foram utilizados diferentes métodos de clusterização, visando
objetivos diferentes dentro da pesquisa. Em um primeiro momento, algoritmos ex-
ploratórios foram usados com intuito de possibilitar a compreensão da importância
das dimensões utilizadas, bem como a influência de cada uma delas na caracteriza-
ção das amostras disponíveis. Este estudo aprofundado visou criar subsídios para o
estudo seguinte, onde um novo processo de clusterização foi realizado a fim de obter
uma classificação baseada nas relações intrínsecas dos dados. Com esses objetivos
delineados, diferentes configurações foram escolhidas. Este capítulo mostrará as di-
ferentes técnicas de preprocessamento, os algoritmos de clusterização e as medidas
de validação dos agrupamentos que foram usadas dentro do método de pesquisa.
3.1 Seleção de Características
A extração de características é uma importante etapa de preprocessamento, ne-
cessária para melhorar a qualidade do processo de clusterização. Nem todas as
características são igualmente relevantes para a realização de agrupamentos. Para
tal, pode-se realizar a seleção de características ou a redução de dimensionalidade.
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Enquanto a primeira exclui subconjuntos de características selecionadas, a segunda
realiza combinações lineares dessas características usando técnicas como Análise dos
Componentes Principais (PCA, do inglês Principal Component Analysis) [42, 43] ou
a Fatoração de Matrizes Não-Negativas (NMF, do inglês Non-Negative Matrix Fac-
torization) [44, 45].
3.1.1 Análise dos Componentes Principais
A PCA é uma abordagem clássica para a redução de dimensionalidade e extração
de características [43]. A análise parte do principio que há correlação entre os com-
ponentes dos dados originais e, portanto, informação redundante. Essa redundância
pode ser removida através de uma transformação linear, que deve ser encontrada.
No novo espaço, os componentes são reordenados em ordem decrescente de variância.
A forma fechada de encontrar uma projeção que atenda o critério de descorre-
lacionamento é através da base formada pelos autovetores da matriz de correlação
Cx, onde x são os vetores do sinal original centrados, ou seja, que tiveram a média
removida. Esses autovetores serão então os componentes principais, e os autovalo-
res correspondentes darão a variância, ou seja, a energia do sinal correspondente ao
componente. Tipicamente usa-se o método de decomposição em valores singulares
(SVD, da sigla em inglês para Singular-value decomposition) [46].
Na Equação 3.1, se as direções principais são representadas por uj, podemos
definir a transformação linearmente ortogonal dos dados x como:
aj = uTj x = xTuj, j = 0, . . . , n− 1 (3.1)
onde aj é a projeção dos dados no espaço das componentes principais. A compac-
tação do sinal pode ser feita selecionando-se somente os componentes com maiores
autovalores. Analisando-se a soma cumulativa dos autovalores já ordenados, pode-
se determinar o número de componentes baseado na quantidade de energia total do
sinal original. Em casos práticos, a maior parte da energia se deposita sobre um
conjunto pequeno de componentes principais [46]. É importante notar que a PCA
apenas considera estatísticas de segunda ordem.
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3.1.2 ISOMAP
O espaço dos componentes principais não necessariamente é o espaço que melhor
caracteriza a estrutura intrínseca dos dados. O algoritmo ISOMAP [47] realiza
a redução de dimensionalidade explorando a distância geodésica entre diferentes
pontos num espaço vetorial. A distância geodésica é o menor a caminho entre
quaisquer dois pontos num espaço curvo que tenha uma geometria de Riemann [48].
Ele se utiliza da estimativa da distância geodésica entre dois pontos no espaço para
encontrar Uma representação de baixa dimensionalidade que mantenha a estrutura
do espaço original. Sua grande vantagem em relação a outros métodos, como PCA,
é o uso de uma estimativa de distância mínima entre dois pontos mais robusta que
a distância euclidiana [47].
O exemplo clássico é a presença de um manifold de duas dimensões representado
num espaço de três dimensões. A Figura 3.2 mostra a ilustração de um manifold
2D representado num espaço de dimensão superior. Assim, apesar de descrito num
espaço 3D, sua dimensionalidade intrínseca é 2D.
Figura 3.2: Exemplo de uma estrutura de 2D (manifold) representada num espaço
3D.
A distância geodésica entre dois pontos é estimada como a soma de inúmeros
pequenos segmentos de reta numa vizinhança, onde a distância euclidiana é consi-
derada válida para representar a menor distância entre dois pontos. Essa vizinhança
pode ser definida por um raio em relação a uma dada amostra, ou pelos k pontos
mais próximos dessa amostra. Determinadas vizinhanças, monta-se um grafo ligando
cada ponto com seus vizinhos. Por fim, a distância geodésica entre dois pontos é
estimada pelo menor caminho, no grafo, entre esses dois pontos. Nota-se que quanto
maior for o número de amostras, melhor será a estimativa desta distância [47].
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3.1.3 Fatoração de Matrizes Não-Negativas
NMF e sua extensão NTF (do inglês, Nonnegative Tensor Factorization) são
apontadas como uma maneira esparsa e eficiente de representar sinais, imagens e
dados em geral [44]. Do ponto de vista de processamento de sinais, NMF é muito
interessante porque leva em conta correlações espaciais e temporais entre variáveis
e frequentemente provê fatores esparsos ou componentes não negativos latentes com
significação e interpretação físicos [44].
Seja uma matriz de entrada X = (x1, . . . , xn) que contem uma coleção de n
vetores-coluna de dados. Fatora-se X em duas matrizes:
X ≈ FGT (3.2)
onde, X ∈ Rp×n, F ∈ Rp×k e G ∈ Rn×k. Para p < n e o rank das matrizes F, G
é muito menor do que o rank de X. F e G são minimizados diminuindo uma função
custo. A função custo mais comum é a soma dos erros quadráticos:
min Jseq = ||X − FGT ||2 (3.3)
Uma das propriedades mais interessantes da NMF, é frequentemente é produzir
uma representação esparsa dos dados [49]. Em aprendizagem de máquinas, esparsi-
dade é associada à seleção de características, enquanto não negatividade é relacio-
nada com distribuições de probabilidade [44]. Assim, uma representação esparsa e
não negativa permite codificar os dados usando poucos componentes ativos, o que
torna a codificação simples para ser interpretada [49].
Ao contrário de outros algoritmos, a NMF é um modelo aditivo, o qual não
permite subtrações. Desta maneira, é capaz de descrever as partes que compõe a
entidade como um todo. Em outras palavras, NMF pode ser considerada como uma
representação onde a nulidade representa a ausência e a positividade representa a
presença de um evento ou componente [44]. A restrição por valores não negativos
torna NMF um problema NP-difícil [50].
Por essas características, diversas aplicações de NMF podem ser encontradas
na literatura, como, por exemplo: mineração de texto [51], processamento de ima-
gens [52], separação ceda de fontes [53], análise musical [54], detecção de comunida-
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des [55], filtros colaborativos [56] e clusterização [57]. As aplicações relacionadas a
tarefa de clusterização serão abordadas mais adiante, ainda nesse capítulo.
A Equação 3.3 assume que a fatoração é usada com dados gaussianos, o que
muitas vezes não é verdade [58]. Na prática, diversas funções objetivos podem ser
usadas, como por exemplo, a divergência de Kullback-Leibler, comum em aplica-
ções de text mining [59] e a distância de Itakura-Saito, indicada em análises com
música [60, 61].
Na literatura, existem diversas implementações de algoritmos de NMF [62], onde
a maioria utiliza o método em busca coordenada de dois blocos [58]. Esse método
atualiza um dos fatores (F ou G) alternadamente fixando os valores do outro. O
Algoritmo 1 apresenta como a solução baseada em busca coordenada é estruturada.
A escolha do posto r é particularmente desafiadora [63]. Algumas das abordagens
utilizadas variam desde tentativa e erro, estimação através de decomposição em
valores singulares, uso de conhecimento especialista sobre o problema em questão
ou, ainda, o uso da técnica de validação cruzada.
Algoritmo 1: Solução de NMF baseado em busca coordenada
Dados: Matriz não-negativa X ∈ Rp×n+ e o posto r.
Resultado: (F,G) ≥ 0: uma fatoração de posto r, onde X ≈ FGT
1 Gerar matrizes iniciais F ≥ 0 e G ≥ 0
2 enquanto critério de parada não for atingido faça
3 F (t) = atualiza (X, F (t−1), G(t−1))
4 G(t) = atualiza (X, F (t), G(t−1))
5 fim
Uma maneira popular de realizar a etapa de atualização é através das atualizações
multiplicativas (MU, do inglês multiplicative updates) [64, 65], baseada na estratégia
de majoração-minimização (MM) [66]. Dados X, F e G, MU modifica F através da,
Equação 3.4:




Entre as vantagens dessa abordagem estão a sua simples implementação, sua ca-
racterística escalável e sua aplicabilidade em matrizes esparsas. Um ponto negativo
é a sua convergência lenta [67].
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NMF com divergência β
A divergência β é uma família de funções de custo parametrizadas por um único
parâmetro β que assume a forma da distância Euclideana, a divergência de Kullback-
Leibler [68] e a divergência de Itakura-Saito [69] como casos especiais (β = 2, 1, 0
respectivamente) [70]. Ela foi proposta por Basu et al. (1998) e Eguchi (2001) e





β + (β − 1)yβ − βxyβ−1) β ∈ R/{0, 1}
x log(x
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)− 1 β = 0
(3.5)
A Figura 3.3 apresenta como a curva se comporta para os diferentes intervalos
de β.
A variação da função objetivo em relação ao valor de β, permite que diferentes
características do problema sejam acessadas e exploradas. Por exemplo, em Fé-
votte (2009) foi mostrado que fatorizações com valores pequenos de β são relevantes
para decomposição de espectros de áudio, pois são tipicamente caracterizados por
componentes de baixa potência, normalmente ignorados ou degradados quando usa-
dos com divergências KL ou Euclidiana [60].
Por sua vez, a divergência de Kullback-Leibler é oriunda da Teoria da Informação
e trata-se de uma medida de entropia cruzada [68, 73]. Ao utilizá-las como função
custo da NMF, pode-se mensurar o quanto de informação é perdida no processo
de fatoração. Ao mesmo tempo, o resultante passa a ter uma interpretação pro-
babilística, baseada na estimação de máxima verossimilhança entre a distribuição
variável-componente e a distribuição componente [74].
3.2 Mapas Auto Organizáveis
O objetivo de um trabalho de exploração é ganhar familiaridade com os dados
disponíveis, e, assim, ser capaz de determinar se estes são suficientes e de escolher o
preprocessamento adequado, bem como um modelo satisfatório [75].
Uma maneira eficiente de ganhar esta familiaridade é através da visualização das
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Figura 3.3: Divergências β em função de y. Cada um dos gráficos ilustram os regimes
das divergências para os cinco intervalos de valores característicos para β. Retirado
de [70].
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informações disponíveis. Os Mapas Auto-organizáveis (ou Rede Neural de Kohonen,
ou ainda Mapa de Kohonen)<++> [76] são especialmente interessantes para este
propósito devido suas propriedades [75].
O SOM é uma rede neural com treinamento não supervisionado, baseado na
aprendizagem competitiva, capaz de realizar um organização topológica das entradas
fornecidas. Executa um mapeamento não linear dos sinais de um espaço de entrada
contínuo de dimensão k para um espaço de características discreto e bidimensio-
nal [77]. Na Figura 3.4, pode-se visualizar o diagrama de um mapa auto-organizável
bidimensional.
Figura 3.4: Diagrama do SOM. Retirado de [77].
A formação do SOM ocorre através de três processos:
Competição
Para cada vetor de entrada, há apenas um neurônio vencedor. Seja um vetor
de entrada x = x1, . . . , xD e as sinapses entre as entradas i e os neurônios
j na camada intermediária wj = wji : j = 1, . . . , N ; i = 1, . . . , D, onde N é o
número de neurônios. Pode-se definir a função discriminante ser a distância





(xi − wji)2 (3.6)
Em outras palavras, os neurônios cujo o vetor peso estiver mais próximo ao
vetor de entrada, ou seja, o mais similar, é declarado vencedor.
Cooperação
Neurônios de regiões adjacentes irão ser mover para uma mesma direção. No
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cérebro humano, há evidências da existência de uma interação lateral em um
conjunto de neurônios excitados. Em particular, um neurônio que é ativado
tende a excitar mais os neurônios que estão imediatamente a sua volta do que
os localizados mais distantes [78].
Esse fenômeno inspirou a introduzir no SOM uma vizinhança topológica em





Onde Tj,I(x) denota a vizinhança topológica, onde I(x) representa o neurônio
vencedor. Essa função tem inúmeras propriedades relevantes: é máxima no
neurônio vencedor, é simétrica em torno do neurônio, decresce a zero conforme
a distância tende a infinito e é invariante à posição do neurônio vencedor.
Uma característica especial do SOM é que o tamanho da σ vizinhança necessita
diminuir com o tempo, normalmente de maneira exponencial.
Adaptativo
Reforça a resposta do neurônio vencedor, e de seus vizinhos, ao padrão de
entrada após o ajuste dos pesos sinápticos. É nessa etapa em que as saídas
se auto organizam e o mapa de características entre a entrada e a saída se
formam.
A motivação em haver uma vizinhança topográfica é que não somente o neurô-
nio vencedor tenha seus pesos atualizados, mas seus vizinhos também. Na
prática, a atualização dos pesos ocorre de acordo com a equação 3.8:
∆wij = η(t)Ṫj,I(x)(t)(̇xi − wji) (3.8)
onde, cada época t é dependente da taxa de aprendizado η(t) = η0 exp(−tτn ). O
efeito de cada atualização é mover o vetor de pesos wi do neurônio vencedor e
seus vizinhos em direção ao vetor de entrada x.
Desta maneira, o SOM forma um mapa semântico, onde eventos semelhantes
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são mapeados conjuntamente e os distintos separados. Esse mapeamento pode ser
visualizado através da U-Matrix do SOM [79]. Esta utiliza a mesma métrica usada
durante o treinamento para calcular distâncias entre pesos de neurônios vizinhos.
Como resultado, obtém-se uma matriz que pode ser interpretada como imagem,
onde cada coordenada (x, y) são derivadas das coordenadas dos neurônios no grid
do mapa, e a intensidade corresponde a distância calculada [80]. Esta visualização
fornece a possibilidade de uma análise qualitativa dos dados.
Para produzir uma descrição quantitativa dos dados, devem ser selecionados
grupos de interesse dentro do mapa gerado. Para tal, utilizam-se as informações
geradas pelo SOM em conjunto a outros métodos de agrupamento, como K-médias,
por exemplo. Assim, é possível possuir os agrupamentos presentes numa base de
dados, rapidamente, de maneira robusta e com uma visualização eficiente.
3.3 Algoritmos Baseados em Distâncias
Métodos baseados em distâncias são frequentemente desejáveis devido sua sim-
plicidade e a facilidade de implementação em uma ampla variedade de cenários.
Podem ser separados em basicamente dois tipos: algoritmos planos e hierárquicos.
3.3.1 Algoritmo K-médias
Nos algoritmos planos, os dados são divididos em vários grupos de uma só vez,
normalmente com o uso de representantes do particionamento. A escolha da fun-
ção representativa de particionamento e a de distância são cruciais e regulam o
comportamento do algoritmo subjacente. Em cada iteração, os pontos de dados
são atribuídos aos seus representantes mais próximos de separação e, em seguida, o
representante é ajustado de acordo com os pontos de dados atribuído ao cluster [38].
O algoritmo mais utilizado nessa classe é conhecido como K-médias [81], empre-
gando o conceito de centroides. Dados os K centroides espalhados aleatoriamente
no espaço de dados, sendo K igual ao número de agrupamentos pré-definidos, o
algoritmo agrupa os eventos, de acordo com o distanciamento entre o evento e o
centroide. Forma-se então um diagrama de Voronoi. Como métrica, utiliza-se a
distância euclidiana quadrática:
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d2ki =‖ xi − ck ‖2 (3.9)
onde xi são os eventos do conjunto de dados e ck são os centroides dos agrupamentos.
A seguir, os centroides são recalculados como o baricentro dos eventos associados
aos seus agrupamentos, redefinindo o diagrama de Voronoi. Esse processo é repetido
até os centroides não se desloquem mais ou quando um determinado número de
iterações do algoritmo for realizado.
A Figura 3.5 apresenta graficamente os passos que o algoritmo utiliza.
(a) K = 3 são ale-
atoriamente gera-






mento se torna a
nova média
(d) O algoritmo é
repetido até con-
vergir.
Figura 3.5: Exemplo do algoritmo de K-Means
3.3.2 Algoritmo Hierárquicos
Nesses métodos, os agrupamentos são representados hierarquicamente através de
um dendrograma, variando os níveis de granularidade. Dependendo se essa repre-
sentação hierárquica é criada de cima para baixo ou vice-versa, ela pode considerada
aglomerativa ou divisiva.
Nos métodos aglomerativos, a abordagem é montar a estrutura de baixo para
cima, onde o algoritmo começa a partir dos dados individuais e vai sucessivamente
combinando agrupamentos de tal forma que uma estrutura em árvore é montada [82].
Há uma série de opções em como os agrupamentos podem ser aglomerados, balance-
ando qualidade e eficiência. Alguns exemplos são o agrupamento por vizinhos mais
próximo [83] e agrupamento por ligação completa [84].
Nos métodos divisivos, a abordagem é feita de cima para baixo de maneira a su-
cessivamente dividir as amostras em uma estrutura tipo árvore. Qualquer algoritmo
de clusterização plana pode ser utilizado para realizar o particionamento a cada
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passo do algoritmo. Esse tipo de algoritmo permite maior flexibilidade em relação
à estrutura hierárquica e ao balanceando dos diferentes conglomerados de dados.
A Figura 3.6 apresenta uma simples representação dos algoritmos hierárquicos e a
orientação de cada uma das abordagens.
a b c d e
Aglomerativo Divisivo
Figura 3.6: Exemplo de dendrograma usado para a clusterização hierárquica.
3.4 NMF como Método de Clusterização
Como explicado anteriormente, o algoritmo de K-médias é um dos mais populares
usados para clusterização de dados. Se X = (x1, . . . , xn) corresponder à n pontos,
é possível particionar eles em K agrupamentos mutualmente exclusivos. A função









||xi − ck||2 (3.10)
Se considerarmos C = c1, . . . , cn um conjunto de centroides obtidos via cluste-
rização com K-médias. Seja H uma matriz que indica a qual cluster pertence, ou
seja, hki = 1 se xi ao agrupamento ck e hki = 0 se não for o caso [85]. Deste modo,






hik||xi − ck||2 = ||X − CHT ||2 (3.11)
Ao comparar as equações 3.3 e 3.11, pode-se perceber que elas tratam-se da
mesma função objetivo, contudo com restrições diferentes [85]. De fato, a função
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objetivo do algoritmo K-médias pode ser expressa de diferentes maneiras: se aplicada
a restrição da não negatividade a solução será a NMF [85]; se aplicada a restrição
da ortogonalidade a solução encontrada serão os componentes principais [86]; e, por
fim, sem quaisquer restrição, obtém-se o conjunto de centroides do espaço amostral.
O elemento de H, Hij, denota uma medida de quanto o evento xj se relaciona
ao cluster ki [87]. Neste ponto, duas classes distintas de clusterização podem ser
definidas:
Hard Clustering Nesse tipo de clusterização, entende-se que o evento pertence
a apenas um cluster e a determinação do cluster ki é realizada a partir da
Equação 3.12:
kj = arg max
i
Hij (3.12)
onde kj é o índice do valor máximo de uma linha de H.
Soft Clustering Nesse método é entendido que o valor da matriz de coeficientes
Hij representa a probabilidade de um determinado evento i pertencer ao cluster
kj. Ao contrário de algoritmos do tipo hard (como, por exemplo, K-médias),
nesse caso é admitido que um evento pertença simultaneamente a um ou mais
agrupamentos.
Diferentes aplicações de clusterização baseadas em NMF podem ser encontradas
na literatura [88–91], sendo sua utilização em mineração de texto, na tarefa de
extração de tópicos, a que talvez mais reverbere [92–94].
Extrair tópicos consiste na tarefa de agrupar diferentes documentos textuais de
acordo com sua semântica. É possível representar um documento em formato veto-
rial utilizando, por exemplo, a medida TF-IDF [95], que representa a importância de
uma palavra em relação a uma base textual ou corpus linguístico. Como resultado
da NMF, dois subprodutos são obtidos: o tópico ao qual o documento pertence e o
conjuntos de palavras mais relevantes para para caracterização de tal tópico [96].
3.4.1 Clusterização baseada em Consenso
Existem diversas maneiras de inicializar as matrizes C e H, com vantagens e
desvantagens, ligadas principalmente a complexidade do problema [58]. A maneira
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mais simples é gerá-las de maneira aleatória inúmeras vezes e manter a melhor
solução gerada [97].
Em relação a tarefa de clusterização, a utilização de várias inicializações é um
indicativo da estabilidade da solução. Ao comparar os diversos resultados obtidos
por diferentes inicializações podemos contabilizar o número de vezes que cada evento
foi categorizado no mesmo cluster. Se, ao longo das repetições, os eventos não tran-
sitem em diferentes agrupamentos, mais estável é o modelo obtido. Esse processo
é denominado “Clusterização baseada em Consenso” (do inglês Consensus Cluste-
ring (CC)) e é baseado no cálculo da matriz de consenso, que possui dimensão n×n,
onde n denota o número de eventos e em que cada elemento representa o número de
vezes, em média, que dois eventos foram categorizados pelo mesmo cluster.
3.5 Algoritmos de Clusterização Baseados na Na-
tureza
A inteligência de enxames estuda o comportamento coletivo de sistemas com-
postos por uma comunidade de indivíduos que interage localmente entre si e com
seu ambiente. Enxames usam formas de controle descentralizadas e uma auto-
organização para alcançar seus objetivos. Observando o sucesso e a eficiência dos
enxames na natureza para resolver problemas complexos, foram desenvolvidos sis-
temas computacionais que procuram mimetizar seus comportamentos. Assim surgi-
ram técnicas robustas, escaláveis e paralelizadas surgiram para resolver problemas
de otimização complexos. É um campo de pesquisa relativamente recente, com os
primeiros trabalhos publicados no início da década de 90, porém cada vez mais
popular, principalmente por sua característica multidisciplinar [98].
Pelo seu sucesso em diversos problemas de reconhecimento de padrões, pes-
quisadores passaram a desenvolver técnicas de inteligência em enxames para par-
ticionar dados. Tais técnicas consistentemente apresentam desempenho superior
aos algoritmos clássicos quando aplicados em complexas bases de dados reais [98].
Nanda (2014) e Kaur (2015) desenvolvem extensas pesquisas em relação à literatura
já desenvolvida sobre o tema [99, 100]. Podem-se destacar alguns métodos derivados
das primeiras versões dos algoritmos colônia de formigas ou enxames de partículas.
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O primeiro algoritmo inspirado no comportamento de animais foi criado no início
da década de 1990 por Marco Dorigo com o intuito de resolver uma série de pro-
blemas de otimização [101, 102]. O algoritmo de otimização baseado em colônia de
formigas (ACO, do inglês Ant Colony Optimization) se inspira nos hábitos de forra-
geamento (busca e a exploração de recursos alimentares) desses insetos na natureza.
A ideia principal é mimetizar a comunicação indireta entre as formigas a partir de
trilhas de feromônio1, as quais as permitem à encontrar o caminho mais curto entre
o formigueiro e a fonte de comida. Quanto maior o número de formigas transeuntes
em um caminho, maior a quantidade de feromônio depositada e, consequentemente,
mais atraente a rota se torna para as demais formigas. Desta maneira, as menores
rotas são privilegiadas e o caminho mais curto é encontrado [103].
Em relação à tarefa de clusterização, pode-se encontrar algumas abordagens na
literatura [104–108]. Uma ideia simples, é imaginar cada amostra como um ponto
de um problema de “caixeiro viajante”. Este é um problema de otimização ampla-
mente discutido na engenharia e se trata de uma aplicação direta do ACO [109].
Após encontrado um caminho ótimo, ou seja, aquele no qual o caixeiro percorre o
menor percurso, recorta-se a trajetória encontrada em subconjuntos baseado em um
critério de dissimilaridade entre as amostras, comumente sendo escolhida a distância
euclidiana para tal. Cada subconjuntos denotará um cluster [110]. Como pode-se es-
perar, esse método não é robusto a presença de ruído e possui desempenho limitado,
principalmente para problemas de dimensionalidade elevada [111].
Um outro fenômeno biológico das formigas inspirou um novo algoritmo, focado
em agrupar dados. Formigas são capazes de se organizar de maneira que conseguem
montar estruturas mecânicas como, por exemplo, correntes feitas pelos indivíduos
para ligar folhas ou um amontoado de até 40 formigas formando uma espécie de
gota. Tais fenômenos coletivos podem ser observados em diversas espécies. As
formigas Linepithema humiles, encontrada na Argentina, ou as as formigas africanas
do tipo Oecophylla longinoda são alguns exemplos [106]. A Figura 3.7 apresenta uma
observação de auto-organização das formigas argentinas.
O algoritmo AntTree é inspirado nesse processo de auto-organização das formigas
e tem como objetivo agrupar dados a partir de uma estrutura de árvore. Nessa
1Substância secretada por um animal e reconhecida por animais da mesma espécie na comuni-
cação e no reconhecimento.
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Figura 3.7: Formigas formando estruturas complexas a partir da sua auto-
organização. Retirado de [112].
representação, cada amostra representa um nó, o que a difere com o dendrograma
tradicional, onde apenas as folhas correspondem aos dados [106].
3.5.1 Meta-heurísticas Baseadas em Enxames
Meta-heurísticas são algoritmos estocásticos que contam primeiramente com uma
etapa de inicialização aleatória e posteriormente com uma busca local especialista.
O processo de inicializações aleatórias cria uma série de soluções arbitrárias, que
exploram todo o espaço de busca. Essa exploração é responsável por encontrar o
melhor global. A busca local é responsável por determinar a convergência e alcançar
bons resultados em uma região específica [113].
Algoritmos inspirados na natureza são baseados em agentes extremamente sim-
ples que, por se comportarem coletivamente, são capazes de produzir respostas com-
plexas. Nesses sistemas, o comportamento de cada indivíduo é baseado em impulsos
simples como distância entre os vizinhos mais próximos, ou a velocidade do grupo.
Três meta-heurísticas baseadas na natureza tem bastante aceitação junto com a
comunidade científica, e possuem diversas aplicações nos últimos anos: Enxames
de Partículas (PSO, do inglês Particle Swarm Intelligence) [114], Colônia de Abe-
32
lhas (ABC, do inglês Artificial Bee Colony) [115] e Cardume de Peixes (FSS, do
inglês Fish-School Search) [116].
Otimização por Enxames de Partículas
O PSO é um algoritmo estocástico de otimização baseado no comportamento ob-
servado em diversos grupos sociais da natureza, como por exemplo, bandos de aves.
O enxame de partículas representa as interações entre um número de indivíduos,
que não conhecem o objetivo final, mas sim, seu estado atual, seu melhor estado
no passado e o melhor desempenho dentre seus vizinhos [117]. Como os indivíduos
buscam alcançar o sucesso de seus vizinhos, a população passa a se acumular em
regiões ótimas do espaço-busca, descobrindo, assim, boas soluções para problemas
complicados [117].
Ao contrário de algoritmos evolutivos [118], PSO não usa nenhuma etapa de
seleção de indivíduos. Deste modo, todos os indivíduos sobrevivem durante todo
o processo de otimização. As interações sucessivas entre estes indivíduos ajudam a
melhorar as soluções do problema ao longo do tempo [117].
As partículas são vetores de D dimensões, localizados dentro de espaço-busca
definido, que representam a solução do problema especificado. Ao conjunto de par-
tículas dá-se o nome de enxame. As partículas se movimentam em busca do melhor
posicionamento baseado nas interações com seus vizinhos.
A forma mais comum de implementar esse algoritmo define o comportamento
das partículas em duas fórmulas. A primeira ajusta a velocidade (ou tamanho do
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onde i é índice da partícula, d é a dimensão, xi é a posição da partícula, vi é a
velocidade, pi é a melhor posição achada por i, g é o índice do melhor vizinho de
i, α é coeficiente de constrição (ou peso inercial), β é a constante de aceleração
e U(0, β) é um número aleatório gerado a cada movimento. Normalmente usa-se
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α = 0.7298 e β = Φ/2, onde Φ = 2.9922 [119]. Contudo, estes podem ser ajustados
com benefícios para alguns problemas específicos [120].
A avaliação do vetor de soluções representado pela partícula i é realizada pela
função f(x). Os resultados são comparados e a melhor posição xi é armazenada.
Enquanto o processo de otimização ocorre, cada partícula circula entorno da região
centrada nos melhores locais já alcançados pi e pg. Conforme as partículas são
atualizadas, a suas trajetórias são desviadas para novas regiões do espaço-busca.
Deste modo, as partículas encontram ótimos. O Algoritmo 2 apresenta a operação
do PSO padrão.
Algoritmo 2: Operação do PSO Padrão
Dados: N : Número de partículas, S: Enxame, P : Melhores posições
1 Inicializa S e P = S;
2 Avalia S e P e define g como a melhor posição;
3 enquanto (critério de parada) faça
4 Atualiza S usando as equações 3.13 e 3.14;
5 Avalia S
6 Atualiza P e redefine g
7 fim
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id ) (3.15)
Nessa notação podemos interpretar a atualização da posição de uma partícula
como a soma de três parcelas: a atual posição, a persistência da partícula e a
influência social [117]. Assim, em cada interação, cada partícula começa na última
posição alcançada, persiste na última direção com algum peso e faz ajustes conforme
a influência social determina e sua própria posição atual.
Uma outra versão do algoritmo foi proposta por Mendes (2004) [121], com uma
mudança em relação à topologia da população do enxame. Enquanto na versão
padrão do algoritmo a partícula tem consciência de sua melhor posição e a melhor
posição do melhor vizinho (onde todas as partículas enxergam todos os vizinhos,
ou seja, uma rede completamente conectada), na nova versão é a influência de um
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grupo de vizinhos que determina a direção a ser tomada. Essa versão é denominada
Enxame de Partículas Completamente Informada (FIPS, do inglês Fully Informed
Particle Swarm). A FIPS exclui dois aspectos do algoritmo tradicional. Primeiro,
a partícula i não tem influência própria direta. Segundo, o melhor vizinho agora
é computado com outros e não é mais necessário calcular o sucesso de todos os
vizinhos para achar o melhor.
No contexto de clusterização, uma partícula do PSO representa N vetores de cen-
troides [122], ondeN é pré-determinado em relação à execução do algoritmo. Pode-se
usar o erro de quantização médio [122], índices de validação interna dos agrupamen-
tos [123] ou medidas de distância (euclidiana, manhattan, cosseno, . . . ) [124, 125]
na formulação do problema, como possíveis funções custos a serem otimizadas.
Frequentemente PSO é usado em conjunto com algum algoritmo de clusteriza-
ção não supervisionado clássico, como, por exemplo K-médias [122, 123, 126, 127].
O algoritmo de K-médias tende a convergir mais rapidamente do que PSO, mas
frequentemente realiza uma clusterização menos acurada [122]. Duas abordagens
podem ser encontradas na literatura para a utilização das técnicas em conjunto:
1. Executar o algoritmo de K-médias e usar seu resultado para inicializar uma
partícula do PSO. As demais partículas serão inicializadas de maneira aleató-
ria [122].
2. Executar o algoritmo PSO e usar seu resultado para inicializar uma execução
do algoritmo de K-médias [127]. A ideia por traz dessa abordagem é aproveitar
a capacidade de busca global do algoritmo de Enxames e a rápida convergên-
cia do K-médias para encontrar ótimos locais [128], já que PSO possui uma
convergência muito lenta próxima da solução global [129].
Rana (2012) apresenta estudo com algumas variações do algoritmo de PSO para
a tarefa de agrupar os dados de nove bases diferentes. Entre dados artificiais e
reais, é de especial interesse desse trabalho a utilização de 56 amostras de petró-
leo cru. Seus dados possuem cinco atributos baseados na presença de elementos
químicos: ferro, vanádio, berílio, hidrocarbonetos saturados e hidrocarbonetos aro-
máticos. Seus resultados mostram que o algoritmo de K-médias rapidamente caem
em mínimos locais, enquanto as variações de PSO convergem para o mínimo glo-
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bal do problema, apenas variando o tempo desta convergência. O uso de K-médias
com PSO não significou uma melhora significativa no desempenho do processo de
descobrir agrupamentos [129].
Otimização por Colônia de Abelhas
Assim como as formigas, as abelhas dedicam grande parte de suas vidas à busca
por fontes de comida. Colônias de abelhas possuem um sistema descentralizado
de coleta de alimentos e podem ajustar seus padrões de buscas para aumentar a
quantidade de néctar adquirido [130].
Abelhas podem estimar a distância da colmeia até as fontes de comida calculando
a quantidade de energia gasta enquanto voam, além da direção e a quantidade de
alimentos. Essa informação é compartilhada com as demais a partir de uma dança
sincronizada e de trofalaxia2 [130].
Na colmeia, existe uma área onde abelhas forrageadoras (ou operária), aquelas
que buscam fontes de alimento, executam danças sincronizadas para atrair novas
abelhas para regiões onde há fontes disponíveis. As abelhas que estão na colmeia
decidem seguir a abelha que indica o lugar com maior qualidade de alimentos, ou
seja, a região que apresenta a maior quantidade de néctar. Essa informação é trans-
mitida pela mudança da intensidade da dança, quanto mais intensa a dança, maior
a qualidade da fonte de alimentos. Já as abelhas que decidem explorar novas regiões
sem qualquer orientação são chamadas exploratórias.
A ideia por trás dos algoritmos baseados no comportamento das abelha é imagi-
nar que as abelhas possuem uma possível solução para um problema de otimização
em sua memória [130]. Essa possível solução corresponde à localização da fonte de
comida e tem um fator de qualidade agregado (valor da função custo).




2A trofalaxia é um processo de alimentação em que um indivíduo transfere para outro o alimento
que se encontra dentro do seu próprio tubo digestivo por regurgitação.
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A abelha observadora espera as operárias desempenharem a dança para decidi-
rem em qual fonte de alimentos irão visitar. A abelha exploratória é responsável
pela busca aleatória. Para tais atividades, neste algoritmo, metade da colmeia é
composta por abelhas operárias e a outra metade é observadora. Para cada fonte
de alimentos, existe apenas uma uma abelha operária. Em outras palavras, o nú-
mero de operárias é igual ao número de fontes de alimentos em volta da colmeia.
As operárias que representam fontes de alimentos que se extinguiram se tornarão
exploratórias [115].
No ABC, cada ciclo consiste em três etapas:
1. Mandar as operárias até fontes de alimentos e medir a quantidade de néctar
presentes neles;
2. Observadoras escolher a fonte de comida através das informações disponibili-
zadas pelas operárias;
3. Recrutar abelhas exploradoras para procurar alimento em possíveis localiza-
ções.
Na inicialização, um conjunto de fontes de alimentos são aleatoriamente esco-
lhidas por abelhas e a quantidade de néctar é determinada. Então, essas abelhas
voltam à colmeia e dividem a informação com as abelhas esperando na área de dança.
Na etapa seguinte, após dividir a informação, cada operária vai até a fonte de ali-
mento visitada por ela e escolhe uma nova fonte baseada em informação visual. Na
terceira etapa, uma observadora escolhe uma fonte de alimento com maior quanti-
dade de néctar. Após chegar na área, ela escolherá uma nova fonte também baseada
em informação visual. Quando a fonte de néctar é abandonada pelas abelhas, uma
nova fonte é escolhida aleatoriamente por uma abelha exploradora. Nesse modelo,
em cada ciclo pelo menos uma exploradora é recrutada e o número de operárias e
observadoras permanece sempre igual [115].
A posição da fonte de alimentos representa uma possível solução do problema de
otimização e a quantidade de néctar corresponde a qualidade (fitness) da solução
associada [131]. O Algoritmo 3 apresenta as etapas necessárias para a movimentação
das abelhas e, consequentemente, solução do problema.
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Algoritmo 3: ABC
Dados: N : Número de soluções, limite: controle de abandono de fonte.
1 Inicializa população de abelhas x;
2 Avalia desempenho da população f(x);
3 enquanto (critério de parada) faça
4 para i = 1 até n/2 faça
// Fase operária
5 k ∈ 1, 2, . . . , n, j ∈ 1, 2, . . . , d, r ∈ [0, 1]
6 v = xij + r(̇xij − xkj);
7 Avaliar soluções v e xi;
8 se f(v) é melhor que f(x) então
9 Seleção gananciosa;
10 senão
11 contadori = contadori + 1;
12 fim
13 fim
14 para i = 1 até n/2 faça
// Fase observadora




16 Selecionar a abelha com a propriedade P ;
17 Produzir uma nova solução v a partir da abelha selecionada;
18 Avaliar soluções v e xi;
19 se f(v) é melhor que f(x) então
20 Seleção gananciosa;
21 senão
22 contadori = contadori + 1;
23 fim
24 fim
25 para i = 1 até n faça
// Fase exploratória
26 se counti > limit então
27 xi recebe nova posição;
28 fim
29 fim
30 Memorizar melhores soluções
31 fim
38
Assim como ocorre com os algoritmos de PSO, cada indivíduo do ABC representa
um conjunto de centroides para o problema de clusterização. O algoritmo foi testado
frente diversas bases de dados reais e apresentou resultados similares ou superiores
aos obtidos por PSO [132, 133].
Busca por Cardume de Peixes
O processo de busca com FSS é realizado por uma população de indivíduos com
memória limitada, os peixes [116]. Cada peixe representa uma possível solução.
Similarmente ao PSO ou ABC, o processo de busca do FÁS é guiado pelo sucesso
de alguns indivíduos da população [116].
A principal característica do FÁS é relacionada na memória inata dos indivíduos
em relação ao seu sucesso: o peso dos peixes. Ao contrário dos demais algoritmos,
não há necessidade de atributos como a melhor posição encontrada, a velocidade, a
direção, etc. Apenas o peso do peixe é o suficiente para indicar a melhor posição.
Esse algoritmo é composto por três operadores, responsáveis pelas principais
ações durante a sua operação. Sua execução ocorre dentro do “aquário”, metáfora
para a região delimitada no espaço-busca, onde os peixes podem ser posicionados.
A comida é relacionada a função que será otimizada. Os operadores podem ser
definidos da seguinte maneira [116]:
Alimentar
Comida é a metáfora para indicar aos peixes as regiões do aquário que eles
provavelmente terão os melhores lugares para o processo de busca.
Para encontrar maiores quantidades de comida, os peixes podem executar mo-
vimentos independentes e, como resultado, cada peixe pode ganhar ou perder
peso, dependendo do sucesso na sua busca por comida. FSS usa um variação
de peso proporcional a diferença normalizada entre a avaliação da função de













onde W (t)i é o peso do peixe i, x
(t)
i é a posição do peixe i e f(x
(t)
i ) é avaliação
da função de aptidão em x(t)i . Importante notar que todos os peixes nascem
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com o mesmo peso W0 = Wmax2 , onde Wmax denota uma constante para o peso
máximo do peixe.
Nadar
É na realidade uma coleção de operadores responsável por guiar a busca global-
mente pelos subespaços do aquário que são coletivamente sentidas por todos
os peixeis como as mais promissoras com relação ao processo de busca:
• Movimento individual: um peixe nada para uma posição onde a quan-
tidade de comida parece superior em relação a posição atual;
• Movimento coletivo instintivo: calcula-se o deslocamento médio de
todos os peixes bem-sucedidos para propagar em relação a todos os ele-
mentos do cardume;
• Movimento coletivo volitivo: último ajuste de posicionamento é re-
alizado baseado no peso médio do cardume. Caso o peso do cardume
diminuiu em relação à última etapa, o raio do cardume deveria diminuir,
e vice-versa.
Reproduzir
O último operador, que é responsável por refinar a busca realizada. Foi criada
para permitir a transição automática entre a exploração e explotação. Quando
dois peixes atingem um peso acima de um patamar definido, ou seja, um
indicativo que o processo de busca está bem sucedido é alcançado por ambos,
estão propensos a procriar. Apenas um herdeiro é criado por cada casal de
peixes. O peso do novo peixe será a média entre os dos seus pais e o seu
posicionamento será o ponto médio entre os dois. Para manter o tamanho do
cardume constante, os menores peixes são eliminados, simulando um processo
de seleção natural.
Um ponto fraco do algoritmo FSS é fato de seu desempenho depender nos passos
usados pelos movimentos individuais e coletivos [134]. Se o valor desses passos forem
altos, o algoritmo apresenta uma pequena capacidade em executar a explotação,
devido a pequena granularidade usada na busca. Caso contrário, passos pequenos
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deixam a convergência lenta demais, prejudicando o desempenho computacional do
algoritmo quando comparado com algoritmos mais simples como o PSO [134].
Para mitigar essa dependência, uma versão otimizada do algoritmo foi proposta
por Filho (2013) [134], sendo denominada FSS-II. Nessa versão, não há necessidade
de determinar um valor para o passo dos movimentos individuais e o movimento
coletivo volitivo. Além do mais, no FSS-II os operadores são combinados em apenas
uma equação e a função de aptidão é apenas avaliada uma vez por iteração, por
peixe [134]. O Algoritmo 4 apresenta o pseudocódigo dessa versão.
Algoritmo 4: FSS-II
Dados: N : Número de soluções
1 Inicializa população de peixes x e pesos W ;
2 Aplica uma busca local em cada peixe para definir x(1)i ;
3 Avalia desempenho da população f(x) e determina o peso W (1)i ;
4 enquanto (critério de parada) faça
5 para cada peixe faça
// Operador Alimentação
6 Calcular o deslocamento do peixe;
7 Calcular a diferença na avaliação de aptidão;
8 Alimentar o peixe usando: W (t+1)i = W
(t)
i + ∆fi(t+ 1);
9 fim
10 Calcular o baricentro a partir de 3.17;
11 para cada peixe faça
// Operador Natação
12 Movimentar de acordo com 3.18
13 fim
14 Executar operador Reprodução;
15 fim
Na principal parte do código, primeiro calcula-se o deslocamento individual, que
corresponde ao movimento individual na versão original. No FSS-II, esse desloca-
mento depende da variação da posição em t− 1 e t. Posteriormente, a variação da
aptidão é avaliada e usada para alimentar o peixe. A partir da variação de peso,












Por fim, as posições dos peixes podem ser atualizadas de acordo com a Equa-
ção 3.18. Essa atualização é composta por quatro parcelas: a posição atual; o mo-
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vimento individual baseado no deslocamento realizado anteriormente; o movimento
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+ c · rand(0, 1) · sign(
N∑
i=1
∆W (t+1)i ) · (x
(t)
i −B(t+ 1)) (3.18)
onde, sign(·) retorna o sinal do atributo, definindo a direção do deslocamento em
relação ao baricentro. O c é usado para controlar a amplitude do movimento, e β
para controlar a contribuição individual de cada peixe durante a movimentação.
Assim como nas demais meta-heurísticas, cada indivíduo do FSS representará
uma solução para o problema de dividir N dados em K agrupamentos. Sera-
pião (2016) propõe a utilização de FSS combinado K-Harmónicas (KHM) [135] e
K-médias. Para tal, utiliza como função de aptidão, uma medida de dissimilaridade
entre os clusters, estabelecendo assim um paralelo entre os algoritmos convencionais
e o baseado nos cardumes de peixe. O artigo propõe a mesma inicialização utilizada
por van der Merwe [122], onde uma partícula (nesse caso peixe) será inicializada
após a execução do algoritmo de K-médias. Os resultados com FSS para o pro-
blema de descobrir agrupamentos foram comparados com o K-médias padrão e o
PSO. Como função de aptidão foi usado o erro quadrático médio. Novamente, uma
série de bases de dados reais foram utilizadas para testar o algoritmo proposto pelo
trabalho. A base de petróleos com 56 amostras e 5 dimensões foi uma das utilizadas
apresentando resultados idênticos para PSO e FSS. Ambos bem superiores do que
algoritmo de K-médias padrão [136].
Como pode-se observar a partir das diferentes proposições de meta-heurísticas
aplicadas ao problema de descobrimento de agrupamentos para uma base de da-
dos, existe uma estrutura comum. Primeiramente, uma população de indivíduos
é posicionada em posições aleatórias dentro do espaço-busca, onde, cada indivíduo
representa um potencial conjunto de centroides. Então, cada amostra do problema
é alocada em uma partição (definida por um centroide) determinada pela menor dis-
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tância (nesse ponto uma medida de distância deve ser escolhida, como, por exemplo,
a distância euclidiana ou de cossenos). Posteriormente, é avaliada a aptidão da solu-
ção (indivíduo) a partir da função objetivo (ex: Silhueta, índice de Davies-Bouldin,
Erro Médio Quadrático, etc.). O resultado dessa avaliação vai servir como figura de
mérito para o algoritmo em questão. No caso do PSO, escolhe-se a partícula mais
apta; no ABC, a localidade com mais néctar; e o FSS o peso de cada peixe. Desta
maneira, os indivíduos podem se realizar seu próximo movimento e novos centroides
serão calculados, num processo cíclico até que as condições de parada sejam atingi-
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Figura 3.8: Execução de um algoritmo de Inteligência de Enxames integrado com
índices de clusterização.
3.6 Índices de Validação de Clusterização
Após o processo de clusterização dos dados, necessita-se de um meio para avaliar
seu desempenho a fim de avaliar e criar uma base de comparação entre os diferentes
resultados obtidos. Validar agrupamentos, através da avaliação da qualidade dos
resultados de uma clusterização, é reconhecido como uma das etapas fundamentais
para o sucesso de aplicações com essa proposta [39].
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As duas principais categorias de validação de agrupamento são a validação de
clusterização interna e a validação de clusterização externa. A principal diferença
entre elas é se há informação externa para ser usada no processo de validação, como,
por exemplo, classes rotuladas [137]. Assim, problemas que utilizam a validação
externa já sabem a priori o número correto de conglomerados. Por outro lado,
quando apenas a validação interna for possível, por não ter nenhuma informação
além das próprias amostras, pode ser usada para, além de qualificar o resultado
entre diferente algoritmos, determinar o número ótimo de agrupamentos [39]. Vale
lembrar que, como regra geral, não há disponível quaisquer informações sobre os
rótulos das classes. Assim, a validação interna é frequentemente a única opção.
Diversos índices de validação de clusterização internas foram propostas na lite-
ratura, como, por exemplo, índice de Silhueta [138], índice de Davies-Bouldin [139]
e índice de desvio padrão [140]. Xiong et al. (2013) faz um extenso estudo sobre
a monotonicidade e alguns diferentes aspectos (ruído, densidade, formato dos da-
dos, etc.) de cada uma das funções presentes na Tabela 3.1, onde estão alguns dos
principais índices [39].
Todos os índices apresentados apresentam particularidades e podem ser utiliza-
dos em diferentes cenários. Em especial, para esse projeto foi optada a utilização do
índice de Silhueta. Apesar de demandar maior esforço computacional, este índice
permite a compreensão da situação de cada uma das amostras utilizadas no processo
de agrupamento. Em trabalhos dedicados à comparação dos diferentes métodos, o
índice de Silhueta possui os melhores resultados [140, 141].
3.6.1 Índice de Silhueta
O índice de Silhueta [138] é definido como:
s(i) = b(i)− a(i)max{b(i), a(i)} (3.19)
onde a(i) é a dissimilaridade média entre a a i-ésima amostra e todas as outras
amostras do seu mesmo agrupamento e b(i) é a menor dissimilaridade média entre
a i-ésima amostra e a as amostras dos outros agrupamentos. Pode-se reescrever a




1− a(i)b(i), se a(i) < b(i)
0, se a(i) = b(i)
a(i)/b(i)− 1, se a(i) > b(i)
(3.20)
Pode-se perceber que −1 < s(i) < 1. Quanto mais a i-ésima amostra estiver
bem condicionada no seu agrupamento (menor dissimilaridade média a(i)), mas
a(i) < b(i) e, logo, mais o índice de silhueta se aproxima de 1. Da mesma forma,
quanto pior condicionada no seu agrupamento, mais o índice de silhueta se aproxima
de −1. Um índice de silhueta nulo indica que a amostra i está na fronteira entre
duas ou mais classes. Note que o índice de silhueta é definido para cada amostra
de dados. Para a configuração total dos agrupamentos, utiliza-se o índice médio
de silhueta, considerando todas as amostras de dados, o que resulta na equação
observada na Tabela 3.1. Novamente, quanto mais próximo da unidade, melhor é a
configuração.
3.6.2 Índice de Validação de Clusterização Baseado nos Vi-
zinhos mais Próximos
No entanto, o índice de Silhueta compartilha as mesmas desvantagens das demais
métricas de validação: a sensibilidade à presença de dados ruidosos e a necessidade
de agrupamentos com formato esférico [39]. A presença de ruído entre as amostras
impacta significadamente os resultados obtidos, principalmente quando buscam-se
mínimos e máximos [39]. Já quando o agrupamento não possui formato esférico,
o desempenho dos índices se torna imprevisível, pois são baseados em medidas de
distância.
Xiong propõe uma nova métrica capaz avaliar agrupamentos em diferentes for-
matos e que seja mais robusta à presença de dados ruidosos. Esse índice de validação
externo é baseado no algoritmo de vizinhos mais próximos [142] e na complementação
de dois conceitos importantes: a separação inter-cluster e compactação intra-cluster.
Separação Inter-cluster Baseada em Vizinhos mais Próximos
Na literatura, alguns pesquisadores acreditam que a separação entre diferentes


























































































































































































































































































































































































































































































































conjunto de dados quando se tratando da avaliação de desempenho [39]. Nor-
malmente, essa tarefa é realizada ao medir a distância entre pontos específicos
que caracterizam o agrupamento, como por exemplo, o centroide. Um único
representante não consegue carregar toda a informação geométrica do cluster,
e por essa razão as métricas mais comuns dependem que os agrupamentos
tenham uma formação esférica.
Xiong propõe uma abordagem onde os elementos escolhidos para a validação
sejam aqueles que carregam a informação geométrica do cluster. Ou seja,
múltiplos objetos são selecionados de maneira que eles representem de forma
efetiva o cluster como um todo e a partir de deles calcula-se um grau de
afastamento para os demais clusters.
Para selecionar tais elementos, é importante ter conhecimento do conceito de
consistência dos vizinhos próximos em um agrupamento. Para qualquer amos-
tra dentro de um agrupamento, seus vizinhos mais próximo devem pertencer
ao mesmo agrupamento [86]. Seguindo essa lógica, se um objeto está no centro
de um cluster e está cercado por elementos do mesmo cluster, ele não carrega
informação relevante sobre a separação entre agrupamentos. Já um elemento
no limite entre dois agrupamentos pode ser vizinho por diversas amostras de
ambos conjuntos. A proporção de elementos vizinhos pertencentes ao próprio
agrupamento e a outros é determinante do quão relevante essa amostra é em
relação à separação dos agrupamentos em questão. Nesta linha de raciocínio,








onde, NC é o número de clusters, k é o número de vizinhos mais próximos,
ni é o número de amostras que estão no agrupamento Ci e qj é o número de
vizinhos que não pertencem ao cluster Ci. Nota-se que quanto menor o valor
de Sep, melhor a separação inter-cluster.
Compactação Interna dos Agrupamentos
A compactação interna de um cluster é uma parte fundamental do processo







2 ∑x,y∈Ci d(x, y)
(ni(̇ni − 1))
] (3.22)
onde, NC é o número de clusters, ni é o número de amostras que estão no
agrupamento Ci, x e y são amostras de Ci. Como a Equação 3.22 mostra,
a compactação adotada por Xiong et al. consiste em computar a média de
todas as distâncias ponto a ponto entre as amostras pertencentes ao cluster
Ci (onde i = 1, . . . , CN) e somar os resultados calculados. Quanto mais essa
soma tende a 0, maior a compactação dos agrupamentos obtidos.
Definidos como calcular a separação entre os agrupamentos e a compactação
interna dos agrupamentos em questão, resta determinar um índice único capaz de
carregar ambas as informações:
CV NN = Sepnorm + Comnorm (3.23)
onde Sepnorm refere-se à medida de separação intercluster normalizada para diferen-
tes números de cluster, ou seja, varia-se o número de agrupamentos e calcula-se o
Sep para cada configuração. O maior valor obtido será o coeficiente de normalização.
O mesmo vale para Comnorm. É simples observar que agrupamentos bem definidos
são designados pelo índice CV NN tendendo à zero [39].
Os resultados apresentados por Xiong (2014) são bastante animadores em relação
a acurácia do índice em apresentar corretamente o número ótimo de agrupamentos
para problemas reais, tendo desempenho bastante superior aos demais índices [39].
Contudo, existem alguns pontos que podem ser levantados em relação a compo-
sição do índice CV NN :
• o valor de Comnorm tende a crescer proporcionalmente conforme o número de
agrupamentos aumenta, exceto no caso onde cada amostra denota um agru-
pamento distinto. Essa relação fica clara quando observamos que o número de
parcelas aumenta em razão ao número de agrupamentos. É fácil perceber que
essa relação ocorre devido ao aumento de parcelas na computação de Com. A
Figura 3.9 demostra o crescimento de Com, conforme aumenta-se o número
de agrupamentos.
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• ao somar as duas componentes (Sep e Com), perde-se a noção de quanto cada
uma contribui para o índice final. Por exemplo, se um conjunto de dados A
está separado de tal maneira que todos os agrupamentos são muito compactos,
porém a separação inter-clusters é elevada; e outro conjunto B possui valo-
res medianos para ambos subíndices, pode-se obter valores semelhantes para
CVNN. Contudo, a interpretação de cada um das configurações deveria ser
diferente.
Figura 3.9: Exemplo de composição do índice CV NN . Observa-se que o a compac-
tação interna cresce conforme o número de agrupamentos cresce.
Duas adaptações são então sugeridas em relação ao índice original para contornar
as limitações citadas:
1. Normalizar Com em relação ao número de agrupamentos.
2. Considerar a composição dos subíndices como um ponto em plano bidimensi-
onal, onde a configuração de agrupamentos “perfeitos” é denotada pelo ponto
(0, 0). Deste modo, um novo índice é formado como medida de distância entre
o ponto (0, 0) e (Sep, Com). Quanto menor esse valor, melhor a clusterização.
A Figura 3.10 apresenta o mesmo exemplo apresentado anteriormente, porém
com uma regra de composição diferente. Nela, a configuração com 3 ou 4 agrupa-







onde NC denota o número de agrupamentos.
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Figura 3.10: Para o exemplo mostrado anteriormente, agora cria-se um plano onde
a configuração desejada está o mais próximo possível do ponto (0, 0). No caso, as




Os ensaios de óleo bruto usados nessa pesquisa são formados por 19 propriedades
físico-químicas (ver Tabela 4.1). Essas propriedades consistem em medidas como,
por exemplo, densidade, viscosidades, presença de metais, enxofre, todas comumente
mensuradas em estratégias de ensaios simplificados de petróleo brutos. A base de
dados consiste em 49 amostras.
Antes de criar qualquer modelo, os dados foram normalizados, com intuito de
evitar a dominância de qualquer propriedade sobre as outras devido a diferenças em
suas faixas dinâmicas. Por essa mesma razão, a função log10 foi aplicada sobre as
viscosidades já que é uma variável que apresenta distribuição de calda longa, com
valores que variam até a a ordem de 106. Em seguida, todas as variáveis foram
subtraídas dos valores de média e divididas pelo seu desvio médio padrão, para que
suas distribuições passem a ser centradas em zero e com variância unitária.
Com os dados normalizados, foi seguida o método de trabalho adotado é esque-
matizado na Figura 4.1.
A elaboração do modelo de classificação contou com duas etapas:
Exploração dos Dados Visa a compreensão de como as propriedades se relacio-
nam e a influência que exercem na caracterização das amostras de petróleo.
Para tal, lançou-se mão de duas abordagens distintas e independentes: (i) pro-
jeção dos dados em um mapa de Kohonen para posterior avaliação visual atra-
vés dos planos de componentes [143] e (ii) a análise da matriz F da Equação 3.2,
chamada de matriz mistura. Nessa análise pode-se mensurar a importância de

















Figura 4.1: Esquema do método utilizado pesquisa.
Modelos de classificação Após a compreensão e caracterização das propriedades,
foram criados os modelos de classificação baseados em algoritmos de clusteriza-
ção. Como explicado no Capítulo 3, cada uma das técnicas utilizadas explora
um aspecto diferente em relação a tarefa. O número de clusters foi considerado
igual ao número de classes baseadas na classificação por densidade representa-
das na base de dados (contabilizando três clusters, visto que apenas as classes
Leve, Médio e Pesados estão representadas).
O algoritmo de K-médias foi combinado com dois preprocessamentos diferen-
tes. Primeiro, compactação de dados através de PCA com um mapa SOM.
Compactar os dados é uma abordagem indicada, visto que os dados são com-
postos por relativamente alta dimensionalidade. Também foi utilizado ISO-
MAP, como preprocessamento, com o intuito de acessar informação de ordem
superior (o que não é possível com PCA, devido sua natureza linear).
Com o intuito de obter agrupamentos melhor definidos, ou seja, com melhor
desempenho em relação a figura de mérito adotado, foram utilizados algorit-
mos de otimização baseados na natureza, fazendo uma função objetivo funda-
mentada no índice de silhueta. Foram escolhidos três algoritmos amplamente
utilizados na bibliografia, com aplicações para clusterização.
Os métodos de clusterização utilizados até aqui ocorrem no espaço euclidiano.
É interessante utilizar outras distâncias e divergências, de modo a explorar no-
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vas interpretações do espaço característico que possam colaborar para a tarefa
de clusterização. O algoritmo NMF permite que sejam utilizadas diferentes
divergências e como mostrado no capitulo anterior, é bastante utilizado para
particionar conjuntos de dados. É válido citar novamente que a NMF agrupa
os dados ao mesmo tempo que mostra a relevância das propriedades em relação
aos clusters.
Cada uma das etapas contou com reuniões com os especialistas da Petrobras para
validação das hipóteses decorrentes dos resultados obtidos, principalmente no que
se refere às propriedades físico-químicas e às características das amostras estudadas.
Os modelos foram construídos iterativamente, onde as observações realizadas em
relação a etapa de exploração de dados, serviram de insumo para a interpretação dos
agrupamentos obtidos, e vice-versa. As seções a seguir descrevem as particularidades
aplicadas a cada um dos algoritmos.
4.1 SOM
Como dito anteriormente, a primeira abordagem para explorar os dados foi pro-
jetar sobre um mapa de Kohonen os dados normalizados. A granularidade do mapa
é ajustada de forma a ser o maior possível, mas minimizando a quantidade de neurô-
nios não ativados [148] e o formato do mapa respeita a proporção entre as variâncias











Onde nx é o número de colunas e ny o de linhas na grade, nd o número de amostras
disponíveis para treinamento e γ1 e γ2 os dois maiores autovalores da análise PCA
para esse conjunto de dados.
Dois parâmetros são importantes para o treinamento do mapa: o coeficiente de
aprendizagem que decresce uniformemente de 0, 05 até 0, 01 em 1000 épocas; e o
raio de vizinhança escolhido de maneira que 23 de todas as distâncias são cobertas
no início do processo e diminui de forma constante até apenas o neurônio vencedor
seja atualizado. A grade usada foi a hexagonal e o formato do mapa toroidal.
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A inspeção visual do mapa foi realizada através de dois tipos de gráficos:
Matriz de distâncias (ou D-Matrix) a representação gráfica onde cada neurô-
nio é representado por um hexágono (quando a grade hexagonal é usada) e eles
são posicionados lado a lado, respeitando o formato do mapa (nx × ny). Um
Nome Descrição
Densidade A massa (ou peso) de uma unidade de volume de
qualquer substância a uma determinada temperatura.
Mede o quão pesado ou quão leve um petróleo líquidoé,
quando comparado com a água
Asfaltenos A quantidade de fração de asfalteno insolúvel em
heptano determinada pelo método de fracionamento
SARA. Proporções muito maiores em óleos pesados,
do que os óleos médios ou de API leve [146]
Enxofre Total de enxofre na amostra
NAT Número total de ácido
Nitrogênio Quantidade de nitrogênio básico e normal
Níquel Quantidade de níquel. Metais normalmente não são
usados para a classificação do óleo bruto. Mas a me-
dida de dessas substâncias podem ser relevantes para
esse propósito [147]
Vanádio Quantidade de vanádio
Carbono Quantidade de resíduo de carbono
Ponto de escoamento A menor temperatura na qual o petróleo irá escorrer
ou fluir quando é esfriadosem nenhum distúrbio nas
condições especificadas no método do teste
Viscosidade Uma medida da habilidade de um líquido em fluir ou
a medida de sua resistênciaem fluir em temperaturas
que variam entre 10°C à 50°C (nesse trabalho denotado
como V@10°C, V@20°C, V@30°C, V@40°C e V@50°C)
Ponto de ebulição verdadeiro O ponto de ebulição verdade se apresenta como per-
centagem por peso quando calculado à condições nor-
mais detemperatura e pressão. É medido em 10 wt%,
30 wt%, 50 wt%, 70 wt% e 90 wt%
Tabela 4.1: O ensaio simplificado do óleo cru. Descrição das variáveis usadas neste
trabalho.
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mapa de calor é projetado na visualização, representando a distância média
entre os neurônios. Se um determinado neurônio está longe de sua vizinhança,
significando que o mapa teve que se esticar para representar corretamente as
amostras, então existe uma região de esparsidade de dados, o que pode repre-
sentar espaço entre diferentes agrupamentos de dados.
Plano de componentes cada linha do code-book (representando uma variável do
espaço dos dados) é projetada na representação do mapa. As regiões mais
influenciadas pela variável apresentarão valores mais altos (destacados por um
mapa de calor).
4.2 ISOMAP
Em relação a compactação de dados promovida através de ISOMAP, a Figura 4.2
mostra o erro de reconstrução em função do número de dimensões intrínsecas. Pode
ser visto que cinco dimensões são suficientes para representar os dados originais já
que o erro de reconstrução não apresenta redução drástica usando mais componentes.
Para estimar a topologias (do inglês, manifolds) intrínsecas dos dados, o grafo de
vizinhança foi construído com cinco vizinhos, o corresponde à 10 % do conjunto de
dados. É importante notar que este algoritmo se torna menos eficiente a medida
que o tamanho da vizinhança da topologia aumenta [149].
Figura 4.2: Erro de reconstrução para os dados de entrada em função do número de
dimensões intrínsecas do ISOMAP. A linha tracejada vermelha representa o erro.
A assíntota pontilhada provê um ponto de referência para comparação visual em
relação ao posicionamento do “joelho” da função.
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4.3 K-médias
Como dito anteriormente, foram assumidos que a análise teria três agrupamentos
devido a correspondência com a classificação baseada em densidade. Para certifi-
carmos que três agrupamentos é uma boa solução para o problema, foram testadas
configurações com 2 a 10 agrupamentos. Cada configuração foi repetida 50 vezes,
com inicialização dos vetores solução feita a partir do algoritmo kmeans++ [150].
Assim como todos os métodos de clusterização utilizados nesse trabalho, a prin-
cipal figura de mérito considerada foi o índice de silhueta. Será mostrado também
o índice CVNN.
4.4 Algoritmos baseados na natureza
Três classes de algoritmos baseados na natureza foram utilizados nessa tese:
PSO, ABC e FSS-II. O espaço busca em todos os algoritmos foi definido como um
conjunto de três vetores centroides, inicializados aleatoriamente. A função objetivo
J(X) foi definida como:
J(x) = 1− sillhouette index + 10P (4.2)
onde P é um inteiro não-negativo representando o número de clusters vazios encon-
trados. Como o índice de silhueta varia de −1 a 1, a função objetivo está limitada
ao intervalo [0, 30].
Os algoritmos foram implementados dentro do framework pygmo, desenvolvido
e disponibilizado pela Agência Espacial Europeia [151].
4.4.1 PSO
Quatro variações do algoritmo de PSO descritas no artigo original [114]a e duas
utilizadas no trabalho de Blackwell (2007) [152] foram utilizadas:
1. PSO canônico com peso inercial (ω = 0, 7298) e componentes cognitivo e social
iguais (η1 = η2 = 2, 05).
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2. PSO canônico com peso inercial e componentes cognitivos e sociais iguais e
aleatórios, dentro da faixa de números reais entre 0 e 4.
3. PSO com valores de peso inercial, componentes cognitivos e sociais iguais e
aleatórios.
4. PSO com os mesmos valores para todos os componentes.
5. PSO canônico com um componente de constrição (ω = 0, 7298), para con-
trolar a convergência das propriedades das partículas [153].
6. PSO plenamente informada (FIPS). São utilizadas todas as informações
da vizinhança para fazer a atualização dos parâmetros. Utiliza peso
inercial (ω = 0, 7298) com componentes cognitivos e sociais iguais
(η1 = η2 = 2, 05).
Em todas as configurações foram usadas 100 partículas, com 100 iterações.
4.4.2 ABC
Foram utilizadas 50 abelhas observadoras e 50 abelhas operárias, para 100 itera-
ções. Também foi estabelecido em vinte tentativas o limite de vezes que uma fonte
de alimentação é descartada.
4.4.3 FSS-II
Para o algoritmo de cardume de peixes, foram usados 100 indivíduos. Os pa-
râmetros configurados foram: o peso inicial escolhido aleatoriamente dentro de um
intervalo entre 300 e 600, α = 0, 1 e β = 0, 1.
4.5 NMF
Como visto no Capítulo 3, a NMF é bastante utilizada para a tarefa de clusteriza-
ção. Foi mostrado também, que no seu modo padrão, ela pode ser apresentada com
a mesma formulação do algoritmo de K-médias, apenas com a restrição de valores
não negativos. Nesse projeto utilizou-se a função objetivo mostrada na Equação 4.3.
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0.5 ∗ ||X − FGT ||β (4.3)
onde ||A||β denota uma medida de divergência baseada na distribuição β. Com
diferentes divergências, espera-se que determinadas características dos dados sejam
realçadas, dependendo da interpretação da função de perda. Para tal, experimentou-
se diferentes valores de β (onde β ∈ [0,0; 0,1; 0,5; 1,0; 1,5; 2,0]). Optou-se pela
implementação de atualizações multiplicativas como algoritmo de otimização. Foram
usadas um número máximo de 400 iterações, com ponto de parada configurado para
||A||β < 10−4. Esse valor de tolerância foi escolhido baixo o suficiente de modo a
estressar o modelo e entender o efeito em diferentes métricas. Cada configuração foi
inicializada de maneira aleatória, 200 vezes.
O primeiro passo foi compreender a estabilidade dos modelos obtidos com dife-
rentes divergências. O modelo mais estável e com melhor desempenho na tarefa de
clusterização será o escolhido para o restante da análise. Algumas métricas foram
observadas (i) A convergência do erro de reconstrução (ii) O ponto de parada do al-
goritmo (iii) A evolução do índice de silhueta para cada iteração e; (iv) a construção
e visualização das Matrizes de Consenso.
A construção da Matriz de Consenso ocorre da seguinte maneira [154]:
1. Para cada execução da NMF, é computada uma matriz N × N , onde N é o
número de amostras, em que a posição (i, j) é igual à 1 se as amostras i e j
pertencem ao mesmo cluster e 0 caso contrário. A matriz resultante é chamada
Matriz de Conectividade;
2. Calcula-se a média de todas as matrizes de conectividade. O resultado será
uma matriz de dimensão N × N , onde 0, 0 ≤ mij ≤ 1, 0, onde quanto menor
o valor de mij, menor a possibilidade das amostras i e j terem sido agrupadas
em alguma inicialização. Essa é a Matriz de Consenso;
3. As colunas e linhas da matriz são reordenadas de tal maneira a grupar amos-
tras que aparecem mais frequentemente nos mesmos clusters, lado a lado. Ao
realizar a reordenação, a matriz assume formato onde a sua diagonal é com-
posta por submatrizes com valores próximos a 1,0 e a parte externa dessas
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submatrizes são quase que predominantemente com valores próximos a nuli-
dade. O número de submatrizes presentes na diagonal é o posto da NMF (ou
número de clusters). A Figura 4.3 mostra uma matriz de consenso reordenada
como um exemplo arbitrário, onde as aproximadamente 250 amostras estão
organizadas em 5 clusters.
Figura 4.3: Exemplo de matriz de consenso.
Nota-se que uma matriz de consenso extraída a partir de um processo estável
possui uma grande concentração de valores 1, 0 (dentro das submatrizes) e 0, 0 (nas
regiões externas às submatrizes). Essa noção origina dois índices de estabilidade:
• Amédia de todos os valores internos às submatrizes tem que ser o mais próximo
de 1, 0 e a média dos valores externos a ela tem que ser o mais próximo de 0, 0





onde 0 < I < 1, i e j são índices pertencentes às submatrizes, enquanto k e l
não. Quanto mais próximo de 1, 0, mais estável a configuração escolhida.
• Brunet (2004) mostrou que o coeficiente de correlação cofenética [155] repre-
senta uma medida de dispersão da matriz de consenso [154].
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Nesse ponto, se não for possível definir o melhor valor de β através desse índice,
verifica-se para qual distribuição o índice de silhueta teve melhor valor.
Definido o a melhor configuração, realiza-se um hard clustering no vetor de com-
ponentes obtidos. O resultado da clusterização será avaliado pelas mesmas Figuras
de mérito usadas com os métodos anteriores.
A fatoração ainda permite verificarmos, simultaneamente, a influência de cada




Neste capítulo, são apresentados os resultados experimentais obtidos ao longo do
desenvolvimento do trabalho. Primeiramente, é exposta a análise de exploração dos
dados utilizando SOM. Posteriormente, são apresentados os resultados da criação
dos modelos de classificação usando o algoritmo de clusterização K-médias (com
diferentes preprocessamentos). Seguindo a ordem apresentada no Capítulo 4, os
modelos obtidos com NMF e com os algoritmos baseados na natureza são mostrados.
Por fim, todos os resultados são confrontados e analisados.
5.1 Exploração dos dados
A Figura 5.1 mostra a distribuição cumulativa de acordo com a medida de den-
sidade do petróleo. A função-degrau (em vermelho) mostra a função de distribuição
empírica. Os marcadores pretos representam as observações das amostras e linha
contínua é a curva distribuição cumulativa estimada por uma KDE gaussiana.
Figura 5.1: As 49 amostras estão distribuídas entre as classes: leve, médio, pesado.
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Pode-se observar, que a partir da classificação baseada na densidade, as amos-
tras utilizadas nessa tese podem ser classificadas como amostras leves (20 %), mé-
dias (40 %) e pesadas (40 %). Como dito anteriormente, todos os procedimentos de
clusterização focarão em três agrupamentos.
A Figura 5.2 mostra as distribuições das propriedades dos dados das amostras
dos 49 petróleos, bem como a correlação de uma em função da outra. A diagonal da
matriz mostra a função de densidade de probabilidade de cada propriedade, também
estimado utilizando kernel gaussiano.
Figura 5.2: Correlação entre as propriedades das amostras de petróleo. A diagonal
representa a função de densidade de probabilidade da propriedade, considerando um
estimador por kernel Gaussiano.
Pode-se observar que algumas propriedades são altamente correlacionadas entre
si, o que é esperado, já que muitas se relacionam através de formulações quími-
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cas. Por exemplo, não é esperado que viscosidade e densidade sejam independentes.
Seguindo o mesmo raciocínio, o ponto de escoamento é associado com conteúdo para-
fínico elevado, tipicamente achado em amostras mais leves, devido as características
de suas ligações de carbono [156].
Como pode-se esperar pela presenta de dados correlacionados, a utilização da
análise de componentes principais ocasional um grande fator de compactação dos
dados. Quando analisamos a curva de variância acumulada (Figura 5.3), pode-se
observar que a primeira componente representa mais do que 60 % da energia do
sinal. Ainda, quase toda a variância (99,38 %) está acumulada nos 10 primeiros
componentes, o que produz uma redução de aproximadamente 50 % da dimensio-
nalidade.
Figura 5.3: Curva da variância acumulada para PCA sobre as propriedades das
amostras de óleo cru.
A partir da relação entre as duas primeiras componentes da PCA, ficou esta-
belecido que o formato do mapa SOM é 9 × 4 (ver Equação 4.1), totalizando 36
neurônios, usando topologia toroidal. A Figura 5.4a apresenta a D-Matrix (ma-
triz de distâncias) do mapa criado. Pode-se notar que não há evidências claras à
existência de clusters através da inspeção visual. Assim, o code-book da grade do
SOM foi clusterizado usando o algoritmo K-médias. A Figura 5.4b mostra a melhor
configuração de três clusters obtidas.
A partir do mapa SOM, podemos estimar a contribuição de cada variável de
entrada para a composição do modelo através de cada uma de suas projeções. A
Figura 5.5 mostra os planos de componentes, uma para cada propriedade de petróleo.
Alguns detalhes interessantes pode ser destacados:
• A densidade realmente influência a região da parte inferior do mapa, à di-
reita. Essa é a mesma região que concentrou as amostras de óleo bruto com
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(a) Visualização da
D-Matrix dos mapas SOM
de duas dimensões usando
as projeções dos dados
normalizados.
(b) Clusters calcula-
dos sobre o SOM code-
book.
Figura 5.4: Mineração de dados através da exploração de dados por SOM.
menor densidade como mostrado na Figura 5.6. Nenhuma outra propriedade
influenciou essa região de maneira tão proeminente.
• Por outro lado, as variáveis ligadas a viscosidade são responsáveis por ativar os
neurônios localizados na parte superior-esquerda. Assim, essa região concentra
as amostras com os maiores valores de viscosidade (Figura 5.6).
• Medidas de alguns componentes como nitrogênio e níquel também influenciam
mais a parte superior do mapa. Valores altos para essas variáveis indicam
petróleos mais pesados. Essa região parece representar os óleos pesados mais
viscosos.
• É possível observar que a influência da fluidez do óleo (ponto de escoamento)
está espalhada pelos neurônios centrais do mapa, onde essa nem a densidade
ou nenhuma das viscosidades apresentaram predominância. De fato, essa pro-
priedade foi a única a ativar os neurônios localizados no lado esquerdo inferior
do mapa. Essa área do mapa é parte do agrupamento rotulado como C1 (ver
Figura 5.5). PVE e a quantidade de carbono também tem forte incidência
sobre esse cluster, já que eles ativam a parte superior esquerda do mapa.
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Figura 5.5: A contribuição de cada uma das propriedades do petróleo ao SOM.
Quanto mais excitado um neurônio, mais vermelho é a representação. Ao contrário,
as células azuis indicam que o neurônio correspondente não está sendo ativado. Os
clusters do code-book da grade do SOM usando K-médias é destacada.
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Figura 5.6: Viscosidade e densidade para as amostras de óleo bruto. Os petróleos
estão marcados de acordo com os três clusters: C1, C2 e C3.
Ao realizar essa inspeção nos planos de componentes e entendendo como o algo-
ritmo SOM organiza as diferentes amostras, é possível entender padrões aprendidos
por esse método não supervisionado. O Cluster C2 está localizado na parte supe-
rior direita do mapa, região fortemente influenciada por medidas de viscosidade e
elementos metálicos. Por outro lado, o Cluster C0 está localizado na parte inferior
direita, onde a medida de densidade é mais relevante, já que os neurônios localiza-
dos nessa região são bastante sensíveis a essa propriedade. Essa análise sugere que
mesmo que a densidade e viscosidade tenham papeis primordiais na classificação de
petróleos, outras propriedades, como a fluidez, carregam informação suficiente para
impactar a maneira que as amostras se agrupam. Assim, essa tarefa de explora-
ção de dados aponta que explorar nuanças provenientes de diferentes propriedades
tem um impacto positivo numa melhor categorização dos óleos brutos, o que nesse
trabalho realizamos através dos métodos de clusterização.
5.2 Classificação dos petróleos através de
K-médias
Para criar o modelo de classificação utilizando o algoritmo de K-médias foram
utilizados dois mecanismos distintos de compactação. Primeiro, aplicando PCA
e mantendo as 10 primeiras componentes e projetando elas em um mapa SOM.
A segunda abordagem foi utilizar 5 dimensões intrínsecas do ISOMAP (ver Figu-
ras 5.3 e 4.2 respectivamente).
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A Figura 5.7 mostra o desempenho para a tarefa de clusterização de acordo com
as figuras de mérito utilizadas em função do número de clusters usados no algoritmo
de K-médias, com as diferentes compactações utilizadas. No gráfico é mostrado valor
médio e o desvio-padrão de 100 diferentes inicializações do algoritmo. A configuração
com dois clusters apresenta os melhores valores de índices. Contudo, como observado
anteriormente, foi escolhida a utilização de três agrupamentos, visando a comparação
direta com o método padrão de classificação. Pode ser notado, que ambos os índices
indicam que essa configuração é plausível, já que se encontram dentro da mesma
barra de erro. Como esperado, o desempenho da clusterização é melhorado após a
compactação de dados, ambos preprocessamentos, PCA e ISOMAP, tem medidas
melhores que os obtidos quando apenas foi usado SOM.
Figura 5.7: Avaliação da clusterização utilizando os índices CVNN considerando
SOM sobre os dados normalizados e depois da compactação de dados: transformação
por PCA e projeção por ISOMAP.
O índice de silhueta pode ser analisada considerando cada amostra disponível (ver
Equação 3.19). Essa análise revela quais amostras estão bem representadas pelo seus
respectivos clusters. A Figura 5.8 apresenta uma forma de avaliação visual muito
utilizada em relação ao índice de silhueta. Nela, cada amostra é representada por
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um ponto em seu respectivo cluster. Amostras com coeficiente de silhueta próximos
a 1, 0 indicam que a a amostra se encontra longe dos clusters vizinhos, estando assim
bem condicionada (ver Equação 3.20). O gráfico também permite entender o quão
equilibrados os clusters são em relação ao número de elementos que eles representam.
Figura 5.8: Índice de silhueta para cada amostra, considerando a clusterização reali-
zada com compactação de dados: usando PCA e SOM em conjunto ou as dimensões
intrínsecas do ISOMAP.
É possível verificar que em ambos as abordagens as amostras estão bem condici-
onadas, onde todos os agrupamentos possuem pontos com índice de silhueta acima
da média geral. Contudo, podemos dizer que desempenhou melhor na representação
dos dados devido a menor flutuação no tamanho dos três clusters comparado aos
clusters obtidos quando combinamos PCA e SOM.
A Figura 5.9 mostra a função da distribuição acumulada (CDF) para os clusters
de cada abordagem mostrada até aqui, considerando o valor da densidade, sobre-
posta pela classificação típica. As curvas CDF foram estimadas usando a densidade
de kernel (KDE) com base gaussiana, para qual a largura da banda foi determinada
de acordo com a Regra de Scott [157]. As curvas indicam o quanto cada agrupa-
mento obtido avança sobre uma ou mais classes da classificação típica. Alguns dos
agrupamentos invadem os limites em percentagem relevantes dos dados (cada valor
é estimado usando a CDF). A frequência que amostras são classificadas de maneira
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diferente são realçadas no gráfico pelas áreas hachuradas.
Figura 5.9: Curvas CDF para cada um dos clusters em comparação com a classifi-
cação típica (usando densidade).
Ao realizar a análise em relação a essas áreas hachuradas (onde os clusters cruzam
os limites da classificação padrão), pode-se notar que o algoritmo ISOMAP apre-
senta as maiores áreas de interseção. Para esse algoritmo o cluster C0 compreende
amostras das classes Leve e Médias. Aproximadamente 30 % das amostras deste
cluster seria classificadas como Médias pelo critério de densidade. Contudo, a aná-
lise multivariada encontrou similaridades que vão além. Esse fato sugere que padrões
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intrínsecos são deixados de lado ao considerar apenas a informação de densidade.
A Figura 5.10 apresenta cada uma das distribuições de propriedades divididas
entre os clusters computados.
Figura 5.10: Distribuição das propriedades, considerando os três agrupamentos es-
timados pelo K-médias sobre a projeção dos dados nos dez primeiros componentes
principais.
As PDFs foram estimadas novamente utilizando a estimativa de densidade kernel
usando base gaussiana. Podemos ver que o cluster C2 pode ser separado observando
apenas as propriedades de viscosidade, o que condiz com a conclusão anterior que
essas variáveis são determinantes para agrupar petróleos pertencentes ao cluster de
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petróleos mais pesados. As propriedades de fluidez (especialmente as variáveis PEV
@10 % e PEV @30 %) aparentam ser relevantes para a determinação do cluster C1,
mas não são sozinhas responsáveis pela separação, pois há pequena interseção entre
as distribuições.
A Figura 5.11 mostra a mesma visualização de dados, mas para os modelos
obtidos com ISOMAP. Como a separação ocorre no espaço da transformação (não-
linear), é esperado que nenhuma variável sozinha seja responsável pela separação.
Figura 5.11: Distribuição das propriedades, considerando os três agrupamentos es-
timados pelo K-médias sobre a projeção dos dados nos dez primeiros componentes
principais.
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5.3 Classificação dos petróleos através de heurís-
ticas baseadas na natureza
Com o algoritmo de K-médias, a clusterização é realizada a partir da otimiza-
ção da distância entre cada amostra e o centroide do cluster ao qual ela pertence.
Nessa seção, são apresentados os resultados utilizando os algoritmos de otimização
baseados na natureza, mais especificadamente PSO, ABC e FSS. Como mostrado
na Seção 3.5, tais algoritmos permitem um refinamento na função custo, permitindo
que esta apresente uma composição mais complexa. Nesta pesquisa, como expli-
cado na Seção 4.4, utilizou o índice de silhueta como base para a uma nova função
objetivo, não só preocupada na composição de um cluster, mas também na relação
dele com os demais encontrados. Foram considerados modelos compostos por três
centroides.
A Figura 5.12 mostra a convergência para todas as variações utilizadas dos algo-
ritmos. No gráfico, os pontos mostram a média do fitness para todas as inicializações
e a barra de erro representa o desvio padrão. Para facilitar a visualização, são mos-
trados pontos a cada 10 passos. Em geral, os algoritmos tiveram uma convergência
mais rápida, contudo, com 40 movimentos, todos os algoritmos já haviam conver-
gido.
Figura 5.12: Convergência dos algoritmos de otimização baseados na natureza para
a aplicação de clusterização.
A Figura 5.13 mostra o desempenho do melhor modelo obtido por cada algo-
ritmo. No caso da PSO, a variação implementada com peso inercial Ω (ou fator de
constrição) obteve o melhor resultado. O resultado do índice de silhueta para essa
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configuração foi 0, 44 é semelhante ao resultado alcançado com K-médias associado
com um processo de preprocessamento (PCA em conjunto com SOM ou ISOMAP).
Figura 5.13: Curvas CDF para cada um dos clusters computados com algoritmos
baseados na natureza em comparação com a classificação típica (usando densidade.)
Contudo, esta análise não conta com nenhum tipo de preprocessamento. A
Figura 5.14 é mostrada apenas a mérito de comparação. Aqui, K-médias foi ini-
cializado 1000 vezes, com inicialização usando o algoritmo de kmeans++ [150]. O
melhor modelo obtido desempenhou com índice de silhueta igual a 0, 37, inferior às
três heurísticas.
Figura 5.14: Curvas CDF para cada um dos clusters computados com K-médias.
Em termos de desempenho, os clusters obtidos através de PSO, apresentam-se
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melhor conformados, visto que todos os agrupamentos possuem representantes acima
da média e existem menos amostras com valores negativos. Todos os algoritmos
captaram as mesmas características gerais, o que reflete a quantidade de amostras em
cada cluster. Essa conclusão também pode ser tirada analisando o gráfico mostrado
na Figura 5.15, pois as interseções entre os clusters obtidos e as classes típicas são
similares também.
Figura 5.15: Curva CDF para cada um dos clusters encontrados com os algoritmos de
otimização baseados na natureza em comparação com a classificação típica (usando
densidade).
Em todos os casos, o cluster C1 invadiu tanto os clusters de óleos classifica-
dos como leves (PSO: 12, 12 %, ABC: 12, 32 % e FSS: 11, 28 %) como os pesados
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(PSO:35, 73 %, ABC: 32, 80 % FSS: 30, 00 %) em patamares similares. Um diferença
relevante, contudo, é o algoritmo FSS ter agrupado uma amostra classificada como
óleo médio associada no cluster caracterizado por petróleos mais denso (C2). Na
Figura 5.16, as amostras de óleo bruto são organizadas em um plano cartesiano que
projeta a viscosidade em função da densidade. Cada amostra é destacada por um
marcador diferente. A amostra que tipicamente seria classificada como um óleo mé-
dio possui medida de viscosidade muito maior do que óleos com densidade similar.
Portanto, como caracterizado na análise realizada na Seção 5.1, FSS também captou
a viscosidade como característica relevante para a composição do cluster C2.
Figura 5.16: Amostras de Petróleo organizadas de acordo com a densidade e visco-
sidade. Cada amostra é destacada de acordo com o cluster que foi categorizada.
5.4 Classificação dos petróleos através de NMF
Até agora, as amostras (ou suas projeções) foram agrupadas em função da dis-
tância euclidiana. Como foi exposto no Capítulo 3, o algoritmo da NMF permite
realizar a tarefa utilizando outras distâncias ou divergências. Como dito na Se-
ção 4.5, iremos explorar uma família de divergências conhecida com divergência β.
Ao longo dos próximos parágrafos serão mostrados como foi escolhido o valor de
β e consequentemente o modelo mais adequado, sua resposta em relação ao índice
de silhueta e de que maneira cada propriedade influenciou nessa categorização. As
análises focarão na obtenção de três clusters, como realizado na análise de SOM e
ISOMAP.
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Escolha do valor de β
Duas informações são determinantes para a melhor escolha do valor da constante
β: a convergência do treinamento e a estabilidade frente às diferentes inicializações.
Como trata-se de uma tarefa de clusterização iremos avaliar também o índice de
silhueta. Usaremos seis valores distintos de β, inclusive para os casos especiais onde
a divergência assume o comportamento da divergência de Itakura-Sato (β = 0),
divergência de Kullback-Leibler (β = 1) e distância Euclidiana (β = 2).
Pela Figura 5.17, nota-se que para todos os casos a fatoração convergiu assinto-
ticamente. Cada gráfico representa uma configuração diferente, a linha representa
a média de todas as 200 inicializações e a barra de erro é formada pelo valor do
desvio-padrão. Por se tratarem de divergências distintas, não podemos comparar os
patamares atingidos.
Figura 5.17: Convergência para o processo de fatoração para os diferentes valores
de β.
Para estabelecer um patamar de comparação podemos recorrer ao erro médio
quadrático na reconstrução, mostrado na Figura 5.18. A linha tracejada em cada
gráfico representa o valor da média para as 200 inicializações e, novamente, a barra de
erro é calculada a partir do desvio padrão. A linha pontilhada vertical indica o ponto
de parada do algoritmo. Pode-se verificar que o modelo que utiliza Itakura-Sato di-
verge nessa avaliação. Ao contrário, todos outros modelos convergiram, embora
notamos que quanto menor o valor de β, menor foi o valor alcançado. É impor-
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tante ressaltar, que essa análise sozinha não é suficiente para escolher ou mesmo
descartar alguma configuração, visto que a medida de erro quadrático favorece a
distância euclidiana, por sua similaridade matemática. No entanto, no caso da não
convergência, trata-se de um indicativo negativo.
Figura 5.18: Erro médio Quadrático (RMS) para os diferentes valores de β.
Continuando a análise sobre a estabilidade dos modelos, foram estabelecidas as
matrizes de consenso contendo uma visualização ligeiramente modificada em relação
ao que foi proposto em Brunet (2004), como pode ser visto na Figura 5.19.
Ao invés de ordenar as amostras a partir da frequência de coocorrência nos
mesmos agrupamentos, a visualização apresenta os petróleos ordenados pela medida
de densidade, medida em gravidade específica (SG). Para facilitar a comparação com
a classificação realizada a partir dessa propriedade, duas linhas pontilhadas foram
traçadas em cada um dos eixos, mostrando quais petróleos seriam classificados como
Pesado, Médio e Leve (seguindo aa direção do eixo x). Apenas pela averiguação
visual, pode-se notar que quando é utilizada a divergência de Itakura-Sato há uma
maior dispersão nos valores da matriz. Quando observa-se a escala de cor, verifica-
se diversos valores no entre 0, 2 e 0, 8. Com isso, os três clusters pretendidos não
bem destacados (os petróleos leves poderiam ser divididos em dois agrupamentos
distintos).
Ainda no primeiro gráfico, pode-se perceber um petróleo (P23) destacado mi-
grando dos petróleos médios para o cluster de petróleos mais densos. De fato, esse
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Figura 5.19: Matriz de consenso para dois valores distintos de β: Itakura-Sato e
Kullback-Leibler. 78
petróleo é mais viscoso do que os petróleos que estão na faixa de densidade dele.
Como visto na análise com SOM, a viscosidade é determinante para a criação do
cluster C2. Esse resultado indica que o mesmo pode ser verdade para os modelos
criados com NMF. Verificaremos essa hipótese mais adiante.
Analisando o segundo gráfico, observamos agrupamentos mais consistentes. A
matriz possui poucos valores entre 0, 2 e 0, 4, o que indica que mesmo em 200 inicia-
lizações, os modelos criados são mais estáveis. Ao calcular os índices de estabilidade,
as observações realizadas mostram-se corretas. A Tabela 5.1 mostra resumidamente
o desempenho para cada uma das configurações testadas, e a partir dela, seleciona-se













Tabela 5.1: Índices de estabilidades baseados na matriz de consenso.
Finalmente, o valor de β pode ser definido, após verificar a variação do índice
de silhueta para cada uma das inicializações. A Figura 5.20 mostra um boxplot
com a mediana e a variação (através dos primeiro e terceiro quartis) dos índices de
silhueta. A mediana para a configuração com β = 1.0 é um pouco mais alta que
as demais distribuições. Já a dispersão dos valores de silhueta é menor para essa
configuração. Deste modo, a divergência escolhida para o restante da análise será
Kullback-Leibler.
Influência das propriedades
Como explicado anteriormente, através da fatoração da NMF, pode-se realizar
duas atividades distintas de maneira simultânea. Para tal, basta analisar cada uma
das matrizes fatoradas separadamente. Nesta análise, a matriz de mistura tem o
formato 19×3, onde cada coluna representa uma dimensão do espaço original. Vimos
também, que pela propriedade aditiva da NMF, podemos interpretar os valores dessa
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Figura 5.20: Representação em boxplot mostrando os valores do índice de silhueta
para diferentes configurações.
matriz como a contribuição de cada dimensão para um determinado cluster.
A Figura 5.21 mostra um gráfico formado a partir da matriz de mistura da NMF.
Nele, cada coluna representa uma propriedade distinta e as linhas suas projeções
sobre os clusters, onde quanto mais escuro, maior sua importância. As propriedades
são ordenadas a partir de uma clusterização hierárquica realizada com os vetores-
coluna como entrada. O objetivo é reunir as propriedades que influenciam um
determinado cluster e facilitar a compreensão das regras de composição dos clusters.
Figura 5.21: Influência de cada propriedade sobre os clusters. A matriz mistura da
NMF é reordenada de acordo com o resultado clusterização hierárquica realizada
em cima dos vetores colunas.
Pode-se perceber a propriedade densidade influência o cluster C01. Ainda sobre
1Os clusters foram nomeados de maneira que concordem com as características dos clusters
obtidos anteriormente, assim C0 é um agrupamento caracterizado por petróleos menos densos.
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esse cluster, verifica-se que elementos químicos como metais, enxofre e nitrogênios
não apresentam coeficientes elevados. Esse comportamento é esperado, visto que
petróleos menos densos possuem menor concentração de elementos que não seja
hidrocarbonetos.
Já as variáveis relacionadas ao ponto de ebulição, apesar de contribuírem com
todos os clusters, possuem maior impacto no cluster C1, que também é caracterizado
pelas contribuições dos elementos químicos Nitrogênio, Carbono e Enxofre.
Em relação ao cluster C2, nota-se que nenhuma propriedade se sobressai em
termos da magnitude do coeficiente. Contudo, é importante perceber que as pro-
priedades de viscosidade não apresentam valores de coeficientes relevantes para os
clusters C0 e C1, indicando que petróleos mais viscosos tendem a ser agrupados
juntos neste cluster C2.
Essa análise quando comparada com os resultados expostos na Seção 5.1 apre-
senta diversas similaridades:
• Petróleos menos densos caracterizam o cluster C0;
• Metais e demais elementos químicos não manifestam influência no cluster C0;
• Petróleos mais viscosos caracterizam o cluster C2;
• No SOM, as variáveis ponto de ebulição verdadeiro ativam a região central
do mapa, onde estão os neurônios agrupados como C1, assim como na NMF
contribuem mais para a segunda componente.
O fato das duas análises concordarem em diversos aspectos corrobora para a
afirmação que outras propriedades contribuem para a tarefa de clusterização do
petróleo.
É interessante pontuar como a clusterização hierárquica organizou as informa-
ções. O algoritmo permite, associado à sua visualização, agrupar as variáveis em
diferentes níveis. Por exemplo, a densidade encontra-se destacada em relação às
demais propriedades, demonstrando sua relevância na tarefa de categorização, prin-
cipalmente para a classe de petróleos menos densos. Como esperado, diferentes
mensurações para uma propriedade foram reunidas, vide as medidas de viscosidade
e ponto de ebulição verdadeiro. Nitrogênio, enxofre e carbono formam um grupo de
propriedades que é relevante para a identificação dos petróleos no cluster C1.
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Modelo de classificação dos petróleos
A escolha de como as amostras se organizam em clusters é realizada através da
matriz de componentes. A Figura 5.22 mostra os petróleos ordenados pelo valor de
densidade. Duas linhas verticais denotam a região de fronteira para a classificação
baseada nesta propriedade.
Os petróleos menos densos estão concentrados no cluster C0. Para o estabeleci-
mento da classificação foi escolhido um procedimento de clusterização hard, onde o
maior coeficiente do vetor-linha indica a qual cluster a amostra pertence.
Contudo, ao avaliar as nuanças do mapa de calor, verifica-se que em alguns casos,
o limiar de escolha é próximo. Por exemplo, o petróleo P23 possui coeficientes em
C1 e C2 similares. Como dito anteriormente, esse petróleo possui viscosidade alta
quando comparado com petróleos com densidades similares. Desta maneira, apesar
de, nesse caso, o petróleo pertencer ao cluster C1, ele possui características comuns
aos óleos agrupados no cluster C2.
A visualização da Figura 5.22 também mostra que o cluster C0 se estende em
petróleos das classes Leve e Médio da classificação típica. Já o cluster C1, reúne
petróleos classificados como Médios e Pesados.
Figura 5.22: Coeficientes dos petróleos, ordenadas por densidade, mostrados através
de mapa de calor. Cada linha representa um cluster e a escolha do cluster é feita a
partir da hachura.
A Figura 5.23 observam-se as áreas de interseção entre os clusters encontrados e
a classificação baseada em petróleo. O comportamento da invasão é similar ao que
acontece no algoritmo de ISOMAP (ver Seção 5.2), onde:
• as amostras categorizadas no cluster C0 se estendem entre as classificações
baseadas no °API “Leve” e “Médio” com aproximadamente 29, 82 % de suas
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amostras sendo pertencentes à última;
• 43, 65 % das amostras agrupadas em C1 são originalmente classificadas como
petróleos pesados.
Figura 5.23: Curva CDF para cada um dos clusters encontrados com NMF em
comparação com a classificação típica (usando densidade).
A Figura 5.24 mostra que as amostras estão bem condicionadas, onde todos os
agrupamentos possuem pontos com índice de silhueta acima da média geral. O
resultado da silhueta média apresenta-se superior aos encontrados nos algoritmos
usados até aqui.
Figura 5.24: Índice de silhueta para cada amostra, considerando a clusterização
realizada com NMF
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5.5 Comparação do desempenho dos algoritmos
A Tabela 5.2 resume todos os resultados encontrados com as diferentes aborda-
gens propostas, mostrando o melhor desempenho para cada uma. Em relação às
figuras de mérito, conclui-se que a clusterização através da fatoração de matrizes
teve os melhores resultados para ambos índices: silhueta e CVNN. O algoritmo
PSO é o que teve maior cluster C1. O algoritmo FSS teve a pior performance em
relação ao índice silhueta, mas teve o valor de CVNN entre os melhores desempe-
nhos. Quando os dois índices não concordam, há indica que o cluster encontrado
não é esférico (e então a distância euclidiana não é a melhor medida, o que prejudica
o índice de silhueta).
Algoritmos Leve-Médio Médio-Leve Médio-Pesado Pesado-Médio Silhueta CVNN
PCA + SOM 4,6% 10,4% 29,5% 0,0% 0,44 0,44
ISOMAP 29,8% 0,6% 39,5% 1,17% 0,442 0,35
NMF 29,8% 0,0% 43,7% 0,0% 0,603 0,34
PSO 0,0% 12,1% 35,7% 0,0% 0,44 0,46
ABC 0,0% 12,3% 32,8% 0,0% 0,43 0,40
FSS 4,6% 11,3% 30,0% 12,5% 0,41 0,36
Tabela 5.2: Resultados obtidos com os diferentes algoritmos.
A Figura 5.25 dois gráficos distintos. O gráfico de cima apresenta a qual cluster
as amostras de petróleo pertencem de acordo com cada um dos algoritmos. As
amostras são ordenadas ordem crescente de densidade. Duas linhas verticais grossas
demarcam a qual classe típica o petróleo pertence. Com base nessa visualização,
pode-se destacar:
• Os algoritmos sempre agruparam os petróleos menos densos como cluster C0.
A quantidade de óleos variou e tanto NMF como ISOMAP tiveram maior
penetração em petróleos com densidades maiores.
• PSO classificou 41 agrupamentos como cluster C1.
2Calculado no espaço de busca do ISOMAP
3Calculado no espaço dos componentes da NMF
84
• ISOMAP apresentou as classes mais balanceadas.
• FSS foi o único algoritmo que apresentou um petróleo médio presente no cluster
C2.
O gráfico de baixo é exatamente igual ao primeira, apenas reordenado por vis-
cosidade (V @50). Os rótulos do eixo x, são marcados de acordo com a classificação
baseada na densidade. Nessa visualização, vemos como se justifica agrupar o petró-
leo P23 com petróleos mais densos. Por esse óleo ser bastante viscoso, ele é atraído
para o cluster C2, fortemente influenciado por essa propriedade.
Figura 5.25: Clusterização dos petróleos.
5.6 Extensões do Modelo
Nessa sessão, serão mostradas duas extensões dos modelos. O primeiro é a
comparação com o índice °API/(A/B), proposto por Farah. Esse é um índice mais
granular do que a escala baseada puramente baseada na densidade (°API).
Na segunda extensão, é verificado como os modelos obtidos até aqui, obtidos a
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partir de uma base de apenas 49 petróleos, se comportam quando usados com uma
amostragem maior de petróleos.
5.6.1 Comparação com o Índice de Farah
Como exposto na Seção 2.3.3, Farah (2006) propôs um índice que relaciona as
classes Aromático-asfáltico, Aromático-naftênico, Aromático-intermediário Naftê-
nico, Parafínico-naftênico e Parafínico a razão entre a medida de densidade. Assim
como a classificação feita a partir da densidade, esse índice provê uma maneira
simples de classificar o óleo bruto com poucos parâmetros. Mas torna-se mais com-
pleta, pois leva em consideração a informação referente a viscosidade de determinada
amostra.
A Figura 5.26a apresenta os 49 petróleos projetados no plano
Índice de Farah × Densidade. Cada amostra está rotulada pelo cluster que
foi encontrado a partir do modelo de NMF utilizando a divergência de Kullback-
Leibler. Esse modelo foi escolhido por ser o melhor resultado e por facilitar a
interpretação sobre a influência das variáveis
(a) Modelo NMF com três clusters (b) Modelo ISOMAP com cinco clusters
Figura 5.26: Amostras de petróleo representadas em um gráfico, onde a densidade
é projetada no eixo x e o índice de Farah no eixo y. As classes típicas segundo essa
medida estão destacadas, e a classificação obtida em relação ao modelo do ISOMAP
para 5 clusters com as cores diferentes.
Pode-se observar que o cluster C0 está todo contido e se estende por toda a
classe dos óleos Parafínicos. Essa classe é definida por óleos com baixa densidade
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e viscosidade. Ao contrário da classificação por densidade, onde esse cluster se
localiza em duas classes, aqui ele caracteriza bem essa classe. O cluster C1 está
localizado por toda a extensão das classes Parafínico-naftênico e Naftênico, com
alguma interseção com a classe anterior e com a posterior, Aromático-Intermediário.
São classes com densidade um pouco maior. Como vimos na análise com NMF, a
propriedades ligadas a volatilidade tem e ponto de ebulição tem bastante influência
nesse cluster. As propriedades Asfaltenos e Enxofre influenciam nesse cluster. Já
o cluster C2 mostra petróleos na classe aromática-naftênica, óleos com bastante
enxofre e asfaltenos. São petróleos bastante viscosos.
Já a Figura 5.26b apresenta uma classificação realizada com ISOMAP com 5
clusters. Revisitando a Figura 5.7 verificamos que o desempenho desse modelo,
medido através do índice de silhueta, foi satisfatório quando comparados com outros
modelos (mesmo com três clusters), totalizando 0, 42 de silhueta média.
Ao contrário da comparação com três clusters, nenhum agrupamento pareceu
descrever inteiramente uma classe. As propriedades C01 e C03 caracterizam pe-
tróleos parafínicos. O restante dos clusters estão difusos entre as classes, sem uma
clara distinção. É possível, e até esperado, que modelos com mais clusters fiquem
degradados devido ao baixo número de amostras que foram usados, tornando-se,
assim, uma limitação dos modelos obtidos.
5.6.2 Extrapolação para bases maiores
Os modelos foram criados a partir de uma base pública composta por 49 petró-
leos. Uma questão a ser entendida é a capacidade de extrapolação dos modelos em
bases maiores. Com acesso a base de homologação da PETROBRAS, foi possível
projetar 4359 óleos brutos no modelo obtido com preprocessamento de PCA e SOM
e clusterização K-médias. Por questões de sigilo comercial, a análise completa não
será exposta. Contudo, na Tabela 5.3, são mostrados os resultados parciais.
Pode-se notar que existem diferenças, porém a base de homologação possui apro-
ximadamente 100 vezes mais dados. Devido a diferença no volume de informações,
é possível afirmar que o modelo possui valores similares para as duas bases.
No que se refere às figuras de mérito, houve uma deterioração no índice de
silhueta, principalmente, devido a saturação do mapa SOM que contou com apenas
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Base Leve-Médio Médio-Leve Médio-Pesado Pesado-Médio Silhueta CVNN
49 4,6% 10,4% 29,5% 0,0% 0,44 0,44
4359 0,91% 20,1% 24,0% 0,0% 0,34 0,48
Tabela 5.3: Comparação da execução do Algoritmo SOM na base pública e base de
homologação da PETROBRAS.
36 neurônios. O cluster que mais degradou o índice foi o C2, que na base pública,




Esta tese de doutorado visou o desenvolvimento de um método baseado em técni-
cas de mineração de dados cegas e de estatísticas de ordem superior para caracterizar
amostras de petróleo de acordo com suas propriedades físico-químicas.
Atualmente, a indústria utiliza métodos empíricos através da utilização de limi-
tes determinísticos de uma ou duas variáveis. Enquanto eficientes e simples, tais
métodos podem limitar a abrangência da classificação. Ao descartar certas propri-
edades, perdem-se informações que podem ser úteis quando analisadas na relação
entre diferentes amostras. Assim, nuanças são desconsideradas, prejudicando não só
a modelagem obtida, como sua generalização.
As técnicas de seleção de características, projeção dos dados e clusterização utili-
zadas, permitiram acessar as informações intrínsecas do espaço amostral. Ao realizar
a exploração dos dados, compreendeu-se a influência das propriedades na maneira
que as amostras de petróleo se correlacionam. A densidade e a viscosidade são
realmente propriedades marcantes e importantes para a caracterização, mas outras
variáveis atuam, principalmente nas amostras com valores de densidade próximas aos
limites estabelecidos pelos métodos típicos. Os modelos de clusterização aplicados
foram escolhidos por abordarem a tarefa sob aspectos diferentes. Foram estabele-
cidas técnicas de compactação de dados, a escolha da função de otimização focada
no desempenho de clusterização e a utilização de diferentes divergências. Apesar de
tais métodos ocasionarem pequenas diferenças nos resultados obtidos, evidenciaram
a existência de tais nuanças. Pelo menos 50% das amostras migraram para grupos
diferentes dos que estavam acomodados quando apenas a densidade é considerada.
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Aplicando o algoritmo ISOMAP mais amostras migram de uma classificação para
outra, aumentando essa diferença para até 71 % das amostras.
Em relação às figuras de mérito, o melhor desempenho obtido foi alcançado
com a NMF, levando em conta o uso da divergência de Kullback-Leibler. Esse
algoritmo ainda permite a interpretação dos coeficientes do espaço latente como uma
ponderação, devido a sua natureza não-negativa e como uma relação de influência
das propriedades frente aos clusters obtidos.
Empresas petrolíferas acessam milhares de amostras de óleo bruto em sua opera-
ção. As nuanças encontradas na classificações pelo método proposto podem afetar
a logística e a cadeia de produção e ocasionar, por fim, a otimização de processos e
mitigação de despesas. Essas empresas podem, a partir desses resultados, avaliar o
impacto de adotar a classificação proposta em suas operações.
6.1 Trabalhos Futuros
Prevê-se como desdobramento direto dessa pesquisa, a aplicação do método apre-
sentado em uma base de dados maior, a fim de obter modelos mais robustos. Como
foi mostrado, ao comparar com classificações mais segmentadas, a clusterização ficou
limitada em desempenho, degradando a qualidade dos modelos.
Contudo, foi mostrado que o modelo, obtido com 49 petróleos, comportou-se de
maneira similar ao categorizar uma base cem vezes maior. Essa informação permite
vislumbrar a criação de um modelo completo utilizando, para isso, apenas um recorte
dos dados. Será necessário estabelecer uma maneira de selecionar os óleos brutos
mais importantes para tal tarefa.
Em relação aos algoritmos, NMF, e sua utilização para clusterização, está cada
vez mais popular. Diversos implementações surgem toda hora, como novos funções
de atualização e interpretações, que podem impactar positivamente os resultados.
A motivação por algoritmos baseados na natureza se mantêm como uma pers-
pectiva interessante. A utilização deles combinados com funções de custo mais
eficientes, e até com a incorporação de conhecimento especialista, é uma área de
desenvolvimento que pode representar ganhos nos resultados.
Por fim, a criação de um framework para a elaboração de misturas de óleo bruto,
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baseado na utilização desta categorização, com a intensão de impactar na operação
de refinarias e plantas industriais.
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