In 1957, N. G. de Bruijn showed that the symmetric group Sym(Ω) on an infinite set Ω contains a free subgroup on 2 card(Ω) generators, and proved a more general statement, a sample consequence of which is that for any group A of cardinality ≤ card(Ω), Sym(Ω) contains a coproduct of 2 card(Ω) copies of A, not only in the variety of all groups, but in any variety of groups to which A belongs. His key lemma is here generalized to an arbitrary variety of algebras V, and formulated as a statement about functors Set → V. From this one easily obtains analogs of the results stated above with "group" and Sym(Ω) replaced by "monoid" and the monoid Self(Ω) of endomaps of Ω, by "associative K-algebra" and the K-algebra EndK(V ) of endomorphisms of a K-vector-space V with basis Ω, and by "lattice" and the lattice Equiv(Ω) of equivalence relations on Ω. It is also shown, extending another result from de Bruijn's 1957 paper, that each of Sym(Ω), Self(Ω) and EndK (V ) contains a coproduct of 2 card(Ω) copies of itself.
1 Conventions, and outline.
Throughout this note, Ω will be an infinite set. Each ordinal (in particular, each natural number) is understood to be the set of all smaller ordinals; the set of all natural numbers is denoted ω. Functions, including elements of permutation groups, will be written to the left of their arguments and composed accordingly. K will denote a field, and associative K-algebras will always be assumed unital.
In § §2-3 we develop some results on embedding of algebras (in the sense of general algebra) that arise as values of certain sorts of functors into infinite direct product algebras. We obtain, as immediate corollaries, results on embeddability of groups, monoids, associative algebras, and lattices, in the group Sym(Ω), respectively the monoid Self(Ω), the K-algebra End K (V ), and the lattice Equiv(Ω) (all defined as in the abstract). The remaining sections obtain results specific to those four structures and the monoid Rel(Ω). In §4 (and two appendices, § §10-11) it is shown that one can embed into each of the first three of these algebras a coproduct of many copies of that same algebra, while § §5-8 obtain restrictions on algebras embeddable in these five algebras, in terms of order-properties of chains of solution sets of systems of equations in these algebras. §9 and §12 concern some ways the results of this note might be extended.
For some further surprising properties of Sym(Ω), and of some of the other objects here considered, cf. [3] , [4, §6] , [5] , and works referred to in those papers.
3 Coproducts and functors.
The free algebra on a set Ω in a variety V is the coproduct in V of an Ω-tuple of copies of the free algebra on one generator. To start the ball of generalization rolling, let us note how to extend the proof of Theorem 1 to the case where free algebras are replaced by coproducts of copies of an arbitrary algebra.
In our proof of Theorem 1, we chose in each copy H s of H a P(s)-tuple (x t ) t⊆s of distinct members of our ℵ 0 -tuple of free generators. This time, let H be the coproduct in V of ℵ 0 copies of a fixed algebra A, and let us take for each s ∈ P fin (Ω) a P(s)-tuple (p t ) t⊆s of distinct members of the ℵ 0 -tuple of coprojection maps A → H s defining the coproduct structure. We can then define, for each r ∈ P(Ω), a map P r : A → H P fin (Ω) by letting the composite of P r with each projection H P fin (Ω) → H s be p r∩s . With these adjustments, the proof of Theorem 1 goes over, and we likewise get the corollary that if A is any group, monoid, associative K-algebra, or lattice, of cardinality, respectively K-dimension, ≤ card(Ω), and V any variety of groups, monoids, K-algebras or lattices containing A, then the group Sym(Ω), the monoid Self(Ω), the K-algebra End K (V ) or the lattice Equiv(Ω) contains a coproduct in V of 2 card(Ω) copies of A.
To suggest the next level of generalization, let me give a concrete (more or less random) example. Let A be the group presented by two generators, x and y, and the two relations (1) x 2 = 1,
(2)
x (y 2 x y −2 ) = (y 2 x y −2 ) x.
Thus, our relations say that the generator x has exponent 2 and commutes with the element obtained by conjugating it by the square of the generator y. Now if I is any index-set, let F (I) be the group presented by generators x i , y i (i ∈ I) subject to the relations (3)
x 2 i = 1, (i ∈ I), (4) x i ((y j y k ) x i (y j y k ) −1 ) = ((y j y k ) x i (y j y k ) −1 ) x i , (i, j, k ∈ I, not necessarily distinct).
Looking at the i = j = k case of these relations, we see that for each i, there is a homomorphism A → F (I) acting by x → x i , y → y i . In fact, this will be an embedding, for we also see from (1)-(4) that there exists a homomorphism F (I) → A mapping all x i to x and all y i to y, which will give a left inverse to each of the preceding homomorphisms. (Note, incidentally, that the choices I made in (3) and (4), to turn x 2 to x 2 i , but y 2 to y i y j , were arbitrary; i.e., the relations (1) and (2) did not uniquely determine (3) and (4) .)
The group F (I), though generated by an I-tuple of embedded homomorphic images of A, is not a coproduct of those subgroups, since the relations (4) relate elements from different copies of A; nor is it their coproduct in some subvariety of groups, because (3) and (4) do not hold with x i , y j and y k replaced by arbitrary elements. We see, however, as for coproducts, that any map of index-sets I → J induces a homomorphism F (I) → F (J) of these algebras, making F a functor from sets to groups.
We shall find below that the idea of Theorem 1 can be used to show that F (ℵ 0 ) card(Ω) contains a copy of F (2 card(Ω) ), and that the corresponding statement holds with the variety of groups replaced by any variety V of finitary algebras, and (3) and (4) by any such system of "relations parametrized by families of indices".
We could give a careful formulation of this concept of a "parametrized system of relations". Fortunately, we do not have to. We observed above that the construction F is a functor Set → V, and it clearly satisfies (5) For every set I, the algebra F (I) is generated by the union of the images of A = F (1) under the homomorphisms induced by all maps 1 → I.
I claim that any functor Set → V satisfying (5) in fact corresponds to a system of V-algebras determined by "generators and relations with parameters" as above. For given F satisfying (5) , let us take for generatorsymbols (corresponding to the x and y in our group-theoretic example) any generating set X for F (1) . For every set I, every i ∈ I, and every x ∈ X, let us write x i for the image of x under the map F (1) → F (I) induced by the map 1 → I taking 0 to i. Then (5) shows that F (I) is generated by (6) {x i | x ∈ X, i ∈ I}.
To get relations, let us, for each natural number n, choose a family of relations presenting F (n) in terms of the generators x i (x ∈ X, i ∈ n), and let us turn each of these into a "system of relations with parameters" by replacing the subscripts 0, . . . , n−1 ∈ n in these relations by index-symbols i, j, k, . . . .
It is clear from the functoriality of F that for any I, the generators (6) of F (I) will satisfy all instances of the system of relations so obtained. To see that no more relations are needed, note that any relation satisfied in F (I) by the elements (6) can involve only finitely many of these elements, say those coming from the image of F (n) under some one-to-one map n → I, for some n ∈ ω. If I = ∅, we can take n > 0, so that we may choose a left inverse I → n to this map, and applying F to it, we see that the corresponding relation indeed holds in F (n), and so is a consequence of the system of relations we have chosen.
If I = ∅ = 0, then (5) says that F (0) is generated by the image of the empty family of maps, hence its only elements are the values of the derived zeroary operations of V. Relations holding among these elements of F (0) count as relations in the empty set of generator-symbols, and are therefore included in the system of relations used to describe the functor; thus these relations yield the correct description of F (∅) as well. (However, for the theorem below, we only need the values of F (I) for nonempty index-sets I, so nothing is lost if the reader prefers to consider F a functor from the category of nonempty sets to V, and avoid thinking about the case I = ∅.)
De Bruijn [6] proved his embeddability results for what he called "symmetrically generated groups". On examination, these turn out to be precisely the values F (I) of group-valued functors F satisfying (5) . However, rather than stopping here, we may ask whether, in addition to allowing relations like (4) that depend on more than one parameter, we could allow this in our generators as well. For example, suppose we associate to each set I the group F (I) with generators (7) x ij (i, j ∈ I),
subject to relations (8) x ij x jk = x jk x ij (i, j, k ∈ I).
It is again clear that maps among index-sets will induce homomorphisms among these groups, giving a functor F : Set → Group, and that the corresponding statement is true for systems of algebras of any variety V presented by generators and relations similarly parametrized by multiple subscripts. The resulting functors will not in general satisfy (5) , but as long as the number of subscripts indexing each family of generators is finite, they will satisfy (9) For every set I, the algebra F (I) is the union of the images of the homomorphisms F (a) : F (n) → F (I), where n ranges over ω, and a over all set-maps n → I.
Conversely, it is straightforward to show as before that the values of any such functor arise from this sort of presentation with parameters. We are finally ready to give our generalization of Theorem 1. We shall not have to refer to parametrized systems of generators and relations -functoriality and (9) are all we will need. Theorem 3 (cf. [6, Theorem 3.1]). Let F be a functor Set → V satisfying (9) . Then F (ℵ 0 ) card(Ω) has a subalgebra isomorphic to F (2 card(Ω) ).
Proof. As in the proof of Theorem 1, it suffices to construct an embedding h : F (P(Ω)) → F (ℵ 0 ) P fin (Ω) . To specify such an h, it suffices to give its composite with the projection of F (ℵ 0 ) P fin (Ω) onto the factor F (ℵ 0 ) corresponding to each s ∈ P fin (Ω). To do this, take for each s an embedding e s : P(s) → ℵ 0 , let c s : P(Ω) → P(s) be defined by r → r ∩ s, and let the composite of h with the sth projection be F (e s c s ) : F (P(Ω)) → F (ℵ 0 ).
To show that h is an embedding, consider any two elements u = v ∈ F (P(Ω)). We claim there exists a component of F (ℵ 0 ) P fin (Ω) at which h(u) and h(v) have distinct coordinates.
Indeed, from (9) we can see that the images in F (P(Ω)) of homomorphisms F (a) : F (n) → F (P(Ω)) induced by maps a : n → P(Ω) (n ∈ ω) form a directed system of subalgebras with union F (P(Ω)). Hence u and v will both lie in such an image; so let u = F (a)(u 0 ), v = F (a)(v 0 ) for some a : n → P(Ω); we may assume n > 0. Now choose s ∈ P fin (Ω) such that a(0)∩s, . . . , a(n−1)∩s are distinct. Then the composite map e s c s a : n → P(Ω) → P(s) → ℵ 0 is one-to-one, hence it has a left inverse. Hence so does F (e s c s a) : F (n) → F (ℵ 0 ); hence that is also one-to-one. In particular, the images of u 0 and v 0 under the latter map, which are the s-coordinates of h(u) and h(v), are distinct, as required.
Corollary 4 (cf. [6, Theorem 3.1]). Suppose F is a functor from Set to (i) the category of groups, respectively (ii) the category of monoids, (iii) the category of associative algebras over a field K, or (iv) the category of lattices; and suppose that F satisfies (9) , and has the property that the cardinality of F (ℵ 0 ) in cases (i), (ii) and (iv), or its K-dimension in case (iii), is ≤ card(Ω). (For instance, F might be the functor associating to every set I the I-fold coproduct of copies of a fixed algebra A of cardinality or K-dimension ≤ card(Ω).)
Then
The reader may have noticed when we first proved Theorem 1 that we did not really need the factors in our product to be free of rank ℵ 0 ; free objects of finite ranks would do, as long as there were at least card(Ω) of these of rank greater than or equal to each natural number N ; and similarly that in the proof of Theorem 3, we could have used a product of objects F (n) for n finite, instead of a power of F (ℵ 0 ). However, it is not hard to verify in each of these cases that the product of such a family would contain an embedded copy of F (ℵ 0 ) card(Ω) , reducing these situations to that of Theorem 3. Let us record here the result that allows us to see this.
Lemma 5 (cf. [6] ). Let F be a functor Set → V satisfying (9) . Then 0<n<ω F (n) has a subalgebra isomorphic to F (ℵ 0 ).
Proof. For each n > 0, let f n : ℵ 0 = ω → n be the map taking each natural number r to min(r, n−1), and define f : F (ℵ 0 ) → 0<n<ω F (n) to have F (f n ) as its nth coordinate, for each n. As in the proof of Theorem 3, we find that any two distinct elements of F (ℵ 0 ) have distinct projections in some F (n), so f is an embedding.
It would be interesting to look for results similar to those of this section for functors on categories other than Set. I leave the investigation of such questions to others, giving below just one such result I have noticed, followed by a couple of examples of how it can be applied. Theorem 6. Let t.Ord be the category whose objects are totally ordered sets and whose morphisms are isotone maps, and let the ordinals and the set R of real numbers be regarded as objects of t.Ord via their usual orderings. Suppose F : t.Ord → V is a functor satisfying the analog of (9) with "totally ordered set" for "set", and "isotone maps" for "set-maps". Then F (ω) ℵ0 has a subalgebra isomorphic to F (R).
Proof. The set P fin (Q) of finite sets of rational numbers is countable, so it suffices to embed F (R) in F (ω) P fin (Q) . Given s ∈ P fin (Q) whose distinct elements are q 1 < · · · < q n , let a s : R → ω be the isotone map which sends each r ∈ R to the greatest i ∈ {1, . . . , n} such that q i ≤ r if such an i exists, and sends all r < q 1 to 0. Let h : F (R) → F (ω) P fin (Q) be the map whose composite with the projection indexed by each s ∈ P fin (Q) is F (a s ).
It is not hard to see that we can complete the proof as we did that of Theorem 3 if for every finite set of real numbers r 0 < · · · < r n , we can find an s ∈ P fin (Q) and an isotone map b : ω → R such that the map ba s : R → ω → R fixes r 0 , . . . , r n . To do this, choose q 1 , . . . , q n ∈ Q so that r i−1 < q i ≤ r i (i = 1, . . . , n), let s = {q 1 , . . . , q n }, and let b take i to r i for i = 0, . . . , n, and act in an arbitrary isotone manner on larger i. Then a s takes r i (i = 0, . . . , n) to i, which b takes back to r i , as required.
For a functor F as in the above theorem, the algebras F (I) will have presentations by systems of generators and relations indexed by (possibly multiple) subscripts from I, where the indices occurring in each generator or relation may be constrained by inequalities of the form i ≤ j. A simple example is the functor associating to each totally ordered set I the group presented by generators x i and y i (i ∈ I) subject to the relations (10) x i y j = y j x i for i ≤ j in I.
Another is the functor taking each I to the (commutative) monoid presented by generators x i (i ∈ I) and relations (11) x i x j = x i = x j x i for i ≤ j in I.
In these cases, the object F (ω) is countable, hence embeddable in Sym(ℵ 0 ), respectively Self(ℵ 0 ), hence combining Theorem 6 with the method of proof of Corollaries 2 and 4, we see that F (R) is also embeddable in Sym(ℵ 0 ), respectively Self(ℵ 0 ). Likewise, the group algebra of F (R) over the field K in the former case, and the monoid algebra of F (R) in the latter, are the values at R of K-algebra-valued functors of the same sort, and so are embeddable in End K (V ) for V countable-dimensional. These results do not seem to be obtainable in any obvious way from our previous results on functors F : Set → V. Let us note in connection with the group-theoretic construction (10) (and for some later uses) that if X is any set, and R any symmetric reflexive binary relation on X, and we form the group G presented by the generating set X and the relations (12) xx
then distinct subsets of X generate distinct subgroups of G (as may be seen by looking at the abelianization of G), and elements x, x ′ ∈ X commute in G if and only if (x, x ′ ) ∈ R. To see the "only if" direction of the latter statement, consider any x ∈ X, and let G 0 be the group presented as above, but using the set X − {x} and the restriction of R to that set. Then G can be described as an HNN extension (cf. [12] ) of G 0 by an additional generator x specified as acting by conjugation as the identity map on the subgroup generated by {y ∈ X | (x, y) ∈ R}. By the structure of HNN extensions, conjugation by x fixes precisely that subgroup, giving the desired characterization of the commuting pairs of elements of X.
4 Each of Sym(Ω), Self(Ω) and End K (V ) contains coproducts of many copies of itself.
In the case of Corollary 4 where F (I) is the I-fold coproduct of copies of an algebra A, the number of copies of A in the conclusion, 2 card(Ω) , is clearly as large as it can be -embeddability of larger coproducts is precluded by the size of the object we are trying to embed in. But the assumption that A has cardinality or K-dimension ≤ card(Ω) is not forced in that way; we assumed it so that we could be sure that the coproduct of countably many copies of A would itself be embeddable in the object in question.
Can we prove results of the same sort for any larger algebras A ? We shall sketch in the next few paragraphs a proof that the symmetric group Sym(Ω) contains a coproduct of two copies of itself. Hence by iteration, it contains coproducts of all finite numbers of copies of itself, hence, by Lemma 5, a coproduct of countably many copies of itself, hence, by Theorem 3, a coproduct of 2 card(Ω) copies of itself. These results, like those generalized in preceding sections, are due to de Bruijn [6] . We will then see that the proof of the coproduct-of-two-copies result, and hence the full argument, can be adapted to the monoid Self(Ω), and, with more work, to the associative algebra End K (V ). The argument uses the normal forms for coproducts of algebras of these three sorts; perhaps experts in lattice theory, using normal form results from that field, will be able to prove the corresponding statements for Equiv(Ω).
Note that to embed the coproduct of two copies of the group Sym(Ω) in Sym(Ω) is equivalent to finding two faithful actions of Sym(Ω) on Ω (or on some set of the same cardinality) such that there is no nontrivial "interaction" between the permutations giving these actions. In its most naive form, the idea behind the construction we shall describe is to take the natural representation of Sym(Ω) on Ω, and the same representation conjugated by a "random" permutation t of Ω, and hope that elements of the two representations will not interact.
As stated, this is much too naive; if we choose t to eliminate interaction among certain permutations in our two representations, it will lead to interaction among others. However, suppose we replace the set Ω by the disjoint union of card(Ω) copies of itself, on each of which we start with the natural representation of Sym(Ω), and on each of which we perturb this representation by a different "t". Then we can hope that any given interaction among finitely many elements of our original and perturbed images of Sym(Ω) will be avoided on at least one of these copies. If so, then the representation of Sym(Ω) Sym(Ω) on our union of copies of Ω will be faithful.
Specifically, let us index our copies of Ω by the group Sym fin (Ω) of all permutations of Ω that move only finitely many elements, and on the copy indexed by each t in that group, let that element t be our perturbing permutation.
There is still one difficulty: When we construct a t to prevent interaction in some long expression w in elements from our two groups, the behavior of t that we need at one step may be different from the behavior we want at a later step. To get around this, each copy of Ω in the above sketch will be replaced by a disjoint union of countably many copies of itself, Ω × ω, and t will range over Sym fin (Ω × ω). Given a relation that we want to cause to fail, we will find that we can select our t and an element (p 1 , 0) ∈ Ω × {0} so that as we apply w to (p 1 , 0), this element is moved by successive occurrences of t into Ω × {1}, Ω × {2}, etc., and on each of those copies, we shall be able to independently control what t does.
As mentioned, the above technique can also be adapted to the monoid Self(Ω), and to the K-algebra End K (V ). In the next lemma, the group, monoid, and K-algebra cases are all stated, and the proof is given for the first two. I have relegated the longer proof for End K (V ) to an appendix, §10, so as not to interrupt the flow of the paper. (Another appendix, §11, gives an alternative construction in the Sym(Ω) case, which I found before encountering de Bruijn's paper, but was not able to adapt to the monoid or K-algebra cases, but which may be of independent group-theoretic interest.)
Recall that we are writing function to the left of their arguments (in contrast to the usage in many papers in the theory of infinite symmetric groups).
Lemma 7 (cf. [6] ). (i) Sym(Ω) contains a coproduct of two copies of itself as a group.
(ii) Self(Ω) contains a coproduct of two copies of itself as a monoid. (iii) End K (V ) contains a coproduct of two copies of itself as an associative K-algebra.
Proof of (i) and (ii). We shall verify (ii), and deduce (i) from it.
Recall that the normal form for an element of the coproduct M N of two monoids is
where α : M → M N, β : N → M N are the coprojection maps, the elements g k with k of one parity (in (13) , the parity of i) are elements of M − {1}, and those with k of the other parity are elements of N − {1}. In (13) I do not explicitly show the first and last terms, because we cannot say whether they involve α or β. The identity element is given by the empty product (13) . Thus, elements of Self(Ω) Self(Ω) can be written uniquely as products (13) in which all g i come from Self(Ω) − {1}.
To prove (ii), it suffices to construct a faithful action of Self(Ω) Self(Ω) on a set of the same cardinality as Ω. As suggested in our motivating discussion, that set will be the disjoint union of a family of copies of Ω × ω indexed by the group Sym fin (Ω × ω). On every copy of Ω × ω, we let elements α(g) (g ∈ Self(Ω)) act in the "natural" manner, g((p, k)) = (g(p), k) (p ∈ Ω, k ∈ ω), while on the copy of Ω × ω indexed by each t ∈ Sym fin (Ω × ω), we let elements β(g) act by t g t −1 , i.e., the conjugate by t of the natural action.
To prove that the resulting action of Self(Ω) Self(Ω) on our union of copies of Ω× ω is faithful, assume we are given two distinct elements of that monoid, say (13) and (14) .
We shall show below how to obtain a t ∈ Sym fin (Ω × ω) such that the images of (13) and (14) , namely
act differently on a certain element of Ω × ω.
The t we shall construct will be of order 2, so that the above two expressions take the form (16) . . . g i t g i−1 t g i−2 t g i−3 t . . . , and . . . h j t h j−1 t h j−2 t h j−3 t . . . . We may assume, by interchanging (13) and (14) if necessary, that the former expression involves at least as many elements of Sym(Ω) as the latter, and, moreover, that if they have the same number of these factors, and have αs and βs in the same places, then for the least value k such that g k = h k , some element of Ω on which g k and h k disagree is moved by the former.
If the rightmost term of our original expression (13) is an α term, rather than a β term, let us multiply both lines of (16) on the right by t, and likewise if the left-hand term of (13) is an α term, let us multiply both lines on the left by t. Since t is going to be invertible, the non-equality of the new expressions, which we will prove, is equivalent to the non-equality of the old ones. The first of the new expressions can now be written more precisely; the two products have become
Note that by the assumptions we have made, the first line of (17) has at least as many occurrences of t as the second.
To construct our promised t, let us now choose, for each k ∈ {1, . . . , n}, an element p k ∈ Ω that is moved by g k ; moreover, we take it to be an element at which g k and h k disagree for every value of k where this is possible. Define t to fix all elements of Ω × ω except the following 2(n + 1) elements, which we let it transpose in pairs, as shown:
Note that (18) is consistent: For 1 ≤ k ≤ n, g k moves p k , hence the two elements of Ω × {k} on which (18) prescribes the behavior of t, namely (p k , k) and (g k (p k ), k), are distinct. Thus, when the element shown on the first line of (17) is applied to (p 1 , 0), the successive factors of that element (reading from the right), namely t, g 1 , t, g 2 , t, . . . , move it as follows
When we instead apply the second line of (17) to (p 1 , 0) there are several possible cases. If there are fewer factors h j than g i , there will be fewer factors t in that line than in the first line, so there is no way it can move an element from Ω × {0} into Ω × {n + 1}. If there are the same number, n, of hs as of gs, but if the αs and βs don't appear on the same factors, then since the first line of (17) was adjusted to have a t at each end, the second line will not; so again there will be fewer factors t, and (p 1 , 0) cannot be moved all the way into Ω × {n + 1}.
Finally, if there are the same number of factors and the αs and βs appear in the same positions, then by assumption, for the least k such that g k = h k , the element g k moves some element of Ω at which these elements disagree, and by our choice of p k , the latter will be such an element. When we apply the second line of (17) to (p 1 , 0), the input to the factor h k will be (p k , k) (since the terms have agreed up to this point), so the output will be (h k (p k ), k) = (g k (p k ), k). Thus, our element will fail to be in the unique position (cf. (18)) from which it can "catch the boat" to be shifted by t from Ω × {k} to Ω × {k + 1}; and since t moves elements by only one level at a time, our element will not be able to catch up later on. So the second line of (17) does not move (p 1 , 0) into Ω × {n + 1}, hence the two lines represent distinct elements of Self(Ω × ω), completing the proof of (ii).
To deduce (i) from (ii), note that the normal forms of coproducts of groups and of monoids are formally the same, hence the inclusion of Sym(Ω) in Self(Ω) induces an embedding of Sym(Ω) Sym(Ω) in Self(Ω) Self(Ω). Since monoid homomorphisms carry invertible elements to invertible elements, the image of this copy of Sym(Ω) Sym(Ω) under the embedding of statement (ii) lies in the group Sym(Ω) of invertible elements of Self(Ω), so we have indeed embedded Sym(Ω) Sym(Ω) in Sym(Ω), as required.
As noted, the proof of case (iii) will be given in an appendix, §10.
By the reasoning sketched earlier, we deduce Theorem 8. (i) Sym(Ω) contains a coproduct of 2 card(Ω) copies of itself as a group.
(ii) Self(Ω) contains a coproduct of 2 card(Ω) copies of itself as a monoid. (iii) End K (V ) contains a coproduct of 2 card(Ω) copies of itself as an associative K-algebra.
So, for instance, if A is any group, not necessarily of cardinality ≤ card(Ω), that is embeddable in Sym(Ω), then the coproduct of 2 card(Ω) copies of A in the category of groups is also embeddable in Sym(Ω).
What about coproducts of A in smaller varieties? Question 9. Suppose A is a group, monoid or associative K-algebra which belongs to a subvariety V of the variety of all such algebras, and which is embeddable in Sym(Ω), Self(Ω) or End K (V ) respectively. Must the same be true of the coproduct of two copies of A in V ? (If this is indeed true for all such A, the corresponding statement will hold for coproducts in V of 2 card(Ω) copies of such A, by Lemma 5 and Theorem 3.) In the case where V is the variety of abelian groups, or any subvariety thereof, one has an affirmative answer for a trivial reason: de Bruijn proves in [7, Theorem 4.3] that every abelian group of cardinality ≤ 2 card(Ω) is embeddable in Sym(Ω). However, the latter statement does not hold for any other variety of groups, by a result of McKenzie that will be recalled in the next section.
As mentioned earlier, for lattices I do not even know whether the analog of Lemma 7 is true:
. Is the coproduct, in the variety of all lattices, of two copies of the lattice Equiv(Ω) embeddable in Equiv(Ω) ?
Let us observe that in the argument used in getting Theorem 8 from Lemma 7, a certain fact was implicitly called on which is true of the varieties of all groups, of all monoids, and of all associative K-algebras, and in many other familiar varieties of algebras, but not in all: that given inclusions of algebras A ′ ⊆ A and B ′ ⊆ B, the induced homomorphism of coproducts
is also injective. It is this that allows us to say that if an algebra A contains a coproduct of two copies of itself, it contains coproducts of any finite number of such copies. A variety V where the injectivity of maps (20) in general fails is the variety of groups generated by the infinite dihedral group. Note that V satisfies the identity (21) (x 2 , y 2 ) = 1, but no identity x n = 1 (n > 0). Let A and B be infinite cyclic groups x and y ; these are each free on one generator in V. Let A ′ , B ′ be the subgroups x 2 ⊆ A and y 2 ⊆ B, which are isomorphic to A and B. The coproduct A B is the free V-algebra on {x, y}, hence is noncommutative, and so the same is true of A ′ B ′ . But the image of A ′ B ′ in A B is generated by x 2 and y 2 , which commute by (21), so the map A ′ B ′ → A B is not an embedding. Though this shows that the principle we used in the proof of Theorem 8 is not valid in an arbitrary variety, it does not show that the conclusion about objects containing coproducts of two copies of themselves can fail. So we ask Question 11. Does there exist an algebra A in a variety V such that A contains the coproduct in V of two copies of itself, but not the coproduct of three such copies?
The above results about fitting into Sym(Ω), Self(Ω) and End K (V ) multiple copies of themselves suggest questions about fitting these objects into one another, in various senses. Question 12. Does End K (V ) contain an embedded copy of the group algebra on Sym(Ω) ? Of the monoid algebra on Self(Ω) ? Of the monoid algebra on its own underlying multiplicative monoid? Does Self(Ω) contain an embedded copy of Equiv(Ω) regarded as a monoid under the meet relation?
We shall see in §6 that the answer to the last question becomes negative if "meet" is replaced by "join". To see that the first question cannot be answered affirmatively in a trivial way, note that the corresponding question with Ω replaced by a finite set of n > 2 elements has a negative answer: the group algebra of Sym(n) has dimension n!, while the endomorphism ring of an n-dimensional vector space has dimension only n 2 . Thus, the n! permutation matrices do not generate a copy of the group algebra. (They are not linearly independent.) 5 Restrictions on groups embeddable in Sym(Ω) and monoids embeddable in Self(Ω).
With such vast classes of groups, monoids, associative K-algebras and lattices embeddable in Sym(Ω), Self(Ω), End K (V ), and Equiv(Ω), it is natural to ask whether there are groups etc. of cardinality, respectively, K-dimension ≤ 2 card(Ω) that are not so embeddable.
For the case of groups, de Bruijn [6] showed, in effect, that for any set I of cardinality > card(Ω), the group presented by generators x i (i ∈ I) and relations (22)
cannot be embedded in Sym(Ω). Note that the fact that the indices in (23) and (24) are required to be distinct keeps this system of groups from having the form to which the results of §3 apply. (If those indices were not required to be distinct, then setting k = i, l = j in (24) would give (x i x j ) 10 = 1, which, combined with (23), would give x i x j = 1, making the group collapse to Z 2 .) De Bruijn claimed in [6] that his result corresponding to Theorem 3 showed that a restricted direct product (there called a direct product) of 2 card(Ω) copies of any group A of cardinality ≤ card(Ω) could be embedded in Sym(Ω) -not noticing that because the commutativity relations which the restricted direct product construction imposes on elements of different copies of A fails to hold among elements of a single copy (unless A is commutative), that result is not applicable. In [7] he corrects this error, notes that the argument is only valid if A is abelian, and asks whether such restricted direct products of nonabelian groups can in fact be embedded in Sym(Ω). This is answered in the negative by McKenzie [13] , who shows that if G is a group, and for some index
then G cannot be embedded in Sym(Ω). We shall see that McKenzie's criterion is an instance of more general facts. By a centralizer subgroup in a group G, let us understand a subgroup of the form
Recall also that a jump in a totally ordered set means a pair of elements x < y such that {z | x < z < y} is empty. A totally ordered set without jumps can have subsets with jumps; for instance, the set of reals or of rationals has none, but their subset Z has countably many. We shall see below that the lattice of centralizer subgroups of Sym(Ω), and hence of any group embeddable therein, can have no chains with > card(Ω) jumps, while the lattice of centralizer subgroups of a group with a family of elements satisfying (25) does have such chains. In fact, we shall prove the former result not only for centralizer subgroups, but for subsets of Sym(Ω) defined by arbitrary systems equations in finitely many variables with constants in Sym(Ω), which will also yield a quick proof of de Bruijn's example. Our result will follow from the fact that such solution subsets are closed in the function topology on Sym(Ω); so we start with a lemma in general topology. Note that unless explicitly stated, we do not assume topologies to be Hausdorff. The function topology, which we use in this section, is Hausdorff, but in the next section we will also apply the lemma below to a non-Hausdorff topology.
Lemma 13. Let T be a topological space having an infinite basis (or more generally, subbasis) B of open sets. Then the lattice of open subsets of T contains no chain with > card(B) jumps. Hence its opposite, the lattice of closed subsets of T, also has no such chains. In particular, these lattices contain no well-ordered or reverse-well-ordered chains of cardinality > card(B).
Proof. To reduce the case where B is a subbasis to that in which it is a basis, note that in the former case a basis will be given by the intersections of finite subsets of B, and for B infinite, there are only card(B) of these. So we assume B a basis.
Recall now that if Ω and Ω ′ are sets, and we give Ω ′ the discrete topology, then the function topology on the set of all maps Ω → Ω ′ has for a subbasis of open sets the sets U y,
, since a basis for the open sets of Ω ′ is given by the singletons {y}. In particular, if Ω is infinite, the function topology on the set Self(Ω) has a subbasis of cardinality card(Ω × Ω) = card(Ω). Hence for any set J, the direct product of a J-tuple of copies of this space has a subbasis of cardinality card(Ω) card(J). So we get Corollary 14. If card(J) ≤ card(Ω), then the lattice of subsets of Self(Ω) J closed in the topology on that product set induced by the function topologies on the factors Self(Ω) contains no chains with > card(Ω) jumps.
Let us now connect this topology with our algebraic structure. It is straightforward to verify that the operation of composition on Self(Ω) is continuous in the function topology; moreover, on its subset Sym(Ω), the operation of functional inverse is continuous, since it simply interchanges U y,x ∩ Sym(Ω) and U x,y ∩ Sym(Ω) for all x and y. (We remark, however, that Sym(Ω) is not closed in Self(Ω).) Hence given a pair of monoid words (respectively group words) v, w, in a variable t and constants from Self(Ω) (respectively, from Sym(Ω)), the solution set {a | v(a) = w(a)} will be closed in the function topology on Self(Ω) (respectively, Sym(Ω)). More generally, we may look at the solution set of any family of such pairs of words in any number of variables. Let us set up notation for such sets in an arbitrary algebra.
Definition 15. For A an algebra in a variety V, and J a set, we shall understand a principal solution set in A J to mean a set of the form
where v and w are words in a J-tuple of variables (t j ) j∈J , constants from A, and operations of V.
A solution set will mean the intersection of an arbitrary family of principal solution sets. We shall denote by L = A, J the complete lattice of all solution sets in A J . In the next result, though J is allowed to have any cardinality ≤ card(Ω), the most common cardinality in our applications will be 1. For our first application of Theorem 16, note that the centralizer subgroups (26) in a group G form a complete lattice, which as a partially ordered set (and indeed, as a complete lower semilattice) is embedded in L = G,1 . Hence we have Corollary 17. No group having a chain of centralizer subgroups with > card(Ω) jumps is embeddable in Sym(Ω). In particular [13] , if a group G contains, for some set I with card(I) > card(Ω), elements
Proof. The first statement is clear from the first paragraph of Theorem 16. In the situation of the second statement, we may, by reindexing, assume I to be a cardinal κ > card(Ω). For each α ∈ κ, let X α = {x β | β > α}. The X α form a descending chain of subsets, hence their centralizers form an ascending chain of centralizer subgroups; and each C G (X α ) contains those elements y γ with γ ≤ α and no other y γ , hence the C G (X α ) are distinct, giving a well-ordered chain of centralizer subgroups of cardinality κ > card(Ω). Hence G is not embeddable in Sym(Ω).
The cardinality conditions in the above result are sharp: If we take any set I of cardinality ≤ card(Ω), and any I-tuple G i of nonabelian groups each of cardinality ≤ card(Ω), then their restricted direct product has cardinality ≤ card(Ω), hence is embeddable in Sym(Ω), but as observed earlier, it contains elements x i , y i satisfying (25).
Turning to de Bruijn's relations (22)-(24), note that for any index set I of cardinality ≤ card(Ω), if we take an element p 0 ∈ Ω and an I-tuple of elements p i ∈ Ω distinct from p 0 and from each other, and for each i ∈ I let x i ∈ Sym(Ω) be the transposition that interchanges p 0 and p i and fixes all other elements, then the I-tuple (x i ) i∈I satisfies those relations. This shows that the cardinality conditions in the next result are sharp. That result in fact does without (22), at the small price of adding two sentences at the start of the proof. Proof. If there are any pairs i = i ′ ∈ I such that x i and x i ′ are inverse to one another, then dropping one member of each pair does not decrease card(I). Hence we may assume there are no such pairs.
Let us also assume, by reindexing, that I has the form κ × 2, where κ is a cardinal > card(Ω), so that our given elements have the form x β,i (β ∈ κ, i = 0, 1). For each α ∈ κ, let us define the solution set
However, it contains no pair (x β,0 , x β,1 ) with β > α. Indeed, if it did, we would have
But by (23), (x β,0 x β,1 ) 3 = 1. Combining these equations we get x β,0 x β,1 = 1, contradicting our assumption that for i and i ′ distinct, x i and x i ′ are not inverses. Hence, the sets S α are distinct, and so form a well-ordered chain of cardinality κ in L = G, 2 , from which nonembeddability of G in Sym(Ω) follows by Theorem 16.
What about applications of Theorem 16 to monoids? Well, the monoid homomorphisms from a group G to a monoid M are the group homomorphisms from G to the group of invertible elements of M ; hence the above two corollaries can also be viewed as giving monoids that are not embeddable as such in Self(Ω). Here, however, is a more genuinely monoid-theoretic application.
Consider again an element p 0 ∈ Ω and a family of distinct elements p i ∈ Ω − {p 0 } indexed by a set I of the same cardinality as Ω. Let y ∈ Self(Ω) be the map sending all elements to p 0 , while for each i ∈ I, let x i be the map sending everything except p i to p 0 , and fixing p i . Then we see that
But an application of Theorem 16, following the same pattern as the two preceding results, shows that we cannot get a family of > card(Ω) elements with this property:
Corollary 19. No monoid containing an element y, and a family of elements x i , distinct from y, indexed by a set I of cardinality > card(Ω), and satisfying (29), is embeddable in Self(Ω).
In the examples we have given of nonembeddability based on the group conditions (23)-(24) and (25), and the monoid conditions (29), we could have asserted much more than the existence a chain with card(I) jumps. In the case of (25), distinct subsets of {x i | i ∈ I} have centralizers containing distinct subsets of the y i (indexed by the complementary subsets of I), so we in fact get a copy of the whole partially ordered set P(I) in L = G,1 ; and the corresponding observations hold for the other two examples. However, there are examples that give large chains of solution sets without (as far as I can see) giving so much more as well. If we take the group or monoid presented by (10), respectively (11) , with I a cardinal κ, then it will have a chain of centralizers isomorphic to κ (as well as one of the opposite order type), but there is no apparent reason why it should have, say, any large antichain of solution sets.
It is striking that while those constructions with I = R, give, as we saw, groups and monoids embeddable in Sym(ω), respectively Self(ω), the contrary is true for the same constructions with I = card(R) as a well-ordered set, or R × 2 under lexicographic order (since both these totally ordered sets have uncountably many jumps), or R × R under lexicographic order (since this contains the preceding ordered set).
Here are some further curious observations on the same theme. For every real number c, let G c be the group presented by generators x r , y r (r ∈ R), and relations (30)
x r y s = y s x r for all r, s ∈ R with s ≥ r + c.
Clearly, each G c is isomorphic to G 0 , by an isomorphism that fixes the x r and takes each y s to y s−c .
Since G 0 is an instance of the construction of (10) with I = R, Theorem 6 shows that it is embeddable in Sym(ℵ 0 ), hence the same is true of every G c . Now let G 0 + denote the group with the same generators, but having for relations the union of the sets of relations defining G c for all c > 0; in other words, (31) x r y s = y s x r for all r, s ∈ R with s > r, and let us define therein, for every c ∈ R, the centralizer subgroups
I claim that these form a chain, with jumps S c ⊂ S c + , and with inclusions S c + ⊂ S d whenever c < d. Indeed, the former groups are distinct because x c ∈ S c + − S c , the latter by considering x e for any e with c < e < d. This chain is isomorphic to We remark that it is easy to formally strengthen the embeddability criteria of Theorem 16, in several ways. First, since the sets S v=w of (27) are closed in the function topology, so are finite unions of such sets, which we might write (33)
So if we let L =,∨ Sym(Ω), J , respectively L =,∨ Self(Ω), J , denote the lattice of intersections of families of sets (33), these will also satisfy the conditions on chains given by Theorem 16.
Secondly, the conclusion of Theorem 16 only states one particular consequence of embeddability of our lattice of solution sets in the lattice of closed sets of a topology generated by ≤ card(Ω) elements. We will examine the latter condition further in Lemma 48, at the end to this note. In the mean time, we ask Question 21. If the criteria of Theorem 16 are not sufficient for a group or monoid X of cardinality ≤ 2 card(Ω) to be embeddable in Sym(Ω), respectively Self(Ω), do they become so if we replace the lattices L = X, J of that theorem by the larger lattices L =,∨ X, J , and/or strengthen the condition on jumps in chains to the condition that our lattice of solution sets be embeddable in the lattice of closed subsets of a topological space? Do there at least exist groups or monoids whose embeddability in Sym(Ω) or Self(Ω) is precluded by one of these strengthened conditions, but not by the conditions of Theorem 16?
A challenge to any hope of characterizing the monoids M embeddable in Self(Ω) in terms of lattices of solution sets in M is Question 22. Is the monoid Self(Ω) embeddable in its opposite monoid, Self(Ω) op ?
Clearly, the lattices L = Self(Ω), J and L = Self(Ω) op , J are isomorphic (and similarly for their variants discussed above); so if the answer to Question 22 is negative, any characterization of the monoids embeddable in Self(Ω) in terms of solution sets must involve solution sets to classes of relations v = w specified in some way that is not invariant under reversing the orders of factors in the words u and v.
We mentioned, following Question 9, de Bruijn's result that every abelian group of cardinality ≤ 2 card(Ω) is embeddable in Sym(Ω). However, not every commutative monoid of cardinality ≤ 2 card(Ω) embeds in Self(Ω). For instance, the presentations (11) give commutative monoids, but we have noted that for I a cardinal > card(Ω), Corollary 19 shows nonembeddability of this monoid in Self(Ω). So we ask Question 23. Which varieties V of monoids have the property that every monoid of cardinality ≤ 2 card(Ω) belonging to V is embeddable in Self(Ω) ?
From the result of de Bruijn mentioned, this will be true of any variety of commutative monoids satisfying an identity x n = 1, since such monoids are essentially abelian groups of exponent n, and embeddability in Sym(Ω) as groups implies embeddability in Self(Ω) as monoids. I don't know any other examples.
Returning to groups, suppose we write Sym < (Ω) ⊂ Sym(Ω) for the normal subgroup of permutations that move fewer than card(Ω) elements. De Bruijn [6, Theorem 4.4] showed that Sym(Ω) could be embedded in Sym(Ω)/Sym < (Ω), while McKenzie [13, Corollary 3] showed that Sym(Ω)/Sym < (Ω) contains a restricted direct product of > card(Ω) copies of itself, and hence, by Corollary 17, cannot be embedded in Sym(Ω).
Question 24. What restrictions does embeddability in Sym(Ω)/Sym < (Ω) imply for a group of cardinality
Under the assumption of the General Continuum Hypothesis, Jónsson [11] shows, inter alia, that for every uncountable cardinal κ there exists a group of cardinality κ which contains isomorphic copies of all groups of cardinality κ. We have seen that Sym(Ω) is not such a group for κ = 2 card(Ω) . Felgner and Haug [10] show that under certain set-theoretic hypothesis, neither is Sym(Ω)/Sym < (Ω).
Restrictions on lattices embeddable in Equiv(Ω).
If we want to adapt the technique of the preceding section to obtain restrictions on lattices embeddable in the lattice Equiv(Ω) of equivalence relations on Ω, the first question is what topology on that lattice to use in place of the function topology. A natural first approach is to regard binary relations on Ω as elements of P(Ω × Ω) = 2 Ω×Ω , i.e., as functions Ω × Ω → 2 = {0, 1}, and use the function topology on that set induced by the discrete topology on 2. Thus, a subbasis of open sets in this topology will be given by the sets (34)
We see that each of these sets will in fact be open-closed in the topology so defined, and that this subbasis has cardinality card(Ω). By abuse of notation, in speaking of subsets of Equiv(Ω) let us write U p,q for U p,q ∩ Equiv(Ω) and c U p,q and c U p,q ∩ Equiv(Ω) (just as, in introducing the function topology on Self(Ω), we earlier wrote U p,q for what, regarding functions as relations, we would now describe as U p,q ∩ Self(Ω)).
In this topology, one finds that the meet operation, i.e., intersection as subsets of Ω × Ω, is continuous, but that the join operation is not. To see the first fact, note that under the map There are two ways to respond to this difficulty. One is to formulate a criterion in terms of words in the meet operation alone. This corresponds to regarding Equiv(Ω) as a meet-semilattice, Equiv(Ω) ∧ . In the notation of Definition 15, we then look at lattices L The following application of this result shows that the meet-join asymmetry we have encountered is real.
Proposition 26. The largest cardinality of a set I such that Equiv(Ω) contains an element z and elements
However, Equiv(Ω) contains an element w and 2 card(Ω) elements y i = w such that
Proof. The upper bound in the first assertion follows from the preceding theorem, by the same reasoning used to get our corollaries to Theorem 16. To see without calling on Whitman's Theorem that there does exist such a family of cardinality card(Ω), let z be the discrete equivalence relation on Ω, choose an element p 0 ∈ Ω and a family of card(Ω) distinct elements p i ∈ Ω − {p 0 }, and for each i, let x i be the equivalence relation that relates p 0 with p i , but relates no other distinct elements of Ω.
To get the second assertion, let w be the indiscrete equivalence relation, and let the y i be all the equivalence relations on Ω having exactly two equivalence classes.
(The second paragraph of the above proposition is the reason why, in the last sentence of Question 12, we asked only about Equiv(Ω) ∧ , and not about Equiv(Ω) ∨ .)
The other way to deal with the fact that the join operation on Equiv(Ω) is not continuous in the topology with subbasis (34) is to weaken the topology. By the discussion following (34), both operations are continuous in the topology having the sets U p,q as a subbasis of open sets. This topology is not T 1 : for every x ∈ Equiv(Ω), we see that the closure of {x} is the set of all equivalence relations ≤ x.
As a consequence, the diagonal subset of Equiv(Ω) × Equiv(Ω) is not closed; hence, though arbitrary lattice words v and w with constants in Equiv(Ω) still induce continuous operations on Equiv(Ω), it does not follow that the set S v=w = {x ∈ Equiv(Ω) | v(x) = w(x)} is closed.
However, consider
Definition 27. For any lattice A, any set J, any lattice word v in a J-tuple of variables with constants in A, and any element c ∈ A, let
and let us call such sets principal lower solution sets in A J . A lower solution set will mean the intersection of an arbitrary family of principal lower solution sets. We shall denote by L To get applications of this result that are not consequences of Theorem 25, one has to use words v that involve both ∨ and ∧. For if v involves only ∨, then v(x j ) ≤ c says that a join has value ≤ c, which is equivalent to the statement that all the joinands have such values, so we are looking at relations of the form x i ≤ c, equivalently, x i ∧ c = c, which are of the form considered in Theorem 25, together with relations b ≤ c for constants b, which are either true or false, and so either have no effect on the solution set, or turn it into the empty set. On the other hand, if v involves only ∧, the relation v(x j ) ≤ c, again rewritten v(x j ) ∧ c = c, is itself a relation of the form considered in Theorem 25. Perhaps experts in lattice theory will be able to see interesting applications of Theorem 28 that do not reduce to Theorem 25.
We remark that in view of the second paragraph of Proposition 26, the lattices L 7 Monoids embeddable in Rel(Ω).
In this section we will return to monoids, but will focus our attention not on Self(Ω), but on its "wild sibling", Rel(Ω), the monoid of all binary relations on Ω, under relational composition:
(Incidentally, when specialized to functions, the above definition of composition, together with our convention that functions act on the left and are composed accordingly, requires that we identify each function f with the set of ordered pairs (f (p), p), rather than the more usual (p, f (p)).) Clearly, Rel(Ω) ∼ = Rel(Ω) op , and this monoid contains an isomorphic copy of Self(Ω); hence it also contains a copy of Self(Ω) op . The following result shows that it is not as well behaved as those submonoids. Hence L = Rel(Ω),1 contains well-ordered chains of cardinality 2 card(Ω) , so Rel(Ω) is not embeddable in Self(Ω).
Proof. (41) is immediate. The verification of (42) is routine, but the reader may find the following way of visualizing it helpful. Given y i and y j , picture a Venn diagram for Ω, divided by a vertical line representing the partition into the two equivalence classes of y i and a horizontal line representing the partition into the equivalence classes of y j . Picking any (p, q) ∈ w = Rel(Ω) × Rel(Ω), we may assume by adjusting our diagram that p lies in the upper left-hand box. Since y i and y j each have two equivalence classes, at least one of the lower boxes and at least one of the right-hand boxes are nonempty, and since y i = y j , the lower right-hand box is not the only nonempty box other than the upper left-hand one. It is now easy to see that wherever q may lie in our diagram, we can get from p to it by crossing the vertical line at most once and the horizontal line at most once, hence that (p, q) lies in either y j y i or y i y j . In either case, it lies in y i y j y i , as claimed.
However, (41) shows that y i y i y i = w, and the contrast between this fact and (42) allows us to get, as in the proofs of Corollaries 17 and 18, a well-ordered chain of cardinality 2 card(Ω) in L Proof. In Rel(Ω) J , any set of the form S v=∅ can clearly also be described as S v≤∅ , whence the assertion follows immediately from Lemma 30.
A way of getting restrictions on embeddability in Rel(Ω) without bringing in additional structure is to note, as we did in §5 for Self(Ω), that any monoid homomorphism from a group into Rel(Ω) will land in the group of invertible relations, which is precisely Sym(Ω). Hence our restrictions on groups embeddable in Sym(Ω) are also restrictions on the groups of invertible elements of monoids embeddable in Rel(Ω).
In fact, we can use the group Sym(Ω) of invertible elements of Rel(Ω) in a way that brings in noninvertible elements as well. It is not hard to see that the function topology on Sym(Ω) is the restriction thereto both of the topology of (34), and of the weaker topology having only the sets U p,q as subbasis of open sets. This immediately gives case (i) of the next lemma; case (ii), the one we shall find useful, is more surprising. Proof. As noted, continuity in the topology determined by (i) follows from the continuity of the multiplication of Rel(Ω) in that topology. This also gives half of continuity in the topology specified in (ii), namely openness of the inverse images of the sets U p,q . We shall prove the corresponding statement for c U p,q for the first map in (44); the statement for the second will follow by reversing coordinates in ordered pairs. Note that a necessary and sufficient condition for a composite g x (g ∈ Sym(Ω), x ∈ Rel(Ω)) to lie in c U p,q , i.e., not to contain (p, q), is that for the unique r ∈ Ω such that (p, r) ∈ g, we have (r, q) / ∈ x. Hence the inverse image of c U p,q under the above composition map is the union r∈Ω ((U p,r ∩ Sym(Ω)) × c U r,q ).
This set is open in Sym(Ω) × Rel(Ω), as claimed.
From the operations (44) and the group operations of Sym(Ω), we can form words in a mixture of Sym(Ω)-and Rel(Ω)-valued elements; but any such word can involve, at most, either one occurrence of a Rel(Ω)-valued variable or one occurrence of a non-Sym(Ω)-valued constant, since the operations (44) do not allow the multiplication of two non-Sym(Ω)-valued elements. (Here by a "Rel(Ω)-valued variable" I mean a variable that is allowed to range over all of Rel(Ω), taking on both invertible and noninvertible values, while a "non-Sym(Ω)-valued constant" means a noninvertible element of Rel(Ω).) By Lemma 33, if we take a family of such words, possibly involving many Rel(Ω)-valued variables and constants altogether (even though there is at most one of these per word), and a set of equations in these words, then its solution set is closed in our Hausdorff topology. Hence we can apply Lemma 13 and get restrictions on the lattice of such solution sets, which imply the same restrictions on the corresponding lattice obtained from any monoid embeddable in Rel(Ω).
It is not clear to me, however, whether allowing more than one Rel(Ω)-valued variable or constant in our system of equations actually adds generality to this result. Note that if we have a system of equations in several such variables and constants, then any equation involving different Rel(Ω)-valued variables on the two sides, say x on the left and y on the right, will allow us to solve for y in terms of x and the Sym(Ω)-valued variables and constants (since the latter can all be inverted and brought to the left side of the equation); and we can then substitute the resulting expression for all occurrences of y in the remaining equations, and so eliminate y from the system. On the other hand, our interest is not in the solution set of a single system of equations but in the relation between solution sets of many such systems, and a variable that can be eliminated from one of these will not in general be eliminable from all of them. So if the consequences of our conditions on lattices of solution sets can indeed be reduced to the case where there is only one Rel(Ω)-valued variable, the argument by which this reduction is done may be nontrivial.
My guess is that such a reduction should be possible. Leaving it to others to determine whether this is true, I will nonetheless, for brevity, record here only the statements for systems with at most one Rel(Ω)valued-variable. Simple examples of equations of the sort arising above are stabilizer relations gx = x and xg = x (x ∈ M, g ∈ U (M )), and more generally, gxg ′ = x (x ∈ M, g, g ′ ∈ U (M )). (In fact, every relation of the sort considered in the above lemma can be written gxg ′ = x if, in the roles of g and g ′ , we allow U (M )-valued words, and not just constants or variables.) Here is an example based on relations of the form gx = x.
Recall that a left zero element in a monoid M means an element z satisfying zx = z for all x ∈ M.
Corollary 35. Let I be a set, let G be the restricted direct product of an I-tuple of copies of the group Z 2 , with generators g i (i ∈ I) (i.e., the additive group of the vector space with basis {g i | i ∈ I} over the field of two elements), and let M be the monoid whose group of invertible elements is G, and whose other elements, denoted z i , z ′ i (i ∈ I), are left zeroes whose behavior under the left action of G is described by (45) Left multiplication by g i interchanges z i and z ′ i , and fixes all z j and z ′ j with j = i.
Then G is embeddable in Rel(Ω) if and only if card(I) ≤ card(Ω).
Proof. It is straightforward to verify that the above operations define a monoid, which has cardinality card(I), and so is embeddable in Self ( (In proving the above corollary we could, alternatively, have used the z α as monoid-valued constants, and let the g in the relations g z α = z α be an invertible-element-valued variable, getting a system to which the "L ′ " case of Theorem 34 with J = 1 applied.)
Question 36. Can one give stronger necessary conditions for embeddability of a monoid M of cardinality ≤ 2 card(Ω) in Rel(Ω) than those of Theorem 34?
In particular, suppose we define the left, right, and 2-sided stabilizers of an element x of a monoid M as {y ∈ M | yx = x}, {y ∈ M | xy = x}, and {(y, y ′ ) ∈ M 2 | yxy ′ = x}. Does Rel(Ω) have any chains of intersections of such stabilizers with > card(Ω) jumps? What if we restrict y and y ′ here to left invertible or to right invertible elements?
Are there any monoids of cardinality ≤ 2 card(Ω) having no invertible elements other than 1 (or even having ≤ card(Ω) such elements) which are not embeddable in Rel(Ω) ?
One kind of noninvertible elements one might look at in approaching the above questions are the idempotents, since for e idempotent, the solution sets of xe = x and ex = x are particularly natural objects. Idempotents in Rel(Ω) come in more forms than one might expect. Obvious examples are equivalence relations, subsets of the identity relation, graphs of retractions of Ω onto subsets and the opposites of such graphs. These four constructions can also be mixed in fairly natural ways. For less obvious examples, note that (i) for any partial ordering ≤ on Ω with no jumps (e.g., the ordinary ordering on the set of rational numbers), the graph of the relation "<" is idempotent, though it has trivial intersection with the identity relation; and (ii) for any nondisjoint subsets X and Y of Ω, the set X × Y ⊆ Ω × Ω is an idempotent relation.
We have not written down the positive embeddability result analogous to Theorem 3, i.e., the embeddability in Rel(Ω) of monoids F (2 card(Ω) ) for appropriate functors F, since this follows from Theorem 3 and the inclusion Self(Ω) ⊆ Rel(Ω). It would, of course, be of interest if one could get stronger results of this sort for Rel(Ω) than for Self(Ω).
A question whose answer does not follow from the corresponding result for Self(Ω) is Question 37. Is Rel(Ω) Rel(Ω) embeddable as a monoid in Rel(Ω) ? (If so, then by the usual argument, Rel(Ω) in fact contains a coproduct of 2 card(Ω) copies of itself.)
I give below some partial results in this direction. Let 1 Ω ∈ Rel(Ω) denote the identity element, that is, the diagonal subset of Ω × Ω. Let us say that elements g, h ∈ Rel(Ω) "differ off the diagonal" if g − 1 Ω = h − 1 Ω (where "−" denotes set-theoretic difference); and for a subset X ⊆ Rel(Ω), let us say "the members of X are distinguishable off the diagonal" if every pair of distinct elements of X differs off the diagonal. Proof. Let us understand a "relational action" of a monoid M on a set X to mean a homomorphism M → Rel(X). Paralleling the proof of Lemma 7(ii), we shall construct a relational action of Rel(Ω) Rel(Ω) on the disjoint union of a family of copies of Ω × ω, where the family is again indexed by the group Sym fin (Ω × ω), such that the restriction of this action to any submonoid M N as in the statement of the lemma is faithful.
Let the "natural relational action" of Rel(Ω) on Ω×ω be defined to take each g ∈ Rel(Ω) to the relation on Ω × ω consisting of all pairs ((q, k), (p, k)) with (q, p) ∈ g and k ∈ ω. Let α, β be the two coprojections Rel(Ω) → Rel(Ω) Rel(Ω). For each g ∈ Rel(Ω), let us send α(g) to the natural relational action of g on each copy of Ω × ω, while letting β(g) act on the copy of Ω × ω indexed by each t ∈ Sym fin (Ω × ω) via the conjugated relation t −1 g t. To complete our proof, we need to show that for M and N as in the statement of the lemma, if (13) and (14) are distinct elements of M N ⊆ Rel(Ω) Rel(Ω), then there exists t ∈ Sym fin (Ω × ω) such that the two relations (15) on Ω × ω are distinct.
As in our previous argument, we assume that the length of (13), which we will call n, is at least the length of (14); moreover, we assume that if these lengths are equal, and if αs and βs occur in the same positions in both expressions, then at the first position k from the right where (13) and (14) differ, the element g k ∈ Rel(Ω) appearing in (13) contains some nondiagonal ordered pair which the element h k of (14) does not. We now choose, for each k ∈ {1, . . . , n}, a nondiagonal pair (q k , p k ) ∈ g k , using, when possible, a pair not also contained in h k ; and we define t as in (18), except that wherever (18) has an element g k (p k ), we now use q k . The same considerations as in the proof of Lemma 7 show that the first product in (17), but not the second, contains the pair ((q n , n+1), (p 0 , 0)); so these two products are distinct relations on Ω × ω, completing the proof.
Here are some consequences.
Corollary 39. (i) Self(Ω) Self(Ω) op is embeddable in Rel(Ω).
(ii) Let Rel(Ω) ≥1 ⊆ Rel(Ω) denote the submonoid of relations that contain the diagonal (the reflexive relations). Then Rel(Ω) ≥1 Rel(Ω) ≥1 is embeddable in Rel(Ω) ≥1 . Hence the coproduct of 2 card(Ω) copies of Rel(Ω) ≥1 is embeddable in Rel(Ω) ≥1 .
(iii) Let Rel semi (Ω) denote the underlying semigroup of Rel(Ω). Then the semigroup coproduct Rel semi (Ω) Rel semi (Ω) is embeddable in Rel semi (Ω). Hence the semigroup coproduct of 2 card(Ω) copies of Rel semi (Ω) is embeddable in Rel semi (Ω).
Proof. (i) is immediate, since both Self(Ω) and the copy of Self(Ω) op in Rel(Ω) that one gets by taking the opposite relation to each member of Self(Ω) have the property that their members are distinguishable off the diagonal. (Interestingly, the submonoid of Rel(Ω) generated by Self(Ω) ∪ Self(Ω) op does not have this property: If Ω = ω and s ∈ Self(Ω) is the shift operator n → n+1, then s s op ⊂ 1 Ω , so s s op and 1 Ω do not differ off the diagonal.)
In (ii), a direct application of Lemma 38 gives embeddability of Rel(Ω) ≥1 Rel(Ω) ≥1 in Rel(Ω). Moreover, it is clear that the construction of that lemma takes reflexive relations to reflexive relations, so that our embedding lands in Rel(Ω) ≥1 . The method of proof of Theorem 8 now allows one to work one's way up to the coproduct of 2 card(Ω) copies.
The final statement of (iii) will follow in the same way if we can get the first statement. To do that, we shall construct a semigroup embedding of Rel(Ω) in the semigroup of relations on a set of the same cardinality as Ω, using relations that are distinguishable off the diagonal.
We first have to declaw the empty relation; so let z be an element not in Ω, and let us embed Rel(Ω) in Rel(Ω ∪ {z}) by sending each relation g to g ∪ {(z, z)}; this is clearly an embedding of monoids.
We now map the set Rel(Ω ∪ {z}) into Rel((Ω ∪ {z}) × 2) by
This construction is easily seen to respect composition, and to take distinct nonempty relations to relations that differ off the diagonal both from each other and from 1 Ω . The image of Rel(Ω) under the composite of this and the preceding map will be a subsemigroup S ⊆ Rel semi ((Ω ∪ {z}) × 2) isomorphic to Rel semi (Ω). Applying Lemma 38 with S ∪{1} in the role of both M and N, we get an embedding of monoids (S ∪{1}) (S ∪ {1}) → Rel(Ω), which, restricted to the subsemigroup generated by the two copies of S, gives the asserted embedding of semigroups.
The final result of this section will be an easy one. For g ∈ Rel(Ω) and X ⊆ Ω, define the "image-set"
and let
The arrow points to the left to show that we are defining this set in terms of the left action (47). We can clearly also describe (48) as the set of g such that for every finite X ⊆ Ω, the set g X is again finite. This shows it to be a submonoid of Rel(Ω), and it clearly acts faithfully -by functions, not just relations -on P fin (Ω). Since card(P fin (Ω)) = card(Ω), we conclude that Lemma 40. Rel fin←1 (Ω) is embeddable in Self(Ω).
But we also have Self(Ω) ⊆ Rel fin←1 (Ω); so embeddability of a monoid in Rel fin←1 (Ω) and in Self(Ω) are equivalent. So the results of §4 give us Corollary 41. Rel fin←1 (Ω) contains a coproduct of two, and hence of 2 card(Ω) copies of itself as a monoid.
A question I have thought less about is
Question 42. If e ∈ Rel(Ω) is an idempotent, and we regard eRe = {x ∈ Rel(Ω) | exe = x} as a monoid with identity element e, is this monoid always embeddable in Rel(Ω) ?
8 Restrictions on K-algebras embeddable in End K (V ).
Recall that V denotes a vector space with basis Ω over a field K. Since the endomorphism algebra End K (V ) is a K-linear analog of the monoid Self(Ω), we can hope to get restrictions on associative unital K-algebras embeddable in End K (V ) parallel to our restrictions on monoids embeddable in Self(Ω). We can do this -except that, where we would like to bound the number of jumps in a chain of solution sets by card(Ω) = dim K (V ), I can only bound it by card(V ) = max(card(Ω), card(K)). The following theorem is proved exactly like Theorem 16, using the fact that addition and composition of members of End K (V ), and multiplication of these maps by members of K, are continuous in the function topology on End K (V ), regarded as a subset of Self(V ).
Theorem 43. Let J be any set of cardinality ≤ card(V ). Then L = EndK (V ), J contains no chains with > card(V ) jumps. Hence for any K-algebra A embeddable in End K (V ), the lattice L = A, J contains no such chains; in particular, it contains no well-ordered or reverse-well-ordered chains of cardinality > card(V ).
In the hope of reducing the bound card(V ) to card(Ω), we might try replacing the function topology on End K (V ) by some topology with a smaller basis of open sets; say one that defines its subbasic open sets not by considering the values of elements of End K (V ) at arbitrary elements of V, but only at the elements of our basis Ω. Unfortunately, each of these images still has card(V ) possible values. However, a linear restriction on these images corresponds to a proper subspace of the space V of possible values, suggesting that the vector space dimension should still bound lengths of chains. On the other hand, the conditions on the coordinates of our elements induced by ring-theoretic relations are not necessarily linear. Perhaps one should seek bounds on the lengths of chains of solution sets by methods of algebraic geometry. Or perhaps one can get stronger results for relations that are linear, such as centralizer and annihilator relations, than for general relations.
In another direction, if K is a topological field such as the real or complex numbers, perhaps we could use the topology of that field instead of the discrete topology on our coordinates, and replace card(V ) in the above theorem by max(card(Ω), κ) where κ is the least cardinality of a basis for the topology of K. In any case, we record the question. In this note, we have concentrated on questions of embeddability in a small number of objects -Sym(Ω), Self(Ω), End K (V ), Equiv(Ω) and Rel(Ω) -with brief observations on a few more -Sym(Ω)/Sym < (Ω), (Rel(Ω), ⊆), (Rel(Ω), ∅), and Rel semi (Ω). Similar questions for still other objects -for example the groups of automorphisms of various structures considered in [8] and [9] -would also be of interest.
Above I have quoted results of McKenzie [13] only in the forms in which they were relevant to the questions considered here; but that paper in fact considered the group Sym(Ω, β) of all permutations of Ω moving < β elements, for a fixed cardinal β, and many of the restrictions proved there were in terms of β, rather than card(Ω). This, too, represents a direction in which the present results might be generalized.
The variant of the technique of §3 illustrated in Theorem 6, based on considering functors on the category t.Ord of totally ordered sets rather than on Set, also admits wide generalization. Any algebra-valued functor on t.Ord can be extended to the category Ord of partially ordered sets, though usually not uniquely. (For instance, the functor t.Ord → Group sending I to the free abelian group on generators x i (i ∈ I) can be extended to the functor on Ord described by these same words, or to the functor associating to each partially ordered set I the group presented by the same generators, but with relations making x i and x j commute if and only if i and j are comparable under the ordering.) Hence in stating Theorem 6 and seeking generalizations, we could just as well let F be a functor on Ord. But more generally, why not let it be defined on preordered sets? Or on sets with an arbitrary binary relation? Or several binary relations? And for such generalizations, what would be the "best" analog of (9)? Not knowing what the useful generalizations would be, I have merely given a sample result, and I leave the further exploration of the topic to the interested reader.
I will record here one question which it would have been natural to give in [3] , [4] , or [5] , but which occurred to me too late to include. (It is a special case of the direction for investigation suggested in the second sentence of [5, §10] .) There are obvious variants and strengthenings which are equally worth investigating; but for concreteness I pose it here for the object that has been most studied.
Question 45. Suppose G and H are subgroups of Sym(ω), which together generate that group. Must Sym(ω) be finitely generated over one of these subgroups?
We end this note with a few results that we have postponed.
10 Appendix: End K (V ) End K (V ) can be embedded in End K (V ).
Let us prove the above embeddability statement; i.e., assertion (iii) of Lemma 7.
Suppose S and T are two nonzero associative K-algebras (understood, as noted in §1, to be unital), and we form their coproduct S T in the variety of such algebras, calling the coprojection maps α : S → S T and β : T → S T. Recall that if B S , B T are K-vector-space bases for S and T, containing 1 S and 1 T respectively, then a K-vector-space basis for S T is given by the set of finite products (49) .
where, as in (13), those b j that are arguments of α (i.e., in (49), those with subscript j having the same parity as i) are taken from B S − {1 S }, those that are arguments of β are taken from B T − {1 T }, and the empty product is understood to give the identity element 1 = α(1 S ) = β(1 T ). Also as in (13), I have not shown the first and last terms in (49), since each may be either an α-term or a β-term.
Letting S = T = End K (V ), and letting B be a K-basis for this algebra containing 1, a basis for End K (V ) End K (V ) is thus given by the words (49) with all b j taken from B − {1}. To show End K (V ) End K (V ) embeddable in End K (V ), it will suffice to find a representation of End K (V ) End K (V ) by K-linear endomorphisms on a vector space of the same dimension as V, such that the images of the elements (49) are linearly independent. For this, in turn, it will suffice to find a family of ≤ card(Ω) representations of End K (V ) End K (V ) on such a space, such that every nontrivial linear relation among elements (49) fails to hold in at least one of these representations, since then all such relations will fail in the direct sum of these representations.
The representations we use will each be on ω V, a direct sum of countably many copies of V, with basis Ω × ω. For each k ∈ Ω, we shall call the kth copy of V i.e., the span of Ω × {k}, the "kth level" of ω V, and, extending the notation we are using on its basis, we shall denote the element at the kth level corresponding to any v ∈ V by (v, k). We define the natural action of End K (V ) on the kth level of ω V to be given by f ((v, k)) = (f (v), k), i.e., to mimic its action on V. The natural action on the space ω V will mean the direct sum of these actions.
We now define our card(Ω) actions of End K (V ) End K (V ) on ω V. They will be indexed by the set of those vector space automorphisms t of ω V which have order 2, fix all but finitely many members of the basis Ω × ω, and take the remaining members of that set to linear combinations of members of that set with integer coefficients. (The last two conditions insure there are only card(Ω) such t.) For each such choice of t, we map End K (V ) End K (V ) to End K ( ω V ) by sending each element α(f ) (f ∈ End K (V )) to its natural action on ω V, which we will denote by the same symbol f, while we send β(f ) to t −1 f t. For the rest of the proof, let us fix a nonzero x ∈ End K (V ) End K (V ). If x ∈ K, then clearly x has nonzero action under all of our representations; so let us assume x / ∈ K, and show how to construct a t such that the action of x on ω V under the representation indexed by t is nonzero. Let us also fix an arbitrary element r ∈ Ω, and note that End K (V ) will be the direct sum of the 1-dimensional subspace spanned by the identity map, and the subspace End K (V ) 0 of consisting of those maps that take r to a linear combination of elements of Ω − {r}. Choosing, temporarily, an arbitrary basis B ′ of End K (V ) consisting of 1 and elements of End K (V ) 0 , let us express x as a linear combination of words of the form (49) where the b j are elements of B ′ − {1}. Let n be the maximum of the lengths of the words occurring with nonzero coefficient in this expression. Let S ⊆ B be the set consisting of 1 and all those elements of B ′ − {1} that occur (as arguments of α or β) in the expression for x. From the fact that the span of S is a finite dimensional subspace of End K (V ), it is not hard to see that there will exist a finite subset Σ ⊆ Ω containing r such that, writing P Σ ∈ End K (V ) for the projection of V onto the span of Σ along the span of Ω − Σ, the linear operator on End K (V ) given by
is one-to-one on the span of S. Let us fix such a set Σ ⊆ Ω.
We can now describe the basis B of End K (V ) in terms of which we will work for the rest of the proof. For all p, q ∈ Ω, let E(q, p) ∈ End K (V ) be the linear map that takes p to q, and all other members of Ω to 0. Since the typical member of End K (V ) has infinite-dimensional range, the elements E(q, p) do not span End K (V ); but their linear combinations do give all possible behaviors on our finite set Σ, which is what we will need. Let us choose B to consist of the identity operator 1, all the operators E(q, p) with p ∈ Σ except for E(r, r), and the members of any basis of the subspace of End K (V ) 0 consisting of the endomorphisms that annihilate Σ. To see that an arbitrary f ∈ End K (V ) may be represented by a linear expression in members of B, first set the coefficient of 1 in this expression to be the coefficient of r in f (r).
Subtracting from f that multiple of 1 gives a member of End K (V ) 0 , whose behavior on the elements of Σ can be represented by a finite linear combination of the operators E(q, p) with p ∈ Σ and (p, q) = (r, r). Subtracting this off, we are left with an operator annihilating Σ, which can be uniquely represented using the remaining elements of B.
We now take our expression for x as a linear combination of words (49), and substitute for the elements of B ′ − {1} their expressions as linear combinations of elements of B − {1}, getting an expression for x, again as a combination of words (49), with the b j now in B − {1}. Clearly, these words still have length ≤ n. I claim, moreover, that by our choice of Σ, the expression contains at least one product (49) of length n in which all the b j have the form E(q, p) with p, q ∈ Σ (and by definition of B, with (p, q) = (r, r)).
To see this, note that a consequence of our normal form for coproducts of associative K-algebras is that End K (V ) End K (V ) can be identified with a direct sum of iterated tensor products End K (V ) 0 ⊗ K · · · ⊗ K End K (V ) 0 , where the 0-fold tensor product, identified with K, occurs once, and each direct sum with a positive number of factors occurs twice, corresponding to the two ways of labeling the tensor factors alternately with α and β. This identification maps any element of one of these direct summands (e.g., an element v 1 ⊗ v 2 ⊗ v 3 in the summand labeled with α, β, α) to the corresponding sum of products of elements of α(End K (V )) and β(End K (V )) (e.g., α(v 1 )β(v 2 )α(v 3 ) in that example), and is therefore independent of choice of basis. (It does depend on our choice of linear complement End K (V ) 0 for K in End K (V ), but we have made that choice once and for all.) I claim that the condition by which we chose the finite set Σ implies that if the K-linear map (50) is applied simultaneously to every tensor factor in every summand in the above expression for End K (V ) End K (V ), the element x continues to have nonzero components in all the degrees where x had them; in particular, in degree n. Indeed, the linear relations holding among expressions in a tensor product of vector spaces depend only on the linear relations holding among the elements of those spaces occurring in these expressions; and Σ was chosen so that (50) creates no new linear relations among the elements occurring in our original expression for x. But we also see that in terms of our new basis B − {1} of End K (V ) 0 , the map (50) acts by throwing out all basis elements other than the E(q, p) with p, q ∈ Σ and (p, q) = (r, r). So the expression for x using that basis does indeed involve at least one length-n word in such elements E(q, p) alone.
We now choose, subject to a restriction to be given in a moment, a particular length-n word of this sort occurring with nonzero coefficient in x,
. . . α(E(q i , p i )) β(E(q i−1 , p i−1 )) α(E(q i−2 , p i−2 )) β(E(q i−3 , p i−3 )) . . . , where (q j , p j ) ∈ Σ × Σ − {(r, r)} (j = 1, . . . , n).
To do this, we work from the right, first choosing an α(E(q 1 , p 1 )) or β(E(q 1 , p 1 )) that occurs as a rightmost factor in some length-n word (51) in our expression for x; then choosing for β(E(q 2 , p 2 )) or α(E(q 2 , p 2 )), as the case may be, an element of this form that occurs in second position from the right, immediately to the left of our first chosen factor, in at least one length-n word of that form; and so on. The one restriction we impose is that, at every stage, including the first, (q j , p j ) should satisfy q j = p j if this is possible, i.e., if there is a factor satisfying q j = p j which occurs, followed by the terms chosen so far, in the jth position of a length-n word occurring in x. Henceforth, (51) will denote the particular word so chosen. The reason we have avoided a choice with q k = p k when possible is that it is not as easy to make use of the fact that elements of the form E(p, p) are nonscalar as it is for other elements; but we will be able to do so if there are no elements E(q, p) with q = p "in the vicinity". The distinction between these cases is used in the next definition.
For k = 1, . . . , n, let us define elements p ′ k ∈ V, by (52)
Note that in the second line above, the summands p k and r are distinct members of Ω, since when q k = p k , we cannot have p k = r, since E(r, r) / ∈ B. For those values of k such that q k = p k , let us temporarily form a new basis of the kth level (the kth direct summand) of ω V, by deleting from Ω × {k} the basis element (r, k) and inserting (p ′ k , k) in its place, while for those k such that q k = p k , let us keep the basis Ω × {k}. Thus, the union over k of these bases is a new basis of ω V. Note that for every k, (p ′ k , k) and (q k , k) are distinct elements of our new basis.
We now define our automorphism t of ω V to fix all elements of our new basis, except for the following 2(n + 1) elements, which we let it transpose in pairs as shown:
This is where we use the second line of (52). It insures that even if q k = p k , the basis elements (p ′ k , k) and (q k , k) are distinct, so that the rules (q k−1 , k−1) ↔ (p ′ k , k) and (q k , k) ↔ (p ′ k+1 , k+1) do not give contradictory specifications of the action of t.
As promised, t sends members of our original basis Ω × ω to linear combinations of members of that basis with integer coefficients. Having noted this, we now return to using Ω × ω as the basis in terms of which we will compute with elements of ω V, and shall think of the p ′ k terms in (53) as expressions in those basis elements. Let h be the homomorphism End K (V ) End K (V ) → End K ( ω V ) which takes elements α(f ) to f (acting by the natural action) and β(f ) to t −1 f t = t f t.
The remainder of the proof follows closely the concluding steps of the proof of Lemma 7(ii). We want to show that h(x) = 0. Clearly, this is equivalent to showing nonzero the element h(x) ′ that we get on multiplying h(x) on the right by t if the rightmost term of (51) is α(E(p 1 , q 1 )), while leaving that side unchanged if that term is β(E(p 1 , q 1 )), and multiplying on the left by t if the leftmost term of (51) is α(E(p n , q n )), while leaving that side unchanged if that term is β(E(p n , q n )). To avoid cumbersome language, we shall call terms occurring with nonzero K-coefficient in our expression for h(x) ′ the "summands" in that expression. A consequence of our definition of h(x) ′ is that the summand therein arising from the term (51) of h(x) has a t at each end, so we can now write it so as show those ends. Let us also give it a name:
The other summands in the expression for h(x) ′ will also be alternating products of t and elements of B − {1} (which we will call the "B-terms" of those elements), with at most n of the latter. We claim now that when we apply h(x) ′ to (p 1 , 0), the summand u shown above, and only that summand, leads to a nonzero component at the n+1st level of ω V. Since in each summand, the only factors that carry elements of ω V from one level to the next are the factors t, and each of these moves elements by only one level, the only summands in h(x) ′ that can possibly lead to components at the n+1st level in h(x) ′ (p 1 , 0) are those which, like (54), have n (rather than fewer) B-terms, and have a t at each end. Consider any such summand
where b k ∈ B − {1} (k = 1, . . . , n). We shall show inductively for k = 1, . . . , n+1 that if we apply to (p 1 , 0) the substring t b k−1 t b k−2 t . . . t b 2 t b 1 t of w, then the components of the result in levels higher than the kth are zero, the component in the kth level is a scalar multiple of (p ′ k , k), and the scalar factor is nonzero if and only if this substring agrees exactly with the corresponding substring of u, i.e., if and only if b i = E(q i , p i ) for i = 1, . . . , k − 1.
The base case k = 1 is immediate: We are merely applying t to (p 1 , 0), and by (53) the result is (p ′ 1 , 1). (This rightmost factor t was important in distinguishing the action of u from actions of summands of h(x) ′ not ending in t; but we have already used it to exclude such strings from consideration.)
Now let our inductive assumption hold for some k with 1 ≤ k ≤ n. If we do not have b i = E(q i , p i ) for all i < k, then by that inductive assumption, t b k−1 t . . . t b 1 t (p 1 , 0) has zero component at the kth level, and multiplication by b k and then by t cannot bring anything to the k+1st level.
If the terms of w so far have agreed with those of u, then by inductive hypothesis, t b k−1 t . . . t b 1 t (p 1 , 0) has at the kth level a nonzero scalar multiple of (p ′ k , k). When we apply b k to this, if b k = E(q k , p k ) i.e., if this too agrees with the corresponding term of u, then we see that, whether (p ′ k , k) is equal to (p k , k) or to (p k , k) + (r, k), E(q k , p k ) will send it to (q k , k); and the subsequent application of t will give us a term (p ′ k+1 , k+1) at the k+1st level, as desired.
If b k = E(q k , p k ), there are several cases to consider. First, b k might be one of the members of B belonging to the subspace of End K (V ) 0 annihilating Σ. In that case, it annihilates (p ′ k , k), leaving nothing at the kth level, and the subsequent application of t brings nothing to the k+1st level. Otherwise, we have b k = E(q, p) for some (q, p) = (q k , p k ). Clearly, the only cases in which E(q, p) can fail to annihilate (p ′ k , k) are (a) if p = p k , or (b) if p ′ k has the form p k + r, and p = r. In case (a), since we have assumed that E(q, p) = E(q k , p k ), we must have q = q k , so E(q, p)(p ′ k , k) = (q, k) = (q k , k), and by (53), a subsequent application of t will not bring this up to the k+1st level.
In case (b), the assumption p ′ k = p k + r means, by (52), that E(q k , p k ) = E(p k , p k ). But recall that in choosing the term (51), we avoided this possibility whenever possible; a consequence is that the kth B-term of w, since it appears in the corresponding position followed by the same string of subsequent terms, must likewise have of the form b k = E(p, p). However, case (b) assumed p = r, so E(q, p) = E(r, r). But this is excluded by the definition of B. Hence case (b) does not occur.
We thus conclude that u is the unique summand in h(x) ′ which, when applied to (p 1 , 0), gives an element having nonzero component at the n+1st level. Hence h(x) ′ (p 1 , 0) = 0, so h(x) ′ = 0, so h(x) = 0, completing the proof that our action of End K (V ) End K (V ) is faithful.
11 Appendix: another embedding of Sym(Ω) Sym(Ω) in Sym(Ω).
As in the preceding appendix, we begin by recalling a structure theorem for coproducts, this time coproducts of groups. But we will make a different assumption (that the groups are disjoint except for their identity elements, so that we do not have to write the coprojection maps explicitly), we will use this structure theorem, initially, for a different purpose (to motivate a somewhat bizarre action of the coproduct group), and we will consider for most of this section an arbitrary family of groups (or, sometimes, monoids) rather than a pair of copies of Sym(Ω), though that is the case to which we will ultimately apply our result.
Let (G i ) i∈I be any family of groups whose sets of nonidentity elements are disjoint. Recall that the general element of the coproduct group i G i can be written uniquely
where n ≥ 0 and g n , . . . , g 1 ∈ I G i − {1}, say with (57) g r ∈ G ir (r = 1, . . . , n), and where successive indices i r , i r+1 are distinct; i.e., two elements from the same group G i never occur in immediate succession. Suppose we are given a representation of each G i on a nonempty set Ω i , and we form the direct product Ω i . Then starting at any point (x i ) I ∈ Ω i , an expression (56) allows us to construct a "path" in Ω i : At the first step, we move from (x i ) to the point agreeing with (x i ) except that its i 1 -coordinate has been moved by g 1 ; the next step takes us to the point whose i 2 -coordinate has also been moved by g 2 , etc.. This suggests that we make the set of "paths" in Ω i in which each step involves changing just one coordinate, and successive steps never change the same coordinate, into a G i -set.
Some difficulties arise. Though, by assumption, no g r ∈ G ir in (56) is an identity element, some of these factors may lie in the stabilizers of the coordinates they are to be applied to. In such cases, should we allow trivial "steps" in our path, where no coordinate is changed? It turns out that this would lead to difficulties; so we specify that in such cases, no step is added to our path. Also, for inverses to behave correctly, we must allow some elements to delete rather than adding steps to our paths. The resulting construction is described in the next lemma. Note that it is not claimed that if the Ω i are faithful G i -sets, then the G i -set ⊠ I Ω i that we construct is also faithful; that is not in general true. However, we shall subsequently find conditions that do ensure faithfulness.
Up to the step of achieving faithfulness, our construction works for general monoids as well as groups, so the lemma below is stated in that context. As usual, we understand actions to be left actions.
Lemma 46. Let (M i ) i∈I be a family of monoids, and for each i ∈ I let Ω i be an M i -set. Let ⊠ I Ω i be the set of all finite sequences (x 1 , . . . , x n ) (n ≥ 1) where each x r ∈ I Ω i (r = 1, . . . , n), every pair of successive terms x r , x r+1 (1 ≤ r < n) differs in one and only one coordinate, and the coordinate at which x r+1 differs from x r is not the same as the coordinate at which x r differs from x r−1 (1 < r < n).
Then ⊠ I Ω i can be made a I M i -set by defining the effect of each g ∈ M j (j ∈ I) on x = (x 1 , . . . , x n ) ∈ ⊠ I Ω i by the following rules:
Let x ′ n ∈ I Ω i denote the I-tuple obtained from x n by modifying its j-coordinate by the action of g. Then (i) If x ′ n = x n , we define gx = x. (ii) If x ′ n = x n , then: (ii.a) If either n = 1, or if n > 1 and the coordinate at which x n differs from x n−1 is not the jth, we define gx = (x 1 , . . . , x n , x ′ n ), (ii.b) If n > 1 and the coordinate at which x n differs from x n−1 is the jth, then: . . . , x n−1 ). Proof. By the universal property of the coproduct I M i , an action of that monoid on ⊠ I Ω i will be defined if we verify that for each j, the above conditions define an action of M j on that set. This could be done by brute force, dividing into cases according to which headings of the above definition the actions of two successive elements of M j come under. But there is a trick that greatly simplifies this calculation (cf. [2, proof of Proposition 3.6.5]). For each j, we shall define a bijection φ j between ⊠ I Ω i and a set (⊠ I Ω i ) (j) , such that it is easy to define an action of M j on (⊠ I Ω i ) (j) , and also easy to verify that if we transport this action from (⊠ I Ω i ) (j) to ⊠ I Ω i via the bijection φ j , the resulting action is described by (58). Roughly, elements of (⊠ I Ω i ) (j) , like elements of ⊠ I Ω i , will represent "paths" in Ω i , but in (⊠ I Ω i ) (j) we require every such path to have a final step involving the j-coordinate, at the price of allowing this step (and only this step) to be trivial.
Here is the precise description. We take the elements of (⊠ I Ω i ) (j) to be sequences x = (x 1 , . . . , x n ) of elements of Ω i , this time with n always ≥ 2, such that (i) (x 1 , . . . , x n−1 ) ∈ ⊠ I Ω i , (ii) x n−1 and x n are either equal, or differ in the jth coordinate only. (iii) If n > 2, the coordinate at which x n−2 and x n−1 differ is not the jth. Note that none of these conditions involves the jth coordinate of x n . Hence a monoid action of M j on (⊠ I Ω i ) (j) may be defined by the rule (59)
g (x 1 , . . . , x n−1 , x n ) = (x 1 , . . . , x n−1 , gx n ).
Let us now define φ j : ⊠ I Ω i → (⊠ I Ω i ) (j) to leave unchanged all x = (x 1 , . . . , x n ) ∈ ⊠ I Ω i with n > 1 in which the coordinate at which x n−1 and x n differ happens to be the jth, while appending to all other elements of ⊠ I Ω i a repetition of their final term. It is straightforward that this is a bijection, and fairly easy to verify that the action of M j on ⊠ I Ω i induced, via this bijection, by its action (59) on (⊠ I Ω i ) (j) , is as described by (58), completing our proof.
We now want to use the above construction to get faithful actions. We shall see that we can do this if our monoids have an appropriate cancellation property.
Let us say that an action of a monoid M on a set Σ is strongly faithful if for every finite family of distinct elements g 1 , . . . , g n ∈ M, there exists y ∈ Σ such that g 1 y, . . . , g n y are distinct. It is easy to see that if Σ is a faithful M -set, then the disjoint union Σ ∪ Σ 2 ∪ Σ 3 ∪ . . . (indexed by the natural numbers, with each Σ n given the product M -set structure) will be strongly faithful, and that this construction does not increase infinite cardinalities. Moreover, we have Lemma 47. Let (M i ) i∈I be a family of monoids, each having the cancellation property
and for each i ∈ I, let Ω i be a nonempty strongly faithful left M i -set. Then ⊠ I Ω i , defined and made a I M i -set as in Lemma 46, is a faithful I M i -set. Proof. Given a nonidentity element g = g n . . . g 2 g 1 ∈ M i , we wish to find an x ∈ ⊠ I Ω i that is moved by g. Clearly it will suffice to find an element of length 1 (i.e., a 1-tuple (x 1 ) with x 1 ∈ Ω i ) such that the successive elements g r . . . g 1 x (r = 0, . . . , n) are each one term longer than the preceding. To do this, let us, for each j ∈ I, construct the j-coordinate of x 1 as follows. Let r 1 < · · · < r m be the values of r for which i r , defined as in (57), equals j. Although the elements (61) 1, g r1 , g r2 g r1 , . . . , g rm ...g r2 g r1 ∈ M j need not all be distinct, successive elements of that list will be so, by the cancellation property (60). So if we use strong faithfulness of M j to choose for the j-coordinate of x 1 an element of Ω j whose images under distinct elements of the list (61) are distinct, then in particular, the images of that element under successive terms of (61) will be distinct. (For some j, the m in (61) may be zero, in which case this condition is vacuous.) It follows from this choice that each time we apply an element g r in building up g n . . . g 1 x, it does indeed move the coordinate of the term of g r−1 . . . g 1 x to which it is applied, and successive steps move different coordinates, so that we are always in case (ii.a) of the definition of the action of M ir , and our tuple does indeed lengthen at every step.
In particular, letting G 0 , G 1 be two isomorphic copies of Sym(Ω), each represented naturally on Ω, we get strongly faithful actions of G 0 and G 1 on Ω ∪ Ω 2 ∪ Ω 3 ∪ . . . , which has cardinality card(Ω). Hence, calling these G i -sets Ω i (i = 0, 1), the above lemma tells us that the coproduct of these groups acts faithfully on ⊠ I Ω i , which is also of cardinality card(Ω), completing our alternative proof of Lemma 7(i).
More generally, the submonoid of surjective endomaps of Ω has the property (60), so the above construction embeds the coproduct of two copies of that monoid in Self(Ω) Self(Ω).
On the other hand, if we delete the cancellation assumption (60) from the hypothesis of Lemma 47, there may be no choice of M i -sets Ω i making ⊠ I Ω i faithful. For instance, if one of the monoids M 1 contains a nonidentity idempotent e, and at least one other of the monoids is nontrivial, say M 2 , with a nonidentity element f, then in M i we find that f e and ef e act the same on every element of ⊠ I Ω i .
12 Appendix: Some conditions on complete lattices.
We noted, in the discussion preceding Question 21, that the conditions we had proved on chains of solution sets in Sym(Ω) and Self(Ω) were only particular consequences of the stronger statement that the lattice of all such solution sets embeds in the system of closed sets of a topological space having a basis of ≤ card(Ω) open sets. (And the same is, of course, true of the results obtained in later sections on solution sets in Equiv(Ω), etc..) Note that the embeddings in question respect meets of arbitrary families. Let us examine this embeddability condition as a property of a general complete lattice.
In the lemma below, a κ-generated topological space means a topological space having a basis of open sets of cardinality ≤ κ; equivalently, having a subbasis of open sets of that cardinality; equivalently, having such a basis or subbasis of closed sets. An embedding of lattices, of complete lower semilattices, etc., will mean a one-to-one homomorphism; an embedding of partially ordered sets will mean a (necessarily one-to-one) map that preserves both the relations ≤ and ≤ .
Lemma 48. Let κ be an infinite cardinal, and A a complete lattice. Then of the following conditions, each implies the next, and conditions with the same roman numeral and different suffixes are equivalent.
(i.a) A is embeddable as a complete lower semilattice in P(κ). (i.b) A is generated as a complete upper semilattice by a set of ≤ κ elements.
(ii.a) A is embeddable as a complete lower semilattice in a complete lower semilattice generated by ≤ κ elements.
(ii.b) A is embeddable as a partially ordered set in a complete lower semilattice generated by ≤ κ elements.
(ii.c) A is embeddable as a partially ordered set in P(κ).
(ii.d) A is embeddable as a complete lower semilattice in the system of closed subsets of a κ-generated topological space.
(ii.e) A is embeddable as a partially ordered set in the system of closed subsets of a κ-generated topological space.
(ii.a*)-(ii.e*) The duals of (ii.a)-(ii.e); i.e., the corresponding statements with "upper semilattice" replaced by "lower semilattice", and "closed subsets" by "open subsets", wherever applicable. (So, no change in (ii.c)).
(iii) Every chain in A has a dense subset of cardinality ≤ κ. Moreover, if for each family of conditions whose equivalence is asserted above, we denote the common condition using the corresponding roman numeral with suffixes dropped, then the implications (i) =⇒ (ii) and (ii) =⇒ (iii) are irreversible for all κ, but are reversible if A is a chain; the implication (iv) =⇒ (v) is irreversible for κ = ℵ 0 , while the reversibility of (iii) =⇒ (iv) for κ = ℵ 0 is equivalent to Suslin's Hypothesis, known to be independent of ZFC.
Proof. (i.a) =⇒ (i.b): Given a complete lower semilattice embedding f : A → P(κ), let us associate to each α ∈ κ the meet g(α) ∈ A of all elements x ∈ A satisfying α ∈ f (x). We see that g(α) will be the least y such that α ∈ f (y), and we deduce that every x ∈ A is the join of {g(α) | α ∈ f (x)}. Hence {g(α) | α ∈ κ} generates A as a complete upper semilattice.
(i.b) =⇒ (i.a): Given a generating set {g α | α ∈ κ} for A as a complete upper semilattice, we find that an embedding A → P(κ) as complete lower semilattices is given by the map x → {α | g α ≤ x}.
(i.a) =⇒ (ii.a): Immediate, since P(κ) is generated as a complete lower semilattice by the complements of singletons.
To prove the equivalence of the versions of (ii), we shall show (ii.a) =⇒ (ii.d) =⇒ (ii.e) =⇒ (ii.b) =⇒ (ii.c) =⇒ (ii.a). Since (ii.c) is self-dual, it will follow that it is also equivalent to the starred conditions.
(ii.a) =⇒ (ii.d): It suffices to show that every complete lower semilattice A ′ generated by a set {x α | α ∈ κ} is embeddable as a complete lower semilattice in the system of closed subsets of a κ-generated topology. Given such an A ′ , define for each x ∈ A ′ the "principal downset" D(x) = {y ∈ A ′ | y ≤ x} ⊆ P(A ′ ). We see that these sets form a complete lower semilattice isomorphic to A ′ ; hence if we define a topology on the underlying set of A ′ using the D(x) as a subbasis of closed sets, A ′ embeds as a complete lower semilattice in the complete lattice of closed sets of that topology. Moreover, the closed sets D(x α ) (α ∈ κ) also form a subbasis of closed sets for this topology, so it is κ-generated, as required.
(ii.d) =⇒ (ii.e) =⇒ (ii.b): Trivial. (ii.b) =⇒ (ii.c): Suppose A is embeddable as partially ordered set in a complete lower semilattice A ′ as in (ii.b). Thus, A ′ satisfies the dual of (i.b). Hence it satisfies the dual of (i.a), hence A, being embeddable in A ′ as a partially ordered set, satisfies (ii.c).
(ii.c) =⇒ (ii.a): Given an embedding f : A → P(κ) as partially ordered sets, define a map g : P(κ) → P(A) by g(s) = {x ∈ A | f (x) ⊆ s}. This map clearly respects arbitrary meets, so g(P(κ)) is a complete lower semilattice, and since P(κ) is generated as a complete lower semilattice by the complements of singletons, g(P(κ)) is also so generated by ≤ κ elements. The map g f : A → g(P(κ)) ⊆ P(A) can be seen to take each x ∈ A to {y ∈ A | y ≤ x}, which is an embedding of complete lower semilattices. Since its image lies in g(P(κ)), we have (ii.a).
(ii) =⇒ (i): Let A be a lattice consisting of a least element 0, a greatest element 1, and 2 κ pairwise incomparable elements lying between these. Clearly it does not satisfy (i.b). To see that it satisfies (ii.e), recall that the product topology on P(κ) is κ-generated, and consider any map of A into the closed sets of that topology sending 0 to ∅, 1 to the improper subset, and the 2 κ intermediate elements to distinct singletons. (Alternatively, one can note that P(κ × 2) ∼ = P(κ) contains an antichain of cardinality 2 κ , consisting of all sets (s × {0}) ∪ (s c × {1}) (s ⊆ κ), and deduce that A ′ satisfies (ii.c).) (ii.c) =⇒ (iii): If C is a chain in P(κ), then for every pair α, β ∈ κ such that some member of C contains α but not β, let us choose such an element, x α,β . This gives us a family of ≤ κ elements which is easily seen to be dense in C.
(iii) =⇒ (ii): Take A similar to the example used above to show (ii) =⇒(i), but this time with > 2 κ pairwise incomparable elements. This clearly satisfies (iii), but in view of its cardinality, cannot satisfy (ii.c).
If A is a chain, (iii) =⇒ (i.b): Immediate. (iii) =⇒ (iv.a): Given any chain C in A and any dense set S of ≤ κ elements of C, we see that for every interval [x, y] in C, at least one element of S must belong to [x, y] , showing that C cannot have > κ disjoint intervals.
Concerning the reverse implication for κ = ℵ 0 , recall that Suslin's Hypothesis says that every totally ordered set S having no uncountable family of disjoint intervals has a countable dense subset, and that this is independent of ZFC [15] . Assuming Suslin's Hypothesis, we get (iv.a) =⇒ (iii) for κ = ℵ 0 by taking C = A. On the other hand, if S is a counterexample to Suslin's hypothesis, let A be its completion as a totally ordered set. This will be a complete lattice, and we claim that it inherits the properties making it a counterexample to Suslin's conjecture, and thus gives a counterexample to (iv.a) =⇒ (iii). Indeed, given any infinite dense subset D ⊆ A, if we take an element of S between every two elements of D (and throw in the greatest and/or least element of S if these exist), we get a dense subset of S of the same cardinality; so since S has no countable dense subset, neither does A. Likewise, if some chain C ⊆ A had an uncountable family of disjoint intervals, then for each of these intervals [x, y] C we could choose x ′ , y ′ ∈ S with x ≤ x ′ < y ′ ≤ y, getting an uncountable family of disjoint intervals [x ′ , y ′ ] S in S; so chains in A inherit from S the nonexistence of such families.
Since (iv.a) and (iv.b) are negative statements, we will prove their equivalence in contrapositive form: ¬(iv.a) =⇒ ¬(iv.b): If a chain C in A has a family of disjoint intervals [x α , y α ] where α ranges over some λ > κ, then C ′ = {x α , y α | α ∈ λ} ⊆ C will also be a chain in A, and the pairs x α < y α will be jumps in C ′ . ¬(iv.b) =⇒ ¬(iv.a): If C has > κ jumps, let us associate to each jump x < y the (two-element) interval [x, y]. There is the slight difficulty that distinct jumps may not yield disjoint intervals: the upper endpoint of one may equal the lower endpoint of the other. However, if we take a family of these intervals maximal for the property of being pairwise disjoint, is easy to verify that this still has cardinality > κ, giving the required family.
(iv.b) =⇒ (v) is clear.
For κ = ℵ 0 , (v) =⇒ (iv.b): Let A be R × 2, lexicographically ordered. This has continuum many jumps (a jump (r, 0) < (r, 1) for each real number r), but has no uncountable well-ordered or reverse well-ordered subsets.
Some further remarks on the above lemma: It is, of course, only condition (ii) and its consequences (iii)-(v) that are directly relevant to the results of preceding sections. I included (i) for perspective.
(i) is the only condition in the lemma that is not equivalent to its dual. (I could have added to the lemma the dual statements, (i.a*) and (i.b*), and the obvious analogs of the implications we proved; but that would have interfered with the convenient statement that conditions beginning with the same roman numeral are equivalent.) To show this inequivalence, let A ⊆ P(κ) consist of ∅ and all sets of cardinality κ. This clearly satisfies the dual of (i.a), but we claim it does not satisfy (nondualized) (i.b): Given a putative generating set {x α | α ∈ κ} for A as a complete upper semilattice, one can construct by transfinite recursion an element y ∈ P(κ) that has κ elements, but is missing at least one element from each x α , and hence which belongs to A but not to the complete upper subsemilattice generated by {x α }.
Conditions (ii.d) and (ii.e) (and hence their duals), which refer to a κ-generated topological space, are equivalent to the formally stronger conditions referring to a κ-generated Hausdorff (and if we wish, totally disconnected) topological space. For given a topological space X as in one of those statements, which we may assume without loss of generality to be T 0 , and which has a subbasis of ≤ κ closed sets, we can always throw in the complements of those sets to get a stronger topology on X which is still κ-generated, but is now totally disconnected and Hausdorff, and whose lower semilattice of closed sets contains the lower semilattice of closed sets in the original topology.
It is curious that the example given for (ii) =⇒(i) in the proof of the lemma is an instance of (37) with card(I) > κ, which shows that although the lattice A in question satisfies (ii), the lattice L = A∧,1 does not even satisfy (v). The example in the remark above satisfying the dual of (i.a), but not (i.b), similarly contains such an instance of (37), in view of Sierpiński's result [14] that there exists a family of > κ subsets of κ, each having cardinality κ, but with pairwise intersections all of smaller cardinality. These observations suggest the first part of the next question. The second part is also natural, in view of the simpleminded example we used for (iii) =⇒(ii). Sketch of proof. (a): The versions of condition (ii) listed here all involve embeddings of A as a partially ordered set in a certain complete semilattice lattice A ′ , which, by adjoining a greatest or least element if necessary, can be assumed a complete lattice. The mutual equivalence of these conditions for complete lattices, applied to A ′ , gives embeddings of that lattice, and these, in turn, lead to the embeddings of A as a partially ordered set that we want. The same method yields the implication (ii) =⇒ (iii). The proofs of the remaining implications were entirely order-theoretic, and go over unchanged. 
