In this paper, some novel sufficient conditions for asymptotic stability of impulsive control systems are presented by comparison systems. The results are used to obtain the conditions under which the chaotic systems can be asymptotically controlled to the origin via impulsive control. Compared with some existing results, our results are more relaxed in the sense that the Lyapunov function is required to be nonincreasing only along a subsequence of switchings. Moreover, a larger upper bound of impulsive intervals for stabilization and synchronization is obtained.
Introduction
There exist many practical examples of impulsive control systems in the real world. Three typical examples are the insect population control system, the chemical reactor system and the financial system. [1] Many researchers have studied impulsive systems and impulsive control in recent years. In Refs. [1] - [4] , the authors have considered the stability of impulsive systems by using Lyapunov functions and the Lyapunov functions are required to be nonincreasing along the whole sequence or subsequence of the switchings. The impulsive controller has a simple structure and the controller is discontinuous, which is useful for digital communication systems. Liu and Zhao [5] have presented a new approach to the impulsive stabilization of Liu's systems. Sun et al. [6] have obtained some less conservative conditions for the impulsive control of a class of nonlinear systems by using the results in Ref. [3] . Li et al. [7] have also given some less conservative conditions for asymptotic stability of impulsive systems with impulses at fixed time and the results have been used to design the impulsive control of a class of nonlinear systems.
On the other hand, a chaotic system has complex dynamical behaviours that possess some special features, such as being extremely sensitive to tiny variations of initial conditions, having bounded trajectories in the phase space with a positive leading Lyapunov. Chaos control and synchronization have been extensively studied over the last decade. [8−21] Lu and Cao [12] have studied the adaptive complete synchronization of chaotic and hyperchaotic systems with totally unknown parameters. In Ref. [13] , a unified synchronization criterion for impulsive dynamical networks has been presented. The concept of impulsive control and synchronization of chaotic systems was first reported in Refs. [4] and [22] . Since then, this problem has been closely connected to the theory of impulsive differential equations. A rigorous theory of the asymptotic stability of impulsive control and synchronization has been presented for autonomous chaotic systems in Refs. [23] and [24] and aroused the interest of many researchers for their various applications in information science, economic systems and autonomous control systems. [4,9,10,25−27] [4] , [23] and [24] and in Ref. [28] , respectively. So far, the continuous and the impulsive synchronization methods have been applied to several well-known chaotic circuits. [29−31] Furthermore, in Ref. [32] , Li et al. have presented a general theory of impulsive control and analysis of stochastic systems.
In the present paper, based on the theory of comparison systems, we derive some new sufficient conditions for the stability of impulsive systems with impulses at fixed time and the obtained results are used to design impulsive control laws for chaotic systems. Moreover, our method is used to study the impulsive control and synchronization of Chua's circuits. The estimation of the upper bound of the impulsive interval, which is greatly improved by our results, is also presented. Compared with some existing results in Refs. [4] , [6] , [7] , [16] , [21] and [33] , our results are less conservative.
The rest of the present paper is organized as follows. In Section 2, a new theorem on the stability of impulsive differential equations is given. In Section 3, a stability criterion for impulsive control of chaotic systems is derived. In Section 4, the theory of impulsive control and synchronization of Chua's circuits is presented. An example is given to illustrate the effectiveness and less conservativeness of our results in Section 5. Finally, we draw some conclusions from the present study in Section 6.
Impulsive control of nonlinear systems
An impulsive differential system with impulses at fixed time is described by   ẋ
for k = 1, 2, . . ., where f :
where g :
will be said to be the comparison system of system (1) .
To support our analysis, the following result is presented.
Lemma 1 [6] Assume the following three conditions are satisfied:
where a(·) ∈ K (class of continuous strictly increasing functions a :
the globally asymptotic stability of the trivial solution w = 0 of comparison system (3) will imply the globally asymptotic stability of the trivial solution of impulsive system (1) . Employing the lemma, we can obtain a new impulsive control result of system (1) . Let m > 1 be an integer, let g(t, w) =λ(t)w, where λ(t) is non-decreasing, λ(t) is left continuous at t k , i.e., lim t→t
. ., then the origin of system (1) will be globally asymptotically 050508-2 stable if the conditions of Lemma 1 and the following conditions hold
(ii) there exists an r > 1 such that
Especially, when
condition (ii) can be simplified to 'there exists an
The selection of m depends on the actual system considered. When m = 2, then condition (ii) can be simplified to
we can obtain that the origin of system (1) is globally asymptotically stable if the conditions of Lemma 1 hold and there exists r > 1 such that λ(t k+1 )+ln(rd k ) ≤ λ(t k ) (see Ref. [2] ).
Impulsive control of chaotic systems
In this section, we study the impulsive control of chaotic systems by using the obtained results in the previous section. The following chaotic system is first considered:
where x(t) ∈ R n is the state vector, A is the n × n constant matrix, y ∈ R r is the output vector, C is the r × n constant matrix, φ : R n → R n is a nonlinear function that gives rise to chaotic dynamics and satisfies
where H is the matrix that is known in advance depends on chaotic system. The impulsive control of chaotic system is then given as follows:
where
For the integer m > 1, we denote
To use the results obtained in the previous section, system (8) can be rewritten as
If ||φ(x)|| ≤ L||x||, where L > 0 is a constant, let the n × n matrix P be symmetric and positive definite, λ max and λ min be the largest and the smallest eigenvalues of P , respectively, let Q = P A + A T P
and Q ≤ γ 1 P with γ 1 being a constant and let m be an integer and m > 1, then the origin of impulsive system (10) is asymptotically stable if the following conditions hold: 
for k = 1, 2, . . . . In the following, we show the importance of above two conditions in the stability analysis. Let V (t, x(t)) = x T (t)P x(t), then we will have
Hence condition (i) of Lemma 1 is satisfied with
Then condition (ii) of Lemma 1 is satisfied with
It is clear that the asymptotic stability of impulsively control system (10) can be guaranteed by that of the following comparison system:
Since K(t) is non-increasing, for any i = 0, 1, 2, . . .,
Furthermore, from condition (ii) we obtain
where the last inequality holds by inequality (11) . Thus, inequality (5) is satisfied. Moreover, since (4) is also satisfied. Hence, system (10) is asymptotically stable. When m = 1, replace inequality (11) with
for k = 1, 2, . . . , then the origin of impulsive system (10) is also asymptotically stable. Remark 1 One can obtain Lemma 1 in Ref. [4] by assuming K(t) to be a constant, B k = B k+1 , k = 1, 2, . . . , B k C to be symmetric and ρ(I + B k ) ≤ 1, where ρ(I + B k ) denotes the spectral radius of matrix I + B k , k = 1, 2, . . .. Thus our results can be applied to a much wider class of nonlinear systems.
Remark 2 Especially, when K(t) is a constant and m = 2, the condition inf k {γ 2 (k)} > 0 depends only on B k (k = 1, 2, . . .), while the condition
in Theorem 3 of Ref. [7] depends on B k (k = 1, 2, . . .), K(t), eigenvalues of P and so on. Hence, the conditions in the proposed result are much simpler and easier to verify than Theorem 3 of Ref. [7] and Theorem 3 in Ref. [6] .
Remark 3 In our obtained results, K(t) is nonincreasing, then
Hence conditions (5.22) of Ref. [21] , (21) of Ref. [4] and (22) of Ref. [6] cannot be derived from condition (11) .
Let K(t) be a constant and γ 2 (k) = γ 2 , k = 1, 2, . . . , and replace inequality (11) with
for k = 1, 2, . . ., then the origin of impulsive system (10) will be asymptotically stable.
Remark 4 Condition (18) implies that the Lyapunov function V (t, x) = x T P x is only required to be non-increasing along a subsequence {t m(k−1)+1 }, k = 1, 2, . . . of switchings rather than all the switchings {t k }, k = 1, 2, . . . as in Refs. [1] and [4] . Hence, our result is less conservative.
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Remark 5 When m = 2, from inequality (18), for σ > 0, let (σ + 1)∆ 1 = ∆ 2 , then
Moreover, when σ = 1 as in Ref. [4] , then
which means that the upper bound of impulsive interval here is bigger than the upper bound obtained
in inequality (21) of Ref. [4] and inequality (25) (18), where γ 2 is determined by the matrix I + B k C, k = 1, 2, . . . , r. Hence, the choice of matrix B k is important for the influence on the proposed results. The smaller the value of γ 2 (> 0), the bigger a can be chosen, the bigger the value of ln √ a/[γ 1 + 2L(λ max /λ min )] is, as a result, the bigger the upper bound of impulsive interval is. It should also be noticed that the bigger the value of m is, the bigger their difference is. The choice of m depends on the actual system considered. We could use inequality (18) in order to find the control matrix B k , k = 1, 2, . . .. For example, we may choose diagonal matrix B k , k = 1, 2, . . . , such that inequality (18) holds.
In the following section, we will use the results obtained in this section to consider Chua's circuits and obtain some less conservative results of stabilization and synchronization.
Impulsive control on synchronization of Chua's circuits
Chua's circuit is a simple electronic circuit exhibiting a wide variety of bifurcation and chaotic phenomena. Because of its simplicity and universality, Chua's circuit has attracted much attention and has been studied via numerical, mathematical and experimental approaches. It is universal because Chua's circuit has proved mathematically to be chaotic in the sense of Shil'nikov's theorem. [34] It is simple because it contains only one simple nonlinear element and four linear elements. The dimensionless form of the Chua's circuit isẋ
and f (x) is the piecewise-linear characteristic of the Chua's diode and is given as f (
Given the impulsive control as follows:
H satisfies inequality (7) and construct V (t, x(t)) = x T (t)x(t). If there exist a > 1 and a differentiable at t = t i , i = 1, 2, . . . and non-increasing function K(t) ≥ c > 0 which satisfies
for k = 1, 2, . . . , where d 2 = ρ 2 (I + B) > 0, then impulsive system (19) is also asymptotically stable. Unlike the impulsive control Chua's circuit in Refs. [4] and [21] , there is no need to assume B to be a symmetric matrix and satisfy ρ(I + B) < 1 here. Let K(t) be a constant, B be a symmetric matrix, ρ(I + B) < 1 and ∆ 2 = (1 + 1 )∆ 1 , then we will obtain Corollary 5.4.1 in Ref. [21] . Now we study the impulsive synchronization of two Chua's circuits, which are called the drive system and the response system respectively. The drive system is given by Eq. (19) and the response system is given as follows:
is the state variable of the system. Let e T = (e 1 , e 2 , e 3 ) = (
be the synchronization error,
then error system of the impulsive synchronization under impulsive control (21) can be given by
Similar to the case of stabilizing Chua's circuit, if there exist a > 1 and a differentiable (at t = t i , i = 1, 2, . . .) and non-increasing function K(t) ≥ c > 0 which satisfies inequality (22) , then error system (25) is asymptotically stable.
In general, assume that the n × n matrix P is symmetric and positive definite, given by
is an integer and m > 1, then the origin of impulsive system (25) is asymptotically stable if the following conditions hold:
(ii) There exist a > 1 and a differentiable (at t = t i , i = 1, 2, . . .) and non-increasing function K(t) ≥ c > 0 which satisfies
for k = 1, 2, . . . . In fact, consider the Lyapunov function as V (e) = e T P e, then we will have
Calculation gives that
Then the error system given by expression (25) can be shown to be asymptotically stable.
Example
To illustrate the effectiveness and the less conservativeness of our results, we give the following example of Chua's circuits. The Chua's circuit is described by Eq. (19) . 
and let P = I and m = 3, then
. ., then ∆ 3 = 3∆ 1 . For simplicity, let K(t) be a constant. From inequality (27) , we can choose ∆ 1 such that
i.e.,
By computation, ∆ 1 ≤ 0.2429. Thus, the error system given by expression (25) has been shown to be asymptotically stable based on impulsive matrix (31) we have designed. It should be noticed that our impulsive matrix B is unsymmetric, which means that the approaches to the impulsive control Chua's circuit in Refs. [4] and [21] are useless for our example. By choosing the integer m = 3, the upper bound value of ∆ 1 can be calculated from inequality (33) . In fact, we can choose a bigger integer m as shown in Remark 3.8, since the bigger m we choose, the bigger ∆ 1 we may obtain from inequality (33) . Using the proposed methods in Refs. [21] , [33] and [16] , the corresponding upper bound value of ∆ 1 is listed in Table 1 . It is obviously shown that the upper bound of impulsive interval is greatly improved by our results. Furthermore, the simulation result is shown in Fig. 1 with ∆ 1 = 0.24.
Conclusion
In this work, we have given a new general asymptotical stability criterion for a nonlinear impulsive system. The result is then used to design an impulsive control for chaotic systems. Less conservative conditions on stabilization and synchronization of Chua's circuits have been presented. An example is given to demonstrate the effectiveness of the theoretic results. Furthermore, a larger upper bound of the impulsive interval can be obtained through our approach, which is greater than some existing results. The obtained results can be easily used to control many systems, especially to stabilize and synchronize chaotic systems.
