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Abstract
We explore properties and applications of the Principal Inertia Components (PICs) between two
discrete random variables X and Y . The PICs lie in the intersection of information and estimation
theory, and provide a fine-grained decomposition of the dependence between X and Y . Moreover, the
PICs describe which functions of X can or cannot be reliably inferred (in terms of MMSE) given an
observation of Y . We demonstrate that the PICs play an important role in information theory, and
they can be used to characterize information-theoretic limits of certain estimation problems. In privacy
settings, we prove that the PICs are related to fundamental limits of perfect privacy.
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Figure 1: Problem central to both estimation and privacy.
1 Introduction
There is a fundamental limit to how much we can learn from data. The problem of determining which
functions of a hidden variable can or cannot be estimated from a noisy observation is at the heart of
estimation, statistical learning theory [1], and numerous other applications of interest. For example, one
of the main goals of prediction is to determine a function of a hidden variable that can be reliably inferred
from the output of a system.
Privacy and security applications are concerned with the inverse problem: guaranteeing that a certain
set of functions of a hidden variable cannot be reliably estimated given the output of a system. Examples
of such functions are the identity of an individual whose information is contained in a supposedly anony-
mous dataset [2], sensitive information of a user who joined a database [3,4], the political preference of a
set of users who disclosed their movie ratings [5–7], among others. On the one hand, estimation methods
attempt to extract as much information as possible from data. On the other hand, privacy-assuring
systems seek to minimize the information about a secret variable that can be reliably estimated from
disclosed data. The relationship between privacy and estimation is similar to the one noted by Shannon
between cryptography and communication [8]: they are connected fields, but with different goals. As
illustrated in Fig. 1, estimation and privacy are concerned with the same fundamental problem, and can
be simultaneously studied through an information-theoretic lens.
In this paper, we discuss information-theoretic tools to address challenges in privacy, security and esti-
mation. By studying fundamental models that are common to these fields, we derive information-theoretic
metrics and associated results that simultaneously (i) delineate the fundamental limits of estimation and
(ii) characterize the security properties of privacy-assuring systems.
We focus on the question that is central to privacy and estimation (illustrated in Fig. 1): How well can
a random variable S, that is correlated with a hidden variable X, be estimated given an observation of
Y ? The information-theoretic metrics presented here seek to quantify properties of the random mapping
from X to Y that can be translated into bounds on the error of estimating S given an observation of Y .
These bounds, which are often at the heart of information-theoretic converse proofs [9], provide universal,
algorithm-independent guarantees on what can (or cannot) be learned from Y . With a characterization
of these bounds in hand, we study properties of random mappings that seek to achieve privacy in terms
of how well an adversary can estimate a secret S given the output of the mapping Y .
The results in this paper are situated at the intersection of estimation, privacy and security. We derive
a set of general sharp bounds on how well certain classes of functions of a hidden variable can(not) be
estimated from a noisy observation. The bounds are expressed in terms of different information metrics of
the joint distribution of the hidden and observed variables, and provide converse (negative) results: If an
information metric is small, then not only the hidden variable cannot be reliably estimated, but also any
non-trivial function of the hidden variable cannot be inferred with probability of error or mean-squared
error smaller than a certain threshold.
These results are applicable to both estimation and privacy. For estimation and statistical learning
theory, they shed light on the fundamental limits of learning from noisy data, and can help guide the
design of practical learning algorithms. In particular, the converse bounds can be used to derive minimax
lower bounds (the same way Fano-style inequalities are used [10]). Furthermore, as illustrated in this
paper, the proposed bounds are useful for creating security and privacy metrics, for characterizing the
inherent trade-off between privacy and utility in statistical data disclosure problems and for studying the
fundamental limits of perfect privacy. The tools used to derive the converse bounds are based on a set
of statistics known as the Principal Inertia Components (PICs).
2
1.1 Principal Inertia Components
The PICs provide a fine-grained decomposition of the dependence between two random variables. Well-
studied statistical methods for estimating the PICs [11,12] can lead to results on the (im)possibility of
estimating a large classes of functions by using bounds based on the PICs and standard statistical tests.
We show how PICs can be used to characterize the information-theoretic limits of certain estimation
problems. The PICs generalize other measures that are used in information theory, such as maximal
correlation [13] and χ2-dependence [14]. The largest and smallest PIC play an important role in estima-
tion and privacy (discussed in Sections 4 and 5). We also study properties of the sum of the k largest
principal inertia components. Below we list a few key properties of the PICs studied in this paper.
1. Overview of the PICs: We present an overview of the PICs and their different interpretations,
summarized in Theorem 1. For two discrete random variables X and Y , we denote the k largest
PICs by λ1(X;Y ), λ2(X;Y ), . . . , λk(X; Y ).
2. Sum of the PICs: We propose a measure of dependence termed k-correlation which is defined
as the sum of the k largest PICs, i.e., Jk(X;Y ) ,
∑k
i=1 λi(X; Y ). This metric satisfies two key
properties: (i) convexity in pY |X (Theorem 2); (ii) Data Processing Inequality (Theorem 3). The
latter is also satisfied by λ1(X; Y ), . . . , λd(X;Y ) individually, where d = min{|X |, |Y|} − 1. Both
maximal correlation and the χ2-dependence between X and Y are special cases of k-correlation,
with J1(X;Y ) = ρm(X;Y )2 and Jd(X;Y ) = χ2(X; Y ) (cf. notation in Section 1.3).
3. Largest PIC The largest PIC satisfies λ1(X;Y ) = ρm(X; Y )
2, where ρm(X;Y ) is the maximal
correlation between X and Y , defined as [15]
ρm(X;Y ) , max
E[f(X)]=E[g(Y )]=0
E[f(X)2]=E[g(Y )2]=1
E [f(X)g(Y )] . (1)
We show that both the probability of error and the minimum mean-squared error (MMSE) of
estimating any function of a hidden variable X given an observation Y are closely related to the
largest PIC.
By making use of the fact that the PICs satisfy the Data Processing Inequality (DPI), we are
able to derive a family of bounds for the smallest average error of estimating X having observed
Y Pe(X|Y ) (cf. (5) and notation in Section 1.3) in terms of the marginal distribution of X, pX ,
and λ1(X;Y ), . . . , λd(X;Y ), described in Theorem 6. This result sheds light on the relationship of
Pe(X|Y ) with the PICs.
One immediate consequence of Theorem 6 is a useful scaling law for Pe(X|Y ) in terms of the largest
PIC, the maximal correlation. Let X = 1 be the most likely outcome for X. Corollary 4 proves
that the advantage an adversary (who has access to Y ) has of guessing X over guessing the most
likely outcome X = 1 satisfies
Adv(X|Y ) , |1− pX(1)− Pe(X|Y )| ≤ O
(√
λ1(X;Y )
)
.
4. Smallest PIC We show that the smallest PIC determines when perfect privacy, defined in Section
5, can be achieved with non-trivial utility in the model depicted in Fig. 1. More specifically, perfect
privacy can be achieved with non-trivial utility if and only if the smallest PIC is 0 (Theorem 10).
1.2 Organization of the Paper
This paper is organized as follows. The rest of this section introduces notation and discusses related
work. In Section 2, we present the PICs and their multiple characterizations (Theorem 1). We also
introduce the definition of k-correlation, and demonstrate several properties of both k-correlation and,
more broadly, the PICs, including convexity and the DPI. In Section 3, we apply the PICs to problems
in information theory. In Section 4, we derive bounds on error probability and other estimation-theoretic
results based on the PICs. Finally, in Section 5, we demonstrate how the PICs play an important role
in privacy and can be used for determining privacy-assuring mappings. We first summarize the main
results obtained by applying the PICs to information theory, estimation theory and privacy.
Applications to Information Theory
We present several distinct applications of the PICs to information theory. In Section 3.2, we demonstrate
that the PICs correspond to the singular values of certain channel transformation matrices, and there
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effect on input distributions to the channel bear an interpretation similar to that of filter coefficients in a
linear filter [16]. This is illustrated through an example in binary additive noise channels, where we argue
that the binary symmetric channel is akin to a low-pass filter. We show how the PICs, and particularly
the largest PIC, can be used to derive bounds on information metrics between one-bit functions of a
hidden variable X and a correlated observation Y . We apply these results to the “one-bit function
conjecture” [17] We do not solve this conjecture here. Nevertheless, we present further evidence for its
validity, and introduce another conjecture based on our results.
The new conjecture (cf. Conjecture 1) generalizes the “one-bit function conjecture”. It states that,
given a symmetric distribution pX,Y , if we generate a new distribution qX,Y by making all the PICs
of pX,Y equal to the largest one, then the new distribution is more informative about bits of X. By
more informative, we mean that, for any 1-bit function b, I(b(X);Y ) is larger under qX,Y than under
pX,Y . Indeed, from an estimation-theoretic perspective, increasing the PICs imply that any function of
X can be estimated with smaller MMSE when considering qX,Y than pX,Y . Furthermore, in this case,
we show that qX,Y is a q-ary symmetric channel. This conjecture, if proven, would imply as a corollary
the original one-bit function conjecture.
We do show that our results on the PICs can be used to resolve the one-bit function conjecture in
a specific setting in Section 3.6. Instead of considering the mutual information between b(X) and Y ,
we study the mutual information between b(X) and a one-bit estimator bˆ(Y ). We show in Theorem 5
that, when bˆ(Y ) is an unbiased estimator, the information that bˆ(Y ) carries about b(X) can be upper-
bounded for a range of dependence metrics (e.g. mutual information). This result also leads to bounds
on estimation error probability.
Applications to Estimation Theory
In Section 4, we derive converse bounds on estimation error based on the PICs. In particular, we provide
lower bounds on (i) the probability of correctly guessing a hidden variable X given an observation Y and
(ii) on the MMSE of estimating X given Y . These results are stated in terms of the PICs between X
and Y , and provide algorithm-independent bounds on estimation. We also extend these bounds to the
functional setting, and show that the advantage over a random guess of correctly estimating a function of
X given an observation of Y is upper-bounded by the largest PIC between X and Y . More specifically,
we propose a family of lower bounds for the error probability of estimating X given Y based on the PICs
of pX,Y and the marginal distribution of X in Theorems 6 and 9. We also extend these bounds for the
probability of correctly estimating a function of the hidden variable X given an observation of Y .
These results are based on a more general framework for deriving bounds on error probability, dis-
cussed in Section 4.1. At the heart of this framework are rate-distortion (test-channel) formulations that
allow bounds on information metrics to be translated into bounds on estimation. These formulations, in
turn, are based on convex programs that minimize the average estimation error over all possible distri-
butions that satisfy a bound on a given information metric. The solution of such convex programs are
called the error-rate functions. We study extremal properties of error-rate function and, by revisiting a
result by Ahlswede [18], we show how to extend the error-rate function to quantify not only the smallest
average error of estimating a hidden variable, but also of estimating any function of a hidden variable.
Applications to Privacy
When referring to privacy in this paper, we consider the setting studied by Calmon and Fawaz in [19].
Using Fig. 1 as reference, we study the problem of disclosing data X to a third-party in order to derive
some utility based on X. At the same time, some information correlated with X, denoted by S, is
supposed to remain private. The engineering goal is to create a random mapping, called the privacy-
assuring mapping, that transforms X into a new data Y that achieves a certain target utility, while
minimizing the information revealed about S. For example, X can represent movie ratings that a user
intends to disclose to a third-party in order to receive movie recommendations [5–7,20]. At the same
time, the user may want to keep her political preference S secret. We allow the user to distort movie
ratings in her data X in order to generate a new data Y . The goal would then be to find privacy-assuring
mappings that minimize the number of distorted entries in Y given a privacy constraint (e.g. the third-
party cannot guess S with significant advantage over a random guess). In general, X is not restricted to
be the data of an individual user, and can also represent multidimensional data derived from different
sources.
We present necessary and sufficient conditions for achieving perfect privacy while disclosing a non-
trivial amount of useful information when both S and X have finite support S and X , respectively. We
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prove that the smallest PIC of pS,X plays a central role for achieving perfect privacy (i.e. I(S;Y ) = 0):
If |X |≤ |S|, then perfect privacy is achievable with I(X;Y ) > 0 if and only if the smallest PIC of pS,X
is 0. Since I(S;Y ) = 0 if and only if S ⊥ Y , this fundamental result holds for any privacy metric where
statistical independence implies perfect privacy. We also provide an explicit lower bound for the amount
of useful information that can be released while guaranteeing perfect privacy, and demonstrate how to
construct pY |X in order to achieve this bound.
In addition, we derive general bounds for the minimum amount of disclosed private information
I(S;Y ) given that, on average, at least t bits of useful information are revealed, i.e. I(X;Y ) ≥ t. These
bounds are sharp, and delimit the achievable privacy-utility region for the considered setting. Adopting
an analysis related to the information bottleneck [21] and for characterizing linear contraction coefficients
in strong DPIs in [22,23], we determine the smallest achievable ratio between disclosed private and useful
information, i.e. infpY |X I(S;Y )/I(X;Y ). We prove that this value is upper-bounded by the smallest
PIC, and is zero if and only if the smallest PIC is zero. In this case, we present an explicit construction of
a privacy-assuring mapping that discloses a non-trivial amount of useful information while guaranteeing
perfect privacy. We also show that when the data is composed by multiple i.i.d. samples (Sn, Xn),
the smallest PIC decreases exponentially in n. Consequently, as the number of samples n increases, we
can achieve a more favorable trade-off between disclosing useful and private information. Finally, we
motivate potential future applications of the PICs as a design driver for privacy assuring mappings in
our final remarks in Section 6.
1.3 Notation
Capital letters (e.g. X and Y ) are used to denote random variables, and calligraphic letters (e.g. X and
Y) denote sets. The exceptions are (i) I, which will be used in Section 4 to denote a non-specified measure
of dependence, and (ii) T , which will denote the conditional expectation operator (defined below). The
support set of random variables X and Y are denoted by X and Y, respectively. If X and Y have finite
support sets |X |< ∞ and |Y|< ∞, then we denote the joint probability mass function (pmf) of X and
Y as pX,Y , the conditional pmf of Y given X as pY |X , and the marginal distributions of X and Y as
pX and pY , respectively. We denote the fact that X is distributed according to pX by X ∼ pX . When
pX,Y,Z(x, y, z) = pX(x)pY |X(y|x)pZ|Y (z|y) (i.e. X,Y, Z form a Markov chain), we write X → Y → Z.
We denote independence of two random variables X and Y by X ⊥ Y .
For positive integers j, k, n, j ≤ k, we define [n] , {1, . . . , n} and [j, k] , {j, j + 1, . . . , k}. For any
x ∈ R, [x]+ is defined as x if x ≥ 0 and 0 otherwise. Matrices are denoted in bold capital letters (e.g.
X) and vectors in bold lower-case letters (e.g. x). The (i, j)-th entry of a matrix X is given by [X]i,j .
Furthermore, for x ∈ Rn, we let x = (x1, . . . , xn). We denote by 1 the vector with all entries equal to 1,
and the dimension of 1 will be clear from the context. The singular values of a matrix X ∈ Rm×n are
denoted by σ1(X), . . . , σm(X). For a matrix X, we denote its k-th Ky Fan norm [24, Eq. (7.4.8.1)] by
‖X‖k,
∑k
i=1 σi(X).
For a random variable X with discrete support and X ∼ pX , the entropy of X is given by
H(X) , −E [log (pX(X))] .
If Y has a discrete support set and X,Y ∼ pX,Y , the mutual information between X and Y is
I(X;Y ) , E
[
log
(
pX,Y (X,Y )
pX(X)pY (Y )
)]
.
The basis of the logarithm will be clear from the context. The χ2-information between X and Y is
χ2(X;Y ) , E
[(
pX,Y (X,Y )
pX(X)pY (Y )
)]
− 1.
We denote the binary entropy function hb : [0, 1]→ R as
hb(x) , −x log x− (1− x) log(1− x), (2)
where, as usual, 0 log 0 , 0.
Let X and Y be discrete random variables with finite support sets X = [m] and Y = [n], respectively.
Then we define the joint distribution matrix P as an m × n matrix with [P]i,j , pX,Y (i, j). We denote
by pX (respectively, pY ) the vector with i-th entry equal to pX(i) (resp. pY (i)). DX = diag (pX) and
DY = diag (pY ) are matrices with diagonal entries equal to pX and pY , respectively, and all other entries
equal to 0. The matrix PY |X ∈ Rm×n is defined as [PY |X ]i,j , pY |X(j|i). Note that P = DXPY |X .
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For any real-valued random variable X, we denote the Lp-norm of X as
‖X‖p, (E [|X|p])1/p .
The set of all functions that when composed with a random variable X with distribution pX result in an
L2-norm smaller than 1 is given by
L2(pX) , {f : X → R | ‖f(X)‖2≤ 1} . (3)
The operators TX : L2(pY ) → L2(pX) and TY : L2(pX) → L2(pY ) denote conditional expectation,
where
(TXg)(x) = E [g(Y )|X = x] and (TY f)(y) = E [f(X)|Y = y] , (4)
respectively. Observe that TX and TY are adjoint operators.
For X and Y with discrete support sets, we denote by Pe(X|Y ) the smallest average probability of
error of estimating X given an observation of Y , defined as
Pe(X|Y ) = min
X→Y→Xˆ
Pr{X 6= Xˆ}, (5)
where the minimum is taken over all distributions pXˆ|Y such that X → Y → Xˆ. The advantage of
correctly estimating X given an observation of Y over a random guess is defined as:
Adv(X|Y ) = 1− Pe(X|Y )−max
x∈X
pX(x). (6)
The MMSE of estimating X from an observation of Y is given by
mmse(X|Y ) , min
X→Y→Xˆ
E
[
(X − Xˆ)2
]
,
where the minimum is taken over all distributions pXˆ|Y such that X → Y → Xˆ. Note that, from Jensen’s
inequality, it is sufficient to consider Xˆ a deterministic mapping of Y . For any X → Y → g(Y ) with
‖g(Y )‖2= α and ‖X‖2= σ
E
[
(X − g(Y ))2] ≥ σ2 + α2 − 2α‖E [X|Y ] ‖2,
with equality if and only if g(Y ) is proportional to E [X|Y ]. Minimizing the right-hand side over all α,
we find that the MMSE estimator of X from Y is g(y) = E [X|Y = y], and
mmse(X|Y ) = ‖X‖22−‖E [X|Y ] ‖22. (7)
For a given joint distribution pX,Y and corresponding joint distribution matrix P, the set of all vectors
contained in the unit cube in Rn that satisfy ‖Px‖1= a is given by
Cn(a,P) , {x ∈ Rn|0 ≤ xi ≤ 1, ‖Px‖1= a}. (8)
We represent the set of all m× n probability distribution matrices by Pm,n.
For xn ∈ {−1, 1}n and S ⊆ [n],
χS(x
n) ,
∏
i∈S
xi (9)
(we consider χ∅(x) = 1). For y
n ∈ {−1, 1}n, an = xn ⊕ yn is the vector resulting from the entrywise
product of xn and yn, i.e. ai = xiyi, i ∈ [n].
Given two probability distributions pX and qX and f(t) a smooth convex function defined for t > 0
with f(1) = 0, the f -divergence is defined as [25]
Df (pX ||qX ) ,
∑
x
qX(x)f
(
pX(x)
qX (x)
)
. (10)
The f -information is given by
If (X;Y ) , Df (pX,Y ||pXpY ). (11)
When f(x) = x log(x), then If (X;Y ) = I(X;Y ). A study of information metrics related to f -information
was given in [26] in the context of channel coding converses.
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1.4 Related Work
The joint distribution matrix P can be viewed as a contingency table and decomposed using standard
techniques from correspondence analysis [11,27]. For an overview of correspondence analysis, we refer the
reader to [28]. The term “principal inertia components”, used here, is borrowed from the correspondence
analysis literature [11]. However, the study of the PICs of the joint distribution of two random variables
or, equivalently, the spectrum of the conditional expectation operator, predates correspondence analysis,
and goes back to the work of Hirschfeld [29], Gebelein [30], Sarmanov [31] and Re´nyi [15], having also
appeared in the work of Witsenhausen [32] and Ahlswede and Ga´cs [22]. The PICs are also related to
strong DPIs and contraction coefficients, being recently investigated by Anantharam et al. [23], Polyan-
skiy [33], Raginsky [34], Calmon et al. [35], Makur and Zheng [36], among others. Recently, Liu et al. [37]
provided a unified perspective on several functional inequalities used in the study of strong DPIs and
hypercontractivity. The PICs also play a role in Euclidean Information Theory [38], since they related to
χ2-divergence and, consequently, to local approximations of mutual information and related measures.
The largest principal inertia component is equal to ρm(X; Y )
2, where ρm(X; Y ) is the maximal
correlation between X and Y . Maximal correlation has been widely studied in the information theory
and statistics literature (e.g [15,31]). Ahslwede and Ga´cs studied maximal correlation in the context
of contraction coefficients in strong data processing inequalities [22], and more recently Anantharam
et al. presented in [23] an overview of different characterizations of maximal correlation, as well as its
application in information theory. Estimating the maximal correlation is also the goal of the Alternating
Conditional Expectation (ACE) algorithm introduced by Breiman and Friedman [12], further analyzed
by Buja [39], and recently investigated in [40].
The DPI for the PICs was shown by Kang and Ulukus in [41, Theorem 2] in a different setting than
the one considered here. Kang and Ulukus made use of the decomposition of the joint distribution matrix
to derive outer bounds for the rate-distortion region achievable in certain distributed source and channel
coding problems.
Lower bounds on the average estimation error can be found using Fano-style inequalities. Recently,
Guntuboyina et al. ([42,43]) presented a family of sharp bounds for the minmax risk in estimation
problems involving general f -divergences. These bounds generalize Fano’s inequality and, under certain
assumptions, can be extended in order to lower bound Pe(X|Y ).
Most information-theoretic approaches for estimating or communicating functions of a random vari-
able are concerned with properties of specific functions given i.i.d. samples of the hidden variable X,
such as in the functional compression literature [44,45]. These results are rate-based and asymptotic,
and do not immediately extend to the case where the function f(X) can be an arbitrary member of a
class of functions, and only a single observation is available.
More recently, Kumar and Courtade [17] investigated Boolean functions in an information-theoretic
context. In particular, they analyzed which is the most informative (in terms of mutual information)
1-bit function for the case where X is composed by n i.i.d. Bernoulli(1/2) random variables, and Y is
the result of passing X through a discrete memoryless binary symmetric channel. Even in this simple
case, determining the most informative function seems to be non-trivial. Further investigations of this
problem was done in [46–49]. In particular, [46] studies a related problem in a continuous setting by
considering that X and Y are Gaussian random vectors. Recently, Samorodnitsky [50] presented a proof
of the conjecture in the high noise regime.
Information-theoretic formulations for privacy have appeared in [51–55]. For an overview, we refer
the reader to [19,53] and the references therein. The privacy against statistical inference framework
considered here was further studied in [5,6,56]. The results presented in this paper are closely connected to
the study of hypercontractivity coefficients and strong data processing results, such as in [22,23,33,34,57].
PIC-based analysis were used in the context of security in [58,59]. Extremal properties of privacy were
also investigated in [60,61], and in particular [62] builds upon some of the results introduced here. For
more details on designing privacy-assuring mappings and applications with real-world data, we refer the
reader to [5–7,19,20,63].
We note that the privacy against statistical inference setting is related to differential privacy [3,4]. In
the classic differential privacy setting, the output of a statistical query over a database is masked against
small perturbations of the data contained in the database. Assuming this centralized statistical database
setting, the private variable S can represent an individual user’s entry to the database, and the variable
X the output of a query over the database. Unlike in differential privacy, here we consider an additional
distortion constraint, which can be chosen according to the application at hand. In the privacy funnel
setting [63], the distortion constraint is given in terms of the mutual information between X and the
perturbed query output Y . Connections between differential privacy and the privacy setting depicted in
Fig. 1 as well as connections between differential privacy and PICs are studied in [19,64].
7
Figure 2: Geometric interpretation of the PICs for X = {x1, x2, x3} and X uniformly distributed. In (a), each point
on the simplex corresponds to a posterior distribution pX|Y (·|y) induced on X by an observation of Y = yk. If all the
posterior distribution points are close together (b), then X and Y are approximately independent. If these points are
far apart (c), then there may exist a function of X that can be approximately reliably estimated given an observation
of Y (in this case, a binary function). The PICs can be intuitively understood as a measure of inertia of the posterior
distribution vectors on the simplex.
2 Principal Inertia Components
We introduce in this section the Principal Inertia Components (PICs) of the joint distribution of two
random variables X and Y . The PICs provide a fine-grained decomposition of the statistical depen-
dence between X and Y , and are dependence measures that lie in the intersection of information and
estimation theory. The PICs possess several desirable information-theoretic properties (e.g. satisfy the
DPI, convexity, tensorization, etc.), and describe which functions of X can or cannot be reliably inferred
(in terms of MMSE) given an observation of Y . The latter interpretation is discussed in more detail in
Section 4.
2.1 A Geometric Interpretation of the PICs
We give an intuitive geometric interpretation of the PICs before presenting their formal definition in the
next section. Let X and Y be related through a conditional distribution (channel), denoted by pY |X .
For each y ∈ Y, pX|Y (·|y) will be a vector on the |X |-dimensional simplex, and the position of these
vectors on the simplex will determine the nature of the relationship between X and Y (Fig. 2). If pX|Y
is fixed, what can be learned about X given an observation of Y , or the degree of accuracy of what can
be inferred about X a posteriori, will then depend on the marginal distribution pY . The value pY (y), in
turn, ponderates the corresponding vector pX|Y (·|y) akin to a mass. As a simple example, if |X |= |Y| and
the vectors pX|Y (·|y) are located on distinct corners of the simplex, then X can be perfectly learned from
Y . As another example, assume that the vectors pX|Y (·|y) can be grouped into two clusters located near
opposite corners of the simplex. If the sum of the masses induced by pY for each cluster is approximately
1/2, then one may expect to reliably infer on the order of 1 unbiased bit of X from an observation of Y .
The above discussion naturally leads to considering the use of techniques borrowed from classical
mechanics. For a given inertial frame of reference, the mechanical properties of a collection of distributed
point masses can be characterized by the moments of inertia of the system. The moments of inertia
measure how the weight of the point masses is distributed around the center of mass. An analogous
metric exists for the distribution of the vectors pX|Y and masses pY in the simplex, and it is the subject
of study of a branch of applied statistics called correspondence analysis ([11,28]). In correspondence
analysis, the joint distribution pX,Y is decomposed in terms of the PICs, which, in some sense, are
analogous to the moments of inertia of a collection of point masses. For more related literature, we refer
the reader back to Section 1.4.
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2.2 Definition and Characterizations of the PICs
We start with the definition of principal inertia components. In this paper we focus on the discrete
case, since two of our main goals are (i) derive lower bounds on average estimation error probability
and (ii) apply these results to privacy, where private data is often categorical. In addition, tools from
correspondence analysis [27] can be used for estimating the PICs in the discrete setting. Nevertheless,
the definition below is not limited to discrete random variables, and can be directly extended to general
probability measures under compactness of the operator TXTY (cf. [32, Section 3]).
Definition 1. Let X and Y be random variables with support sets X and Y, respectively, and joint
distribution pX,Y . In addition, let f0 : X → R and g0 : Y → R be the constant functions f0(x) = 1 and
g0(y) = 1. For k ∈ Z+, we (recursively) define
λk(X;Y ) = max
{
E [f(X)g(Y )]2
∣∣∣f ∈ L2(pX), g ∈ L2(pY ),E [f(X)fj(X)] = 0,
E [g(Y )gj(Y )] = 0, j ∈ {0, . . . , k − 1}
}
, (12)
where
(fk, gk) , argmax
{
E [f(X)g(Y )]2
∣∣∣f ∈ L2(pX), g ∈ L2(pY ),E [f(X)fj(X)] = 0,
E [g(Y )gj(Y )] = 0, j ∈ {0, . . . , k − 1}
}
. (13)
The values λk(X;Y ) are called the principal inertia components (PICs) of pX,Y . The functions fk and
gk are called the principal functions of X and Y .
Observe that the PICs satisfy λk(X; Y ) ≤ 1, since fk ∈ L2(pX) gk ∈ L2(pY ) and
E [f(X)g(Y )] ≤ ‖f(X)‖2‖g(Y )‖2≤ 1.
Thus, from Definition 1, λk+1(X;Y ) ≤ λk(X; Y ) ≤ 1. When both random variables X and Y have a
finite support set, we have the following definition.
Definition 2. For X = [m] and Y = [n], let P ∈ Rm×n be a matrix with entries [P]i,j = pX,Y (i, j),
and DX ∈ Rm×m and DY ∈ Rn×n be diagonal matrices with diagonal entries [DX ]i,i = pX(i) and
[DY ]j,j = pY (j), respectively, where i ∈ [m] and j ∈ [n]. We define
Q , D
−1/2
X PD
−1/2
Y . (14)
We denote the singular value decomposition of Q by Q = UΣVT .
The next theorem provides four equivalent characterizations of the PICs.
Theorem 1. The following characterizations of the PICs are equivalent:
(1) The characterization given in Definition 1 where, for fk and gk given in (13), gk(Y ) =
E[fk(X)|Y ]
‖E[fk(X)|Y ]‖2
and fk(X) =
E[gk(Y )|X]
‖E[gk(Y )|X]‖2
.
(2) [32, Section 3] Consider the conditional expectation operator TY : L2(pX) → L2(pY ), defined in
(4). Then (
1,
√
λ1(X; Y ),
√
λ2(X;Y ), . . .
)
are the singular values of TY .
(3) For any k ∈ Z+,
1− λk(X; Y ) = min
{
mmse(f(X)|Y )
∣∣∣f ∈ L2(pX), ‖f(X)‖2= 1,E [f(X)hj(X)] = 0, j ∈ {0, . . . , k − 1}},
(15)
where
hk , argmin
{
mmse(f(X)|Y )
∣∣∣f ∈ L2(pX), ‖f(X)‖2= 1,E [f(X)hj(X)] = 0, j ∈ {0, . . . , k − 1}}.
(16)
If λk(X;Y ) is unique, then hk = fk given in (13).
Finally, if both X and Y are defined over finite supports, the following characterization is also equivalent.
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(4)
√
λk(X;Y ) is the (k + 1)-st largest singular value of Q. The principal functions fk and gk in (13)
correspond to the columns of the matrices D
−1/2
X U and D
−1/2
Y V, respectively, where Q = UΣV.
Proof. We will prove that (1) ⇐⇒ (2), (1) ⇐⇒ (3), finally and (1) ⇐⇒ (4).
• (1) ⇐⇒ (2). First observe that for f ∈ L2(pX) and g ∈ L2(pY )
E [f(X)g(Y )] = E [g(Y )E [f(X)|Y ]] ≤ ‖g(Y )‖2‖E [f(X)|Y ] ‖2≤ ‖E [f(X)|Y ] ‖2,
where the first inequality follows from the Cauchy-Schwarz inequality, with equality if and only if
g(Y ) = E[f(X)|Y ]‖E[f(X)|Y ]‖2 . The equivalence then follows by noting that√
λ1(X;Y ) = max
E[f(X)]=E[g(X)]=0
‖f(X)‖2=‖g(Y )‖2=1
E [f(X)g(Y )]
= max
E[f(X)]=E[g(X)]=0
‖f(X)‖2=‖g(Y )‖2=1
E [E [g(Y )f(X)|Y ]]
= max
E[f(X)]=0
‖f(X)‖2=1
‖E [f(X)|Y ] ‖2, (17)
where the last equality follows by setting g(Y ) = E[f(X)|Y ]‖E[(X)|Y ]‖2 . Inverting the roles of f and g, we find
f(X) = E[g(Y )|X]‖E[(Y )|X]‖2 . Since this last expression is the second largest singular value of the conditional
expectation operator TY (the largest being 1), the result follows for λ1(X;Y ). The equivalent
result for the other PICs follows by adding orthogonality constraints and the min-max properties
of singular values (cf. Rayleigh-Ritz Theorem [24, Theorem 4.2.2]).
• (1) ⇐⇒ (3). The result follows from λk(X;Y ) = ‖E [fk(X)|Y ] ‖22 in (17) and by noting that the
MMSE can be written as (7). Consequently, maximizing ‖E [f(X)|Y )] ‖ is equivalent to minimizing
the MMSE in (15).
• (1) ⇐⇒ (4). Let f ∈ L2(pX) and g ∈ L2(pY ). Define the column-vectors f , (f(1), . . . , f(m))T
and g , (g(1), . . . , g(n))T . Then
E [f(X)g(Y )] = fTPg
and
f
T
DX f = g
T
DY g = 1.
For Q = UΣVT given in Definition 2, put u , UTD
1/2
X f and v , VD
1/2
Y g. Then ‖u‖2= ‖v‖2= 1,
and
E [f(X)g(Y )] = uTΣv.
The result then follows directly from the variational characterization of singular values [24, Theorem
7.3.8].
Assuming unique PICs, note that the column-vectors (f0, f1, . . . , fd) corresponding to the functions
(f0, f1, . . . , fd) are the first d + 1 columns of D
−1/2
X U, and the column-vectors (g0,g1, . . . ,gd)
corresponding to the functions (g0, g1, . . . , gd) are the first d + 1 of D
−1/2
Y V. In addition, let
zk ∈ Rn be the column vector with entries E [fk(X)|Y = j]. Then
zk = f
T
PD
−1
Y = f
T
k D
1/2
X UΣV
T
D
−1/2
Y =
√
λk(X; Y )gk,
so λk(X; Y ) = ‖E [fk(X)|Y ] ‖22 and once again we find gk(Y ) = E[fk(X)|Y ]‖E[fk(X)|Y ]‖2 .
The previous theorem provides different operational characterization of the PICs. Characterization
(1), presented in Definition 1 implies that the principal functions of X and Y are the solution to the
following problem: Consider two parties, namely Alice and Bob, where Alice has access to an observation
of X and Bob has access to an observation Y . Alice and Bob’s goal is to produce zero-mean, unit
variance functions f(X) and g(Y ), respectively, that maximizes the correlation E [f(X)g(Y )] without
any additional information beyond their respective observations of X and Y . The optimal choice of
functions is f1 and g1, given in the theorem. Moreover,
λ1(X;Y ) = ρm(X;Y )
2.
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Characterization (3) above proves that the PICs are the solution to another related question: Given a
noisy observation Y of a hidden variable X, what is the unit-variance, zero-mean function of X that
can be estimated with the smallest mean-squared error? It follows directly from (15) that the function
is f1(X), and the minimum MMSE is 1 − λ1(X;Y ). Indeed, since they are orthonormal, the principal
functions form a basis for the zero-mean functions in L2(pX) (we revisit this point in the Section 6).
Characterization (4) lends itself to the geometric interpretation discussed in Section 2.1.
The next result states the well-known tensorization property the PICs between sequences of inde-
pendent random variables (e.g. [23,32,65]). We present a proof of the discrete case here for the sake of
completeness.
Lemma 1. Let (X1, Y1) ⊥ (X2, Y2), d1 = min{|X1|, |Y1|} − 1 < ∞ and d2 = min{|X2|, |Y2|} − 1 < ∞.
Then the PICs of p(X1,X2),(Y1,Y2) are λi(X1, Y1)λj(X2, Y2) for (i, j) ∈ [0, d1]× [0, d2], where λ0(X1, Y1) =
λ0(X2, Y2) = 1. Furthermore, denoting the principal functions (X1, Y1) by fi and of (X2, Y2) by f˜j , then
the principal functions of p(X1,X2),(Y1,Y2) are of the form (x1, x2) 7→ fi(x1)f˜j(x2). In particular
λ1((X1, X2); (Y1, Y2)) = max{λ1(X1; Y1), λ1(X2;Y2)}.
Proof. Let [Q1]i,j =
pX1,Y1 (i,j)√
pX1 (i)pY1 (j)
and [Q2]i,j =
pX2,Y2 (i,j)√
pX2 (i)pY2 (j)
. Denoting by Q the decomposition in
Definition 1 of p(X1,X2),(Y1,Y2) then, from the independence assumption, Q = Q1 ⊗Q2, where ⊗ is the
Kronecker product. The result follows directly from the fact that the singular values of the Kronecker
product of two matrices are the Kronecker product of the singular values (and equivalently for the singular
vectors) [66, Theorem 4.2.15].
2.3 k-correlation
In this section we introduce the k-correlation Jk(X;Y ) between two random variables, which is equivalent
to the sum of the k largest PICs. We prove that k-correlation is convex in pY |X and satisfies the DPI.
Definition 3. We define the k-correlation between X and Y as
Jk(X;Y ) ,
k∑
i=1
λi(X; Y ). (18)
For finite X and Y, the k-correlation is given by
Jk(X; Y ) , ‖QQT ‖k−1. (19)
Note that
J1(X; Y ) = ρm(X;Y )2,
and for finite X and Y, d = min{|X |, |Y|} − 1,
Jd(X;Y ) = E
[
pX,Y (X,Y )
pX(X)pY (Y )
]
− 1 = χ2(X; Y ).
We demonstrate next that k-correlation and, consequently, maximal correlation, is convex in pY |X for
a fixed pX and satisfies a form of the DPI, i.e. if X → Y → Z, then Jk(X; Y ) ≤ Jk(X;Z). These results
hold for both discrete and continuous random variables (under appropriate compactness assumptions),
Theorem 2. For a fixed pX , Jk(X; Y ) is convex in pY |X .
Proof. First note that ‖E [f(X)|Y ] ‖22 is convex pX,Y , since for any U → (X,Y )
EY
[(
EX|Y [f(X)|Y ]
)2]
= EY
[(
EU|Y
[
EX|Y,U [f(X)|Y, U ]
])2]
≤ EY
[
EU|Y
[(
EX|Y,U [f(X)|Y,U ]
)2]]
= EU
[
EY |U
[(
EX|Y,U [f(X)|Y,U ]
)2]]
,
where the inequality follows from Jensen’s inequality. Consequently, for any {f1, . . . , fk} ⊆ L2(pX),∑k
i=1‖E [fi(X)|Y ] ‖22 is convex in pX,Y and thus, for a fixed pX , convex in pY |X . From Theorem 1 and
the Poincare´ separation theorem [24, Corollary 4.3.16]
k∑
i=1
λi(X;Y ) = max
{fi}
k
i=1⊆L2(pX )
fi⊥fj,i6=j
E[fi]=0
k∑
i=1
‖E [fi(X)|Y ] ‖22.
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Since the pointwise supremum of convex functions is convex [67, Sec 3.2.3], it follows that for fixed pX
Jk(X;Y ) is convex in pY |X .
The following lemma will be used to prove that the PICs satisfy the DPI.
Lemma 2 (DPI for MMSE). For X → Y → Z and any f ∈ L2(pX), E [f(X)] = 0,
‖E [f(X)|Z] ‖22≤ λ1(Y ;Z)‖E [f(X)|Y ] ‖22. (20)
Consequently, mmse(f(X)|Y ) ≤ mmse(f(X)|Z).
Proof. The proof is in Appendix A.
Lemma 2 leads to the following theorem.
Theorem 3 (DPI for the PICs). Assume that X → Y → Z. Then λk(X;Z) ≤ λ1(Y ;Z)λk(X;Y ) for
all k.
Proof. A direct consequence of Theorem 1 is that for any two random variables X,Y
λk(X; Y ) = min
{fi}
k
i=1
⊆L2(pX)
max
f∈L2(pX )
E[f(X)fi(X)]=0
‖E [f(X)|Y ] ‖22,
and equivalently for λk(X;Z). The result then follows directly from (20).
The next corollary is a direct consequence of the previous theorem.
Corollary 1. For X → Y → Z forming a Markov chain, Jk(X;Z) ≤ λ1(Y ;Z)Jk(X;Y ).
Remark 1. The data processing result in Theorem 3 and the previous corollary was proved by Kang
and Ulukus in [41, Theorem 2] and applied to problems in distributed source and channel coding, even
though they do not make the explicit connection with maximal correlation and PICs. A weaker form
of Theorem 3 can be derived using a clustering result presented in [11, Sec. 7.5.4] and originally due to
Deniau et al. [68]. We use a different proof technique from the one in [11, Sec. 7.5.4] and [41, Theorem
2] to show result stated in the theorem, and present the proof here for completeness. Finally, a related
data processing result was stated in [33].
In the next three sections of the paper, we demonstrate the fundamental role of PICs in problems in
information theory, estimation theory, and privacy.
3 Applications of the Principal Inertia Components to In-
formation Theory
In this section, we present results that connect the PICs with other information-theoretic metrics. As
seen in Section 2, the distribution of the vectors pY |X in the simplex or, equivalently, the PICs of the
joint distribution of X and Y , are inherently connected to how an observation of Y is statistically related
to X. In this section, we explore this connection within an information theoretic framework. We show
that, under certain assumptions, the PICs play an important part in estimating a one-bit function of
X, namely b(X) where b : X → {0, 1}, given an observation of Y : they can be understood as the
singular values (or filter coefficients) in the linear transformation of pb(X)|X into pb(X)|Y determined by
the channel transition matrix. Alternatively, the PICs can bear an interpretation as the transform of
the distribution of the noise in certain additive-noise channels, in particular when X and Y are binary
strings. We also show that maximizing the PICs is equivalent to maximizing the first-order term of the
Taylor series expansion of certain convex dependence measures between b(X) and Y . We conjecture
that, for symmetric distributions of X and Y and a given upper bound on the value of the largest PIC,
I(b(X);Y ) is maximized when all the principal inertia components have the same value as the largest
principal inertia component. For uniformly distributed X and Y , this is equivalent to Y being the result
of passing X through a q-ary symmetric channel. This conjecture, if proven, would imply the conjecture
made by Kumar and Courtade in [17].
Finally, we study the Markov chain B → X → Y → B̂, where B and B̂ are binary random variables,
and the role of the principal inertia components in characterizing the relation between B and B̂. We
show that this relation is linked to solving a non-linear maximization problem, which, in turn, can be
solved when B̂ is an unbiased estimate of B (i.e. E [B] = E[B̂]), the joint distribution of X and Y is
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symmetric and Pr{B = B̂ = 0} ≥ E [B]2. We illustrate this result for the setting where X is a binary
string and Y is the result of sending X through a memoryless binary symmetric channel. We note that
this is a similar setting to the one considered by Anantharam et al. in [47].
The rest of the section is organized as follows. Section 3.1 introduces the notion of conforming
distributions and ancillary results. Section 3.2 presents results concerning the role of the PICs in inferring
one-bit functions of X from an observation of Y and in the transformation of pX into pY in certain
symmetric settings. We argue that, in such settings, the PICs can be viewed as singular values (filter
coefficients) in a linear transformation. In particular, results for binary channels with additive noise are
derived using techniques inspired by Fourier analysis of Boolean functions. Furthermore, Section 3.2 also
introduces a conjecture that encompasses the one made by Kumar and Courtade in [17]. Finally, Section
3.6 provides further evidence for this conjecture by investigating the Markov chain B → X → Y → B̂
where B and B̂ are binary random variables. Throughout this section we assume X and Y are discrete
random variables defined over a finite support set.
3.1 Conforming distributions
In this section we shall focus on probability distributions that meet the following definition.
Definition 4. A joint distribution pX,Y is said to be conforming if the corresponding matrix P satisfies
P = PT and P is positive-semidefinite.
Conforming distributions are particularly interesting since they are closely related to symmetric chan-
nels1. In addition, if a joint distribution is conforming, then its eigenvalues are equal to (the square root
of) its PICs when its marginal distributions are identical. We shall illustrate this relation in the following
two lemmas and in Section 3.2.
Remark 2. If X and Y have a conforming joint distribution, then they have the same marginal distri-
bution. Consequently, D , DX = DY , and P = D
1/2UΣUTD1/2 (cf. Definition 2 for notation).
Lemma 3. If P is conforming, then the corresponding conditional distribution matrix PY |X is positive
semi-definite. Furthermore, for any symmetric channel PY |X = P
T
Y |X , there is an input distribution
pX (namely, the uniform distribution) such that the PICs of P = DXPY |X correspond to the square
of the eigenvalues of PY |X . In this case, if PY |X is also positive-semidefinite, then the resulting P is
conforming.
Proof. LetP be conforming and X = Y = [m]. ThenPY |X = D−1/2UΣUTD1/2 =
(
D−1/2U
)
Σ
(
D−1/2U
)−1
.
It follows that diag (Σ) are the eigenvalues of PY |X , and, consequently, PY |X is positive semi-definite.
Now let PY |X = P
T
Y |X = UΛU
T . The entries of Λ here are the eigenvalues of PY |X and not
necessarily positive. SincePY |X is symmetric, it is also doubly stochastic, and forX uniformly distributed
Y is also uniformly distributed. Thus, the resulting joint distribution matrix P is symmetric, and
P = UΛUT /m. It follows directly that the principal inertia components of P are the diagonal entries of
Λ2, and if PY |X is positive-semidefinite then P is conforming.
The q-ary symmetric channel, defined below, is of particular interest to some of the results derived
in the following subsections.
Definition 5. The q-ary symmetric channel with crossover probability ǫ ≤ 1 − q−1, also denoted as
(ǫ, q)-SC, is defined as the channel with input X and output Y where X = Y = [q] and
pY |X(y|x) =
1− ǫ if x = yǫ
q − 1 if x 6= y.
In the rest of this section, we assume that X and Y have a conforming joint distribution matrix with
X = Y = [q] and PICs λk(X;Y ) = σ2k for k ∈ [d − 1]. The following lemma shows that a conforming
P with uniform marginals can be transformed into the joint distribution of a q-ary symmetric channel
with input distribution pX by setting σ
2
1 = σ
2
2 = · · · = σ2q−1, i.e. making all principal inertia components
equal to the largest one.
1We say that a channel is symmetric if PY |X = P
T
Y |X
.
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Lemma 4. Let P be a conforming joint distribution matrix of X and Y , with X = Y = [q], P =
D1/2UΣUTD1/2, where D = DX and Σ = diag (1, σ1, . . . , σd). For Σ˜ = diag (1, σ1, . . . , σ1), let X and
Y˜ have joint distribution P˜ = D1/2UΣ˜U
T
D1/2. Then, Y˜ is output of a channel with input X and
probability transition matrix
PY˜ |X = σ1I+ (1− σ1)1pTX . (21)
In particular, if X is uniform, Y˜ is the output of an (ǫ, q)-SC with input X, where
ǫ =
(q − 1)(1− ρm(X; Y ))
q
. (22)
Proof. The first column of U is p
1/2
X . Therefore
P˜ = D1/2UΣ˜U
T
D
1/2
= σ1D+ (1− σ1)pXpTX . (23)
By left multiplying P˜ by D−1, we obtain the channel transition matrix given in (21).
Remark 3. For X, Y and Y˜ given in the previous lemma, a natural question that arises is whether
Y is a degraded version of Y˜ , i.e. X → Y˜ → Y . Unfortunately, this is not true in general, since the
matrix UΣ˜−1ΣUT does not necessarily contain only positive entries, although it is doubly-stochastic.
However, since the PICs of X and Y˜ upper bound the PICs of X and Y , it is natural to expect that, at
least in some sense, Y˜ is more informative about X than Y . This intuition is indeed correct for certain
estimation problems where a one-bit function of X is to be inferred from a single observation Y or Y˜ ,
and will be investigated in the next subsection. In addition, using the characterization of the PICs in
Theorem 1, it follows that any function of X can be inferred with smaller MMSE from Y˜ than from Y .
Consequently, even if, for example I(X; Y˜ ) ≤ I(X;Y ), any function of X can be estimated with smaller
MMSE for Y˜ than from Y .
3.2 One-bit Functions and Channel Transformations
Let B → X → Y , where B is a binary random variable. When X and Y have a conforming probability
distribution, the PICs of X and Y have a particularly interesting interpretation: they can be understood
as the filter coefficients in a linear transformation from pB|X into pB|Y , as we explain next. Consider the
joint distribution of B and Y , denoted here by B, given by
B , [x 1− x]TP = [x 1− x]TPX|YDY = [y 1− y]TDY , (24)
where x ∈ Rm and y ∈ Rn are column-vectors with entries xi = pB|X(0|i) and yj = pB|Y (0|j). In
particular, if B is a deterministic function of X, x ∈ {0, 1}m.
If P is conforming and X = Y = [m], then P = D1/2UΣUTD1/2, where D = DX = DY . Assuming
D fixed, the joint distribution B is entirely specified by the linear transformation of x into y. Denoting
T , UTD1/2, this transformation is done in three steps:
1. (Linear transform) x̂ , Tx,
2. (Filter) ŷ , Σx̂, where the diagonal of Σ2 are the PICs of X and Y ,
3. (Inverse transform) y = T−1ŷ.
Note that x̂1 = ŷ1 = 1 − E [B] and ŷ = Ty. Consequently, the PICs of X and Y correspond to the
singular values (or filter coefficients) of the linear transformation of pB|X(0|·) into pB|Y (0|·).
A similar interpretation can be made for symmetric channels, where PY |X = P
T
Y |X = UΛU
T and
PY |X acts as the matrix of the linear transformation of pX into pY . Note that pY = PY |XpX , and,
consequently, pX is transformed into pY in the same three steps as before:
1. (Linear transform) p̂X = U
TpX ,
2. (Filter) p̂Y , Λp̂X , where the diagonal of Λ
2 is the PICs of X and Y in the particular case when
X is uniformly distributed (Lemma 3),
3. (Inverse transform) pY = Up̂Y .
From this perspective, the vector z = UΛ1m−1/2 can be understood as a proxy for the noise effect of
the channel. Note that
∑
i zi = 1. However, the entries of z are not necessarily positive, and z might
not be a probability distribution.
We now illustrate these ideas by investigating binary channels with additive noise in the next section,
where T will correspond to the well-known Walsh-Hadamard transform matrix.
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3.3 Example: Binary Additive Noise Channels
In this example, let Xn,Yn ⊆ {−1, 1}n be the support sets of Xn and Y n, respectively. We define two
sets of channels that maps Xn to Y n. In each set definition, we assume the conditions for pY n|Xn to be
a valid probability distribution (i.e. non-negativity and unit sum).
Definition 6. The set of parity-changing channels of block-length n, denoted by An, is defined as:
An ,
{
pY n|Xn | ∀S ⊆ [n], ∃cS ∈ [−1, 1] s.t. E [χS(Y n)|Xn] = cSχS(Xn)
}
, (25)
where χS(·) is defined in (9). The set of all binary additive noise channels is given by
Bn ,
{
pY n|Xn | ∃Zn s.t. Y n = Xn ⊕ Zn, supp(Zn) ⊆ {−1, 1}n, Zn ⊥ Xn
}
. (26)
The definition of parity-changing channels is inspired by results from the literature on Fourier analysis
of Boolean functions. For an overview of the topic we refer the reader to the survey [69]. The set of
binary additive noise channels, in turn, is widely used in the information theory literature. The following
lemma shows that both characterizations are equivalent.
Lemma 5. For An and Bn given in (25) and (26), respectively, An = Bn.
Proof. The proof is in Appendix B.
The previous theorem suggests that there is a correspondence between the coefficients cS in (25) and
the distribution of the additive noise Zn in the definition of Bn. The next result shows that this is indeed
the case and, when Xn is uniformly distributed, the coefficients c2S correspond to the PICs of X
n and
Y n.
Theorem 4. Let pY n|Xn ∈ Bn, and Xn ∼ pXn . Then PXn,Y n = DXnH2nΛH2n , where Hl is the l × l
normalized Hadamard matrix2 (hence H2l = I). Furthermore, for Z
n ∼ pZn , diag (Λ) = 2n/2H2npZn ,
and the diagonal entries of Λ are equal to cS in (25). Finally, if X is uniformly distributed, then c
2
S are
the principal inertia components of Xn and Y n.
Proof. Let pY n|Xn ∈ An be given. From Lemma 5 and the definition of An, it follows that χS(Y n) is a
right eigenvector of pY n|Xn with corresponding eigenvalue cS . Since χS(Y
n)2−n/2 corresponds to a row
of H2n for each S (due to the Kronecker product construction of the Hadamard matrix) and H22n = I,
then PXn,Y n = DXnH2nΛH2n . Finally, note that p
T
Z = 2
−n/21TΛH2n . From Lemma 3, it follows that
c2S are the PICs of X
n and Y n if Xn is uniformly distributed.
Remark 4. Theorem 4 suggests that one possible method for estimating the distribution of the additive
binary noise Zn is to estimate its effect on the parity bits of Xn and Y n. In this case, we are estimating
the coefficients aS of the Walsh-Hadamard transform of pZn . This approach was studied by Raginsky et
al. in [70] and in other learning literature (see [71] and the references therein).
Theorem 4 illustrates the filtering role of the principal inertia components (discussed in Section 3.2)
in binary additive noise channels. If Xn is uniform, then the vector of conditional probabilities pX is
transformed into the vector of a posteriori probabilities pY by: (i) taking the Hadamard transform of pX ,
(ii) filtering the transformed vector according to the coefficients cS (these coefficients have a one-to-one
mapping to the entries of the vector resulting from the Hadamard transform of pZ), and (iii) taking the
inverse Hadamard transform to recover pY .
2We define the normalized Hadamard matrix H2k as H1 , [1],
H2 ,
1√
2
[
1 1
1 −1
]
,
and H2k , H2 ⊗H2k−1 .
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3.4 Quantifying the Information of a Boolean Function of the Input of
a Noisy Channel
We now investigate the connection between the PICs and f -information (cf. Eq. (11)) in the context
of one-bit functions of X. Recall from the discussion in the beginning of this section and, in particular,
equation (24), that for a binary B and B → X → Y , the distribution of B and Y is entirely specified by
the transformation of x into y, where x and y are vectors with entries equal to pB|X(0|·) and pB|Y (0|·),
respectively.
For E [B] = 1− a, the f -information between B and Y is given by (cf. (11))
If (B;Y ) = E
[
af
(
pB(0|Y )
a
)
+ (1− a)f
(
1− pB(0|Y )
1− a
)]
.
For 0 ≤ r, s ≤ 1, and since f is smooth with f(1) = 0, we can expand f ( r
s
)
around 1 as
f
(r
s
)
=
∞∑
k=1
f (k)(1)
k!
(r − s
r
)k
.
Denoting
ck(α) ,
1
ak−1
+
(−1)k
(1− a)k−1 ,
the f -information can then be expressed as
If (B;Y ) =
∞∑
k=2
f (k)(1)ck(a)
k!
E
[
(pB(0|Y )− a)k
]
. (27)
Similarly to [25, Chapter 4], for a fixed E [B] = 1− a, maximizing the PICs of X and Y will always
maximize the first term in the expansion (27). To see why this is the case, observe that
E
[
(pB|Y (0|Y )− a)2
]
= (y − a)TDY (y− a)
= yTDY y − a2
= xTD
1/2
X UΣ
2
U
T
D
1/2
X x− a2. (28)
For a fixed a and any x such that xT1 = a, (28) is non-decreasing in the diagonal entries of Σ2 which, in
turn, are exactly the PICs of X and Y . Equivalently, (28) is non-decreasing in the χ2-divergence between
pX,Y and pXpY .
However, we do note that increasing the PICs does not increase the f -information between B and Y
in general. Indeed, for a fixed U, V and marginal distributions of X and Y , increasing the PICs might
not even lead to a valid probability distribution matrix P.
Nevertheless, if P is conforming and X and Y are uniformly distributed over [q], as shown in Lemma
4, by increasing the PICs we can define a new random variable Y˜ that results from sending X through
a (ǫ, q)-SC, where ǫ is given in (22). In this case, the f -information between B and Y has a simple
expression when B is a function of X.
Lemma 6. Let B → X → Y˜ , where B = b(X) for some b : [q] → {0, 1}, E [B] = 1 − a where aq is
an integer, X is uniformly distributed in [q] and Y˜ is the result of passing X through a (ǫ, q)-SC with
ǫ ≤ (q − 1)/q. Then
If (B; Y˜ ) = a
2f (1 + σ1c) + 2a(1− a)f (1− σ1) + (1− a)2f
(
1 + σ1c
−1) (29)
where σ1 = ρm(X; Y˜ ) = 1 − ǫq(q − 1)−1 and c , (1 − a)a−1. In particular, for f(x) = x log x, then
If (X; Y˜ ) = I(X; Y˜ ), and for σ1 = 1− 2δ
I(B; Y˜ ) = hb(a)− αhb (2δ(1− a))− (1− a)hb(2δa) (30)
≤ 1− hb(δ). (31)
where hb(·) is the binary entropy function, defined in (2).
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Proof. Since B is a deterministic function of X and aq is an integer, x is a vector with aq entries equal
to 1 and (1− a)q entries equal to 0. It follows from (23) that
If (B; Y˜ ) =
1
q
q∑
i=1
af
(
(1− σ1)a+ xiσ1
a
)
+ (1− a)f
(
1− (1− σ1)a− xiσi
1− a
)
=a2f
(
1 + σ1
1− a
a
)
+ 2a(1− a)f (1− σ1) + (1− a)2f
(
1 + σ1
a
1− a
)
.
Letting f(x) = x log x, (30) follows immediately. Since (30) is concave in a and symmetric around
a = 1/2, it is maximized at a = 1/2, resulting in (31).
3.5 On the “Most Informative Bit”
We now return to channels with additive binary noise, analyzed in Section 3.3. Let Xn be a uniformly
distributed binary string of length n (X = {−1, 1}) and Y n be the result of passing Xn through a mem-
oryless binary symmetric channel with crossover probability δ ≤ 1/2. Kumar and Courtade conjectured
[17] that for all binary B and B → Xn → Y n we have
I(B;Y n) ≤ 1− hb(δ). (conjecture) (32)
It is sufficient to consider B a function of Xn, denoted by B = b(Xn), b : {−1, 1}n → {0, 1}, and we
make this assumption henceforth.
From the discussion in Section 3.3, for the memoryless binary symmetric channel Y n = Xn ⊕ Zn,
where Zn is an i.i.d. string with Pr{Zi = 1} = 1− δ, and any S ∈ [n],
E [χS(Y
n)|Xn] = χS(Xn) (Pr {χS(Zn) = 1} − Pr {χS(Zn) = −1})
= χS(X
n) (2Pr {χS(Zn) = 1} − 1)
= χS(X
n)(1− 2δ)|S|.
It follows directly that cS = (1 − 2δ)|S| for all S ⊆ [n]. Consequently, from Theorem 4, the principal
inertia components of Xn and Y n are of the form (1−2δ)2|S| for some S ⊆ [n]. Observe that the principal
inertia components act, broadly speaking, as a low pass filter on the vector of conditional probabilities
x given in (24), since it attenuates the high order interaction terms in the Walsh-Hadamard transform
of x.
Can the noise distribution be modified so that the principal inertia components act as an all-pass
filter? More specifically, what happens when Y˜ n = Xn⊕W n, whereW n is such that the principal inertia
components between Xn and Y˜ n satisfy σi = 1− 2δ? Then, from Lemma 4, Y˜ n is the result of sending
Xn through a (ǫ, 2n)-SC with ǫ = 2δ(1− 2−n). Therefore, from (31),
I(B; Y˜ n) ≤ 1− hb(δ).
For any function b : {−1, 1}n → {0, 1} such that B = b(Xn), from standard results in Fourier analysis
of Boolean functions [69, Prop. 1.1], b(Xn) can be expanded as
b(Xn) =
∑
S⊆[n]
βSχS(X
n).
The value of B is uniquely determined by the action of b on χS(X
n). Consequently, for a fixed function
b, one could expect that Y˜ n should be more informative about B than Y n, since the parity bits χS(X
n)
are more reliably estimated from Y˜ n than from Y n. Indeed, the memoryless binary symmetric channel
attenuates χS(X
n) exponentially in |S|, acting (as argued previously) as a low-pass filter. In addition,
if one could prove that for any fixed b the inequality I(B;Y n) ≤ I(B; Y˜ n) holds, then (32) would be
proven true. This motivates the following conjecture.
Conjecture 1. For all b : {−1, 1}n → {0, 1} and B = b(Xn)
I(B;Y n) ≤ I(B; Y˜ n).
We note that Conjecture 1 is false if B is not a deterministic function of Xn. In the next section,
we provide further evidence for this conjecture by investigating information metrics between B and an
estimate B̂ derived from Y n.
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3.6 One-bit Estimators
Let B → X → Y → B̂, where B and B̂ are binary random variables with E [B] = 1−a and E[B̂] = 1− b.
Again, we let x ∈ Rm and y ∈ Rn be the column vectors with entries xi = pB|X(0|i) and yj = pB̂|Y (0|j).
The joint distribution matrix of B and B̂ is given by
PB,B̂ =
(
z a− z
b− z 1− a− b+ z
)
, (33)
where z = xTPy = Pr{B = B̂ = 0}. For fixed values of a and b, the joint distribution of B and B̂ only
depends on z.
Let f : P2×2 → R, and, with a slight abuse of notation, we also denote f as a function of the entries
of the 2 × 2 matrix as f(a, b, z). If f is convex in z for a fixed a and b, then f is maximized at one
of the extreme values of z. Examples of such functions f include mutual information and expected
error probability. Therefore, characterizing the maximum and minimum values of z is equivalent to
characterizing the maximum value of f over all possible mappings X → B and Y → B̂. This leads to
the following definition.
Definition 7. For a fixed P and given E [B] = 1 − a and E[B̂] = 1 − b, the minimum and maximum
values of z over all possible mappings X → B and Y → B̂ are defined as
z∗l (a, b,P) , min
x∈Cm(a,PT )
y∈Cn(b,P)
x
T
Py and z∗u(a, b,P) , max
x∈Cm(a,PT )
y∈Cn(b,P)
x
T
Py,
respectively, and Cn(a,P) is defined in (8).
The next lemma provides a simple upper-bound for z∗u(a, b,P) in terms of the largest principal inertia
components or, equivalently, the maximal correlation between X and Y .
Lemma 7. z∗u(a, b,P) ≤ ab+ ρm(X;Y )
√
a(1− a)b(1− b).
Proof. The proof is in Appendix B.
Remark 5. An analogous result was derived by Witsenhausen [32, Thm. 2] for bounding the probability
of agreement of a common bit derived from two correlated sources.
We will focus in the rest of this section on functions and corresponding estimators that are (i) unbiased
(a = b) and (ii) satisfy z = Pr{Bˆ = B = 0} ≥ a2. The set of all such mappings is given by
H(a,P) ,
{
(x,y) | x ∈ Cm(a,PT ),y ∈ Cn(a,P),xTPy ≥ a2
}
.
The next results provide upper and lower bounds on z for the mappings in H(a,P).
Lemma 8. Let 0 ≤ a ≤ 1/2 and P be fixed. For any (x,y) ∈ H(a,P)
a2 ≤ z ≤ a2 + ρm(X; Y )a(1− a), (34)
where z = xTPy.
Proof. The lower bound for z follows directly from the definition of H(a,P), and the upper bound follows
from Lemma 7.
The previous lemma allows us to provide an upper bound over the mappings in H(a,P) for the
f -information between B and B̂ when If is non-negative.
Theorem 5. For any non-negative If and fixed a and P,
sup
(x,y)∈H(a,P)
If (B; Bˆ) ≤ a2f (1 + σ1c) + 2a(1− a)f (1− σ1) + (1− a)2f
(
1 + σ1c
−1) (35)
where here σ1 = ρm(X; Y˜ ) and c , (1− a)a−1. In particular, for a = 1/2,
sup
(x,y)∈H(1/2,P)
If (B; Bˆ) ≤ 1
2
(f(1− σ1) + f(1 + σ1)) . (36)
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Proof. Using the matrix form of the joint distribution between B and B̂ given in (33), for E [B] =
E
[
B̂
]
= 1− a, the f information is given by
If (B; Bˆ) = a
2f
( z
a2
)
+ 2a(1− a)f
(
a− z
a(1− a)
)
+ (1− a)2f
(
1− 2a+ z
(1− a)2
)
. (37)
Consequently, (37) is convex in z. For (x,y) ∈ H(a,P), it follows from Lemma 8 that z is restricted to
the interval in (34). Since If (B; Bˆ) is non-negative by assumption, If (B; Bˆ) = 0 for z = a
2 and (37) is
convex in z, then If (B; Bˆ) is non-decreasing in z for z in (34). Substituting z = a
2 + ρm(X;Y )a(1− a)
in (37), inequality (35) follows.
Remark 6. Note that the right-hand side of (35) matches the right-hand side of (29), and provides
further evidence for Conjecture 1 by demonstrating that the conjecture holds for the specific case when
B → X → Y → Bˆ and E [B] = E[Bˆ]. Moreover, this result indicates that, for conforming probability
distributions, the information between a binary function and its corresponding unbiased estimate is
maximized when all the PICs have the same value.
Following the same approach from Lemma 6, we find the next bound for the mutual information
between B and B̂.
Corollary 2. For 0 ≤ a ≤ 1 and ρm(X;Y ) = 1− 2δ
sup
(pB|X ,pB̂|Y )∈H(a,P)
I(B; Bˆ) ≤ 1− hb(δ).
We provide next a few application examples for the results derived in this section.
Example 1 (Memoryless Binary Symmetric Channels with Uniform Inputs). We turn our attention back
to the setting considered in Section 3.3. Let Y n be the result of passing Xn through a memoryless binary
symmetric channel with crossover probability δ, Xn uniformly distributed, and B → Xn → Y n → B̂.
Then ρm(X
n;Y n) = 1− 2δ and, from (40), when E [B] = 1/2,
Pr{B 6= B̂} ≥ δ.
Consequently, inferring any unbiased one-bit function of the input of a binary symmetric channel is at
least as hard (in terms of error probability) as inferring a single output from a single input.
Using the result from Corollary 2, it follows that when E [B] = E
[
B̂
]
= a and Pr{B = B̂ = 0} ≥ a2,
then
I(B; B̂) ≤ 1− hb(δ). (38)
Remark 7. Anantharam et al. presented in [47] a computer aided proof that the upper bound (38)
holds for any B → Xn → Y n → B̂. Nevertheless, we highlight that the methods introduced here allowed
an analytical derivation of (38) for unbiased estimators.
Example 2 (Lower Bounding the Estimation Error Probability). For z given in (33), the average
estimation error probability is given by Pr{B 6= B̂} = a+ b − 2z, which is a convex (linear) function of
z. If a and b are fixed, then the error probability is minimized when z is maximized. Therefore
Pr{B 6= B̂} ≥ a+ b− 2z∗u(a, b).
Using the bound from Lemma 7, it follows that
Pr{B 6= B̂} ≥ a+ b− 2ab− 2ρm(X;Y )
√
a(1− a)b(1− b). (39)
The bound (39) is exactly the bound derived by Witsenhausen in [32, Thm 2.]. Furthermore, minimizing
the right-hand side of (39) over 0 ≤ b ≤ 1/2, we arrive at
Pr{B 6= B̂} ≥ 1
2
(
1−
√
1− 4a(1− a)(1− ρm(X; Y )2)
)
. (40)
This result suggests that the PICs are particularly useful for deriving bounds on error probability. We
explore this fact in the next section, and show that (40) is a particular form of a more general bound
derived in Theorem 6.
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4 Application to Estimation: Bounds on Error Probability
In this section we derive lower bounds on error-probability based on the PICs (cf. section 2). Before
presenting these bounds, we discuss the general approach used for deriving lower bounds, which can be
extended to other measures of dependence. This approach is particularly useful for proving information-
theoretic security and privacy guarantees.
Recall the central estimation-theoretic problem: Given an observation of a random variable Y , what
can we learn about a correlated, hidden variable X? Such questions are relevant for different application
areas. For example, in a symmetric-key encryption setup, X can be the plaintext message, and Y
the ciphertext and any additional side information available to an adversary. If there is an encryption
mechanism in place that guarantees that the mutual information between an individual symbol of the
plaintext X and a cipheretext Y is at most 0.01 bits [72], how well can an adversary guess individual
symbols of X? How does this result depend on the distribution of the plaintext source? Are there other
information measures besides mutual information for deriving such bounds on estimation?
If the joint distribution between X and Y is known, the probability of error of estimating X given an
observation of Y can be calculated exactly. However, in most practical settings, this joint distribution is
unknown. Nevertheless, it may be possible to estimate certain correlation (dependence) measure of X
and Y reliably, such as maximal correlation, χ2 or mutual information. In general, we will denote this
measure as I(X; Y ).
Given an upper bound θ on a certain dependence measure I, i.e. I(X; Y ) ≤ θ, is it possible to
determine a lower bound for the average error of estimating X from Y over all possible estimators?
We answer this question in the affirmative. In particular, the problem of computing such a bound
for a given distribution pX and θ is equivalent to computing a distortion-rate function, presented in
Definition 9. When the estimation metric is error probability, we call the corresponding distortion-
rate function the error-rate function, denoted by eI(pX , θ) and given in Definition 10. In the context of
security and privacy, this bound characterizes the best estimation of the plaintext that a (computationally
unbounded) adversary can make given an observation of the output of the system in terms of the statistic
of the distribution of the input and output. This allows, for example, guarantees on correlation measures
frequently used in security and privacy settings to be translated into bounds on the estimation error.
Recall that X and Y are discrete random variables with support X = [m] and Y = [n], and, con-
sequently, the joint pmf pX,Y can be displayed as the entries of a matrix P ∈ Rm×n, where [P]i,j =
pX,Y (i, j). The problem of determining the estimator Xˆ of X given an observation of Y then reduces to
finding a row-stochastic matrix PXˆ|Y ∈ Rn×m that is the solution of
Pe(X|Y ) = min
P
Xˆ|Y
1− tr
(
P×PXˆ|Y
)
. (41)
Note that the previous minimization is a linear program, and by taking its dual the reader can verify
that the optimal PXˆ|Y is the maximum a posteriori (MAP) estimator, as expected.
We highlight again that in applications the joint distribution matrix P may not be known exactly –
only a given dependence measure I(pX,Y ) may be known. Equation (41) hints that dependence measures
that depend on the spectrum of P may lead to sharp lower bounds for error probability. Indeed, the trace
of the product of two matrices is closely related to their spectra (cf. Von Neumman’s trace inequality
[24, Thm. 7.4.1.1]). This motivates the following question: Are there information measures that capture
the spectrum of a joint distribution matrix P? This naturally leads to the consideration of measures
of dependence and lower bounds on estimation error based on the PICs. These bounds are derived in
Section 4.2, but we first provide an overview of our approach in Section 4.1.
Owing to the nature of the joint distribution, it may be infeasible to estimate X from Y with small
estimation error. It is, however, possible that a non-trivial function f(X) exists that is of interest
to a learner and can be estimated reliably from Y . If f is the identity function, this reduces to the
standard problem of estimating X from Y . Determining if such a function exists is relevant to several
applications in learning, privacy, security and information theory. In particular, this setting is related to
the information bottleneck method [73] and functional compression [44], where the goal is to compress
X into Y such that Y still preserves information about f(X).
For most security applications, minimizing the average error of estimating a hidden variableX from an
observation of Y is insufficient. As argued in [59], cryptographic definitions of security, and in particular
semantic security [74], require that an adversary has negligible advantage in guessing any function of the
input given an observation of the output. In light of this, we present bounds for the best possible average
error achievable for estimating functions of X given an observation of Y .
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Assuming that pX,Y is unknown, pX is given and a bound I(X;Y ) ≤ θ is known (where I is not
restricted to being mutual information), we present in Theorem 8 a method for adapting bounds for error
probability into bounds for the average estimation error of functions of X given Y . This method depends
on a few technical assumptions on the dependence measure (stated in Definition 8 and in Theorem 8),
foremost of which is the existence of a lower bound for the error-rate function that is Schur-concave3 in
pX for a fixed θ. Theorem 8 then states that, under these assumptions, for any deterministic, surjective
function f : X → {1, . . . ,M}, we can obtain a lower bound for the average estimation error of f by
computing eI(pU , θ), where U is a random variable that is a function X.
Note that Schur-concavity is crucial for this result. In Theorem 7, we show that this condition is
always satisfied when I(X; Y ) is concave in pX for a fixed pY |X , convex in pY |X for a fixed pX , and
satisfies the DPI. This generalizes a result by Ahlswede [18] on the extremal properties of rate-distortion
functions. Consequently, Fano’s inequality can be adapted in order to bound the average estimation
error of functions, as shown in Corollary 5. By observing that a particular form of the bound stated in
Theorem 6 is Schur-concave, we present in the next section a bound for the error probability of estimating
functions in terms of the maximal correlation, stated in Corollary 6.
4.1 A Convex Program for Mapping Information Guarantees to Bounds
on Estimation
Throughout the rest of the paper, we let X and Y be two random variables drawn from finite sets X
and Y. We have the following definition.
Definition 8. We say that a function I that maps any joint probability mass function (pmf) to a non-
negative real number is a dependence measure (equivalently measure of dependence) if for any discrete
random variables W , X, Y and Z (i) I(pX,Y ) is convex in pY |X for a fixed pX , (ii) I satisfies the DPI,
i.e. if X → Y → Z then I(pX,Z) ≤ I(pX,Y ), and (iii) if W is a one-to-one mapping of Y and Z is
a one-to-one mapping of X, then I(pW,Z) = I(pX,Y ) (invariance property). We overload the notation
of I and let I(pX,Y ) = I(pX , pY |X) in order to make the dependence on the marginal distribution and
the channel (transition probability) clear. Furthermore, we also denote I(pX,Y ) = I(X; Y ) when the
distribution is clear from the context. Examples of dependence measures includes maximal correlation,
defined in (1), and mutual information.
Now consider the standard estimation setup where a hidden variable X should be estimated from
an observed random variable Y . We assume that the joint distribution between pX,Y is not known,
but the marginal distribution pX is known, and that I(pX,Y ) ≤ θ (e.g. security constraint) for a given
dependence measure I. Since I satisfies the DPI, for any estimate Xˆ of X such that X → Y → Xˆ we
have I(X; Xˆ) ≤ I(X; Y ) ≤ θ. The problem of translating a bound on I into a constraint on how well a
hidden variable X can (on average) be estimated from Y given an error function d : X × X → R can be
approximated by solving the optimization problem
inf
p
Xˆ|X
E
[
d(X, Xˆ)
]
(42)
s.t. I(X; Xˆ) ≤ θ. (43)
This motivates the following definition.
Definition 9. We denote the smallest (average) estimation error DI,d for a given dependence measure
I and estimation cost function d : X × X → R as
DI,d(pX , θ) , inf
p
Xˆ|X
{
E
[
d(X, Xˆ)
]∣∣∣I(pX , pXˆ|X) ≤ θ} , (44)
where the infimum is over all conditional distributions pXˆ|X .
Observe that for any pY |X that satisfies I(pX , pY |X) ≤ θ
DI,d(pX , θ) ≤ inf
p
Xˆ|Y
{
E
[
d(X, Xˆ)
]∣∣∣X → Y → Xˆ} ,
since, by the assumption that I satisfies the DPI, I(X; Xˆ) ≤ I(X;Y ) ≤ θ. When I(X; Y ) = I(X;Y ),
DI,d(pX , θ) is the distortion-rate function [9, pg. 306]. When the distortion function d is the Hamming
3A function f : Rn → R is said to be Schur-concave if for all x,y ∈ Rn where x is majorized by y, then f(x) ≥ f(y).
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distortion, DI,d(pX , θ) gives the smallest probability of error for estimating X given an observation Y
that satisfies I(X;Y ) ≤ θ. This case will be of particular interest in this section, motivating the next
definition.
Definition 10. Denoting the Hamming distortion metric as
dH(x, y) ,
{
0, x = y,
1, otherwise,
we define the error-rate function4 for the dependence measure I as
eI(pX , θ) , DI,dH (pX , θ).
The definition of error-rate function directly leads to the following simple lemma.
Lemma 9. For a given dependence measure I and any fixed pX,Y such that I(pX,Y ) ≤ θ
Pe(X|Y ) ≥ eI(pX , θ).
Proof. Observe that Pe(X|Y ) = minX→Y→Xˆ E
[
dH(X, Xˆ)
]
, where the minimum is over all distributions
pXˆ|X that satisfy the Markov constraint X → Y → Xˆ . Since I satisfies the DPI, then I(X; Xˆ) ≤
I(X;Y ) ≤ θ, and the result follows from Definition 9.
The previous lemma shows that the characterization of eI(pX , θ) for different measures of information
I is particularly relevant for applications in privacy and security, where X is a variable that should
remain hidden (e.g. plaintext) and Y is an adversary’s observation (e.g. ciphertext). Knowing eI allows
us to translate an upper bound I(X; Y ) ≤ θ into an estimation guarantee: regardless of an adversary’s
computational resources, given only access to Y he will not be able to estimate X with an average error
probability Pe(X|Y ) smaller than eI(pX , θ). Therefore, by simply estimating θ and calculating eI(pX , θ)
we are able to evaluate the security threat incurred by an adversary that has access to Y .
Example 3 (Error-rate function for mutual information.). Using the expression for the rate-distortion
function under Hamming distortion for mutual information ([75, (9.5.8)]), for I(X; Y ) = I(X;Y ) and
X = [m], the error-rate function is given by eI(pX , θ) = d∗, where d∗ is the solution of
hb(d
∗) + d∗ log(m− 1) = H(X)− θ, (45)
and hb(x) , −x log x − (1 − x) log(1 − x). Denoting X → Y → Xˆ and pe , Pe(X|Y ), note that (45)
implies Fano’s inequality [9, 2.140]:
hb(pe) + pe log(m− 1) ≥ H(X)− I(X;Y ) = H(X|Y ). (46)
4.2 A Lower Bound for Error Probability Based on the PICs
Throughout the rest of the section, we assume without loss of generality that pX is sorted in decreasing
order, i.e. pX(1) ≥ pX(2) ≥ . . . ≥ pX(m).
Definition 11. Let Λ(pX,Y ) denote the vector of PICs of a joint distribution pX,Y sorted in decreasing
order, i.e. Λ(pX,Y ) = (λ1(X;Y ), . . . , λd(X; Y )). We denote Λ(pX,Y ) ≤ λ˜ , (λ˜1, . . . , λ˜d) if λk(X; Y ) ≤ λ˜k
for k ∈ [d]
R(q, λ˜) ,
{
pX,Y |pX = q and Λ(pX,Y ) ≤ λ˜
}
. (47)
In the next theorem we present a Fano-style bound for the estimation error probability of X that
depends on the marginal distribution pX and on the principal inertias.
Theorem 6. For λ = (λ1, . . . , λd) and fixed pX , let
k∗ , max
k ∈ [m] ∣∣∣ pX(k) ≥ ∑
i∈[m]
pX(i)
2
 . (48)
4The term error-rate function is used in the same sense as distortion-rate function in rate distortion theory [9, Chap. 10].
We adopt “error” instead of distortion here since we only consider Hamming distance as the distortion metric.
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In addition, let p = (pX(1), . . . , pX(m)) and λk∗ = (λ1, . . . , λk∗ , λk∗ , λk∗+1, . . . , λm−1) (where λm , 0
and λm = (λ1, . . . , λm)). Defining
u(pX ,λ) , min
0≤β≤pX(2)
β +
√
pTλk∗ − λk∗‖p‖22+
∥∥[p− β]+∥∥2
2
,
then for any (X,Y ) ∼ qX,Y ∈ R(pX ,λ),
Pe(X|Y ) ≥ 1− u(pX ,λ). (49)
Proof. The proof of the theorem is presented in Appendix C.
Remark 8. If λi = 1 for all 1 ≤ i ≤ d, (49) reduces to Pe(X|Y ) ≥ 0. Furthermore, if λi = 0 for all
1 ≤ i ≤ d, (49) simplifies to Pe(X|Y ) ≥ 1− pX(1).
We now present a few direct but, as we shall show in the next section, useful corollaries of the result in
Theorem 6. We note that a bound with the same square-root order dependence on χ2-divergence as Eq.
(50) below has appeared in the context of bounding the minmax decision risk in [76, Eq. (3.4)]. However,
the proof technique used in [76] does not seem to lead to the general bound presented in Theorem 6.
Corollary 3. If X is uniformly distributed in [m], then
Pe(X|Y ) ≥ 1− 1
m
−
√
(m− 1)χ2(X;Y )
m
. (50)
Furthermore, for ρm(X;Y ) =
√
λ1
Pe(X|Y ) ≥ 1− 1
m
−√λ1
(
1− 1
m
)
= 1− 1
m
− ρm(X;Y )
(
1− 1
m
)
.
Corollary 4. For any pair of variables (X,Y ) with marginal distribution in X equal to pX and maximal
correlation (largest principal inertia) ρm(X; Y )
2 = λ1, we have for all β ≥ 0
Pe(X|Y ) ≥ 1− β −
√√√√λ1(1− m∑
i=1
pX(i)2
)
+
m∑
i=1
(
[pX(i) − β]+
)2
. (51)
In particular, setting β = pX(2),
Pe(X|Y ) ≥ 1− pX(2)−
√√√√λ1(1− m∑
i=1
pX(i)2
)
+ (pX(1)− pX(2))2 (52)
≥ 1− pX(1)− ρm(X; Y )
√√√√(1− m∑
i=1
pX(i)2
)
, (53)
where (53) follows from (52) being decreasing in pX(2).
Remark 9. The bounds (51) and (53) are particularly helpful for showing how the error probability
scales with the input distribution and the maximal correlation. For a given pX,Y , recall that
Adv(X|Y ) , 1− pX(1)− Pe(X|Y ),
defined in (6), is the advantage of correctly estimating X from an observation of Y over a random guess
of X when Y is unknown. Then, from equation (53)
Adv(X|Y ) ≤ ρm(X;Y )
√√√√(1− m∑
i=1
pX(i)2
)
≤ ρm(X;Y ) =
√
λ1(X;Y ).
Therefore, the advantage of estimating X from Y decreases at least linearly with the maximal correlation
between X and Y .
We present next results on the extremal properties of the error-rate function. This analysis will be
particularly useful for determining how to bound the probability of error of estimating functions of a
random variable.
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4.3 Extremal Properties of the Error-Rate Function and Bounding the
Estimation Error of Functions of a Hidden Random Variable
Owing to convexity of I(pX , pXˆ|X) in pXˆ|X , it follows directly that eI(pX , θ) is convex in θ for a fixed
pX . We will now prove that, for a fixed θ, eI(pX , θ) is Schur-concave in pX if I(pX , pXˆ|X) is concave
in pX for a fixed pXˆ|X . Ahlswede [18, Theorem 2] proved this result for the particular case where
I(X;Y ) = I(X;Y ) by investigating the properties of the explicit characterization of the rate-distortion
function under Hamming distortion. The proof presented here is simpler and more general, and is based
on a proof technique used by Ahlswede in [18, Theorem 1].
Theorem 7. If I(pX , pXˆ|X) is concave in pX for a fixed pXˆ|X , then eI(pX , θ) is Schur-concave in pX
for a fixed θ.
Proof. The proof is presented in Appendix C.
For a given integer 1 ≤M ≤ |X |, we define
FM , {f : X → U | f is surjective and |U|≥ M} (54)
and
Pe,M (X|Y ) , min
f∈FM
Pe(f(X)|Y ). (55)
Pe,|X|(X|Y ) is simply the error probability of estimating X from Y , i.e. Pe,|X|(X|Y ) = Pe(X|Y ). The
surjectivity condition in the definition of FM is mostly technical, and was added to (i) avoid the constant
function being in FM (which would render the estimation error trivial) and (ii) enable the use of Schur-
concavity results to derive bounds on estimation error. Note that, in the discrete setting considered here,
by varying M we span the set of all functions of X, so there is no loss of generality. Nevertheless, there
are practical settings where this condition naturally arises. In classification problems, for example, the
surjectivity condition would correspond to the number of classes used to classify X.
The next theorem shows that a lower bound for Pe,M can be derived for any dependence measure I
as long as eI(pX , θ) or a lower bound for eI(pX , θ) is Schur-concave in pX .
Theorem 8. For a given M ∈ [m] and pX with X = [m] and pX(1) ≥ pX(2) ≥ . . . ≥ pX(m), let
U = gM (X), where gM : {1, . . . ,m} → {1, . . . ,M} is defined as
gM (x) ,
{
1 1 ≤ x ≤ m−M + 1
x−m+M m−M + 2 ≤ x ≤ m .
Let pU be the marginal distribution
5 of U . Assume that, for a given dependence measure I, there exists
a function LI(·, ·) such that for all distributions qX and any θ, eI(qX , θ) ≥ LI(qX , θ). If LI(pX , θ) is
Schur-concave in pX , then for X ∼ pX and I(X; Y ) ≤ θ,
Pe,M (X|Y ) ≥ LI(pU , θ). (56)
In addition6, for any S → X → Y such that pU majorizes pS,
Pe(S|Y ) ≥ LI(pU , θ). (57)
Proof. The result follows from the following chain of inequalities:
Pe,M (X|Y )
(a)
≥ min
f∈FM ,θ˜
{
eI
(
pf(X), θ˜
)
: θ˜ ≤ θ
}
(b)
≥ min
f∈FM
{
eI
(
pf(X), θ
)}
(c)
≥ min
f∈FM
{
LI
(
pf(X), θ
)}
(d)
≥ LI(pU , θ),
5The pmf of U is pU (1) =
∑m−M+1
i=1 pX(i) and pU (k) = pX(m−M + k) for k = 2, . . . ,M .
6We thank Dr. Nadia Fawaz (nadia.fawaz@gmail.com) for pointing out this extension.
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where (a) follows from the DPI, (b) follows from eI(qX , θ), being decreasing in θ, (c) follows from
eI(qX , θ) ≥ LI(qX , θ) for all qX , and θ and (d) follows from the Schur-concavity of the lower bound and
by observing that pU majorizes pf(X) for every f ∈ FM . In the case of Pe(S|X), the same inequalities hold
with S playing the role of f(X) in (a) and (b), and the last inequality also following from Schur-concavity
of LI(pS, θ) in pS.
Remark 10. The function gM (X) = U in Theorem 8 is formed by adding the most likely symbols of
X, and, consequently, pU majorizes any other distribution pf(X) for f ∈ FM . The function gM can thus
be regarded as the “least uncertain” function of X in FM in the following sense: since Re´nyi entropy7 is
Schur-concave, Hα(gM (X)) ≤ Hα(f(X)) for all f ∈ FM and α ≥ 0.
The following results illustrates how Theorem 8 can be used for mutual information and maximal
correlation.
Corollary 5. Let I(X;Y ) ≤ θ. Then
Pe,M (X|Y ) ≥ d∗
where d∗ is the solution of
hb(d
∗) + d∗ log(m− 1) = min{H(U)− θ, 0},
and hb(·) is the binary entropy function.
Proof. Let RI(pX , δ) , minp
Xˆ|X
{I(X; Xˆ)|E[dH(X, Xˆ)] ≤ δ} be the well known rate-distortion function
under Hamming distortion. ThenRI(pX , δ) satisfies ([75, (9.5.8)]) RI(pX , δ) ≥ H(X)−hb(d∗)−d∗ log(m−
1). The result follows from Theorem 7, since mutual information is concave in pX .
Corollary 6. Let J1(X;Y ) = ρm(X;Y ) ≤ θ. Then
Pe,M (X|Y ) ≥ 1− pU (1)− θ
√√√√(1− M∑
i=1
pU(i)2
)
,
where Pe,M (X|Y ) is defined in (55) and U is defined as in Theorem 8.
Proof. The proof follows directly from Theorems 2, 3 and Corollary 4, by noting that (53) is Schur-
concave in pX .
The previous result leads to the next theorem, which states that the probability of guessing any
function of a hidden variable X from an observation Y is upper bounded by the maximal correlation of
X and Y .
Theorem 9. Let pX be fixed, |X |<∞ and FM be given in (54). Define (cf. (6))
AdvM (X|Y ) , max
{
1− max
k∈[M]
pf(X)(k)− Pe(f(X)|Y ) | f ∈ FM
}
.
Then
AdvM (X|Y ) ≤ ρm(X; Y )
√
1− 1
M
≤ ρm(X;Y ). (58)
Proof. For f ∈ FM
Adv(f(X)|Y ) ≤ ρm(f(X); Y )
√
1−
∑
i∈[M]
pf(X)(i)2
≤ ρm(X; Y )
√
1−
∑
i∈[M]
pf(X)(i)2
≤ ρm(X; Y )
√
1− 1
M
,
where the first inequality follows from (53) and the definition (6), the second inequality follows by com-
bining Theorem 3 (DPI for the PICs) and the fact that λ1(f(X);X) ≤ 1, which leads to ρm(f(X); Y ) ≤
ρm(X;Y ), and the last inequality follows from the fact that
∑
i∈[M] pf(X)(i)
2 is minimized when pf(X)
is uniform. The result follows by maximizing over all f ∈ FM .
7The Re´nyi entropy of a discrete random variable X is given by Hα(X) ,
1
1−α
log
(∑
x∈X pX(x)
α
)
.
25
The results presented in this section demonstrate that the PICs are a useful information measure that
can shed light on fundamental limits of estimation. In particular, Theorem 9 connects the largest PIC,
namely the maximal correlation, with the probability of correctly guessing any function of a hidden,
discrete random variable. The PICs also provide a characterization of the functions of a hidden variable
that can (or cannot) be estimated with small mean-squared error (Theorem 1). In the next section, we
explore applications of the PICs to privacy and security.
5 Applications of the PICs to Security and Privacy
In this section, we present a few applications of the principal inertia components to problems in security
and privacy. We adopt the privacy against statistical inference framework presented in [19]. This setup,
called the Privacy Funnel, was introduced in [63]. Consider two communicating parties, namely Alice
and Bob. Alice’s goal is to disclose to Bob information about a set of measurement points, represented
by the random variable X. Alice discloses this information in order to receive some utility from Bob.
Simultaneously, Alice wishes to limit the amount of information revealed about a private random variable
S that is dependent on X. For example, X may represent Alice’s movie ratings, released to Bob in order
to receive movie recommendations, whereas S may represent Alice’s political preference or yearly income.
Bob will try to extract the maximum amount of information about S from the data disclosed by Alice.
Instead of revealing X directly to Bob, Alice releases a new random variable, denoted by Y . This
random variable is produced from X through a random mapping pY |X , called the privacy-assuring
mapping. We assume that pS,X is fixed and known by both Alice and Bob, and S → X → Y . Alice’s
goal is to find a mapping pY |X that minimizes I(S;Y ), while guaranteeing that the information disclosed
about X is above a certain threshold t, i.e. I(X;Y ) ≥ t. We refer to the quantity I(S;Y ) as the disclosed
private information, and I(X;Y ) as the disclosed useful information. As discussed in Section 1.1, when
I(S;Y ) = 0, we say that perfect privacy is achieved, i.e. Y does not reveal any information about S.
We consider here the non-interactive, one-shot regime, where Alice discloses information once, and no
additional information is released. We also assume that Bob knows the privacy-assuring mapping pY |X
chosen by Alice, and no side information is available to Bob about S besides Y .
5.1 The Privacy Funnel
We define next the privacy funnel function, which captures the smallest amount of disclosed private
information for a given threshold on the amount of disclosed useful information. We then characterize
properties of the privacy funnel function in the rest of this section.
Definition 12. For 0 ≤ t ≤ H(X) and a joint distribution pS,X over S×X , we define the privacy funnel
function GI(t, pS,X) as
GI(t, pS,X) , inf {I(S;Y )|I(X;Y ) ≥ t, S → X → Y } , (59)
where the infimum is over all mappings pY |X such that Y is finite. For a fixed pS,X and t ≥ 0, the set of
pairs {(t, GI(t, pS,X))} is called the privacy region of pS,X .
We now enunciate a few useful properties of GI(t, pS,X) and the privacy region.
Lemma 10.
GI(t, pS,X) = min
pY |X
{I(S;Y )|I(X;Y ) ≥ t, S → X → Y, |Y|≤ |X |+1} . (60)
In addition, for a fixed pS,X , the mapping t 7→ GI (t,pS,X)t is non-decreasing, and GI(t, pS,X) is convex in
t.
Proof. The proof is in Appendix D.
Lemma 11. For 0 ≤ t ≤ H(X),
max{t−H(X|S), 0} ≤ GI(t, pS,X) ≤ tI(X;S)
H(X)
. (61)
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Figure 3: For a fixed pS,X , the privacy region is contained within the shaded area. The red and the blue lines
correspond, respectively, to the upper and lower bounds presented in Lemma 11.
Proof. Observe that GI(H(X), pS,X) = I(X;S), since I(X;Y ) = H(X) implies that pY |X is a one-to-one
mapping of X. The upper bound then follows directly from (99).
Clearly GI(t, pS,X) ≥ 0. In addition, for any pY |X ,
I(S;Y ) = I(X;Y )− I(X;Y |S)
≥ I(X;Y )−H(X|S)
≥ t−H(X|S),
proving the lower bound.
Figure 3 illustrates the bounds from Lemma 11. The privacy region is contained withing the shaded
area. The next two examples illustrate that both the upper bound (red line) and the lower bound (blue
line) of the privacy region can be achieved for particular instances of pS,X .
Example 4. Let X = (S,W ), where W ⊥ S. Then by setting Y = W , we have I(S;Y ) = 0 and
I(X;Y ) = H(W ) = H(X|S). Consequently, from Lemmas 10 and 11, GI(t, pS,X) = 0 for t ∈ [0, H(X|S)].
By letting Y = W w.p. λ and Y = (S,W ) w.p. 1 − λ for λ ∈ [0, 1], the lower-bound GI(t, pS,X) =
t−H(X|S) can be achieved for H(X|S) = H(W ) ≤ t ≤ H(X). Consequently, the lower bound in (61)
is sharp.
Example 5. Now let X = f(S). Then I(X;S) = H(X) and
I(S;Y ) = I(X;Y )− I(X;Y |S) = I(X;Y ).
Consequently, GI(t, pS,X) = t, and the upper bound in (61) is sharp.
5.2 The Optimal Privacy-Utility Coefficient and the Smallest PIC
We now study the smallest possible ratio between disclosed private and useful information, defined next.
Definition 13. The optimal privacy-utility coefficient for a given distribution pS,X is given by
v∗(pS,X) , inf
pY |X
I(S;Y )
I(X;Y )
. (62)
It follows directly from Lemma 10 that
v∗(pS,X) = lim
t→0
GI(t, pS,X)
t
. (63)
We show in Section 5.3 that the value of v∗(pS,X) is related to the smallest PIC of pS,X (i.e. the
smallest eigenvalue of the spectrum of the conditional expectation operator, defined below). We also prove
that v∗(pS,X) = 0 is a necessary and sufficient condition for achieving perfect privacy while disclosing
a non-trivial amount of useful information. Before introducing these results, we present an alternative
characterization of v∗(pS,X) (Lemma 12), and introduce a measure based on the smallest PIC (Definition
14) and an auxiliary result (Lemma 13).
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Remark 11. The proofs of Lemma 12 and Lemma 14 in this section are closely related to [23]. We
acknowledge that their proof techniques inspired some of the results presented here.
The next result provides a characterization of the optimal privacy-utility coefficient.
Lemma 12. Let qS denote the distribution of S when pS|X is fixed and X ∼ qX . Then
v∗(pS,X) = inf
qX 6=pX
D(qS ||pS)
D(qX ||pX) . (64)
Proof. The proof is in Appendix D.
The smallest PIC is of particular interest for privacy, and upper bounds the value of v∗(pS,X). In
particular, we will be interested in the coefficient δ(pS,X), defined bellow
Definition 14. Let d , min{|S|, |X |} − 1, and λd(S;X) the smallest PIC of pS,X . We define
δ(pS,X) ,
{
λd(S;X) if |X |≤ |S|,
0 otherwise.
(65)
The following lemma provides a useful characterization of δ(pS,X), related to the interpretation of
the PICs as the spectrum of the conditional expectation operator given in Theorem 1. This result is a
direct consequence of Theorem 1, and we present a self-contained proof in Appendix D.
Lemma 13. For a given pS,X ,
δ(pS,X) = min
{‖E [f(X)|S] ‖22∣∣ f : X → R,E [f(X)] = 0, ‖f(X)‖2= 1} . (66)
5.3 Information Disclosure with Perfect Privacy
If v∗(pS,X) = 0, then it may be possible to disclose some information about X without revealing any
information about S. However, since GI(0, pX,S) = 0, it is not immediately clear that v
∗(pS,X) = 0
implies that there exists t strictly bounded away from 0 such GI(t, pX,S) = 0. This would represent the
ideal privacy setting, since, from Lemma 10, there would exist a privacy-assuring mapping that allows
the disclosure of some non-negligible amount of useful information while guaranteeing I(S;Y ) = 0. This,
in turn, would mean that perfect privacy is achievable with non-negligible utility regardless of the specific
privacy metric used, since S and Y would be independent.
In this section, we prove that if the optimal privacy-utility coefficient is 0, then there indeed exists a
privacy-assuring mapping that allows the disclosure of a non-trivial amount of useful information while
guaranteeing perfect privacy. We also show that the value of δ(pS,X) is closely related to v
∗(pS,X). This
relationship is analogous to the one between the hypercontractivity coefficient s∗, defined in [22] and [77],
and the maximal correlation ρm. In particular, as shown in the next two lemmas, v
∗(pS,X) ≤ δ(pS,X)
and v∗(pS,X) = 0 ⇐⇒ δ(pS,X) = 0.
Lemma 14. For any pS,X with finite support S × X ,
v∗(pS,X) ≤ δ(pS,X). (67)
and
inf
pX
v∗(pS,X) = inf
pX
δ(pS,X). (68)
Proof. The proof is in Appendix D.
The next theorem proves that δ(pS,X) can serve as a proxy for perfect privacy, since the optimal
privacy-utility coefficient is 0 if and only if δ(pS,X) is also 0.
Lemma 15. Let pS,X be such that H(X) > 0 and S and X are finite. Then8
v∗(pS,X) = 0 ⇐⇒ δ(pS,X) = 0. (69)
Proof. The proof can be found in Appendix D.
8If S is binary, then (69) implies that perfect privacy is achievable iff S and X are independent (since δ(pS,X ) = ρm(S;X)
2),
recovering [61, Thm. 2].
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We are now ready to prove that a non-trivial amount of useful information can be disclosed without
revealing any private information if and only if v∗(pS,X) = 0 (or equivalently, δ(pS,X) = 0). This result
follows naturally from Theorem 15, since v∗(pS,X) = 0 implies that δ(pS,X) = 0, which means that the
matrix Q and, consequently, PS|X , is either not full rank or has more columns than rows (i.e. |X |> |S|).
This, in turn, can be exploited in order to find a mapping pY |X such that Y reveals some information
about X, but no information about S. This argument is made precise in the next theorem.
Remark 12. When PS|X is not full rank or has more columns than rows, then S and X are weakly inde-
pendent. As shown in [78, Thm. 4] and [61], this implies that a privacy-assuring mapping that achieves
perfect privacy while disclosing a non-trivial amount of useful information can be found. Theorem 10
recovers this result in terms of the smallest PIC, and Corollary 8 provides an estimate of the amount of
useful information that can be revealed with perfect privacy.
Theorem 10. For a given pS,X , there exists a privacy-assuring mapping pY |X such that S → X → Y ,
I(X;Y ) > 0 and I(S;Y ) = 0 if and only if δ(pS,X) = 0 (equivalently v
∗(pS,X) = 0). In particular,
∃t0 > 0 : GI(t0, pS,X) = 0 ⇐⇒ δ(pS,X) = 0. (70)
Proof. The direct part of the theorem follows directly from the definition of v∗(pS,X) and Lemma 15.
Assume that δ(pS,X) = 0. Then, from Lemma 13, there exists f : X → R such that ‖f(X)‖2= 1,
E [f(X) = 0], and ‖E [f(X)|S] ‖2= 0. Consequently, E [f(X)|S = s] = 0 for all s ∈ S .
Fix Y = [2], and, for ǫ > 0 and ǫ appropriately small,
pY |X(y|x) =
{
1
2
− ǫf(x), y = 1,
1
2
+ ǫf(x), y = 2.
Note that it is sufficient to choose ǫ = (2maxx∈X |f(X)|)−1, so ǫ is strictly bounded away from 0. In
addition, pY (1) = 1/2. Therefore,
I(X;Y ) = 1−
∑
x∈X
pX(x)hb
(
1
2
+ ǫf(x)
)
> 0. (71)
Since S → X → Y ,
pY |S(y|s) =
∑
x∈X
pY |X(y|x)pX|S(x|s)
=
∑
x∈X
(
1
2
+ (−1)yǫf(x)
)
pX|S(x|s)
= 1/2 + (−1)yǫE [f(X)|S = s]
= 1/2,
and, consequently, S and Y are independent. Then I(S;Y ) = 0, and the result follows.
The previous result proves that if either |X |> |S| or the smallest principal inertia component of
pS,X is 0 (i.e. δ(pS,X) = 0), then it is possible to achieve perfect privacy while disclosing some useful
information. In particular, the value of t0 in (100) is lower-bounded by the expression in (71). We note
that this result would not necessarily hold if S and X are not finite sets.
Since I(S;Y ) = 0 implies that S and Y are independent, Theorem 10 holds not only for mutual
information, but also for any dependence measure I, defined in Definition 8, that satisfies I(X; Y ) = 0
if and only if X and Y are independent. This leads to the following result.
Corollary 7. Let pS,X be given, and I be a non-negative dependence measure (e.g. total variation or
maximal correlation, cf. Definition 8) such that for any two random variable A and B, I(A;B) = 0 ⇐⇒
A ⊥ B. Then there exists pY |X such that S → X → Y , I(X;Y ) > 0 and I(S;Y ) = 0 if and only if
δ(pS,X) = 0 .
Proof. This is a direct consequence of Theorem 10, since I(X; Y ) > 0 ⇐⇒ I(X;Y ) > 0 and I(S; Y ) =
0 ⇐⇒ I(S;Y ) = 0.
Remark 13. As long as privacy is measured in terms of statistical dependence (with perfect privacy
implying statistical independence) and some utility can be derived when Y is not independent of X, then
δ(pS,X) fully characterizes when perfect privacy is achievable with non-trivial utility.
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We present next an explicit lower bound for the largest amount of useful information that can be
disclosed while guaranteeing perfect privacy. The result follows directly from the construction used in
the proof of Theorem 10, and is presented in Appendix D.
Corollary 8. For fixed pS,X , let
F0 , {f : X → R|E [f(X)] = 0, ‖f(X)‖2= 1, ‖E [f(X)|S] ‖2= 0} ∪ w0,
where w0 is the trivial function that maps X to {0}. Then GI(t, pS,X) = 0 for t ∈ [0, t∗], where
t∗ ≥ 1− max
f∈F0
E
[
hb
(
1
2
+
f(X)
2‖f‖∞
)]
. (72)
Furthermore, the lower bound for t∗ is sharp when δ(pS,X) = 0, i.e. there exists a pS,X such that t
∗ > 0
and GI(t, pS,X) = 0 if and only if t ∈ [0, t∗].
The previous bound for t∗ can be loose, especially if |X | is large. In addition, the right-hand side of
(72) can be made arbitrarily small by decreasing minx∈X pX(x). Nevertheless, (72) is an explicit bound
on the amount of useful information that can be disclosed with perfect privacy.
When Sn = (S1, . . . , Sn) and X
n = (X1, . . . , Xn), where (Si, Xi) ∼ pS,X are i.i.d. random variables,
the next proposition states that δ(pSn,Xn) = δ(pS,X)
n. Consequently, as long as δ(pS,X) < 1, it is
possible to disclose a non-trivial amount of useful information while disclosing an arbitrarily small amount
of private information by making n sufficiently large. Loosely speaking, this is similar to hiding a needle
in a haystack: As the number of available samples of S and X increases, we can use the additional
randomness to better hide the private variables Si.
Proposition 1. Let Sn = (S1, . . . , Sn) and X
n = (X1, . . . , Xn), where (Si, Xi) ∼ pS,X are i.i.d. random
variables. Then
v∗(pSn,Xn) ≤ δ(pSn,Xn) = δ(pS,X)n. (73)
Proof. The result is a direct consequence of the tensorization property of the principal inertia components,
presented in Lemma 1.
6 Final Remarks
The PICs are powerful information-theoretic metrics that provide both (i) a measure of dependence
between two random variables X and Y , and (ii) a complete characterization of which functions of X
can be reliably estimated (in terms of mean-squared error) given an observation of Y . As shown here,
the PICs play can be used for deriving bounds on one-bit functions of a channel input given a channel
output. Furthermore, in privacy applications, we proved that perfect privacy can be achieved if and only
if the smallest PIC is zero. The PICs were also used to derive bounds on estimation error probability.
In particular, we demonstrated that the largest PIC (equivalently, the maximal correlation ρm(X;Y ))
plays a key role in estimation:
Adv(f(X)|Y ) ≤ ρm(X;Y ),
i.e. the advantage over a random guess of estimating any function of X given Y is at most ρm(X;Y ).
Information theoretic security and privacy applications provide fertile ground for the use of PICs,
specially when privacy is measured in terms of how well an adversary can estimate a secret (private)
variable. The principal functions (cf. Definition 1) provide a basis for the finite-variance functions of a
random variable, and the PICs measure the MMSE of estimating each of these functions. Consequently,
the PICs provide a characterization of which functions of X can or cannot be inferred reliably (in terms
of MMSE) from an observation of Y . This property can be used in privacy applications: For example,
in order to quantify how well an adversary can estimate a private function S = f(X) given a disclosed
variable Y , it is sufficient to express f(X) in terms of the principal functions of pX,Y . The adversary’s
ability of correctly estimating f(X) is then entirely determined by the PICs of pX,Y .
More precisely, for f : X → R, the mean squared-error f(X) given Y can be expressed as
mmse(f(X)|Y ) = E [f(X)2 − E [f(X)|Y ]2]
= ‖f(X)‖22
(
1− ‖E [f(X)|Y ] ‖
2
2
‖f(X)‖22
)
, (74)
Consequently, the MMSE depends on the spectrum of the conditional expectation operator (TY f)(y) ,
E [f(X)|Y = y] which, in turn, is composed by the principal inertia components (cf. Theorem 1). When
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E [f(X)] = 0 and E
[
f(X)2
]
= 1, one can determine functions f1, f2, . . . as in Theorem 1, such that fi is
given by
fi = argmax
{‖E [f(X)|Y ] ‖22|f : X → R, E [f(X)] = 0, E [f(X)2] = 1,
E [f(X)fj(X)] = 0 for 1 ≤ j ≤ i− 1} .
Then
‖E [fi(X)|Y ] ‖22= λi(X;Y ).
It follows directly that, for any non-trivial function f : X → R with E [f(X)] = 0,
mmse(f(X)|Y ) ≥ ‖f(X)‖22
(
1− ρm(X;Y )2
)
, (75)
with equality if f(X) = cf1(X), where c = ‖f(X)‖2. Therefore, for a fixed variance c, cf1(X) is the
function of X that can be most reliably estimated (in terms of mean-squared error) from all possible
mappings X → R. Furthermore,
mmse(f(X)|Y ) = ‖f(X)‖22
(
1−
∑
i
c2iλi(X; Y )
)
, (76)
where ci , E [f(X)fi(X)] /‖f(X)‖2 and
∑
i c
2
i = 1. Consequently, functions that are closely “aligned”
with fi for small i cannot be inferred with small mean squared-error.
In privacy applications with estimation constraints, this result sheds light on the nature of the fun-
damental tradeoff between privacy and utility. If X and Y correspond, respectively, to the input and
output of a privacy-assuring mapping, then the PICs and corresponding principal functions of pX,Y will
determine which functions (features) of X remain private. If, for example, the principal functions cor-
responding to small PICs also span functions of X that should be reliably estimated from Y for utility
purposes, then the privacy-assuring mapping pY |X will provide an unfavorable tradeoff between privacy
an utility.
As another example, assume that we wish to design a privacy-assuring mapping where the secret
S = (h1(X), . . . , ht(X)) is composed by a certain set of functions (features) h1, . . . , ht of X that are
supposed to remain private. The privacy-assuring mapping pY |X should then assure that the principal
functions that span the subspace formed by (h1(X), . . . , ht(X)) must have small PICs. These examples,
together with the results presented here, motivate the future use of PICs to drive the design of privacy-
assuring mappings that achieve a favorable tradeoff between privacy and utility.
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Appendix A Proofs from Section 2
Lemma 2
Proof. Let f ∈ L2(pX), E [f(X)] = 0 and g ∈ L2(Z), E [g(Z)] = 0, ‖g(Z)‖2= 1. Then
E [f(X)g(Z)] = E [E [f(X)g(Z)|Y ]]
(a)
= E [E [f(X)|Y ]E [g(Z)|Y ]]
(b)
≤ ‖E [f(X)|Y ] ‖2‖E [g(Z)|Y ] ‖2
(c)
≤
√
λ1(Z; Y )‖E [f(X)|Y ] ‖2,
where (a) follows from the assumption thatX → Y → Z, (b) follows from the Cauchy-Schwarz inequality,
and (c) follows from characterization (3) in Theorem 1. By choosing g(z) = E [f(X)|Z = z] /‖E [f(X)|Z] ‖2
and using the last inequality, we have
E [f(X)g(Z)] = E [E [f(X)|Z] g(Z)] = ‖E [f(X)|Z] ‖2≤
√
λ1(Z;Y )‖E [f(X)|Y ] ‖2.
Squaring both sides, we arrive at (20).
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Appendix B Proofs from Section 3
Lemma 5
Proof. Let Y n = Xn ⊕ Zn for some Zn distributed over {−1, 1}n and independent of Xn. Thus
E [χS(Y
n)|Xn] = E [χS(Zn ⊕Xn) | Xn]
= E [χS(X
n)χS(Z
n) | Xn]
= χS(X
n)E [χS(Z
n)] ,
where the last equality follows from the assumption that Xn ⊥ Zn. By letting cS = E [χS(Zn)], it
follows that pY n|Xn ∈ An and, consequently, Bn ⊆ An.
Now let yn be fixed and δyn : {−1, 1}n → {0, 1} be given by
δyn(x
n) =
{
1, xn = yn,
0, otherwise.
Since the function δyn has Boolean inputs, it can be expressed in terms of its Fourier expansion [69, Prop.
1.1] as
δyn(x
n) =
∑
S⊆[n]
d̂SχS(x
n)
for some set of coefficients d̂S ∈ R, S ⊆ [n]. Now let pY n|Xn ∈ An. Observe that pY n|Xn(yn|xn) =
E [δyn(Y
n) | Xn = xn] and, for zn ∈ {−1, 1}n,
pY n|Xn(y
n ⊕ zn|xn ⊕ zn) = E [δyn⊕zn(Y n) | Xn = xn ⊕ zn]
= E [δyn(Y
n ⊕ zn) | Xn = xn ⊕ zn]
= E
 ∑
S⊆[n]
d̂SχS(Y
n ⊕ zn) | Xn = xn ⊕ zn

= E
 ∑
S⊆[n]
d̂SχS(Y
n)χS(z
n) | Xn = xn ⊕ zn

(a)
=
∑
S⊆[n]
cS d̂SχS(x
n ⊕ zn)χS(zn)
=
∑
S⊆[n]
cS d̂SχS(x
n)
(b)
= E
 ∑
S⊆[n]
d̂SχS(Y
n)|Xn = xn

= E [δyn(Y
n) | Xn = xn]
= pY n|Xn(y
n|xn).
Equalities (a) and (b) follow from the definition of An. By defining the distribution of Zn as pZn(zn) ,
pY n|Xn(z
n|1n), where 1n is the vector with all entries equal to 1, it follows that Zn = Xn⊕Y n, Zn ⊥ Xn
and pY n|Xn ⊆ Bn.
Lemma 7
Proof. Let x ∈ Cm(a,PT ) and y ∈ Cn(b,P). Then, for P decomposed as P = D1/2X QD1/2Y where Q
given in (14) and denoting Σ− = diag (0, σ1, . . . , σd),
x
T
Py = ab+ xTD
1/2
X UΣ
−
V
T
D
1/2
Y y
= ab+ xˆTΣ−yˆ, (77)
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where xˆ , UTD
1/2
X x and yˆ , V
TD
1/2
Y y. Since xˆ1 = ‖xˆ‖2= a and yˆ1 = ‖yˆ‖2= b, then
xˆ
T
Σ
−
yˆ =
d+1∑
i=2
σi−1xˆiyˆi
≤ σ1
√
(‖xˆ‖22−xˆ21) (‖yˆ‖22−yˆ21)
= σ1
√
(a− a2)(b− b2).
The result follows by noting that σ1 = ρm(X;Y ).
Appendix C Proofs from Section 4
Theorem 6
Consider the matrix Q = UΣVT given in (14), and define
A˜ , D
1/2
X U, B˜ , D
1/2
Y V.
Then
P = A˜ΣB˜T , (78)
where A˜TD−1X A˜ = B˜
TD−1Y B˜ = I.
It follows directly from Theorem 1 that A˜, B˜ and Σ have the form
A˜ = [pX A] , B˜ = [pY B] , Σ = diag
(
1,
√
λ1, . . . ,
√
λd
)
, (79)
and, consequently, the joint distribution can be written as
pX,Y (x, y) = pX(x)pY (y) +
d∑
k=1
√
λkby,kax,k, (80)
where ax,k and by,k are the entries of A and B in (79), respectively.
Theorem 6 follows directly from the next two lemmas.
Lemma 16. Let the marginal distribution pX and the PICs λ = (λ1, . . . , λd) be given, where d = m− 1.
Then for any pX,Y ∈ R(pX ,λ), 0 ≤ α ≤ 1 and 0 ≤ β ≤ pX(2)
Pe(X|Y ) ≥ 1− β −
√√√√f0(α,pX ,λ) + m∑
i=1
(
[pX(i)− β]+
)2
,
where
f0(α,pX ,λ) =
d+1∑
i=2
pX(i)(λi−1 + ci − ci−1)
+ pX(1)(c1 + α) − αpTXpX , (81)
and ci = [λi − α]+ for i = 1, . . . , d and cd+1 = 0.
Proof. Let X and Y have a joint distribution matrix P with marginal pX and principal inertias individ-
ually bounded by λ = (λ1, . . . , λd). We assume without loss of generality that d = m−1, where |X |= m.
This can always be achieved by adding inertia components equal to 0.
Consider X → Y → Xˆ, where Xˆ is the estimate of X from Y . The mapping from Y to Xˆ can be
described without loss of generality by a |Y|×|X | row stochastic matrix, denoted by F, where the (i, j)-th
entry is the probability pXˆ|Y (j|i). The probability of correct estimation Pc is then
Pc = 1− Pe(X|Y ) = tr
(
PX,Xˆ
)
,
where PX,Xˆ , PF.
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The matrix PX,Xˆ can be decomposed according to (78), resulting in
Pc = tr
(
D
1/2
X UΣ˜V
T
D
1/2
Xˆ
)
= tr
(
Σ˜V
T
D
1/2
Xˆ
D
1/2
X U
)
, (82)
where
U =
[
p
1/2
X u2 · · · um
]
,
V =
[
p
1/2
Xˆ
v2 · · · vm
]
,
Σ˜ = diag
(
1,
√
λ˜1, . . . ,
√
λ˜d
)
,
DXˆ = diag (pXˆ) ,
and U˜ and V˜ are orthogonal matrices. The probability of correct detection can be written as
Pc = p
T
XpXˆ +
m∑
k=2
m∑
i=1
(
λ˜k−1pX(i)pXˆ(i)
)1/2
uk,ivk,i
= pTXpXˆ +
m∑
k=2
m∑
i=1
λ˜
1/2
k−1u˜k,iv˜k,i
where uk,i = [uk]i, vk,i = [vk]i, u˜k,i =
√
pX(i)uk,i and v˜k,i =
√
pXˆ(i)vk,i. Applying the Cauchy-Schwarz
inequality twice, we obtain
Pc ≤ pTXpXˆ +
m∑
i=1
(
m∑
k=2
v˜2k,i
)1/2( m∑
k=2
λ˜k−1u˜
2
k,i
)1/2
= pTXpXˆ +
m∑
i=1
(
pXˆ(i)(1− pXˆ(i))
m∑
k=2
λ˜k−1u˜
2
k,i
)1/2
≤ pTXpXˆ +
(
1−
m∑
i=1
pXˆ(i)
2
)1/2( m∑
i=1
m∑
k=2
λ˜k−1u˜
2
k,i
)1/2
. (83)
Let U = [u2 · · ·um] and Σ˜ = diag
(
λ˜1, . . . , λ˜d
)
. Then
m∑
i=1
m∑
k=2
λ˜k−1u˜
2
k,i = tr
(
ΣU
T
DXU
)
≤
d∑
k=1
σkλ˜k,
≤
d∑
k=1
σkλk. (84)
where σk are the singular values of U
T
DXU. The first inequality follows from the application of Von-
Neumman’s trace inequality [24, Thm. 7.4.1.1] and the fact that U
T
DXU is symmetric and positive
semi-definite. The second inequality follows by observing that the PICs satisfy the DPI and, therefore,
λ˜k ≤ λk.
We will now find an upper bound for (84) by bounding the eigenvalues σk. First, note that U U
T
=
I− p1/2X
(
p
1/2
X
)T
and consequently
d∑
k=1
σk = tr
(
U
T
DXU
)
= tr
(
DX
(
I− p1/2X
(
p
1/2
X
)T))
= 1−
m∑
i=1
pX(i)
2 . (85)
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Second, note that U
T
DXU is a principal submatrix of U
TDXU, formed by removing the first row and
columns of UTDXU. It then follows from Cauchy’s interlacing theorem [24, Theorem 4.3.17] that
pX(m) ≤ σm−1 ≤ pX(m− 1) ≤ . . . ≤ pX(2) ≤ σ1 ≤ pX(1). (86)
Combining (85) and (86), an upper bound for (84) can be found by solving the following linear
program
max
si
d∑
i=1
λisi (87)
subject to
d∑
i=1
si = 1− pTXpX ,
pX(i+ 1) ≤ si ≤ pX(i), i = 1, . . . , d .
Let δi , pX(i)− pX(i+ 1) and γi , λipX(i+ 1). The dual of (87) is
min
yi,µ
µ
(
pX(1)− pTXpX
)
+
m−1∑
i=1
δiyi + γi (88)
subject to yi ≥ [λi − µ]+ , i = 1, . . . , d .
For any given value of µ, the optimal values of the dual variables yi in (88) are
yi = [λi − µ]+ = ci, i = 1, . . . , d .
Therefore the linear program (88) is equivalent to
min
µ
f0(µ,pX ,λ), (89)
where f0(µ,pX ,λ) is defined in the statement of the lemma.
Denote the solution of (87) by f∗P (pX ,λ) and of (88) by f
∗
D(pX ,λ). It follows that (84) can be
bounded
d∑
k=1
σkλk ≤ f∗P (pX ,λ) = f∗D(pX ,λ) ≤ f0(α,pX ,λ) ∀ α ∈ R. (90)
We may consider 0 ≤ α ≤ 1 in (90) without loss of generality.
Using (90) to bound (83), we find
Pc ≤ pTXpXˆ +
[
f0(α,pX ,λ)
(
1−
m∑
i=1
pXˆ(i)
2
)]1/2
(91)
The previous bound can be maximized over all possible output distributions pXˆ by solving:
max
xi
[
f0(α,pX ,λ)
(
1−
m∑
i=1
x2i
)]1/2
+
m∑
i=1
pX(i)xi (92)
subject to
m∑
i=1
xi = 1,
xi ≥ 0, i = 1, . . . , m .
The dual function of (92) over the constraint
∑m
i=1 xi = 1 is
L(β) = max
xi≥0
β +
[
f0(α,pX ,λ)
(
1−
m∑
i=1
x2i
)]1/2
+
m∑
i=1
(pX(i)− β)xi
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= β +
√√√√f0(α,pX ,λ) + m∑
i=1
(
[pX(i) − β]+
)2
. (93)
Since L(β) is an upper bound of (92) for any β and, therefore, is also an upper bound of (91), then
Pc ≤ β +
√√√√f0(α,pX ,λ) + m∑
i=1
(
[pX(i)− β]+
)2
. (94)
Note that we can consider 0 ≤ β ≤ pX(2) in (94), since L(β) is increasing for β > pX(2). Taking
Pe(X|Y ) = 1− Pc, the result follows.
The next result tightens the bound introduced in Lemma 16 by optimizing over all values of α.
Lemma 17. Let f∗0 (pX ,λ) , minα f0(α,pX ,λ) and k
∗ be defined as in (48). Then
f∗0 (pX ,λ) =
k∗∑
i=1
λipX(i) +
m∑
i=k∗+1
λi−1pX(i)− λk∗pTXpX , (95)
where λm = 0.
Proof. Let pX and λ be fixed, and λk ≤ α ≤ λk−1, where we define for ease of notation λ0 , 1 and
λm , 0 (recall that the PICs correspond to λ1, . . . , λm−1). Then ci = λi−α for 1 ≤ i ≤ k− 1 and ci = 0
for k ≤ i ≤ d in (81). Therefore
f0(α,pX ,λ) =
k−1∑
i=1
λipX(i) + αpX(k) +
m∑
i=k+1
λi−1pX(i) − αpTXpX . (96)
Note that (96) is convex in α, and is decreasing when pX(k) − pTXpX ≤ 0 and increasing when
pX(k) − pTXpX ≥ 0. Therefore, f0(α,pX ,λ) is minimized when α = λk such that pX(k) ≥ pTXpX and
pX(k−1) ≤ pTXpX . If pX(k)−pTXpX ≥ 0 for all k (i.e. pX is uniform), then we can take α = 0. Theorem
6 follows directly.
Theorem 7
Proof. Consider two probability distributions pX and qX defined over X = {1, . . . ,m}, and assume that
pX majorizes qX , i.e.
∑k
i=1 qX (i) ≤
∑k
i=1 pX(i) for 1 ≤ k ≤ m. Therefore qX is a convex combination
of permutations of pX [79], and can be written as qX =
∑l
i=1 ai(pX ◦ πi) for some l ≥ 1, where ai ≥ 0,∑
ai = 1 and πi is a permutation of pX , i.e. pX ◦ πi = pπi(X). Hence, for a fixed pXˆ|X :
I(qX , pXˆ|X) = I
(
l∑
i=1
ai(pX ◦ πi), pXˆ|X
)
≥
l∑
i=1
aiI(pX ◦ πi, pXˆ|X),
=
l∑
i=1
aiI(pX , πi ◦ pXˆ|X), (97)
where the inequality follows from the concavity assumption and the last equality from I(X; Xˆ) being
invariant to one-to-one mappings of X and Xˆ. Consequently, from the definition of error-rate function
in Defn. 10,
eI(qX , θ) = inf
p
Xˆ|X
 ∑
x,x′∈[m]
dH(x, x
′)qX(x)pXˆ|X(x
′|x)
∣∣∣∣∣∣I(qX , pXˆ|X) ≤ θ

(a)
≥ inf
p
Xˆ|X
∑
i∈[l]
ai
∑
x,x′∈[m]
dH(πi(x), x
′)pX(x)pXˆ|X(x
′|πi(x))
∣∣∣∣∣∣
∑
i∈[l]
aiI(pX , πi ◦ pXˆ|X) ≤ θ

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(b)
= inf
p
Xˆ|X
∑
i∈[l]
ai
∑
x,x′∈[m]
dH(πi(x), πi(x
′))pX(x)pXˆ|X(πi(x
′)|πi(x))
∣∣∣∣∣∣
∑
i∈[l]
aiI(pX , πi ◦ pXˆ|X ◦ πi) ≤ θ

(c)
≥ inf
p1
Xˆ|X
,...,pl
Xˆ|X
∑
i∈[l]
ai
∑
x,x′∈[m]
dH(x, x
′)pX(x)p
i
Xˆ|X(x|x′)
∣∣∣∣∣∣
∑
i∈[l]
aiI(pX , piXˆ|X) ≤ θ

(d)
= inf
θ1,...,θl≥0
{
l∑
i=1
aieI(pX , θi)
∣∣∣∣∣
l∑
i=1
aiθi = θ
}
(e)
≥ inf
θ1,...,θl≥0
{
eI
(
pX ,
∑
aiθi
)∣∣∣∣∣
l∑
i=1
aiθi = θ
}
= eI (pX , θ) ,
where inequality (a) follows from (97), (b) follows from the fact that the infimum is taken over all
mapping pXˆ|X and that I(X; Xˆ) is invariant to one-to-one mappings of X and Xˆ, (c) follows by allowing
a mapping pi
Xˆ|X
to be independently minimized for each i (as opposed to minimizing the same mapping
pXˆ|X for all i), (d) is obtained by noting that the optimal choice of p
i
Xˆ|X
is the one that minimizes the
Hamming distortion dH for a given upperbound on I(pX , piXˆ|X), and (e) follows from the convexity of
eI(pX , θ) in θ. Since this holds for any qX that is majorized by pX , eI(pX , θ) is Schur-concave.
Appendix D Proofs from Section 5
Lemma 10
Proof. Let pS,X and pY |X be given, with S → X → Y . Denote by wi the vector in the |X |-simplex with
entries pX|Y (·|i). Furthermore, let ai , H(X)−H(X|Y = i), and bi , H(S)−H(S|Y = i). Therefore
|Y|∑
i=1
pY (i) [wi, ai, bi] = [pX , I(X;Y ), I(S;Y )] . (98)
Since wi belongs to the |X |-simplex, the vector [wi, ai, bi] is taken from a connected, compact |X |+1
dimensional space. Then, from Fenchel-Eggleston strengthening of Carathe´odory’s theorem [80, Theorem
18, pg. 35], the point [pX , I(X;Y ), I(S;Y )] can also be achieved by at most |X |+1 non-zero values of
pY (i). It follows directly that it is sufficient to consider |Y|≤ |X |+1 for the mappings that approach
the infimum GI(t, pS,X) in (59). The set of all mappings pY |X for |Y|≤ |X |+1 is compact, and both
pY |X → I(S;Y ) and pY |X → I(X;Y ) are continuous and bounded when S, X and Y have finite support.
Consequently, the infimum in (59) is attainable.
For 0 < t ≤ H(X) and pS,X fixed, let GI(t, pS,X) = α. From the discussion above, there exists pY |X
that achieves I(S;Y ) = α for I(X;Y ) ≥ t. Now consider pY˜ |X where Y˜ = [|Y|+1] and, for 0 < λ ≤ 1,
pY˜ |X(y|x) = (1− λ)1{y=|Y|+1} + λ1{y 6=|Y|+1}pY |X(y|x).
Note that Y˜ can be understood as an erased version of Y , with the erasure symbol being |Y|+1. It
follows (cf. [9, Sec. 7.1.5]) that I(S; Y˜ ) = λI(S;Y ) = λα and I(X; Y˜ ) = λI(X;Y ) ≥ λt. We have thus
explicitly constructed a new mapping pY˜ |X that satisfies S → X → Y˜ and achieves I(S; Y˜ ) = λα and
I(X; Y˜ ) ≥ λt. Therefore, from the definition of GI in (59), GI(λt, pS,X) ≤ λα = λI(S;Y ). Consequently,
GI(λt, pS,X)
λt
≤ λI(S;Y )
λt
=
GI(t, pS,X)
t
. (99)
Since this holds for any 0 < λ ≤ 1, then GI(t,pS,X)
t
is non-decreasing in t. Finally, for a fixed pS,X , the set
of points (wi, ai, bi) ∈ R|X|+2 that satisfies (98) is convex, and thus, for a fixed pX , it’s lower-boundary,
which corresponds to the graph of (t, GI(t, pS,X)), is convex.
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Lemma 12
Proof. For fixed pY |X and pS,X , and assuming I(X;Y ) > 0,
I(S;Y )
I(X;Y )
=
∑
y∈Y pY (y)D(pS|Y=y||pS)∑
y∈Y pY (y)D(pX|Y=y||pX )
≥ min
y∈Y:
D(pX|Y =y ||pX)>0
D(pS|Y=y||pS)
D(pX|Y=y||pX)
≥ inf
qX 6=pX
D(qS ||pS)
D(qX ||pX) .
Now let d∗ be the infimum in the right-hand side of (64), and qX satisfy
D(qY ||pY )
D(qX ||pX) = d
∗ + δ,
where δ > 0. For ǫ > 0 and sufficiently small, let pY |X be such that Y = [2], pY (1) = ǫ, pX|Y (x|1) = qX(x)
and
pX|Y (x|2) = 1
1− ǫpX(x)−
ǫ
1− ǫ qX(x).
Since for any distribution rX with support X we have D ((1− ǫ)pX + ǫrX ||pX) = o(ǫ), we find
I(S;Y ) = ǫD(pS|Y=1||pS) + (1− ǫ)D(pS|Y=0||pS)
= ǫD(qS ||pS) + o(ǫ),
and equivalently, I(X;Y ) = ǫD(qX ||pX) + o(ǫ). Consequently,
I(S;Y )
I(X;Y )
=
ǫD(qS ||pS) + o(ǫ)
ǫD(qX ||pX) + o(ǫ) → d
∗ + δ,
where the limit is taken as ǫ → 0. Since this holds for any δ > 0, then v∗(pS,X) ≤ d∗, proving the
result.
Lemma 13
Proof. Let f : X → R, E [f(X)] = 0 and ‖f(X)‖22=1, and f ∈ R|X| be a vector with entries fi = f(i) for
i ∈ X . Observe that
‖E [f(X)|S] ‖22 =
∑
s∈S
pS(s)E [f(X)|S = s]2
= fTPTX|SDSPX|Sf
T
= fTD
1/2
X Q
T
QD
1/2
X f
≥ δ(pS,X),
where the last inequality follows by noting that x , fTD
1/2
X satisfies ‖x‖2= 1 and that δ(pS,X) is the
smallest eigenvalue of the positive semi-definite matrix QTQ, where Q was defined in Definition 1 as
Q , D
−1/2
S PX,SD
−1/2
X .
Lemma 14
Proof. Let pS|X be fixed, and define
gλ(pX) , H(S)− λH(X),
where H(S) and H(X) are the entropy of S and X, respectively, when (S,X) ∼ pS|XpX . For 0 < ǫ≪ 1,
let
pǫ(i) , pX(i)(1 + ǫf(i))
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be a perturbed version of pX , where E [f(X)] = 0 and, w.l.o.g., ‖f(X)‖2= 1. The second derivative of
gλ(pǫ) at ǫ = 0 is
9
∂2gλ(pǫ)
∂ǫ2
∣∣∣∣
ǫ=0
= log2(e)
(−‖E [f(X)|S] ‖22+λ‖f(X)‖22)
= log2(e)
(−‖E [f(X)|S] ‖22+λ) . (100)
Thus, from Lemma 13, if λ ≤ δ(pS,X) then for any sufficiently small perturbation of pX , (100) will
be non-positive. Conversely, if λ > δ(pS,X), then we can find a perturbation f(X) such that (100) is
positive. Therefore, gλ(pX) has a negative semi-definite Hessian if and only if 0 ≤ λ ≤ δ(pS,X).
For any S → X → Y , we have I(S;Y )/I(X;Y ) ≥ v∗(pS,X), and, consequently, for 0 ≤ λ† ≤ v∗(pS,X),
gλ†(pX) ≥ H(S|Y )− λ†H(X|Y ),
and gλ†(pX) touches the upper-concave envelope of gλ† at pX . Since a function must be concave at the
points where it matches its concave envelope, gλ† has a negative semi-definite Hessian at pX and, from
(100), λ† ≤ δ(pS,X). Since this holds for any 0 ≤ λ† ≤ v∗(pS,X), we find v∗(pS,X) ≤ δ(pS,X).
For a fixed pS|X , the function gλ(pX) is concave when λ = 0 and convex when λ = 1. Consequently,
the maximum λ for which gλ(pX) has a negative Hessian at pX is δ(pS,X). Furthermore, Lemma 12
implies that a value λ1 for which gλ(pX) touches its lower concave envelope at pX for all λ1 ≥ λ is
v∗(pS,X). Therefore, both infpX v
∗(pS,X) and infpX δ(pS,X) equal the maximum value of λ such that the
function gλ(pX) is concave at all values of pX . Therefore, we established that for a given pS|X ,
inf
pX
v∗(pS,X) = inf
pX
δ(pS,X).
Lemma 15
Proof. Theorem 14 immediately gives δ(pS,X) = 0 ⇒ v∗(pS,X) = 0. Let v∗(pS,X) = 0. Then, since
D(qX ||pX) ≤ −mini∈X log2 pX(i) and X is finite, Lemma 12 implies that for any ǫ > 0 there exists qX
and 0 < δ ≤ −mini∈X log2 pX(i) such that
D(qX ||pX) ≥ δ > 0
and
D(qS ||pS) < ǫ.
We can then construct a sequence q1X , q
2
X , q
3
X , . . . such that q
i
X 6= pX , D(qkS ||pS) ≤ ǫk and
lim
k→∞
ǫk = 0.
Let qkS be a vector whose entries are q
k
S(·). Then, from Pinsker’s inequality,
ǫk ≥ 1
2
‖qkS − pS‖21≥ 12‖q
k
S − pS‖22. (101)
Defining xk = qkX − pX , observe that 0 < ‖xk‖22≤ 2 and, from (101), ‖PS|Xxk‖2≤
√
2ǫk. Hence,
lim
k→∞
‖PS|Xxk‖22
‖xk‖22
= 0. (102)
In addition, denoting sm , mins∈S pS(s) and xM , minx∈X pX(x), for each k we have
‖PS|Xxk‖22
‖xk‖22
≥ min
‖y‖2
2
>0
‖PS|Xy‖22
‖y‖22
= min
‖y‖2
2
>0
‖PS,XD−1/2X y‖22
‖D1/2X y‖22
(103)
≥ min
‖y‖2
2
>0
sm‖D−1/2S PS,XD−1/2X y‖22
xM‖y‖22
(104)
9This was observed in [23] and [77], and follows directly from − ∂2
∂ǫ2
a(1 + bǫ) log2 a(1 + bǫ) = −b2a log2(e).
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=
sm
xM
min
‖y‖2
2
>0
‖Qy‖22
‖y‖22
(105)
=
smδ(pS,X)
xM
. (106)
In the derivation above, (103) follows from DX being invertible (by definition), (104) is a direct con-
sequence of ‖D−1/2S y‖22≤ s−1m ‖y‖22 and ‖D1/2X y‖22≤ xM‖y‖22 for any y, and (105) and (106) follow from
the definition of Q and δ(pS,X), respectively. Combining (106) with (102), it follows that δ(pS,X) = 0,
proving the desired result.
Corollary 8
Proof. If δ(pS,X) = 0, then the lower bound for t
∗ follows from the construction used in (71) and, more
specifically, by (i) maximizing the right-hand side of (71) across all functions in F0 and (ii) observing
that the maximum value of ǫ such that pY |X is non-negative is ǫ = 1/2‖f‖∞ . If δ(pS,X) > 0, then F0 is
singular (i.e. F0 = {w0}), and the lower bound (72) reduces to the trivial bound t∗ ≥ 0.
In order to prove that the lower bound is sharp, consider S being an unbiased bit, drawn from {1, 2},
and X the result of sending S through an erasure channel with erasure probability 1/2 and X = {1, 2, 3},
with 3 playing the role of the erasure symbol. Let
f(x) ,
{
1, x ∈ {1, 2},
−1 x = 3.
Then f ∈ F0, hb
(
1
2
+ f(x)
2‖f‖∞
)
= 0 for x ∈ X and t∗ = 1. But, from Lemma 11, t∗ ≤ H(X|S) = 1. The
result follows.
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