The ability to reconstruct and identify intracellular protein signaling and biochemical networks is of critical importance in biology today. However, the ability to dynamically measure and collect data from every protein/node within the network is impossible with current methodologies. Consequently, approaches are needed that can use experimentally collected data to accurately reconstruct and extrapolate the higher dimensional network. We sought to develop a mathematical approach to this problem using one of the most well-studied and clinically important signaling networks in biology today, the epidermal growth factor receptor(EGFR) driven signaling cascade. More specifically, we suggest a method for the identification of links among nodes of ordinary differential equation networks from a small set of trajectories with different initial conditions. This method uses specific sparsity arguments that are tailored to the needs of often ill-conditioned systems of representation that arise from the collection of all given trajectories. The enforcement of sparsity allows to consider potentially very large spaces of models and to still be able to detect with high accuracy the few relevant links among nodes, even when moderate noise is added to the measured trajectories. After showing the performance of our method on a model of the EGFR protein network, we sketch briefly the potential future therapeutic applications of this approach.
Introduction
The problem of reconstructing a network of interacting variables from a small set of data generated by the network itself has attracted a considerable attention especially since this problem arises so naturally in genomics, proteomics and more generally system biology problems(see for example [1] , [2] , [3] , [4] , [5] , [6] ). In particular, the ability to reconstruct and identify intracellular protein signaling and biochemical networks is of critical importance in biology today. However, the ability to dynamically measure and collect data from every protein/node within the network is impossible with current methodologies. Consequently, approaches are needed that can use experimentally collected data to accurately reconstruct and extrapolate the higher dimensional network. We sought to develop a mathematical approach to this problem using one of the most well-studied and clinically important signaling networks in biology today, the epidermal growth factor receptor(EGFR) driven signaling cascade.
Interestingly, it is widely believed, and proven in some cases, that biological networks are scale free networks with a few variables (hubs) very connected to many others and most variables interacting only with a few others [7] . Even the hubs do not interact with more than a dozen other variables in most reliable models, so that effectively we can say that these networks are sparse, with respect to the total number of all possible connections among variables. Such information can greatly help in reconstructing the network itself, as already shown to some extent in [6] . Most current algorithms to reconstruct networks from expression data are based on the application of powerful Bayesian methods after the seminal work in [8] , but, as noted in [4] (see also [9] ), these methods do not perform well with the limited amount of data that can be generated by microarray technologies, this limitation is especially pertinent for protein expression data. The other widely used approach for network reconstruction is based on parameter estimation of dynamical system models of the networks themselves [1] . The fundamental difficulty of such approach is the very large number of parameters and reaction rates that need to be estimated [2] , and this, again, leads to an inability to work efficiently with the limited data generated by microarrays and time series of expression profiles. Another viable alterative when analyzing microarray data is to simply perform some type of clustering analysis such as hierarchical or K-means clustering [10] , or the recent exemplars clustering technique [11] . Clustering techniques do not require very large data sets to be applied, but they only identify similarly activated variables, and do not provide a causal understanding of the network structure.
To address the need for specialized network reconstruction methods that can work for the limited data generated by experimental data, we do restrict our attention in this work to ordinary differential equation (ODE) models of protein signaling networks of the formẋ = f (x), where x is the vector of variables in the system andẋ its componentwise derivative. Networks arising from protein interactions, even though often non-linear, are generally modeled with simple analytical forms that rarely contain high degree polynomial terms in f (x), while they often contain hyperbolic terms of the type xi C+xi , C > 0 that take into consideration the presence of enzymatic kinetics (see [12] and references therein, [1] ).
While assuming the plausibility for biological networks of a dynamical system model is a well established approach in the literature (see again [1] , [2] ), we believe that exact modeling and parameter estimation for such models is not the most efficient way to find the way quantities interact in biological systems, partly because parameter estimation is so difficult in noisy environments and with small data sets to work with; partly because biological systems adapt their very network structure over time, especially in the presence of diseases. It is likely more effective to search for equivalent, indistinguishable, classes of models [13] that project to the same network structure, in the sense that they give rise to trajectories that are qualitatively similar. This approach could be termed semi-analytic since we still seek a plausible analytical form for the model, but such form is secondary with respect to the network geometrical structure. Since we are interested in network reconstruction from data, the geometry of the reconstructed network should not be overly sensitive to the size of the space of models where we search for the best fit, or to its specific analytical form.
The specific question that we ask in this paper, within the general approach that we outlined, is whether the structure of sparse ODE networks can be inferred from a small set of trajectories with different initial conditions generated by the system itself. We show that, for a specific realistic case of ODE modeling of protein networks, it is possible to modify and adapt ideas from the theory of sparse signal reconstruction ( [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] ), to implement a method that reconstructs a significant portion of these networks with good accuracy even in the presence of moderate noise with standard deviation of the order of 8% to 15% of the maximum value of the trajectory. One of the main strengths of our method is the ability to sharply distinguish relevant links, so that the rate of false links that are detected can be made very low. This is important in practice since it is difficult and expensive to follow up and validate experimentally potential links among proteins that are inferred by computational means [22] .
In section 2 we briefly introduce the well known use of l 1 minimization techniques to enforce sparsity in signal representations and we show, in section 3, how to apply l 1 method to ODE networks reconstruction, stressing the specific steps that are necessary in the network setting. In section 4 we apply the algorithm sketched in section 3 to one particular protein network, the EGFR model as described in [12] . We do not explore the biological significance of this network, but we do mention here that it plays a significant role in cancer development [23] , so it is considered an ideal target for fine tuned potential therapies that do not impact the body at the systemic level. We will briefly mention some possible directions of research related to the medical applications of network mapping at the end of the paper.
Sparse Reconstructions
Suppose we have a discrete function F (n), n = 1, ..., N and a collection of functions G = {g 1 (n), ..., g M (n), n = 1, ..., N } with M >> N . Then in general the representation of F in terms of G will not be unique, meaning that there will be many ways to write F as
An important question when trying to extract the significant features of F with respect to G is to find, among the many possible representation of form as in equation 1, the one that is the most 'sparse', that is the representation that has as many zero coefficients a m as possible. This problem is in general very difficult, but we can use linear programming techniques to find approximate sparse representations, that is, representations that have just a few large coefficients and many very small ones. We briefly introduce this type of approximation to sparse solutions here following mostly [24] , section 9.5.1 and we refer to [15] , [16] and [17] , [18] for a thorough analysis of the relations between l 1 optimization and sparsity. The key idea is to realize that if we enforce that the 1-norm of the coefficients |a| = M m=1 |a m | is minimal, this implies that the total energy of the coefficients is concentrated in just a few of them. We can gain an intuition on this by noting that a minimization of the 1-norm reduces cancellations among different elements of G, since these cancellations increase the 1-norm. Note that the problem:
subject to
is equivalent to the problem:
with x p > 0 for every p = 1, ..., 2M and x p − x p+M = a p . But the linear optimization problem in equations (4), (5) can be easily put in the standard format of linear programming problems, so that a solution can be quickly obtained using one of several powerful algorithms [25] . Given therefore a discrete signal of length N and a collection of M signals G with M >> N we can easily find approximate sparse representations for F in G. This result is one of the first in a series of works that showed the important role of l 1 norms in signal processing, see in particular [19] , [20] . We will see in the next section the crucial adjustments that are required to make this technique useful for network reconstruction problems.
3 Sparse Networks
Augmented Models with Random Terms
Let us now write explicitly the general form of the dynamical systems of interest. We have variables x 1 , ..., x N and we assume for simplicity that the right hand side of the dynamical system that we try to model has polynomial terms up to degree d = 2, and hyperbolic terms xi C+xi , C > 0, more specifically we sample C at uniform intervals of lengthc in a range [0, Sc] of interest with S some large positive integer. If we denote byẋ i the time derivative of x i , we consider models of the form:ẋ
where n = 1, ..., N . Clearly this selection of the allowed terms in the model reflects our partial knowledge of the EGFR system. On the other hand we could equivalently pursue a more general approach in which only a polynomial right hand side up to degree d is used as general model. Normally the difficulty of choosing such general models is that the combinatorial explosion of terms for high degrees makes any attempt to fit the parameters very fragile. The use of l 1 methodologies in the spirit of the previous section greatly improves our ability to find the actual links among nodes, even though an exact parameter fitting is difficult in this case as well. Note that also the use of hyperbolic terms implies a large proliferation of terms depending on how large S is chosen to be, so even our simple class of models is a good example of the type of difficulty that we face when trying to fit a model with very sparse data.
To be specific, we assume that we sample variables x 1 , ...x N and that we have several trajectories x n,r r = 1, ..., R with R different initial conditions. We then estimate derivativesẋ 1 , ...,ẋ N at each of the sampled points. If we write X n = [x n,1 , ..., x n,R ],Ẋ n = [ẋ n,1 , ...,ẋ n,R ], and we denote by J the unit vector of same length as X i , a formal substitution in equations (6) of x n with X n andẋ n withẊ n leads in effect to a problem of representation of discrete signalsẊ n in terms of the collection of signals X = {J,
In this article we focus on a set of differential equations, contained in Appendix A, that model the EGFR network [12] . The EGFR network is quite sparse for most of the variables, and this is a characteristic that is believed to be common to most protein networks. So, in the attempt to reconstruct a specific network of the form (6) above, it is indeed a meaningful condition to assume that it is sparse and to use in some way the l 1 sparsity technique as described in the previous section to recover the effective system from a collection of different trajectories. The first requirement for applying the l 1 method is to have an underdetermined system with the cardinality M of X such that M >> L, where we denote by L the length of vectors in X . However there are some basic reasons why such direct application will not work. The main issue is the presence of noise in the trajectories and therefore the representation system needs to account for large errors in variables [26] when fitting the models on the noisy data. To gain a better sense of this problem, denote the noisy measurements of X i and X j asX i = X i + N i andX j = X j + N j respectively, and assume that the differential model includes a term X i X j in the representation of someẊ n . This means that when we representẊ n in X we do not just want a sparse representation, but we would like the termX iXj to be in the specific representation with large non zero coefficients. ButX iXj = X i X j + X i N j + X j N i + N i N j and ideally we want the noisy residue
is, to contribute marginally to the l 1 optimization. The way we approached this problem is to go from the representation in the previous equation to a representation:Ẋ
where n g g = 1, .., G are discrete random vectors normally distributed, scaled to have norm 1. We want G much larger that L so that the energy of noisy residues like X i N j + X j N i + N i N j is uniformly distributed among all the random vectors n g , and the overall contribution to the l 1 norm of these noisy residues is small. Moreover a large value of G improves the conditioning of the corresponding linear programming problem and therefore the speed of convergence to the optimal solution. Note that G is dependent on the particular instance of problem that is given, and more specifically on the type and number of trajectories and sample points in each trajectory, but the performance of the method we describe in section 4 is not strongly dependent on its specific value, as long as G >> L. This extension of the basic model has far reaching consequences, since it assures that the new models are large enough to be able to perform an approximate sparse minimization, strongly retaining the dependence from the original terms of the 'effective', non-random model, while diffusing any potential noise in the data among the random terms of (7). The non-random portion of the matrix derived from the ODE network itself can be very ill conditioned. In particular the hyperbolic terms generated by the same variable will be highly correlated among each other. Therefore the fundamental results from [19] , [20] and [21] do not apply to these matrices in general. This intrinsic inability to fully control the representation matrix is the most distinct characteristic of ODE reconstruction networks and the one that makes this work diverge in the methodology from standard l 1 norm signal reconstruction.
Another important issue is that, in general, it is preferable to have reconstructed models with low complexity, that is, with terms of low degree. So it is useful to enforce a way to explicitly suppress the terms belonging to more complex blocks of terms such as quadratic and hyperbolic ones. The large number of quadratic and hyperbolic terms increases the chance, in a noisy setting, that several wrong terms from these blocks are selected in the representation of each node. By suppressing each of these blocks of terms we reduce the chance of this wrong selection and we give more weight to linear terms. Such suppression of higher complexity terms can be done by using suitable attenuation coefficients. More specifically, by attenuating uniformly all terms in a block by a factor 0 < β < 1. Assuming that all vectors of X were scaled to have l 2 norm equal to 1, we effectively multiply their inner product with any signal by 1 β , which is bigger than 1, so the l 1 optimization will have the tendency to select fewer of them to chose the representation with the minimal l 1 norm. This is another interesting point specific to the modeling of networks. In section 4 we suppress quadratic and hyperbolic terms by a factor β = 0.5. Empirically, we find that this adjustment is important for obtaining the very best results in the reconstruction of the geometric structure of the network, especially when we want very few selected false links and the trajectories are very noisy, moreover we find that a wide range of small values of β gives similar reconstruction results. The optimal selection of β for each different block, including a possible attenuation for the block of random terms, is an open problem and we will explore numerically this issue in a separate paper. Essentially, these attenuation coefficients are one more device to keep the errors in variables from generating false links in the computed representation of each node, assuming that low degree and low complexity terms are to be preferred.
In a realistic reconstruction setting we have few sample points and a relative noise that can be as high as 15% in the measured trajectories, making the estimation of the derivatives very difficult. To avoid problems with direct estimation of derivatives in the highly noisy case we note that the equations in (6) can be written in integral form as:
This integral representation avoids the implicit problem of finding a good estimation of the derivative from a limited number of samples of the trajectories. Note that a 0 was used simply as a term to correct potential biases in (6), as it does not carry information on the nodes' links, so we use it similarly in (8) and we do not take its integral. We can easily estimate multiples of the integrals on the right hand side of the equation by summing up the samples that are given from t 0 to t if sampling is uniform, otherwise we can scale the contribution of each summand multiplying by the size of the corresponding sampling interval. We work for simplicity with the uniform sampling setting here, but we note that in actual measurements on the activity of cell-lines, it is convenient to have uneven sampling rates. Our method can easily be adapted to this case. The key point is that we can write down an integral discrete representation system similar to the differential one in (7).
Network Reconstruction Algorithm
The observations in the previous subsection can be gathered into a simple reconstruction algorithm. We label the variables involved in a slightly different way in the algorithm to highlight the flexibility in the choice of the input for the algorithm. Given trajectories from a sparse system that is believed to be of a certain generic form, for each discretely sampled trajectory X n,r , r = 1, ..., R, letX n,r be the vector X n,r (t) − X n,r (t 0 ) where t takes all sampled values. Moreover, for a given vector g(t), t = t 0 , ..., t L , let I(g) be the vector whose component l is the sum l i=0 g(t i ), and let J denote the unit vector. Then the basic process of identification of the nodes is the following:
A Suppose we are given N node variables and that for each variable it is possible to generate R uniformly sampled trajectories X n,r r = 1, ..., R with different initial conditions. Write C Find the minimal l 1 solution to the underdetermined system Y n = Zα. Choose a threshold T n and let α Tn be the coefficients in α larger than T n .
D Let I n , the estimated set of directed links of node n, be the union of all node indexes that appear in terms of Z corresponding to coefficients in α Tn .
To apply directly the algorithm to the differential representation of the system it would be sufficient to replace step A with: A1 Suppose we are given N node variables and that for each variable it is possible to generate R uniformly sampled trajectories X n,r r = 1, ..., R with different initial conditions. LetẊ n,r , r = 1, ..., R be the corresponding derivatives at each point. Write In some cases it may be convenient to directly work with such differential form, especially when sampling can be made very fine. We highlight now again the specific elements of our method that were necessary to obtain the best possible performance on the EGFR protein network as in the appendix:
• Addition of random vectors. This is crucial to allow well behaved matrices and to 'absorb' the contribution from noise in the trajectories, and therefore to account for large errors in variables [26] when fitting the models on the noisy data. The argument in section 3.1 clearly can be applied to the integral representation as well.
• Extra attenuation of blocks of terms. We need this adjustment to enforce low complexity modeling. Another possible way to use attenuation that we found beneficial [27] is to attenuate the random terms by constants that are small for low noise and larger for high noise in the trajectories. We do not explore further this issue in this paper, but since attenuation plays a key role in controlling the errors in variables as well, there is a need to understand how to choose near-optimal values for them.
• Integration to avoid estimation of derivatives. This adjustment increases the robustness of the algorithm for infrequently sampled trajectories and in the presence of noise.
One additional important idea that was not directly used in the algorithm is the estimation of links done only on local subsets of trajectories. This local application of the algorithm may highlight different links that could be dominant for different sets of initial conditions, in [27] we show that this strategy is indeed feasible. Note that the l 1 scheme has an edge over simple l 2 regression especially when there is a very limited set of initial conditions. So even in the case in which it is possible to span the entire phase space of the network, there is a limit to the density of the initial conditions that can be taken and therefore a local application of l 1 methods will always be beneficial (because there are only a few local trajectories). Moreover, locally, we can always assume quadratic or at most cubic models, greatly simplifying the analysis. By putting together the information on links that arise in different regions of the phase space it may be possible to find very tenuous links that would otherwise be undetectable in a global analysis. This local application of the method will likely turn out to be one of the most interesting, for biological systems, but for many other applications as well, where more abundant data may be available. A clear advantage of a local version of the method is its greater generality, since simple, low degree polynomial models can be used.
Unlike the local algorithm of [27] , the specific implementation of the method in this paper assumes that a dictionary of possible building blocks for the overall model is available, these include, for the EGFR network, terms up to degree 2 and generic hyperbolic terms. The weakness of this approach is that we need to know much more about the details of the system, but often such knowledge is partially available, and the sparse l 1 reconstruction allows to consider very large dictionaries of building blocks and it is still able to identify the few relevant links as we will see in next section. In the absence of information about the system, we could work simply with polynomial systems, allowing terms of higher degree, in which case we would have a very large system of representation for networks with many nodes. The combinatorial explosion that arises even with relatively simple spaces of possible models is one of the main reasons that makes the sparse approach we propose in this paper very competitive.
The EGFR Network

Reconstruction Results
In this section we show the performance of the integral l 1 reconstruction method A-D on the epidermal growth factor receptor (EGFR) protein network described in [12] and explicitly written down in the Appendix. We again emphasize that the ability to dynamically measure and collect data from every protein/node within the network is impossible with current experimental methodologies. The EGFR network is one of the most well-studied and clinically important signaling networks in biology today and the ability of our method to reconstruct a model of such fundamental network is very promising. The sparsity for the EGFR system in the appendix has some variation between nodes, we have 11 variables with less than 4 distinct terms (linear, quadratic or hyperbolic) in the expression for their derivative, 9 variables with less than 8 terms and 1 variable, x 4 , with 19 terms! This last variable is certainly not sparse and corresponds to the main 'hub' of the EGFR network.
We assume that 100 time series of length 25 with different initial condition are available for each variable in the system, but only 500 uniformly selected points among the total 2500 are used in the algorithm, so that we are effectively working with a very small data set of points. The initial conditions for each variable are chosen as uniformly distributed random numbers in the interval [0, 40] . The length of the time series is chosen to be consistent with the sampling rate that can be performed in practice, that is the reason we take only 25 uniformly spaced points along each trajectory. To put this number in perspective, we note that for some fast time series like the one on the top plot of Figure 1 this mean that we have only 2 to 3 points in the high varying region of the series, while for slower series like the one at the bottom of Figure 1 we have a larger proportion of points where the time series is not monotonic. As we already stressed, this infrequent sampling is one of the reasons we had to move from the differential representation of the network to the integral one used in A-D, as it may be problematic to estimate derivatives in such infrequent sampling scenario. The way we add noise to the trajectories is by taking the maximum M of each given time series and by adding uniform white noise in the interval [−m, m] where m is equal to a fraction of M ; this seems to give levels of noise consistent with experimental conditions. The characteristic shape of the noisy time series from the EGFR network, is shown in Figure 1 (noise level 15%) .
In real systems the biologically significant ranges of initial conditions vary among different variables. This raises an interesting theoretical and practical question: which is the minimal domain of initial conditions that allows significant reconstruction of the network? this question may be more relevant for networks that display simple dynamics. Chaotic systems often encode the geometry of their phase space in time series generated by as little as one single initial condition [29] , [28] , so the chaotic setting is probably ideal for this sparse reconstruction algorithm.
The sampling of the hyperbolic terms isc = 10 and the total number of hyperbolic terms for each variable is S = 50. The total number of terms for the model, and therefore the total number of parameters, is 1449, far more than the 500 data points used to find the links for each node. The number of random vectors to be used in C is chosen as g = 2500. The attenuation for the quadratic and the hyperbolic terms is chosen to be β q = β h = 0.5.
In Figure 2 we show a typical example of the sparse representation that can be obtained by applying A-D to the infrequently sampled, noisy trajectories of the EGFR network with the noise level as in Figure 1 . More specifically, we show the reconstructed representation for Y 2 , the vector of all integrals oḟ x 2 defined in step A, with respect to the integral of all linear, quadratic, and hyperbolic terms, as defined in step B. We choose variable x 2 because it has very few terms in its actual representation of the derivative, namelyẋ 2 = −0.06x 2 + 0.2x 3 + 0.003x 1 x 23 − 0.02x 2 2 , having a sparsity for which the algorithm works often at its best. We plot the norm of the coefficients of: the linear terms in Figure 2a , from G 1 to G 23 ; the quadratic terms in Figure 2b, ordered as  G 1,1 ,..., G 1,23 , G 2,2 ,. .., G 22, 23 ; the hyperbolic terms in Figure 2c, ordered as  H 1,1 ,..., H 1,10 ,..., H 23,1 ,. .., H 23, 10 ; and the random terms in Figure 2d . The 3 largest coefficients across all terms correspond exactly to three of the terms in the representation ofẋ 2 , namely x 2 , x 1 x 23 and x 2 2 , we are missing instead the x 3 term, but the forth largest coefficient in the reconstructed representation corresponds to the x 1 x 3 term, so it does carry to some extent the information regarding the link between x 3 and x 2 . This example is typical: some terms not only may be missing, but they can be partially wrong, for example a term x i may appear in the representation as x 2 i , or a term x i x j may be replaced by a term x i x k that gives similar shapes for the given initial conditions. Note that these two possibilities do carry some significant information on the geometry of the network, even though the specific terms are incorrect. We may even argue that we cannot really talk of 'correct' and 'incorrect' terms, since it is possible in principle that the incorrect terms generate on all biologically meaningful initial conditions a dynamics that is qualitatively similar to the initial network. We can compare at this point the sharpness of the l 1 method in identifying the relevant links with respect to the use of simpler techniques such as correlation.
In Figure 3 we show the correlation Y 2 with: the linear terms in Figure 2a , from G 1 to G 23 ; the quadratic terms in Figure 2b, ordered as G 1,1 ,. .., G 1,23 , Figure 1 : In subplots (a) and (b) we show typical trajectories that are observed in the EGFR system, sampled uniformly 25 times in the time interval [0, 27] . Starred curves are the actual trajectories, circled curves are the trajectories with 15% relative noise added. Plot (a) shows a fast changing trajectory for x 9 that settles within few samples to a base value, plot (b) a trajectory of x 6 that shows a slow varying behavior. Figure 2c, ordered as H 1,1 ,..., H 1,10 ,. .., H 23,1 ,..., H 23, 10 . The most negatively correlated linear term corresponds to x 2 , the most negatively correlated quadratic term to x 2 2 , and the cluster of most negatively correlated hyperbolic terms correspond to x 2 as well. Note however how many terms show similar level of large negative correlation, especially among the quadratic terms, so that it is difficult to set a threshold on the norm of the correlation coefficients that would, for example, identify only x 1 x 23 as another relevant term, this difficulty becomes more severe as the number of possible links among nodes increases. We do not explore further this issue in this paper, but see our forthcoming paper [27] for a comparison of the l 1 algorithm described in this paper with l 2 regression on a class of ODE networks. The important point that we would like to stress here is how the considerable sparsity of computed reconstruction of our method allows for an accurate distinction of false links and true links. Such accuracy is not easy to achieve with very limited input data without a powerful mechanism to avoid errors in variables.
To evaluate the quality of the reconstruction results for different levels of noise we use the ratio of computed true links with respect to the total number of true links (true positives rate) and the ratio of computed false links with respect to the total number of false links (false positives rate). An important question when assessing the quality of reconstruction is the proper estimation of the thresholds T n used in D. In general we expect these thresholds to vary according to the relative noise in the time series, but even the sampling rate will affect our degree of confidence in the computed links so we must find an automatic way to estimate the threshold from the data. Note moreover that the threshold must be represented in terms of the coefficients used to represent each node. To this extent we define a threshold, for a given system, as a constant multiple of the standard deviation of the coefficients of the non-random terms of each node, what we may call the deterministic coefficients of the representation, namely T i = Kσ i , i = 1, ..., N , where K is some fixed constant determined for the whole system, while σ i is the standard deviation of the absolute value of the deterministic coefficients of the representation of node i. This flexible definition of the threshold ensures that: a) the threshold level is relative to the norm of the coefficients of each node; b) the threshold is larger if there are many sizeable non-zero coefficients in the representation of a specific node.
One drawback of this choice is that, as the number and types of building block in the representation increases, we need to take larger and larger multiples of the standard deviation to achieve the same threshold level since the vast majority of coefficients will be very close to zero, a way to avoid this problem is to use only coefficients with norm bigger than a very small constant to compute the standard deviations, we do this in the following, by neglecting any coefficient with norm smaller than 10 −10 . The main advantage of a uniform definition of threshold across all variables is that the single key issue becomes a proper estimation of the multiplier K. It is possible that the network has very distinct behavior for different subsets of nodes, in which case it is likely not possible to use a single multiplier and we must resort to thresholds estimated for each node separately.
Before suggesting a specific way to find K from the computed representations, let us see what we would get with an 'ideal' choice of multiplier. Namely, for each noise level in the time series, we select K so that the false positives rate stays below 0.1. We performed such analysis for levels of relative noise in the trajectories from 0% to 25%. In Figure 4 we can see the result of such choice of thresholds, the true positive rate is high (around 0.65) even for realistic trajectories noise of the order of 20%, the computed values of K are: K 0% = 0.029, K 5% = 0.039, K 10% = 0.074, K 15% = 0.074, K 20% = 0.069, K 25% = 0.154. To some extent, the noisier the time series, the higher the value of K needs to be to keep the false positives rate small. In Figure 5 we can see the true positives rates when the false positives rate is kept at 0.05. The computed values of K are: K 0% = 0.099, K 5% = 0.109, K 10% = 0.184, K 15% = 0.209, K 20% = 0.274, K 25% = 0.404.
Note how even for noiseless trajectories we still do not find all true links, this is due in part to the infrequent sampling that makes us loose fine relations among the nodes, if for example less points are selected for each trajectory, say 10 instead of 25, the true positives rates would considerably flatten, i.e. even in the 0% noise case we would have only about 0.6% true positives rate rather than Figure 4 . Moreover the use of integral representations necessarily loses some information if applied globally to many different time series. A way around this problem could be to perform the analysis on many different local subsets of trajectories as sketched at the end of the previous section, on the other hand this would require a larger number of initial conditions that may not be available in practice for protein networks. Note also that the rates we display are obtained excluding from the average the reconstruction of variable 4 that does not have sparse representation (and which is a 'hub', so likely to be better known experimentally).
Choice of Threshold
We now approach the problem of finding a suitable value of K from the reconstruction data themselves. Denote by S(K) the total number of selected links that are found in step D of algorithm A-D by using thresholds T n = Kσ n . We can split S(K) as S(K) = S t (K) + S f (K) where S t (K) denotes the number of true computed links and S f (K) the number of false computed links. Since for each node we have only a small number of true links by assumption, and likely their corresponding coefficients in the representation are very large, we can conjecture that, as we let K increase continuously from 0 to ∞, S t (K) will decrease very slowly at the beginning, and since S t (K) assumes only integer values, this slow decay will appear as infrequent small jumps. But this means that the (discontinuous) derivative dS(K) of S(K) will be dominated by the derivative dS f (K) of S f (K) for small values of K and by dS t (K), the derivative of S t (K), for larger values of K and therefore we can infer some of the properties of S f (K) which is not known, from those of S(K), which is a computable function.
In Figure 6 we show approximations to dS t (K), dS f (K) and dS(K) for reconstruction in the case of relative noise in the time series of the order of 10%. We choose a fine uniform sampling U = 0.001 of K up to K = 3.5 so that dS(K) never take values smaller than −2 (to have the ideal case in which dS(K) ≥ −1 for all K generally requires excessively fine sampling rate), note that S(K) is identically zero for K > 3.26. We can immediately see the similarity of dS(K) and dS f (K) in the frequency of negative jumps for small values of K, note also how the frequency of jumps of dS(K) greatly decreases around K = 0.30. To see this transition point more clearly, let K 1 , ..., K M be the values of K, from smallest to largest, for which dS(K) = 0 and define a function J(i) = K i − K i−1 , i = 2, ..., M that computes the width of negative jumps. We plot J in Figure 7 and we can see that for i ≈ 57 we suddenly have much wider intervals between jumps, this value of i corresponds to K 57 ≈ 0.29. We argue that a suitable value K f of the multiplier K is the one for which J(i) has very different local averages for i < f and i > f . To find such K f we can use for example the following rule: E Set an integer I, let V (i) =J of J for values between i and i + I. Finally, let f be the index for which V (i) is minimum, and K f the threshold multiplier.
Rule E uses the ratio of the local mean of the length of intervals between jumps before and after the i-th jump to select the jump for which the relative increase is maximum. If we use I = 20 in E, we find from the data threshold multipliers as follows: K 0% = 0.10, K 5% = 0.227, K 10% = 0.187, K 15% = 0.175, K 20% = 0.436, K 25% = 0.479. We can see that for several levels of relative noise the estimations found with E tend to be close to the values of threshold multipliers computed by fixing the false positive rate to 0.05. With 15% relative noise in the trajectories we still have a true positives rate of about 0.61 with false positives rate of 0.056. We plot the true positive rates and false positive rates computed with the estimated values of K in Figure 8 . The computed value of K 10% , 0.187, is smaller than what we expected by visual inspection of the curve in Figure 7 , which points to the need of a more sophisticated analysis of the change of mean frequency. To compute more accurately the transition in frequency in J(i) and therefore estimate more accurately K, it will probably be necessary to use multiscale methods to find the optimal I used to compute the local averages. We believe that a wavelet maxima analysis ( [24] , chapter 6) of J(i) will lead to more accurate results. Of course it would be of great interest to deduce theoretically the value of K f , under suitable conditions on the class of network models.
Conclusion and Open Problems
There are still many open questions whose answers will shape the way l 1 methods are applied to network reconstruction. What is the limiting node sparsity that still allows the network itself to be recovered with this method? how are the error rates affected if only a subset of the variables is available? how does the network we compute on this subset of variables relates to the full network? if we have a node that is unrelated to the chosen subset of the network, then it is not obvious that we can distinguish such node from the computed representation.
In some cases the 'skeleton' of the network may be available, for example for proteins networks we may know roughly how the system is connected for healthy cells. Can we use this additional information to detect, with this method, whether patients with cancer develop additional strong links among nodes? Preliminary evidence suggests that small new links that do not make the system unstable are often detectable, but it would be interesting to use the available information on the skeleton of the network directly in the algorithm.
Looking even further ahead, since we choose an approach to biological networks that deemphasize exact modeling, the techniques of control, and the very notion of global stability of a network, must be changed in such a way that they are valid for entire classes of indistinguishable systems [13] that give rise to similar network structures, in the sense that they give rise to trajectories that are qualitatively similar. For example the reconstruction algorithm described in this paper could be used as an intermediate step of control schemes based on particle filter techniques, by providing an indistinguishable model that locally behaves as the real one. This potential application would be an interesting step in the direction of real time, personalized therapies that require an online estimation and control of specific pathways in the cell networks of individual patients [30] , [31] , we will come back to this issue in a subsequent paper.
Appendix: the EGFR network x 9 = −6.6x 9 + 0.06x 10 + 0.09x 4 x 20
x 10 = 6x 9 − 0.07x 10 
