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ABSTRACT 
Most three dimensional imaging systems require two dimensional matrix 
arrays of transducer elements and sophisticated beamforming circuitry. 
This dissertation describes a much simpler technique based upon phase 
difference measurements of incident waveforms. The limitations of such 
a simplified approach are shown to be much less of a constraint than 
might be supposed on first consideration. 
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CHAPTER l 
INTRODUCTION 
Low visibility is a condition frequently encountered in underwater situations 
hampering the activities of divers and remotely piloted vehicles. Efforts to probe the 
turbid and saline water of the sea with light and radio waves are frustrated by the 
high attenuation experienced for electro-magnetic energy. 
Alternatively sound, for moderate frequencies. propagates virtually unattenuated in 
water. making it the preferred· choice of radiated energy used in underwater 
instruments designed for communication. telemetry and imaging. 
This dissertation describes an active three dimensional imaging sonar that was built 
and tested. Although physically small and inexpensive to produce, this short range 
sonar provides a real-time three dimensional stereoscopic display. 
Unlike most three dimensional imaging sonar systems that require two dimensional 
matrix arrays of tra.nsducer elements and complex beamforming circuitry. this 
system employs a much simpler technique based upon phase difference measurements 
of incident waveforms. 
Behind this simplified approach is the assumption that the echo field can be regarded 
as a series of discrete point scatterers or highlights. Theoretical substantiation is 
provided, along with photographed images obtained for water trials. supporting this 
assumption even under complex multiple target conditions. 
Presented also in this document are the results of investigations into techniques for 
transducer evaluation and matching. low noise preamplifier design. phase 
measurement and three dimensional displays. In the appendix the reader will find a 
full set of circuit diagrams for the complete sonar system. 
A published paper giving details of the three dimensional. 3-D, imaging sonar system 
and obtained results was presented at the Ultrasonics International 85 Conference 
(Reference 1) by its co-author. Professor P.N. Denbigh. 
I 
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CHAPTER 2 
CLIPPED-SIGNAL PHASE-ONLY SONARS 
2.1. Introduction 
Since World War 11, the application of digital techniques in both radar and sonar 
systems has increased dramatically (Reference 2). 
These applications can be placed in three main categories: 
(a) Firstly, digital computers are used for the control of systems, for example 
tracking, where the function of data handling is considered rather than signal 
processing. 
(b) Secondly, digitally realised signal processing elements are taking precedence 
over their analogue counterparts with advantages in cost, flexibility and stability 
of operation. Examples of this category include delay lines and correlators. 
(c) Finally, the output of individual sensors are being digitally encoded and stored 
for subsequent processing. This has made the technique of aperture synthesis 
feasible, which is used extensively in echo seismology and radio astronomy. 
The system described in this dissertation uses a sonar signal processing technique 
similar to the last category in that the output of the individual transducers is encoded 
directly into a digital form. This digitisation process, which is performed by 
infinitely clipping the output waveform from each transducer, shows advantages over 
conventional systems by eliminating two of the most difficult problems encountered 
in pulsed sonars, namely: 
(a) It avoids the wide dynamic range of signal amplitudes experienced in active 
sonar, which at times exceeds 70 dB (Reference 3), thus obviating the 
implementation of time varying gain or automatic gain control in the input 
receiving stages. 
(b) The subsequent encoding process, which samples the phase between signals on 
adjacent transducers, is reduced to a simple digital gating operation. 
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A small hard-wired data processor performs target detection on the temporarily 
stored phase samples and outputs the bearings of the detected targets to a display. 
In the following subsections this work is placed in context with previous 
investigations into the application of clipped-signal processing in the field of sonar 
/ 
and signal processing. 
2.2. Historical Overview of Clipped-Signal Processing : General 
In 1952 Huggins (Reference 4) published details of a "phase filter" implemented with 
clipped-signal processing. Its purpose was to detect signals in the time domain 
against background noise and was achieved by observing the fluctuation in the periods 
of a time waveform about their mean. 
Middelton (Reference 5), examined the performance of the phase filter and noted the 
application of this technique to systems where the absolute value of the signal plus 
background noise is subject to large dynamic range.' 
Webb et al (Reference 6), further demonstrated the viability of clipped-signal 
processing in an apparatus used to analyse the frequency spectra of heart sounds. 
An early example of spatial signal detection is provided by Piggot et al (Reference 7) 
in their scanned line hydrophone method of determining the angle of arrival of sound 
in water. In this case the principle of the phase filter can be extended to the 
detection of spatial signals by observing the consistency of the measured phase 
sampled over an array aperture. (It is interesting to note that the DIMUS system 
(Reference 8), although developed much later, operates in a similar manner.) 
Although the operation of the 3-D sonar can be regarded as a synthesis of the many 
existing notions mentioned above, its development was most influenced by the work 
performed at Birmingham University on the "Digital Sonar System". 
The theoretical possibility of the digital sonar system was first examined by Nairn 
(Reference 9) in 1964 who later published results of tests carried out with a practical 
system (Reference 10). Further contributions to the development and evaluation of 
this system were provided by Griffiths, Creasy, Braithwaite and Hudson 
(Reference 11, 12 and 13). 
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Since the work presented in this dissertation has a great deal in common with Nairn's 
system, a thorough examination of its operation is presented in the following 
subsection. 
2.3. Historical Overview of Clipped-Signal Processing : The Digital Sonar 
The digital sonar is critically dependant on the single hypothesis that sufficient 
information can be gleaned from the echo field by treating it as a series of localised 
point targets or highlights, and discarding all other information. 
In operation, this system differs from normal sonars in that bearing is measured by a 
phase sampling technique rather than the classical maximum amplitude response 
method. 
Nairn's experimental system insonifies a broad sector with a narrow-band pulsed 
47,5 kHz transmission. As the sound pulse travels outward, targets intersecting the 
annulus of the sector insonified at any moment in time produce an echo signal which 
is a copy of the transmission pulse. 
Figure 2.1 shows a line array of seven equally spaced transducers receiving a single 
echo signal in the farfield. The phase difference ¢. between the sinusoidal outputs 
1 
from each of the six adjacent transducer pairs is measured and the spatial deviation 
function D for these samples is calculated. 
s 
D is defined as: 
s 
1 6 -
D = -6 E l<P· - <Pl s 1 1 
where <ii is the mean phase difference, given by; 
- 1 6 
<P = -6 E ¢ .. 
1 1 
(2.1) 
(2.2) 
- lL! -
ECHO 
<f (12) 
"'(23) 
1 (34) 
~(45) 
1 (56) 
1' (67) 
CLIPPING TRANSDUCER AMPLIFIERS PHASE DETECTORS 
Figure 2.1: Schematic block diagram of the digital sonar system. 
Obviously, for instances when a single noise-free echo signal is present at the array, 
there would be no deviation in the measured phases from the mean phase difference. 
In this case D would be zero. 
s 
If however, the signals at the individual transducers are contaminated with noise or 
multiple echoes, then D will assume a positive number. The magnitude of D is a 
s s 
measure of these perturbations and thus affords a method of detecting the presence 
of a single echo at the array. A threshold is placed on the values of D s below which 
the signal is deemed suitable for further acquisition. 
Samples of this phase-difference information are taken every 63 µs. Within this 
period the samples are encoded into digital form and the spatial deviation function D s 
evaluated and subjected to the above primary threshold. The source bearing is 
immediately calculated from the average phase difference of the sample. 
On the occurrence of a sample passing the primary threshold, a data-collection 
interval is initiated that continues for as long as successive samples satisfy it. When 
the primary threshold fails the accumulated bearing information is subjected to a 
secondary threshold before accepting the target for display. 
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The secondary threshold requires that at least a given minimum number of successive 
samples pass the primary threshold, thereby ensuring that a strong enough signal is 
received for long enough to ensure an accurate bearing measurement. 
If the data is accepted then a spot of preset duration and brilliance is painted on the 
display screen at the sample bearing and range, which is indicated by the normal 
time-base sweep. 
Encouraging results were reported for water trials of the digital sonar. While the 
system was successful in discarding noise samples, it was necessary to greatly relax 
the detection threshold levels in order to avoid excessive target rejection. 
It was with the view to enhancing the probability of single target conditions, rather 
than excessive target rejection by stringent threshold hierarchies, that the 3-D sonar 
approached target detection. 
2.4. System Overview 
2.4. l. Introduction 
The 3-D imaging sonar is a phase-only sonar departing from classical sonar operation 
in a similar manner to the digital sonar. 
However, a major difference between these systems is that the 3-D sonar can make 
measurements of elevation, as well as of bearing and range, while using a simplified 
logic algorithm operating on fewer transducers. Furthermore it recognises that the 
greatest problem is not detection in the presence of noise, but the overlapping echoes 
from multiple targets. An attempt is made in this system to increase the likelihood 
of single target conditions. 
2.4.2. Principle of Operation 
Like Nairn's system the basic principle of this pulsed sonar lies in treating the sound 
field as a series of point targets or highlights. The location of these points is 
determined solely by the phase information of the narrow-band echo signal. 
- 16 -
The angles of the incident wavefront are determined by measuring the phase 
difference between the sinusoidal outputs of two closely spaced adjacent transducer 
elements. Two azimuth measurements are made using two parallel transducer pairs 
(AB and CD in Figure 2.2). Similarly, two orthogonal transducer (AC and BO) 
determine the elevation. 
The phase differences are measured continuously as a function of time and, in this 
way, the angles of the targets in successive range cells are determined one after the 
other as the transmitted pulse propagates outwards. The average of the two azimuth 
measurements and the average of the two elevation measurements are then displayed 
in real time on a CRT. 
Up to this point the system described is exceedingly simple relative to most other 
3-D imaging systems but, since the system can only determine the angle of incidence 
of a single wavefront at any time, there is a requirement that there be only one 
dominant echo source in each range cell. The ability to extract single point target 
echoes and reject overlapping or very weak echoes is the function of a data processor 
operating on the bearing measurements. 
The above constraint tends, however, to be much less of a disadvantage than would be 
supposed from an experience of optical images. This is due to the nature of echo 
formation (Reference 14) where, due to the much larger wavelength, many large solid 
bodies appear only as a series of discrete echoes originating from various 
cross-sectional discontinuities of the body. Chapter 3 enlarges on this aspect and 
demonstrates with example the highly specular nature of targets which may well 
yield only one dominant echo in any range cell. 
It is also interesting to note that the image detail is sometimes better than , 
expected. When there are multiple echoes within a range cell, the individual 
highlights may scintillate independently, such that only one echo is dominant, but 
that the dominant echo changes with time. This could come about due to fluctuations 
in the medium or due to small movements in the transducer or target orientations 
(Reference 13). 
T.he data processor performs echo discrimination based on four criteria that must be 
simultaneously met, in any range cell, for a target to be displayed. 
- 17 -
(a) Range Gate: 
This simplifies the image by limiting targets displayed to those lying between an 
inner and outer range radius and is easily realised for active sonars by a simple time 
blanking signal. 
(b) Variations in azimuth measurements: 
The existence of the required singe wavefront condition is checked by ensuring that -
the two azimuth measurements, as measured by the two parallel transducer pairs thus 
orientated, are closely the same. An adjustable threshold is applied to set a 
maximum permissible difference. 
(c) Variations in elevation measurements: 
Similarly, multiple wavefront conditions arising from targets at the same range but 
·with different elevation are rejected. 
(d) Backscatter amplitude threshold: 
In determining the phase, the outputs of the individual transducers are infinitely 
clipped and the phase digitised by gated counters. However, before the clipping 
stage, where all amplitude information is lost, there is a linear front-end amplifier of 
nominal but constant gain. An output, taken from one channel at this point, is 
envelope detected and compared against an amplitude threshold set a little above the 
noise voltage. This serves to impose a quality threshold on the angle information 
measured for signals whose signal-to-noise ratio would prohibit reliable and accurate 
phase measurement. 
The operation of the whole system is summarised by the schematic diagrams shown in 
Figure 2.3(a) and Figure 2.3(b). 
In order to minimise degradation in image quality by excessive target rejection, short 
transmission pulses were used thus enhancing the likelihood of a single target 
condition in each range cell. In the experimental system a 20 µs pulse duration with 
centre frequency of 490 kHz was used. 
Both the azimuth and elevation bearings of detected targets are shown along with the 
range information in a synthetically generated stereoscopic pair of images giving the 
observer a three dimensional "as the eye would see it" display. 
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2.4.3. Conclusion 
Chapter 4 describes, in detail, the practical realisation of the 3-D sonar system while 
Appendix B gives full circuit diagrams and explains its electronic operation. Results 
obtained for water trials of the system are presented in Chapter 5 demonstrating the 
sonar's performance for situations not necessarily exhibiting the ideal single target 
conditions. 
Figure 2.2: 1 ransducer geometry. 
a) 
b) 
TRANSDUCERS 
+.-+c 
+.-+o 
AMPLITUDE 
AMPLITUDE 
'-BEARING 
PRE•AMPS HARD LIMITING PHASE COMPARATORS 
COMPARATORS 
AMPLIFIERS 
I 
I 
I 
I 
l O~ps MULTIPLEXING I 
SWITCHES 
Figure 2.3: Schematic block diagram of the 3-D imaging sonar system. 
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CHAPTER 3 
ECHO FORMATION 
3.1. Introduction 
Urick (Reference 15) introduces echo formation as the subject of catacoustics, 
defined as "that part of acoustics which treats reflected sound or echoes." 
In this chapter, it will be shown theoretically that the backscatter from solid objects 
is in general composed of a small number of highlights. This highly specular response 
of targets to ultrasonic waves will often give rise to only one dominant echo from 
each range cell at any instant. Thus the limitation imposed for this system by the 
required single target condition, would tend to place less of a constraint on its 
operation than would initially be assumed. 
A comparison is made of the expected imaging performance of this system to the 
performance of o~her systems base~ .on a knowledge of the structure of the returning 
·echo. _ 
3.2. Theory of Echo Formation 
Freedman (Reference 14) examined the backscatter from rigid bodies insonified by an 
incident pulse of ultrasonic sound. He showed that the echo was composed of a 
number of discrete pulses, each a replica of the transmission pulse, and hence termed 
an "image pulse". 
An image pulse is generated whenever there is a discontinuity with respect to range r 
in: 
wCn)(r) _ d (n) W(r) 
- dr(n) (3.1) 
where W(r) is the solid angle subtended by that part of the scattering body within 
range r of the transmitter/receiver transducers. (n may be zero or any positive 
integer.) 
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To comply with the conditions of Freedman's analysis, the following must be assumed: 
(i) The rigid body is seen to be immersed in an ideal fluid medium. 
{ii) The illuminating sound is composed of small amplitude acoustic waves. 
(iii) The component of "creeping waves" is ignored for the small wavelength 
considered. 
(iv) The spectrum of the transmission signal does not contain appreciable 
components outside a bandwidth which is small compared with the mean 
transmission frequency fa· 
Apart from (iv) above, the transmission pulse is deemed to be an amplitude modulated 
pulse with an arbitrary envelope v(t). 
Let r 1 and r f be the range of the nearest and the furtherest directly insonified part of 
the scattering body. The echo is then given by the summation: 
f 
E = L Eg 
g=l 
(3.2) 
Where Eg is the image pulse, at range r , at which a finite discontinuity occurs in g 
Equation 3.1, and is given by; 
00 
Eg = i ~g exp [ - i2k (r - r 1)] E g n=D 
where 
2r 
D(W, g, n) 
(i2k)n 
Mg= V(t - 7) P.H. exp [i (c.>t - 2kr l )] . 
In the above: 
~ is the mean wavelength, (k = 2TT ) 
m ~m 
P, the transmission sensitivity, set to unity 
H, the receiver sensitivity, set to unity 
c, the velocity of sound in the medium and 
D(W, g, n), the discontinuity in W(n)(r), at range r g . 
(3.3) 
(3.4) 
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Provided that r , the mean range, satisfies; 
m 
then Equation 3.3 simplifies to: 
00 
E . Mn [ .2k ( )] " D(A, g, n) g = l ......:...:...: exp -1 r - r1 /.... - - -- -A. r 2 g n=O (i2k)n 
m 
(3.5) 
(3.6) 
Where D(A, g, n) is the discontinuity in A (n)(r) at range r g and A(r) is the area of 
projection towards the transducers of the scattering body within ranger. 
In applying this technique to practical examples, the transducers are assumed to be 
sufficiently removed from the scattering bodies to satisfy Equation 3.5. 
Furthermore, the waves impinging on the targets are assumed to locally approximate 
plane wave fronts, of uniform intensity, over the whole target crossection. 
3.3. Examples of Echo Structure and a Comparison in Resulting Images 
3.3.1. Table Tennis Ball 
Figure 3.1 illustrates the echo formation for a table tennis ball insonified by a short 
pulse of high frequency sound. 
INCIDENT SOUND PULSE 
(a) TABLE TENNIS BALL 
1 (c) A (r) 
3 (e) A (r) 
(f) E(t) 
(g) E(t) 
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n 
0 
2 
3 
Figure 3.1: Echo formation for a table tennis ball. 
THIS CASE r f = ~2 
A n(r) D(A, l, n) D(A, 2, n) 
rl5r5r2 
2 a-(r-r ) 2 
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a 0 
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The returning echo is comprised of two image pulses originating at ranges r 1 and r 2 . 
From the table in Figure 3.1 the resulting image echo strength generated at r 
1 
can be 
found by substituting into Equation 3.6: 
s_ . 1 [ .2k ( )] [-2ira 2ir ] M = i - 2 exp - l rf -r1 ~ + --2 1 h.r 1 (i2k) 
m 
. 1 
= l --2 
h.r m 
2ira 1 (- 2ki )[I - 2aki] 
Substituting k = 2~ : 
El 1 a i 
M" = - 2 2 [ 1 + 2ak l 
1 rm 
Similarly, the image echo strength from r 2 is: 
~2 =i - 1 exp [-i 2ak] 
2 r~ 
For the above: 
_l 
4k 
2r1 M 1 = V(t - 7) exp [i (c.>t - 2kr1 )] 
and 
2r2 M2 = V(t - 7> exp [i (c.>t - 2kr1 )] . 
where r2 = r 1 +a. 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
Figure 3. l(F) gives the schematic echo structure for non-overlapping image pulses.· If 
however, the duration of the transmission pulse is greater than (t2 - t 1 ), then the 
overlapping regions of the image pulses interfere according to their relative phases. 
Figure 3.1 (G) shows such a pair of interfering image pulses. 
For a table tennis ball imaged by a 490 kHz sonar system: 
a= 18.75 mm 
k = 2053 RAD M-l 
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Substituting these values into Equation 3. 7 and Equation 3.8 yields; 
El 1 
I Ml= I - 2 0.0094 Cl+ o.Ol3i) I 
1, rm 
= -
1 0.0094 r~ 
E2 1 
I Ml= I -2 0.00012 I 
2 rm 
The ratio of these image echo magnitudes, in dB, is: 
El 
20 log E = 38 dB . 
2 
In this case the relative amplitudes of E 1 and E2 are such that E2 can, with minimal 
error, be ignored in the overlapping region. 
Consider the images formed by the echo returning from this table tennis ball via two 
different sonar imaging techniques, namely: 
(a) The 3-D sonar system described in this dissertation. 
(b) A classical beam-forming sonar. 
Image (a): Figure 3.2 shows how the bearing of the returning echo wavefront is 
measured by two adjacent transducers. 
ECHO Jt/A VEFORMS 
1-f- 0 ----1 
A B 
Figure 3.2: Bearing measurement by two transducers. 
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The returning echo arrives at transducer B delayed, relative to transducer A, by the 
time taken for the sound to travel the distance 6. Since both image pulses arrive at B 
delayed by the same amount, relative to A, a single bearing will be output from the 
system for the whole echo structure. 
It is important to note that the dynamic range of echo amplitudes can be ignored 
since, in the measurement of the bearing, the amplitude information is discarded. 
Hence the bearing output for this system is equally valid for both image pulses and is 
displayed sequentially. 
Figure 3.3 represents the image of the table tennis ball displayed by this system 
showing a single screen highlight where the image pulses coincide one on top of the 
other. (A full description of the display technique is presented in Section 4.8.) 
I 
~ 
I • OISPLA YEO ECHO 
B ,.. 
Figure 3.3: Image of a table tennis ball for the 3-D sonar system. 
Image (b): The display, for the beam scanning sonar chosen for comparison, is a plan 
position indicator type with the following characteristics: 
(i) The display is a polar representation of range and azimuth. 
(ii) The screen intensity is modulated by the acoustic backscatter amplitude 
present at the output of the beamformer. 
(iii) The acoustic backscatter as detected by the beamformer is however modulated 
by not only the echo strength, but also the directional sensitivity (H(6)) of the 
formed beam. 
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Figure 3.4 shows the directional sensitivity of a linear array that is amplitude shaded 
by an approximation of the cosine-on-pedestal weighting function intended to 
minimise sidelobe sensitivity. 
If, for the sake of clarity, the display intensity is assumed to be a binary function 
compressing 60 dB of backscatter dynamic amplitude to an "ON" value, then the 
image displayed by this sonar system, of the table tennis ball, would appear as shown 
· in Figure 3.5. 
Note the similarity in the displayed sidelobes of the first image pulse and the 
displayed second image pulse itself. 
C!I 0 
"'D 
c 
-
c -20 
-IO 
(!I 
-40 
-60 
Angle in Deg ees 
Figure 3.4: An example of the directional sensitivity for a line array. 
FIRST INAGE PULSE SIOELOBES 
SECOND INAGE PULSE 
Figure 3.5: Image of a table tennis ball for the beamforming sonar. 
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3.3.2. Brick 
As a second example demonstrating the structure of the returning echo from, in this 
case, a large insonified object, consider a smooth closed-cell foam block similar in 
dimensions to a building brick. Figure 3.6 shows the orientation of the brick to be 
imaged. 
Figure 3.6: Imaged brick. 
Summarised in Figure 3.7 and Table 3.1 are the results arrived at in Appendix A, 
which describes in detail the prediction of the returning echo for the brick using 
Freedman's analytical method. 
-7 RANGE INCIDENT SOUND PULSE 
t 
TINE RETURNING ECHO AMPLITUDE 
l 
Figure 3. 7: Echo structure for the imaged brick. 
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TABLE 3.1: 
Relative Image Relative Image Relative Image 
Pulse Range Pulse Strength Pulse Strength 
for each Target for both Targets 
Er~ 
(rm - r l) 20 log ~i) Ei I Mi I 20 log (El (Ball» l 
[x 10-4] [mm] [dB] [dB] 
Table Tennis 
Ball El 94 0 0 0 
E2 1.2 18. 75 -37.9 -37.9 
Brick El 1,0 0 0 -39.5 
E2 0.75 35 - 2.5 -42 
E3 0.63 60 
- 4 -43.5 
E4 0.38 95 - 8,5 -48 
ES 0.63 135 
- 4 -43.5 
E6 0.38 169 - 8.5 -48 
E7 0.25 195 -12 -51.5 
The echo from the brick comprises of only seven discrete image pulses. These would 
-
be displayed by the previously mentioned imaging systems as shown in Figures 3.8 and 
3.9 respectively. 
Image (a) 
l 
~ • 
1 
B 
Figure 3.8: Brick imaged by 3-D 
sonar system 
Image (b) 
. R 
--~-!/ 
Figure 3. 9: Brick imaged by beam 
scanning system 
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There is no loss of target information in either of the above displays where, in each 
case, all seven highlights appear. This comparable performance demonstrated by the 
3-D imaging sonar stems from the fact, as shown in the above example, that even 
complex targets appear as a relatively few dominant highlights spatially distributed 
across the body. 
The resemblance to a brick in either of the above system displays in not what one 
would expect with an experience in optical images. Whereas the foam brick is 
optically rough, at acoustic wavelengths the faces of the brick are smooth and reflect 
without scattering the incident sound. 
In the examples thus far no loss of information has been experienced due to 
overlapping echoes. This situation is demonstrated by a third example combining 
both the table tennis ball and the brick. 
3.3.3. Composite target 
Consider the "worst case" combination of these two targets. That is, let the ball be 
attached to the brick in such a manner that the closest surface of the ball coincides 
in range with the strongest (and closest) highlight of the brick. 
Figure 3.10 sketches two elevations of this complex combination. 
FRONT VIEil PLAN VIEil 
Figure 3.10: Composite target comprising of a table tennis ball and a brick. 
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Included in Table 3.1 are columns giving the ranges of the individual highlights and 
their relative echo strengths. Figure 3.11 attempts to demonstrate the composite 
echo structure by means of an artificial oscilloscope representation showing the 
amplitude of the received image envelope in time. (The envelope of the transmission 
pulse is assumed to be an idealised pulse with a 20 µs duration.) 
ECHO 
ANPLITIJOE 
0 JOO 
TABLE TENNIS BALL 
200 
TINE fusee) 
Figure 3.11: Envelope of the echo waveform for the composite target. 
300 
Image (a): Since the amplitude of the echo originating from the table tennis ball 
exceeds the overlapping echo from the brick by such a margin, the measured bearing 
samples at this range would pass the detector thresholds and would thus be displayed. 
The maximum phase error measured at point A would be: 
~<Pmax = arc tan (lo-39•5120) 
= 0.61° 
< 0.2%. 
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In Figure 3.12 the displayed image of the combined target for the 3-D sonar system 
shows clearly the exclusion of a target highlight. 
1 
~ • 
l 
e 
Figure 3.12: Composite target imaged 
by 3-D sonar system. 
Figure 3.13: Composite target imaged 
by beamforming sonar. 
Image (b): Assuming once again the screen intensity compression (allowing a dynamic 
range of 60 dB of backscatter amplitudes to be ·displayed), the target would then 
ideally appear as shown in Figure 3.13. 
Relative to the 3-D sonar, the beamforming sonar does not fare much better when 
operating in environments where overlapping echoes of a large dynamic range are 
encountered. In practice there is a reasonable chance that weaker image pulses will 
be masked by the dominant echo sidelobes resulting in a corresponding loss of image 
information. 
3.4. Conclusion 
It has been shown in this chapter that the returning echo from targets, even large 
solid objects, is composed of only a small number of highlights. The simplicity of the 
3-D sonar system is thus achieved by recognising that the limitation of the 
non-overlapping echo condition is less of a constraint than would first be supposed. 
The fundamental assumption for the operation of this system regarding the echo 
structure does therefore not put this system at a disadvantage relative to a 
beamforming sonar since, whatever the imaging technique, a typical sonar image 
consists mostly of target highlights. 
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CHAPTER 4 
3-D IMAGING SONAR SYSTEM 
4.1. Introduction and System Block Diagram 
This chapter describes the hardware realisation of the 3-D imaging sonar. A 
schematic of the sonar system is presented in block diagram form in Figure 4.1 and 
the constituent block element, comprising the system, are listed below. 
{d) ff) 
fe) 
{d) 
fa) 
{d) 
fe) (g) 
{d) 
SIGNAL GENERA TOR 
Figure 4.1: Schematic block diagram of the 3-D imaging sonar system. 
(a) Transducer array 
(b) Preamplifier and zero-crossing detector 
(c) System sequencer 
(d) Digital phase meter 
(e) Data processor 
(f) Amplitude threshold detector 
(g) Display generator. 
G z 
x 
y 
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Since the reader has been introduced to the system's operation (Section 2.4) this 
chapter endeavours only to deal with the design and operation of each of the above 
listed elements. 
Appendix B gives full circuit diagrams and discusses the electronic operation of each 
subsection. 
4.2. Transducer Array 
4.2.1. Introduction 
The transducer array consists of five identical piezoelectric transducer elements as 
shown in the photograph in Figure 4.2. 
Four of these elements are arranged in a square forming the receive array. It is the 
function of these elements to convert the impinging acoustic energy into electrical 
signals. 
The remaining element, the transmitter, is placed adjacent to the receive array and 
its function is to convert a gated, high amplitude, electrical oscillation into an 
energetic acoustic tone burst. 
TRANSMIT ARRAY 
RECEIVE ARRAY 
OOOR KEY 
CO-AXIAL CABLE 
Figure 4.2: The receiver and transmitter array. 
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4.2.2. Method of Construction 
The construction of the array and the mounting of each transducer element is 
illustrated in the crossection depicted in Figure 4.3. 
TRANSDUCER ELEMENT 
EPOXY LA YER _ ___, 
CONDUCTOR (IN GROOVE) 
METAL ARRAY HOUSING 
CLOSED-CELL FOAM ---~~ 
Figure 4.3: Transducer construction. 
Briefly, recesses of dimensions equal to the individual elements were milled into the 
top surf ace of a block of closed-cell rigid PVC foam. A thin wire conductor was 
soldered to each of the silvered faces of the transducers and the elements inserted in 
their respective recess. The wires were led to the edge of the foam block in shallow 
grooves where they were connected to co-axial cables. (Care was taken that the 
elements were similarly orientated with respect to their polarity.) 
The foam block was laid horizontally, elements up, in an open-topped metal array 
housing. The housing was then filled with a low viscosity Ciba Geigi epoxy until the 
elements were covered with a thin layer of epoxy. 
When this slow curing epoxy had hardened, the resulting air-backed transducer was 
characterised by a circle diagram, the significance of which is explained in 
Section 4.2.3. 
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Figure 4.37: Photograph of a combined A-scan and B-scan display. 
There are, however, drawbacks to this display type. It is very difficult to mentally 
combine a target shown on two traces into a single point projected into three 
dimensional space. Furthermore, if there· is any target scintillation present on 
subsequent B-scans, association of the two bearing measurements for a single target 
becomes confusing. 
(b) PPI Display: 
A commonly used fire-control radar display method involves the presentation of the 
two bearings on "plan position indicator" screens. The only noticeable difference 
between this display and the preceding B-scan type is the fact that the target 
location is corrected by true polar coordinate representation. 
Figure 3.38 shows this implemented on a single screen with the operational sectors 
forming pie-sections of a circular display. 
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BEARING SECTORS -4----
CIRCLE OF CONSTANT RANGE-+----
Figure 4.38: Plan position indicator display. 
This display suffers the same drawbacks as the dual B-scan screen besides being more 
difficult to implement. 
(c) 9-<t> Display: 
For a display to faithfully reproduce a visual image, it must reconstruct the original 
distribution of information on the retina of the observer's eye. 
Consider a target A lying on a bearing of 9 relative to "dead ahead" or boresight as 
shown in Figure 4.39. (The image of this point appears on the retina of the eye at a 
· position determined by the angle 9). If the target were only a highlight and the 
display reproduced a dot at A', then the image present on the retina would be 
identical to that of the real target. 
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.. ·\. 
A 
BORESIGHT 
EYE OISPLA Y PLANE 
Figure 4.39: Visual image reconstruction. 
Figure 4.40 demonstrates the principle of operation of this display on an oscilloscope 
in the x-y mode. 
AZ I NUTH 
B 
DIGITAL TO 
ANALOG CONVERTER 
ELEVATION 
OUTPUT FRON !JETECTOR 
' OISPLA Y SYNC. PULSE 
D 
x 
y z SCREEN INTENSITY 
G 
SETTLING TINE-I 1-
:CRT SCREEN BRIGHT-UP PULSE t-
Figure 4.40: Schematic diagram of the implementation of a 9-4> display. 
··~ ~ ... - -~. ~. 
The x and y display deflections are provided by the. azimuth and elevation bearing 
, ' • - " l ., ; I' 
0
1 l ) • • " • t .. I ·J .... ~ ~ • • • 
measurements respectively, and the brightness control. of .. the .. oscilloscope is 
:· • - • ~ "' ...,...· \ • ' ' • t ,_ '1 
modulated by a time, signal, generated within. the display circuit, which operates in 
. .,.· . . • • • . .. ' •• r • • 
conjunction with the detection thresholds. 
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Although the display succeeded in reproducing an image, it failed to display, 
simultaneously, the range information. As a result all the detected targets within the 
range gate were superimposed on the two dimensional screen in a somewhat confusing 
manner. 
The image was found to be most decipherable for very short settings of the range 
gate where, by sweeping the gate delay, a moving crossectional slice through the 
sector was viewed, as shown in Figure 4.Ld. 
- RANGE 
Slt'EPT GA TE DELAY 
CLOSE RANGE FAR RANGE 
0 00 o. 
•o 
-
00 
00 00 
00 
o - GA TED-OUT TARGETS 
• - DISPLAYED TARGETS 
•• 0 
Figure 4.41: Operation of the 6-¢, display showing the effect of sweeping the delay 
of a short range gate. 
(d) Vibrating Varifocal 3-0 Display: 
This method (Reference 24), in essence, involves the reflection of a two dimensional 
display by a thin film of mylar stretched over an airtight speaker cone. By driving 
the speaker and hence distorting the film to form alternately concave and convex 
mirror surfaces, the reflection of a 6-¢, display is "swept" into three dimensions. If 
the speaker drive were synchronised to the transmitting pulse, the range information 
would be available to the viewer as the apparent depth of the image. 
\ 
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The depth of this display is .related to. the radius of ·curvature of the (approximately) 
. . - • - . . ' . . ,._ ~ " ! . . . , , .. .:-: , . . - . ' 
spherically .distorted membrane. tri practice, careful choice of the mirror-screen 
... • < • ';j .... . ... t •. 
distance relative to the minimum radius of curvature for the mirror can produce a 
display with a depth of ~ield in excess ·of on.e meter. 
' ,.... - .. , 
Figure 4.42 illustrates a varifocal-mirror display showing the image of a pointer for 
three different diaphram positions. 
Obseriter 
' . 
Aluminized Mylar sheet 
"varifocal mirr?r" 
Acoustical· driver 
(loudspeaker) 
Figure 4.42: Operation of a varifocal-mirror display. 
Sequence of images 
_ formed in the 
"varifcical mirror" 
Despite the attractive features of this system it was not implemented on the 3-D 
. 
sonar. However, fr~m .o~servation of an experimental setup demonstrating this 
device the following points were noted: 
(i) This display technique suffers an inverted perspective, demonstrated in Figure 
4.42. where an inc~ease in depth implie~ an increasing jmage li~e. ·Although thi~ 
is contrary. to what __ one would normally exp~ct, it Gc;>ulg-p9ssible have b~en used 
to the sonars ·advantage by corre_cting for the increasing sectqr w~dth subtended 
by an increasing range. 
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(ii) At pulse repetition rates of up to 130 Hz the display is very "loud", a disturbing 
phenomenon for the observer. 
(iii) This display technique does not lend itself easily to the making of hard copies of 
results. 
(e) Stereoscopic Displays 
Like the vibrating varifocal mirror, this technique displays, in three dimensions, a 
9-cp display which in itself is only a two· dimensional representation. A method of 
artificially generating a stereoscopic display was developed whfoh conveys the 
additional dimension of range once again as the apparent image depth. 
The stereoscopic effect results from a parallax between two images viewing an 
object from displaced positions. Figure 4.43 shows how the depth of objects A and B 
are captured on two images where the difference in depth is reconstructed from the 
small displacement A •s•. Thus, unlike the autostereosccpic vibrating varifocal 
mirror, the stereoscopic display requires two separate images. 
8 
A 
LEFT RIGHT _...,__ 
INA GE 
OBSERVER 
LEFT G RIGHT INAGES 
A' 
8' 
• 
A'B' 
• • 
RANGE OEPENOANT 
PARALLAX 
Figure 4.43: Diagram illustrating the principle of the stereoscopic effect. 
Using the sonar system with a 9-cp display . the left hand image in Figure 4.44 is 
obtained. Stereoscopy is introduced by, in real time, displaying a second image in 
which the 9 coordinate of the displayed echoes are given a small lateral displacement 
which increases with time. A range dependant parallax is thus artificially created in 
the right hand image of Figure 4.44 thereby constituting a stereoscopic image pair. 
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The stereoscopic pair in Figure 4.44, when viewed through a stereoscope, reveals the 
three dimensionality of the spiral of targets receding into the page. 
Figure 4.44: Photograph of a stereoscopic pair of images. 
The stereoscopic display is implemented on a single beam oscilloscope by time 
multiplexing the screen dot deflections between the two images for each target 
echo. As before, the screen is blanked as the spot flies rapidly from one image to the 
other. 
4.8.3. Implementation of the Stereoscopic Display 
Figure 4.45 demonstrates the operation of the stereoscopic display generator by 
means of a schematic block diagram. The affect of the three internally generated 
timing wav·eforms are as follows: 
(i) The linear ramp provides the time dependant parallax for the right hand image. 
Its slew rate is adjustable to allow enhancement of the range (depth) perception. 
(ii) The DC offset prevents image overlap by providing an x-axis separation of the 
left and right images. This offset is also adjustable to compensate for the 
observers visual stereo accommodation. 
(iii) The operation of the time multiplexing switches is clearly shown in the 
diagram. (The intrasample multiplexing time waveform is shown on a separate 
time axis since its operation is independent of range gating.) 
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Figure 4.45: Schematic block diagram of the stereoscopic display generator. 
4.8.4. Conclusion 
Examples of stereoscopic images are shown, in Section 5, for targets designed to 
demonstrate the operation of the sonar systems as a whole. The display met, in every 
respect, the requirement to display all extracted information and succeeded in the 
task of transporting this information into a meaningful visual image. 
An aspect of the displayed picture that is not immediately obvious from the above 
description, or the detailed circuit description in Appendix B, is the effect of visual 
integration. It should be bourne in mind that since this short range sonar has a high 
PRF, the display is updated at a rate of many hertz. (Analogous to screen 
persistence, visual memory has the effect of integrating sequentially displayed 
information.) 
One is tempted to believe that a loss of target strength information would result 
from the binary nature of the screen intensity modulation and the phase-only 
operating principle of the sonar. This is not entirely so since, for strong targets, the 
regular detection and consistent "noise-free" bearing samples integrate in time to 
sharply defined bright highlights on the oscilloscope screen. 
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Likewise, weak targets appear as diffuse smudges which are distinct from random 
false detections by virtue of their stable three dimensional localisation. 
Visual integration also serves to paint a composite picture in. the presence of 
scintillating targets. Through this process, targets with overlapping echoes can be 
displayed simultaneously. This again emphasises that the limitations of this system 
are not as severe as they would first appear. 
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CHAPTER 5 
RESULTS AND PROPOSALS FOR FUTURE WORK 
5.1. Introduction 
In this chapter, the performance of the system is evaluated and discussed for the 
experimental results obtained for two targets, namely: 
A. A spiral of table tennis balls 
B. A gravel bed. 
·' 
5.2. Target A : A Spiral of Table Tennis Balls 
A target was constructed that consisted of table tennis balls suspended in a spiral 
that decreased in radius with increasing range. A side elevation of the model is 
shown in Figure 5. l(a). 
This model was constructed using a "cone" of nylon monofilaments connected from 
the rim of a bicycle wheel to a heavy mass at the apex. The table tennis balls were 
threaded on the monofilaments and the puncture holes sealed with epoxy. 
The target was suspended vertically in a water tank and imaged from above. An 
optical photograph of the model, seen from the same position, is shown in 
Figure 5. l(b) 
Figure 5. l(a): Photograph of the target A Figure 5. l(b): Photograph of the same 
taken from a side view. target seen from above. 
0 
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Using the 3-0 imaging sonar the stereo image pair. shown in the photograph of the 
sonar display in Figure 5.2, was obtained. Apart from the omission, due to range 
gating, of some of the uppermost and three lowermost table tennis balls, there is an 
excellent correspondence with the optical photograph.' 
Figure 5.2: Displayed image of a spiral of table tennis balls. 
The image produced in Figure 5.2 has a major advantage over conventional P .P .I. 
sonar displays in that it is "as the eye would see it" and is therefore easily 
interpreted. Viewed. in a stereoscopic viewer, the spiral of table tennis balls are 
readily seen to recede into the distance. 
5.3. Target B: A Gravel Bed 
The aim of this test was to examine the performance of the system in situations 
which are less suited to the single wavefront criterion than an array of table tennis 
balls. 
Figure 5.3 shows the experimental setup used to image a bed of gravel. The 
transducer array was mounted one metre above the bottom and angled to illuminate a 
"spot" of the smoothly racked gravel bed . 
.. 
r' 
0 
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TRANSMITTER & RECEIVER ARRA rs -----~! 
INSONIFIEO SPOT ON GRAVEL BEO 
Figure 5.3: Experimental setup used to obtain images of a gravel bed. 
Figure 5.4 shows an example of the image produced in which a flat granular surface is 
revealed. It will be noted that, in keeping with the single target requirement of the 
system, the gravel does, perhaps surprisingly, contain some dominant highlights which 
pass the threshold tests. (This occurs even though the gravel used in the experiment 
was graded.) Viewed stereoscopically, the flat topography of the gravel bed is 
apparent. 
Figure 5.4: Sonar image of a bed of gravel. 
0 
- 94 -
The multiple target conditions occuring for this target presented an ideal opportunity 
to examine the effect of varying the phase error threshold. A sequence of pictures 
was taken while relaxing the phase threshold of the system. 
Figure 5.5 shows the left-hand side of four images, each representing an integration 
of images over a period of 50 transmission pulses, for the various threshold setting. 
7 11 15 31 
PHASE-ERROR THRESHOLD SETTING 
Figure 5.5: Images of a gravel bed showing the effect of varying the phase error 
threshold level. 
In keeping with what one would expect, the images grow progressively noisier with 
decreased threshold stringency. This is indicated by the increased number of 
displayed samples and 'the increasing "fuzziness" of the displayed highlights. 
5.4. Proposals for Future Work 
The results obtained for the system exceeded expectations in almost every respect. 
There are however some aspects in the operation of the sonar that could be improved 
upon in future work. 
It was demonstrated in Chapter 3 that the echo structure from immersed bodies, for 
high frequencies sound, is composed of discrete image pulses. The spread-out nature 
of these highlights gives rise to the probability that, at any range, only a single 
, 
dominant echo source will be present. 
0 
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As pointed out by Hudson (Reference 13), the probability of the required single target 
condition is increased by the fluctuation of target strengths occuring in underwater 
work. Variation in the echo strength arises from relative motion of target and sonar 
or disturbances of the acoustic field due to turbulence or surf ace scattering. 
Such disturbances could be created by, for example, using multiple transmitter 
locations. If the transmitter transducer were either moved or various spatially 
distributed transmitters were operated in sequence, the resulting target fluctuations 
could lead to the display ·of even the weakest of overlapping echoes. In order to 
capture the time varying image produced by techniques exploiting target strength 
fluctuation an integrating display screen would have to be implemented. To this end, 
a memory map providing image integration and possibly more sophisticated signal 
processing could be envisaged. 
Improvements, with the inevitable increased hardware complexity, w,ould have to be 
balanced against the simplicity of the system achieved in its present state of 
development. 
0 
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CHAPTER 6 
CONCLUSION 
A three dimensional imaging sonar system has been described with which stereoscopic 
pictures of targets have be.en obtained. 
Details on the construction, evaluation and matching of the elements of the simple 
transducer array have been given. Low-noise preamplifier techniques have been 
examined and the results of the investigation are presented for assistance to future 
designers. 
The phase-only principle of operation of this sonar has been introduced and the hard 
limiters and phase ·measuring hardware described, together with the system 
sequencing and synchronisation. 
Signal detection is achieved by the simultaneous meeting of applied thresholds for 
array spatial variation, minimum signal to noise ratio and range gating. The small 
hard-wired data processor implementing detection on the two-axis phase samples is 
described along with the hardware required for amplitude threshold sampling. 
Finally the concept of stereoscopic displays and the synthetic generation thereof was 
illustrated for the three dimensional sonar system. 
Results obtained for water trials clearly demonstrate the viability of this simplified 
sonar. Since the system can only determine the angle of incidence of a single 
wavefromt at any time it is ideally suited to situations where there is a likelihood of 
no more than one dominant target echo in any range cell. An obvious application 
would be the imagil}g of fish shoals. 
Theory on the formation of echoes for ul.trasonic sound shows howeve~ that the 
limitations imposed by the required single target condition tend to be much less of a 
constraint than would initially be supposed. Due to the highlight composition of 
targets this system is, perhaps surprisingly, applicable to even complex target 
,. 
situations. For example, an image of a gravel bed has been obtained and reveals the 
.. 
surf ace topography. ,· 
0 
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APPENDIX A 
THE ECHO FORMATION FOR A BRICK 
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In this section the high frequency echo structure of the brick. used as a target in 
Chapter 3. is evaluated. 
Figure A. l shows the front elevation of the target as seen by the sound source. The 
total area of projection towards the source is seen to be contributed to by three 
connected lamina. 
B 
Figure A. l: Front view of the brick showing the three lamina. 
Figure A.2 illustrates the echo formation for the brick insonified by a short pulse of 
high frequency sound. the results of which are summarised in Table A.l. 
TABLE A.l. 
Image Pulse Range Relative to 2 Relative Image Pulse 
Point A Erm E. 1-1 20 log [E1 ~[dB] M. 
1 
[mm] [x lo-4] 1 
El 0 1.0 0 
E2 35 0.75 -2.5 
E3 60 0.63 -4.0 
E4 95 0.38 -8.5 
ES 135 0.63 -4.0 
E6 169 0.38 -8.5 
E7 195 0.24 -12 
BRICK 
0 
ALAMINA ABCD(r) 
0 
ALAMINA ABFE(r) 
0 
ALAMINA ADHE(r) 
1 
ALAMINA ABCD(r) 
1 
ALAMINA ABFE(r) 
1 
ALAMINA ADHE(r) 
1 
ATOTAL(r) 
D (A, g, 2) 
E(t) 
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Figure A.2: Echo formation for an air-filled foam brick. 
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APPENDIX 8 
CIRCUITRY 
I 
- 103 -
8.1. INTRODUCTION 
This appendix deals with the circuitry that was introduced in Chapter 4 where the 
implementation of the system was examined. 
Since for most subsystems, the operational requirements, synchronisation and 
alternate methods of approach have already been discussed, it leaves only the 
detailed circuit diagram and circuit operation to be presented. 
8.2. PREAMPLIFIER AND ZERO-CROSSING DETECTOR 
Figure B. l shows the circuit diagram of the preamplifier and hard limiter for a single 
channel of which four identical such circuits were made on separate boards. 
Extreme care was taken in the layout and design of each board to minimise noise and 
unwanted feedback due to the large overall voltage gain and small signal level 
present at its input. For example, the top side of the double-sided circuit board is 
left unetched to provide a continuous earth-plane. Further precautions taken in this 
regard include power supply regulation and decoupling for every element of the 
circuit on each board. 
The front-end amplifier has been dealt with, in detail, in Section 4.3 and as such 
needs no further explanation save to mention that its output is buffered by a 
transistor in an emitter follower configuration. Besides providing a low impedance 
source to the subsequent amplifier, the front-end voltage gain roll-off at high 
frequencies, and the AC coupling of the buffer, combine to effect a bandpass 
function to the first stage gain. 
The next element, the MC l 590G, is a standard RF /IF integrated-circuit amplifier 
which provides a large signal gain over a wide frequency band. The current passing 
into pin 2 controls the gain reduction of the amplifier and, though normally used as an 
AGC control, is used here to trim the gain of the amplifiers to provide equal output 
for all four channels at this point. 
The output of this amplifier is conveniently provided by a non-saturating 
open-collector transistor where the choice of load impedance sets the voltage gain 
characteristics of the stage. This device thus offers not only an easily implemented 
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active bandpass filter by means of a parallel RLC tuned circuit, but also lends itself 
to symmetrical clipping by clamping the voltage swing on the inductor with diodes. 
(Adjustment of the potcore's airgap allows frequency tuning and phase balancing of 
the amplifiers.) 
The actual choice of component values for the tank circuit is determined by not only 
the filter centre frequency, but also the bandwidth and voltage gain required for this 
device. 
The resistance, at centre frequency, is required to be approximately 15 kQ to ensure 
a voltage gain of 45 dB. However, since the voltage at pin 6 of the amplifier must 
equal the supply voltage (for symmetrical clipping), this load resistance is provided by 
the parallel combination of the capacitively coupled biasing resistors of the output 
buffer. 
Given the damping resistance of the RLC circuit and the required fractional 
bandwidth of the filter, the value of the inductor can be calculated (and hence the 
capacitance value) as follows: 
R = (-1 + _l fl 
27 33 
= 14.9 kO. 
(kQ) 
The fractional bandwidth required is 10%, thus the quality factor, Q, is: 
1 
= 10 
For a parallel RLC circuit, 
Q = _lL 
c.> d-
thus 
14 900 
L = 2 X TT x 490 000 X 10 
= 0.48 mH. 
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The value of the capacitor is then: 
l 
c = --2 
L c.> 0 
= 220 pF. 
Finally, hard limiting was achieved with the TBA1205, an integral FM circuit which 
includes an IF strip containing eight cascaded limiting amplification stages. The 
output of this device is level shifted and made compatible to TTL logic voltage levels 
by a fast comparator, the LM710C. 
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Figure B.l: Circuit diagram of the preamplifier and hard limiter. 
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B.3. SYSTEM SEQUENCER 
Figure B.3 shows the circuit diagram of the system sequencer which fulfills two 
separate tasks, that of system synchronisation and system timing. 
The system clock is provided by a 16 MHz square-wave signal generator. The 
sequencer conditions this input to a TTL compatible clock signal with a Schmitt 
trigger inverter which drives a further hierarchy of inverters to increase the fanout. 
The sampling pulses are generated by frequency dividing the system clock by a factor 
of 160, thus initiating the acquisition of a sample every 10 µs. (The negative-going 
sampling pulses are denoted by S' throughout the system hardware.) 
The system timing generator was implemented using a hard-wired digital design 
technique known as an algorithm state machine (ASM) (Reference 25). This method 
requires that the controlling algorithm of the device be written first step-wise, then 
symbol-wise before implementing the algorithm with J-K flip-flop hardware. 
The controlling algorithm for the system timing generator is divided into two 
separate parts: 
A. The interpulse and transmitting pulse period generator. 
B. The receiver gate delay and width generator. 
A. The interpulse and transmitting pulse period generator 
ALGORITHM 
( 1) Trigger monostable timers T 1 and TX and proceed to next step when T 1 ends. 
(2) Trigger monostable timer T2 and proceed to first step when T2 ends. 
----~----------------------------------------
ASM TRANSLATABLE ALGORITHM 
A 
0 
1 
T 1 Monostable timer 1 output 
TT l Trigger monostable timer 1 
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TT l 
TTX 
0 
(These symbols are used for all four timers) 
TX Transmitting pulse period timer output 
(which is used to gate a 490 kHz sine-wave signal generator) 
TTX Trigger monostable providing TX 
ASM DESIGN 
(a) 
(b) 
Using the ASM design procedure, the above algorithm is translated to a J-K flip-flop 
I 
design as follows: 
A 0 1 
l a=A b b=A [ State assignment a 
A 0 1 
State variable T 1 T2 
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The algorithm of the interpulse and transmitting pulse period generator then 
translates to the circuit shown in Figure 8.2. 
+ 
l4t5 
J11 
12.Jt~ 1'rl Tt A 1Rf:wS f'I /!l'J#OJJ 
':14-:Z.2.I 
'iJul..5E. Ou.TPu:T 
g 
K~ m Tl. nx 71 
+ + ~'f~1i!1 
R_EsET rrz T.z l.lttf: ffi TJC 
Figure 8.2: Circuit diagram of the interpulse and transmitting pulse period generator. 
In this circuit, the logical "clock" is provided by the sampling pulses (s) thereby 
synchronising the operation of this device to the sampling instants. 
B. The receiver gate delay and width generator 
ALGORITHM 
(1) Using the negative-edge trigger of the monostable timers T3 and T 4, trigger 
timer T3 at the end of the transmitting pulse period and proceed to next step. 
(2) Trigger monostable timer T4 when T3 ends and then proceed to the first step. 
ASM TRANSLATABLE ALGORITHM AND DESIGN 
It was chosen not to present these design phases since they closely resemble the 
previous timing generator. 
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-S't~1et1 
(R.f'.) 
• •• •• C4.J)cJ<. • 
If Jc. 5 
ftflnf,'11 S.S.o llJ 
~L..~E. 
t IC' 
({L-cEtVE< 
C:.M£ 
- 111 -
8.4. DIGIT AL PHASE METER 
Figure 8.4 shows the circuit diagram of the digital phase meter. This circuit consists 
of phase measuring hardware under the control of a hard-wired digital controller. 
The operation of the phase measuring circuit has been dealt with, in detail in 
Section 4.5, and therefore warrants no further description. 
The controller consists of two independent devices, namely: 
A. The sample controller. 
B. The phase-measurement controller. 
These controllers were implemented using the ASM design technique. (The operation 
of the phase meter control logic becomes self-evident in the design procedure 
detailed below.) 
A. Sample controller routine 
ALGORITHM 
(1) Proceed to next step when a sample pulse, from the system sequencer, sets 
the sample latch. 
(2) Reset the sample latch, reset the receiver cycle-counter and reset the delay 
logic. 
(3) Maintain the reset commands of the previous step and load the phase count 
into the phase register. 
(4) Set the receiver cycle-counter latch and clear the phase counters, then 
proceed to step ( l ). 
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B. Phase-measurement controller 
(1) Stop the phase-counter until the receiver cycle-counter latch is set. 
(2) Reset the receiver cycle-counter latch. 
(3) Same as (2). 
(4) Proceed to step (1). 
Before continuing with the design, the choice of logical "clocks" for each controller 
should be pointed out. 
Both of these controllers are sequential (synchronous) logic devices requiring a 
"clock" pulse in order to proceed from one step to the next. In the case of the sample 
controller, the 16 MHz system clock is used allowing a rapid restoring of the phase 
measuring routine after saving the previous phase sample at the sampling instant. 
However, in the case of phase-measurement controller, the hard-limited signal from 
one receiver is used. This in effect acts as a received cycle counter, allowing only 
three duty cycle periods to contribute to the total phase/delay count. 
---------------------------
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ASM TRANSLATABLE ALGORITHM 
A. Sample controller routine 
BA 
00 
0 
01 
11 
10 
LS Sample latch output 
RLS 
RDL 
RLS 
RDL 
PCS 
RLS Reset the sample latch 
RPC Reset the receiver cycle-counter 
RDL Reset the delay logic 
RPC 
RPC 
RPC 
LDPH 
RPH 
LDPH Load the phase count into the phase register 
PCS Set the receiver cycle-counter latch 
RPH Reset the phase counters. 
(a) 
(b) . 
(c) 
(d) 
- lli! -
8. Phase-measurement controller routine 
BA 
00 STPH 
0 
01 RLPCS 
11 RLPCS 
10 
STPH Stop the phase-counter 
l 
LPCS Receiver cycle-counter latch output 
RLPCS Reset the receiver cycle-counter latch. 
(a) 
(b) 
(c) 
(d) 
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ASM DESIGN 
Using the ASM design procedure, the above algorithms can be translated to J-K 
flip-flop hardware as shown in Appendix B.3. Since both algorithms are of the same 
form, only the sample controller design will be presented here. 
A 0 1 
a= A.B 
B 
a b b = A.B 
State assignment 0 c = A.B 
d c d = A.B 
1 
A 0 1 A 0 
B B 
LS - - 0 
State variable 0 0 
0 - - 1 
1 1 . 
J A= LS.B K - B A-
= LS+B 
A 0 A 0 
B B 
0 1 - -
State variable 0 0 
- -
1 0 
1 1 
1 
IC 
J 
2 
3 
' 5
6 
7 
8 
9 
JO 
JJ 
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· Figure 8.4: Circuit diagram of the digital phase meter. 
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8.5. DAT A PROCESSOR 
Figure 8.5 shows the circuit diagram of the data processor which consists of two 
identical boards. The operation of each of these boards can be summarised as follows: 
(i) The output of this circuit can be directly expressed as a logical combination of 
its inputs and therefore requires no controlling circuitry. 
(ii) The phase samples present at the input to each board are in the form of two 
latched seven-bit binary words. 
(iii) Provision is made for the addition, to one phase word, of a constant offset. 
(iv) This offset is a four-bit binary word, externally input by switch settings, which 
is added to the least significant bits of the latched phase sample. 
(v) The two phase words are added and the sum output to the display generator 
where it provides a screen deflection proportional to the average bearing of the 
sample pair. 
(vi) At the same time, the absolute value of the difference between the phase words 
is compared to an error threshold quantity. (This maximum allowable 
phase-difference error threshold is externally entered by switch setting.) 
(vii) Should the difference in phase samples be less than the applied threshold, then a 
detection bit is set which is output for subsequent signal detection. 
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Figure B.5: Circuit diagram of the data processor. 
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8.6. AMPLITUDE THRESHOLD DETECTOR 
Figure 8.6 shows the circuit diagram of the amplitude theshold detector. 
The amplitude of the received signal is compared, after linear amplification and 
envelope detection, with a preset voltage level. The output of the comparator is then 
sampled, first at the half-interval moment, and then resampled at the sampling 
instant, thus effectively delaying the output of the amplitude threshold detector to 
coincide with the display of the extracted phase samples. 
Implemented on the same circuit board is the logical AND'ing of all the detection 
threshold outputs. The output of this gate, by ensuring that all the threshold 
conditions are simultaneously met, represents the overall signal detection for the 
system and is made available to the display generator for subsequent screen 
modulation. 
CM.A. 
"NRLOG 
INPur 
-t-15" v 
- IS-'/ 
5v 
Hlt1F 5""fJ..£. • ffu.Sf:-1---' 
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Figure 8.6: Circuit diagram of the amplitude threshold detector. 
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8.7. DISPLAY GENERATOR 
'Figure 8. 7 shows the circuit diagram of the stereo display generator. The principle 
of this digitally realised circuit, demonstrated in Figure 4.45, can be summarised as 
follows: 
(i) This circuit operates only on the azimuth part of the bearing samples. 
(ii) Its function is to synthetically generate a second bearing sample that, when 
displayed with the measured sample on a 9-<P display. will constitute a stereo 
image pair. 
(iii) The X-deflection of the display is time multiplex between the two azimuth 
values for each bearing sample. 
(iv) The image separation is externally input by switches which, while the receiver 
gate signal is low, is repeatedly loaded into a register. 
(v) When the receiver gate signal goes high, the contents of register are 
incremented, by an amount preset by switches, at every sampling instant thus 
providing a range dependant parallax for the right-hand image. 
(vi) This combined parallax and image separation offset is multiplexed with a zero 
offset, and alternately added to the measured azimuth bearing thus producing 
two dots for each sample. 
(vii) Cascaded monostable timers provide the multiplex control signal and screen 
bright-up pulses which allow settling time for the digital-to-analogue voltage 
converters. 
(viii) The final screen modulation is determined by AND•ing the bright-up pulses with 
the detection signal. 
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_ Figure B. 7: Circuit diagram of the display generator. 
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