The Department of Mathematics and Statistics at California State University Sacramento has been using the Intermediate Algebra Diagnostic (IAD) test as a proxy tool to screen students intending to enroll in an introductory statistics course (Stat 1). However, the use of an algebraic test as a diagnostic tool for a statistics course has been questioned by some faculty members and students at this university. The regression models used in this study (simple linear regression, hierarchical linear regression, and logistic regression) show that higher IAD scores are related to higher final grades in Stat 1, even after adjusting for different instructors. Inferences were also made in this study to predict a passing grade and passing rates in Stat 1 based on the bounds of the confidence and prediction intervals obtained for the IAD scores with these models.
BACKGROUND
Past experience among faculty members in the Department of Mathematics and Statistics at California State University, Sacramento (CSUS) indicates the need to require some level of abstract reasoning and quantitative maturity from students registering in the course Introduction to Statistics (Stat 1). The department has never been able to find an appropriate existing diagnostic test for introductory statistics courses, so it has been using the Intermediate Algebra Diagnostic (IAD) test as a proxy tool to screen students intending to enroll in Stat 1. However, the use of an algebraic test as a diagnostic tool for a statistics course has been questioned by some faculty members and students at CSUS. Therefore there is a need for a study to determine if there is a relationship between the IAD scores and final grades in Stat 1. For this purpose the IAD scores and final grades in Stat 1 of over 550 students who have taken this course over a period of two semester terms and one summer session were collected to conduct such a study.
The IAD test is a product of the Mathematics Diagnostic Testing Project (MDTP) 1 . This project was founded in 1978 as a product of a joint endeavor between the University of California and the California State University systems, which aimed to design a measurement of student readiness for a wide range of mathematics courses. The original test was created not only by faculty members from these two university systems, but also by a workgroup of faculty from community colleges and high schools in California 1 . The current workgroup of developers of the test is assisted by the Educational Testing Service 1 .
The IAD test and other tests created by the MDTP do not provide a scaling score (such as A, B, C, etc.) since these tests are not intended to be used as final exams. Instead, raw scores (0 to 45 in the case of the IAD test) are reported to students to complement a placement procedure that should take into account previous coursework, grades, etc., as part of a reliable indicator of students'
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www.ajuronline.org mathematical proficiency to succeed in a course 1 . Currently, the Mathematics and Statistics Department at CSUS requires a minimum IAD score of 32 for students to register in Stat 1 classes; however students with scores from 27 -31 can sometimes register with a warning that they may have to work harder than the rest of the class to succeed in the course (the department calls this range of scores "Advisory Enrollment"). These are the same minimum scores required for Modern Business Math (Math 24), Calculus for Social and Life Sciences (Math 26A), and Precalculus (Math 29).
The literature on the Web page of the MDTP project states that in order to determine cutoff scores and "counseling ranges,"
1 statistical analyses of test scores and subsequent course performance should be conducted to validate the use of the test as a placement tool 1 . To date, no record of a statistical analysis of this kind exists for the Stat 1 course. However, the number of full time statisticians in the Mathematics and Statistics department at CSU Sacramento has increased from two to five in recent years, which has provided the department with the manpower needed to pay closer attention to this course, and to conduct such an analysis. The analysis presented here was conducted to investigate the question in the title of this article.
The Science Transfer Project (STP), which is part of the CSUS Science Educational Equity Program (SEE), aims to offer basic research experience to the underrepresented students that it serves. This project seeks to help students at the undergraduate level to learn, with faculty supervision, skills for carrying out elementary research in their fields of specialization. The analysis required for this study provides an opportunity that meets the goals of this program. The didactic style of this article stems from the need for the students involved in this project to both learn linear and logistic regression modeling while also learning how to analyze their results to test research hypotheses.
METHODS
The data collected for this analysis contains the IAD scores, final grades, and coded information of the Stat 1 classes for 564 students who took this course during the Summer and Fall of 2008, and the Spring of 2009. The original data set consisted of a larger number of students, but this number was reduced due to the inclusion criteria for this study, which excluded students who were taking this class for at least a second time and students who had taken more advanced mathematics classes prior to taking Stat 1.
Descriptive statistics of the data set are presented in Table 1 where a general increasing trend in final grades can be observed as the values of the measures of location statistics (mean, median and quartiles) for the IAD scores increase. The relationship between IAD scores and final grades was analyzed using linear and logistic regression techniques. The linear regression analysis allowed for inferences to be made regarding the minimum IAD scores required to pass STAT 1, while the logistic regression analysis allowed for inferences regarding probabilities of passing STAT 1 for each of the IAD scores observed.
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For the linear regression analysis, final letter grades were converted to percentages in order to obtain a numerical response variable. Since each letter grade corresponds to an interval of percentages, two scales were obtained to reflect on the different criteria that can be used when assigning percentages to letter grades. Two regression models using each of these scales were fitted to the data, and inferences using confidence and prediction intervals from these models were subsequently compared. In addition, a hierarchical linear regression model was included to examine the hierarchical nature of the data (students nested within classrooms). For the logistic regression analysis, the grades were converted to a dichotomous outcome, pass or fail, using two criteria. In the first case, passing was defined as obtaining a grade of at least a D-, the general cutoff for a passing grade, while in the other passing was defined as obtaining a grade of at least C-, which is the criterion used by many majors on campus that require Stat 1.
The linear and logistic regression analyses were conducted using the statistical software R 2 , and the hierarchical linear regression model obtained using HLM 7 3 .
ANALYSIS

Linear Regression Analysis
The linear regression analysis is divided into three sections. In the first section two regression models are fitted using the two scales of percentages assigned to the final letter grades. In the second section these models are used to obtain confidence and prediction intervals for final percentage grades based on IAD scores. The third section presents an analysis using a hierarchical linear regression model to examine the hierarchical nature of the data where students are nested within classrooms.
Linear Regression Models
When using the first scale, the numbers assigned to the final letter grades are the midpoints of the numerical intervals that are used to assign these letters based on the standard scale used at CSUS. For example, students who received an A as a final grade had an average final course percentage that fell into the range of 93 to 100; therefore, these students were assigned a numerical grade of 96.5. For a grade of F, which corresponds to a percentage from 0 to 59.9, a value of 57.95 was assigned to match the difference of 3.5 percentage points that exists between the midpoints for other letter grades. This numerical recoding of the final grades is listed in Table 2 . Table 2 . Numerical coding used for final letter grades (first scale).
In the scatterplot (shown with its least squares regression line) of numerical final scores against IAD scores in Figure 1 , a positive linear trend is not very obvious to the naked eye due to the overlapping data points which appear in different shades. However, Figure 2 shows another graphical representation of this data set using boxplots of the numerical scores, without outliers, against each of the values of the IAD scores. In this plot it can be seen that for those students (a total of 41) who were admitted to a Stat 1 class by exception, with an IAD score below the minimum of 27 (see "Advisory Enrollment" in "Background"), the relationship of the IAD scores to the final numerical grades does not follow a linear trend. However, the median numerical final grades for each IAD score (represented by the segment in the middle of the boxplots) follows a general positive linear trend starting at about an IAD score of 26 and 27. Thus a linear regression model was fitted to the entire data set, and then separate linear regression models were fitted for each of the subsets of students with IAD scores below 27 and students with IAD scores of 27 and above. That is, the intercept β 0 and the slope β 1 of the linear equation of these data's numerical final scores, y i , in terms of the IAD scores, x i , are estimated via ordinary least squares regression:
The e i in Equation 1 represent the effect of the particular set of students i in this study who received a specific IAD score x i . This model assumes e i to be normally distributed with mean zero and common variance for the numerical grades across groups of IAD scores.
It is helpful to scale the variable x by subtracting the average of all IAD scores, , from the IAD score of each student, (x i -x) (a process called "centering" in statistics) so that the intercept in Equation 1 matches the average of the numerical final grades for all students (the estimate of the slope does not change when centering the variable x ): ) between the IAD scores and the numerical version of the final grades. The slope in Equation 3 indicates that for each extra unit achieved in the IAD score, the estimated numerical final grade is expected to increase, on average, by about 0.74 of a percentage point. Of less importance, the p-value of the intercept of this centered equation is the p-value for the t-test of the hypothesis that the average numerical final grades for the students in this data set, 80.4727, is different from zero (however, it would be regrettable if this hypothesis were not rejected!). Table 3 . Summary for the regression model using the entire data set (first scale).
American Journal of Undergraduate Research
The estimates in Equation 3 changed only slightly when excluding the 41 students with IAD scores of 26 and below, and also when using students with IAD scores of 27 and above. Therefore, there was no need to provide separate analyses for these subgroups.
The second scale uses a conservative approach when assigning the numbers to the final letter grades: instead of using the midpoints of the numerical intervals, mentioned above, that correspond to these letters, it uses their lower bounds, with the exception of using 50 for the interval [0 -59] that corresponds to the letter F. This numerical coding of the letter grades is shown in Table 4 . The estimates and summary of the regression equation when using the numerical final grades in Table 4 are shown in Equation 4 and Table 5 , respectively. It is no surprise that the slope of Equation 4 is almost the same as that of Equation 3 since changing the numerical grades from the first to the second scale amounts to an almost vertical downward shift (numerical grades were decreased by almost the same constant amount) in the data points. The intercept in Equation 4 does reflect this downward shift in predicted final grades sought with this model. Table 5 . Summary for the regression equation using students with IAD scores of 27 and above (second scale).
Degrees of
American Journal of Undergraduate Research
www.ajuronline.org
Confidence Intervals (CI) and Prediction Intervals (PI)
The least squares regression lines provide estimates for the population average numerical final grade for each of the IAD scores. Upper and lower bounds for 95% confidence intervals for the average numerical final grade of students broken down by IAD score are listed in Tables 6 and 7 for models (3) and (4), respectively. These bounds were computed using the formula in Equation 5 4 . Assuming the grades and scores of the students included in this study are a representative sample of those of the population of students who take Stat 1, one can be 95% confident that the average numerical final numerical grade in Stat 1 of the population of students with a given IAD score falls between these two bounds. Note that, under both models, one can be 95% confident that even students with an IAD score of 18 will get, on average, a final grade of at least 64.3953%, which corresponds to at least a grade of D. On the other hand, students with an IAD score of at least 22 under model (3), and at least 25 under model (4), can be 95% confident to obtain, on average, a final numerical grade above the minimum numerical final grade of 70% (corresponding to a grade of C-) required as a passing grade by most majors on campus that have this class as a requirement. Of more interest for this study is the construction of prediction intervals, which differ in a fundamental way from confidence intervals: prediction intervals provide an interval estimate for a future individual numerical final grade of a student who enrolls in Stat 1 with a particular IAD score, rather than the average numerical final grade for a population of individuals who have enrolled in a Stat 1 course and who share a particular common IAD score. The lower and upper bounds for this kind of interval, broken down by IAD score, were obtained using Equation 6 4 for each of the models. The bounds of these intervals are also listed in Tables 6 and 7. Note that these intervals, on the one hand, indicate that for a randomly chosen student with a grade of at least 34 under model (3) , and a at least 40 under model (4), one can be 95% confident that he/she will pass Stat 1 with a numerical final grade of at least 60%, which corresponds to a grade of at least a D-. On the other hand, one could argue that this model also predicts that if this student has an IAD score as low as 18, his/her predicted final grade may be as high an A-(91.6%) -the same can be said with for the model that uses the more conservative scale, although with a lower percentage final grade that still corresponds to an A-(90.57%). Note also that the prediction intervals of IAD scores as low as 30 of this model have upper bounds that needed to be truncated due to overshot (upper bounds above the maximum of 100%). It can be then concluded then, that the variation in final grades for each IAD score did not allow the regression models to provide prediction or confidence intervals tight enough to predict accurately, final grades in terms of IAD scores.
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Hierarchical Linear and Logistic Regression Models (Adjusting the Model for Classrooms)
The data set of this study consists of students from 32 classes taught by a total of 11 instructors. The linear regression models above assume that the effect of IAD scores is the same across classrooms and instructors. However, it is possible that the relationship between IAD scores and final grades varies by instructor, and even by class taught by the same instructor. Instructors may have different styles or abilities, and dynamics between students and instructor may also differ from class to class. The levels of the variable instructor (that is, the instructors themselves) are not fixed categories of individual interest in this analysis. Therefore, instead of coding the instructors using dummy variables (10 of them would be needed given, that there are 11 instructors), the effect of this relatively large number of instructors can be modeled using random coefficients in a hierarchical linear model 5 .
In order to introduce the idea of a hierarchical linear model, one can consider first the not so practical alternative of fitting a regression line for each of the 32 classes in this data set. Thus, if two of these lines were to be compared, the line with the higher intercept would be indicative of a higher numerical final grade for the corresponding class. Also, if both lines had a positive slope, the line
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www.ajuronline.org with the larger slope would be indicative of a stronger effect of IAD scores on final grades. Now out of all of these 32 lines, lines with the largest intercepts and smallest slopes (high final grades that do not depend much on IAD scores) could be indicative of a lenient instructor, or also of a very effective instructor whose students' high grades do not depend much on IAD scores. Further interpretations could be drawn from other combinations of intercepts' and slopes' relative magnitudes.
Given the impracticality of fitting a line for each class, a hierarchical linear model could be more effective in this situation. A simple model of this kind assumes that each classroom j (level-2 unit) is a random sample from a population of classrooms whose effects U 0j on final grades, after adjusting for the effect of IAD scores, are random variables with mean zero and common variance τ 2 0 (population between-group variance). The model also assumes that each student i (level-1 unit) within a classroom j is a random sample from a population of students whose effects e ij on final grades, after adjusting for the effect of IAD scores, are random variables with mean zero and common variance (population within-group variance) σ 2 within each classroom. A final assumption linking these variance components is that the random effects U 0j are independent of the random effects e ij . Thus the final grades of a student i in classroom j, y ij , can be represented linearly in terms of these random effects and the student's cluster-centered IAD score (x ij − x • j ) as described in the following equation:
Equation 7.
In terms of the notation used by Snijders and Bosker 5 this equation can be seen as a model that allows for classroom-specific regression models y ij = β 0 + β 1 (x ij − x • j ) + e ij that share the same slope, (β 1 =γ 10 ), but permits separate random intercepts for each classroom j (β 0 =γ 00 + U 0j ). As the reader may have surmised, in order to allow for these models to also have classroom-specific slopes, one would need to add a third set of random effects U 1j (β 1 = γ 10 +U 1j ) for each classroom j, which would be independent of the other two sets of random effects, and would also be assumed to be random variables with mean zero and variance τ Table 8 below presents the summary of model (7) when estimating its parameters with the statistical software HLM7. A p-value of the t-test less than 0.001 for the variance component τ 2 0 of the random intercept indicates that the classrooms do differ in their average final grades. The coefficients for the fixed effects of the intercept and the slope are very close to those obtained with the simple regression model (see Table 3 ), which does not account for the clustering effect of the classrooms; however, the standard error for the intercept of the hierarchical model (0.778995) is almost twice that of the simple regression model (0.4670). This is an indication that these two estimates are rather different from a statistical point of view. In the words of Snijder and Bosker5, the simple regression model (3) "produces an over-optimistic impression of the precision of this estimate, and illustrates the lack of trustworthiness of using simple regression modeling for estimates of multilevel data." Rounding the estimates in Table 8 to two decimals, a low average final grade classroom (bottom 2.5 percent) has a value of U 0j of about 2 standard deviations below the mean, so that it will have a regression line: The difference between the intercepts of lines (9) and (10), although statistically different, presents no practical difference, since the intercepts of these two lines differ (point estimates for the population average numerical final scores of classes in the 2.5th and 97.5th percentiles, respectively) by barely half a letter grade.
The hierarchical regression model (8) that allows for different slopes (γ 10 + U 1j ) produced no statistical difference between the slopes of the regression lines of the classrooms (p-value of t-test for the null hypothesis, var (U 0j ) = τ 2 1 = 0, greater than 0.5) as shown in the summary of this model in Table 9 .
Fixed Effect
Degrees 
Logistic Regression Analysis
As an alternative to converting final letter grades to approximate percentages, a logistic regression equation can be obtained to model the probability of passing the course using IAD scores as a predictor variable. This requires recoding the passing grades with a 1 and the failing grades with a 0. If the probability of passing the course given an IAD score x i is denoted as π(x i ), the logodds (logarithm of the odds) or logit of these probabilities, logit[π(x i )] = log[π(x i )(1−π(x i ))], can be predicted as a linear function of the IAD scores.
If passing the course is defined as obtaining a grade of at least D-, the logistic regression equation when using the entire data set is given by:
Whereas if passing the course is defined of obtaining a grade of at least a C-, the equation is:
The summaries of models (11) and (12), listed in Tables 10 and 11 , respectively, indicate a significant relationship between the IAD scores and the probability of passing the course (p-values of z-tests for slopes less than 0.01). However, the null hypothesis that the intercept is zero cannot be rejected in both of the models. This lack of significance for the intercepts has no intrinsic value in this analysis since there are no students who enroll in the course with an IAD score of zero. The Chi-square tests with 1 degree of freedom (d.f.) at the bottom of these tables are goodness of fit tests. For both models, this test rejects the null hypothesis that the fit of the model that uses the IAD as a predictor is no better than the model with just an intercept (null model). When solving for the predicted probabilities π(x i ) in terms of the intercept β 0 , and the slope β 1 in models (11) and (12), the resulting equation is: Tables 12 and 13 list the predicted probabilities, for the given IAD scores, of passing the course with a D-and a C-, respectively. These tables also list the 95% confidence intervals of these probabilities. The confidence interval in Table 12 for the current minimum required IAD score of 32 indicates that one can be 95% confident that at the most 10% (1 -0.898 = 0.102) of students with and IAD score of 32 are expected to fail the class with a grade of F. T -0.802 = 0.198) if a C-is required to pass the course (see Table 13 ). 
IAD
CONCLUSIONS
All models in this analysis show that there is a significant positive relationship between IAD scores and final grades for students registering in the introductory statistics course Stat 1 at CSUS. The regression models indicate that on average an increase of one point in the IAD score increases the numerical final grade by 0.74 of a percentage point. The hierarchical linear model showed that this relationship of IAD scores and final grades is independent of the instructors.
While the linear regressions models produced confidence and prediction intervals that were too wide to be helpful, the logistic regression model did produce more narrow and informative confidence intervals. The confidence intervals indicate that for students with IAD scores of at least 32, the maximum failing rate with a grade of F, is on average 10%. This percentage increases to 20% for students who need to pass the class with a grade of at least C-. The increasing bounds of the confidence intervals show that these failing rates increase as the IAD scores decrease. This model can then be used by the department to adjust the minimum IAD score based on its goals in terms of failing rates for Stat 1.
Therefore, the results of this study supports the use of the IAD test as a tool to screen students registering in Stat 1. The IAD test is not necessarily testing students in statistical concepts, but it may indeed be measuring a level of abstract thinking required for success in Stat 1. IAD scores are not predictive of particular final grades in Stat 1, but they are useful in predicting the failing, and passing, rates in this course. Current efforts at CSUS and other universities to expedite students' time-to-degree may find this study useful in helping them decide the risks of enrolling underprepared students in Stat 1.
