Abstract-Sensor networks have recently attracted significant attention for many military and civil applications, such as environment monitoring, target tracking, and surveillance. A high-level abstraction of sensor networks forms the distributed database view, in which query is adopted to retrieve data from the network. Continuous query is an important approach that is commonly used for collecting real-time data. Sensor nodes have limited energy resources and their functionality continues until their energy drains. Therefore, query for sensor networks, and especially continuous query, should be wisely designed to extend the lifetime of sensors. This paper presents a query optimization method for continuous data gathering in sensor networks. The method is based on the flexible setting of thresholds and the analysis on the content to be sent over the network. Thresholds represent the accuracy requirement of the application issuing the queries. Thus at each single sensor node, instead of direct delivery of each result data, data communication is needed only when the current data is out of the range constrained by the thresholds. A series of static and dynamic algorithms are proposed for the flexible setting of threshold values. In particular, the paper studies deeply the situation where phenomena under monitoring appear a periodical feature. An initiative data model is first created, and then at each single sensor node, instead of direct delivery of each result data, data communication is needed only when the current data is out of the range constrained by the periodical data model. The performance of the proposed algorithms shows that the proposed methods can achieve better performance than without performing the optimization.
I. INTRODUCTION
Sensor networks represent significant improvement over traditional sensors in many ways [1, 2] . However, sensor nodes have very limited supply of energy, and should be available in function for extremely long time (e.g. a couple of years) without being re-charged. Therefore, energy conservation needs to be one key consideration in the design of the system and applications. Extensive research work has been devoted to address the problem of energy conservation. Examples include energy efficient MAC protocol [3] , clustering [4] , localization [5] , routing [6] , data management [7] , applications [8] , etc.
A sensor field is like a database with dynamic, distributed, and unreliable data across geographically dispersed nodes from the environment. These features render the database view [9] [10] [11] more challenging, particularly for applications with the low-latency, realtime, and high-reliability requirements. Under a database view, a wireless sensor network is treated as a virtual relational table, with one column per attribute and one row per data entry. Sensor network applications use queries to retrieve data from the networks. The result is a logical sub-table of the whole virtual table of the network, with each data entry an associated timestamp to denote the time of measurement. The real data table of a node is different from the one in the virtual table in the sense that there will be only one attribute there.
Query processing is employed to retrieve sensor data from the network [12] [13] [14] . A general scenario of querying sensor network is, when user requires some information, he or she specifies queries through an interface at sink (also known as gateway, base station, etc.). Then, queries are parsed and query plans are made. After that, queries are injected into the network for dissemination. One query may eventually be distributed to only a small set of sensor nodes for processing. The end nodes then execute the query by sampling phenomena/object. When sensor node has the sampling data ready, results flow up out of the network to the sink. The data can then be stored for further analysis and/or visualized for end user. Query optimization can be made through out the process in all the stages.
Continuous query is commonly used for collecting real-time data from the network, which produces much data communications than other queries like snapshot or event based query. This paper presents a novel query optimization method for continuous query execution in wireless sensor networks, and in particular, for the last stage of query processing: query result collection. The key novelty of the method lies in the compromise consideration of the requirement on accuracy along with energy consumption in data communication. Accuracy as an application level QoS requirement is represented in our methods with various threshold settings. The real data sending is determined by analyzing the content of the result data. By taking advantage of the accuracy constraint (i.e. threshold items) specified with a query, the method can find the optimal sensing and transmission of attribute readings to sink node in terms of energy consumption.
In particular, we consider a special category of tasks where the phenomena under monitoring appear a periodical feature. In this case, a periodical data model is first created, and then further collected data will be sent only the matching with the data model fails. In this way, energy consumption can be reduced to the best extent.
The remainder of this paper is organized as follows. Section II formalizes the problem. Section III overviews the main idea. Section IV and V present static-and dynamic-threshold processing algorithms respectively. Section VI the proposed coarse-grain query processing algorithms for periodical phenomena. Performance of the proposed method is evaluated in Section VII. Section VIII analyzes related work. Section IX concludes the paper.
II. PROBLEM ANALYSIS
Suppose a number of N sensor nodes, s 1 , s 2 , …, s N , have been deployed into an interesting area to accomplish a monitoring task. All the sensor nodes are homogeneous, and equipped with a number of M sensors of different modals. One specific node s 1 , known as the sink or gateway node, interacts with end applications for the purpose of injecting queries and collecting results. We assume a spanning tree has been constructed over the whole sensor networks for the purpose of routing: disseminating queries and gathering data.
A continuous query is injected into the sensor network. This query contains following elements: 1) A number of m (m M) data attributes selected from the M modals of the sensors attached to one the sensor nodes, which are required by the applications.
2) A sensor selection predicate, which specifies the Boolean condition of which sensor nodes are selected to involve in the task. The condition can be for any data attributes or node information like location and node ID. The selection results in a number of n (n N) sensor nodes selected from the total N nodes.
3) A series of temporal information, which specify the time to start sampling (t 0 ), sample interval ( t i ), window size (length, T w ), and report interval (i.e. sliding increment, t r ). For one selected sensor node s i (i [1, n] ) at time t j = t 0 +j· t, the readings of the node is a mdimentional vector:
We denote the number of samples covered by the window size with K, so that T w = K· t. Sliding window is defined for aggregation operations as explained below.
4) Defined operations on the collected data, i.e. the final results to be reported. Operations are those aggregation functions, including AVERAGE, SUM, MAX, MIN, MEDIAN, COUNT, etc. There are two sorts of aggregation functions, local aggregation and global aggregation. Local aggregation is performed on local sensor readings in one window, while global aggregation is performed over all the data produced by all the selected sensor nodes. If for example the aggregation function is AVERAGE, then local aggregation for node s i at report time t j can be denoted as
Global aggregation can be denoted by
).
On the other hand, there are two sorts of continuous query aggregation functions, stepwise aggregation and direct aggregation. Stepwise aggregation includes for example MAX, MIN, SUM, COUNT, AVERAGE. One feature of this sort of aggregation is that, the aggregation result can be obtained gradually with partial data set. This means the aggregation can be performed with partial data, and does not have to wait for all the data available. On the contrary, direct aggregation is more complicated and different from stepwise aggregation in the sense that, direct aggregation cannot be performed until all the aggregation data is available. In other words, it cannot be executed above partial data.
For instance, consider COUNT and MEDIAN as the examples of stepwise and direct aggregations respectively. The most crucial difference between sliding window based continuous MEDIAN query with COUNT query over stream data is that, COUNT query is a monotonic and summary aggregate which means its value can only get larger as more values are aggregated, while on the other hand allows partial aggregation with other count values. Instead, MEDIAN is an exemplary aggregate computing some property over the entire set of values, and therefore does not allow partial aggregation. In other words, the aggregation cannot be performed until all the concerned data is available.
For local aggregation, stepwise aggregation needs less memory than direct aggregation. For global aggregation, in-network processing is possible for stepwise aggregation only. This means in direct aggregation like MEDIAN, there will be more data transmission. 5) A query termination condition. This is to specify the termination of the query, which can be a specific time point or a number denoting the total loop times that data should be collected (i.e. the sensors perform the measurement). Query execution can also be stopped by explicitly disseminating a "stop query" message to the sensor network.
6) A threshold item, to denote the threshold strategy and parameters used in the query execution. It can be either static or dynamic threshold settings, which will be discussed in more detail in Section IV and V respectively.
To give a example of this query in the real world, consider a building with a couple of floors, on each floor there are several rooms, each room is deployed with a number of sensor nodes, and finally each sensor node is equipped with three sensors: temperature sensor, light sensor and sound sensor. Under this setup, one example query could be that the application wants to know per 30 seconds the average temperature of all the rooms at the third floor for the past 2 minutes, with a sample interval of 10 seconds. In this example, the report interval is 30 seconds, window size is 2 minutes (12 samples), and operation is a global average aggregation function.
To simplify our discussions, without loosing any generality, we assume in this paper that the query is aiming at only one data attribute. Therefore, the data produced at a sensor node at one time is a scalar value. We also assume there is no query stop condition, which means the query will keep on executing until an explicit command message is received. Now consider the possible data flowing in a sensor network, i.e. data that a sensor node might receive and send for the purpose of data gathering. We don't consider query injection and other management messages. We also don't consider relayed data, i.e. data that simply forwarded by a sensor node without any change. There are basically three types of result data: a) local readings, b) local aggregation results, and c) in-network aggregation results. Table 1 shows all the combinations of local and global aggregations with corresponding result types of data produced.
The problem to be addressed in this paper can be described as follows.
For a node there is a streaming data as the results to be sent to the sink, the question is, 1) when to send the data, and 2) to send what exactly, so that the communications (number of messages) are minimum, while the results can be received on real-time with required quality.

III. METHOD OVERVIEW
This section briefly introduces the key idea of our method: using threshold processing in the data collection of continuous query. Threshold processing is commonly used in event based querying. In event based querying, applications set the upper and/or lower boundaries for an attribute. When data value is out of the range of the thresholds, an event occurs. Upon the occurrence, the network may perform some actions like to collect some detailed data from a range of sensor nodes or create an alert message.
Continuous query is different from event based query in the sense that the former is interested in gathering realtime data from the network in a periodical fashion, not like event based query where data collection is triggered by special event. In general, event based query is vastly preferable, as much less energy is spent than periodical query.
The idea of this paper is thus to explore the possibility of employing this threshold processing into the data gathering of continuous query, so that the energy consumption can be greatly reduced by decreasing the needs of communications.
In continuous query, even though the application is expecting that the network reports real-time data, in many cases however, the application does not really need to obtain the exact readings of each sensor. Instead, it is quite usual that an application just wants to learn the rough situation and trend of the phenomena under monitoring. In other words in terms of granularity, the results to be gathered can be in a coarse-grained style in a low resolution.
On the other hand, in the real word there are a lot of objects whose variance reflects a periodical nature. For example, the temperature of a forest, the sound volume of a road cross, and the light of an outdoor place periodically change over a time of one whole day. This comes to the idea that, to monitor such phenomena, the threshold can be "predicted" and pre-set according to the periodically changed history records, i.e. in a priori fashion.
In considering this fact, it is therefore feasible to collect results in a way like in event based querying, i.e. report results only when the values are out of the range of the thresholds. The difference from event based method is that, in event based query there are only up to two thresholds set as the maximum and minimum values, while in continuous query there must be a set of thresholds set across the whole possible value space.
We presents two categories of threshold processing for continues query, static-and dynamic-threshold processing methods, which are described in more detail in the following two sections.
There can be some other optimization methods employed under such settings, for example packet merge, compression, etc. Those are out of the scope of this paper.
IV. STATIC-THRESHOLD PROCESSING
In static-threshold processing, thresholds for continuous query are defined with the query and are fixed during the entire query execution. This is a simple way, and is often used in the case that there are some prior knowledge about the phenomena under monitoring. We describe the algorithm for the static-threshold processing based continuous querying method in this section.
Setting a static-threshold needs two parameters: origin value (V o ) and threshold interval (V i ). The choice of the two parameters largely depends on the prior knowledge. In this way the set of thresholds for continuous query is given by V k = V o +k·V i , where k is an integer (i.e. can be negative).
Suppose at a sensor node, there is a series of results, r 1 , r 2 , …, r i , r i+1 , …, to be sent to the node's parent node. The results can be any of the three data types shown in Table 1 . For a specific result data r i , the data is first rounded off to align with the set of thresholds as follows:
This rounded value will be the one to be sent out from the sensor node. Whether this value will be really sent or not depends on whether it equals to a reference value R i , i.e. r i ' is sent, IIF r i ' <> R i . As there are sample interval and report interval clearly specified in the query, every sensor node involved in the data gathering is aware of the exact time of data receiving. Therefore if a node (the sink or a parent node) that is expecting r i does not receive it in the specific time, it will simply use a value of R i in their further calculations (i.e. global aggregation).
So far, the problem of 1) when to send, and 2) what to send have both been solved. Now the problem is how to choose a reference value R. Since the energy consumption of a sensor node results mostly from data transmission, and so the number of messages to be sent should be reduced to the biggest extent, therefore it is crucial to choose a suitable value R to be used as the reference that determines whether a data result is sent or not. We propose three methods of reference value calculation as follows.
Method 1 -Most Recent Value (MRV), that is, for any r i ', R i = r i-1 '.
In this method, a result data will be sent only if it is different from the previous result data. This is based on the expectation that monitored phenomena won't change too quick. In this case, the sensor node needs to keep a local copy of the previous value.
Method 2 -Recent Average Value (RAV), that is, for any r i ', R i = Round(AVG (r 1 ', r 2 ', …, r i-1 ')). In this method, the reference value is calculated each time a new result data is ready to be sent, and then the average and counter i need to be stored for next calculation. This is to expect that most result data will be around the average of all the results till present. The average operation can be performed over all the history data, or to a set of most recent results.
Method 3 -Most Frequent Value (MFV)
, that is, the reference value is chosen to be the most frequently appeared rounded value till present. In this method, each node needs to maintain a table <value, counter>, containing all the appeared values (rounded) and their corresponding times of appearance.
In case a big number of possible values exist, the table size will become larger and larger, and so not feasible for sensor nodes with quite limited capacity of memory. In this case, the counting may be terminated when 1) the MFV has been stable, meaning it has not changed for a relatively long run, or 2) a specific number of recent results have been counted, or 3) the table is already too big.
This method is essentially based on the histogram created during the data gathering. All the other methods, static or dynamic, are basically based on the assumption that the result data is uniformly distributed over the value space, i.e. the probability of any value is the same. In practice, the probability distributions of many phenomena appear to be normal distribution. Therefore, setting the reference value according to the histogram of results may have better performance in terms of number of communications.
Section VII compares all the three methods above.
V. DYNAMIC-THRESHOLD PROCESSING
Static-threshold processing methods, as presented in previous section, are simple and easy to implement. However, they are less flexible in the sense that it does not take the changing conditions of the phenomena into consideration. Moreover, the prior knowledge about the phenomena under monitoring is not always available. We therefore propose three methods by employing dynamicthreshold processing, described as follows and next section. The main difference between the dynamicthreshold method and the static-threshold method lies in the fact that the former sets thresholds dynamically in run-time according to the situation at the moment.
Method 1 -Floating Origin Thresholds (FOT).
The static methods proposed in the previous section have one weakness: when a set of readings vary exactly around the fixed points of thresholds, then sensor node will generate a series of unnecessary results to be sent, due to the pingpong effect. In considering this, we propose an adaptiveaverage method. Comparing to the fixed-value method in which reported values are defined before the query execution, this is a run-time method in the sense that the thresholds are determined during the execution.
Setting an FOT based threshold needs only one parameters, the threshold interval (V i ). This gives the hint that there is no origin point in this method. Method 2 -Adaptive Interval Thresholds (AIT). In FOT method, the thresholds are floating, however the threshold interval is still fixed. Fixed threshold interval has such a problem that, especially when no prior knowledge about the phenomena is available, if the result data largely variant over time, the corresponding number of thresholds will be also very big, and so largely weaken the effect of our methods. On the contrary if the result data changes very small comparing to the threshold interval, it will be hard to reflect the change and thus making the results too coarse. Therefore, the variance of the result data needs to be considered in deciding the threshold interval, and this method represents a compromise between energy consumption (number of communications) and data quality (size of threshold interval).
Setting an AIT based threshold need only one parameter, number of thresholds (N t 
; IF ( r i [T k-MIN , T k-MAX ) )
Send R k ;
VI. PERIODICALLY VARIANT THRESHOLDS (PVT)
We describe the algorithm for the coarse-grain data gathering in continuous query processing for periodical phenomena in this section. The algorithm contains two stages, initiation stage and collection stage. In the initiation stage, sensor nodes that are relevant to a specific query collect and store data for the first round for exactly one period of time. In the collection stage, further continuous measurement results are investigated to decide if they are to be sent or not, and if being sent, what data exactly need to be sent.
Obviously, we are mostly aiming at the improvement in terms of energy consumption in the second stage, whilst in the first stage there is also chance to minimize the power consumption during the collection of the large amount of initial data.
A. Initiation stage
To explore the possibility of optimizing data transmission by utilizing the periodical nature of the phenomena under monitoring, initial data need to be collected and stored for the first round (i.e. for one period of time). Here we simply utilize a static-threshold based method. In static-threshold processing, thresholds for continuous query are defined with the query and are fixed during the entire query execution. This is a simple way, and is often used in the case that there are some prior knowledge about the phenomena under monitoring.
Suppose the query under study is specified with a period of T and a report interval (i.e. sliding increment, t r ), during this period of time T, it is easy to define a serious of N time points t 1 , t 2 , …, t N , so that for i [1, N] , t i+1 -t i = t r . Now suppose at a sensor node, there is a series of results, r i (i [1, N] ) obtained at time t i ,, to be sent to the node's parent node. The results can be any of the three data types shown in Table 1 . For a specific result data r i , the data is first rounded off to align with the set of thresholds as follows:
This rounded value will be the one to be sent out from the sensor node. The node first stores each rounded value with the index when it is obtained, then, whether this value will be really sent or not depends on whether it equals to a reference value R i , i.e. r i ' is sent, IIF r i ' <> R i . As there are sample interval and report interval clearly specified in the query, every sensor node involved in the data gathering is aware of the exact time of data receiving. Therefore if a node (the sink or a parent node) that is expecting r i does not receive it in the specific time, it will simply use a value of R i in their further calculations (i.e. global aggregation).
So far, the problem of 1) when to send, and 2) what to send have both been solved. Now the problem is how to choose a reference value R. Since the energy consumption of a sensor node results mostly from data transmission, and so the number of messages to be sent should be reduced to the biggest extent, therefore it is crucial to choose a suitable value R to be used as the reference that determines whether a data result is sent or not.
Here we employ MRV (Most Recent Value), that is, for any r i ', R i = r i-1 ', R N = r 1 '. In this method, a result data will be sent only if it is different from the previous result data. This is based on the expectation that monitored phenomena won't change too fast.
B. Collection stage
After the initiation stage, a preliminary data model is created. In further data collection, we can utilize the rough model to reduce the number of data transmission and so decrease power consumptions.
Formally, suppose the phenomena under monitoring appears to be periodically change over a period of T, and there are a series of history result data r 1 This method looks simple so far, but there is a problem when a global aggregation is defined in the query. Suppose a node A has a couple of direct offspring, and is going to perform a global aggregation over the data received from its offspring. During the collection stage, if in a allowed report interval for time t N+i , the node A does not receive a result from one of its offspring B, which means node B has a result that is equal to r i obtained at time t i , then node A should use node B's history data r i in its aggregation. In other words, the aggregation node A must also store all the history data (in one period time) of all its direct offspring. This might be a serious problem, especially when a sensor node has a big number of offspring nodes, the node needs to store a large amount of data. This makes the algorithm not feasible at all, in considering the very limited size of memory of a sensor node in practice.
To solve this problem, we thus improve the algorithm by considering the following three cases for different sorts of aggregations.
Case 1 -MEDIAN aggregation. As analyzed in Section II, MEDIAN is a direct aggregation, so all the data must be sent to the sink before any aggregation could be performed. In other words in the collection stage, no median node perform any aggregation, but instead simply rely the original data. Therefore in this case, local node needs only to maintain the history data of itself.
Case 2 -MAX/MIN aggregations. We simply take MAX aggregation for explanation, as for MIN the idea is exactly the same.
If at time t N+i an aggregation node A receives from all its offspring nodes new results, then node A simply aggregates (i.e. MAX or MIN) a result r N+i by using all the new results. On the contrary, if no offspring node sends any data to node A, then A simply sends to its parent the previous result r i .
Otherwise if node A receives some updates from part of its offspring, A first calculates a preliminary result r N+i from all the newly received data, and then compares this result with the previous result r i . If r N+i > r i , then r N+i will be the aggregation result to be sent. If r N+i < r i , then node A broadcasts r N+i to all its offspring nodes. Each node compare this preliminary aggregation result with its local result r. If r N+i < r, the offspring node will have to send r to A.
This solution works, but not so good because it requires cluster head to broadcast a middle result to all the offspring nodes. We will show in the experiment section that we actually have better solution than this.
Case 3 -AVERAGE/SUM/COUNT aggregations. We start from the most complex case, AVERAGE aggregation. In this case when new result r N+i <> r i , instead of sending r N+i , the node will send a drift value r N+i -r i , as well as a multiplier. Suppose node A has a old average result r i , and has M offspring nodes among which K of them send drift values r k , together with the multipliers m k . New average aggregation can be calculated by
In this case, node A does not have to store any history data of its offspring.
As for the case of SUM or COUNT aggregation, the algorithm is similar: node simply sends a drift value to its parent node where new aggregation value can be calculated by adding the old value with the drift value.
VII. EXPERIMENTS
A. Static vs. dynamic methods.
In this section, we compare the performance of queries by using the proposed methods with queries without any optimization. We also compare the applicability of different threshold setting algorithms to different source of data and aggregations. Four source data are used in the simulation experiments, including A) uniform random data, B) variant random data, C) normal random data, and D) periodical data (period is 20 samples). Each data series contains 100 samples which values change between 0 and 1. Three operations are considered, including 1) no aggregation (No Agg), 2) MAX aggregation, and 3) AVERAGE aggregation. The MAX and AVERAGE aggregations are all performed over the past 10 samples. Sample and report interval are set to be the same. Figure 1 illustrates the source data and the respective operations over them. Figure 2 to 4 illustrate the simulation results by using static method, MOT method, and AIT method over the four data sources. Figure 5 shows the results by using PVT method over Data D. In the methods, threshold origin is set to 0, threshold interval is set to 0.1, and number of thresholds is set to 10. Finally, the PVT method uses MOT for setting up thresholds in its initial period. Figure 6 shows the numerical results of energy consumption (in terms of number of communications) for different data series and methods. From these figures, we can clearly see that the proposed methods work quite well. In particular, some observations include that: 1) Our methods achieve better performance for aggregation data type b and c (see Table 1 ). With respect to different aggregations, the methods work extremely better for MAX than AVERAGE operations. For data type a, i.e. raw readings, only when data source appears to follow a normal distribution do our methods significantly improve the performance, comparing to the situation when no optimization is conducted.
2) Among the three static-threshold processing methods, MRV performs better than method RAV and MFV. MFV is slightly better than MRV only for normal random data (Data C). RAV performs the worst for almost all the situations. 3) As to dynamic methods, MOT performs much better than AIT, and never worse than MRV (the best of static methods). AIT works poor even for AVERAGE aggregation data. However, AIT can preserve the signal at the best and gives the best restore of the original data, meaning that the results are of the most accurate. This is particularly true when considering variant random data source (Data B). 4) Finally, as shown in Figure 5 , PVT returns significantly good results comparing to any other methods, and thus particularly suitable for periodical data.
B. Periodically variant thresholds
In this section, we study the performance of queries by using the PVT methods. We also compare the applicability of the PVT algorithms to different source of data and aggregations. Finally, we compare the PVT algorithm with the case of utilizing the MRV method used in the initiation stage.
Three sources of periodical data (period is 20 samples) are used in the simulation experiments, including A) variance is on the order of 1/20 of the value range, B) variance is on the order of 1/10, C) variance is on the order of the value range. Each data series contains 50 samples which values change between 0 and 1.
Three operations are considered, including 1) no aggregation (No Agg), 2) MAX aggregation, and 3) AVERAGE aggregation. The MAX and AVERAGE aggregations are all performed over the past 10 samples. Sample and report interval are set to be the same. Table 2 , in any case, the methods improve the performance than without any optimization performed. Note that when nothing is done, the number of messages to be sent will always be 50 for one single node.
2) The proposed method works much better on data source A than B and C. In other words, when variance is little and so the periodical feature well keeps, the proposed algorithm can significantly improve the performance.
3) The proposed method work fine for no aggregation data and average results, better than MRV method. However when variance becomes larger, the method works much worse to MAX result data than MRV method. Back to the question in the previous section, in this case we can say the MRV works much better than the proposed method if the data are MAX aggregation results.
4) There is no big difference between the results obtained by using MRV method for difference data sources.
VIII. RELATED WORK
There have been a large number of research carried out aiming at query processing for sensor networks, based on a database view of sensor network. In [9] the authors provide a well-understood non-procedural programming interface suitable to data management, allowing the community to realize sensornet applications rapidly, by architecting sensor networks as virtual databases. They also argue that in order to achieve an energy-efficient and usefull implementation, query processing operators should be implemented within the sensor network, and that approximate query results will play a key role.
In [10] the authors define new concept and model of sensor database system, queries dictate with data is extracted from the sensors. Stored data are represented as relations while sensor data are represented as time series. Each long-running query formulated over a sensor database defines a persistent view, which is maintained during a given time interval. The paper also describe the design and implementation of COUGAR sensor database system.
A detailed description of the query processing mechanism is presented in [14] , in which the authors evaluate the design of a query layer that accepts queries in a declarative language that are then optimized to generate efficient query execution plans with in-network processing which can significantly reduce resource requirements.
In [11 and 12] The authors are concerned with query processing in sensor networks and describes in detail the design and implementation of TinyDB, an acquisitional query processing system for sensor networks. Acquisitional issues are those that pertain to where, when, and how often data is physically acquired (sampled) and delivered to query processing operators. The designed system can significantly reduce power consumption over traditional passive systems that assume the a priori existence of data, by focusing on the locations and costs of acquiring data.
Berkely and Cornell have built two prototype sensor network query processors (SNQPs) -TinyDB and Cougar -that run on a variety of sensor platforms. Paper [13] report the architecture and methods, as well as query processing optimization methods of the prototypes.
Some other works include, in [17] the authors proposes analytical models to evaluate the performance of three methods for processing historical spatialtemporal queries in sensor networks. In [18] the authors presents TiNA, an in-network aggregation scheme that maintains the user-specified quality of data requirement while significantly reducing the overall energy consumption. Paper [19] presents the author's progress to date in building TeleTiny, with a particular focus on two components and interfaces between them: server side and sensor side. In [20] the authors consider multi-query optimization for aggregate queries on sensor networks by developing a set of distributed algorithms.
Comparing to these related works, the unique novelty of our proposal lies in the adoption of threshold based methods in continuous aggregation or non-aggregation queries. By taking advantage of the application accuracy constraints, an optimal strategy can be figure out, in which both the accuracy requirements are fulfilled and the performance (with respect to energy consumption) is improved to the best extent. Analysis on the content of the data to be delivered plays very important role in the proposed methods.
IX. CONCLUSION AND FUTURE WORK
This paper presents a set of query optimization methods for continuous data gathering in sensor networks. The method is based on the flexible setting of thresholds and the analysis on the content to be sent over the network. A series of static and dynamic algorithms are proposed for the flexible setting of threshold values. Experiments are conducted to validate the method. Results show that the proposed method can achieve the goal of query optimization.
As shown in the paper, having a priori knowledge about the result data helps very much on choosing the best methods. When the distribution of the sensor readings is known, e.g. normal distribution rather than uniform distribution, the proposed methods can be further developed to take this knowledge into account to achieve better performance. Moreover, different methods are suitable for data generated from different aggregation operations. This paper only investigates some commonly used aggregations. There are many others that are commonly used in practice. These two issues are the problems for future investigation.
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