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Abstract: 
The study aims at exploring the relatedness between the emotional valence (positive-negative emotion) conveyed
by  conventional texts and their phonemic content. In the proposed approach, the content of a text is considered as com-
posed of layers, assuming that the sub-lexical phonological elements involved contribute to the transmission of an emotional
tone. The sub-lexical layer investigated here is composed of “biphones” - pairings of a vowel and a consonant in either order.
A previous analysis of metadata derived from a corpus of sentences evaluated for emotion found that the frequencies of the
biphones are strongly correlated with emotional valence. The same method of representing the sub-lexical layer was applied
to real-world texts. The validity of the relationships derived from the corpus was tested on arbitrarily downloaded texts on di -
verse topics published by several news agencies. The statistical analysis shows that the derived relationship between emo-
tional valence and the sub-lexical content of biphones is present in structured real-world, ordinary texts. In conclusion: lan -
guage communication incorporates phonemic patterns that indicate emotional valence. The overall body of a text carries
sub-lexical information about its emotional tone. This approach and result are useful for the fields of sentiment analysis and
text emotion recognition. The overall result raises the hypothesis that the cognitive mechanisms that shape the phonemic
forms used to mentally build a structured language expression reflect emotional valence. The phenomenon needs further in -
vestigation whether it depends on the native language of the reader and how, or if at all biphones per se inspire positive or
negative emotion in the listener.
Keywords: emotional valence; language; sound symbolism; statistical analysis; text emotion recognition; sentiment analysis.
1. Introduction
This work investigates the existence of a relationship between the phonemic content of structured
language expressions and the emotional valence (positive-negative emotion) of what is expressed. 
The fact that emotions are fundamental to human nature has never been contradicted. There are
two main models of emotion. The first model consists of discretely mediated categories called “basic
emotions” (e.g., anger, fear, happiness, etc., from the listing of Ekman, 1999). This model has long been
regarded as intuitively obvious and used as the foundation for developing an emotion recognition tech -
nology. The second largely accepted model, proposed by Russel and Mehrabian (1977) and applied in
the present study, portrays emotional phenomena according to their discernible attributes, interpreted as
emotion-dimensions – Valence, Arousal, and Dominance (VAD). Valence indicates the positive or nega-
tive (pleasant or unpleasant) aspect of the emotion, arousal indicates the degree of excitement, and













































Results from different domains show the existence of a biologically underwritten functional layer
related to emotions, deeply involved in the cognitive processes. Brain imaging studies allowed identify -
ing clear neural signatures of basic emotions (e.g., Saarimäki et al., 2015), the existence of specific
brain regions activated only by unpleasant or only by pleasant words (Maddock, Garrett, and Buono-
core, 2003), and results from brain impairments showed that emotional valence and basic emotions are
related to semantic memory (Macoir, Hudon, Tremblay, Laforce, & Wilson, 2019). Studies in psycholin -
guistics report that words for positive and negative emotion tend to be recognized faster (Scott, Keitel,
Becirspahic, Yao, & Sereno, 2018), and results in the domain of child development show that emotional
valence facilitates the acquisition of abstract words (Ponari, Norbury, and Vigliocco, 2018; Kim, Sidhu &
Pexman, 2020). Such findings suggest that valence is associated with levels of cognitive processing in
language related to lexical semantics. 
The analysis presented next concerns emotional processing in reading. It is known from brain
imaging studies that after visual recognition of the word input the orthographic information is transmitted
for „analysis” to the auditory cortex where it gains automatically its corresponding phonetic content (see
Abbassi, Kahlaoui, Wilson, and Joanette, 2011; Marinkovic et al,  2003; Orden, Johnston, and Hale,
1988). Processing lexical meaning at the brain level is similar to hearing sequences of spoken words. 
1.1. Language and sound symbolism
A basic assumption of formal linguistics is that the meanings of words and their phonetic charac -
teristics are not related. This assumption, proposed by De Saussure (1916), has been challenged by a
diversity of research, providing evidence of non-arbitrary phonological regularities in the languages. One
of the best-known examples of this phenomenon, termed phonetic (or sound) symbolism, is described
by Köhler (1929) with the known bouba/kiki effect of non-arbitrary mapping between the speech sounds
and the visual shape of objects. The recent advances in cognitive linguistics, psycholinguistics, and re-
lated fields have shown that non-arbitrary mappings between form and meaning are far more wide -
spread than previously believed (e.g., Blasi, Wichmann, Hammarstrom, Stadler, & Christiansen, 2016;
Monaghan, Shillcock, Christiansen, and Kirby, 2014). A center of interest of non-arbitrariness is iconicity:
the resemblance between form and meaning (Dingemanse, Blasi, Lupyan, Christiansen, & Monaghan,
2015; Dingemanse, Perlman, and Perniss, 2020; Sidhu, Vigliocco, and Pexman, 2020 for overviews).
Several experiments and studies have shown that adults, children, and pre-linguistic infants are sensi -
tive to sound symbolism (e.g., Asano et al. 2015; Imai and Kita, 2014; Kovic, Plunkett, and Westermann,
2010; Yang, Asano, Kanazawa, Yamaguchi, & Imai, 2019). Such results prompted the hypothesis that
language evolution and language acquisition are related to sound symbolic phenomena. 
Following the extended analysis presented in Dingemanse et al., (2015), the sound symbolic phe -
nomena are not perceived at a conscious level, but they have been discovered through statistical data
analysis of language corpora.
1.2. Emotion and phonology
The phonological effects on emotion were first described by the Russian formalists in the domain














































ies of Whissell (1999) detected relationships between single phonemes and the experienced emotion
conveyed by poetry and prose in English. Recently, Ariani and colleagues performed several text-emo-
tion studies of German poetry (Aryani, Conrad, and Jacobs, 2013; Aryani, Kraxenberger, Ullrich, Ja-
cobs, & Conrad, 2016; Ullrich, Aryani, Kraxenberger, Jacobs, & Conrad, 2017), and found that the sub -
lexical representation contains features that can predict emotional effects and aesthetic qualities. The
authors applied the reasoning of Gestalt psychology and examined the text as a body composed of
gradual layers – from phones to syllables, words, sentences, etc., and found that these perceived layers
influence the reader, consciously or not. 
Recently, Adelman, Estes, and Cossu (2018) conducted a data analysis on emotion-evaluated
corpora of English, German, Dutch, Spanish, and Polish words. The authors found a correlation be -
tween individual phonemes, their position in words, and the emotional valence of the words. The au -
thors suggest that this phenomenon is related to a person's survival in cases of announced danger. 
Kawahara and Shinohara (2012) investigated the effect of pairs of consonant-vowel phonemes
when listening to pseudo-words and found a sound symbolic phenomenon that relates speech sounds
with visual shapes and emotions. Slavova (2019) explored the relationship between valence and ana-
logically defined sub-lexical level based on phoneme couplings of the inverse type (vowel-consonant).
The statistical result indicated that these pairings were correlated with valence. Further, to better cover
the sub-lexical content of the texts, all types of pairings of vowels and consonants were investigated
(Slavova,  2020).  The  result  based  on  an  emotion  annotated  corpus  (shortly  presented  hereafter)
showed a strong relatedness of this sublexical representation with emotional valence. 
2. Methods
In this work we explore written language expressions with the assumption that their phonemic
content incorporates a “secret code” that conveys the emotion involved in the message. The approach
applied here, proposed in Slavova (2019, 2020) follows the Gestalt reasoning according to which the
content of a text is seen in layers, assuming that the phonological forms perceived at the sub-lexical
layer have an emotional impact on the reader. 
The steps which were performed to obtain the result reported here about the relationship between
phonemic units and emotional valence were: 
1. A phonological unit was chosen – a “biphone” – and the sublexical layer for investigation was
presented as composed by biphones;
2. Textual material evaluated for emotional valence was extracted from a huge corpus and was
treated to obtain appropriate metadata, and statistically analyzed;
3. The strong dependencies found in the corpus were verified in real-world texts arbitrarily down-
loaded from the websites of a number of news agencies.
2.1. Approach to the sub-lexical presentation and description of the corpus used to detect the re-
lationship between biphones and valence
If conveying emotional valence through speech plays an important role in communication, some
phonemic “markers” of valence should be present in the phonemic stream. All languages have vowels
and consonants and all languages use sequences of these. A pair of phones – a vowel and a consonant















































This general reasoning led to the choice of the units used as a methodological device for the investiga -
tion. Moreover, the mentioned studies of Kawahara and Shinohara (2012) and Slavova (2019, 2020)
have shown that these pairings are related to emotion. 
The statistical analysis presented here is based on the manner of sub-lexical representation pro-
posed in Slavova (2020). The set of all pairings of a vowel and a consonant was obtained by the Carte -
sian products V×C and C×V, where V is the set of all vowels and C is the set of all consonants as they
are defined in the English phonetics.  That provided all 1056 possible pairings of the two order types –
1. Vowel - consonant: / d /, / w/, / k/, etc. and 2. Consonant - vowel: / u /, /m /, /hæ/, etc. Furtherɑː ʒ əʊ ʌ ʃ ː ɔː
in this work, a pair consisting of a vowel and a consonant, in either order, is called a biphone.
The decomposition to biphones leads to a granular layer of phone assemblies which are con-
tained in syllables and on occasion overlap them, as illustrated in Table 2. The units that are submitted
to statistical analysis following this method are the occurrences of biphones with the assumption that
each biphone has a distinct specific perceptual effect related to valence. 
To evaluate the informational load of the biphones with regard to valence, the emotion-evaluated
corpus EmoBank (Buechel and Hahn, 2017a,b), annotated with Valence, Arousal, and Dominance was
used (Slavova,2020). 
Table 1
Examples of sentences presented in EmoBank with their readers’ assessment of valence
Text of the sentence
 Readers Perspective Valence
Mean SD
Adrienne shook her head and made a sound of disgust. 1.33 0.47
This is torture. 1.6 0.49
Stepping into the living room, he said, "A beautiful house." 4.2 0.75
I love what you are doing. 4.4 0.49
The corpus consists of more than 10,000 sentences (examples in Table 1), taken from 136
different documents belonging to 7 genres (Figure 1). The filtering procedures and the specific metrics,
applied to construct EmoBank are presented in details in Buechel and Hahn, (2017.a.). 
The approach applied for  the analysis  (Slavova,  2020)  was based on an amalgamation of






























Figure 1. Valence scores of the sentences in EmoBank by category. 1. Blog: 2. Essays; 3. Fic -
tion;  4.  Letters;  5.  Newspaper  articles;  6.  Newspaper  headlines;  7.  Travel  guides
2.2. Obtaining phonemic metadata for statistical analysis
Technically the analyzed texts are stored locally and further treated to produce the necessary
metadata. The sentences are decomposed into words and the phonetic transcription of each word is re -
trieved using online dictionaries. This provides a lexicon of transcribed words (about 20,000 different
word-forms so far). An example of a decomposed sentence is given in Table 2. 
Table 2
Example of a sentence from EmoBank, presented as composed by biphones
Words Better still go shopping with an expert
Transcripts bet (r)ˈ ə st lɪ ɡəʊ p ŋˈʃɒ ɪ w ðɪ æn eksp (r)tˈ ɜː
Biphones be et tə rə tɪ lɪ gəʊ ʃɒ pɒ pɪ ŋɪ wɪ ðɪ æn ek pɜː tɜː
To perform the extraction of sub-lexical features the transcriptions are decomposed into biphones.
This way, as shown in Table 2, a sub-lexical representation of each sentence in terms of biphones is
obtained,  called  further  a  “biphonic  content”.  The  occurrences  of  proper  nouns  and  numerals  are
intentionally  discarded  for  the  statistical  analysis  because  they  are  unavoidable  in  any  emotional
context. 
As illustrated in Figure 2, certain biphones participate in EmoBank with quite a different frequency
in positive and in negative sentences. The approach underlying the used statistical methods is based on
density measures of the biphones in a given text. The statistical examination of the biphonic content of
the sentences from EmoBank showed that  there is  a strong interdependency between the density
measures  of  the  biphones  and  the  readers’  evaluation  of  valence  (Slavova,  2020).  The  statistical
































Figure 2. Number of occurrences of biphones in 500 positive and 500 negative sentences from
EmoBank  
2.3. Investigating the valence-phonemic inter-dependency on real-world texts
It is known that the feature values extracted from a corpus are data sensitive and depend on the
corpus content. We suppose that the sub-lexical transmission of valence is an intrinsic aspect of lan -
guage, and thus the discovered relationships between biphonic content and valence should be ob -
served, at least partially, in real-world texts. 
To export the parameters of the relatedness discovered in EmoBank, a “weight” WBiph was at-
tributed to each biphone. EmoBank consists of 10,549 isolated sentences, selected from 136 different
documents, so in order to identify the phonemic patterning the analysis was based on distributing the
sentences into statistically relevant portions – valence layers (see Slavova, 2020 for details). We esti -
mate here the weights of the biphones based on a split of EmoBank into 22 layers of valence, each con-
sidered as a distinct “artificial document” of about 3300 words (about three pages). The weight WBiph of
each biphone is obtained as а correlation coefficient (Pearson) of the interdependence between the se -
ries of the 22 participation scores of this biphone in the 22 valence-layers and the series of valences of
the 22 “artificial  documents”  (the mean of the valence of their  involved sentences).  The plot of the
weights of the 746 biphones present in EmoBank, calculated as explained, is presented in Figure 3. We
further use these weights in the analysis of the real-world texts.
Figure 3. Weights of the biphones 
In the metadata used to evaluate the weights in the  “artificial documents” assembled by the sen -
tences in EmoBank there is no structured linguistic message involved, but they are homogeneous in va -
lence. On the contrary, the real-world texts, have the normal structure of a linguistic message that con -
































valence. However, if the dependencies derived from the corpus are universal in nature, they will be de -
tectable in real-world texts.
The examination presented next aims at checking if the discovered dependencies between bi -
phonic  content  and valence are universal  for  the English language.  A preliminary  test,  reported in
Slavova (2020), compared the evaluation of the subjects of the study of valence conveyed by fictional
texts and the biphonic content of these texts. This test gave a promising result, but was based on quite
a small sample.
The statistical analysis presented here is based on Internet News (Figure 4). The aim is to exam-
ine a larger sample of various, randomly selected texts. 
Hundred news items published on the Internet were downloaded using search engines that look
for positive or negative words in the headlines. The headlines were in the center of several studies of
media discourse, all of them showing the importance of the headlines for attracting, inspiring emotion,
and influencing the opinion of the readers. It was further assumed that the headline aims at announcing
the emotional tone of the text that follows it. 
The words to look for in the headlines were highly charged with valence. They were taken from
the two data sources of emotional ratings of English words: 1. the “Glasgow Norms” (Scott et al., 2018)
containing normative ratings for emotion dimensions of 5,553 words and 2. the “Norms of valence,
arousal,  and dominance”  (NVAD) (Warriner,  Kuperman,  and Brysbaert,  2013),  providing ratings for
13,915 English words. The list of emotion keywords for the Internet search was composed of the 150
most positive (love, peace, happiness, freedom, etc.) and the 150 most negative (horrible, kidnapped,
malaria, terror, etc.) words from these two sources. 
The download was performed in the course of two distant short periods – for the duration of a
week in January 2020 (N=45) and for the duration of a week in January 2021 (N=55). Half of the down-
loaded texts were retrieved automatically by a keyword search engine, and the other half was retrieved
by manual search (using the Google Search Engine). The headlines retrieved in this way are, for exam -
ple: “Copenhagen's new Metro is a thing of beauty”, “Heavy winds disrupt traffic, kill one”, “A photo -
graphic history of men in love”, etc. Most of the texts (N=72) were from major agencies such as CNN,
Reuters, Fox News, The Independent, etc. Various topics were covered – crime and justice, environ -
ment, business, economy, sports, politics and society, science, etc.
In this test, the statistical inquiry was whether the phonemic content of the text of the news item
can predict the emotional tone indicated in its headline. 
First, the texts were divided into two groups of emotional tone – positive and negative. The key -
word in the headline was used as an indication for the emotional tone of the text, where 3 texts were
classified to the inverse group because of the presence of a negation in the headline statement (e.g.,
“Tayla Harris: 'I would be happy to go through it all again but I'd rather not”). Thus, the headlines “an -







































Figure 4. General scheme of the test with Internet news
The downloaded texts were decomposed into words, where the proper nouns and the numerals
were protected from further decomposition. The word content of the texts was decomposed into bi -
phones (175,312 occurrences of biphones were found). An example of a sentence from a news item on
the topic of Science, decomposed to words and to biphones with their corresponding weights, is given in
Appendix.
The investigated texts are very dissimilar in length – the shortest text contained 89 words (proper
nouns and numerals excluded) and the longest – 2,367. Having this big variance in the length of the in -
vestigated sub-lexical content, to cover the short texts as much as possible, all the participating bi -
phones were taken into consideration regardless of the p-value of their correlation with valence (derived
from EmoBank). This was not the case in the preliminary test (Slavova 2020), where all 20 texts used
for the experiment were about one page long and the evaluation was based on the biphones that dis -
played highly reliable correlation in EmoBank. 
The measure used to evaluate the sub-lexical indication for valence of the texts downloaded from
the Internet was the “weight”  of each news item calculated as a sum (normalized) of the weights WBiph








where WBiphi is the EmoBank-derived weight of the biphone i  (i = 1..746), ni is the number of
times that the biphone i appears in the biphonic content of the news item j and NWord j is the number
of transcribed and decomposed words in the news item j. 
Two word-based estimations of the emotional tone were calculated to verify whether the biphonic
content is related to the occurrence of distinct emotionally charged words in the texts. The calculation
was based on the Mean values of the valence-ratings of the words as given in Glasgow Norms and
NVAD. The word-based estimations of valence of the news items were obtained as the average of the
valence scores of those words for each text that have emotion ratings in the two dictionaries. The
































the normal forms of the verbs, so ratings of valence could not be accorded to all words in the investi -
gated texts. The dictionaries covered as follows: Glasgow norms – 20% and NVAD – 28% of the words
in the investigated texts, whereas the biphonic decomposition covered 84% of the words (proper nouns
and numerals were excluded). 
3. Results
A usual regression procedure was applied to the weights WENews j of the texts where the de-
pendent variable was “tone of the headline” (dummy coded). The weights of the texts correlated with the
tone of the headlines at r = 0.562, p-value < 0.0001. The weights of this arbitrary set of news items
showed a  noticeable difference in the statistical  profile  for the two emotional  tones (ANOVA: Mean
squares 0.004 within groups, 0.150 between groups, F = 44.725, p < 0.0001). 
The plots in Figure 5 visualize the statistical differences derived following the biphonic content of
the texts for the two groups of emotional tone. When the mean of the weights of the 100 texts is taken
as a zero-baseline, based on their weights, 76% of the texts are correctly distributed as positive or neg -
ative. There is no difference in the ratio of correct estimations between the negative and positive groups
of news items. The decomposition of these various and randomly downloaded texts into biphones, fol -
lowed by application of the derived from EmoBank weight for each biphone, provided a quantitative esti -
mation that corresponds very well to the emotional tone, as “declared” by their headlines. 
A question of special attention is the length of the texts. As explained, the weights of the biphones
were statistically derived from valence-homogeneous assemblies of sentences from EmoBank, equiva-
lent to about 3 pages of text. 
Figure 5. Histograms (a) and a plot (b) of the weights of the texts (rank-ordered by weights) and
emotional tone of the headline
The investigated news items carry sub-lexical information involved in the biphonic content which,
as seen in Figure 5.b., discriminates quite well the texts following their weights. The weighs of the news
items are normalized over the number of transcribed words in the texts and should not be sensitive to
the length of the text. The differences in the weights of the news items show differences in the density
and the weights of the positive and the negative biphones involved. Thus the weights reflect, figuratively




































evaluate whether this “strength of the signal” is independent of the length of the text, we introduce a
measure of “strength” of the biphonic information that indicates valence - SigStren, defined as follows: 
SigStren j=± (WENews j−Mean (WENews j , j=1. .100 )) (2)
where WENewsj is the weight of the text as calculated following (1), Mean (WENewsj, j = 1..100) is
the mean of the weights of all the investigated texts, SigStrenj is the measure of the “strength” of sub-
lexical information indicating valence for the text j. If the text is wrongly “classified”, the difference calcu-
lated by (2) is set to negative, otherwise it has a positive value. This measure reflects the discriminative
aspect of the estimation of valence based on sub-lexical representation of the text. The introduced mea-
sure is normally distributed (Figure 6.b).
The performed correlation analysis suggests that the length of the texts in our sample and the
“strength of the sub-lexical signal” SigStren are not related (correlation between the length and the
strength of indication r = - 0.1; p-value < 0,2). The plot that illustrates this lack of dependency is given in
Figure 6a.
a. b.
Figure 6. a. “Signal Strength” indicating valence at the sub-lexical level depending on the length
of the news items. b. Histogram of the introduced measure of “Signal Strength” indicating valence at
sub-lexical level
This result suggests that the weights of the biphones derived from EmoBank represent a suffi -
ciently robust indication of valence and can be applied for valence estimation of short texts. However,
more data analysis is needed to explore the limits of the approach. The overall result obtained so far
shows that the explained approach can be used in text processing tasks to provide speedily statistics for
estimation of valence. 
The word-based estimations, using Glasgow Norms and NVAD, gave much less clear groupings
and correlations with the emotional tone announced in the headlines. It has to be noted again that the
dictionaries used cover only partially the word content of the texts. The correlation between the word-
based weights of the texts and the emotional tone “announced” in the headlines (dummy coded) were:

































Thus, the sub-lexical biphonic content covering the overall set of words in the text (numerals and proper
nouns excluded) provides a more reliable estimation of valence.
The comparison of the word-based estimation with the result based on the biphonic content of the
texts leads to the conclusion that the phonemic pattern related to valence, available in the overall set of
the used words, leads to a more discriminative estimation of the valence of the texts. 
Figure 7. Plots of the word-based weights (rank-ordered by weights) and the emotional tone of
the texts (a. Glasgow norms; b. NVAD).
4. Discussions
The biphonic content of the texts shows relatedness with valence. How did words come to incor -
porate these sound patterns? It is not possible, unfortunately, to derive from this result an explanation
for the principle by which the observed sub-lexical phenomenon has “entered” the lexical language con -
tent. 
As the measures used in the analyses of relatedness with valence are based on “artificial docu -
ments”  assembled  by  sentences,  one  may  expect  that  the  emotional  valence  perceived  by  the
EmoBank readers is prompted by the meanings of these sentences. That leads to the assumption that
the set of all the words used in lengthy valence-homogeneous texts does not have an arbitrary phone-
mic content, but a phonemic content that reflects the emotional valence involved. But words are to indi -
cate meaning. 
The relation between sounds, emotion, and meaning has recently started to be investigated using
brain imaging techniques. The first neuroimaging evidence for the potential for emotions underlying the
sound of words was provided in a recent study by Aryani, Hsu, and Jacobs, (2018), investigating brain
response to  sub-lexical  arousal  of  presented spoken words (the sub-lexical  arousal  was calculated
based on features extracted from the acoustic representation of the words). The performed analysis
suggested the existence of a unifying neural network of affective sound. The results showed that sub -
jects are sensitive to arousal-specific emotional information in the sound of words even when the focus
of attention is not directed on that aspect. The examination of the brain imaging results led the authors
to propose that emotional dimension arousal links sound to meaning. Until now, to our knowledge, there




































Further, a related investigation by Aryani, Isbilen, and Christiansen (2020), based on a “bouba-
kiki” experiment discovered that the extent to which a word is matched with a rounded or spiky shape
depends on the level of sub-lexical arousal elicited by its sound. The study showed that the dependency
between the arousal involved in the sounds and the meaning is generalizable to new sets of pseudo-
words. These findings, the authors say, highlight the role that emotion may play in language develop -
ment and evolution by grounding associations between abstract concepts and linguistic signs. 
The observed here emotional signs at the sub-lexical levels suggest, too, that the language has
evolved by exchanging between the individuals a consolidation of both the conceptual meaning and the
emotion. Such a phenomenon could explain the results exposed in the present study.
Is the cognitive process of forming a conceptual meaning related to the emotional valence and
how? This question has still not found a clear answer in the fields of scientific knowledge, but further in -
vestigations and analyses should be able to provide it.
To better clarify the results of the presented study we started to perform further investigations that
could provide additional data to answer the following questions:
    1. Is the phenomenon dependent on the native language of the reader; 
    2. Do the biphones per se inspire positive or negative emotion in the listener. 
The investigation of such questions would contribute to the clarification of the observed valence-
related phonemic phenomenon. 
The described sublexical approach and result are useful for the fields of sentiment analysis and
text emotion recognition and need further investigation. The methods in these domains use mainly fea-
ture extraction techniques based on words in emotion evaluated corpora (see Acheampong, Wenyu,
and Nunoo‐Mensah, 2020 for a recent review). However, the interest in phonetic features revealed in
recent years led to involving the rates of phoneme occurrence as input features to constructing emotion
classifiers. A recently developed emotion recognition system (Liu, Rehman, Wu, Cao, and Hao, 2021)
confirms the prominence of phonemic features and the effectiveness of their use. 
5. Conclusions
The body of a structured linguistic message is charged with an emotional undertone which is de-
tectable when the words used are assumed as mere phonetic constructs. This property of the language
is detectable in texts.
A previous statistical investigation made evident the existence of a connection between the va-
lence of textual material and its phonemic content presented as composed by biphones. 
We performed a test based on randomly downloaded news items to check if the discovered rela -
tionship between biphones and valence is valid outside the corpus. When applying the proposed sub -
lexical decomposition, the quantitative estimation based on their biphonic content matches to a high de -
gree the emotional tone indicated by the headlines. The observed phenomenon is present and de -
tectable even in short structured texts. 
The results put forward the hypothesis that, during language evolution, the process of assembling
phonemes into speech units that indicate meaning is related to emotion. This would suggest that emo-
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APPENDIX
Example of a sentence from the sample of investigated news items, decomposed to biphones.
Sentence: The study discovered levels of happiness reported by those who were married was higher than those
who do not have spouses, but only when their husband or wife was in the room.
word position Transcript sequence biphone weight of the biphone
The 0 'ðə 1 ðə -0,0132
study 1 st diˈ ʌ 1 tʌ -0,2027
study 1 st diˈ ʌ 2 dʌ -0,6903
study 1 st diˈ ʌ 3 di -0,2530
discovered 2 d 'sk v dɪ ʌ ə 1 dɪ -0,5706
discovered 2 d 'sk v dɪ ʌ ə 2 sɪ -0,2265
discovered 2 d 'sk v dɪ ʌ ə 3 kʌ 0,2546
discovered 2 d 'sk v dɪ ʌ ə 4 vʌ 0,5098
discovered 2 d 'sk v dɪ ʌ ə 5 və -0,4344
discovered 2 d 'sk v dɪ ʌ ə 6 də 0,0184
levels 3 'lev lzə 1 le -0,0652
levels 3 'lev lzə 2 ev -0,1996
levels 3 'lev lzə 3 və -0,4344
levels 3 'lev lzə 4 lə 0,3949
of 4 və 1 və 0,2993
happiness 5 hæpin sˈ ə 1 hæ -0,1290
























happiness 5 hæpin sˈ ə 3 pi 0,2829
happiness 5 hæpin sˈ ə 4 in 0,0870
happiness 5 hæpin sˈ ə 5 nə 0,6417
happiness 5 hæpin sˈ ə 6 sə -0,1985
reported 6 r 'p :t dɪ ɔ ɪ 1 rɪ 0,0490
reported 6 r 'p :t dɪ ɔ ɪ 2 pɪ 0,1365
reported 6 r 'p :t dɪ ɔ ɪ 3 pɔː -0,2023
reported 6 r 'p :t dɪ ɔ ɪ 4 tɔː -0,0588
reported 6 r 'p :t dɪ ɔ ɪ 5 tɪ -0,3971
reported 6 r 'p :t dɪ ɔ ɪ 6 dɪ -0,6941
by 7 baɪ 1 baɪ 0,0428
those 8 ð zəʊ 1 ðəʊ -0,4743
those 8 ð zəʊ 2 zəʊ -0,1777
who 9 huː 1 huː -0,4635
were 10 'w :ɜ 1 wɜː -0,1798
married 11 mæridˈ 1 mæ 0,0969
married 11 mæridˈ 2 ær -0,1412
married 11 mæridˈ 3 rɪ 0,0490
married 11 mæridˈ 4 dɪ -0,6941
was 12 'w zɒ 1 wɒ -0,6704
was 12 'w zɒ 2 zɒ -0,5978
higher 13 ha (r)ˈ ɪə 1 haɪ -0,0051
higher 13 ha (r)ˈ ɪə 2 rɪə 0,0900
than 14 ðæn 1 ðæ -0,5137
than 14 ðæn 2 æn 0,4481
those 15 ð zəʊ 1 ðəʊ -0,4743
those 15 ð zəʊ 2 zəʊ -0,1777
who 16 huː 1 huː -0,4635
do 17 duː 1 duː -0,3941
not 18 n tɒ 1 nɒ -0,7714
not 18 n tɒ 2 tɒ -0,6677
have 19 hæv 1 hæ -0,1290
have 19 hæv 2 æv 0,0367
spouses 20 spa sizʊ 1 paʊ -0,1550
spouses 20 spa sizʊ 2 a sʊ -0,0579
spouses 20 spa sizʊ 3 si -0,3622
spouses 20 spa sizʊ 4 iz -0,1679
but 21 b tʌ 1 bʌ -0,6159
but 21 b tʌ 2 tʌ -0,6566
only 22 nliˈəʊ 1 nəʊ -0,7329
only 22 nliˈəʊ 2 li -0,2955
when 23 wen 1 we -0,0762
31
32
when 23 wen 2 en -0,0199
their 24 ðe (r)ə 1 ðeə -0,3096
their 24 ðe (r)ə 2 e rə -0,2291
husband 25 h zb ndˈ ʌ ə 1 hʌ -0,3145
husband 25 h zb ndˈ ʌ ə 2 zʌ -0,4656
husband 25 h zb ndˈ ʌ ə 3 bə 0,4756
husband 25 h zb ndˈ ʌ ə 4 nə -0,1522
or 26 (r)ɔː 1 rɔː 0,4091
wife 27 wa fɪ 1 waɪ 0,1600
wife 27 wa fɪ 2 a fɪ 0,6446
was 28 'w zɒ 1 wɒ -0,6704
was 28 'w zɒ 2 zɒ -0,5978
in 29 nɪ 1 nɪ 0,0955
the 30 'ðə 1 ðə -0,0132
room 31 ru mː 1 ruː -0,4045
room 31 ru mː 2 u mː -0,6925
33
527
34
