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Zusammenfassung
Die geeignete Unterstützung von Geschäftsprozessen gewinnt durch die Abkehr vom funktiona-
len betrieblichen Aufbau hin zu prozessorientierten Organisationsstrukturen zunehmend an Be-
deutung. Dabei wurde erkannt, dass ein bestimmter Prozesstyp oftmals nicht nur durch ein ein-
ziges Prozessmodell beschrieben werden kann, sondern dass abhängig vom Anwendungskontext
unterschiedliche Prozessvarianten existieren. Die Gründe, mehrere Prozessvarianten gleichzeitig
zu unterstützen und nicht auf einer einzigen Definition zu beharren, sind vielfältig. So müssen
z.B. bei internationalen Unternehmen die Prozesse an die Rahmenbedingungen des jeweiligen
Landes (z.B. gesetzliche Regularien) oder eine prozessorientierte Software für den jeweiligen
Anwendungskontext angepasst werden. Der Umgang Prozessvarianten wurde in verschiedenen
Forschungsarbeiten thematisiert, wobei diese mehrheitlich auf die Kontrollflussperspektive fo-
kussieren. Die Datenflussperspektive ist im Zusammenhang mit Prozessvarianten noch wenig
beachtet. Aus diesem Grund soll im Folgenden untersucht werden, wie das Management von Pro-
zessvarianten unter dem Gesichtspunkt eines modifizierten Datenflusses gestaltet werden sollte.
Es wird analysiert, unter welchen Bedingungen der Datenfluss eine Änderung erfährt und welchen
Anforderungen ein Prozessvariantenmodellierungsansatz genügen muss.
Schlüsselworte: Prozessvarianten, Prozessmodellierung, Datenfluss
1 Einleitung
Geschäftsprozesse sind Abfolgen von Aktivitäten. Sie können auf verschiedenen Aggregationsebe-
nen betrachtet werden und dienen dazu, eine Wertschöpfung zu erzielen [Gab10]. Geschäftsprozes-
sen steht gemäß dieser Definition eine oder mehrere Prozesseingaben zur Verfügung, die durch sie
zu „einem Kundennutzen stiftenden Output“ führen. An dieser Definition lassen sich drei integrale
Bestandteile von Geschäftsprozessen identifizieren. An erster Stelle ist der Kontrollfluss zu nennen,
anhand dessen die Abfolge und die Ausführungsbedingungen der Aktivitäten festgelegt werden. Der
zweite Bestandteil fokussiert auf das Speisen und das Produkt eines Prozesses. Um eine Eingabe
in ein Ergebnis zu transformieren, fließt diese entlang des Geschäftsprozesses und wird verändert.
Beispielsweise werden Materialien durch einen Geschäftsprozess zu einem Produkt verarbeitet. Dies
wird für den Geschäftsprozess mithilfe von Daten dokumentiert. Deshalb kann an zweiter Stelle der
Datenfluss als integraler Bestandteil eines Geschäftsprozesses betrachtet werden. Schließlich sind die
beteiligten Rollen zu nennen. Dabei ist zwischen Rollen innerhalb einer Firma und Rollen von exter-
nen Beteiligten wie Lieferanten oder Kunden zu unterscheiden.
In Unternehmen existiert eine Vielzahl von Geschäftsprozessen [MHHR06, LM07, MRB08]. Dabei
ist festzustellen, dass auch Prozessvarianten auftreten können [SOS05, Hal09, WW10]. Varianten
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zeichnen sich dadurch aus, dass sie ein und derselben Zielerreichung dienen, sie aber zumindest in
Teilen unterschiedlich modelliert sind. Sie dienen dazu, den spezifischen Gegebenheiten wie rechtli-
chen Bestimmungen eines Landes oder Organisationsstrukturen von Abteilungen, gerecht zu werden.
Verschiedene Forschungsansätze thematisieren das Variantenmanagement : Entweder wird davon aus-
gegangen, dass voneinander unabhängig modellierte Varianten existieren, die anhand ihrer ähnlichen
Struktur bzw. ihres ähnlichen Verhaltens zu identifizieren sind [WW10, APW08, DDGB09, DDM08].
Oder es wird bereits während der Modellierung eines Prozesses vorgesehen, dass verschiedene Kon-
figurationen möglich sein sollen [AJ00, HBR08c, ADG+06, LSG09, HBR10a]. Es ist festzustellen,
dass in den existierenden Ansätzen für das Management von Prozessvarianten jeweils der Kontroll-
fluss im Zentrum der Betrachtungen steht, dem Datenfluss wird dagegen kaum Aufmerksamkeit ge-
schenkt. Es ist jedoch aus verschiedenen Gründen wichtig, den Datenfluss beim Variantenmanage-
ment nicht zu vernachlässigen. Einerseits kann sich eine Änderung des Kontrollflusses auch auf den
Datenfluss einer Prozessvariante auswirken und andererseits existieren Prozessvarianten, die sich le-
diglich durch den Datenfluss oder den Datenfluss und die beteiligten Rollen voneinander unterschei-
den. Solche Datenflussvarianten können beispielsweise entstehen, wenn zwei Unternehmen auf einen
Standardprozess zurückgreifen. Während der Kontrollfluss in beiden Firmen gleich ist, gibt es jedoch
unterschiedliche Vorgehensweisen, was die Verwaltung der Dokumente betrifft. Während das erste
Unternehmen jedes Dokument und jede Information als atomares Element versteht, bündelt das zwei-
te Unternehmen alle zu einem Prozess gehörigen Informationen in einem Dossier. Dies hat zur Folge,
dass der Datenfluss der ersten Prozessvariante aus mehreren Datenobjekten besteht, die jeweils in-
dividuell durch den Prozess gelenkt werden. Der Datenfluss der zweiten Prozessvariante besteht aus
einem einzigen Datenobjekt, dass jeder Aktivität zugänglich gemacht werden muss, die Informatio-
nen benötigt.
Das vorliegende Dokument ist wie folgt aufgebaut: In Kapitel 2 werden grundlegende Begriffe einge-
führt. Anschließend werden in Kapitel 3 bestehende Forschungsansätze zur Unterstützung von Pro-
zessvarianten beleuchtet. Kapitel 4 widmet sich den Datenflussvarianten und zeigt auf, unter welchen
Bedingungen sie entstehen können. Daraufhin werden in Kapitel 5 fachliche Anforderungen und Her-
ausforderungen hinsichtlich der Unterstützung von Datenflussvarianten erläutert. Abschließend wer-
den in Kapitel 6 und 7 die gewonnen Erkenntnisse diskutiert und zusammengefasst sowie ein Ausblick
auf weitere Forschungsschwerpunkte gegeben.
2 Grundlagen
2.1 Lebenszyklus von Prozessen
Der Lebenszyklus eines Prozesses kann durch vier Phasen beschrieben werden: Modellierung, Kon-
figuration, Ausführung und Analyse & Evaluation. Die Ergebnisse der letztgenannten Phase gehen
wieder in die Modellierungsphase über (vgl. Abbildung 1). In der ersten Phase eines Prozesslebens-
zyklus wird der Prozess modelliert und das resultierende Modell validiert und verifiziert. Anschlie-
ßend wird der Prozess implementiert und an die Gegebenheiten des Anwendungskontexts angepasst
(z.B. an eine konkrete Organisationsstruktur oder an gesetzliche Bestimmungen). In der darauf fol-
genden Phase wird der Prozess ausgeführt, d.h. Instanzen des Prozessmodells werden erzeugt und
entsprechend der unterschiedlich konfigurierten Prozesslogik ausgeführt. Die letzte Phase eines Zy-
klus betrifft die Analyse und die Evaluation ausgeführter Prozessinstanzen. In dieser wird der Ablauf
der durchgeführten Instanzen analysiert. Auf der Basis der Ergebnisse dieser Phase kann das Prozess-
modell angepasst werden, um den jeweils aktuellen Bedürfnissen und Gegebenheiten besser gerecht
zu werden [WSR09].
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Abbildung 1: Prozesslebenszyklus [Wes07]
2.2 Anpassung von Prozessen
In den Phasen Modellierung, Konfiguration und Ausführung können Anpassungen an einem Pro-
zess bzw. einer laufenden Prozessinstanz vorgenommen werden. Werden in der Modellierungsphase
verschiedene Anpassungen an einen Prozess vorgenommen, so dass daraus verschiedene Prozessdefi-
nitionen entstehen, oder werden verschiedene Prozesse zur selben Zielerreichung modelliert, spricht
man von Varianten eines Prozesses [HBR08b]. In der Konfigurationsphase wird die konkrete Prozess-
variante konfiguriert, die in einem bestimmten Anwendungskontext ausgeführt werden soll. Wird eine
Prozessinstanz während ihrer Ausführung modifiziert, etwa um einer nicht vorhersehbaren Gegeben-
heit gerecht zu werden, liegt eine Ad-hoc-Abweichung bzw. Änderung vor [RRMD09]. Eine Version
eines Prozesses entsteht, wenn in der Analyse & Evaluationsphase des Prozesses deutlich wird, dass
grundlegende Änderungen an dem Prozess vorgenommen werden müssen und der neue Prozess den
alten ersetzt. Durch die Evaluation kann jedoch auch deutlich werden, dass eine neue Variante eines
Prozesses benötigt wird. Dies löst die vorhandenen Prozessdefinition jedoch nicht ab, sondern existiert
parallel dazu.
2.2.1 Prozessvarianten
Varianten eines Prozesses können auf zwei Arten entstehen. Einerseits kann ein Prozess modifiziert
werden, um bestimmten Gegebenheiten besser gerecht zu werden. Dadurch liegen anschließend der
ursprüngliche Prozess und speziell ausgerichtete Varianten des Prozesses vor. Je nach Gegebenheit
wird ausgewählt, ob der ursprüngliche Prozess oder eine Variante des Prozesses verwendet bzw. aus-
geführt werden soll. Andererseits ist es in großen Unternehmen möglich, dass unabhängig vonein-
ander Prozesse zur selben Zielerreichung modelliert werden [WRMR11]. Beispielsweise können an
jedem Standort eines Unternehmens Prozesse erstellt werden, die auf die dortigen Bedürfnisse zuge-
schnitten werden, ohne darauf Bezug zu nehmen, welche Prozesse an anderen Standorten für dasselbe
Ziel existieren [GWJV+09]. Generell lässt sich festhalten, dass sich Varianten dadurch auszeichnen,
dass sie große Gemeinsamkeiten aufweisen, aber in bestimmten Teilen voneinander abweichen. Sie
existieren nebeneinander, d.h. zur selben Zeit. Abbildung 2 illustriert dies, indem explizit kenntlich
gemacht wird, dass ein Geschäftsprozess durch mehrere Varianten modelliert werden kann.
In [OF06] wird die Gliederung von Prozessen untersucht, die als Triage bzw. Segmentierung eines
Prozesses bezeichnet wird. Es werden drei mögliche Dimensionen beschrieben: Funktionen, Komple-
xität und Kundengruppen (vgl. Abbildung 3). Die funktionale Segmentierung wird typischerweise
dann verwendet, wenn Spezialkenntnisse für einzelne Aufgaben benötigt werden. Diese Segmentier-
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Abbildung 2: Varianten eines Prozesses
ungsdimension entspricht der Gliederung eines Prozesses in Teilprozesse und soll deshalb bei der
folgenden Betrachtung von Prozessvarianten vernachlässigt werden. Anders verhält es sich mit der
Segmentierung nach Komplexität und Kundengruppen. Bei ersterer werden Prozessvarianten zur Ver-
fügung gestellt, die einen Geschäftsprozess in unterschiedlichen Schwierigkeitsgraden unterstützen.
So wird etwa eine Prozessvariante für den Routinefall bereitgestellt, eine für komplexe Fälle und eine
Variante für die Fälle, die nicht mehr Routine sind, aber auch nicht zu den komplexen Fällen zählen. In
die Prozessvarianten werden dabei jeweils Spezialisten einbezogen. Denkbar ist eine solche Segmen-
tierung z.B. bei der Vergabe von Krediten durch eine Bank. Die dritte Segmentierungsdimension rich-
tet sich nach den Kundengruppen. So wird der Prozess zur Kommunikation von wissenschaftlichen
Ergebnissen für das eigene Institut, für die wissenschaftliche Gemeinschaft und die breite Öffentlich-
keit unterschiedlich ablaufen und auch unterschiedlich detaillierte Informationen beinhalten. Über die
drei Segmentierungsdimensionen von [OF06] hinaus sind Rahmenbedingungen, d.h. der Kontext, als
weitere mögliche Dimension zu nennen, durch die Prozessvarianten entstehen. Zu den Rahmenbe-
dingungen zählen z.B. die nationalen, rechtlichen Grundlagen, auf die sich ein international tätiges
Unternehmen einstellen muss.
Abbildung 3: Triage bzw. Segmentierung eines Prozesses nach [OF06]
2.2.2 Ad-hoc-Abweichungen
Eine Ad-hoc-Änderung ist eine individuelle Abweichung von einem gegebenen Prozessmodell zum
Ausführungszeitpunkt, d.h. bezogen auf eine bestimmte Prozessinstanz [RD97, RRMD09, Rei00]. Sie
wird auf einer einzelnen Prozessinstanz vorgenommen und ist zum Modellierungszeitpunkt nicht vor-
hersehbar. In der Evaluationsphase eines Prozesses können alle vorgenommenen Ad-hoc-Änderungen
anhand ihrer Ausführungs- und Änderungshistorien betrachtet werden [GRMR+08]. Wird deutlich,
dass eine signifikante Anzahl an Ad-hoc-Änderungen ähnlich bzw. gleich sind, deutet dies darauf hin,
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dass die Prozessdefinition entweder im Sinne einer neuen Version angepasst, oder eine zusätzliche
Prozessvariante geschaffen werden sollte.
2.2.3 Versionen
Eine neue Version eines Prozesses kann beispielsweise neue Funktionalitäten aufweisen oder Ände-
rungen der Gesetzeslage berücksichtigen, d.h. sie zeichnet sich gegenüber der bestehenden Version
dadurch aus, dass sie grundlegende Änderungen aufweist. In der Übergangszeit werden oft mehrere
Versionen verwendet. Prinzipiell löst eine neue Version jedoch die frühere ab (siehe Abbildung 4).
Abbildung 4: Versionen eines Prozesses
2.3 Daten in Prozessmanagementsystemen
2.3.1 Workflow Perspektiven
Wie bereits geschildert, besteht ein Geschäftsprozess aus verschiedenen integralen Bestandteilen, die
bei seiner Modellierung berücksichtigt werden müssen. Wenn diese Bestandteile nicht nur gemein-
sam, sondern auch voneinander getrennt betrachtet werden können, ist der Prozess besser überschau-
bar, d.h. leichter zu verstehen, und die Modellierungskomplexität wird verringert. Die Betrachtung von
Prozessbestandteilen wird in [CKO92] als Perspektiven der Prozessdarstellung bezeichnet. Es wer-
den die Funktions-, Verhaltens-, Organisations- und die Informationsperspektive unterschieden. Die
Kombination dieser vier Perspektiven wird als konsistentes und vollständiges Modell eines Prozesses
verstanden. Die Funktionsperspektive fokussiert darauf, was in einem Prozess getan werden muss,
d.h. welche Aktivitäten, während eines Prozesses ausgeführt werden. Wie und wann die Aktivitäten
ausgeführt werden, bzw. allgemeiner ausgedrückt der Kontrollfluss eines Prozesses, wird durch die
Verhaltensperspektive beschrieben. Wer eine Aktivität ausführt, wird durch die Organisationsperspek-
tive festgelegt. In ihr können neben Rollen auch Zuständigkeiten, Zugriffsrechte und Verfügbarkeiten
definiert werden. Die letzte Perspektive, die Informationsperspektive, gibt wieder, welche Daten bzw.
Produkte durch den Prozess generiert werden, wie sie während des Prozesses verändert werden, wie
sie strukturiert sind und wie sie miteinander zusammenhängen (Datenfluss). Die Idee der Workflow
Perspektiven wurde in verschiedenen Forschungsansätzen [AWW03, AJ00] aufgenommen und leicht
angepasst. So fasst der in [AJ00] beschriebene Ansatz die Funktions- und die Verhaltensperspektive
in der Prozessperspektive zusammen. Das bedeutet, dass die Prozessperspektive festlegt, welche Ak-
tivitäten wann und wie ausgeführt werden. Daneben wird die Operationsperspektive neu eingeführt.
Diese beschreibt die elementaren Operationen, die von den Ressourcen und Anwendungen eines Pro-
zesses ausgeführt werden. Zu diesen Operationen zählen typischerweise das Erstellen, Ändern und
Löschen von Daten der Informationsperspektive durch die Aktivitäten der Prozessperspektive. Als
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fünfte Perspektive wird die integrative Perspektive, eine alles umfassende Perspektive, explizit hinzu-
gefügt.
[AWW03] kennt ebenfalls fünf Perspektiven: Funktionsperspektive, Prozessperspektive, Organisati-
onsperspektive, Informationsperspektive und Operationsperspektive. Verglichen mit der Kategorisie-
rung von [CKO92] unterscheidet sie sich darin, dass die Verhaltensperspektive als Prozessperspektive
bezeichnet wird. Zusätzlich wurde die Operationsperspektive aufgenommen, die wie in [AJ00] be-
schrieben, die elementaren Operationen, die von Ressourcen und Applikationen ausgeführt werden,
definiert. Die Gesamtsicht auf alle Perspektiven wird als Workflow Schema bezeichnet.
Im Weiteren soll die Perspektivendefinition von [AWW03] mit einer leichten Anpassung und einer
Konkretisierung übernommen werden (siehe Abbildung 5). Erstere besteht darin, dass die Prozess-
perspektive wie bei [CKO92] als Verhaltensperspektive bezeichnet wird. Diese Bezeichnung wird
bevorzugt, da der Begriff Prozess in der Regel den gesamten Prozess mit Daten und Akteuren Be-
zug nimmt, und sich nicht auf die Anordnung der Aktivitäten beschränkt. Zum Zweiten wird die in
[AWW03, AJ00] gegebene Definition der Operationsperspektive so interpretiert, dass diese Perspek-
tive darüber Auskunft gibt, wie (erstellen, ändern, löschen) und durch wen (welche Aktivität) bzw.
wann (Reihenfolge in der die Aktivitäten Änderungen vornehmen) Datenobjekte verändert werden,
d.h. die Operationsperspektive beschreibt den Datenfluss. Die fünf Perspektiven eignen sich gut für die
weiteren Betrachtungen, da sie nicht nur zwischen Aktivitäten (Funktionsperspektive), Daten (Infor-
mationsperspektive) und beteiligten Rollen (Organisationsperspektive) unterscheiden, sondern auch
Kontroll- (Verhaltensperspektive) und Datenfluss (Operationsperspektive) gesondert darstellen. Die
Gesamtsicht auf den Prozess ist mehr als eine weitere Perspektive und soll deshalb, wie in [AWW03],
als Workflow Schema bezeichnet werden.
Abbildung 5: Workflow Perspektiven
2.3.2 Daten
Datenkategorisierung Daten dienen dazu, Informationen zu repräsentieren. Aus den Spezifikatio-
nen der Workflow Management Coalition [Hol95, Wor99] lässt sich entnehmen, dass Daten zu ver-
schiedenen Zwecken verwendet werden: zum Ersten zur Definition des Prozesses, der Rollen bzw.
der Organisationsstruktur sowie der Arbeitsliste, zum Zweiten zum Steuern des Prozesses und zur
Verarbeitung, zur Weitergabe und zum Abspeichern von Informationen und schließlich zum Doku-
mentieren der Ausführungshistorie der Prozessinstanzen. Wird von Daten eines Workflows gespro-
chen, z.B. in der Informationsperspektive, so ist die zweite Art von Daten gemeint. Die Workflow
Management Coalition [Hol95, Wor99] teilt diese Daten wiederum in drei Kategorien ein: Workflow-
Steuerungsdaten, Workflow-relevante Daten und Anwendungsdaten. Die beiden erstgenannten wer-
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den zur Laufzeit einer Prozessinstanz initialisiert, verwendet und nach deren Ausführung wieder
freigegeben, während die Anwendungsdaten unabhängig von einer Prozessinstanz existieren. Wie in
Abbildung 6 zu sehen, sind Workflow-Steuerungsdaten interne Daten eines Workflow-Management-
Systems. Sie dienen beispielsweise zur Identifikation des Zustands einzelner Aktivitäten oder Instan-
zen. Workflow-relevante Daten, auch Instanzdaten genannt, dienen zum Feststellen der Zustands-
übergänge einer Instanz. Durch sie kann beispielsweise bei bedingten Verzweigungen entschieden
werden, welchen Pfad der Kontrollfluss einschlagen muss. Routing-Bedingungen können dabei von
Daten abhängen, die durch den Prozess bzw. Anwendungen, die in den Prozess eingebunden sind,
bearbeitet werden. Aus diesem Grund können Workflow-relevante Daten durch die verknüpften An-
wendungen geändert werden. Persistente Daten, die infolge eines Geschäftsprozesses erstellt, ge-
ändert oder gelöscht werden, werden als Anwendungsdaten bezeichnet. Diese Daten sind für das
Workflow-Management-System nicht direkt zugänglich, d.h. sie können nur durch verknüpfte An-
wendungen, aber nicht durch das Workflow-Management-System selbst manipuliert werden. Das
Workflow-Management-System stellt jedoch den Austausch von Daten zwischen mehreren Anwen-
dungen, der gegebenenfalls mit einer Datentypumwandlung verbunden ist, sicher. Dieser Austausch
wird mithilfe von Workflow-relevanten Daten vorgenommen.
Abbildung 6: Generische Struktur eines Workflow-Management-Systems [Hol95]
Eine weitere Datenkategorisierung wird in [AWW03] vorgenommen. Dabei wird zwischen zwei
Datenkategorien unterschieden: Steuerungsdaten und produktive Daten. Steuerungsdaten sind die Da-
ten, die für interne Zwecke des Workflow-Management-Systems verwendet werden, wobei Informa-
tionen für das datenbasierte Routing eingeschlossen sind. Produktive Daten werden hingegen als die
Daten beschrieben, die unabhängig vom Workflow-Management-System existieren.
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Im Vergleich zu [Hol95] ist dieser Ansatz eine vereinfachte Kategorisierung, da eine klare Trennung
zwischen den Datenarten vorgenommen wird, ohne darauf hinzuweisen, dass die Daten für das daten-
basierte Routing in der Schnittmenge von Steuerungsdaten und produktiven Daten liegen.
In [SOSF04] wird eine Unterscheidung von vier Kategorien vorgenommen: Referenzdaten, ope-
rative Daten, Entscheidungsdaten und Kontextdaten. Diese Einteilung deckt sich in weiten Teilen mit
der Kategorisierung der Workflow Management Coalition, fokussiert aber stärker auf die Sicht des
Anwenders als auf die Sicht des Workflow-Management-Systems. Referenzdaten sind Systemdaten,
die dazu dienen die Instanzen eines Prozesses zu identifizieren. Als operative Daten werden die Da-
ten bezeichnet, die von den Aktivitäten eines Prozesses gelesen, weiterverarbeitet und geschrieben
werden. Entscheidungsdaten sind für das datenbasierte Routing essentiell. Sie müssen den entspre-
chenden Entscheidungsknoten im Prozess zur Verfügung stehen. Kontextdaten sind die Eingabe oder
das Ergebnis eines Prozesses. Typischerweise liegen Kontextdaten in einer komplexen Datenstruktur
vor. Ein Beispiel für Kontextdaten, die das Ergebnis eines Prozesses sind, sind eine Immatrikulations-
bescheinigungen, die nach erfolgreicher Bewerbung an einer Hochschule ausgestellt werden.
Bezogen auf die Kategorien von [Hol95] lässt sich feststellen, dass Referenzdaten eine Teilmenge
der Workflow-Steuerungsdaten sind. Sie können unter bestimmten Umständen auch Teil der Anwen-
dungsdaten sein, beispielsweise dann, wenn eine Auftragsnummer (Anwendungsdatum) zur internen
Referenzierung (Workflow-Steuerungsdatum) einer Instanz verwendet wird. Des Weiteren stellen Ent-
scheidungsdaten sowohl eine Teilmenge der Workflow-Steuerungsdaten als auch der Anwendungsda-
ten dar. Der Austausch zwischen Workflow-Steuerungsdaten und Anwendungsdaten wird jeweils über
die Workflow-relevanten Daten vorgenommen. Schließlich entsprechen die operativen Daten, d.h. ins-
besondere die Kontextdaten, den Anwendungsdaten.
Für die weiteren Betrachtungen werden drei Hauptdatenkategorien unterschieden (siehe Abbildung 7):
Steuerungsdaten, operative Daten und die Schnittmenge beider Kategorien.
Abbildung 7: Datenkategorien und relevante Unterkategorien
Steuerungsdaten. Hierbei handelt es sich um Workflow-Management-System interne Daten, die da-
zu dienen den Prozess bzw. die erstellen Prozessinstanzen zu verwalten. Im Weiteren ist jedoch nur
eine Teilmenge dieser Daten relevant: Referenzdaten. Sie können unter anderem dazu dienen, opera-
tive Daten verschiedener Instanzen voneinander zu unterscheiden. Referenzdaten können sich auf die
gesamte Prozessinstanz beziehen oder auf eine einzelne Aktivität, die mehrfach instanziiert wird. In
[PDKL09] wird die mehrfache Instanziierung einer Aktivität anhand des Prozesses zur Buchbestel-
lung verdeutlicht. Nachdem eine Kundin bzw. ein Kunde ein bestimmtes Buch bestellt hat, fragt die
Buchhandlung bei verschiedenen Lieferanten nach, ob das Buch lieferbar ist und zu welchem Preis.
Diese Aktivität wird für jeden Lieferanten einmal, d.h. aus Sicht des Prozesses mehrfach ausgeführt.
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Genauso wird von jedem Lieferanten eine Rückmeldung erhalten. [RR06] zeigt, wie bei solchen Mul-
tiinstanzaktivitäten die Prozesssteuerung und Ausnahmebehandlung datengetrieben erfolgen kann.
Abbildung 8 zeigt die Referenzdaten einer mehrfach instanziierten Aktivität. Diese setzen sich aus
zwei Datenobjekten zusammen: einem Datum, das die jeweils vorliegende Instanz einer Aktivität
identifiziert und einer vollständigen Liste aller Instanzen einer Aktivität. Referenzdaten sind für Da-
tenflussvarianten wichtig, da operative Daten potentiell mit einer mehrfach instanziierten Aktivität
verbunden sind, d.h. eine Aktivität nicht nur mit einem Datenobjekt verknüpft ist, sondern ein Daten-
objekt je Aktivitätsinstanz existiert. Referenzdaten, die Prozessinstanzen voneinander unterscheiden,
sind für Datenflussvarianten nicht relevant.
Abbildung 8: Darstellung von Referenzdaten bei Mehrfachinstanziierung einer Aktivität
Operative Daten. Diese Daten werden von den Aktivitäten eines Prozesses als Eingabe benötigt bzw.
als Ergebnis generiert. Wie in Abbildung 9a zu sehen, werden operative Daten explizit durch Daten-
objekte dargestellt. Ein Datenfluss entsteht, indem eine Aktivität A ein Datenobjekt D mit dem Wert
x liest, den Wert x′ schreibt und es einer nachfolgenden Aktivität zur Verfügung stellt. Kontextdaten,
eine Teilmenge der operativen Daten, zeichnen sich dadurch aus, dass sie entweder Ein- oder Aus-
gabe einer ganzen Prozessinstanz sind und nicht selbst durch eine Prozessinstanz fließen. Entweder
initialisieren sie eines oder mehrere Datenobjekte oder sie fassen mehrere durch die Prozessinstanz
erzeugte Datenobjekte zusammen. Typischerweise weisen Kontextdaten eine komplexe Datenstruktur
auf. Abbildung 9b zeigt, wie einer Aktivität A ein Kontextdatenobjekt K mit dem Wert xyz lesend zur
Verfügung gestellt wird. Diese Information wird verwendet, um das Datenobjekt D mit dem Wert y zu
initialisieren und mit diesem Datenobjekt weiterzuarbeiten. Ein Beispiel für Eingabekontextdaten sind
Antragsformulare, aus denen verschiedene Informationen ausgelesen werden und anhand dieser Infor-
mationen weitere Schritte eingeleitet werden. Abbildung 9c verdeutlicht, wie AktivitätA auf die Date-
nobjekte D1 mit dem Wert x und D2 mit dem Wert z lesend zugreift und das Kontextdatenobjekt K im
Wert xz ausgibt. Beispielsweise kann ein solches Ausgabekontextdatenobjekt ein Zwischenzeugnis
mit vorläufigen Notendurchschnitt sein. Eingabekontextdaten (Speisung eines Prozesses) können nur
gelesen werden, während Ausgabekontextdaten (Produkt eines Prozesses) nur erstellt werden können,
andere Operationen sind nicht zulässig. Dies wird in Abbildung 9 dadurch deutlich, dass Eingabekon-
textdaten nur ausgehende Datenflusskanten besitzen, während Ausgabekontextdaten nur eingehende
Kanten aufweisen können.
Operative Daten lassen sich in interne und externe operative Daten unterscheiden. Interne opera-
tive Daten werden zur Ausführung einer Prozessinstanz erstellt und während ihrer Lebensdauer ver-
wendet. Beim Beenden der Instanz werden sie gelöscht. Externe operative Daten existieren hingegen
über die Ausführungsdauer einer Prozessinstanz hinaus, etwa eine Datenbank, in der Studierendenda-
ten gespeichert sind.
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Abbildung 9: Darstellung von operativen Daten
Schnittmenge von Steuerungsdaten und operativen Daten. In der Schnittmenge von Steuerungsda-
ten und operativen Daten liegen sowohl eine Teilmenge der Referenzdaten, als auch die vollständige
Menge der Entscheidungsdaten.
Referenzdaten wurden bereits eingehend als Teilmenge der Steuerungsdaten beschrieben. Sie die-
nen dazu, verschiedene Instanzen voneinander zu unterscheiden. Geschieht dies durch systeminterne
Identifikatoren, so handelt es sich um reine Steuerungsdaten. Beziehen sich die Referenzdaten auf
operative Daten, um eine Aktivitätsinstanz zu identifizieren, so liegen sie in der Schnittmenge von
Steuerungsdaten und operativen Daten. Etwa kann eine Auftragsnummer zur Referenzierung benutzt
werden.
Entscheidungsdaten gehören sowohl zu den Steuerungsdaten, als auch zu den operativen Daten. Sie
unterstützen das datenbasierte Routing aufgrund von Daten, die durch die Aktivitäten des Prozes-
ses bearbeitet werden. Entscheidungsdaten sind sowohl ein Bindeglied zwischen systeminternen und
-externen Daten, als auch Bindeglied zwischen Kontroll- und Datenfluss. Um dies in einer graphi-
schen Prozessdarstellung zu berücksichtigen, sollen (abweichend von der Standarddarstellung) be-
dingte Verzweigungsknoten (OR- und XOR-Gateways) mit den entsprechenden operativen Datenob-
jekten explizit lesend verbunden werden (Abbildung 10). Gateways dürfen jedoch keine Daten in den
Datenfluss speisen, d.h. es darf keine schreibende Kante von einem Verzweigungsknoten zu einem
Datenobjekt ausgehen.
Datenstruktur operativer Daten Die Workflow Management Coalition [Wor99] hält zu den Work-
flow-relevanten Daten fest, dass sie typisiert oder untypisiert sein können. Während erstere durch das
Workflow-Management-System verarbeitet werden können, kann es untypisierte Daten nicht inter-
pretieren und lediglich an Applikationen weitergeben. Diese Sicht ist rein auf die Funktionalität des
Workflow-Management-Systems bezogen. Sie thematisiert nicht, wie sichergestellt wird, dass die wei-
tergegebenen Daten von der Applikation, die sie erhält, interpretiert und verarbeitet werden können.
Gerade dies muss jedoch aus Sicht des Gesamtprozesses zwingend sichergestellt werden.
Daten können prinzipiell atomar oder komplex sein. Komplexe Daten können wiederum strukturiert,
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Abbildung 10: Darstellung von Entscheidungsdaten
semistrukturiert oder unstrukturiert vorliegen. Um die Daten verarbeiten zu können, muss die Da-
tenstruktur festgelegt werden, d.h. für jede Aktivität, die Daten als Eingabe erwartet, muss definiert
werden, in welcher Form diese vorliegen sollen. Ebenso müssen die Ergebnisdaten einer Aktivität
spezifiziert werden. Dies ist besonders zu beachten, wenn ein Geschäftsprozess in mehreren Syste-
men oder zwischen mehreren Akteuren abläuft. Bei der Modellierung eines Prozesses ist deshalb die
Datenstruktur jedes Datenobjekts festzulegen.
Für die weiteren Betrachtungen wird festgehalten, dass Datenobjekte mit demselben Namen, die von
Akteuren derselben Organisationszugehörigkeit (in der Modellierungsnotation für Geschäftsprozesse
(BPMN) [OMG11] innerhalb derselben Swimlane bzw. demselben Pool) verwendet werden, diesel-
be Datenstruktur aufweisen oder implizit in die benötigte Datenstruktur umgewandelt werden. Es ist
zu beachten, dass keine Aussage über die Datenstruktur getroffen wird, wenn Akteure unterschiedli-
cher Organisationszugehörigkeit ein Datenobjekt mit demselben Namen bearbeiten. Auch dann nicht,
wenn das Datenobjekt zwischen ihnen ausgetauscht wird.
Charakteristika operativer Daten [RHEA04] beschreibt vier Charakteristika von Daten in Work-
flows: Visibilität, Interaktion, Transfer und datenbasiertes Routing. Dabei bezieht sich die Visibilität
auf die operativen Daten, während sich die übrigen Eigenschaften auf den Datenfluss oder den Daten-
und Kontrollfluss beziehen.
Die Visibilität legt fest, welche Aktivitäten auf die Daten zugreifen können. Beispielsweise kann ein
Wert nur für eine Aktivität, für alle Instanzen dieser Aktivität, für alle Aktivitäten einer Prozessin-
stanz oder für alle Aktivitäten aller Prozessinstanzen zugänglich sein. Operative Daten sind in der
Regel für eine Instanz relevant. Innerhalb dieser Instanz sind sie für die Aktivitäten sichtbar, mit
denen sie über eine eingehende Datenkante verbunden sind. Kontextdaten, eine Teilmenge der ope-
rativen Daten, können eine Ausnahme bilden und weiterreichende Sichtbarkeit besitzen. Sie können
für eine Instanz, den gesamten Prozess, d.h. alle Instanzen des Prozesses, oder für mehrere Prozesse
relevant sein. Als Beispiel kann wiederum die Immatrikulation an einer Hochschule dienen. Der An-
trag, der von einem Bewerber bzw. einer Bewerberin gestellt wird, ist für eine Instanz relevant. Die
Vorlage bzw. das Muster des Antrags ist für den gesamten Prozess von Belang, d.h. sie bzw. es muss
in jeder Prozessinstanz zur Verfügung stehen. Die Stammdaten der Person sind nach der erfolgreichen
Immatrikulation wiederum für andere Prozesse, wie z.B. für die Prüfungsanmeldung, relevant.
Schnittstellen von Informationsperspektive zu den übrigen Perspektiven Ein Workflow Sche-
ma besteht wie in Abbildung 5 zu sehen, aus mehreren Perspektiven. Sie sollen es erleichtern, einen
Prozess zu modellieren. Zwischen den Perspektiven auf Daten, Aktivitäten und Rollen, einschließlich
deren jeweiliger Anordnung, bestehen sich beeinflussende Beziehungen.
Daten und Datenfluss sowie Aktivitäten und Kontrollfluss stehen zueinander in enger Beziehung.
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Einerseits setzt der Daten- bzw. Kontrollfluss voraus, dass die entsprechenden Datenobjekte bzw.
Aktivitäten definiert sind. Andererseits können die Daten nur durch einen festgelegten Datenfluss ge-
zielt manipuliert werden, und Aktivitäten können nur ausgeführt werden, wenn sie Bestandteil eines
Kontrollflusses sind. Daten- und Kontrollfluss können über das sogenannten datenbasierten Routing
gegenseitig aufeinander Auswirkung haben. Daten und Rollen sind miteinander über Zugriffsrechte
und Vertraulichkeitsstufen verbunden. Die Verknüpfung von Aktivitäten und Rollen wird durch Zu-
ständigkeiten und Verfügbarkeiten bestimmt. Für die Betrachtungen zu Datenflussvarianten sind die
Schnittstellen zwischen den Datenobjekten bzw. dem Datenfluss und den Aktivitäten, dem Kontroll-
fluss sowie den Rollen relevant.
Um das datenbasierte Routing zu ermöglichen, müssen den entsprechenden Gateways die operativen
Daten zur Verfügung stehen. Bei der Modellierung wird dies sichtbar gemacht, indem die entsprechen-
den Datenobjekte den Verzweigungsknoten explizit über eine Verbindungskante lesend zur Verfügung
gestellt werden.
Wie bereits erwähnt, verknüpfen Zugriffsrechte bzw. Vertraulichkeitsstufen die Daten mit den Rollen
eines Prozesses. Sie legen fest, welche Rollen auf welche Daten zugreifen dürfen, z.B. bei sensiblen,
personenbezogenen Daten (beispielsweise Kundendaten bei Banken). Verschiedene Akteure, wie der
Bankmanager und der Schalterangestellte, haben unterschiedliche Rechte, Informationen eines Kun-
den während des Prozesses „Kreditvergabe“ zu sehen.
2.3.3 Datenfluss
Der Datenfluss eines Prozesses beschreibt, welche operativen Daten welchen Aktivitäten in welcher
Reihenfolge zur Verfügung stehen müssen. Dies geschieht, indem bei der Modellierung eines Prozes-
ses für jede Aktivität festgehalten wird, welche Daten sie als Eingabe benötigt und welche Daten als
Ausgabe generiert werden. Zudem wird definiert, welche Aktivität diese Daten zuvor als Ausgabe ge-
schrieben hat, d.h. von welcher Aktivität der Wert der erhaltenen Daten abhängt. Gibt es keine andere
Aktivität, welche die Daten bereits geschrieben hat, so werden die Daten von dieser Aktivität initia-
lisiert. Auf Datenobjekten können die Operationen create, read, write, update, delete und
destroy ausgeführt werden. Die Operationen, die den Aktivitäten zur Verfügung stehen, können
auf read und write reduziert werden [SZNS06]. Wird ein Datenobjekt zum ersten Mal durch eine
Aktivität in einem Prozess geschrieben, so wird es gleichzeitig erstellt. Wird der Wert eines Datenob-
jekts geändert, so wird es geschrieben. Wird eine Instanz beendet, so werden die internen operativen
Daten gelöscht.
Darstellung Der Datenfluss eines Prozesses kann auf verschiedene Weise dargestellt werden. Zur
graphischen Darstellung können Diagramme verwendet werden. In diesen werden Aktivitäten und
Datenobjekte mit Datenflusskanten verbunden (vgl. Abbildung 9). Eine von einem Datenobjekt in ei-
ne Aktivität eingehende Kante bedeutet lesenden Zugriff, ausgehende Kanten bedeuten, dass der Wert
des Datenobjekts schreibend verändert werden kann. Um den Datenfluss eines Datenobjekts sichtbar
zu machen, trägt das von einer Aktivität weitergegebene Datenobjekt denselben Namen, wie das gele-
sene. Eine Ausnahme bilden Kontextdaten, die nicht durch den Prozess fließen. Sie dienen entweder
dazu, ein operatives Datenobjekt zu initialisieren, oder ein komplexe Ausgabe aus einem oder meh-
reren Datenobjekten zu erzeugen. Dargestellt werden operative Daten durch ein Dokumentensymbol.
Der Name des Datenobjekts wird direkt unter diesem angegeben. Darunter folgt wiederum der Wert
des Datenobjekts.
Um den Datenfluss aller Datenobjekte formal darzustellen, kann eine Datenflussmatrix verwendet
werden. In [SZNS06] wird eine Datenflussmatrix definiert, deren Spalten die Aktivitäten und deren
12
Zeilen die atomaren Datenobjekte beschreibt. Die Elemente der Matrix sind die Operationen lesen
und schreiben. Die Matrix enthält dabei genau dann einen Eintrag, wenn eine Aktivität auf einem
Datenobjekt eine entsprechende Operation ausführt.
In den folgenden Betrachtungen wird der Datenfluss operativer Daten explizit dargestellt, d.h.
Daten- und Kontrollfluss werden getrennt modelliert (vgl. Abbildung 11b). In Anlehnung an BPMN 2.0
[OMG11] sind der Beginn und das Ende eines Datenflusses durch Eingabe- und Ausgabedatenobjekte
zu kennzeichnen. Externe Datenquellen werden dargestellt. Sie werden in der Regel zur Initialisierung
oder Ablage eines Datenobjektes benutzt. Wie in Abbildung 7 zu sehen, sind Entscheidungsdaten ei-
ne Teilmenge der operativen Daten und gleichzeitig eine Teilmenge der Steuerungsdaten. Um dieser
Tatsache gerecht zu werden, werden die Entscheidungsknoten im Folgenden explizit lesend mit dem
Datenfluss verbunden (vgl. Abbildung 10). Diese Modellierung ist in BPMN 2.0 nicht vorgesehen.
Der Datenfluss der Referenzdaten verläuft entlang des Kontrollflusses, d.h. wird nicht mittels separa-
ten Datenkanälen modelliert.
Implementierungsmodelle Der Datenfluss kann in einem Workflow-Management-System auf un-
terschiedliche Weise beschrieben werden [SOSF04, RHEA04]. Abbildung 11 zeigt drei denkbare Mo-
delle:
a) Impliziter Datenfluss. Kontroll- und Datenfluss sind miteinander verschmolzen. Die Datenob-
jekte werden allen Aktivitäten entlang des Kontrollflusses zur Verfügung gestellt, unabhängig
davon, ob sie diese Daten als Eingabe erfordern (siehe Abbildung 11a).
b) Expliziter Datenfluss. Kontroll- und Datenfluss werden separat modelliert. Dabei werden die
Daten von einer Aktivität zur anderen weitergegeben und nur die Aktivitäten, für die das Da-
tenobjekt als Eingabe definiert wurde, im Datenfluss berücksichtigt (siehe Abbildung 11b).
c) No Data Passing / Impliziter Datenfluss über einen Datenspeicher. Die Aktivitäten rufen die
benötigten Eingabedatenobjekte aus einem globalen Datenspeicher ab, in die sie zuvor von
anderen Aktivitäten als Ausgabe abgelegt wurden (siehe Abbildung 11c). [RHEA04] spricht
in diesem Zusammenhang von „no data passing“, d.h. keiner Weitergabe der Daten von einer
Aktivität zur anderen. [SOSF04] beschreibt diese Konstellation als impliziten Datenfluss über
einen Datenspeicher. Implizit vermutlich deshalb, weil nur durch die Verfolgung des Kontroll-
flusses festgestellt werden kann, welche Aktivität das Datenobjekt zuletzt geschrieben hat und
jede Aktivität potentiell auf alle abgelegten Daten des Datenspeichers zugreifen kann.
In [RHEA04] werden darüber hinaus Varianten für die Implementierung des Datenaustauschs zwi-
schen einer komplexen Aktivität und dem Teilprozess, den sie repräsentiert, beschrieben. Zudem wird
gezeigt, wie Daten, die mit einer Aktivität verbunden sind, die mehrfach instanziiert wird, gehandhabt
werden können. Schließlich wird erläutert, wie Daten zwischen verschiedenen Instanzen eines Pro-
zesses ausgetauscht werden können. Während diese Datenweitergabe stets innerhalb eines Prozesses
stattfindet, werden weitere Modelle für den Austausch von Daten einer Aktivität, einer Instanz bzw.
einem Prozess und Daten, die außerhalb des Workflow-Management-Systems existieren, vorgestellt.
Datentransfer [RHEA04] stellt eine Vielzahl von Transfermechanismen vor. Zu diesen zählen die
Übergabe als Wert (pass by value), als Referenz (pass by reference), als Kopie (copy in/out) sowie
die Datenweitergabe verbunden mit Datentransformationen. Bei der Datenübergabe in Form von Wer-
ten werden diese direkt zwischen den Aktivitäten der Prozessinstanz ausgetauscht, d.h. es wird kein
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Abbildung 11: Datenflussimplementierungsmodelle [SOSF04] bzw. möglicher Datenaustausch zwi-
schen Aktivitäten [RHEA04]
gemeinsamer Datenspeicher benötigt. Hingegen wird beim zweiten Transfermechanismus auf Daten-
objekte in einem gemeinsamen Datenspeicher referenziert, d.h. die zugreifende Aktivität ändert das
Datenobjekt direkt im Datenspeicher. Wie bei einer Datenbank ist es bei diesem Mechanismus mög-
lich, dass auf ein Datenobjekt gleichzeitig zugegriffen wird. Aus diesem Grund wird zwischen einem
Referenztransfermechanismus mit und einem ohne Zugriffssperre unterschieden. Die Datenübergabe
in Form einer Kopie erfolgt indem ein Datenobjekt aus dem Datenspeicher kopiert, von einer Aktivität
verarbeitet und anschließend zurückgeschrieben wird. Dies bedeutet insbesondere, dass sobald eine
Aktivität ein Datenobjekt kopiert hat, diese nicht mehr darauf lesend zugreift. Eine zwischenzeitliche
Änderung durch eine andere Aktivität kann somit nicht berücksichtigt werden. Schließlich ist der Da-
tentransformationsmechanismus zu nennen. Vor der Eingabe in eine Aktivität oder bei der Ausgabe
einer Aktivität kann ein Datenobjekt in die nachfolgend benötigte Datenstruktur transformiert werden.
Bei der Datenübergabe zwischen Workflow-internen und externen Daten werden zusätzlich Mechanis-
men unterschieden, welche Daten nachfragen (pull ) bzw. Daten bereitstellen (push ). Erstere zeichnen
sich dadurch aus, dass sie die benötigten Daten anfordern, während letztere den Datentransfer initiie-
ren, indem sie Daten weitergeben.
3 Stand der Technik
Es wurde schon früh beobachtet, dass Prozesse nicht starr sind, sondern während ihres Lebenszyklus
Änderungen im Sinne von Varianten, Ad-hoc-Abweichungen und Versionen erfahren [WSR09]. Va-
rianten können auf unterschiedliche Weise entstehen: sie können gezielt zum Modellierungszeitpunkt
des Prozesses vorgesehen werden, d.h. auf einem gemeinsamen Modell basieren, oder sie können
unabhängig voneinander modelliert werden. Letzteres ist beispielsweise möglich, wenn jede Fakul-
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tät einer Universität einen Prozess zur selben Zielerreichung modelliert, ohne dass diese Prozesse
untereinander abgesprochen und abgeglichen werden. Die Prozesse werden in dem universitären Pro-
zessmanagementsystem verwaltet und sind a priori nicht als Varianten zu erkennen.
Die beiden vorgestellten Variantenarten erfordern jeweils spezifische Lösungsansätze, um möglichst
effizient verwendet werden zu können. Im ersten Fall ist die Modellierung, das Bestimmen der auszu-
führenden Variante und die Evolution der Varianten, d.h. der Lebenszyklus der Varianten, im Fokus
des Interesses. Im zweiten Fall hingegen ist das Erkennen von Varianten entscheidend, d.h. mittels
Ähnlichkeitsanalysen werden die existierenden Prozesse daraufhin untersucht, ob zwei oder mehrere
Prozessmodelle zur selben Zielerreichung dienen.
Im Folgenden gehen wir zuerst auf zwei Ansätze zur gezielten Modellierung von Varianten ein. An-
schließend zeigen wir die Möglichkeiten zum Bestimmen von Varianten auf.
3.1 Variantenmodellierung durch Transformation
Ausgangspunkt dieses Ansatzes bilden ein Prozessmodell und eine Menge definierter Transformati-
onsregeln, die auf dieses Modell angewandt werden können. Das Prozessmodell, das im Folgenden
als Basisprozess bezeichnet wird, kann unterschiedlich gestaltet sein: es kann einen ausführbaren
Prozess darstellen, beispielsweise die am häufigsten verwendete Prozessdefinition, oder es kann ein
minimales Prozessfragment sein, das allen Varianten zu Grunde liegt [HBR10b]. Im Folgenden sol-
len zwei Vorgehensweisen zur Variantenmodellierung durch Transformation vorgestellt werden: zum
einen ein Ansatz, der auf dem objektorientierten Paradigma der Vererbung beruht, zum anderen eine
Vorgehensweise, die modulare, in Kombination anwendbare Prozessanpassungen definiert.
Objektorientierte Vorgehensweise Eine Möglichkeit Varianten zu modellieren, ist sie über Verer-
bungsmechanismen zu generieren. In [AJ00, AB02, Aal03] werden vier Regeln vorgestellt, mit denen
aus einem Basisprozess abgeleitete Prozesse erstellt werden können. Ein abgeleiteter Prozess ist ein
Prozess, der alle Aktivitäten des Basisprozesses aufweist und darüber hinaus neue zusätzliche Aktivi-
täten umfassen kann. Das Verhalten der Aktivitäten, die der Basisprozess und der abgeleitete Prozess
gemeinsam haben, ist identisch, d.h. in Bezug auf diese Aktivitäten besitzen der Basisprozess und der
abgeleitete Prozess dasselbe Verhalten. Es werden folgende Vererbungsarten unterschieden:
• Protokollvererbung (Protocol Inheritance). Protokollvererbung zeichnet sich dadurch aus, dass
sich das Verhalten von Basisprozess und abgeleitetem Prozess nicht unterscheiden lässt, wenn
bei der Ausführung des abgeleiteten Prozesses nur die Aktivitäten berücksichtigt werden, die
auch im Basisprozess enthalten sind. Dies impliziert zum einen, dass der Kontrollfluss des Ba-
sisprozesses im abgeleiteten Prozess enthalten ist und zum anderen, dass der abgeleitete Pro-
zess ausführbar ist, wenn die gegenüber dem Basisprozess hinzugefügten Aktivitäten blockiert
(Blocking) werden. Ein Beispiel für diese Vererbungsart ist das Einfügen eines alternativen
Ausführungspfads in einen Prozess. Werden im abgeleiteten Prozess die Aktivitäten des hinzu-
gefügten Alternativpfades blockiert, so verhält sich der abgeleitete Prozess wie der Basispro-
zess.
• Projektionsvererbung (Projection Inheritance). Lässt sich das Verhalten von Basisprozess und
abgeleitetem Prozess nicht unterscheiden, wenn alle Aktivitäten des abgeleiteten Prozesses aus-
geführt werden, aber nur das Verhalten der Aktivitäten betrachtet wird, die auch im Basisprozess
vorhanden sind, so handelt es sich um Projektionsvererbung. Bei dieser Vererbungsart ist der
Kontrollfluss des Basisprozesses ebenfalls im abgeleiteten Prozess vorhanden, er lässt sich bei
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reiner Projektionsvererbung jedoch nur ausführen, wenn die neu eingefügten Aktivitäten eben-
falls ausgeführt werden. Um die Prozesse vergleichen zu können, wird von dem Verhalten der
neuen Aktivitäten abstrahiert, d.h. ihr Verhalten wird versteckt (Hiding). Ein Beispiel für Pro-
jektionsvererbung ist das Einfügen eines parallelen Ausführungspfads in einen Prozess. Wird
im abgeleiteten Prozess vom Verhalten des hinzugefügten parallelen Ausführungspfads abstra-
hiert, so verhalten sich abgeleiteter Prozess und Basisprozess gleich. Ein weiteres Beispiel für
die Projektionsvererbung ist das sequenzielle Einfügen einer Aktivität in einen Prozess.
• Protokoll-/Projektionsvererbung (Protocol/Projection Inheritance). Ein unter Protokoll-/Projek-
tionsvererbung abgeleiteter Prozess entspricht sowohl der Protokollvererbung, als auch glei-
chermaßen der Projektionsvererbung. Das bedeutet, dass das Verhalten von Basisprozess und
abgeleitetem Prozess weder zu unterscheiden ist, wenn die neu eingefügten Aktivitäten nicht
ausgeführt werden (Blocking, Protokollvererbung), noch wenn sie ausgeführt werden, aber von
ihrem Verhalten abstrahiert wird (Hiding, Projektionsvererbung). Beide Vererbungsarten bedin-
gen für das Prozessmodell des abgeleiteten Prozesses, dass der Kontrollfluss des Basisprozesses
enthalten ist. Darüber hinaus gibt die Protokollvererbung vor, dass sich die neu eingefügten Ak-
tivitäten auf einem Alternativpfad befinden. Dadurch können die Aktivitäten des Basisprozes-
ses ausgeführt werden, auch wenn die neu eingefügten Aktivitäten blockiert werden. Um auch
der Projektionsvererbung zu genügen, muss sichergestellt werden, dass ein Ausführungssze-
nario existiert, bei dem alle Aktivitäten des abgeleiteten Prozesses ausgeführt werden können.
Aus diesen Bedingungen resultiert, dass die neuen Aktivitäten nicht alternativ zu einer oder
mehreren Aktivitäten des Basisprozesses eingefügt werden, sondern eine Alternative zu einem
Kontrollflusspfad des Basisprozesses darstellen.
• Lebenszyklusvererbung (Life-Cycle Inheritance). Ebenfalls eine Kombination von Protokoll-
und Projektionsvererbung ist die Lebenszyklusvererbung. Sie liegt vor, wenn sich das Verhalten
von abgeleitetem Prozess und Basisprozess nicht unterscheiden lässt, wenn die in den abgelei-
teten Prozess eingefügten Aktivitäten blockiert oder versteckt werden. Das bedeutet, jede der
oben genannten Vererbungsarten entspricht gleichzeitig der Lebenszyklusvererbung.
Um einen Prozess aus einem Basisprozess abzuleiten, werden vier Transformationsregeln definiert.
Im Folgenden werden diese vorgestellt und durch Abbildung 12 illustriert. Abschließend gibt Tabelle
1 einen Überblick über die vorgestellten Vererbungsarten und die zugehörigen Transformationsregeln.
Für detaillierte Informationen verweisen wir auf [AJ00, AB02, Aal03].
• PT. Wird die Transformationsregel PT auf den Basisprozess angewandt, erhält man einen unter
Protokoll- und Lebenszyklusvererbung abgeleiteten Prozess. Diese Regel fügt Aktivitäten auf
Alternativpfaden in den Basisprozess ein (siehe Abbildung 12c).
• PJ. Diese Transformationsregel fügt Aktivitäten sequenziell in den Kontrollfluss des Basispro-
zesses ein (siehe Abbildung 12d). Sie entspricht Projektion- und Lebenszyklusvererbung.
• PJ3. Wie die Regel PJ führt auch die Transformation PJ3 zu Projektions- und Lebenszy-
klusvererbung. Allerdings fügt diese Regel die zusätzlichen Aktivitäten auf einem parallelen
Ausführungspfad ein (siehe Abbildung 12d).
• PP. Diese Transformationsregel fügt neue Aktivitäten so in den Basisprozess ein, dass alle
oben geschilderten Vererbungsarten zutreffen. Die beliebig oft ausführbaren Aktivitäten befin-
den sich auf einem zu einer Kontrollflusskante alternativen Ausführungspfad (siehe Abbildung
12e).
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Abbildung 12: a) Basisprozess, b) vier Transformationsregeln zum Einfügen der Aktivität D in den
Basisprozess, c)-f) Prozessmodelle, bzw. Varianten nach Anwenden einer Transformationsregel
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Tabelle 1: Vererbungsarten und ihre zugehörigen Transformationsregeln
Modulare Vorgehensweise Bei der modularen Vorgehensweise wird von einem Basisprozess aus-
gegangen, aus dem sich durch das Anwenden von definierten Änderungen Varianten generieren lassen.
Ein Beispiel für diesen Ansatz ist die in [Hal09, HBR10a, HBR10b] entwickelte Provop-Methode zum
Erstellen von Prozessvarianten mittels Optionen. Eine Option ist eine Gruppe von Änderungsopera-
tionen, die stets als Ganzes auf einen Basisprozess angewandt werden kann. Grundlegende Ände-
rungsoperationen sind das Einfügen, Löschen, Verschieben und Modifizieren von Aktivitäten (siehe
[WRRM08] für entsprechende Änderungsoptionen und [RMRW08] für deren formale Semantik). Im
Basisprozess selbst werden sogenannte Aufsetzpunkte vorgesehen, an denen die Änderungsopera-
tionen beginnen bzw. enden. Abbildung 13 verdeutlicht dies an einem Beispiel. Ausgangspunkt der
Variantenkonfiguration bilden ein Basisprozess, mit den durch Rauten markierten Aufsetzpunkten,
und die Optionen 1 bis 6, die der Einfachheit hier jeweils nur aus einer Änderungsoperation bestehen.
Die Einfügeoperation besteht aus zwei Teilen: einem einzufügenden Prozessfragment, das durch ei-
ne Beginn- und eine Endemarkierung begrenzt wird (dargestellt durch Rauten mit der Beschriftung
S respektive E) und einer Abbildung dieser Markierungen auf die gewünschten Aufsetzpunkte im
Basisprozess. Das Prozessfragment wird immer auf einem parallelen Kontrollpfad in den Prozess ein-
gefügt (vgl. Abbildung 13c). Wie in Abbildung 13d) zu sehen, resultiert dies in einem sequenziellen
Einfügen, wenn der Graph entsprechend vereinfacht werden kann, ohne sein Ausführungsverhalten
zu ändern. Alternative Kontrollpfade können eingefügt werden, indem die entsprechenden Verzwei-
gungsknoten in dem einzufügenden Prozessfragment berücksichtigt werden (Abbildung 13e). Zur
Definition einer Löschoperation kann die zu löschende Aktivität, oder die Aufsetzpunkte zwischen
denen gelöscht werden soll, angegeben werden. Um ein Prozessfragment zu verschieben, wird der
Aufsetzpunkt, an dem das zu verschiebende Prozessfragment beginnt, dem Aufsetzpunkt zugewiesen,
an dem es eingefügt werden soll. Analog wird für den Endaufsetzpunkt vorgegangen. Eine weitere
Änderungsoperation ist das Modifizieren von Eigenschaften einer Aktivität. Wie in Abbildung 13h)
zu sehen, hat dies keinen Einfluss auf die Struktur des Prozessmodells.
Provop unterstützt zudem eine kontextabhängige Konfiguration [HBR08a, HBR09]. Dazu wird vom
Modellierer ein Kontextmodell erstellt und den Optionen werden Kontextbedingungen zugewiesen.
Der Modellierer erhält zudem die Möglichkeit, Kombinationen von ungültigen Kontextwerten auszu-
schließen und Bedingungen (Reihenfolge, Hierarchie, Implikation, Auswahl n-aus-m, wechselseitiger
Ausschluss) für die Optionen zu definieren. Ist die Kontextbedingung einer Option erfüllt und liegt
eine gültige Kombination von Kontextwerten vor, wird diese Option auf den Basisprozess angewandt.
Weitere Details zum Provop-Ansatz finden sich in [HBR10a, HBR10b, HBR08a, HBR09].
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Abbildung 13: a) Basisprozess mit Aufsetzpunkten, b) Optionen mit jeweils einer Änderungsoperati-
on, c)-h) Prozessmodelle bzw. -varianten nach Anwenden jeweils einer Option
19
3.2 Variantenmodellierung durch Selektion
Bei der Variantenmodellierung durch Selektion sind alle Varianten bereits im Basisprozess enthalten,
d.h. der Basisprozess ist eine Obermenge aller Prozessvarianten.
Vorgehensweise mit konfigurierbarem Prozessmodell Dieser Ansatz greift die vorgestellten Ver-
erbungsgrundsätze von [AJ00, AB02, Aal03] auf und schlägt das inverse Vorgehen vor. Der Basispro-
zess, der als konfigurierbares Prozessmodell [ADG+06, GAJVL08] bezeichnet wird, ist ein aus allen
Varianten unter Beibehaltung ihres Verhaltens abgeleiteter Prozess und damit ihr kleinstes gemein-
sames Vielfaches. Dies bedeutet, dass das konfigurierbare Prozessmodell in der Regel umfangreicher
ist als eine konkrete Variante, d.h. es besitzt zusätzliche Kontrollflusskanten, Verzweigungsknoten
und/oder Aktivitäten.
Um das konfigurierbare Prozessmodell zu erstellen, wird in [LDUD09, LDKD10] ein Mechanismus
für das Zusammenführen von Prozessvarianten vorgestellt. Dieser genügt den Anforderungen, dass
das entstehende Prozessmodell erstens das Verhalten aller Prozessvarianten aufweist und zweitens
feststellbar ist aus welcher Variante ein Prozesselement stammt. Schließlich muss das Prozessmodell
so konfigurierbar sein, dass alle ursprünglichen Varianten generiert werden können. Damit erkennbar
ist aus welcher Prozessvariante ein Knoten des konfigurierbaren Prozessmodells stammt, können zwei
Knoten nur zusammengefügt werden, wenn ihre Lage in den Prozessvariantenmodellen gleich ist, d.h.
wenn beide Knoten den Anfang ihres Variantenprozessmodells bilden (nur Nachfolgerknoten), beide
Konten das Ende des ihres Prozessmodells beschreiben (nur Vorgängerknoten) oder sich beide Knoten
innerhalb ihres Prozessmodell befinden (Vorgänger- und Nachfolgerknoten).
Zur Illustration zeigt Abbildung 14 ein konfigurierbares Prozessmodell für die Prozessmodelle bzw.
-varianten aus Abbildung 13c)-h). Jede Kante des Modells ist mit einer Beschriftung versehen, die dar-
über Aufschluss gibt, in welcher Prozessvariante sie enthalten ist. Zudem enthält das Prozessmodell
sogenannten Variationspunkte (Variation Points) [ADG+08], an denen eine Konfigurationsentschei-
dung getroffen werden muss. Die Variationspunkte sind wie klassische Verzweigungsknoten in das
Prozessmodell eingebunden, um sie dennoch von diesen unterscheiden zu können, weisen sie eine di-
ckere Umrandung auf. Neben den in der Abbildung gezeigten konfigurierbaren Verzweigungsknoten,
sind auch konfigurierbare Aktivitäten möglich.
Die Konfiguration einer Prozessvariante [GAJVL08], d.h. die Selektion aus dem Basisprozess er-
folgt durch die bereits bei der objektorientierten Modellierung durch Transformation beschriebenen
Ansätze des Blockierens und Versteckens (vgl. Abschnitt Objektorientierte Vorgehensweise). Dazu
wird jede in einen Variationspunkt eingehende Kontrollflusskante (Inflow) entweder mit dem Wert
zulässig (Allowed), versteckt (Hidden) oder blockiert (Blocked) markiert. Ausgehende Kontrollfluss-
kanten (Outflow) können die Werte zulässig oder blockiert tragen. Ist eine eingehende oder ausge-
hende Kontrollflusskante zulässig, wird sie in die Variante übernommen. Weist ein Variationspunkt
eine versteckte eingehende Kontrollflusskante auf, so wird der Variationspunkt im entstehenden Pro-
zessmodell ausgelassen und verhält sich selbst wie eine Kontrollflusskante, d.h. die eingehende Kante
wird mit den zulässigen ausgehenden Kontrollflusskanten verbunden. Blockierte eingehende oder aus-
gehende Kontrollflusskanten werden nicht in die konfigurierte Variante aufgenommen. Das impliziert,
dass Prozessbestandteile, die nur über eine blockierte Kontrollflusskante zu erreichen sind, nicht in die
entstehende Prozessvariante aufgenommen werden.
Diesem Ansatz entsprechend wird in [LRDHM11] konkretisierend festgehalten, dass ein konfigu-
rierbarer XOR-Verzweigungsknoten mit zwei ausgehenden Kontrollflusskanten so konfiguriert wer-
den kann, dass nur eine der ausgehenden Kanten in die Variante übernommen wird, wobei der Ver-
zweigungsknoten gleichzeitig entfernt wird. Das bedeutet, dass eine ausgehende Kontrollflusskante
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Abbildung 14: Konfigurierbares Prozessmodell für die Prozessmodelle aus Abbildung 13c)-h)
zulässig markiert wird und die andere blockiert wird. Die eingehende Kante kann dabei entweder
versteckt oder zulässig markiert werden. Im zweiten Fall wird der Verzeigungsknoten zuerst mit ei-
ner eingehenden und einer ausgehenden Kontrollflusskante in die Prozessvariante aufgenommen und
anschließend bei der Vereinfachung des Graphen durch eine Kontrollflusskante ersetzt. Ein konfi-
gurierbar XOR-Verzweigungsknoten kann aber auch als regulärer XOR-Verzweigungsknoten in das
Prozessmodell übernommen werden (alle Kontrollflusskanten sind zulässig), d.h. die Auswahl des
Ausführungspfads wird erst zur Laufzeit getroffen. Konfigurierbare OR-Verzweigungsknoten bieten
die größte Flexibilität. Besitzt der Knoten zwei ausgehende Kanten, so kann er und eine der beiden
Kontrollflusskanten, analog zum XOR-Verzweigungsknoten, bei der Konfiguration aus dem Prozess-
modell entfernt werden. Alternativ können alle Kontrollflusskanten in die Variante übernommen wer-
den (alle Kanten zulässig markiert) und der konfigurierbare Knoten in einen regulären OR-, XOR- oder
AND-Verzweigungsknoten umgewandelt werden.
Abbildung 15 zeigt wie aus dem konfigurierbaren Prozessmodell in Abbildung 14 die Prozessvarian-
te aus Abbildung 13f) konfiguriert werden kann. Dabei wird beispielsweise der konfigurierbare OR-
Verzweigungsknoten zwischen den AktivitätenA undB zu einem versteckten XOR-Verzweigungskno-
ten mit einer ausgehenden Kontrollflusskante konfiguriert, d.h. der Knoten in der Prozessvariante
durch eine Kontrollflusskante ersetzt.
Da der Konfiguration ein umfangreiches und komplexes Prozessmodell zu Grunde liegt, muss die
Person, die es konfiguriert, geeignet unterstützt werden. [LADH09] schlägt dazu einen interaktiven
Fragebogen vor, d.h. für jeden Variationspunkt werden Fragen zu den Rahmenbedingungen (Domain
Facts) gestellt, die jeweils mit richtig und falsch beantwortet werden können. Durch Auswertung der
entsprechenden Antworten wird festgestellt, welche Werte den ein- bzw. ausgehenden Kontrollfluss-
kanten zugewiesen werden können. Die Rahmenbedingungen selbst können voneinander unabhängig
oder teilweise bzw. vollständig abhängig sein. Dies wird dadurch berücksichtigt, dass zwischen den
zugehörigen Fragen die entsprechenden Beziehungen modelliert werden. Beziehen sich zwei Fragen
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Abbildung 15: Konfiguration des Prozessmodells aus Abbildung 13f)
auf dieselbe Rahmenbedingung, ist die erste Antwort ausschlaggebend, d.h. sie ist gleichzeitig für die
zweite Frage gültig.
Um die syntaktische und semantische Korrektheit des konfigurierten Prozessmodells sicherzustellen,
wird in [ADG+10] ein Regelwerk definiert, das eine Korrektheitsprüfung in jedem Konfigurations-
schritt, d.h. an jedem Variationspunkt, erlaubt.
Weiterführende Betrachtungen zum konfigurierbaren Prozessmodell ergänzen dieses um Daten
und Rollen [LDH+08, LRDHM11]. Wie in Abbildung 16 zu sehen, können für Datenobjekte und
Rollen diverse Beziehungen zu einer Aktivität definiert werden, indem sie entweder direkt oder über
einen Verzweigungsknoten, der eine logische Verknüpfung zwischen Datenobjekten bzw. Rollen fest-
legt, mit der Aktivität verbunden werden. Zu den logischen Verknüpfungen zählt neben und, oder
sowie exklusiv oder auch die Möglichkeit, die Kardinalität der Auswahl festzulegen. Darüber
hinaus kann die Verbindungskante zu einer Aktivität als optional gekennzeichnet werden. Bei den
Datenobjekten wird zudem zwischen in die Aktivität eingehenden und aus der Aktivität ausgehenden
Datenflusskanten unterschieden. Erstere bedeuten, dass das Datenobjekt der Aktivität zur Verfügung
gestellt wird, letztere gibt wieder, dass das Datenobjekt von der Aktivität erzeugt wird. Der Datenfluss
zwischen den Aktivitäten wird implizit modelliert, d.h. tragen zwei Datenobjekte denselben Namen,
so handelt es sich um dasselbe Datenobjekt. Zudem wird bei diesem Modellierungsansatz berücksich-
tigt, dass ein Eingabedatenobjekt von einer Aktivität verbraucht werden kann, d.h. es kann anderen
Aktivitäten nicht mehr zur Verfügung gestellt werden. Zusätzlich zum Prozessmodell werden sowohl
zwischen den Datenobjekten als auch zwischen den Rollen Hierarchiebeziehungen bzw. Spezialisie-
rungsbeziehungen definiert. In Abbildung 16b) wird beispielhaft die Hierarchiebeziehung der Rollen
illustriert.
In einem erweiterten konfigurierbaren Prozessmodell können neben Aktivitäten und Verzwei-
gungsknoten auch Datenobjekte und Rollen als konfigurierbar markiert werden. Dabei lassen sich
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Abbildung 16: a) Erweiterung eines konfigurierbaren Prozessmodells um Datenobjekte und Rollen
am Beispiel einer einzelnen Aktivität, b) Hierarchie- bzw. Spezialisierungsbeziehung der Rollen
zwei voneinander unabhängige Konfigurationsdimensionen unterscheiden: Optionalität und Hierar-
chiebeziehungen/Spezialisierungen. Für ein optionales Datenobjekt bzw. eine optionale Rolle kann
in der Konfigurationsphase entschieden werden, ob es in das Variantenprozessmodell übernommen
wird. Ist eine Hierarchiebeziehung für das Datenobjekt bzw. die Rolle hinterlegt, so kann eine Spezia-
lisierung vorgenommen werden. Konfigurierbare Eingabedatenobjekte können zudem von verbraucht
(Consumed) zu benutzt (Used) konfiguriert werden. Des Weiteren kann die Kardinalität der Auswahl
bei der Konfiguration eingeschränkt werden, d.h. die neue Auswahlbedingung liegt innerhalb des ur-
sprünglichen Intervalls.
Die Konfiguration findet wieder mittels Fragebogen statt. Dabei werden Abhängigkeiten zwischen
Aktivitäten, konfigurierbaren Verzweigungsknoten, Datenobjekten und Rollen berücksichtigt, um ein
korrekt konfiguriertes Prozessmodell zu erhalten.
Vorgehensweise mit Fragmenten und Bedingungen Ein weiterer Ansatz zu Variantenmodellie-
rung, das Business Process Constraint Network (BPCN), wird in [SOS05, LSG09] vorgestellt. Der
Basisprozess dieses Ansatzes zeichnet sich durch einen für alle Varianten gleichen Prozesskern so-
wie flexiblen Prozessfragmenten aus. Letztere sind eine Menge von Aktivitäten, auf denen Model-
lierungsbedingungen definiert werden. Bei der Variantenmodellierung werden unter den erwähnten
Bedingungen eine Auswahl aus den Aktivitäten getroffen und ihre Anordnung festgelegt. Als Grund-
lage der Variantenmodellierung müssen jedoch nicht zwingend alle drei Bestandteile (Kernprozess,
Prozessfragmente und Modellierungsbedingungen) vorgegeben werden. Es genügt auch die alleinige
Modellierung des Basisprozesses, d.h. die Vorgabe von Prozesskern und -fragmenten. Durch das Feh-
len von Bedingungen auf den Fragmenten wird eine große Flexibilität in der Variantenmodellierung
erreicht. Ebenso ist es möglich, nur Prozessfragmente und Modellierungsbedingungen zu definieren,
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d.h. die entstehenden Varianten werden nicht zwingend einen gemeinsamen Prozesskern aufweisen.
Schließlich wird die maximale, aber am wenigsten steuerbare Flexibilität zur Variantenmodellierung
angeboten, wenn nur Prozessfragmente zur Verfügung gestellt werden, d.h. diese frei wählbar und
kombinierbar sind.
Die Modellierung des Prozesskerns unterscheidet sich nicht von der Modellierung eines nicht va-
riablen Prozesses. Jedoch werden in den Prozesskern an der Stelle, die variabel gestaltet werden soll,
Prozessfragmente eingefügt. Prozessfragmente sind Aktivitäten oder Subprozesse, die als Menge in
den Kernprozess eingebettet werden, d.h. zwischen ihnen ist kein Kontrollfluss vorgegeben (siehe
Abbildung 17a). Der Kontrollfluss zwischen den Fragmenten wird zur Konfigurations- oder Lauf-
zeit anhand der Modellierungsbedingungen festgelegt. Diese Bedingungen lassen sich in Auswahl-
und Ablaufbedingungen unterscheiden. Die Auswahlbedingungen legen fest, welche Fragmente in
die Prozessvarianten aufgenommen werden (siehe Tabelle 2). Die acht Ablaufbedingungen bezeich-





Legt Fragmente fest, die zwingend ausgeführt wer-
den müssen.
verbotene Auswahl (Prohibitive Constraint) Bezeichnet Aktivitäten, die nicht ausgeführt werden
dürfen.
Auswahlumfang (Cardinality Constraint) Legt fest, wie viele Aktivitäten mindestens und wie
viele höchstens aus der Menge der Aktivitäten aus-
gewählt werden können.
Inklusionsauswahl (Inclusion Constraint) Beschreibt, wenn eine Aktivität eine andere Aktivität
zwingend nach sich zieht.
Voraussetzungsauswahl (Prerequisite
Constraint)
Ist das Inverse der Inklusionsauswahl, d.h. wird eine
Aktivität nicht ausgewählt, so darf eine andere be-
zeichnete Aktivität ebenfalls nicht in die Prozessva-
riante aufgenommen werden.




Legt fest, dass eine Aktivität eine andere nicht ge-
wählte Aktivität substituiert.
zugleiche Auswahl (Corequisite Constraint) Definiert, dass entweder beide oder keine der ange-
gebenen Aktivitäten ausgeführt werden darf.
ausschließliche Auswahl (Exclusive-Choice
Constraint)
Legt fest, dass genau eine der angegebenen Aktivitä-
ten in einer Variante ausgeführt werden muss.
Tabelle 2: Die neun Auswahlbedingungen des Business Process Constraint Network
In Abbildung 17b) wurden die obligatorische Auswahl und der Auswahlumfang als Auswahl-
bedingungen definiert. Dadurch wird zum einen festgelegt, dass die Aktivität B zwingend in jedem
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Ablaufbedingungen Beschreibung
zuvor Anordnung (Before Constraint) Legt fest, dass eine Aktivität sequentiell vor der an-
deren ausgeführt wird, wobei sie nicht direkt aufein-
ander folgen.
aneinander anschließende Anordnung (Meet
Constraint)
Beschreibt zwei direkt aufeinander folgende Aktivi-
täten.
aufeinander folgende Anordnung (Order
Constraint)
Legt allgemein fest, in welcher Reihenfolge die be-
zeichneten Aktivitäten ausgeführt werden.
zugleich beginnende Anordnung (Starts
Constraint)
Bezeichnet eine Aktivität, die eine andere parallel
startet, wobei sie vor der parallel gestarteten endet.
zugleich endende Anordnung (Finishes
Constraint)
Beschreibt eine Aktivität, die gleichzeitig mit einer
parallelen Aktivität endet, wobei sie später als die
parallele Aktivität gestartet wurde.
währenddessen Anordnung (During
Constraint)
Definiert eine Aktivität, die während der Ausführung
einer parallelen Aktivität gestartet und beendet wird.
gleichzeitige Anordnung (Equals Constraint) Beschreibt, dass zwei parallele Aktivitäten zeitgleich
gestartet und beendet werden.
parallele Anordnung (Parallel Constraint) Legt fest, dass zwei Aktivitäten zueinander parallel
sind, ohne Aussagen über Start und Ende der Aktivi-
täten zu treffen.
Tabelle 3: Die acht Ablaufbedingungen des Business Process Constraint Network
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konfigurierten Prozessmodell berücksichtigt werden muss. Zum anderen wird vorgegeben, dass min-
destens eine, aber höchstens drei der vorgegebenen Aktivitäten in einer Prozessvariante berücksichtigt
werden müssen. Die definierten Ablaufbedingungen geben vor, dass die Aktivität B vor den Aktivitä-
tenC undD ausgeführt werden muss. Mit diesen Bedingungen lassen sich neben den Prozessmodellen
in Abbildung 17c)-d) auch die Prozessmodelle aus Abbildung 13c)-f) und h) generieren. Das Prozess-
modell aus Abbildung 13g) in lässt sich nicht erstellen, da die Ablaufbedingung, dass Aktivität B vor
Aktivität C ausgeführt werden muss, verletzt wird.
Abbildung 17: a) Kernprozess mit Prozessfragmenten, b) Auswahl- und Ablaufbedingungen, c)-d)
mögliche Prozessmodelle
3.3 Modellierung eines Basisprozesses
Der Basisprozess ist der Ausgangspunkt aller vorgestellten Ansätze und spielt aus diesem Grund
eine wichtige Rolle. Es existieren mehrere Möglichkeiten, ihn zu modellieren. Er kann den Stan-
dardprozess, die am häufigsten ausgeführte Prozessvariante, die Schnittmenge aller Prozessmodelle,
die Obermenge aller Prozessmodelle oder die minimale durchschnittliche Modelldifferenz darstellen
[vgl. Hal09, HBR10b]. Im objektorientierten Ansatz (vgl. Abschnitt Objektorientierte Vorgehenswei-
se) wird typischerweise die Schnittmenge aller Prozessvarianten gewählt, da die Transformationsre-
geln ausschließlich Prozesselemente hinzufügen, nicht aber löschen können. Bei der Provop-Methode
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(vgl. Abschnitt Modulare Vorgehensweise) kann die Art des Basisprozesses frei gewählt werden. Wer-
den Prozessvarianten durch Selektion aus dem Basisprozess erstellt, so ist letzterer eine Obermenge
aller Prozessmodelle.
Im Folgenden soll exemplarisch dargestellt werden, wie ein Basisprozess modelliert werden kann.
Nachdem bereits beschrieben wurde, wie anhand verschiedener Ansätze eine Obermenge der Varian-
ten erzeugt werden kann, soll ein Ansatz zur Modellierung der minimal durchschnittlichen Modell-
differenz betrachtet werden.
In MinAdept [LRW08a, LRW09a, LRW09b, LRW10] werden Algorithmen vorgestellt, der auf
den (blockstrukturierten) Prozessvarianten und ihrer Ausführungshäufigkeit basierend einen Basispro-
zess erzeugt. Von dem so erstellten (blockstrukturierten) Basisprozess lassen sich die Prozessvarian-
ten im Durchschnitt mit möglichst wenigen Änderungsoperationen, wie Einfügen, Löschen und Ver-
schieben einer Aktivität, realisieren. Um diesen Basisprozess zu erzeugen, wird jede Prozessvariante
in einer zweidimensionalen Matrix, der sogenannten Order Matrix, abgebildet. Die beiden Dimen-
sionen repräsentieren jeweils alle im Prozess vorhandenen Aktivitäten, die Zellen beschreiben die
(transitiven) Beziehung der Aktivitäten zueinander. Entweder sind die beiden betrachteten Aktivi-
täten sequenziell angeordnet, so dass sie zueinander in einer Vorgänger- oder Nachfolgerbeziehung
stehen, oder sie bilden einen AND- oder XOR-Block, d.h. sie befinden sich auf parallelen oder alter-
nativen Ausführungspfaden zueinander. Die so erhaltenen Variantenmatrizen, d.h. die Order Matrizen
aller Prozessvarianten, werden anschließend zu einer Matrix, der sogenannten Aggregierten Order
Matrix, aggregiert. Das bedeutet, dass die Informationen in einer Zelle dieser Matrix nicht mehr ein-
dimensional sind, sondern einen Vektor mit den Dimensionen Vorgänger, Nachfolger, AND-Block und
XOR-Block beschreiben. Die Werte des Vektors geben dabei an, wie häufig diese Beziehung über al-
le Varianten summiert auftritt. In einem weiteren Schritt werden alle Aktivitäten iterativ in Blöcke
zusammengefasst. Dazu werden Paare von Aktivitäten verglichen. Weisen zwei Aktivitäten diesel-
be Anordnungsbeziehung zu den restlichen Aktivitäten auf, so bilden sie einen Block. Um dies zu
beurteilen wird eine Separationstabelle (Separation Table) erzeugt, die für jedes Aktivitätenpaar den
sogenannten Separationswert (Separation Value) enthält. Dieser berechnet sich, indem alle Vektoren
erzeugt werden, die von den Aktivitäten des untersuchten Paares ausgehen und in einer der verbliebe-
nen Aktivitäten enden. Die Vektorenpaare, die in derselben Aktivität enden, werden auf ihren Abstand
zueinander untersucht. Alle Abstände werden für ein Aktivitätenpaar aufsummiert und normalisiert.
Das Paar mit dem geringsten Abstand wird als Block modelliert. Die Anordnung der Aktivitäten in-
nerhalb des Blocks wird festgelegt, indem untersucht wird, zu welcher Koordinatenachse der Vektor
des Paares den geringsten Abstand aufweist. Schließlich wird die aggregierte Matrix unter Berück-
sichtigung des gebildeten Blocks neu berechnet und der nächste Iterationsschritt eingeleitet.
3.4 Erkennen von Varianten
Verschiedene Ansätze [WW10, APW08, DDGB09, DDM08, LRW08b] beschäftigen sich damit, Pro-
zessvarianten zu identifizieren, wobei dies oft als Bestimmung der strukturellen und/oder semanti-
schen Ähnlichkeit von Prozessen bezeichnet wird. Durch die Analyse der Ähnlichkeit können einer-
seits redundante Prozesse vermieden werden, andererseits können Varianten erkannt und explizit als
solche modelliert werden. Letzteres bringt Vorteile, etwa die einmalige Modellierung gleicher Pro-
zessabschnitte, gleiche Bezeichnungen für semantisch identische Aktivitäten oder auch die gemeinsa-
me Evolution aller Varianten eines Basisprozesses mit sich.
Da das Erkennen und damit das Speichern und Suchen von Varianten nicht im Fokus dieser Arbeit
liegt, soll dies im Folgenden nur kurz am Beispiel des Process Variants Repository (PVR) [LS06,
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LSG09] vorgestellt werden. Dieses baut zwar auf dem Prinzip der Variantenmodellierung nach dem
Business Process Constraint Network (vgl. Abschnitt Vorgehensweise mit Fragmenten und Bedingun-
gen) auf, die Speicherung und das Suchen der Prozessvarianten aufgrund von Ähnlichkeitskriterien
sowie das Bewerten der Ergebnisse in Form einer Rangfolge ist, jedoch auch auf Prozesse im Allge-
meinen anwendbar.
Im Process Variants Repository werden alle Prozesse nach ihrer Ausführung gespeichert. Dazu wer-
den jeweils eine erläuternde und für den Modellierer verständliche Beschreibung, Informationen zur
Prozessausführung (Ausführungsreihenfolge, Laufzeit, Ressourcen) und die Struktur der Prozessvari-
ante abgelegt. Diese Informationen werden als Schema der Prozessvariante (Process Variant Schema)
bezeichnet.
Ausgangspunkt einer Suche nach eine Prozessvariante sind eine Suchanfrage, die aus mehreren Teilen
bestehen kann, und der Speicher in dem jede Variante durch ein Prozessvariantenschema beschrieben
ist. Eine mehrteilige Suchanfrage wird iterativ durchgeführt, d.h. zuerst wird das Ergebnis des ersten
Anfragebestandteils aus der Menge aller Schemata, d.h. dem gesamten Speicher, generiert. Anschlie-
ßend wird jedes weitere Anfragebestandteil in der Ergebnismenge gesucht, die die jeweils direkt vor-
angegangene Suche generiert hat.
Die Suche auf dem Variantenspeicher wird mit zwei Techniken realisiert. Einerseits lassen sich viele
Suchen mit der Structured Query Language (SQL) beschreiben, andererseits genügen deren Mecha-
nismen nicht, um eine Suche nach einer bestimmten Prozessstruktur vorzunehmen. Zu diesem Zweck
wird nach dem Prinzip Query by Example (QBE) vorgegangen, d.h. die gesuchte Struktur graphisch
modelliert. Dabei kann diese Struktur einen Ausschnitt aus einem Prozessmodell oder ein vollständi-
ges Prozessmodell darstellen. Die Suche nach einer Variante soll nicht nur exakte Ergebnisse liefern,
sondern auch ähnliche Prozessvarianten liefern, wobei letztere nach ihrer Ähnlichkeit zum gesuchten
Prozessmodell geordnet sein sollen. Die Ähnlichkeit zwischen einem gesuchten Prozessmodell und
den im Speicher abgelegten Varianten wird unter den Gesichtspunkten der Struktur und der Semantik
betrachtet. Das bedeutet, dass sowohl der Aufbau des Prozessmodells, als auch das Verhalten bei der
Ausführung, d.h. die Ausführungsreihenfolge der Aktivitäten, verglichen werden.
Es werden drei Kategorien struktureller Ähnlichkeit unterschieden: strukturell äquivalent, strukturell
subsumiert und strukturell impliziert. Strukturelle Äquivalenz, d.h. eine vollständige Übereinstim-
mung, liegt vor, wenn alle Knoten und Kanten einer gegebenen Struktur mit alle Knoten und Kanten
einer Prozessvariante identisch sind. Ist die Menge der Knoten einer Struktur eine Teilmenge der
Knoten einer Prozessvariante und entsprechen die strukturellen Bedingungen zwischen den Konten
der Variante denen der gegebenen Struktur, so subsumiert die Variante diese Struktur. Eine Prozess-
variante impliziert eine Struktur, wenn die strukturellen Bedingungen zwischen den Konten einer
Variante mit denen der gegebenen Struktur übereinstimmen und die Knotenmengen identisch sind.
Eine vollständige Übereinstimmung zwischen gesuchter Struktur und einer Prozessvariante liegt vor,
wenn diese strukturell äquivalent sind oder die Prozessvariante die Struktur subsumiert. Impliziert ei-
ne Variante die gesuchte Struktur, so liegt eine nahezu vollständige Übereinstimmung vor.
Zur Feststellung der Ähnlichkeit zwischen einem gesuchten Prozessmodell und den abgelegten Pro-
zessvarianten wird im ersten Schritt die strukturelle Ähnlichkeit bestimmt. Dazu werden die Graphen
der Prozessvarianten auf die Knoten reduziert, die auch im gesuchten Prozessmodell vorhanden sind.
Als Ergebnis dieser Analyse werden zum einen die Varianten identifiziert, deren Prozessmodell voll-
ständig mit der gesuchten Struktur übereinstimmt und zum anderen die Varianten, deren Modell nahe-
zu übereinstimmt. Für letztere wird die semantische Ähnlichkeit bestimmt. Dafür wird die Aktivitä-
tenausführungsreihenfolge der Varianten mit der potentiellen Ausführungsreihenfolge des gesuchten
Prozessmodells verglichen. Dabei wird für jede Aktivität einer Ausführungsreihenfolge festgestellt,
welche Aktivitäten sie in den zugehörigen Varianten auslösen kann. Die Schnittmenge zwischen dieser
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Ergebnismenge und der Menge der Aktivitäten, die dieselbe Aktivität in dem gesuchten Prozessmo-
dell auslösen kann, wird zur letzteren ins Verhältnis gesetzt und über alle Aktivitäten der Sequenz
kumuliert. Anschließend wird dies mit dem Quotienten aus der Häufigkeit der Ausführungssequenz
und ihrer Länge gewichtet. Der so erhaltene Wert wird schließlich mit der Anzahl der Ausführungs-
sequenzen skaliert und beschreibt die Ähnlichkeit der Variante mit dem gesuchten Prozessmodell.
3.5 Zusammenfassung
Wir haben die Variantenmodellierung durch Transformation sowie Selektion und Ansätze zum Erken-
nen von Varianten anhand ihrer strukturellen und semantischen Ähnlichkeit vorgestellt.
Eine Möglichkeit, Varianten zu modellieren, stellen Transformationsregeln dar, die dem objektori-
entierten Paradigma der Vererbung nachempfunden sind [AJ00, AB02, Aal03]. Die Modellierung von
Varianten als abgeleitete Prozesse des Basisprozesses ist jedoch eingeschränkt, da davon ausgegangen
wird, dass die Aktivitäten des übergeordneten Prozesses stets auch im abgeleiteten Prozess vorhanden
sind, d.h. das Löschen und Modifizieren von Aktivitäten ist nicht möglich. Des Weiteren werden die
Daten und der Datenfluss in diesem Ansatz nicht explizit betrachtet, es wird lediglich angemerkt: „For
the information and operation perspectives the traditional inheritance concepts are applicable.“ [AJ00,
S. 274]. In [AWW03] werden weitere Aspekte formuliert, die in Zukunft bei der Modellierung von
Varianten nach objektorientierten Prinzipien berücksichtigt werden können: Overloading und Late
Binding. Das bedeutet, dass verschiedene Varianten modelliert werden, aber erst zur Laufzeit anhand
von dann vorliegenden Informationen entschieden wird, welche Variante ausgeführt wird.
Der Provop-Ansatz, ein Beispiel der modularen Vorgehensweise, stellt Möglichkeiten zur Verfügung,
um aus einem Basisprozess mittels gruppierten Änderungsoperationen, die als Optionen bezeichnet
werden, Varianten zu generieren [Hal09, HBR10a, HBR10b, HBR09]. Der gesamte Lebenszyklus von
Basisprozess und Optionen wird unterstützt, insbesondere wird eine automatische kontextabhängige
Konfiguration ermöglicht. Der Ansatz fokussiert dabei stark auf den Kontrollfluss und berücksichtigt
Daten und Rollen eines Prozesses nicht in ausreichendem Maß.
Die Konfiguration des Basisprozesses in Form von Selektion wird beim Ansatz des konfigurierba-
ren Prozessmodells (Configurable Process Model) verfolgt. Der Basisprozess ist hier eine Obermenge
aller Prozessvarianten und stellt somit ein umfassendes und komplexes Prozessmodell dar, dass auch
redundante Prozessfragmente aufweisen kann. Aus diesem Modell wird in der Konfigurationsphase
mithilfe eines Fragebogens eine Prozessvariante erzeugt. Aktuelle Betrachtungen erweitern diesen
kontrollflussfokussierten Ansatz um Datenobjekte und Rollen.
Ebenfalls ein auf Selektion basierender Ansatz ist das Business Process Constraint Network. Durch
die Selektion und Anordnung von Prozessfragmenten im Rahmen der vorgegebenen Modellierungs-
bedingungen wird eine sehr flexible Variantenmodellierung erreicht. Die Betrachtungen fokussieren
dabei auf den Kontrollfluss.
Die Ähnlichkeit von Prozessen und damit das Speichern und Suchen von Prozessen wird ebenfalls
auf Ebene der Aktivitäten und des Kontrollflusses definiert.
Wie die Übersicht zeigt, steht der Kontrollfluss im Fokus der bisherigen Ansätze zur Variantenmo-
dellierung und -erkennung. Nur der Ansatz des konfigurierbaren Prozessmodells bezieht bisher Daten
und Rollen in die Betrachtung mit ein.
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4 Datenflussvarianten
Operative Datenobjekte (vgl. Abschnitt Datenkategorisierung) fließen durch einen Prozess, indem sie
Aktivitäten und Verzweigungsknoten zur Verfügung gestellt werden. Dieser Datenfluss wird separat
vom Kontrollfluss modelliert.
Entlang den drei Segmentierungsdimensionen Komplexität, Kundengruppen und Rahmenbedingun-
gen können Varianten eines Prozesses entstehen, d.h. der Kontrollfluss, der Datenfluss, die beteiligten
Rollen oder Kombinationen dieser Prozessbestandteile können im Vergleich zum Ausgangsprozess
eine Reihe von Anpassungen erfahren.
Von einer Datenflussvariante sprechen wir dann, wenn sich die betrachteten Varianten in ihrem Daten-
fluss unterscheiden. Darüber hinaus existieren Kontrollflussvarianten und organisatorische Varianten.
Diese zeichnen sich dadurch aus, dass die Prozessvarianten in ihrem Kontrollfluss bzw. in den be-
teiligten Rollen voneinander abweichen. In der Regel beschränken sich die Unterschiede zwischen
Prozessvarianten jedoch nicht nur auf eine Workflow Perspektive, sondern sind eine Kombination von
Abweichungen in Kontrollfluss, Datenfluss und beteiligten Rollen.
Im Folgenden soll betrachtet werden, wie Datenflussvarianten entstehen können. Neben der An-
passung des Datenflusses selbst, können Modifikationen anderer Workflow Perspektiven ebenfalls
zu Datenflussvarianten führen. Dies soll anhand des Beispiels „Bewerbung auf Zulassung zu einem
Studiengang“ erläutert werden. Es berücksichtigt den Kontroll- und Datenfluss sowie die beteiligten
Rollen.
4.1 Beispiel Bewerbung auf Zulassung zu einem Studiengang an einer Hochschule
Prozesse einer Hochschule bzw. einer Universität sind sehr vielfältiger Natur: einerseits gibt es sehr
individuelle Prozesse wie die Forschung der Wissenschaftlerinnen und Wissenschaftler, andererseits
gibt es Prozesse wie die Bewerbung auf Zulassung zu einem Studiengang, die für sehr viele Personen
gleich sind.
Auf die Betrachtung individueller Prozesse soll an dieser Stelle verzichtet werden. Der Fokus liegt
hingegen auf repetitiven Prozessen, die häufig durchgeführt werden. Diese finden sich einerseits in
den Leistungsprozessen und andererseits in den Unterstützungsprozessen einer Universität.
Leistungsprozesse werden dezentral in den Fakultäten bzw. Fachbereichen, Instituten und Lehrstüh-
len erbracht. Die Universität gibt lediglich den Orientierungsrahmen vor, in dem Forschung, Lehre,
Weiterbildung und Dienstleistungen angeboten werden. Beispielsweise erstellen die Fakultäten bzw.
Fachbereiche jeweils ihre eigenen Studienordnungen und Prüfungsreglemente, und sie legen teilweise
spezielle fachliche Zulassungsbedingungen fest. Diese Regelungen orientieren sich an den universi-
tären Rahmenvorgaben, vergleicht man aber die Bestimmungen verschiedener Einheiten miteinander,
können sie sehr unterschiedlich ausgestaltet sein. Dies schlägt sich aus gesamtuniversitärer Sicht in
Prozessvarianten nieder, die jeweils an die konkreten Bestimmungen und Bedürfnisse einer Einheit
angepasst sind. Aber auch innerhalb einer Fakultät bzw. eines Fachbereichs können mehrere Varian-
ten für den gleichen Prozess existieren, beispielsweise wenn bei einer Fusion von zwei Fakultäten
bzw. Fachbereichen (zumindest vorerst) alle bestehenden Regelungen beibehalten werden. Darüber
hinaus kann eine Fakultät von vorne herein verschiedene Varianten für einen Prozess vorsehen. Bei-
spielsweise wurde an der vierten Folgekonferenz von Bologna in London konstatiert, dass sich die
beteiligten Staaten „des Werts der Entwicklung und Erhaltung einer breiten Vielfalt an Promotions-
wegen bewusst (seien), die auf den übergreifenden Qualifikationsrahmen für den EHR (Europäischen
Hochschulraum) Bezug nehmen, wobei eine Überregulierung zu vermeiden ist“ [vgl. Eur07, S. 5].
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Die angesprochene Vielfalt kann sich darin niederschlagen, dass sowohl Doktoratsprogramme mit
curricularen Anteilen angeboten werden, als auch das klassische Doktorat. Das bedeutet, dass eine
Fakultät zwei Promotionsvarianten unterstützen kann.
Aber auch bei den Unterstützungsprozessen, die von der zentralen Universitätsverwaltung verantwor-
tet werden, gibt es Prozesse, die mehrere Varianten besitzen, wie beispielsweise die „Bewerbung auf
Zulassung zu einem Studiengang an einer Hochschule“. Für die Durchführung des Prozesses ist zwar
die zentralen Universitätsverwaltung verantwortlich, die dezentralen Organisationseinheiten beein-
flussen den Prozess jedoch maßgeblich auf der Studienstufe Master und Doktorat, aber auch bei der
Zulassung in ein höheres Semester auf Bachelorstufe. In diesen Fällen werden für die Zulassung oft
nicht nur formelle Voraussetzungen geprüft, sondern auch bisher erworbene fachliche Qualifikatio-
nen beurteilt. Bereits diese Überlegungen zeigen, dass es nicht nur einen Prozess, sondern zumindest
so viele Varianten wie Studienstufen gibt. Da es darüber hinaus jedoch weitere relevante Kriterien
gibt, die den Prozess beeinflussen und die teilweise miteinander kombiniert werden können, resul-
tieren weitere mögliche Varianten. Welche Variante jeweils zu Anwendung kommt, hängt dabei von
verschiedenen Faktoren ab. Der Zulassungsprozess kann durch folgende Aspekte beeinflusst werden:
• Zulassungsbeschränkung/Zulassungsfreiheit. Um in stark nachgefragten Fächern die Anzahl
der Studierenden zu beschränken, können für die betroffenen Studiengänge bundesweite oder
lokale Zulassungsbeschränkungen erlassen werden. Die Stiftung für Hochschulzulassung, sie
ist seit 1. Mai 2010 die Nachfolgeeinrichtung der Zentralstelle für die Vergabe von Studienplät-
zen (ZVS), ist für die Abwicklung der Bewerbungen für Studiengänge mit bundesweiter Zulas-
sungsbeschränkung zuständig. Bei den betroffenen Studiengängen handelt es sich um Medizin,
Zahnmedizin, Tiermedizin und Pharmazie [vgl. Sti10]. Lokale Zulassungsbeschränkungen zu
erlassen, liegt im Ermessen der jeweiligen Universität. Dementsprechend kann jede Universität
selbst entscheiden, welches Auswahlverfahren für diese Studiengänge angewandt werden soll.
Es können beispielsweise dieselben Kriterien wie bei den bundesweit beschränkten Studiengän-
gen angewandt werden, oder Bewerbungsgespräche, spezielle Vorkenntnisse und Eignungstests
verlangt werden. Das Auswahlverfahren kann von der Universität selbst durchgeführt oder an
die Stiftung für Hochschulzulassung delegiert werden. Im letzteren Fall spricht man vom soge-
nannten Service-Verfahren.
• Studienstufe. Der Zulassungsprozess zu einem Studiengang ist abhängig von der Studienstu-
fe oder sogar innerhalb einer Stufe differenziert ausgestaltet. Während für die Zulassung zu
einem Bachelorstudiengang lediglich die formale Hochschulzugangsberechtigung geprüft wer-
den muss, sind auf Master- und Doktoratsstufe inhaltliche Prüfungen der bereits erworbenen
Qualifikationen notwendig. Dabei ist es möglich, dass die vorhandenen Qualifikationen als
nicht ausreichend beurteilt werden und eine Zulassung in den gewünschten Studiengang mit
Auflagen versehen wird, d.h. bestimmte Qualifikationen aus einer tieferen Studienstufe inner-
halb einer bestimmten Zeitspanne erworben werden müssen, um definitiv für den Studiengang
zugelassen zu werden. Der Zulassungsprozess kann sich innerhalb der Studienstufen Master
und Doktorat weiter differenzieren. Einerseits können Personen, die die Universität und das
Studienfach beim Stufenübertritt nicht wechseln, einfach zugelassen werden, während bei al-
len anderen die Qualifikationen und formalen Zulassungsvoraussetzungen geprüft werden müs-
sen. Andererseits gibt es verschiedene Ausgestaltungen der Master- und Doktoratsstufe. Neben
dem konsekutiven Masterstudiengang, der an ein Bachelorstudium im selben Fach anschließt,
gibt es auch spezialisierte Masterstudiengänge. Diese zeichnen sich dadurch aus, dass sie ei-
ne Vertiefung in einem interdisziplinären Themengebiet darstellen, d.h. insbesondere, dass sich
Bachelorabsolventen verschiedener Fachrichtungen bewerben können und es keinen Bachelor-
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studiengang mit derselben Ausrichtung gibt. Auf Doktoratsstufe gibt es drei Ausprägungen: das
klassische Doktorat, Doktoratsprogramme und das fast track Doktorat. Letzteres steht beson-
ders Begabten offen, die sich bereits mit dem Bachelorabschluß bewerben können. Sie müssen
jedoch ihre Eignung unter Beweis stellen und sowohl Master- als auch Doktoratslehrveransta-
lungen besuchen.
• Fachsemester. Die Immatrikulation in einen Studiengang erfolgt in der Regel in das erste Fach-
semester. Abhängig von der Studienordnung des Studiengangs kann sich eine Bewerberin bzw.
ein Bewerber mit anrechenbaren Studienleistungen in ein höheres Fachsemester einschreiben
lassen. Über die Anrechenbarkeit entscheidet die Fakultät bzw. der Fachbereich, der den Stu-
diengang anbietet. Die Prüfung der erbrachten Leistungen kann aufgrund der Lehrveranstal-
tungsbezeichnung erfolgen, wenn diese an derselben Fakultät bzw. am selben Fachbereich er-
worben wurden. Umfangreichere Prüfungen werden notwendig, wenn die Leistungen von an-
deren Fakultäten oder Hochschulen stammen, da Inhalt und der Umfang der bereits abgelegten
Prüfungen mit den Anforderungen des Studiengangs verglichen werden müssen.
• Ort des Erwerbs der Hochschulzulassungsberechtigung. Voraussetzung für die Immatrikulation
an einer Hochschule ist die sogenannte Hochschulzulassungsberechtigung. Bei Bachelorstu-
diengängen ist dies in der Regel das Abitur. Bei höheren Studienstufen ist es in der Regel
der erfolgreiche Abschluss der vorangegangenen Studienstufen. Im Zulassungsprozess wird
die Hochschulzulassungsberechtigung formal geprüft, wobei Unterscheidungen aufgrund des
Orts bzw. des Landes des Erwerbs der Hochschulzulassungsberechtigung vorgenommen werde.
Wurde der Abschluss im Inland oder der Europäischen Union erworben, kann er ohne weitere
Prüfungen akzeptiert werden. Stammt der Abschluss aus einem Land außerhalb der EU, ist die
Äquivalenz zu einem inländischen Abschluss zu prüfen. Beim Schulabschluss wird beispiels-
weise geprüft, ob der Fächerkanon mit dem des Abiturs übereinstimmt.
Ausgangspunkt der folgenden Betrachtungen ist der Prozess zur Zulassung in das erste Semester
eines Bachelorstudiengangs für eine Bildungsinländerin bzw. einen Bildungsinländer (siehe Abbil-
dung 18). Für den Studiengang soll gelten, dass keine Zulassungsbeschränkungen erlassen wurden.
Des Weiteren möchte die bzw. der Bewerbende keine etwaig bereits erbrachten Studienleistungen
anrechnen lassen. Für alle Ausgabedatenobjekte des Prozesses gilt, dass sie im Studierendenverwal-
tungssystem abgelegt werden. Dieser Datenfluss ist aus Übersichtlichkeitsgründen nicht im Diagramm
eingezeichnet. Das Studierendenverwaltungssystem ist eine externe Datenquelle bzw. -senke, d.h. sie
steht auch anderen Prozessen zur Verfügung und enthält die Stammdaten der Studierenden sowie alle
Informationen zu ihrem Studienverlauf.
4.2 Entstehen von Datenflussvarianten
Im Folgenden wird beschrieben, unter welchen Bedingungen Datenflussvarianten entstehen können.
Dazu werden Änderungen bzw. Eigenschaften der fünf Workflow Perspektiven (vgl. Abschnitt Work-
flow Perspektiven) betrachtet. Tabelle 4 gibt einen Überblick über die Workflow Perspektiven und die
vorgestellten Modifikationen.
4.2.1 Modifikation der Funktionsperspektive
Eine naheliegende Konstellation, in der sich der Datenfluss ändern kann, liegt vor, wenn die Aktivi-
täten eines Prozesses verändert werden. Werden Aktivitäten, die Daten als Eingabe benötigen oder
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Abbildung 18: Zulassungsprozess für eine Bildungsinländerin bzw. einen Bildungsinländer in das
erste Semester eines Bachelorstudiengangs
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Workflow Perspektive Art der Modifikation
Funktionsperspektive Löschen einer Aktivität
Einfügen einer Aktivität
Modifizieren einer Aktivität
Verhaltensperspektive Modifizieren der Reihenfolge der Aktivitäten
Datenbasiertes Routing






Operationsperspektive Modifizieren der Reihenfolge der Datenbearbeitung
Übermittlungsart




Tabelle 4: Änderungen an den fünf Workflow Perspektiven, die zu Datenflussvarianten führen können.
Daten als Ergebnis generieren, gelöscht oder neu in einen Prozess eingefügt, muss der Datenfluss ent-
sprechend angepasst werden. Gleiches gilt, wenn eine Aktivität modifiziert wird und sie davor bzw.
danach Daten benötigt, d.h. mit dem Datenfluss verbunden ist [Rei00].
Löschen einer Aktivität Wird eine Aktivität eines Prozesses, die mit mindestens einem Datenob-
jekt verbunden ist, gelöscht, muss entschieden werden, was dies für den Datenfluss bedeutet. Wird
durch das Löschen einer Aktivität und ihrer Modifikation des Datenobjekts der gesamte Datenfluss
hinfällig, muss dieser aus dem gesamten Prozess entfernt werden. Ist die Modifikation, die die ge-
löschte Aktivität auf den Daten ausgeführt hat, obsolet, aber der Datenfluss nicht, muss der Datenfluss
wieder hergestellt werden. Es ist jedoch auch möglich, dass nach dem Löschen der Aktivität eine
Bearbeitung des Datenobjekts weiterhin notwendig ist, und dies nun durch eine andere im Prozess
vorhandene Aktivität geschehen soll.
Erläuterung zum Löschen einer Aktivität anhand Abbildung 19. Die Aktivitäten A, B, C, D und
E sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss des Ge-
schäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne Ein-
schränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss zwi-
schen den Aktivitäten angenommen (vgl. Abbildung 19a). Der Teil des Datenflusses, der mit den
erwähnten Aktivitäten verbunden ist, ist exemplarisch wie folgt gestaltet: Aktivität A liest das Da-
tenobjekt Z und stellt es Aktivität B zur Verfügung. Aktivität B gibt das Datenobjekt in modifizierter
Form an Aktivität D weiter.
Es soll gelten, dass die Korrektheit des Kontrollflusses nach dem Löschen von Aktivität B in einer
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Abbildung 19: Löschen einer Aktivität aus einem Prozessmodell und mögliche Auswirkungen auf den
Datenfluss
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Prozessvariante weiterhin gegeben ist. Auf den Datenfluss kann das Löschen folgende Auswirkun-
gen haben:
• Das Datenobjekt Z wird aus dem gesamten Prozess gelöscht, d.h. keine Aktivität des Pro-
zesses erwartet das Datenobjekt als Eingabe, noch wird Z von einer Aktivität geschrieben.
Darüber hinaus dient das Datenobjekt Z nicht für datenbasiertes Routing und wird weder
von Kontextdaten initialisiert, noch dient es als Baustein um Kontextdaten zu erzeugen (vgl.
Abbildung 19b).
• Das von Aktivität A geschriebene Datenobjekt wird direkt der Aktivität D zur Verfügung
gestellt (vgl. Abbildung 19c).
• Das von A geschriebene Datenobjekt wird der bisher nicht in den Datenfluss eingebundenen
Aktivität C zur Verfügung gestellt. Diese schreibt das Datenobjekt Z und stellt es
– entweder der Aktivität D zur Verfügung und der von dort ausgehende bereits modellierte
Datenfluss wird verfolgt. In diesem Fall substituiert Aktivität C die gelöschte Aktivität
B (vgl. Abbildung 19c), oder stellt es
– einer bisher nicht in den Datenfluss eingebundenen Aktivität E zur Bearbeitung zur
Verfügung und es wird ein neuer von dieser Aktivität ausgehender Datenfluss für das
Datenobjekt Z modelliert. Der Teil des Datenflusses, der ursprünglich von Aktivität B
ausging, wird komplett gelöscht (vgl. Abbildung 19d).
In beiden Fällen ist sicherzustellen, dass die Korrektheit des Datenflusses in Verbindung mit
dem Kontrollfluss gewährleistet ist und das eventuell vorhandene datenbasierte Routing, so-
wie mögliche Kontextdaten berücksichtigt werden.
• Handelt es sich bei Aktivität B um eine mehrfach instanziierte Aktivität, die durch das Lö-
schen zu einer einfach instanziierten Aktivität geändert wird, hat dies zur Folge, dass die
entsprechenden Referenzdaten nicht mehr benötigt werden. Steht mit der Aktivität eine mehr-
fach beteiligten Rolle in Verbindung, wird diese zu einer einfach beteiligten Rolle geändert.
Kontroll- und Datenfluss bleiben unverändert.
Beispiel 4.1. (Bewerbung auf Zulassung zu einem Studiengang mit bundesweiter Zulassungs-
beschränkung) Ausgehend von dem in Abbildung 18 beschriebenen Prozess zur Zulassung in
einen Bachelorstudiengang ohne Zulassungsbeschränkung, kann eine Variante für die bundesweit
zulassungsbeschränkten Studiengänge beschrieben werden. Für diese gilt, dass die Bewerbenden
ihre Unterlagen bei der Stiftung für Hochschulzulassung einreichen und die Stiftung über die Be-
werbung entscheidet. Die Hochschule nimmt anschließend die bereits geprüften und gutgeheißenen
Anträge von der Stiftung entgegen und verschickt die Immatrikulationsunterlagen. Um diese Varian-
te zu modellieren, muss der Prozess in Abbildung 18 verschiedene Anpassungen erfahren, darunter
auch, dass die Aktivität „Onlineportal öffnen“ und alle Aktivitäten der Studierendenverwaltung, die
zur formalen Prüfung der Unterlagen dienen, gelöscht werden. Genauso wie der Entscheidungskno-
ten, der über den Versand der Immatrikulationsunterlagen oder des Ablehnungsbescheids entschei-
det. Mit dem Entscheidungsknoten wird der Pfad für die Zustellung eines Ablehnungsbescheids
gelöscht. Für die Datenobjekte des Prozesses bedeutet dies, dass der Prozess der Studierenden-
verwaltung durch Daten der Stiftung für Hochschulzulassung initiiert wird. Diese Daten umfassen
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den Antrag einer Bewerberin bzw. eines Bewerbers einschließlich der beglaubigten Kopien und
der Information, dass beides geprüft wurde und gutgeheißen wurde. Die Angaben zur Bewerbung
werden, wie beim Prozess ohne Zulassungsbeschränkung, im Studierendenverwaltungssystem der
Hochschule erfasst, d.h. insbesondere die Stammdaten der Person gespeichert. Das Löschen des
Pfads mit dem Ablehnungsbescheid hat zur Folge, dass dieses Dokument bzw. diese Dokumenten-
vorlage in dieser Variante nicht zur Verfügung stehen muss. Absagen werden stattdessen von der
Stiftung für Hochschulzulassung direkt verschickt.
Einfügen einer Aktivität Wird eine Aktivität in den Kontrollfluss eines Prozesses eingefügt, ist
zu prüfen, ob und wie sie mit den bestehen Datenflüssen verbunden werden muss. Das Einfügen
einer Aktivität kann darüber hinaus bedeuten, dass ein neues Datenobjekt erzeugt wird, d.h. ein neuer
Datenfluss entsteht.
Abbildung 20: Einfügen einer Aktivität E in ein Prozessmodell und mögliche Auswirkungen auf den
Datenfluss
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Abbildung 21: Einfügen einer Aktivität E mit einem Datenobjekt Y in ein Prozessmodell in Form
eines alternativen Datenflusses
Erläuterung zum Einfügen einer Aktivität anhand Abbildungen 20 und 21. Die Aktivitäten A, B,
C und D sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss
des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne
Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss
zwischen den Aktivitäten angenommen (vgl. Abbildung 20a). Der Teil des Datenflusses, der mit
den erwähnten Aktivitäten verbunden ist, ist exemplarisch wie folgt gestaltet: Aktivität A liest das
Datenobjekt Z und stellt es Aktivität B zur Verfügung. Aktivität B gibt das Datenobjekt an Aktivität
D weiter.
Eine Aktivität kann sequenziell, parallel oder alternativ zum bisherigen Kontrollfluss eingefügt wer-
den. Die Korrektheit des Kontrollflusses soll nach dem Einfügen der Aktivität E in den Prozess
weiterhin gegeben sein. Auf den Datenfluss kann das Einfügen folgende Auswirkungen haben:
• Die Aktivität E kann durch einen sequenziellen, parallelen oder alternativen Datenfluss mit
dem Datenobjekt Z versorgt werden. Im Folgenden wird davon abstrahiert, dass nicht alle
Kontroll- und Datenflusskombinationen sinnvoll sind und nur auf die Datenflussarten fokus-
siert. Dabei wird davon ausgegangen, dass die Aktivität E entweder sequenziell zwischen die
Aktivitäten A und B eingefügt wird, oder sie sich auf einem parallelen bzw. alternativen Kon-
trollflusspfad zur Aktivität B befindet. In Abbildung 20 wird beispielhaft das sequenzielle
Einfügen veranschaulicht.
– Sequenzieller Datenfluss. Das Datenobjekt Z wird von Aktivität A an Aktivität E wei-
tergegeben. Anschließend liest Aktivität B das Datenobjekt und stellt es der Aktivität D
zur Verfügung (vgl. Abbildung 20b).
– Paralleler Datenfluss. Aktivität A schreibt das Datenobjekt Z. Dieses wird an die Aktivi-
täten E und B parallel weitergeben. Ausgehend von E wird ein neuer paralleler Daten-
fluss modelliert, der exemplarisch wie folgt gestaltet sein könnte: Aktivität E schreibt
ein neues Datenobjekt Z′, da das Datenobjekt Z nicht überschrieben werden darf. Z′
wird an Aktivität C weitergegeben. Diese gibt es anschließend an Aktivität D weiter.
Gleichzeitig wird der bereits modellierte Datenfluss des Datenobjekts Z verfolgt, d.h.
Aktivität B gibt das Datenobjekt Z an Aktivität D weiter (vgl. Abbildung 20c). In der
Aktivität, in der sich die parallelen Datenflüsse treffen, in diesem Beispiel in Aktivität
D, ist zu prüfen, ob mit beiden Datenobjekten weitergearbeitet werden soll, oder ob der
Datenfluss wieder vereinigt werden kann.
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– Alternativer Datenfluss von Werten. Die Aktivität A gibt das Datenobjekt Z entweder
mit dem Wert 1 oder den Wert 2weiter. Wird Wert 1 geschrieben, wird der bereits model-
lierte Datenfluss verfolgt, d.h. das Datenobjekt an Aktivität B und anschließend an Ak-
tivität D weitergegeben. Hat das Datenobjekt Z den Wert 2 nimmt es einen alternativen
Weg. In diesem Fall wird das Datenobjekt der Aktivität E zur Verfügung gestellt, von
dieser verarbeitet und anschließend an Aktivität D weitergegeben (vgl. Abbildung 20d).
Die Aktivität, in der die alternativen Datenflüsse münden, in diesem Beispiel Aktivität
D, benötigt das Datenobjekt Z unabhängig von dem eingeschlagenen Datenfluss.
• Das Einfügen der Aktivität E in den Prozess kann damit verbunden sein, dass ein neues, bis-
her nicht im Prozess vorhandenes Datenobjekt Y eingefügt wird. Für dieses Datenobjekt ist
ein neuer Datenfluss zu modellieren. Der bestehende Datenfluss für das Datenobjekt Z wird
dadurch nicht tangiert. Eine erwähnenswerte Konstellation, die entstehen kann, ist der alter-
native Datenfluss von Datenobjekten. Dieser liegt vor, wenn das vorgestellte Szenario dahin-
gehend modifiziert wird, dass Datenobjekt Z von Aktivität A erstellt wird, d.h. der Datenfluss
in dieser Aktivität beginnt und sich die neu eingefügte Aktivität E auf einem alternativen
Kontrollflusspfad zu Aktivität A befindet und die Aktivität E ein Datenobjekt Y erstellt (vgl.
Abbildung 21). Alternative Datenflüsse können auf zwei verschiedene Arten enden: Entweder
jeweils innerhalb der alternativen Kontrollflusspfade oder in einer Aktivität nach dem Zusam-
menführen der alternativen Kontrollflusspfade, wobei diese Aktivität so ausgelegt sein muss,
dass sie unabhängig davon, welches Datenobjekt sie erhält, ausgeführt werden kann.
• Wird eine Aktivität zu einer mehrfach instanziierten Aktivität, hat dies zur Folge, dass Refe-
renzdaten benötigt werden. Steht mit der Aktivität eine Rolle in Verbindung, wird diese zu
einer mehrfach beteiligten Rolle geändert.
Beispiel 4.2. (Bewerbung auf Zulassung in ein höheres Fachsemester eines Studien-
gangs) Möchte sich eine Bewerberin bzw. ein Bewerber in ein höheres Fachsemester eines Stu-
diengangs einschreiben, ist der allgemeine Prozess, der in Abbildung 18 gezeigt wird, nicht ausrei-
chend. Neben der Tatsache, dass zusätzliche Unterlagen bei der Studierendenverwaltung eingereicht
werden müssen, die über die bereits erworbenen Leistungen Auskunft geben, sind zusätzliche Ak-
tivitäten notwendig, um die Unterlagen entgegen zu nehmen und zu verarbeiten. So nimmt die Stu-
dierendenverwaltung die formale Zulassungsprüfung vor und gibt die Unterlagen über die bereits
erbrachten Leistungen an die zuständige Fakultät weiter. Diese nimmt deren inhaltliche Prüfung vor
und teilt der Studierendenverwaltung das Ergebnis mit. Aufgrund der formalen und der fachlichen
Prüfung kann darüber entschieden werden, ob und wenn ja, in welches Fachsemester eine Zulas-
sung erfolgen kann. Die Studierendenverwaltung teilt dies der Bewerberin bzw. dem Bewerber in
einem entsprechenden Bescheid mit.
Modifizieren einer Aktivität Die Modifikation einer Aktivität kann bedeuten, dass ein Datenobjekt,
das ursprünglich mit dieser Aktivität verbunden war, nun nicht mehr von ihr bearbeitet wird. In diesem
Fall treffen dieselben Überlegungen wie beim Löschen einer Aktivität zu. Es kann aber auch bedeuten,
dass die Aktivität nun ein Datenobjekt benötigt, das zuvor nicht von ihr bearbeitet wurde. Bei diesem
Fall treffen dieselben Überlegungen wie beim Einfügen einer Aktivität zu.
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4.2.2 Modifizieren der Verhaltensperspektive
Änderung der Anordnung der Aktivitäten Varianten eines Prozesses können sich in der Anord-
nung der Aktivitäten unterscheiden. Die sequenzielle Reihenfolge der Aktivitäten kann verändert wer-
den, aber auch die Kontrollflussart kann modifiziert werden, d.h. eine Sequenz kann durch einen par-
allelen oder alternativen Kontrollfluss ersetzt werden und umgekehrt. Sind Datenobjekte mit diesen
Aktivitäten verbunden, ist sicherzustellen, dass der Datenfluss weiterhin korrekt ist.
Erläuterung zur Änderung der Anordnung der Aktivitäten anhand Abbildung 22. Die Aktivitäten A,
B, C und D sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss
des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne
Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss
zwischen den Aktivitäten angenommen (vgl. Abbildung 22a). Dabei fließt das Datenobjekt Z von
A über B und C nach D. Die Anordnung der Aktivitäten kann wie folgt modifiziert werden:
• Wird wie in Abbildung 22b) zu sehen die Reihenfolge der Aktivitäten A und B vertauscht
und der Datenfluss beibehalten, erwartet die nun zuerst ausgeführte Aktivität B ein von der
nachfolgenden AktivitätA zur Verfügung gestelltes Datenobjekt. Dies führt zu einer Verklem-
mung. Um diese zu vermeiden, könnte beispielsweise die Reihenfolge der Datenbearbeitung
an die des neuen Kontrollflusses angepasst werden.
• Wie bereits beim Einfügen einer Aktivität angedeutet, sind nicht alle Kontroll- und Daten-
flusskombinationen gleich sinnvoll. Wird die Kontrollflussart geändert, ist zu untersuchen, ob
der Datenfluss in der vorliegenden Art und Weise weiterbestehen kann. In Abbildung 22c)
wird exemplarisch angenommen, dass die Aktivitäten B und C neu parallel zu A und D aus-
geführt werden und der ursprüngliche Datenfluss bestehen bleibt. Kontroll- und Datenfluss
dieses Prozessmodells sind zwar korrekt, die Ausführung von Aktivität D ist aber von dem
von Aktivität C bearbeiteten Datenobjekt Z abhängig, so dass Aktivität D nicht parallel, son-
dern weiterhin nach Aktivität C ausgeführt wird. Die gleiche Abhängigkeit besteht zudem
zwischen den Aktivitäten A und B.
Neben diesem Szenario gibt aber auch Konstellationen, die sich ausschließen. So ist es nicht
möglich das eingangs erwähnte Beispiel mit sequenziellen Kontroll- und Datenfluss zu einem
alternativen Kontrollfluss unter Beibehaltung des Datenflusses zu modellieren. Wie in Ab-
bildung 22d) illustriert, würde dies für den einen Kontrollflusspfad bedeuten, dass Aktivität
A ausgeführt wird und dabei das Datenobjekt Z schreibt. Im Anschluss daran wartet jedoch
Aktivität D vergeblich, dass Aktivität C das Datenobjekt Z bereitstellt. Wird der andere Kon-
trollflusspfad ausgewählt, wartet bereits die erste auszuführende Aktivität B vergeblich auf
das von Aktivität A modifizierte Datenobjekt Z.
Beispiel 4.3. (Bewerbung auf Zulassung zu einem Studiengang an einer Hochschule) Der in
Abbildung 18 beschriebene Prozess sieht vor, dass der Online-Antrag der Bewerberin bzw. des Be-
werbers von der Studierendenverwaltung entgegengenommen wird. Anschließend werden die Da-
ten gleichzeitig weitergegeben, um die beglaubigten Kopien zu ergänzen, formal zu prüfen sowie
im Studierendenverwaltungssystem abzulegen. Um dies zu realisieren, liegt sowohl ein paralleler
Kontroll- als auch Datenfluss vor. In einer Prozessvariante könnte nun vorgesehen werden, die In-
formationen erst in der Datenbank abzulegen, wenn die formale Prüfung abgeschlossen wurde, d.h.
der parallele Kontrollfluss wird für diese beiden Äste zu einem sequenziellen Kontrollfluss umge-
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Abbildung 22: Modifizieren der Anordnung der Aktivitäten eines Prozessmodells und mögliche Aus-
wirkungen auf den Datenfluss
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formt. Der Datenfluss wird ebenfalls modifiziert und fließt sequenziell von der Aktivität, die sie
prüft zu der, die sie in der Datenbank ablegt.
Datenbasiertes Routing Datenbasiertes Routing liegt vor, wenn bei der Ausführung des Prozesses
an OR- oder XOR-Verzweigungsknoten aufgrund der Werte eines oder mehrerer Datenobjekte ent-
schieden wird, welche ausgehende Kontrollflusskante weiterverfolgt wird. Die Verzweigungsknoten
werden zu diesem Zweck mit den entsprechenden Datenobjekten aus dem Prozess versorgt. Dies
wird, wie bereits beschrieben, durch in die Verzweigungsknoten eingehende Datenkanten verdeut-
licht. Wird ein Verzweigungsknoten gelöscht bzw. so modifiziert, dass das ursprüngliche Datenobjekt
nicht mehr für die Ablaufentscheidung benötigt wird, so wird auf die zum Verzweigungsknoten füh-
rende Datenkante verzichtet. Der Datenfluss des Datenobjekts bleibt ansonsten unverändert. Wird ein
Verzweigungsknoten neu in einen Prozess eingefügt, oder wird ein zusätzliches Datenobjekt benö-
tigt, um die Ablaufentscheidung treffen zu können, ist zu prüfen, ob das entsprechende Datenobjekt
im Prozess vorliegt und nach welchem Bearbeitungsschritt es mit dem Verzweigungsknoten lesend
verbunden werden soll. Sind die entsprechenden Daten nicht im Prozess vorhanden, ist ein entspre-
chendes Datenobjekt in den Prozess einzufügen.
4.2.3 Modifizieren der Informationsperspektive
Änderungen an den Daten eines Prozesses bzw. ihren Eigenschaften können ebenfalls zu Datenfluss-
varianten führen. Offensichtlich wird der Datenfluss modifiziert, wenn Datenobjekte aus einer Pro-
zessvarianten gänzlich gelöscht oder neu hinzugefügt werden. Jedoch auch durch die Modifikation
der Visibität, Granularität und Vertraulichkeit eines Datenobjekts können neue Datenflussvarianten
entstehen.
Löschen eines Datenobjekts In einer Prozessvariante kann ein Datenobjekt vollständig fehlen, d.h.
aus dem gesamten Prozess gelöscht werden, oder es kann punktuell aus dem Prozess gelöscht wer-
den, etwa wenn eine einzelne Aktivität, die das Datenobjekt ursprünglich verarbeitet hat, diese Infor-
mationen nicht mehr benötigt. In diesem Fall ist zu entscheiden, wie der Datenfluss wieder korrekt
hergestellt werden kann.
Erläuterung zum Löschen eines Datenobjekts anhand Abbildung 23. Die Aktivitäten A, B, C, D
und E sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss des
Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne Ein-
schränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss zwi-
schen den Aktivitäten angenommen (vgl. Abbildung 23a). Der Teil des Datenflusses, der mit den
erwähnten Aktivitäten verbunden ist, ist exemplarisch wie folgt gestaltet: Aktivität A liest das Da-
tenobjekt Z und stellt es Aktivität B zur Verfügung. Aktivität B gibt das Datenobjekt an Aktivität D
weiter.
Das Löschen des Datenobjekts Z kann vollständig oder punktuell erfolgen:
• Das Datenobjekt Z wird aus dem gesamten Prozess gelöscht, d.h. keine Aktivität des Pro-
zesses erwartet das Datenobjekt Z als Eingabe, noch wird es von einer Aktivität geschrieben.
Darüber hinaus dient das Datenobjekt Z nicht für datenbasiertes Routing und wird weder
von Kontextdaten initialisiert, noch dient es als Baustein, um Kontextdaten zu erzeugen (vgl.
Abbildung 23b).
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Abbildung 23: Löschen eines Datenobjekts aus einem Prozessmodell und mögliche Auswirkungen
auf den Datenfluss
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• Aktivität B soll das Datenobjekt Z nicht mehr verarbeiten. Dies kann folgende Auswirkungen
haben:
– Das von Aktivität A geschriebene Datenobjekt Z wird der Aktivität D direkt zur Verfü-
gung gestellt (vgl. Abbildung 23c).
– Das von A geschriebene Datenobjekt wird einer anderen im Prozess vorhandenen Akti-
vität C zur Verfügung gestellt. Diese schreibt das Datenobjekt und stellt es entweder
∗ der Aktivität D zur Verfügung und der von dort ausgehende bereits modellierte
Datenfluss wird verfolgt. In diesem Fall substituiert Aktivität C die Modifikation
des Datenobjekts durch Aktivität B (vgl. Abbildung 23d).
∗ oder das Datenobjekt Z wird der anderen im Prozess vorhandenen Aktivität E zur
Bearbeitung zur Verfügung gestellt und ein von dieser Aktivität ausgehender Daten-
fluss für das Datenobjekt Z modelliert. Der Teil des Datenflusses, der ursprünglich
von Aktivität D ausging, wird gelöscht (vgl. Abbildung 23e).
In beiden Fällen ist sicherzustellen, dass die Korrektheit des Datenflusses in Verbindung mit
dem Kontrollfluss gewährleistet ist und das eventuell vorhandene datenbasierte Routing sowie
mögliche Kontextdaten berücksichtigt werden.
Beispiel 4.4. (Bewerbende mit ausländischer Vorbildung) Eine Variante für den Prozess zur Zu-
lassung in einen Studiengang ist für Bewerbende mit ausländischer Vorbildung vorgesehen. Dabei
gliedert sich diese in weitere Varianten für eine Vorbildung aus der Europäischen Union und eine
Vorbildung aus dem übrigen Ausland. Prinzipiell können diese Varianten vorsehen, dass ein Nach-
weis genügender Deutschkenntnisse in Form einer Deutschprüfung erbracht wird. Ist die Mutter-
sprache der Bewerberin bzw. des Bewerbers jedoch Deutsch oder stammt ihre bzw. seine Vorbildung
aus Österreich oder der Deutschschweiz, wird die Deutschprüfung erlassen. Dies bedeutet, dass in
diesen Prozessvarianten das Datenobjekt Deutschprüfung aus dem gesamten Prozess gelöscht wird.
Einfügen eines Datenobjekts In einer Prozessvariante kann gegenüber dem ursprünglichen Pro-
zessmodell ein neues Datenobjekt oder ein neuer Verarbeitungsschritt für ein bereits vorhandenes
Datenobjekt benötigt werden. Im ersten Szenario ist ein neuer Datenfluss in den Prozess einzufügen,
im zweiten sind eine oder mehrere Aktivitäten neu in den bestehenden Datenfluss einzubeziehen.
Erläuterung zum Einfügen eines Datenobjekts anhand Abbildung 24. Die Aktivitäten A, B, C und
D sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss des Ge-
schäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne Ein-
schränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss zwi-
schen den Aktivitäten angenommen (vgl. Abbildung 24a). Der Teil des Datenflusses, der mit den
erwähnten Aktivitäten verbunden ist, ist exemplarisch wie folgt gestaltet: Aktivität A liest das Da-
tenobjekt Z und stellt es Aktivität B zur Verfügung. Aktivität B gibt das Datenobjekt an Aktivität D
weiter.
• Es kann ein neues Datenobjekt Y in den Prozess eingefügt werden. Für dieses Datenobjekt ist
ein neuer Datenfluss zu modellieren. Der bestehende Datenfluss des Datenobjekts Z wird da-
durch nicht tangiert (vgl. Abbildung 24b). Eine erwähnenswerte Konstellation, die entstehen
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Abbildung 24: Einfügen eines Datenobjekts Y bzw. eines zusätzlichen Bearbeitungsschritts für Da-
tenobjekt Z in ein Prozessmodell
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kann, ist der alternative Datenfluss von Datenobjekten, d.h. die Datenflüsse der Datenobjekte
Z und Y befinden sich auf alternativen Kontrollflusspfaden (vgl. Abbildung 21).
• Das Datenobjekt Z kann neu mit der bereits vorhandenen AktivitätC des Prozesses verbunden
werden. Der Datenfluss zur Aktivität C kann sequenziell (vgl. Abbildung 24c), parallel (vgl.
Abbildung 24d) oder als alternativer Datenfluss von Werten (vgl. Abbildung 24e) gestaltet
werden.
Beispiel 4.5. (Studiengänge mit weiteren Zulassungsbedingungen) Für hoch spezialisierte Stu-
diengänge kann eine Hochschule neben dem Abitur die Erfüllung weiterer Zulassungsbedingungen
fordern. Typischerweise wird bei praxisorientierten Studiengängen das erfolgreiche Absolvieren ei-
nes mehrmonatigen Berufspraktikums verlangt. Diese Anforderung kann in einer Prozessvariante
abgebildet werden, indem der Nachweis des Praktikums als zusätzliches Datenobjekt hinzugefügt
wird.
Modifizieren von Datenobjekten Die Eigenschaften der Datenobjekte haben einen wesentlichen
Einfluss darauf, ob Datenflussvarianten entstehen können. Dies soll anhand der Visibilität, der Daten-
struktur und der Vertraulichkeit der Daten gezeigt werden.
Visibilität Ausgehend von den Betrachtungen in [RHEA04] zur Visibilität von Daten in Work-
flows, soll im Folgenden beleuchtet werden, welchen Einfluss die Visibilität auf den Datenfluss in
einem Prozess haben kann. Datenobjekte können für eine Aktivität (Task Data), eine Aktivität und
ihre Subprozesse (Block Data), einen festgelegten Bereich von Aktivitäten (Scope Data) oder für
mehrere Instanzen einer Aktivität (Multiple Instance Data) sichtbar sein. Um einen Datenfluss außer-
halb dieser sichtbaren Bereiche zu beschreiben, müssen die Daten entlang eines separat definierten
Datenkanals weitergegeben werden. Anders verhält es sich mit Instanz- (Case Data), Prozess- (Work-
flow Data) und globalen Daten (Environment Data). Diese stehen allen Aktivitäten einer Instanz zur
Verfügung und müssen nicht über Datenkanäle zwischen ihnen ausgetauscht werden. Wird die Vi-
sibilität eines Datenobjekts verändert, z.B. die auf einzelne Aktivitäten eingeschränkte Sichtbarkeit
auf die gesamte Instanz erhöht, muss das Datenobjekt nicht mehr zwischen den Aktivitäten ausge-
tauscht werden, sondern kann von jeder Aktivität direkt aus dem Datenspeicher der Instanz gelesen
und wieder zurück geschrieben werden.
Beispiel 4.6. (Studierendendaten) In dem Prozess zur Zulassung zu einem Studiengang an einer
Hochschule besitzen die Datenobjekte unterschiedliche Visibilität. Das leere Antragsformular steht
allen Instanzen des Prozesses zur Verfügung (Prozessdaten), während das ausgefüllte Antragsfor-
mular für jede Instanz individuell ist und von Aktivität zu Aktivität weitergegeben wird (Aktivitäts-
daten). Die Studierendenstammdaten, die in der Datenbank abgelegt werden, sind globale Daten, auf
die auch andere Prozesse zugreifen dürfen. Wird in einer Prozessvariante das ausgefüllte Antrags-
formular im Speicher der Instanz abgelegt (Instanzdaten), wird es für alle Aktivitäten der Instanz
sichtbar und muss nicht mehr von Aktivität zu Aktivität weitergegeben werden.
Datenstruktur/Granularität Das Verändern der Datenstruktur kann unterschiedlich starke Aus-
wirkungen auf einen Prozess haben. Werden leichte Veränderungen vorgenommen, etwa wenn eine
Information nicht mehr mittels eines semistrukturierten, sondern eines strukturierten Datenobjekts
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beschrieben werden soll, müssen die Verarbeitungsmechanismen der Aktivitäten des Prozesses ange-
passt werden, der Datenfluss bleibt aber unverändert. Anders verhält es sich, wenn mit der Änderung
der Datenstruktur eine Veränderung der Granularität der Informationen einher geht, d.h. zwischen ato-
marer und komplexer Datenstruktur gewechselt wird und dies zu einer Zusammenfassung bzw. einer
Trennung von Datenflüssen führt.
Abbildung 25: Modifizieren der Datenstruktur von Datenobjekten eines Prozessmodells
Erläuterung zur Datenstruktur/Granularität anhand Abbildung 25. Die Aktivitäten A, B, C und
D sowie die Datenobjekte Y und Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss
des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne
Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss
zwischen den Aktivitäten angenommen. Der Teil des Datenflusses, der mit den erwähnten Aktivitä-
ten verbunden ist, ist exemplarisch wie folgt gestaltet: Aktivität A liest das Datenobjekt Z und stellt
es Aktivität B zur Verfügung. Aktivität B gibt das Datenobjekt an Aktivität D weiter. Das Daten-
objekt Y wird lediglich von Aktivität B gelesen und verarbeitet (vgl. Abbildung 25a). Ohne den
Kontrollfluss zu ändern, werden die Datenobjekte Y und Z in einer Variante des Prozesses in einem
komplexen Datenobjekt YZ vereint und der Datenfluss von YZ so gestaltet, dass alle Aktivitäten,
die ursprünglich auf die Datenobjekte Y und/oder Z zugreifen mussten, berücksichtigt werden (vgl.
Abbildung 25b).
Beispiel 4.7. (Modellierung der Bewerbungsunterlagen) Bei einem Zulassungsantrag in ein hö-
heres Fachsemester eines Studiengangs werden von der Bewerberin bzw. dem Bewerber neben den
üblichen Dokumenten wie Abiturzeugnis und Krankenversicherungsnachweis auch Unterlagen zu
den bereits erbrachten Leistungen eingereicht. Alle eingereichten Unterlagen können einzeln für
sich oder als gemeinsames Dossier betrachtet werden. Je nach dem wie dies gehandhabt wird, sind
für jedes Dokument ein Datenfluss oder ein gemeinsamer Datenfluss für das Dossier zu modellieren.
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Vertraulichkeit Eine wichtige Eigenschaft für den Austausch von Daten zwischen den an einem
Prozess beteiligten Rollen ist die auf den Daten festgelegte Vertraulichkeitsstufe. Diese muss mit den
Rechten einer Rolle (siehe Absatz Zugriffsrechte einer Rolle) übereinstimmen, um Zugriff auf die
Daten zu ermöglichen. Prinzipiell können beliebig viele Vertraulichkeitsstufen festgelegt werden. Die
Erhöhung der Vertraulichkeitsstufe geht mit einer Einschränkung der Adressatengruppe einher. Wird
in einer Variante des Prozesses die Vertraulichkeitsstufe eines Datenobjekts herabgesetzt, muss dies
keine Auswirkungen auf den bestehenden Datenfluss des Objekts haben, da die involvierten Rollen
weiterhin zugriffsberechtigt sind. Es kann jedoch dazu führen, dass weitere Rollen, die bisher zu
geringe Rechte besaßen, nun in den Datenfluss eingebunden werden – entweder indem der Datenfluss
um diese Rollen erweitert wird, z.B. im Sinne einer Information, oder in der Form, dass Aufgaben
an diese Personen delegiert werden und die ursprünglichen Rollen nur noch punktuell einbezogen
werden. Das Einschränken der Vertraulichkeitsstufe eines Datenobjekts hat zwingend Auswirkungen
auf den Datenfluss einer Prozessvariante, wenn man davon ausgeht, dass die beteiligten Rollen nur
über die Zugriffsrechte verfügen, die für den ursprünglichen Prozess notwendig sind. Sollen in einer
Prozessvariante dieselben Aktivitäten wie im ursprünglichen Prozess ausgeführt werden, kann dies
nur geschehen, wenn sie an Rollen mit den entsprechenden Zugriffsrechten übergeben werden.
Erläuterung zur Vertraulichkeit anhand Abbildung 26. Die Aktivitäten A, B, C und D, die Rollen
M und N sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss
des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne
Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss
zwischen den Aktivitäten angenommen (vgl. Abbildung 26a). Das Datenobjekt Z wird zwischen
den Rollen M und N ausgetauscht. Datenobjekte werden in drei Vertraulichkeitsstufen eingeteilt:
öffentlich, vertraulich und streng vertraulich. Die Rolle M hat das Zugriffsrecht auf alle Daten,
einschließlich streng vertraulicher. N hat Zugriffsrechte, die vertrauliche Daten umfassen. Das Da-
tenobjekt Z ist vertraulich.
• Wird das Datenobjekt Z in einer Prozessvariante als öffentlich deklariert, kann der Prozess
entweder
– wie bisher ablaufen, d.h. Kontroll- und Datenfluss bleiben unverändert oder
– es wird eine neue Rolle O mit Zugriffsrecht auf öffentliche Daten in den Prozess einbe-
zogen, an die verschiedene Aktivitäten delegiert werden können (vgl. Abbildung 26b).
• Wird das Datenobjekt Z mit streng vertraulich gekennzeichnet, darf N nicht mehr darauf
zugreifen. Dies kann zur Folge haben, dass die entsprechenden Aktivitäten von der Rolle M
ausgeführt werden müssen (vgl. Abbildung 26c), oder dass diese von einer neuen Rolle P mit
Zugriffsrecht auf streng vertrauliche Daten übernommen werden (vgl. Abbildung 26d).
Beispiel 4.8. (Vertraulichkeit von Professorendaten) Personenbezogene Daten werden prinzipiell
vertraulich gehandhabt. Bei den Daten von Professuren gibt es jedoch Ausnahmen. Beispielswei-
se ist die berufliche Anschrift einschließlich Telefonnummer, E-Mail-Adresse und Raumnummer
öffentlich. Wird eine Professorin oder ein Professor neu an eine Hochschule berufen, erfolgt der
Datenaustausch zwischen der Personalabteilung und dem Dekanat entweder nur unter Einbezug
von Personen, die streng vertrauliche Daten einsehen dürfen, oder zwischen mehreren Personen
mit jeweils gleichen Zugriffsrechten. D.h. die Adressdaten werden beispielsweise zwischen Se-
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Abbildung 26: Modifizieren der Vertraulichkeit von Datenobjekten eines Prozessmodells
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kretariaten, weitere Informationen zwischen Sachbearbeitenden und die streng vertraulichen Daten
zwischen dem Dekan und dem Leiter der Personalabteilung ausgetauscht.
4.2.4 Modifizieren der Operationsperspektive
Modifizieren der Abfolge der Datenbearbeitung In einer Prozessvariante kann die Datenverarbei-
tung modifiziert werden. So kann in einer Sequenz die Reihenfolge der Bearbeitungsschritte verändert
werden oder die Art kann modifiziert werden, d.h. beispielsweise kann eine sequenzielle in eine par-
allele oder alternative Datenverarbeitung umgeformt werden.
Analog zum Ändern der Anordnung von Aktivitäten (siehe Abschnitt Änderung der Anordnung der
Aktivitäten) gilt für das Ändern des Datenflusses entsprechend, dass anschließend überprüft werden
muss, ob der Kontrollfluss anzupassen ist, und ob die entstandene Kontroll- und Datenflusskombina-
tion ausführbar ist.
Übermittlungsart Die Übermittlungsart beschreibt den Austausch der Daten zwischen den am Pro-
zess beteiligten Rollen. Sie bildet die Schnittstelle zwischen den Rollen und beeinflusst, wie die emp-
fangenen Daten weiterverarbeitet werden können.
Beispiel 4.9. (Form, in der die Unterlagen eingereicht werden) In dem in Abbildung 18 ge-
zeigten Prozess werden die Bewerbungen von der Studierendenverwaltung über ein Onlineportal
entgegengenommen. Dadurch liegen die Daten zu der Bewerberin bzw. dem Bewerber elektronisch
vor und können direkt an die entsprechenden Sachbearbeitenden weitergeleitet werden. In einer Va-
riante des Prozesses könnte vorgesehen werden, dass Bewerbungen auch mittels Papierformularen
auf dem Postweg eingereicht werden können. In diesem Fall muss der Prozess um eine Aktivität
erweitert werden, in der die Daten manuell in das Datenbanksystem eingeben werden. Der weiter
Prozessablauf kann unverändert beibehalten werden.
4.2.5 Modifizieren der Organisationsperspektive
In Varianten können die an dem Prozess beteiligten Rollen Änderungen erfahren, die sich wiederum
auf den Datenfluss auswirken können. Werden die ursprünglichen an einem Prozess beteiligten Rollen
nicht einfach durch andere Rollen substituiert, sondern ersatzlos gelöscht oder neue Rollen hinzuge-
fügt, wirkt sich dies einerseits auf den Kontrollfluss und andererseits auf den Datenfluss aus. Darüber
hinaus kann der Datenfluss davon beeinflusst werden, wenn bestimmte Eigenschaften einer beteiligten
Rolle in einer Prozessvariante verändert werden.
Löschen einer Rolle In Prozessen kann es zwei Arten von beteiligten Rollen geben: einfach und
mehrfach beteiligte Rollen. Wird eine Mehrfachbeteiligung gelöscht, d.h. die Rolle ist anschließend
nur noch einfach beteiligt, wirkt sich dies lediglich auf die Referenzdaten aus, die dadurch nicht
mehr benötigt werden. Kontroll- und Datenfluss bleiben jedoch unverändert. Wird eine nur einfach
an einem Prozess beteiligte Rolle gelöscht, geht dies damit einher, dass der Kontroll- und Datenfluss
dieser Rolle gelöscht wird. Es muss entschieden werden, woher die Informationen, die von dieser
Rolle erzeugt wurden, erhalten werden können, oder ob sie für die Variante obsolet sind. Weiter muss
festgelegt werden, an wen die Informationen weitergeben werden, die ursprünglich an diese Rolle
geschickt wurden, oder ob diese hinfällig sind. Kurz, es muss geprüft werden, wie sich der Datenfluss
wieder korrekt herstellen lässt.
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Abbildung 27: Ausgangsprozessmodell für das Löschen einer Rolle
Erläuterung zum Löschen einer Rolle anhand Abbildung 27. Die Aktivitäten A, B, C und D, die
Rollen M, N und O sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und
Datenfluss des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung
wird, ohne Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und
Datenfluss zwischen den Aktivitäten angenommen (vgl. Abbildung 27). Das Datenobjekt Z wird
zwischen den Rollen ausgetauscht.
Wird die Rolle N gelöscht, kann dies auf den Datenfluss folgende Auswirkungen haben:
• Wird Aktivität C, die von der Rolle ausgeführt wird, ebenfalls gelöscht, sind dieselben Be-
trachtungen wie beim Löschen einer Aktivität anzustellen.
• Wird Aktivität C nicht gelöscht, ist sie einer bereits bestehenden Rolle oder einer neu am
Prozess beteiligten Rolle zuzuweisen.
• Handelt es sich bei N um eine Mehrfachrolle, die zu einer Einfachrolle gelöscht wird, hat dies
keine Auswirkungen auf Kontroll- und Datenfluss. Ist die Rolle mit einer mehrfach instanzi-
ierten Aktivität verbunden, ist deren Mehrfachinstanziierung einschließlich Referenzdaten zu
löschen.
Beispiel 4.10. (Bewerbung auf Zulassung zu einem Studiengang) Die Prozessdarstellung in Ab-
bildung 18 verdeutlicht, dass der Zulassungsprozess für eine Vielzahl von Bewerbenden mit demsel-
ben Kontroll- und Datenfluss ausgeführt wird. Dies bedingt auf der Seite der Studierendenverwal-
tung, dass die Aktivität, die mit einer Bewerberin bzw. einem Bewerber kommuniziert, mehrfach
ausgeführt wird. Um die verschiedenen Instanzen der Aktivität unterscheiden zu können, werden
Referenzdaten verwendet. Wäre der Prozess nur für eine Bewerberin bzw. einen Bewerber aus-
gelegt, bliebe der modellierte Kontroll- und Datenfluss bestehen und die Referenzdaten würden
entfernt.
Einfügen einer Rolle Es gibt zwei Möglichkeiten, eine Rolle zu einem Prozess hinzuzufügen. Ei-
nerseits kann vorgesehen werden, dass eine bereits vorhandene Rolle neu mehrfach beteiligt ist. An-
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dererseits kann eine neue Rolle an dem Prozess beteiligt werden, wobei Informationen zwischen den
ursprünglich beteiligten Rollen und der hinzugefügten Rolle ausgetauscht werden. Während das Ein-
fügen einer Mehrfachbeteiligung keinen Einfluss auf den modellierten Kontroll- und Datenfluss hat
und sich lediglich darin niederschlägt, dass Referenzdaten benötigt werden, wird beim Hinzufügen
einer einfach beteiligten Rolle der ursprüngliche Kontrollfluss erweitert und für die neue Rolle ein
eigenständiger Kontroll- und Datenfluss modelliert.
Abbildung 28: Ausgangsprozessmodell für das Einfügen einer Rolle
Erläuterung zum Einfügen einer Rolle anhand Abbildung 28. Die Aktivitäten A, B und C, die Rol-
len M und N sowie das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Datenfluss
des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird, ohne
Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Datenfluss
zwischen den Aktivitäten angenommen (vgl. Abbildung 28). Das Datenobjekt Z wird zwischen den
Rollen ausgetauscht.
Wird eine Rolle zum Prozess hinzugefügt, kann dies auf den Datenfluss folgende Auswirkungen
haben:
• Die Rolle O umfasst eine neue Aktivität D, die in den Datenfluss einbezogen werden muss.
Für dieses Szenario gelten dieselben Überlegungen wie beim Einfügen einer Aktivität.
• Eine bereits existierende Aktivität, exemplarisch B, wird der neuen Rolle O zugeordnet, d.h.
Rolle M verliert die Zuständigkeit über diese Aufgabe. Der ursprüngliche Datenfluss bleibt
bestehen, erstreckt sich jedoch über die neue Rolle.
• Wird eine bestehende Rolle zu einer Mehrfachrolle erweitert, hat dies keine Auswirkungen
auf den Kontroll- und Datenfluss. Steht die Rolle mit einer Aktivität einer anderen Rolle in
Verbindung, wird diese zu einer mehrfach instanziierten Aktivität geändert und Referenzdaten
hinzugefügt.
Beispiel 4.11. (Bewerbung auf Zulassung zu einem Studiengang unter Einbezug der Stiftung
für Hochschulzulassung) Bei bundesweit zulassungsbeschränkten Studiengängen müssen sich die
Bewerbenden bei der Stiftung für Hochschulzulassung melden. Die Stiftung stellt im Vergleich zum
Ausgangsprozess in Abbildung 18 eine neue beteiligte Rolle dar. Der Datenfluss ist in dieser Pro-
zessvariante so gestaltet, dass die Bewerbenden ihre Unterlagen bei der Stiftung einreichen, anstelle
sie direkt an die Hochschule zu schicken. Die Stiftung für Hochschulzulassung nimmt die Prüfung
52
der Unterlagen und den Auswahlprozess vor, d.h. es wird ein neuer Kontroll- und Datenfluss für die-
se Rolle modelliert, um diese Aufgaben durchzuführen. Absagen werden den Bewerbenden von der
Stiftung direkt mitgeteilt. Die Unterlagen der Personen, die zugelassen werden, werden an die ent-
sprechende Hochschule gesandt. Diese nimmt die Daten in ihrem Studierendenverwaltungssystem
auf und verschickt die Immatrikulationsunterlagen.
Modifizieren einer Rolle Eine Rolle kann verschiedenen Anpassungen erfahren. Beispielsweise
kann die Menge der ihr zugeordneten Akteure verändert werden, oder die Zuständigkeiten einer Rolle,
d.h. der zugeordnete Aufgabenbereich, kann angepasst werden. Letzteres wirkt sich nicht nur darauf
aus, mit welchen Aktivitäten eine Rolle verbunden werden kann, sondern auch darauf, auf welche
Daten die Akteure einer Rolle zugreifen dürfen.
Zugriffsrechte einer Rolle Jede Rolle hat Kompetenzen und damit verbundene Aufgaben in
Form von Aktivitäten. Mit den Kompetenzen sind auch Rechte verbunden, auf Daten bis zu einer be-
stimmten Vertraulichkeitsstufe zugreifen zu dürfen. Bezüglich Zugriff selbst kann wiederum zwischen
nur Lesen, nur Schreiben oder Lesen und Schreiben unterschieden werden. Werden die Zugriffsrechte
einer Rolle verändert und die Vertraulichkeitseinstufung der Datenobjekte beibehalten, kann dies zur
Folge haben, dass weitere Rollen hinzugezogen werden müssen bzw. können, d.h. sich der Kontroll-
und Datenfluss des Prozesses ändert.
Erläuterung zu Zugriffsrechte einer Rolle anhand Abbildung 29. Die Aktivitäten A, B, C und D, die
Rollen M und N und das Datenobjekt Z sind Teil eines Geschäftsprozesses. Kontroll- und Daten-
fluss des Geschäftsprozesses sowie ihr Zusammenspiel sind korrekt. Zur Veranschaulichung wird,
ohne Einschränkung der Gültigkeit für andere Anordnungen, ein sequenzieller Kontroll- und Daten-
fluss zwischen den Aktivitäten angenommen. Das Datenobjekt Z wird zwischen den Rollen M und
N ausgetauscht. Rollen können über Zugriffsrechte auf öffentliche, vertrauliche oder streng vertrau-
liche Datenobjekte verfügen. Die Rolle M hat das Zugriffsrecht auf alle Daten, einschließlich streng
vertraulicher. Rolle N hat Zugriffsrechte auf vertrauliche Daten. Das Datenobjekt Z ist vertraulich
(vgl. Abbildung 29a).
• Erhält die Rolle N Zugriffsrechte auf streng vertrauliche Daten, kann der Prozess entweder
– wie bisher ablaufen, d.h. Kontroll- und Datenfluss bleiben unverändert oder
– es wird eine neue Rolle Q in den Prozess einbezogen, die Zugriffsrechte auf vertrauliche
Daten besitzt, und an die verschiedene Aktivitäten, die mit dem vertraulichen Datenob-
jekt Z verbunden sind, delegiert werden (vgl. Abbildung 29b).
• Werden die Zugriffsrechte der Rolle N auf öffentliche Daten eingeschränkt, hat dies zur Fol-
ge, dass eine neue Rolle Q mit Zugriffsrecht auf vertrauliche Daten, die Aktivitäten von N
übernehmen muss, die mit den vertraulichen Daten Z verbunden sind (vgl. Abbildung 29c).
Beispiel 4.12. (Austausch von Studierendendaten zwischen Studierendenverwaltung und Fa-
kultäten) Studierendendaten sind prinzipiell vertraulich. Ihre Stammdaten dürfen nur von der Stu-
dierendenverwaltung geändert werden und Prüfungsdaten nur von der Fakultät, in der die Leistung
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Abbildung 29: Modifizieren der Zugriffsrechte einer Rolle
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erworben wurde. Informationen zu Disziplinarverfahren, einem Ausschluss vom Studium oder ähn-
lichem werden von der Studierendenverwaltung gepflegt und streng vertraulich behandelt. Sach-
bearbeitende, die in den Fakultäten mit Studierendendaten arbeiten, erhalten prinzipiell lesende
Zugriffsrechte auf vertrauliche Daten. Die Studiendekaninnen und Studiendekane der Fakultäten
dürfen streng vertrauliche Informationen einsehen. Abhängig von der fakultätsinternen Organisati-
on ist denkbar, dass streng vertrauliche Daten an die Sachbearbeitenden weitergeben werden sollen.
In einer solchen Prozessvariante sind die Zugriffsrechte der Sachbearbeitenden und der Kontroll-
und Datenfluss entsprechend anzupassen.
5 Fachliche Anforderungen und Herausforderungen
Aus den vorangegangenen Überlegungen zu Datenflussvarianten lassen sich verschiedene fachliche
Anforderungen und Herausforderungen ableiten. An erster Stelle ist die Korrektheit der Prozessvari-
anten zu nennen, d.h. einerseits darf der Datenfluss keine Anomalien aufweisen und andererseits müs-
sen Kontroll- und Datenfluss zueinander in Einklang stehen, so dass beispielsweise Verklemmungen
ausgeschlossen werden können. Eine weitere wichtige Anforderung an Prozessvarianten ist, dass sie
wartbar und überschaubar bleiben. Wird während der Evolutionsphase eines Prozesses festgestellt,
dass er den Anforderungen nicht mehr genügt, da sich beispielsweise die juristischen Rahmenbe-
dingungen geändert haben, soll eine Anpassung aller betroffenen Prozessvarianten einfach erfolgen
können.
5.1 Korrektheit
Die Bedeutung der Datenflusskorrektheit wurde schon früh erkannt. Im Weiteren sollen verschiedene
Arbeiten zur Korrektheit bzw. zu Datenflussanomalien vorgestellt werden.
In [SOSF04], einer der ersten Forschungsarbeiten zu diesem Thema, wurde untersucht, welche Da-
tenflussinkonsistenzen auftreten können. Es wurden folgende Anomalien identifiziert:
• Unnötige Daten (Redundat Data). Diese Anomalie liegt vor, wenn eine Aktivität Daten gene-
riert, die weder von einer nachfolgenden Aktivität benötigt werden, noch an eine andere Rolle
oder externe Stelle weitergegeben werden, noch Ausgabe des Prozesses sind.
• Verlorene Daten (Lost Data). Wird der Wert eines Datenobjekts überschrieben, ohne dass der
aktuelle Wert zuvor von einer Aktivität gelesen wurde, handelt es sich um verlorene Daten.
Dieses Szenario kann beispielsweise beim parallelen Schreiben eines Datenobjekts eintreten.
• Fehlende Daten (Missing Data). Fehlende Daten beschreiben den Umstand, dass eine Aktivität
ein Datenobjekt als Eingabe benötigt, sie jedoch nicht mit diesem versorgt wird.
• Fehlangepasste Daten (Mismatched Data). Fehlangepasste Daten liegen vor, wenn mehrere Ak-
tivitäten dasselbe Datenobjekt verarbeiten, sie es aber in unterschiedlichen Datenstrukturen er-
warten, wobei eine entsprechende Transformation der Daten nicht im Prozess vorgesehen ist.
• Inkonsistente Daten (Inconsistent Data). Inkonsistente Daten treten beispielsweise dann auf,
wenn ein Datenobjekt durch Auslesen einer Information aus einer Datenbank, die einer Viel-
zahl von Prozessen zugänglich ist, initialisiert wird. Werden nach der Initialisierung des Date-
nobjekts die Daten der Datenbank von einem anderen Prozess geändert, ohne dass dies an den
laufenden Prozess weitergegeben wird, arbeitet der Prozess mit veralteten Informationen.
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• Fehlgeleitete Daten (Misdirected Data). Widersprechen sich Kontroll- und Datenfluss eines Pro-
zesses, wird von fehlgeleiteten Daten gesprochen.
• Unzureichende Daten (Insufficient Data). Es liegen unzureichende Daten vor, wenn die Infor-
mationen, mit denen eine Aktivität über ihre Datenobjekte versorgt wird, nicht genügen, um die
Aktivität auszuführen.
In [SZNS06] werden drei grundlegende Kategorien von Anomalien vorgestellt: fehlende Daten
(Missing Data), unnötige Daten (Redundant Data) und widersprüchliche Daten (Conflicting Data).
Es wird festgehalten, dass die Anomalien von [SOSF04] mit Ausnahme der inkonsistenten Daten
durch diese drei Kategorien repräsentiert werden können. Nach Auffassung von [SZNS06] stellen
inkonsistente Daten keine konzeptionelle Datenflussanomalien dar. Zusätzlich zur konzeptionellen
Betrachtung wird einen Mechanismus zur Korrektheitsprüfung entwickelt. Dieser basiert auf einer
Datenflussmatrix.
Auch die Überlegungen zu Datenfluss-Antipattern [TAS09] setzen ebenfalls auf den von [SOSF04]
vorgestellten Anomalien auf. Vier der ursprünglichen Kategorien werden übernommen und teilwei-
se verfeinert sowie drei Kategorien hinzugefügt, die das Löschen bzw. Zerstören von Datenobjekten
thematisieren. Dies resultiert in folgenden Kategorien: fehlende Daten (Missing Data), stark unnötige
Daten (Strongly Redundant Data), schwach unnötige Daten (Weakly Redundant Data), stark fehlende
Daten (Strongly Lost Data), schwach fehlende Daten (Weakly Lost Data), inkonsistente Daten (Incon-
sistent Data), niemals zerstörte Daten (Never Destroyed), zweimal zerstörte Daten (Twice Destroyed)
und nicht rechtzeitig gelöschte Daten (Not Deleted On Time). Die „schwachen“ Anomalien zeichnen
sich dadurch aus, dass sie nur in gewissen Ausführungsszenarien auftreten, während „starke“ Anoma-
lien in jedem Ausführungsszenario vorliegen.
Unabhängig von den eingangs vorgestellten Anomalien stellt [ADL10] drei Kategorien von Da-
tenflussfehlern und deren Lösungen vor: zu einschränkende Vorbedingungen (Too Restrictive Precon-
ditions), implizites Routing (Implicit Routing) und implizite Einschränkung der Ausführungsreihen-
folge (Implicit Constraints On The Execution Order). Ersteres kann auf die Kategorie der fehlenden
Daten und die beiden anderen auf die Kategorie der fehlgeleiteten Daten abgebildet werden.
Das Zusammenspiel bzw. die Korrektheit von Kontroll- und Datenfluss, d.h. das Verhindern von
fehlgeleiteten Daten ist auch Gegenstand von anderen aktuellen Betrachtungen. Beispielsweise stellt
[TAS08] einen auf Workflow-Netzen basierenden Ansatz vor, um Kontroll- und Datenfluss gleich-
zeitig zu analysieren. Ein für die Betrachtung von Prozessvarianten sehr interessanter Ansatz wird in
[RM09] vorgestellt. Er beschreibt, wie die Datenflusskorrektheit in adaptiven Workflow Systemen in
der Modellierungs- und Ausführungsphase sichergestellt werden kann.
Zusammenfassend lassen sich für Prozessvarianten folgende Korrektheitsanforderungen formulieren:
• Der Kontrollfluss muss korrekt sein.
• Es dürfen keine Datenflussanomalien vorliegen. Dies beinhaltet insbesondere durch das Aus-
schließen von fehlgeleiteten Daten, dass das Zusammenspiel von Kontroll- und Datenfluss nicht
zu Fehlern führen darf. Es lassen sich folgende konkreten Forderungen formulieren:
– Die Kontroll- und die Datenflussrichtung von operativen Daten müssen übereinstimmen.
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– Mehrere Aktivitäten dürfen nicht parallel dasselbe Datenobjekt schreiben.
– Bei alternativem Kontrollfluss darf der Datenfluss nicht zwischen den Kontrollflusspfaden
wechseln.
– Ein alternativer Datenfluss von Datenobjekten beginnt immer auf einem alternativen Kon-
trollflusspfad.
– Für die Kontrollflussentscheidung an OR- und XOR-Verzweigungsknoten müssen die Da-
tenobjekte berücksichtigt werden, die auf mindestens einem der von ihnen ausgehenden
Kontrollflusspfade verwendet werden. Eine Ausnahme sind die Datenobjekte, die auf ei-
nem solchen Pfad neu erstellt werden.
• Die Korrektheit sollte einfach und mit geringem, bestenfalls minimalen, Aufwand prüfbar sein.
Dabei kann einer der folgenden Mechanismen verwendet werden:
– Der ursprüngliche Prozess und jede aus ihm entstehende Prozessvariante werden vollstän-
dig auf korrekten Kontroll- und Datenfluss geprüft.
– Der ursprüngliche Prozess wird auf korrekten Kontroll- und Datenfluss geprüft. Bei den
Prozessvarianten werden lediglich die neu modellierten Prozessteile und ihre Abhängig-
keiten zum ursprünglichen Prozessmodell auf Korrektheit geprüft.
– Zur Modellierung von Prozessvarianten wird eine Menge von zulässigen Änderungen de-
finiert, die stets zu einem korrekten Prozessmodell führen.
5.2 Überschaubare Komplexität und Wartbarkeit
Varianten entstehen dadurch, dass aufgrund spezifischer Anforderungen gezielt von dem ursprünglich
vorgegebenen Prozessmodell abgewichen wird. Beispielsweise ist die Zulassung zu einem Studien-
gang in gewissen Prozessabschnitten für jede Studienstufe (Bachelor, Master, Doktorat) gesondert
gestaltet. Dabei können innerhalb dieser Studienstufen weitere Prozessvarianten existieren. Zum Bei-
spiel werden die Bewerbenden nach der Herkunft ihres Hochschulzulassungsausweises (Deutschland,
EU, übriges Ausland) unterschieden. Um die Komplexität bei der Modellierung, aber auch bei der
Evolution in Grenzen zu halten, sollten Prozessvarianten nicht vollständig voneinander unabhängig
sein, sondern auf einer gemeinsamen Basis aufbauen und die Unterschiede zueinander spezifizieren.
Vorteil eines solchen Vorgehens ist, dass sich eine Evolution der gemeinsamen Basis auf alle Prozess-
varianten auswirkt und nicht jedes einzelne Variantenprozessmodell separat angepasst werden muss.
Die Wartbarkeit der Prozessvarianten steht im direkten Zusammenhang mit der Komplexität des Pro-
zessmodells.
Tritt der Lebenszyklus der Prozessvarianten in die Phase der Analyse & Evolution liegen neben
den Prozessvariantenmodellen, der ursprüngliche Basisprozess und die darauf definierten Modifika-
tionen zur Variantenkonfiguration vor. Einerseits liegt die Herausforderung darin, die Anpassungen
am Basisprozess bzw. den Modifikationen zur Variantenkonfiguration geeignet auf die Prozessvari-
antenmodelle zu übertragen, andererseits können die im Zuge einer Evolution vorgenommenen Än-
derungen unterschiedlich auf die laufenden Prozessinstanzen propagiert werden [JH98, AJ00, Aal03,
QW07, RRD03, RRD04]:
• Neustart der Prozessinstanz mit dem neuen Prozessmodell (Restart, Backward Recovery). Die
laufenden Prozessinstanzen werden gestoppt und ihre Auswirkungen rückgängig gemacht. An-
schließend werden sie mit dem neuen Prozessmodell gestartet (vgl. Abbildung 30a).
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Abbildung 30: Verbreitungsalternativen neuer Prozessversionen
• Unverändertes Ausführen der Prozessinstanz mit dem bisherigen Prozessmodell (Proceed, La-
zy Propagation). Alle bereits laufenden Prozessinstanzen werden ohne Berücksichtigung des
neuen Prozessmodells zu Ende geführt (vgl. Abbildung 30b). Werden neue Instanzen gestartet,
verwenden diese das neue Prozessmodell. Bei dieser Art der Ausbreitung eines neuen Prozess-
modells existieren verschiedene Varianten eines Prozesses zur selben Zeit.
• Transfer der Prozessinstanz auf das neue Prozessmodell (Transfer, Eager Propagation). Die lau-
fenden Prozessinstanzen werden auf das neue Prozessmodell transferiert (vgl. Abbildung 30c).
Dieser Ansatz kann verfeinert werden, indem nur der Transfer einer Auswahl von Prozessin-
stanzen (Selective Transfer) vorgenommen wird. Beispielsweise können nur die Prozessinstan-
zen auf das neue Prozessmodell transferiert werden, die sich in einem bestimmten Ausführungs-
zustand befinden (vgl. Abbildung 30d). Dies hat zur Folge, dass der Transfer zu unterschiedli-
chen Zeitpunkten erfolgen kann.
• Abbruch der Prozessinstanz im Workflow Managementsystem (Forward Recovery). Sobald ein
neues Prozessmodell zur Verfügung steht, werden die laufenden Prozessinstanzen gestoppt und
außerhalb des Workflow Managementsystems abgewickelt (vgl. Abbildung 30e).
Der Vollständigkeit halber sollen erwähnt werden, dass darüber hinaus in [JH98] die Anpassung einer
Instanz und etwaige Ausbreitung auf alle Instanzen (Local Modification And Upward Propagation)
und in [AJ00] das Pausieren einer Prozessinstanz (Detour) angeführt werden. Diese Szenarien be-
schreiben, wie mit Ad-hoc-Änderungen bzw. unerwarteten Ereignissen eines Prozesses umgegangen
werden kann. Zudem wird in [JH98] mit dem Mischen der Prozessmodelle (Merging) ein weiterer
Ansatz vorgeschlagen, wie ein neues Prozessmodell auf mehrere bestehende Prozessmodellvarianten
ausgebreitet werden kann. Die so entstanden neuen Variantenprozessmodelle können nach einer der
58
beschriebenen Methoden auf die laufenden Instanzen ausgebreitet werden.
Für eine überschaubare Komplexität und Wartbarkeit des ursprünglichen Prozesses und seiner Vari-
anten wird folgendes gefordert:
• Die Varianten müssen einen gemeinsamen Basisprozess besitzen und über vorgegebene Regeln
aus diesem modellierbar sein.
• Es muss zu jeder Zeit feststellbar sein, wie viele Prozessvarianten existieren und wie sie aus
dem Basisprozess abgeleitet wurden.
• Der Basisprozess und die darauf definierten Modifikationen sollen keine Redundanz aufwei-
sen. Dies bedeutet insbesondere, dass jede Aktivität genau einmal im Basisprozess vorkommen
kann und die Modifikationen, die auf einem Basisprozess vorgenommen werden, miteinander
kombinierbar sind.
6 Diskussion
Die vorangegangenen Betrachtungen haben gezeigt, dass Datenflussvarianten durch Modifikationen in
den fünf Workflow Perspektiven entstehen können. In Tabelle 5 ist dies zusammenfassend dargestellt,
indem für jede vorgestellte Änderung festgehalten wird, welche Prozessvariantenart sie zwingend
bzw. optional auslöst.
Durch diese Zusammenfassung wird zudem deutlich, dass sich eine Modifikation in der Regel
nicht nur auf eine Variantenart auswirkt, sondern mehrere gleichzeitig betreffen kann. Wird beispiels-
weise eine Aktivität eingefügt, die mit einem Datenobjekt verbunden ist, so beeinflusst dies neben
dem Kontrollfluss auch den Datenfluss, d.h. diese Modifikation schlägt sich sowohl in einer Kontroll-
flussvariante als auch einer Datenflussvariante nieder. In der Tabelle ist beim Einfügen einer Aktivität
jedoch keine zwingende Auswirkung auf den Datenfluss vermerkt, da die einzufügende Aktivität nicht
unbedingt mit Daten verbunden sein muss. In einem solchen Fall, besteht keine Notwendigkeit den
ursprünglichen Datenfluss zu modifizieren.
7 Zusammenfassung und Ausblick
Um in die Thematik der Datenflussvarianten einzuführen, wurden als Grundlagen der Prozesslebens-
zyklus, die möglichen Prozessanpassungen und die Daten in Prozessen vorgestellt. Des Weiteren wur-
de beschrieben, welche Ansätze zum Variantenmanagement bereits existieren. Dabei wurde zwischen
der Variantenmodellierung und dem Erkennen von Varianten, d.h. dem Feststellen der strukturellen
und semantischen Ähnlichkeit zwischen Prozessen, unterschieden. Die Variantenmodellierung selbst
wurde in zwei Ansätze unterteilt: Transformation des Basisprozesses und Selektion aus dem Basispro-
zess. Bei der Transformation werden Prozessfragmente zum Basisprozess hinzugefügt. Je nach Mo-
dellierungsansatz können jedoch auch vorhandene Prozessbestandteile verschoben oder gelöscht wer-
den. Bei Ansatz der Selektion umfasst der Basisprozess alle gewünschten Prozessvarianten, d.h. er
stellt ihre Obermenge dar. Die Selektion besteht darin, Teile des Basisprozesses auszulassen bzw. zu
löschen.
Der vorgestellte Ausschnitt aus den aktuellen Forschungsarbeiten auf dem Gebiet des Variantenma-
nagements zeigte, dass der Fokus sehr stark auf dem Kontrollfluss liegt. Es existieren jedoch bereits















Modifizieren einer Aktivität möglich möglich möglich
Verhaltensperspektive






Löschen eines Datenobjekts möglich
√





• Vertraulichkeit möglich √ möglich
Operationsperspektive
Modifizieren der Reihenfolge der Datenbearbeitung möglich
√
Übermittlungsart möglich möglich möglich
Organisationsperspektive
Löschen einer Rolle möglich möglich
√
Einfügen einer Rolle möglich möglich
√
Modifizieren einer Rolle:
• Kompetenzen/Rechte möglich möglich √
Tabelle 5: Einfluss von Änderungen in den Workflow Perspektiven auf die zwingend bzw. optional
entstehenden Variantenarten
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Im Weiteren wurde untersucht wie Datenflussvarianten entstehen können. Dazu wurde analysiert, wie
sich Modifikationen der fünf Workflow Perspektiven auf den Datenfluss auswirken können. Diese Be-
trachtung zeigten, dass Prozessvarianten meist mehrere Dimensionen umfassen, d.h. eine Kombinati-
on von Kontrollflussvariante, Datenflussvariante und organisatorischer Variante vorliegt. Schließlich
wurde dargelegt, welche Anforderungen und Herausforderungen die Modellierung von Datenfluss-
varianten mit sich bringen. Einerseits muss Korrektheit des Datenflusses sichergestellt werden und
andererseits sollte der Modellierungsansatz eine überschaubare Komplexität aufweisen und dadurch
wartbar bleiben, d.h. den Prozesslebenszyklus und damit insbesondere die Evolution der Prozessvari-
anten geeignet unterstützen.
Im nächsten Schritt soll untersucht werden wie Datenflussvarianten modelliert werden können,
um den geschilderten Anforderungen und Herausforderungen zu genügen. Das Augenmerk soll dabei
vorerst auf der Korrektheit liegen.
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