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Exploring the free-energy landscape along reaction coordinates or system parameters λ is central
to many studies of high-dimensional model systems in physics, e.g. large molecules or spin glasses.
In simulations this usually requires sampling conformational transitions or phase transitions, but
efficient sampling is often difficult to attain due to the roughness of the energy landscape. For Boltz-
mann distributions, crossing rates decrease exponentially with free-energy barrier heights. Thus,
exponential acceleration can be achieved in simulations by applying an artificial bias along λ tuned
such that a flat target distribution is obtained. A flat distribution is however an ambiguous concept
unless a proper metric is used, and is generally suboptimal. Here we propose a multidimensional Rie-
mann metric, which takes the local diffusion into account, and redefine uniform sampling such that
it is invariant under nonlinear coordinate transformations. We use the metric in combination with
the accelerated weight histogram method, a free-energy calculation and sampling method, to adap-
tively optimize sampling toward the target distribution prescribed by the metric. We demonstrate
that for complex problems, such as molecular dynamics simulations of DNA base-pair opening, sam-
pling uniformly according to the metric, which can be calculated without significant computational
overhead, improves sampling efficiency by 50–70%.
PACS numbers: 02.70.-c, 45.10.Na, 31.15.Qg, 33.15.Vb, 36.20.Ey
I. INTRODUCTION
Calculating the dependence of the free energy on one
or several parameters is often a key step in gaining un-
derstanding of a complex system, and many simulation
methods have been developed for this purpose. One dif-
ficulty is that the free energy cannot be expressed as a
single canonical average, but typically needs to be esti-
mated using several ones. Additionally, for systems that
have complicated free-energy landscapes with high bar-
riers that separate the states of interest, simulations be-
come very challenging due to exponential slowing down
when simulated in a canonical ensemble.
A particularly fruitful approach to deal with both these
issues in Monte Carlo (MC) or molecular dynamics (MD)
simulations consists of extending the ensemble from the
ordinary canonical to an extended ensemble, where some
parameters λ are promoted to dynamical variables [1, 2].
The parameters in question could be external, like tem-
perature, pressure, or interaction strengths, or more mi-
croscopically defined collective variables or reaction co-
ordinates, such as certain interparticle distances, dihe-
dral angles, etc. The choice of these parameters is often
highly specific to the particular problem and rests largely
on physical insights or intuition, although it may have a
very large impact on the performance of the simulation.
Some attempts to automate the selection of collective
variables have been proposed [3–7], but to a large extent
it remains an art rather than a science. Once selected,
an open question is how to distribute the simulated sam-
ples (computer resources) among the parameter values
λ to run the simulation as efficiently as possible. That
is, how to choose the target distribution pi(λ) of the ex-
tended ensemble. In sampling methods where multiple
independent simulations are performed at different pa-
rameter values λ or in replica exchange simulations the
corresponding problem concerns the placement of the (in-
termediate) λ-values [8, 9]. In this paper, we propose that
these questions can be approached by considering the ge-
ometry induced by an intrinsic Riemann metric defined
on the parameter manifold Λ.
Traditionally, a uniform distribution of samples is tar-
geted [1, 2, 11–15] irrespective of the chosen parametriza-
tion λ, i.e. pi(λ) = const. for λ in a closed, pre-defined
subregion of Λ. However, it has been shown for a vari-
ety of applications that such choices are suboptimal [16–
22]. Trebst et al. [16] showed, in the one-dimensional
case, that substantial gains in efficiency may be obtained
by maximizing the probability flow across the parame-
ter range. The standard way to accomplish this is to
keep track of two separate histograms N±(λ) of visited
parameters for random walks going up or down the pa-
rameter range by adding a label ± to the walker de-
pending on whether the upper (+) or lower (−) ex-
treme was visited last [16]. Then a local diffusion con-
stant D(λ) is estimated from the probability current
with an assumed form J = D(λ)pi(λ)dq(λ)/dλ, where
q(λ) = N+(λ)/(N+(λ) + N−(λ)) is the average fraction
of down-walkers. Optimizing the flow, or equivalently
minimizing the mean round trip time [23], gives a dis-
tribution pi(λ) ∝ 1/√D(λ). Although very elegant, this
requires the numerical evaluation of a derivative of the
global estimate q(λ), which is reliable only after a consid-
erable amount of sampling and which can be sensitive to
the location of the sampling boundaries [21]. Also, it is
not obvious how to extend this approach to higher dimen-
sions. Some generalizations in these directions have been
proposed previously, e.g, local estimates of the diffusion
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2constant for the one-dimensional case [21]. In two dimen-
sions the diffusion constant has been estimated from two
marginal one-dimensional histograms [24], which presup-
poses the absence of correlations and therefore does not
generally solve the problem.
Here we propose to optimize pi(λ) by endowing Λ with
an intrinsic Riemann metric, inducing a geometry dic-
tating which paths are optimal to sample and how to
distribute samples along each path. The metric is a local
quantity and this geometric approach is applicable also
for improving sampling in high-dimensional manifolds.
In Sec. II we derive a suitable choice of metric by, rather
than maximizing probability flow, reformulating the op-
timization problem as one of minimizing the variance of
the estimated free-energy difference ∆F along an arbi-
trary path connecting two states in Λ. In contrast to pre-
vious work that combines concepts of information geom-
etry and free-energy calculation [8], here we incorporate
also dynamic information of the sampling method into
the metric. The optimization can be carried out on the
fly, with negligible overhead and without pre-calculating
the metric, using an adaptive biasing potential method
as described in Sec. III. In Sec. IV we demonstrate the
practical gains of the procedure for the case of calculating
the free energy as a function of a reaction coordinate, the
potential of mean force (PMF), in MD simulations. In all
three test cases, a polymer chain on a surface, ion-pair
separation of lithium acetate and DNA base pair open-
ing, the metric-based optimization shortens the simula-
tion time required to reach the same level of statistical
accuracy.
II. THEORY
A. Extended ensemble simulations
To begin, we discuss briefly the idea of extended en-
semble simulations. We assume first that we have a sim-
ulation method generating (typically correlated) samples
{x(t)} with an ordinary canonical distribution P (x|λ) =
eFλ−Eλ(x) at fixed parameter values λ [46]. Here x de-
notes the microscopic state of the system, e.g. the coor-
dinates and momenta {ri,pi}N1 in a MD simulation. The
updates of x at fixed λ are then complemented by MC
moves that update λ at fixed x. By design this results in
a stochastic process with a joint equilibrium distribution
P (x, λ) =
1
Z e
fλ−Eλ(x) (1)
in the extended ensemble, where fλ are a set of free pa-
rameters. Specifically, we consider parameter moves that
select the new λ from the conditional distribution [25, 26]
wλ(x) ≡ P (λ|x) = e
fλ−Eλ(x)∑
λ′ e
fλ′−Eλ′ (x) . (2)
Alternatively, one may marginalize over λ and generate
samples from a simulation with an equilibrium distribu-
tion P (x) =
∑
λ P (x, λ) (see also Sec. III A). Integrating
out x from the joint distribution yields
P (λ) =
1
Z e
fλ−F (λ), (3)
where F (λ) = − ln ∫ dx e−Eλ(x) is the dimensionless free
energy at λ. Thus, by tuning the parameters fλ so that
fλ ≈ F (λ) + lnpi(λ) the marginal distribution will ap-
proach the target distribution, P (λ) ≈ pi(λ). This is
rather nontrivial to accomplish, since the free energy
F (λ) is usually unknown from the start and needs to
be estimated during the course of the simulation.
B. An invariant definition of “flat”
Extended ensemble methods are sometimes referred to
as flat histogram methods since pi(λ) is most commonly
chosen uniform, although, as we have seen above, this
may be suboptimal. In fact, the very notion of a flat
distribution is ambiguous unless a metric is specified. To
see this, consider a nonlinear reparametrization λ 7→ λ′,
under which a prescribed target distribution transforms
as pi(λ)dλ = pi(λ′)dλ′. This transforms an originally flat
distribution, pi(λ) = const., into a generally non-uniform
one, pi(λ′) ∝ |dλ/dλ′|.
We now assume that there is a relevant Riemann met-
ric gµν(λ) defined on the n-dimensional manifold of pa-
rameters Λ = {λµ}. In practical implementations λ is
usually discretized, but we assume that the discretiza-
tion is fine enough that we can use a continuum formu-
lation. The infinitesimal length and volume elements,
dl2 = gµν(λ)dλ
µdλν and dV =
√
g(λ)dλ1dλ2 . . . dλn,
where g(λ) = det (gµν(λ)) is the determinant of the met-
ric tensor, are coordinate independent provided that gµν
transforms as a covariant tensor,
gµν(λ) =
∂λ′α
∂λµ
∂λ′β
∂λν
g′αβ(λ
′). (4)
Here and in the following we use the Einstein summation
convention over repeated indices. The probability mea-
sure on Λ can then be expressed as pi(λ)dλ1 . . . dλn =
ρ(λ)dV . This suggests that we should redefine the no-
tion of “flat” to mean ρ(λ) = const. Then
pi(λ) ∝
√
g(λ) =
√
det(gµν(λ)) (5)
is flat according to the metric gµν(λ). As we will demon-
strate below, such a target distribution can be very useful
in extended ensemble simulations.
C. Existing metrics
Early on, various metrics have been introduced as
second derivatives of the thermodynamic potentials
3U or S, and used to study finite time thermody-
namic processes [27–29]. In the context of prob-
ability and statistics a natural measure of distance
is the Kullback-Leibler divergence [30] DKL(λ‖λ′) =∫
P (x|λ)ln[P (x|λ)/P (x|λ′)]dx. When expanded to sec-
ond order one obtains DKL(λ + δλ‖λ) ≈ 12gFRµν δλµδλν ,
where
gFRµν (λ) =
∫
dxP (x|λ)∂µ lnP (x|λ)∂ν lnP (x|λ) (6)
is the Fisher-Rao information metric [31], and ∂µ ≡
∂/∂λµ. The latter has been used to optimize the place-
ment of intermediate states in replica exchange simula-
tions [8]. These metrics however, ignore the time correla-
tions present in the generating process. Recently, Sivak
and Crooks proposed a metric obtained as the leading
contribution to the excess work from a slowly externally
controlled nonequilibrium process [32],
gSCµν (λ) =
∞∫
0
dt 〈δFµ(x(t), λ)δFν(x(0), λ)〉λ , (7)
where the average is taken in equilibrium at fixed λ and
δFµ(x, λ) = Fµ(x, λ)− 〈Fµ(x, λ)〉λ = ∂µ lnP (x|λ) (8)
is the fluctuation of the generalized force
Fµ(x, λ) = −∂µEλ(x) (9)
conjugate to λµ. The time-integrated force correlation
functions gSCµν are the matrix elements of a friction ten-
sor [32]. It generalizes earlier metrics by incorporating
time correlations, but does not exactly apply to the situ-
ation we are interested in where λ changes stochastically
rather than according to an external protocol.
D. Derivation of the metric
Here we derive an intrinsic Riemann metric gµν(λ) on
Λ, defined in terms of the stochastic process used to
generate the samples of the simulation. We first con-
sider the evaluation of the free-energy difference ∆F =
F (λf )− F (λ0) along a path λµ(s),
∆F =
λf∫
λ0
dλµ∂µF (λ) = −
1∫
0
dsλ˙µ(s) 〈Fµ(x, λ(s))〉λ(s) ,
(10)
where the dot denotes a derivative with respect to s.
Rather than carrying out simulations that generate sam-
ples from P (x|λ) at fixed values of λ, we consider an
extended ensemble P (x, λ). Using samples from an ex-
tended ensemble trajectory, 0 ≤ t ≤ τ , we may estimate
∆F as
∆F = −
1∫
0
ds
λ˙µ(s)
τP (λ(s))
τ∫
0
dtFµ(x(t), λ(s))wλ(s)(x(t)),
(11)
where wλ(x), see Eq. (2), reweights the samples x(t) to
the λµ(s) of interest. It is easy to see that ∆F is an
unbiased estimator of ∆F ,
〈
∆F
〉
= ∆F . Its variance
becomes
Var ∆F =
〈
(∆F −∆F )2〉 = 1∫
0
ds′
1∫
0
ds
λ˙′µλ˙ν
τ2P (λ′)P (λ)
τ∫
0
dt′
τ∫
0
dt 〈δFµ(x′, λ′)δFν(x, λ)wλ′(x′)wλ(x)〉 , (12)
where λ′ ≡ λ(s′), λ ≡ λ(s), and the average is taken
with respect to P (x′, t′;x, t), the joint two-time equilib-
rium distribution of the extended ensemble simulation.
The resulting expression is clearly quite complicated and
nonlocal, linking spatial and temporal correlations. In
many cases of interest, however, we expect the integrand
to be sharply peaked so that the main contribution will
come from the diagonal elements s′ ≈ s. This rests on the
assumption that the overlap of wλ′(x(t)) and wλ(x(0)) is
negligible unless λ′ ≈ λ and that the generalized forces
tend to decorrelate when going from λ to a distant λ′.
For parameters λ representing macroscopic properties or
when the dynamics of λ is slow compared to the mi-
croscopic degrees of freedom, properties which are com-
monly perceived as desirable for reaction coordinates,
this should often be a reasonable approximation.
Here assuming this to be the case, we will now de-
rive an approximate coarse-grained expression, local in
s, by extracting the dominating factor P (λ′, ;λ, 0) =
〈wλ′(x())wλ(x(0))〉 from the integrals, where  is a short
time scale such that this probability is highly peaked
around λ′ ≈ λ, but large enough that it is positive for all
λ′. We multiply and divide by this factor and in addition
take the long time limit τ  1. Using that the average is
stationary, the double time integral reduces by symmetry
to a one-dimensional integral over lag times and a factor
of 2τ ,
4Var ∆F =
2
τ
1∫
0
ds′
1∫
0
ds
λ˙′µλ˙νP (λ′, ;λ, 0)
P (λ′)P (λ)
∞∫
0
dt
〈δFµ(x(t), λ′)δFν(x(0), λ)wλ′(x(t))wλ(x(0))〉
P (λ′, ;λ, 0)
=
2
τ
1∫
0
ds′
1∫
0
dsλ˙′µλ˙ν
P (s′, |s, 0)
P (s′)
∞∫
0
dt
〈δFµ(x(t), λ′)δFν(x(0), λ)wλ′(x(t))wλ(x(0))〉
P (λ′, ;λ, 0)
, (13)
where in the final step we have used
P (λ′, ;λ, 0)/P (λ′)P (λ) = P (s′, |s, 0)/P (s′) (from
the definition of conditional probabilities and changing
variables from λ to s). Assuming that the rest of the
integrand varies slowly with s′ compared to the sharply
peaked P (s′, |s, 0) ≈ δ(s′ − s), we may approximate the
integral over s′ with the result
Var ∆F ≈ 2
τ
1∫
0
ds
λ˙µ(s)λ˙ν(s)gµν(λ(s); )
P (s)
, (14)
where
gµν(λ; ) =
∞∫
0
dt
〈δFµ(x(t), λ)δFν(x(0), λ)wλ(x(t))wλ(x(0))〉
P (λ, ;λ, 0)
.
(15)
Note that the 1/τ decay of the variance found here
holds generally, irrespective of the target distribution and
the density of λ-values (as long as the spacing is small
enough), in conformance with previous findings [10]. In
the derivation so far we have allowed the weight factors
wλ(x) to be general. Instead of reweighting one could,
e.g., use a simple histogram estimator by replacing all
occurrences of wλ(x(t)) with wλ,λ(t) = δ(λ − λ(t)) in
Eqs. (11)-(15). Using reweighting, however, the sam-
pled data is used more efficiently. Often it is practical to
work with weights that have support on the whole sim-
ulated parameter range, i.e., wλ(x) > 0 ∀λ(s), so that
P (s′, |s, 0) will remain finite and positive for all  > 0,
and we assume this to be the case from now on (this
certainly holds for the choice in Eq. (2)). Then there is
no lower bound for , and we may safely take the limit
 → 0+, i.e. P (λ,  → 0+;λ, 0) = 〈w2λ(x)〉 , so that we
finally arrive at the expression we will use as our metric
on the parameter manifold
gµν(λ) =
∞∫
0
dt
〈δFµ(x(t), λ)δFν(x(0), λ)wλ(x(t))wλ(x(0))〉
〈w2λ(x)〉
.
(16)
The symmetric tensor gµν is positive definite and so in-
deed defines a metric [47]. Furthermore, it is readily
verified that it satisfies Eq. (4) and therefore takes the
same form under arbitrary parameterizations [48].
E. Optimal sampling with the metric
By using the Cauchy-Schwarz inequality, in the form∫
f2(s)/ρ(s)ds
∫
ρ(s)ds ≥ (∫ f(s)ds)2, we may bound
the approximate variance in Eq. (14) as
Var ∆F ≥ 2L
2
τ
, (17)
where
L =
1∫
0
ds
√
gµν(λ(s))λ˙µ(s)λ˙ν(s) (18)
is the length of the curve. The equality occurs for
P (s) ∝
√
gµν(λ(s))λ˙µ(s)λ˙ν(s), which is the optimal tar-
get distribution for a fixed one-dimensional path λµ(s).
We assume here that the computational cost is the same
for all λ [49]. Obviously, the path giving the lowest error
in the free-energy estimate is the geodesic, i.e., the path
with the shortest length connecting the states of interest.
The geodesics allow us to define an intrinsic distance
d(λ1, λ0) = inf
λ(s)
{L[λ] : λ(1) = λ1, λ(0) = λ0 } . (19)
Finding the geodesic path is, however, nontrivial, unless
we know the metric on the whole parameter space be-
forehand. In many cases we instead have to be content
with freely exploring a relatively low-dimensional space
Λ. In doing so, we propose that sampling according to a
“flat” target distribution, as defined by Eq. (5) using the
metric of Eq. (16), is beneficial.
For the simplest one-dimensional case, where Λ is re-
stricted to an interval of length ∆λ = |λf − λ0|, we can
estimate the expected improvement from optimizing the
target distribution as follows. Writing Eq. (14) using
s = λ as the parametrization, we obtain the variance
(after also taking the limit → 0)
σ2 ≡ Var ∆F 1D ≈ 2
τ
λf∫
λ0
dλ
g(λ)
P (λ)
. (20)
Thus, in the unoptimized flat case where P (λ) = 1/∆λ,
we obtain σ20 = cg, where c = 2∆λ
2/τ and the bar de-
notes an arithmetic average over Λ. In the optimized
5case, P (λ) ∝ √g(λ), we obtain σ2opt = c (√g)2. So we
estimate the optimization to reduce the variance by a
factor of
σ2opt
σ20
=
(√
g
)2
g
. (21)
In a real application, the improvement may be higher or
lower due to the approximations that have been made in
defining the metric and the sampling method.
In the multidimensional case it is less clear what to
consider optimal. The “flat” target distribution (5) is ar-
guably a good choice if all points of Λ in the free-energy
landscape are of equal interest, but this is seldom the
case. Often certain regions may correspond to conflicting
parameters and unphysical situations with correspond-
ingly large free energies. Also, the computational cost
may become prohibitively high as the number of dimen-
sions is increased. One way to remedy this is to restrict
the sampling to regions with relatively low free energy,
counted e.g., from the global minimum [26]. The intro-
duction of a free-energy dependent cutoff in the target
distribution is readily combined with the metric, giving
a target distribution of the form
pi(λ) ∝
√
g(λ)ϕ(F (λ)− Fth), (22)
with e.g., ϕ(z) = min {1, exp(−z)} or a smoother ϕ(z) =
1/(1 + exp(z)), and where Fth is a stipulated threshold
free energy, below which sampling should be uniform.
Another idea is to use the metric distance (19) to limit
the sampling to the vicinity of one or more points of
interest, e.g., by setting
pi(λ) ∝
√
g(λ) exp(−d(λ, λ0)/l0) (23)
or
pi(λ) ∝
√
g(λ) exp(−[d(λ, λ0) + d(λ, λ1)]/l01), (24)
etc., for some suitable values of λ0,1, l0, l01. The con-
tours of the latter choice are (hyper) ellipsoids with focal
points at λ0,1 deformed by the metric. The resulting
tube shaped region may be useful to map out reaction
pathways.
F. Properties of the metric
A few additional points are worth noting:
(i) The metric is given by an integrated time-
correlation function, and therefore proportional to the
correlation times present in the problem. Regions with
slow dynamics will thus have a large metric. This can
help identifying problematic transitions. If we choose a
target distribution as in Eq. (5), more samples will auto-
matically be allocated in these regions.
(ii) The local approximation made in going from
Eq. (12) to (14) is essentially a Markov approximation.
While not always justified, a good choice of parameters
often consists of slow degrees of freedom, where a time-
scale separation naturally leads to an effective Markov
dynamics. The approximation is compatible with the
one used by Trebst et al. [16], who assume a local rela-
tion between probability current and diffusion constant.
Indeed, the metric tensor can be interpreted as the in-
verse of the diffusion tensor. In the one-dimensional case
we then recover the flow-optimized target distribution
pi(λ) ∝ 1/√D(λ) of Trebst et al., although the methods
estimate the diffusion constant in completely different
ways.
(iii) If instead of considering an extended ensemble
where λ carries out a random walk, we consider a simula-
tion in which λ slowly changes deterministically along s,
and repeat the derivation above for that case, we obtain
the metric gSCµν (λ) of Sivak and Crooks, Eq. (7). The same
is true for a sequence of equilibrium simulations with dif-
ferent fixed parameters, e.g., in constrained simulations
or umbrella sampling. Assuming proper equilibration has
taken place at each λ, the derivation of Eqs. (14) and (20)
using gSCµν (λ) becomes exact in that case. Like g
SC
µν (λ),
our metric involves a time-correlation function of the gen-
eralized force. A difference is that the former is evaluated
in an ensemble with fixed λ. In the extended ensemble
the λ-fluctuations typically help the system equilibrate
and may to some extent reduce the correlation time [33].
Hence, the metric and thereby the optimized target dis-
tribution Eq. (5) can be expected to be smoother, re-
flecting the advantages of extended ensemble simulations
compared to a sequence of fixed-λ simulations.
(iv) The metric is a function of the dynamics of
the simulation algorithm and thereby itself depends on
the target distribution. This means that the optimiza-
tion of the target distribution should be performed self-
consistently. Fortunately, this may be quite straight-
forwardly implemented within an adaptively optimizing
sampling framework as will be described next.
III. METHODS
A. Adaptively optimized sampling
Optimizing pi(λ) adaptively as g(λ) is being estimated
during the simulation (according to a procedure de-
scribed in Sec III B), requires choosing a suitable frame-
work. Here we use the accelerated weight histogram
method (AWH) [25, 26], an extended ensemble method
that updates the required weight functions fλ = fλ(t)
(see Eq. (1)) on the fly such that sampling along λ con-
verges to the chosen target distribution, P (λ) → pi(λ).
The ensemble is thus time-dependent, but in the follow-
ing we will, for ease of notation, leave this dependence
implicit when possible.
We consider now the special case when transitions
along a reaction coordinate ξ(x) is of interest, for the sake
of concreteness and since we present numerical results for
6such applications in Sec. IV. An extended ensemble may
then be defined by coupling each dimension ξµ(x) to a
harmonic potential with center at λµ and force constant
kµ,
Eλ(x) = E(x) +
1
2
∑
µ
kµ(ξ
µ(x)− λµ)2, (25)
where E(x) = βV (x) is the unbiased potential energy di-
vided by temperature kBT = 1/β, and λ
µ takes discrete
values on a fine grid. Thus, here the target distribution
is obtained by adjusting the weights fλ while keeping
a fixed grid spacing, which has the advantage that data
collected at different target distributions may be straight-
forwardly combined. Alternatively, one could achieve a
similar result by instead adapting the grid spacing. The
generalized force, see Eq. (9), corresponding to Eq. (25)
simplifies to
Fµ(x, λ) = kµ(ξµ(x)− λµ) (no sum). (26)
The free energy as a function of λ, F (λ) =
− ln ∫ dx e−Eλ(x) is calculated during the AWH simula-
tion. This is a convolved version of the PMF along ξ,
Φ(ξ) = − ln ∫ dx e−E(x)δ(ξ − ξ(x)), which is simultane-
ously extracted by AWH [26].
For large force constant k the harmonic potential will
restrain ξ ≈ λ and F (λ) ≈ Φ(ξ). The metric (16) will
remain finite in the limit kµ → ∞, in contrast to the
Fisher-Rao metric Eq. (6), which using Eq. (26) takes the
form gµν(λ) = kµδµν − ∂µ∂νF (λ) and thus is dominated
by the trivially flat first term for large kµ.
In previous MD work using AWH [26, 34], x was sam-
pled at the current λ(t), which in turn was regularly up-
dated using Gibbs sampling, i.e. drawn from
wλ(x) ≡ P (λ|x) = e
fλ− 12
∑
µ kµ(ξ
µ(x)−λµ)2∑
λ′ e
fλ′− 12
∑
µ kµ(ξ
µ(x)−λ′µ)2 , (27)
see Eq. (2). As an alternative, we here in-
stead sample x from its marginal distribu-
tion, P (x) = e−E(x)−Vb(ξ(x))/Z, where Vb(ξ) =
− ln∑λ efλ− 12 ∑µ kµ(ξµ(x)−λµ)2 is the bias potential
consistent with the current fλ, which avoids possible
high-frequency issues due to choosing large force con-
stants kµ. Samples of λ may then be drawn when needed
from wλ(x). Thus, in this formulation the extended en-
semble is a framework for the inner machinery of AWH,
which the MD simulation experiences only through the
time-dependent bias potential Vb(ξ).
AWH keeps an estimate of the free energy Fˆ (λ) that
is regularly updated using samples wλ(x(t)) collected in
between updates. After updating Fˆ (λ), the target pi(λ)
may be optimized, here according to Eq. (5) or (22) given
an estimate of the metric. Finally, the bias function fλ
is tuned consistently with Eq. (3), fλ = lnpi(λ) + Fˆ (λ),
after which sampling proceeds in the updated ensemble.
Explicitly, with n samples x(ti) taken at times ti since
the last update, the free-energy update is given by
Fˆnew(λ) = Fˆold(λ)− ln
Wref(λ) +
∑
ti
wλ(x(ti))
Wref(λ) + npi(λ)
.
Wref(λ) =
∑
t′<t α(t
′)pi(λ, t′), is a reference weight his-
togram representing the whole targeted sampling history.
Its normalization determines the overall magnitude of the
free-energy update. The scaling factor α(t) sets the ef-
fective weight for samples collected at time t. For sake of
robustness, we use an initial “burn-in” stage [35] where
the growth of Wref is artificially restricted and consis-
tently, the weights of early samples are scaled down, i.e.
α < 1. After exiting the initial stage, all samples are
weighted equally, α = 1. Employing this type of two-
stage algorithm can be critical for attaining efficient con-
vergence [36–38]. In the final stage, as Wref grows lin-
early with time, the magnitude of the free-energy up-
date decreases as ∼ 1/t and Fˆ is expected to converge
as 1/
√
t [26]. Ordinary canonical averages may be cal-
culated during the simulation by taking into account the
time-dependent sample weights and removing the time
dependent bias Vb(ξ, t),
A¯can =
∑
tA(x(t))α(t)e
Vb(ξ(x(t)),t)∑
t α(t)e
Vb(ξ(x(t)),t)
. (28)
B. Numerical calculation of the metric
Given samples {x(t)}t∈S taken at times S = {0, . . . , T}
from a trajectory of length T , we may estimate the metric
using time averages. Assuming stationarity of the aver-
age and time-reversibility we have for a time-correlation
function C(t, t′) = 〈δX(t)δY (t′)〉,
T∫
0
dt δX(t)
T∫
0
dt′ δY (t′) ≈ 2T
T∫
0
dt C(t, 0)γ∆(t) (29)
≈ 2T
T∫
0
dt C(t, 0), (30)
where γ∆(t) = |1 − t/T |, for 0 < t < T , is a triangular
window function of half width T , and the last approxima-
tion is valid for large T such that C(t, 0) has decayed suf-
ficiently on a time scale . T . Applying this to our case,
Eq. (16), together with
〈
w2λ(x)
〉 ≈∑t∈S w2λ(x(t))/T , we
thus obtain an estimate of the metric,
gˆSµν(λ) =
∆t
2
ISµ (λ)I
S
ν (λ)
IS2 (λ)
, (31)
where we have defined the sums ISµ (λ) =∑
t∈S δFµ(x(t), λ)wλ(x(t)) and IS2 (λ) =
∑
t∈S w
2
λ(x(t)),
and ∆t, the sampling time interval, comes from
discretizing the integrals.
7We expect our simulations to be significantly longer
than the correlation times we are interested in sampling.
Thus, to get a consistent and more robust estimate, we
partition the full trajectory into Nb disjoint blocks Si of
equal length in time T and calculate an estimate of the
metric for each block using Eq. (31) with S = Si. Our
final estimate of the metric is obtained as an average over
the blocks, weighting each block Si by I
Si
2 ,
gˆµν(λ) =
∆t
2
1
I2(λ)
Nb∑
i=1
ISiµ (λ)I
Si
ν (λ), (32)
where I2(λ) = I
∪iSi
2 (λ) is the sum of squared weights
including samples in all blocks.
Here we determine the block length T adaptively by
doubling T when 64 blocks have been filled, i.e. when t >
64T . In practice this means that the metric is computed
using 33 ≤ Nb ≤ 64, depending on how long time has
passed since the last doubling.
As was noted in Sec. II F, when optimizing the target
distribution pi(λ) with gˆµν(λ) according to Eq. (5), we are
modifying the ensemble and the time correlations present
in our samples, thus also changing the metric itself. In ac-
tual applications one might often have no or little prior
knowledge of the metric. In such cases one would like
to estimate the metric and use it to optimize the tar-
get distribution on the fly. Thus, the question naturally
arises when to update pi(λ) and how to combine samples
from different pi(λ) in the metric estimate. The simplest
way is to use all data in Eq. (32) and continuously, at
regular intervals, update pi(λ). Another, generally more
stable way, is to only apply Eq. (32) for samples at a
constant pi(λ), such that we obtain a set of estimates
{gˆnµν} from samples collected at different targets {pinλ}.
For this scheme, we update the target at times when the
block length doubled and then start calculating a new
metric estimate for the new target. This way, the time
sampled at fixed pin(λ) is proportional 2n. The differ-
ent metric estimates are combined as a weighted average
with weights In2 (λ). Thus, the weight of early metric es-
timates will rapidly become negligible. To summarize,
we consider the three different optimization protocols:
static: gˆ is pre-calculated from unoptimized AWH simu-
lations, as an average over the simulations, and pi(λ) is
constant throughout the simulation; dynamic, continu-
ous: gˆ is calculated on the fly using all data and continu-
ously used to update pi(λ); or dynamic, doubling : pi(λ) is
updated every time the block length used in the calcula-
tion of the metric is doubled and gˆ is given by a weighted
average of a sequence of {gˆn}, each calculated at constant
pin(λ).
IV. APPLICATIONS
We now test the use of the metric gµν(λ) for setting
the target distribution pi(λ) and improving sampling for
three atomistic systems sampled using MD simulations.
Both the AWH method and the metric calculation for
reaction coordinates were implemented in the molecular
simulation software GROMACS [39] and has been made
available in the 2018 release. For these test systems we
calculate the PMF Φ(ξ) as a function of one or two reac-
tion coordinates ξ(x). In this case, the generalized force
is given by Eq. (26). To obtain good efficiency for the
AWH method, kµ has to be chosen larger than the cur-
vature of the PMF. In addition, as we will see in the ap-
plications, the metric often shows sharper features than
the free energy. In order to obtain maximal improvement
in sampling, kµ should be chosen large enough to fully
resolve also the metric. In AWH there is no significant
computational overhead to increasing kµ and the num-
ber of grid points, so one can choose kµ as large as the
time step chosen for the integration of the system allows.
Here we use a grid spacing of 1/
√
kµ. This grid spacing
provides sufficient overlap between neighboring λ points.
Using a finer spacing improves the resolution along the
reaction coordinate, but does not affect the accuracy.
Having decided an application, we need to decide on
an error measure for the free energy. One approach is
to use the spatial average of the error in Λ. This imme-
diately brings up the question of what metric to use for
the averaging. We would argue this should be the met-
ric we propose here. But in practice one usually applies
enhanced sampling to study transitions between two (or
more) states. For the one dimensional case this natu-
rally leads to using the root mean square (RMS) error of
the free-energy difference between the extreme values of
the reaction coordinate. This is also exactly what using
the metric as target distribution optimizes for. This ap-
proach does not immediately generalize to higher dimen-
sions. So for our two-dimensional application we measure
the RMS error of the free-energy difference between two
local minima (which are located close to the extremes of
the reaction coordinates).
A. Example I: A polymer chain on a surface
As a first example we present attaching/detaching a
polymer chain to/from a surface. The polymer is a
freely jointed chain of Lennard-Jones (LJ) beads and
the reaction coordinate is the distance of the center of
mass of the polymer chain to the wall. We will ex-
press the parameters in LJ units of length σ, energy 
and time τ . The chain has 80 beads and a joint length
of σ. The surface is a 10-4 type potential, U(r) =
(pi/4)(σ/r)10 − (pi/10)(σ/r)4, obtained by integrating
a LJ potential over a plane with a surface density of
0.5σ−2. The temperature was set to 3 /kB and kµ to
1333σ−2. The reaction coordinate range was chosen as
1.25σ to 4σ, which goes from the shortest possible dis-
tance to a mostly detached polymer. The system was
simulated using Langevin dynamics with a friction coef-
ficient of 0.01τ−1 and an integration timestep of 0.001τ .
The free energy varies over the large range of 47 (in units
8of kBT ); see Fig. 1. The volume of the chain measured
as the radius of gyration stays approximately constant
at 6 σ in the whole sampling range. But to keep this
volume, the area parallel to the surface needs to increase
inversely proportional with the distance from the surface,
which requires large conformational rearrangements. In-
deed the metric shows a high peak at short distance and
flattens out at larger distance as the chain relaxes to
its “solution” state. Thus to optimize sampling along
the reaction coordinate either a nonuniform target dis-
tribution or a nonlinear transformation of the reaction
coordinate is required. As an error measure we used the
free-energy difference between the points neighboring the
end points, 1.277σ and 3.973σ, to avoid the slightly more
noisy endpoints which lack neighbors on one side. The
error, shown in Fig. 1, was estimated from the square
root of the variance over 360 independent simulations.
The unoptimized case reaches an error of 1 at a time
of 104τ and shows the expected 1/
√
t convergence af-
ter that. The statically optimized case, with the metric
taken from the unoptimized case, continues longer with
faster convergence and shows an efficiency improvement
of a factor of 1.7. This is higher than the factor 1.4 cal-
culated from Eq. (21); the difference is likely due to the
locality assumption, which is violated due to the slow and
global nature of the conformational changes involved.
When using the dynamic doubling optimization proto-
col (described in Section III B) for this system we found
only a small efficiency gain. Although the metric esti-
mate converges much faster than the free energy, a sub-
stantial fraction of the simulation time was spent on
building up the estimate of the metric. On the other
hand, the statically optimized case reflects the asymp-
totic efficiency improvement for long simulations using
dynamic protocols, where only a small fraction of the
simulation time is used to build up the metric estimate.
Thus, for much longer simulations the dynamic and static
cases are bound to approach each other, and the static
improvement factor represents the best convergence one
could obtain with such an approach. These observations
apply also to the other test cases discussed below. In ad-
dition, in practice the metric can often be estimated from
pre-production data or from prior simulations of similar
systems, in which case static optimization would exploit
that knowledge.
B. Example II: Lithium acetate in water
As a second application we present a PMF calculation
for separating a lithium and an acetate ion solvated in
water. The reaction coordinate is the distance between
the lithium and the central carbon atom of the acetate,
see Fig. 2. The model parameters and the system setup
were taken from work on optimized ion interactions [40].
The range of the reaction coordinate is from the contact
pair (0.27 nm) to the solvent bridged pair distance (0.5
nm; configuration shown in figure). The force constant k
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FIG. 1: PMF and metric for polymer-wall distance (a) and
convergence of the PMF (b). The metrics for the unoptimized
and optimized cases are identical. Note that the peak in the
metric at r = 4σ is an edge effect, which decreases when
increasing the force constant used in AWH.
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FIG. 2: The PMF and the metric along the distance (r)
between a lithium and an acetate ion. The solvent sepa-
rated configuration at r = 0.5 nm is also shown. Note that
the trivial entropic term −2 log(r) has been subtracted from
the PMF. The metric was calculated for two different sam-
pling methods, AWH or constraints; for AWH both using
an optimized and unoptimized target distribution. The met-
ric g = 1/D was also calculated for an unoptimized and a
self-consistently optimized AWH simulation using the labeled
walker approach to obtain the local diffusion constant D.
was set to 51,200 nm−2. To move between these states,
a free-energy barrier needs to be overcome that involves
moving the bridging water molecule in or out between
the ion pair.
We determined the metric and the PMF using either
AWH or the method of constraints combined with ther-
modynamic integration [41]. As noted previously, for
the latter our metric is equivalent to gSCµν (λ), Eq. (7).
In the case of AWH, simulations were performed using
either a non-optimized, pi(λ) = const., or optimized,
pi(λ) ∝ √gˆ(λ), target distribution. We furthermore test
9the three different optimization protocols described in
Section III B: static; dynamic, continuous; or dynamic,
doubling. In addition, for comparison, we optimized
AWH simulations using the method of Trebst et al, cal-
culating D(λ) using labeled walkers in an unoptimized
AWH simulation as well a for a self-consistently opti-
mized AWH simulation. The consistent “metric” in this
case is simply 1/D(λ). The constraint runs had 0.1 ns
equilibration and 4 ns data collection per point. For
AWH, we generated 120 to 200 independent runs of 10
ns each per setup.
The PMF (obtained using the method of constraints)
together with the different metric profiles are shown in
Fig. 2. The most obvious, common characteristic of ei-
ther metric is a peak close to the maximum of the PMF
barrier. At this distance the hydrogen bonding network
around the two ions needs to rearrange to accommo-
date for the bridging water moving in or out. This in-
volves movements of degrees of freedom orthogonal to
the reaction coordinate, which results in longer corre-
lation times and therefore higher metric. The metric
with the constraint method is approximately a factor 4
higher than with AWH. This can be explained by the fact
that constraining a degree of freedom hinders transitions
along other degrees of freedom that could occur more
frequently by (slight) changes in the reaction coordinate.
In contrast, the AWH method allows free diffusion along
the reaction coordinate.
To evaluate the effects on the metric of the magni-
tude of the generalized force and the correlation time,
we computed full autocorrelation forces for unoptimized
and optimized AWH runs. We observe approximately
exponentially decaying autocorrelation functions with a
correlation time of 1 to 2 ps at the base level and 25 ps
at the peak in the metric, whereas the metric differs by a
factor of 20. Thus, here the correlation time contributes
more than the magnitude of the force fluctuations to the
difference in metric.
It is interesting to note that the change in target dis-
tribution, which also affects the dynamics has negligible
influence on our metric (see Fig. 2). We have observed
this for all systems we have studied. This can be con-
trasted with the diffusion obtained from labeled walkers
where the height of the peak increases by a factor of
two after optimization. Thus a self-consistent optimiza-
tion scheme is required to optimize for this metric. For
lithium acetate we found that it no longer changes af-
ter one iteration. Statically optimizing AWH, with pi(λ)
taken from unoptimized simulations at 8 ns, improves the
efficiency by a factor 1.6; see Fig. 3. This improvement
is slightly better than expected from the simple estimate
σ2opt/σ
2
0 , see Eq. (21). Furthermore, we note the real er-
rors are higher than σ (also shown in the figure) likely
because the reduced dynamics is not fully Markovian.
The choice of dynamic optimization protocol also has a
small effect on the convergence. For this system the con-
tinuous scheme is stable and for most times the error is
lower than for the doubling procedure, as one would ex-
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FIG. 3: Convergence of the lithium acetate PMF difference
between r=0.27 and r=0.50 nm for different sampling meth-
ods (AWH or constraints) and optimization protocols. The
optimized target distribution pi(λ) ∝ √g(λ), where the met-
rics g(λ) are shown in Fig. 2. The various optimization pro-
tocols are described in the main text. For sampling using
constraints the average error, for both optimized and non-
optimized target distributions, is given as σ, see Eq. (20). σ
is also shown for AWH sampling, for which it underestimates
the actual error. The largest improvement factor 1.6 (indi-
cated by a horizontal double-headed arrow) is obtained for
sampling with AWH using static optimization.
pect. Compared to optimized sampling using the method
of constraints, statically or dynamically optimized AWH
sampling reduces the variance by a factor of 3. This
shows that choosing a sampling method with a dynamic
reaction coordinate can improve sampling significantly.
Improvement in sampling arises from faster exchange
between different important states of the system, which
should correlate with the mean round trip time τrt =
τup + τdown, where τup and τdown are the mean first pas-
sage times going in the upward and downward direction,
respectively [23]. On the contrary, Ref. [10] did not find
any significant correlation between the mean first passage
time and accuracy in replica exchange MD simulations,
possibly due to the restriction to nearest neighbor ex-
change. In our case we see that indeed the round trip
time decreases with the variance of the calculated free
energies, see Table I. Furthermore, optimization tends
to equalize up and down times. Under the assumptions
of the diffusion equation, this is a direct consequence of
maximizing the flow [23, 42]. For the unoptimized target
distribution, τdown is nearly twice as long as τup. This is
likely mainly caused by the fact that the upper bound-
ary is further away from the region with high metric.
Optimizing the sampling using our metric increases τup
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Target distr. Variance (k2BT
2) τup (ps) τdown (ps)
Unoptimized 0.027 ±0.003 66.4 ±0.4 118.3 ±1.0
Opt, static 0.017 ±0.002 74.9 ±0.2 74.3 ±0.2
Opt, label diff. 0.023 ±0.002 74.3 ±0.4 82.6 ±0.5
TABLE I: Mean square error of the PMF and mean first pas-
sage times τ for the lithium acetate ion system sampled us-
ing AWH and three different target distributions. The mean
square error was calculated for the PMF difference between
the end points of the sampling interval at 16 ns. The mean
first passage times in both directions, τup and τdown, are
brought closer together by using the optimized target.
slightly, but lowers τdown much more.
Self-consistently optimizing using the diffusion from la-
beled walkers gives an equally low τup but results in a
larger τdown. This is consistent with the slightly larger er-
ror we obtain for this case compared to using our metric,
see Fig. 3. We see from Fig. 2 that this difference must
arise either from the wider peak at r = 0.35 nm or from
the lower end r < 0.35 nm. We therefore also optimized
with a target distribution equal to the labeled walker tar-
get distribution for r > 0.29 nm but equal to the metric
optimized target distribution further down. As expected,
this increases τup and reduces τdown but leaves the round
trip time and the error unaffected. Thus we conclude
that the main difference originates from the peak region.
C. Example III: DNA base pair opening
As a third, more challenging application we present
DNA base pair opening. The most common state of
DNA is the double helix where every base pair inter-
acts through Watson-Crick (WC) hydrogen bonds. But
for its function, be it DNA replication, modification or
repair, the base pairs need to open, allowing the bases to
flip out [43]. He were study the initiation of base flipping
for a periodically connected sequence of TCTATTTATT
and its complement, where we open the sixth base pair
(shown in bold type). The Amber parmbsc1 force-field
[44] was used. As a reaction coordinate for the opening,
we used the distance of the middle WC hydrogen bond
donor and acceptor nitrogens in a T-A pair, d(N1–N3),
see Fig. 4. We previously observed [34] that during the
opening a new favorable interaction forms between the
O4 oxygen and the C2 carbon that complicates the sam-
pling, since it is not well aligned with the WC hydrogen
bond reaction coordinate. Therefore we added the dis-
tance d(O4–C2) as a second reaction coordinate. Both
coordinates are sampled from 0.25 to 0.60 nm with a har-
monic force constant of 51,200 nm−2. To avoid regions of
high free energy, which can lead to unphysical states, we
use target distribution Eq. (22) with the sigmoidal cutoff
function ϕ(z) = 1/(1 + exp(z)), where the free-energy
cutoff Fth = minλ F (λ) + 20. We ran 120 unoptimized
AWH simulations of 160 ns each. The average metric at
t = 100 ns of these unoptimized runs was used to stat-
ically optimize 120 simulations, each 120 ns long. We
also ran 200 dynamically optimized simulations, 120 ns
long using the previously defined doubling optimization
protocol. It turns out that this two-dimensional AWH
sampling converges faster than the one-dimensional case
where only d(N1–N3) is biased.
Because of the complex base pair opening mechanism,
and the likely suboptimal reaction coordinate, a small
fraction of the simulations shows poor convergence. To
avoid these problematic runs from dominating the re-
sults, we excluded runs where the empirical distribution
differed on average by more than a fraction 0.55 from
the target distribution at an average error of ≈ 0.85 (cor-
responding to times 140, 120 and 100 ns for the unop-
timized and dynamically and statically optimized runs,
respectively). Note that this criterion does not directly
involve the (converged) free energy or the error. This
excludes 4% of the simulations. Using a tighter crite-
rion excludes more simulations but does not change the
average error. Such a check is useful in general for appli-
cations of histogram-based adaptive methods.
The free-energy landscape and the target distribution
are shown in Fig. 4. We observe two, hydrogen bonded,
minima that differ in free energy by 12.0. A high peak
in the metric separates the two minima. Like in the case
of lithium acetate, most of the friction arises from rear-
rangement of the hydrogen bonding network. We com-
puted the error in the free-energy difference between the
global WC minimum and the second, local minimum.
The convergence is shown in Fig. 5 for the unoptimized
and optimized target distribution using the doubling in-
terval optimization protocol. In this case, optimizing the
target distribution reduces the required simulation time
by up to a factor of 1.5.
V. CONCLUSIONS
Extended or generalized ensembles, where one or more
system parameters are promoted to dynamical variables,
or where suitable reaction coordinates are used to guide
the system through a transition, are highly useful for en-
hancing sampling of systems with complex energy land-
scapes. The dynamics of the original very high dimen-
sional system is thereby projected onto a much reduced
space, with in general a non-Euclidean geometry. We
have introduced a suitable Riemann metric to describe
the geometric properties of this parameter manifold Λ,
and have shown that the choice of parameters and their
marginal target distribution may be guided and opti-
mized by these geometric considerations. For instance,
the geodesics form optimal pathways for evaluating free-
energy differences between two states. Further, by defin-
ing the target distribution in terms of the metric it be-
comes reparametrization invariant. Without a proper
metric the target distribution will instead depend on the
parametrization in an arbitrary way.
In a one-dimensional setting, the variance of an es-
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FIG. 4: DNA base pair opening. The closed, WC state is characterized by low values of d(N1–N3) (a), the distance between
the atoms that form the middle WC hydrogen bond. Upon base pair opening, d(N1–N3) increases, which favors a non-WC
interaction, characterized by a short distance d(O4–C2). The PMF landscape (b) has two minima, the global minimum
corresponding to the closed state and a second local minimum, corresponding to open conformations. The white region was
excluded from sampling by using a free-energy cutoff. The optimized target distribution (c), given by Eq. (5), is sharply peaked
in a transition region between the two minima.
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FIG. 5: The convergence of the free energy for DNA base pair
opening for different optimization protocols. AWH was used
to calculate the metric yielding the optimized target distri-
bution, as well as the two-dimensional PMF, see Fig. 4. The
error is based on the free-energy difference between the two
local minima of the PMF. The simulation length was set to
give a final error of ≈ 0.8. The maximum improvement factor
of 1.5 (indicated by a horizontal double-headed arrow) was
obtained using static optimization. The straight lines indi-
cate the long-time convergence rates for the unoptimized and
statically optimized cases.
timated free-energy difference between two points in Λ
is minimized by distributing the samples uniformly over
the arc length. In higher dimensions we propose to use
a uniform target distribution with respect to the metric,
Eq. (5), to allow the system to freely explore multidimen-
sional regions. This comes at a price, however, since some
importance sampling is quickly lost when sampling uni-
formly in high dimensions. There is also the risk that the
metric may amplify the target distribution in uninterest-
ing regions, in case they are hard to sample. Some ideas
for further restricting sampling to interesting regions are
contained in Eqs. (22)-(24), by introducing a free-energy
cutoff or by sampling within a metric distance from some
suitable point(s).
The metric itself is a locally defined quantity that can
be estimated reliably without requiring extensive global
sampling. This stands in contrast to the diffusion opti-
mized labeled walker approach of Trebst et al. [16], which
moreover is limited to one dimension. In the lithium
acetate test case, studied in detail above, we found a
slightly sharper target distribution and somewhat better
accuracy when optimizing using our metric. More im-
portant is that convergence of our metric depends only
locally on the amount of sampling, which makes adap-
tive updating of the target distribution easier and more
robust.
In the present work, we have focused on the applica-
tion to reaction coordinates in MD simulations. Using
the AWH method to adaptively apply a bias potential,
we have demonstrated how to carry out the optimization
in a fully automated fashion, at negligible extra compu-
tational cost. In the three examples we have presented,
a polymer at a wall, lithium acetate in water, and DNA
base pair opening, we found an increase of sampling effi-
ciency of 50–70% for the static optimization case, where
an estimate of the metric was assumed to be known from
the start of the simulation. These numbers reflect the
asymptotic improvement achievable for long simulations.
If the metric is instead calculated and applied on the fly,
the improvement factor may be smaller since part of the
simulation will be spent on building up the metric esti-
mate. When prior knowledge is available or when many
similar simulations are generated an advantageous ap-
proach is therefore to apply a static target distribution.
For very long simulations the choice of optimization pro-
tocol will be less important.
The amount of speedup gained by optimizing the tar-
get distribution depends strongly on how much the met-
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ric varies over the parameter region, see e.g. Eq. (21),
and is thus highly problem dependent. The cases stud-
ied here all converged well also using an unoptimized, i.e.
uniform, target distribution, allowing us to make these
comparisons. More difficult cases, e.g. sampling of phase
transitions [18], will have a greater potential for speedup.
We have focused here on sampling along reaction co-
ordinates. The metric may also be used to optimize,
e.g., ensembles extended along temperature or energy,
or for alchemical transformations. We described specif-
ically how to optimize the target distribution in AWH
simulations, but other enhanced sampling methods could
be used instead, e.g., Wang-Landau [13] or metadynam-
ics [14], in particular its variational formulation [45],
where the target distribution can be prescribed. Similar
geometric considerations are relevant also for thermody-
namic integration and for replica exchange (parallel tem-
pering) simulations.
The choice of parameters or reaction coordinates λ re-
mains the most difficult and critical step in applications
of enhanced sampling. The metric can in this respect be
helpful in identifying bottlenecks and other difficult-to-
sample regions in parameter space. A peak in the metric
is often an indication that degrees of freedom orthogonal
to the reaction coordinate(s) may be important. Choos-
ing a target distribution as in Eq. (5) automatically al-
locates samples to compensate for such misalignment is-
sues. However, should extreme variations in the metric
arise, one might consider other choices for the definition
of λ, which potentially avoid such bottlenecks.
To conclude, we have presented a Riemann metric on
the multidimensional space of parameters or reaction co-
ordinates, that takes time correlations into account, and
which provides a practical and general way to help de-
cide how the samples should be distributed among the
parameter values. Furthermore, the metric opens up new
possibilities to guide sampling in multidimensional free-
energy landscapes.
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