In this paper we present new results on detection and removal of redundancies of IF-THEN rules in so-called linguistic descriptions (systems of such rules). We introduce an algorithm for removal of redundancies and describe a practical application.
Introduction and motivation
In this contribution, we outline our approach to detection of so-called redundancies in systems of fuzzy/linguistic IF-THEN rules (we call such systems linguistic descriptions). Preliminary results can be found in [1] .
Notions of redundancy and inconsistency of fuzzy IF-THEN rules were studied by several authors [2, 3, 4, 5] . But, for our so-called linguistic approach originated by V. Novák [6] these questions were not adequately investigated. We were able to successfully apply our linguistic approach in analysis and forecasting of time series [7, 8] , decision making [9] or data mining [10] . We found out that this approach has distinct advantages in good interpretability, great robustness, foundations in a strong formal logical system etc. However, if we learn our rules from real-world data, as is the case of time series analysis or data mining, then interpretability can be seriously harmed by the presence of redundant rules. Users of these rules can be then buried under a high number of seemingly very similar rules and consequently would not be able to comprehend and modify them. Therefore, theoretically well-founded and efficient algorithm for detection of redundant rules is necessary. The inference mechanism tailored for our fuzzy/linguistic IF-THEN rules is called perceptionbased logical deduction (PbLD). Quite informally, it, for a given input u 0 , picks and fires that rule from the linguistic description, whose antecedent (IF part) has a maximal membership degree at u 0 .
If there are several such rules, then it picks that whose antecedent is most specific (for example, very small is more specific than small, etc.).
A fuzzy IF-THEN rule R 1 is usually thought to be redundant with respect to rule R 2 if their consequents are identical and their antecedents are different but not contradictory. For example, let R 1 and R 2 be R 1 := IF X is very small THEN Y is big,
If the interpretation of linguistic expressions roughly small and very small is such that every element which is very small is also roughly small in at least the same degree, then rule R 1 is redundant -nothing changes if it is left out. Initially it seemed to us that elimination of redundancies would consist simply in detection of pairs of rules such as R 1 and R 2 and deletion of R 1 . However, it turned out that it is not that simple. We accepted a natural definition that, informally speaking, a rule is redundant if results of inference mechanism are exactly the same if we leave this rule out. Then, the presence of other rules (with different consequents) can cause that a rule such as R 1 is all of a sudden not redundant at all. Imagine that third rule is present, namely If the interpretation of small is such that it lies "in-between" roughly small and very small (see Figure 1) , then we cannot leave out rule R 1 , because for values of X for which it is fired (result of inference should be "big") suddenly, after R 1 is left out, R 3 would be fired (and result of inference would be "small"). We call R 1 to be suspicious to be redundant with respect to R 2 and search mathematical Let us remark that our results apply also to systems of IF-THEN rules and inference mechanisms which use compatible design choices (overlapping interpretations of linguistic expressions like very small and small, inference mechanisms firing rules based on the best fit of inputs and highest specificity, etc.) Particular shapes of fuzzy sets interpreting evaluative expressions and details of inference mechanisms are not crucial from this point of view.
Theoretical background
Because of space limitations, we introduce basic notions here only. For details and discussions, see [11, 12, 1] .
Evaluative linguistic expressions
One of main constituents of systems of fuzzy/linguistic IF-THEN rules are evaluative linguistic expressions [11] , in short evaluative expressions, e.g. very large, more or less hot, etc. They are special expressions of natural language that are used whenever it is important to evaluate a decision situation, to specify the course of development of some process, and in many other situations. Note that their importance and the potential to model their meaning mathematically have been pointed out by L. A. Zadeh (e.g., in [13, 14] ).
A simple form of evaluative expressions keeps the following structure:
⟨ling. hedge⟩⟨atomic evaluative expression⟩ (1) Atomic evaluative expressions comprise any of the canonical adjectives small, medium, big, abbreviated in the following as Sm, Me, Bi, respectively.
Linguistic hedges are specific adverbs that make the meaning of the atomic expression more or less precise. We may distinguish hedges with narrowing effect, e.g. very, extremely, etc. and with widening effect, e.g. roughly, more or less, etc. In the following text, we, without loss of generality, use the hedges introduced in Table 1 that were successfully used in real applications [8] and that are implemented in the LFLC software package [15] . As a special case, the ⟨linguistic hedge⟩ can be empty. Note that our hedges are of so-called inclusive type [16] , which means that extensions of more specific evaluative expressions are included in less specific ones, see Figure 1 .
Evaluative expressions of the form (1) 
These numbers characterize the minimal, middle, and maximal values, respectively, of the evaluated characteristics in the specified context of use. Therefore, we will identify the notion of context with the triple ⟨v
In the sequel, we will work with a set of contexts
The intension of an evaluative predication "X is A" is a certain formula whose interpretation is a function
i.e., it is a function that assigns a fuzzy set to any context from the set W . Given an intension (2) and a context w ∈ W , we can define the extension of "X is A" in the context w as a fuzzy set
where ⊂ ∼ denotes the relation of fuzzy subsethood. We extend the theory of evaluative linguistic expressions by the following partition axiom: There does not exist any context w ∈ W in which there would exist some u 0 ∈ w such that
with different atomic evaluative expressions. Indeed, no element u 0 in any world is naturally assumed to belong in the degree one to a fuzzy set of small objects as well as of medium or big objects -no matter the influence of linguistic hedges.
Fuzzy IF-THEN rules, linguistic description
Evaluative predications occur in conditional clauses of natural language of the form
where A, B are evaluative expressions. The linguistic predication "X is A" is called the antecedent and "Y is B" is called the consequent of the rule (4 
Because each rule in (5) is taken as a specific conditional sentence of natural language, a linguistic description can be understood as a specific kind of a (structured) text. This text can be viewed as a model of specific behavior of the system in concern.
The intension of a fuzzy/linguistic IF-THEN rule R in (4) is a function
This function assigns to each context w ∈ W and each context w ′ ∈ W a fuzzy relation in w ×w ′ . The latter is an extension of (6).
We also need to consider a linguistic phenomenon of topic-focus articulation (cf. [17] ), which in the case of linguistic descriptions requires us to distinguish the following two sets:
The phenomenon of topic-focus articulation plays an important role in the inference method called perception-based logical deduction described below.
Ordering of linguistic predications
To be able to state relationships among evaluative expressions, for example, when one expression "covers" another, we need an ordering relation defined on the set of them. Let us start with the ordering on the set of linguistic hedges. We may define the ordering ≤ H of examples of hedges mentioned in Section 2.1 as follows:
We extend the theory of evaluative linguistic expressions by the following inclusion axiom. Let Ker(A) denotes the kernel of a fuzzy set A. For any w,
hold for any atomic expression A under the assump-
Based on ≤ H we may define an ordering ≤ LE of evaluative expressions. Let A i , A j be two evaluative expressions such that A i := ⟨hedge⟩ i A and A j := ⟨hedge⟩ j A. Then we write
In other words, evaluative expressions of the same type are ordered according to their specificity which is given by the hedges appearing in the expressions. If we are given two evaluative predications with an atomic expression of a different type, we cannot order them by ≤ LE .
Finally, we define the ordering of evaluative predications wrt. a given observation. Let us be given a context w ∈ W , an observation u 0 ∈ w and two evaluative predica-
It should be noted that usually the Topic LD contains intensions of evaluative predications which are compound by a conjunction of more than one evaluative predication. In other words, we usually meet the following situation
In this case, the ordering ≤ LE is preserved with respect to the components:
and the extension of the compound linguistic predication is given as follows
Then, the final ordering ≤ (u0,w) is analogous to the one-dimensional one.
On Figure 2 , we provide readers with a visualization of two fuzzy rules with two input variables. Note that the rectangles denote areas where the antecedent of the given rule is minimal wrt. ≤ LE . Each rectangle is also denoted by a respective consequent B i . Thus, for the sake of brevity, we will use only the rectangles to display the areas covered by antecedents jointly with the labels denoting the respective consequents, as on Figure 3. 
Perception-based logical deduction
This is a special inference method aimed at the derivation of results based on fuzzy/linguistic IF-THEN rules. A perception is understood as an evaluative expression assigned to the given input value in the given context. The choice of perception depends on the topic of the specified linguistic description. In other words, perception is always chosen among evaluative expressions which occur in antecedents of IF-THEN rules, see [6, 8, 12] .
Based on the ordering ≤ (u0,w) of linguistic predications we define a special function of local perception
Let LD be a linguistic description (5) . Let us consider a context w ∈ W for the variable X and a context w ′ ∈ W for Y . Let an observation X = u 0 in the context w be given, where u 0 ∈ w. Then, the following rule of perception-based logical deduction (r P bLD ) can be introduced:
where C is the conclusion which corresponds to the observation in a way described below. Inputs to this inference rule are linguistic description LD and local perception LPerc LD (u 0 , w) from (7). This local perception is formed by a set of evaluative expressions from antecedents of IF-THEN rules (i.e., from the topic) of the given linguistic description. Formula (7) chooses these antecedents which best fit the given numerical input u 0 , in other words, they are most specific according to the ordering ≤ (u0,w) .
Once one or more antecedents Int(X is A i ℓ ) ∈ Topic LD , i ℓ = 1, . . . , L are chosen according to (7), we compute for any of them conclusions C i ℓ :
Suppose that LPerc LD (u 0 , w) is non-empty, i.e., L > 0. Then the final conclusion C is given as a set of all L conclusions C i ℓ that correspond to L members in LPerc LD (u 0 , w), i.e.,
Usually, L = 1, i.e., there is one element in LPerc LD (u 0 , w). In this case, the only element in C will be denoted by the same letter. If Int(X is A i )(w)(u 0 ) = 0 for all Int(X is A i ) ∈ Topic LD , then, according to (7), C is the empty set.
Remark 1 Let us note that usually the final inference output is aggregated using the intersection of all elements in C. Thus, it is easy to see that whenever an LD contains two rules:
R i := IF X is A i THEN Y is B i , R j := IF X is A j THEN Y is B j , such that A i = A j and B i ≤ LE B j , the rule R j is trivially redundant.
This fact may be used in the preprocessing of linguistic descriptions in order to efficiently decrease the number of investigated rules. For the formal investigation of redundancy it suffices to deal with the non-aggregated C.

Redundancy
Basic concepts
Let us fix the notation for the rest of the paper. Let us consider a linguistic description LD and let us be given an observation u 0 in a given context w ∈ W . Let C be the conclusion derived from u 0 based on LD using the rule of perception based logical deduction given by (8) . Then this fact will be denoted by
Note that C is a set of fuzzy sets, in general. By writing, e.g., C = D we are expressing the fact that sets C and D are equal, i.e., they have precisely the same elements (fuzzy sets).
Definition 1 Let LD = {R 1 , . . . , R m } be a linguistic description (5). Rule R i is redundant in LD if
As we have mentioned, redundancy is observed as an existence of fuzzy rules with distinct overlapping antecedents and identical consequents. But as we will show below, sometimes such an intuitively redundant fuzzy rule does not have to be always redundant with respect to a formal definition of the redundancy. Therefore, such a rule will be called suspicious of redundancy and a further analysis of its potential redundancy turns out to be necessary. (5) , let {R i , R j } ⊆ LD. Rule R i is suspicious of redundancy with respect to R j (denoted by R i → R j ) if C 1 = C 2 for each value u 0 ∈ w, w ∈ W , where
Definition 2 Let LD be a linguistic description
and r P bLD :
Theorem 1 Let LD be a linguistic description (5), let {R i , R j } ⊆ LD. Rule R i is suspicious of redundancy with respect to R j if and only if
Theorem 1 claims that a fuzzy rule with an antecedent overlapped by an antecedent of another rule with the identical consequent is suspicious of the redundancy w.r.t. that rule. Furthermore, there are no other fuzzy rules that could be suspicious of redundancy w.r.t. another fuzzy rule besides those that meet the above mentioned situation. Thus, Theorem 1 specifies fuzzy rules that makes sense to investigate.
Detection of suspicious rules and their cancellation
Due to the involvement of other rules the suspicious rules do not have to be necessarily redundant which may be demonstrated easily. Let us consider a linguistic description LD with {R i , R j , R k } ⊆ LD where R i → R j , antecedents are ordered as follows A i ≤ LE A k ≤ LE A j and where the consequent B k is different from the consequents B i = B j . Then fuzzy rule R k "cancels" the redundancy of which R i was suspicious, see Figure 3 for a visualization. Naturally, one could release hypotheses stating the situation when fuzzy rule R i that is suspicious of redundancy wrt. R j is not redundant. Two such hypotheses were formulated in [1] . However, the authors also showed that such hypotheses are not generally valid because there might be some other rules that "cancel the cancellation". For a visualization of such cancellation of a cancellation we refer to Figure 4 and Figure 5 .
Nevertheless, the non-valid hypotheses may be rewritten into two valid theorems if we consider linguistic description that have only three rules [1] .
Theorem 2 Let LD = {R i , R j , R k } and let R i be suspicious of the redundancy with respect to R j . If
and either 
Theorems 2 and 3 were formulated for a linguistic description that consist of only three rules, which makes their importance from a practical point of view rather low. Nevertheless, their existence is justified by the following theorem that stems from them. This theorem already provides us with a general result for an arbitrary number of fuzzy IF-THEN rules. (1)- (3a), (1)- (3b) or (4)- (6) 
holds, then R i is redundant in LD.
The main contribution of Theorem 4 is that it provides a full classification of such rules that may cancel the suspicion of redundancy and that no other fuzzy rules may be responsible for this. Hence, we may introduce the notion of cancelling rule.
Definition 3 Let LD = {R 1 , . . . , R m } be a linguistic description (5) and let R i → R j . If either (1)-(3a), (1)-(3b) or (4)-(6) holds for
Theorem 4 then actually states that if some suspicion R i → R j exists and no cancelling rule exists in LD, then R i is redundant.
Complex answer
Section 3 provided a full classification of cancelling rules. Hence, we know in which situation a given suspicion may be cancelled. However, we also know that even such cancellation may be also eliminated (by another rule) and the suspicious rule may be really redundant even if there exists a cancelling rule.
In this section we attempt to obtain a more complex answer on a given question whether a rule is redundant in a given linguistic description or not. 
Theorem 5 Let LD be a linguistic description, let
Theorem 5 claims that if we have a cancelling rule fulfilling (1 ) − (3a) or (4 ) − (6 ), we do not have to investigate this pair R i → R j anymore because the influence of the cancellation rule may be eliminated only by another rule R p with respect to which R i is suspicious of being redundant and moreover, the cancelling rule does not have the cancellation property with respect to this "eliminating" rule R p . It means that in order to detect the redundancy of R i it is sufficient to investigate this new suspicion
Theorem 5 is crucial, but we should investigate also the situation when a cancelling rule fulfils properties (1 ) − (3b), which is the most complicated case. The reason is that the elimination is not always done by a rule to which the investigated rule R i would be also suspicious. However, a satisfactory answer is obtained even for this case. 
Theorem 6 Let LD be a linguistic description, let
Based on all the results introduced in Sections 3 and 4, we may design the following algorithm that searches for redundant rules in a given linguistic description and removes them.
Algorithm: input LD, 1) Preprocessing (using Remark 1).
2) Search for all pairs R i → R j in LD, denote them as Investigated Pairs IP .
3a)
For a pair R i → R j ∈ IP search for an R k ∈ LD (using Theorem 4). If there is no such R k , delete R i from LD and delete all pairs containing R i from IP .
3b)
If there is such an R k ∈ LD for which either (1 ) − (3a) or (4 ) − (6 ) holds, the pair R i → R j is deleted from IP .
4)
Repeat step 3) for all the pairs from IP .
5)
For a pair R i → R j ∈ IP search for an R k ∈ LD for which (1 ) − (3b) holds. If there is no other cancelling rule related to this pair, search for an R p ∈ LD fulfilling (a) − (c) from Theorem 6. If there is such an R p , then delete R i from LD and delete all pairs containing R i from IP . Otherwise delete only the pair R i → R j from IP .
6) Repeat step 5) for all the pairs from IP .
Application
In [18] , the authors studied an ensemble approach to time series forecasting which should avoid the danger of choosing an inappropriate forecasting method for a given time series by a combination of several methods. The combination is defined as a weighted mean of forecasts by individual methods and the goal of [18] was to determine appropriate weights of individual methods using fuzzy rules. Particularly, there were 7 individual methods combined in the overall forecast. The weight of each method for each time series prediction was determined with help of a linguistic description using quantitative features 3 of the given time series as antecedent variables. Thus, 7 linguistic descriptions, each determining a weight of an individual method, had to be determined.
A detailed analysis of the dependence of the precision of each method on the chosen features plays an essential role. In [19] , the authors have shown that this exploration may be done with help of linguistic associations mining, particularly, with a fuzzy variant of the GUHA method originally proposed by P. Hájek [20] . However, the fuzzy GUHA method [10, 21] necessarily produces lots of approved yet redundant implicative associations that may be viewed as fuzzy IF-THEN rules. Obviously, an efficient method that significantly decreases the number of fuzzy rules in the generated linguistic descriptions but without any influence on their behavior, is highly desirable.
The seven chosen individual methods were the following ones: Seasonal ARIMA, Exponential Smoothing (abb. ES), Decomposition Technique (DT), Random Walk (RW), Random Walk with a drift (RWd), GARCH and Moving Averages (MA), see Table 2 . Expected precision of each of the method is dependent on various features and thus, the different dimensionality led to different numbers of generated rules.
Methods No. of generated rules Reduced no .  ARIMA 7240  141  DT  9  3  ES  686  31  GARCH 17  7  MA  324  25  RW  234  23  RWd  152  20   Table 2 : Number of rules generated by GUHA and number of rules after post-processing.
As we may see from Table 2 , the theoretical research that led to a design of the algorithm introduced in Section 4 significantly reduced the number of fuzzy rules in these linguistic descriptions.
Additionally, we provide readers with one of the linguistic descriptions before and after the redun- dancy analysis (Table 3) . Because of the space requirements, we choose the linguistic description that sets-up the weight of the GARCH method and thus, implicitly, determines a class of time series (with particular features) for which this method usually works. One may easily see, that e.g. R 1 → R 7 , but, there is a cancelling rule R 6 fulfilling (1 ) − (3b) and no eliminating rule. However, R 1 is redundant anyhow because R 1 → R 8 also holds and there is no cancelling rule related to this suspicion. Later on, also R 8 is deleted as redundant because of the suspicion R 8 → R 7 and no cancelling rule.
Conclusions and future work
As we have shown, intuitively redundant rules are not always redundant and thus, a deeper and formally correct approach had to be introduced. Our approach is based on detecting the rules that are suspicious of redundancy and their further investigation. Full classification of the rules that are suspicious of redundancy has been provided. We also obtained a full classification of rules that may cancel the suspicion of redundancy, so called "cancelling rules". Finally, we have presented theoretical results that allowed us to construct an algorithm that detects and deletes redundant rules. It works in such a way that the behavior of the linguistic description is preserved but, as our application show, the number of rules is reduced significantly. This formal understanding of redundancy, which stresses the fact that original and new linguistic descriptions are equivalent from the point of view of their behavior, is significantly different in comparison with other approaches aiming mainly at a simplification of linguistic descriptions [3, 4] that use various techniques, e.g. rules merging. Of course, their use may be also beneficial. However, there is no guarantee that the output of simplified linguistic descriptions is equivalent with the output of the original one.
It should be recalled, that especially if fuzzy IF-THEN rules are generated automatically from data, then redundant rules can occur quite often. Higher dimensionality may even strengthen this unwanted effect. The detection and removal of such rules can be really useful from the point of view of performance and interpretability. We have presented one of such real-life examples where the introduced redundancy analysis made possible to apply so far totally unapplicable yet theoretically approved fuzzy rules generated by the linguistic associations mining procedure.
