Dementia patients exhibit considerable heterogeneity in individual trajectories of cognitive decline, with some patients showing rapid decline following diagnoses while others exhibiting slower decline or remaining stable for several years. Dementia studies often collect longitudinal measures of multiple neuropsychological tests aimed to measure patients' decline across a number of cognitive domains. We propose a multivariate finite mixture latent trajectory model to identify distinct longitudinal patterns of cognitive decline simultaneously in multiple cognitive domains, each of which is measured by multiple neuropsychological tests. EM algorithm is used for parameter estimation and posterior probabilities are used to predict latent class membership. We present results of a simulation study demonstrating adequate performance of our proposed approach and apply our model to the Uniform Data Set (UDS) from the National Alzheimer's Coordinating Center (NACC) to identify cognitive decline patterns among dementia patients.
Introduction
Dementia is common in the elderly population, with Alzheimer's disease (AD) the leading cause. [1] . It is characterized by the progressive decline of cognitive function, leading to impairment in the individual's ability to perform daily activities and the consequent loss of independence. There is considerable heterogeneity in the individual trajectories of cognitive decline among dementia patients, with some patients showing rapid decline while others exhibiting a slower decline or remaining stable [2] . The heterogeneity of the cognitive decline also varies across cognitive domains such as memory and language. Prior research has shown that typical patients with AD have primarily memory deficits often accompanied by deficits in language [3] [4] [5] , whereas patients with frontotemporal dementia (FTD) had greater impairment in language and less impairment in the memory domain [6] [7] [8] [9] [10] .
Research on the identification of distinct longitudinal trajectories of cognitive decline has focused on univariate cognitive outcomes, measured by a single neuropsychological test using group-based trajectory models (GBTM) [11] [12] [13] and growth mixture models (GMM) [14] [15] [16] . GBTM is also known as latent class growth analysis (LCGA) [15] and was proposed by Nagin and colleagues [11] [12] [13] while GMM was developed by Muthén et al [14] [15] [16] . Both models assume that subjects belong to one of several subpopulations/groups/latent classes, each characterized by a unique longitudinal trajectory. A key difference between GBTM and GMM is that GBTM assumes conditional independence, i.e. longitudinal measures across time for a given subject are independent, whereas the GMM includes a random effect allowing correlation of longitudinal outcomes for a subject [15] . Therefore, GBTM can be considered a special case of GMM [15] .
Despite the successful application of the GBTM and GMM models in many research studies [12, 15] , these models are not well-suited for the longitudinal analyses of dementia due to the fact that each latent construct can only be from one test. Many studies of cognitive decline in dementia patients have collected data across several cognitive domains with multiple neuropsychological tests in each domain. Tests within each domain are measures of same underline latent construct from different prospective. Proust-Lima and colleagues extended the GBTM and GMM models to multivariate longitudinal data by treating the multiple tests as reflecting a single unobserved quantity following a latent process that exhibits distinct longitudinal patterns across groups [17, 18] . Although this approach has the flexibility to handle multivariate cognitive outcomes, it allows only exploration of the longitudinal patterns of a single underlying quantity and does not make use of the full capability of the models. In dementia studies where many neuropsychological tests are used to measure different aspects of cognitive function including memory, language, and executive function, it is more realistic to assume multiple latent quantities and identify longitudinal patterns associated with these various cognitive domains.
In this paper, we extend the model proposed by Proust-Lima et al by allowing more than one latent quantity, each of which can be measured by multiple tests, and identifying subpopulations of patients who exhibit distinct longitudinal patterns in these latent quantities. Our work was directly motivated by studies of cognitive decline among dementia patients. Our proposed approach is aimed at identifying longitudinal patterns of cognitive decline defined in multiple cognitive domains. The identified sub-populations share the similar cognitive decline patterns therefore may share the same disease etiology; thus, it can help us to find better patient care and treatment. In addition, these phenotypically homogeneous sub groups can be used to improve the ability of searching dementia genes in genetic studies.
The remainder of this paper is organized as follows. In Section 2, we introduce the multivariate finite mixture latent trajectory model. We discuss parameter estimation using the EM algorithm Section 3. We present results from simulation studies in Section 4. Section 5 includes results from the application of our model to the Uniform Data Set (UDS) from the National Alzheimer's Coordinating Center (NACC) [19] . We present a discussion and conclude the paper in section 6.
The Multivariate Finite Mixture Latent Trajectory Model
Assume that the population consists of G subpopulations represented by G latent classes. For individual i, i = 1, …, N, we define a G-dimentional vector ω i denoting the latent class membership, with ω ig = 1 if individual i belongs to class g and 0 otherwise. Suppose there are K neuropsychological tests with continuous outcomes representing cognitive function in D cognitive domains. Let be the vector of all measurements for individual i. y ik is then a vector of length n ik , which denotes the number of longitudinal measurements on individual i for test k (k = 1, …, K); hence the length of y i is . Let X 1i (t) and Z i (t) be the matrices of covariates collected for individual i. Z i (t) can have partial or all columns of X 1i (t) but contains at least one time variable. Then a measurement model if individual i is in latent class g is:
Where the latent trajectory is defined as:
The length of latent process Λ i|ω ig = 1 (t) is also . Note that tests in the same domain share the same latent process by having the same values in Λ i|ω ig = 1 (t). β g is the vector of class-specific fixed effects from all cognitive domains in latent class g. Its length is P × D, where P is the number of covariates. b ig is the class-specific random effects for all domains in latent class g. Similar to β g , b ig has length q × D, where q is the number of random effects. We assume that b ig has a multivariate normal distribution with and B is the covariance matrix of the first latent class, similarly defined as in Proust et al [17] . c i in (1) is the K-vector of test-specific random intercept. It introduces correlation among scores of the same test from the same individual. Here we assume c i is distributed as where γ g is the vector of the class-specific regression coefficients. For identifiability purposes, γ G are set to 0. Covariates used here can be the same or different from X 1i (t) in equation (2).
Parameter Estimation
Since the latent class memberships are unobserved and there are also multiple random effects, the expectation-maximization (EM) algorithm can be used for obtaining parameter estimates [20] [21] [22] [23] . Let be the parameters to be estimated, and f ig (y i ) be the density function of y i in latent class g; then the observed-data likelihood is: The log-likelihood for the complete data is (5) where l is the dimension of square matrix B. 
The EM algorithm
The EM algorithm involves taking the conditional expectation of the complete-data loglikelihood and updating the parameters by maximizing the conditional expectation. Based on (5), we can see that the E step at o th iteration involves evaluating the following conditional expectations for each subject:
Calculation of the first conditional expectation is straightforward: (6) which is the posterior probability of subject i belonging to latent class g at the current parameter estimate.
In addition, Therefore, similarly, we only need to calculate:
The joint distribution of is a multivariate normal distribution with mean:
and variance matrix: And variance-covariance matrix (8) From (8) above: (9) Thus, all conditional expectations can be obtained from (9) .
Implementing the M-step is relatively trivial since there exists a closed-form solution to the maximization of the conditional expectation of the complete-data log-likelihood for the majority of the parameters except for in the model for , which has to be updated numerically. For all other parameters, closed-form solutions are available and are given below:
The E-step and M-step will be repeated until the difference of observed likelihood becomes smaller than a pre-specified threshold. For model fitting and parameter estimation we used SAS PROC IML. Initial parameter estimates used in the iterative program were obtained using SAS PROC NLMIXED without any random effects. To avoid local maxima, different initial parameter values around the estimates from PROC NLMIXED were used. Variance covariance matrix was calculated using the negative inversion of Hessian matrix by using the SAS function NLPFDD through the finite-differences method.
Posterior classification and model selection
Assignment of each subject into a latent class can be achieved using the posterior probability defined in (6) and estimated based on the maximum likelihood estimates of the parameters. As can be seen from (6) , group membership is jointly determined by both probabilities in each group and group specific latent trajectories [12] . A subject is classified in the latent class for which he or she has the highest posterior probability [12] . While this class assignment appears subjective, it was shown to be an optimal choice under the normal distribution assumption in terms of minimizing the probability of error, i.e., assigning the subject to the wrong class [24] . If the normal distribution assumption is violated, this method of assignment may not retain its optimal property. Other classification approaches may be explored including the K-nearest neighbor classification method and random assignment [25, 26] . These posterior probabilities are then used to evaluate the degree to which the latent classes can be distinguished by the data [27] . Specifically, we will calculate a G × G classification table, with each row representing the average posterior probabilities for each latent class among subjects assigned to a given latent class [27] . High diagonal values close to 1 and low off-diagonal values close to 0 indicate good classification quality.
The number of latent classes for each data set is unknown and needs to be pre-specified before each model estimation procedure. Many model selection procedures can be used to select the 'best' model when varying numbers of latent classes are used. In this study, Bayesian information criterion (BIC) [28] will be used to select the number of latent classes. Although there has been conflicting conclusions about its performance [12, 20, [29] [30] [31] , BIC has been found to have superior performances in several studies [12, 29] . With its ease to implement, BIC has been recommended by many researchers to select the number of latent class [12, 13, 15] .
Simulation Studies
For the simulation study, we focused on parameter estimation and latent class classification, i.e., whether we can identify the true trajectories and assign individuals into the correct latent classes. Data were simulated under two cognitive domains with two tests in each domain. For each domain, linear trajectory was assumed. In addition to a time variable, a binary variable and a continuous variable were simulated as covariates for the domain specific fixed effects. For class specific random effects, both intercept and slope were assumed. To determine the latent class membership, one continuous variable was simulated. We designed the simulation studies to mimic longitudinal data arising from medical research, which usually contain missing data. Each sample was first simulated to have measurements at three time points and test scores at one to two time points were then randomly set to be missing for some randomly chosen samples.
Five scenarios with 2, 3, 4, 5, 6 latent classes were simulated. For each scenario, we generated 500 replications with each replication consisting 1500 subjects. Under each scenario we fitted a latent trajectory model with the true number of latent classes, e.g., for data that consist of 4 latent classes, only the 4-class model was fitted. Table 1 shows the resulting parameter estimates for the two-class model. It appears that our proposed method yields adequate parameter and standard error estimates for all model parameters. Similar results were obtained for the 3 to 6-class models (Appendix). Table 2 includes average coverage probabilities of 95% confidence intervals for all model parameters and misclassification rates. Coverage estimates are defined as the percentage of times that the 95% confidence interval of a parameter estimate contains the true parameter across all replications. Misclassification rate is calculated as the percentage of samples that are assigned to the wrong latent class according to the posterior probability. In our simulations, misclassification rates ranged from near 0 to 13.97%, with misclassification rates tending to increase with the number of latent classes. This is expected since there is more opportunities for classification error when there are more latent classes. In addition, for a fixed sample size, as the number of latent classes increases, the number of samples within each latent class decreases, leading to increased standard error estimates of class-specific parameters. Classification error thus increases with less well-separated classes.
Application to the UDS data
The proposed multivariate finite mixture latent trajectory model was applied to examine longitudinal patterns of cognitive decline among dementia patients using data from the UDS in the NACC data repository. The UDS is an ongoing data collection that was implemented in 2005 at 34 past and present NIA-founded Alzheimer's Disease Centers (ADC) around the country [19] . Patients were recruited into the ADCs and followed annually to collect information relevant to aging and dementia, including performance measures on neuropsychological tests in multiple cognitive domains such as memory and language [32, 33] .
We used UDS Jan. 2014 data freeze. The sample in the analysis included Caucasian patients with any type of dementia who had at least four annual cognitive evaluations. We also restricted our analyses to those whose cognitive decline began after 60 years of age in order to exclude patients with early onset dementia. Tests from two cognitive domains were used: logical memory immediate and delayed recalls tests for the memory domain; Animal Fluency Test and the Boston Naming Test for the language domain. As indicated by Weintraub et al, age of onset, gender and education had significant effects on test scores and were included in both the class membership model and the latent trajectory model [33] . Final analysis data set included 30,004 observations from 1517 patients, of whom 52.74% were male with 15.07 mean years of education and 73.33 as mean age of onset. Since these four test scores have different ranges, all outcomes were rescaled to be between 0 and 10 to achieve computational efficiency. In addition, education (in number of years) and age of onset (in years) were rescaled to be between 0 and 1. The time variable, age, was measured by decades and centered on the mean age. We tested linear and quadratic trajectories with the assumed number of latent classes ranging from 2 to 6. We present the estimated log likelihood and BIC for all models in table 3.
It can be seen that the differences between linear and quadratic models are small relative to the complexity of the models. Therefore, we chose the linear model for its ease of interpretation. The decrease in BIC was more pronounced when the number of latent classes increased from 2 to 4, but the BIC values became relatively flat with 4 or more latent classes; thus, we chose the model with 4 latent classes as the final model following the recommended practice by several authors [12, 13, 15] . Parameters estimates in the multinomial model for latent class memberships and for the fixed effects in the latent trajectory models are presented in table 4.
In figure 1 , we present the predicted trajectories of male patients with 15 years of education and age of onset at 73 (chosen as the sample means) in four latent classes. Latent class 1 has the steepest decline in language but is relatively flat in memory decline; latent class 4 has the fastest decline in memory and also the second fastest decline in language; patients in latent classes 2 and 3 have less decline in both language and memory domains than those in latent classes 1 and 4.
We further examined the association between patient characteristics and the four identified latent classes and present the results in Table 5 . Since APOE e4 allele is an important risk factor for AD and about 60% of AD patients carrys this allele [19, [34] [35] [36] [37] , we also included percentages of samples having it in each latent class. Latent classes 3 and 2 captured the majority of patients followed by latent class 1 and 4. More than 70% of the patients in latent classes 1 and 3 were clinically diagnosed as probable AD only as defined by NINCDS-ADRDA criteria [38, 39] and no any other form of dementia, while class 2 had the lowest percentage of probable AD only (41.37%) and the highest percentage of other demenitas. Patients in latent class 1 also had the highest percentage of being an APOE e4 carrier compared to patients in the other classes. For latent classes 2 and 4, about half of samples have other types of dementia and not surprisingly, less than half of samples have APOE e4 allele. However, just as there were differences between latent classes 1 and 3, latent classes 2 and 4 also differ in gender composition, years of education, and age of onset pointing to potentially different etiologies.
To evaluate model fit, the average posterior probabilities for the linear model with 4 latent classes are presented in table 6. The diagonal values are all greater than 0.84, indicating a good separation of the four latent classes.
Discussion
In this paper, we proposed a multivariate finite mixture latent trajectory model targeted to data that are often encountered in dementia studies. In these studies, there are multiple domains of cognitive performance, each of which may be measured by multiple neuropsychological tests. Our model is an extension of GBTM, GMM and the non-linear latent class model proposed by Proust-Lima et al, and can be used in studies where more than one test for the same underlying variable has been measured. We applied our method to the UDS data and identified four latent cognitive decline patterns.
Given that multiple cognitive measures are routinely collected in dementia and aging studies, appropriate statistical models with realistic assumptions for multiple tests in more than one domain are extremely important. The naïve method of analyzing data with multiple tests by modeling each test with a separate latent trajectory and without combining the information across different cognitive domains can lead to the spurious identification of many latent classes. There are some existing methods that attempt to reduce dimensionality by combining tests within the same domain using summed or weighted average test scores. However, as indicated by Gray and Brookmeyer, data reduction may cause loss of information and the results may be difficult to interpret [40] . In our method, by jointly modeling tests within the same domain, the number of model parameters is greatly reduced. By adding random test-specific effects, the differences and correlations among tests are accounted for. Furthermore, since these tests are often measurements of the same underlying latent construct, joint modeling can improve our ability to identify this construct.
The identified latent classes can be used for therapeutic and research purpose. Since patients in the same latent classes share similar cognitive decline patterns, this can help care providers and clinicians for better patients care and treatment. In addition, patients in each latent class may share the same disease etiology and may be caused by same genes; therefore the power in genetic studies that look for genes related dementia can be improved. For example, based on recent summary at ALzGene database, 695 genes related AD are found from 1395 studies, however, only a few of them are confirmed by multiple studies [34, 35] . The reason for this is, although patients are all clinically diagnosed as AD, their cognitive decline patterns differ dramatically and this heterogeneity makes results from a given study hard to replicate thus the ability to find true genes is greatly reduced. Our method can be used to find samples that have similar cognitive decline patterns and genetics studies from these phenotypically homogenous sub groups will be more comparable.
In our model, we assumed a normal distribution due to its tractability and ease of implementation. In our application, the distributions of logical memory immediate recall, Animal Fluency Test and the Boson Naming Test were approximately normal while logical memory delayed recall showed skewness to the right. However, the normal distribution assumption may not apply for tests that have categorical or binary responses. In the future, we will extend our work to model non-normal variables and/or mixed types of variables. Another limitation of using the normal assumption lies in selecting the number of classes using information-based criterion like BIC. It has been observed in this and many other studies that BIC always decreases as more classes are added [12, 20] . This problem is more pronounced when the sample size is large and sample sizes in each class are unbalanced. In these cases, the latent classes with larger sample sizes can be split into two or more latent classes [12] and currently the best way to address this problem is using external information to aid in model selection.
A common problem encountered in many dementia studies is floor or ceiling effects associated with some of the test scores. Proust et al proposed a transformation for the test scores using the cumulative beta distribution and demonstrated that the transformation fits the data well under these circumstances [17] . Jacqmin-Gadda et al have proposed a semiparametric latent process model to address the particular problem of differential sensitivity of tests at different dementia stages [41] . In situations where a test consists of multiple items, an alternative approach is to model the distribution of individual item scores instead of the aggregated test score using the item response theory (IRT) [42] [43] [44] . This approach has the advantage of handling the floor and ceiling effect. However, it was designed to allow a single latent trajectory and additional research is needed to extend it to include multiple latent trajectories from more than one cognitive domain. Future research will be needed to generalize our models to increase their robustness given these additional challenges. Estimated trajectories of language (left) and memory (right) decline for male dementia patients with education and age of onset at the sample means in four latent classes. Table 3 Estimated log likelihoods and BICs in the UDS data for various models assuming different numbers of latent classes. Table 4 Parameter estimates for the latent class memebership model and for the fixed effects in the latent trajactory model. Table 5 Patients characteristics by the four identified latent classes. 
