Introduction
This is a sequel to our previous paper [4] where we initiated a study of inverse eigenvalue problems for matrices in the multiparameter setting. The one parameter version of the problem under consideration asks for conditions on a given nxn symmetric matrix A and on n given real numbers s l^s2^ ' " ^s n under which a diagonal matrix V can be found so that A + V has s l ,...,s n as its eigenvalues. Our motivation for this problem and our method of attack on it in [4] comes chiefly from the work of Hadeler [5] in which sufficient conditions were given for existence of the desired diagonal V. Hadeler's approach in [5] relied heavily on the Brouwer fixed point theorem and this was also our main tool in [4] . Subsequently, using properties of topological degree, Hadeler [6] gave somewhat different conditions for the existence of the diagonal V. It is our desire here to follow this lead and to use degree theory to give some results extending those in [6] to the multiparameter case.
In Section 2 we study the inverse eigenvalue problem for one equation with two spectral parameters and in Section 3 we apply these results to linked systems of such equations and to the quadratic eigenvalue problem thus paralleling our earlier work [4].
One equation with two parameters
In this section we are given n x n symmetric matrices A, B, C where, without loss of generality, we assume that the leading diagonal elements of A namely a,; = 0, l^i^n . For each (A, n) e U 2 the matrix is also symmetric and we list its eigenvalues as
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There is no a priori guarantee that the sets Z,{A) are nonempty but various fairly weak conditions preventing Z ( (A) = 0 have been discussed in [2] . It will be enough for us here to assume that at least one of B, C is positive (or negative) definite. As in [4] , we use the cone CclR 2 given by and we assume Hypothesis 2.1. The points (s,, I,) are C-ordered; i.e.
(Sj, tj) -(s ; , £;) e C whenever j ^ i. We should point out that while we have considered here an equation with exactly two parameters, similar arguments can be presented for eigenvalue problems of the form
Linked systems and quadratic eigenvalue problems
Firstly suppose we are given Hermitean matrices A lt B u C l of size n t x«,, and A 2 , B 2 , C 2 of size n 2 x n 2 . Consider the 2 x 2 multiparameter eigenvalue problem
An eigenvalue is a pair (X u k 2 ) e R 2 for which this problem can be solved. A customary hypothesis which we shall adopt to ensure the existence of eigenvalues is "right definiteness":
There is now no loss in assuming that say both Bj and B 2 are positive definite. Under RD there are n^n 2 eigenvalues X = (X u k 2 ) which can be indexed systematically as A' 2 , in the sense that has 0 as its ith (respectively jth) eigenvalue for k = 1 (respectively 2). The cone C for this situation is
The recent survey paper [3] provides an overview of the (direct) theory of multiparameter eigenvalue problems. As before we may assume A u A 2 have zero leading diagonals. As a further application of our main result we consider the quadratic eigenvalue problem where A, B, C are given nxn symmetric matrices. We can assume that either B or C is positive definite and we ask for conditions under which a diagonal D can be found so that the problem with A + D in place of A has given numbers s u ...,s n as eigenvalues. The above results answer but a few of the many open questions in inverse eigenvalue theory in the multiparameter setting. Our earlier discussion ( [4] , Section 6) gave a brief outline of other interesting possibilities.
