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2 Pregled področja 3
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Naslov: Vizualizacija algoritmov za urejanje
Avtor: Maja Nikoloska
Abstraktnost programskih konceptov in pomanjkanje interesa študentov
sta glavna vzroka za visoko stopnjo neuspeha na uvodnih tečajih progra-
miranja in visoke stopnje osipa študentov na fakultetah. Da bi pomagali
študentom in jih motivirali, raziskovalci nenehno predlagajo različna orodja.
Ena od številnih takšnih metod je vizualizacija algoritmov, ki izbolǰsuje ka-
kovost pouka in laǰsa učenje algoritmov. Človeški možgani namreč lažje ob-
delajo vizualne slike kot obsežne kose izvorne kode, zato človek lažje razume
postopek izvajanja algoritmov. Cilj je najti različne pristope in znižati ra-
ven abstrakcije algoritmov. Ciljna skupina so učenci, ki jih zanima področje
računalnǐstva in informatike in nimajo predznanja s področja algoritmov ure-
janja ali pa se teh algoritmov ravno učijo. Spletna aplikacija, izdelana v di-
plomski nalogi, vključuje učenje po korakih (to je eden od najučinkoviteǰsih
načinov razumevanja abstraktnih konceptov), učenje po iteracijah in vizua-
lizacijo na večji množici podatkov.
Ključne besede: algoritmi za urejejanje, algoritmi, vizualizacija.

Abstract
Title: Visualization of sorting algorithms
Author: Maja Nikoloska
Abstract: The abstractness of program concepts and the lack of students’
interest are the two main reasons for the high failure rate in introductory pro-
gramming courses and the high dropout rate of students in colleges. To help
and motivate students, researchers are constantly proposing various tools.
One of many such methods is visualization of algorithms, which improves
the quality of lectures and facilitates learning of algorithms. The reason is
that the human brain processes visual images more easily than long pieces
of source code, making it easier for a person to understand the process of
implementing algorithms. The aim of this diploma thesis is to find different
approaches and to lower the level of the abstraction of algorithms to the be-
ginners, so the focus is on a group of students who are interested in the field of
computer science and informatics and do not have prior knowledge of sorting
algorithms or they just learn them.The application created in this diploma
theses involves step-by-step learning (this is one of the most effective ways
to understand abstract concepts), learning by iteration, and visualization on
large datasets.




Uvodne teaje programiranja pogosto obiskujejo študentje različnih ravni pred-
znanja. Tudi fakultete se soočajo s to težavo. Približno polovica študentov,
ki se vpǐsejo vsako leto, je popolnih začetnikov programiranja in jasno je, da
je analiza algoritmov zanje velik izziv.
Namen uvodnih tečajev in univerzitetnih predavanj je, da študentom
predstavijo osnovne programske koncepte in jim tako pomagajo pri usva-
janju programskih veščin. Ta cilj je pogosto zelo težko doseči in po nekaterih
študijah (npr. [9]) imajo uvodni tečaji programiranja razmeroma veliko sto-
pnjo osipa in stopnjo odpovedi. Razlika med načinom pouka in učnega sloga
študentov je eden od glavnih razlogov, zakaj se uvodni tečaji programiranja
ali univerzitetna predavanja dojemajo kot težka. Med razlogi za neuspeh je
najpogosteǰsi abstraktnost programskih konceptov, saj je to prvi tečaj ali
predavanje, kjer se študenti soočijo s programiranjem. Odkrili so tudi, da
študentje algoritme za reševanje problemov dojemajo kot veliko večjo oviro
kot sintakso samega programskega jezika. Kompleksne algoritme, kot so ite-
racije, rekurzije ali algoritmi za urejanje, je namreč zelo težko razumeti in se
jih naučiti le z opazovanjem vrstic izvorne kode ali diagramov poteka. Če pa
lahko študentje nadzorujejo nabore podatkov in si ogledajo celoten postopek




Da bi olaǰsali razumevanje, analizo in načrtovanje algoritmov za urejanje,
je v diplomski nalogi predstavljen uporabnǐski vmesnik za njihovo vizualiza-
cijo. S pomočjo vmesnika se študenti usmerjajo v učni proces s podrobno
razlago po korakih.
Namen razvite aplikacije je uporabniku omogočiti enostavno uporabo in
lažje učenje s čim več povratnimi informacijami. Razvili smo tri načina
vizualizacije. Prvi način smo razvili zato, da bi si lahko uporabnik v glavi
lažje predstavljal, kako se algoritem dejansko izvaja, in da ga bo lahko ločil od
ostalih. Podatki so predstavljeni s stolpičnim diagramom, algoritem pa ureja
stolpce od najmanǰsega do največjega. Drugi način vizualizacije je izdelan po
načelu “korak za korakom”, njegov namen pa je, da uporabnik lažje razume
izvajanje algoritma. Ta metoda za vsak korak prikaže navodilo, ki pove, kaj
natančno algoritem takrat počne. Namen tretjega načina vizualizacije, ki
deluje po načelu “iteracija za iteracijo”, je, da lahko uporabnik opazuje, kje
se vsak posamezni element nahaja v posamezni iteraciji.
Da bi olaǰsali razumevanje, analizo in načrtovanje algoritmov za urejanje,
je v diplomski nalogi predstavljen uporabnǐski vmesnik za njihovo vizualiza-
cijo. S pomočjo vmesnika se študenti usmerjajo v učni proces s podrobno
razlago po korakih.
Namen razvite aplikacije je uporabniku omogočiti enostavno uporabo in
lažje učenje s čim več povratnimi informacijami. Razvile smo tri načina vi-
zualizacije. Prvi način smo razvili zato, da si lahko uporabnik v glavi lažje
predstavljal, kako se algoritem dejansko izvaja, in da ga bo lahko ločil od
ostalih. Podatki so predstavljeni s stolpičnim diagramom, algoritem pa ureja
stolpce od najmanǰsega do največjega. Algoritem je predstavljen z grafom,
ki ureja podatke od minimuma do maksimuma. Drugi način vizualizacije je
izdelan po načelu “korak za korakom”, njegov namen je, da uporabnik lažje
razume izvajanje algoritma. Ta metoda za vsak korak prikaže navodilo, ki
pove, kaj natančno algoritem takrat počne. Namen tretjega načina vizua-
lizacije, ki deluje po načelu “iteracija za iteracijo”, je, da lahko uporabnik
opazuje, kje se vsak posamezni element nahaja v posamezni iteraciji.
Poglavje 2
Pregled področja
Urejen seznam je seznam, v katerem so elementi urejeni numerično, po
abecedi, ali drugem vnaprej določenem vrstnem redu. Na primer, seznam
[100, 200, 300, 400] je urejen numerično in naraščajoče, seznam [400, 300, 200, 100]
je urejen numerično in padajoče, seznam [A,B,C,D,E] pa je urejen po abe-
cedi. Po dogovoru so prazni seznami in seznami z enim samim elementom
vedno urejeni.
Seznam A[0, 1, 2, ..., n − 1] je urejen naraščajoče, če za vse i < j velja
aj ≤ aj.
Seznam A[0, 1, 2, ..., n−1] je urejen padajoče, če za vse i < j velja aj ≥ aj.
Algoritem za urejanje je algoritem, ki elemente seznama preuredi v določenem
vrstnem redu. Algoritem za urejanje potemtakem preslika vhodni seznam v
izhodni po sledečih pravilih:
• Vhod je seznam A velikosti n, A[0, 1, 2, ..., n − 1], ki ga je mogoče
urejati.
• Izhod je permutacija vhoda A, urejena v naraščajočem ali padajočem
vrstnem redu B.
Algoritmi za urejanje v računalnǐstvu zavzemajo pomembno mesto, saj
lahko pogosto zmanǰsajo kompleksnost problema. Učinkovito urejanje je
pomembno za optimizacijo drugih algoritmov (na primer algoritmov iskanja,
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spajanja, algoritmov tipa deli in vladaj itd.), za katere so potrebni vhodni
podatki v obliki urejenih seznamov.
Vsi algoritmi za urejanje imajo skupen cilj, da ustvarijo urejen seznam,
razlikujejo pa se po postopku izvajanja. Pomembno je poznati časovno in
prostorsko zahtevnost vsakega algoritma oziroma, z drugimi besedami, kako
hitro se algoritem izvaja in koliko prostora pri tem porabi. Časovna zah-
tevnost algoritma predstavlja število operacij, ki jih algoritem izvede pri
danih vhodnih podatkih, preden vrne rešitev. Na primer, če ima algoritem
najslabši čas delovanja O(n2), potem njegova poraba časa v odvisnosti od
velikosti vhoda n niti v najslabšem primeru ne bo naraščala hitreje od neke
kvadratne funkcije v odvisnosti od n, če ima povprečni čas delovanja O(n),
pa bo poraba časa v povprečju naraščala kvečjemu kot linearna funkcija v
odvisnosti od n. Prostorska zahtevnost pa podaja velikost(dodatnega) pro-
stora, ki ga algoritem potrebuje pri izvajanju.
Stabilnost je naslednja pomembna lastnost algoritmov za urejanje. Al-
goritem urejanja je stabilen, če ohrani medsebojni vrstni red elementov z
enakimi vrednostmi ključev (kjer je ključ vrednost, po kateri algoritem ureja
vhodne podatke). Na primer, stabilno urejanje nam omogoča, da seznam
oseb, podanih z imenom in priimkom, pravilno uredimo tako, da seznam
najprej v celoti uredimo po imenih, nato (v ločeni fazi) pa po priimkih. Če
algoritem ne bi bil stabilen, bi se v drugi fazi lahko med seboj premešale
osebe z enakim priimkom, a različnimi imeni, pri stabilnem algoritmu pa se
to ne more zgoditi; osebe z različnimi imeni in enakim priimkom bodo po
urejanju po priimkih ohranile svoj medsebojni vrstni red.
Obstaja veliko različnih algoritmov za urejanje, z različnimi prednosti in
slabosti. Med bolj priljubljene algoritme, ki jih bomo obdelali v diplomski
nalogi, sodijo navadno vstavljanje (angl. insertion sort), urejanje z mehurčki
(angl. bubble sort), navadno izbiranje (angl. Sselection sort), hitro urejanje
(angl. quicksort) in korensko urejanje (angl. radix sort). Pri odločitvi, kateri
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Pri izdelavi diplomske naloge smo uporabljali razvojno okolje AWS Cloud9
(Amazon Web Services Cloud9), ker vključuje osnovna orodja za več kot 40
programskih jezikov in nam zato ni treba nameščati datotek ali konfigurirati
razvojnega stroja, da bi ustvarjali nove projekte. Ker je AWS Cloud9 dosto-
pen prek brskalnika, omogoča fleksibilnost dela na projektu od koder koli, na
različnih strojih, ne da bi nam bilo treba na novo nameščati razvojno okolje.
Cilj je bil izdelati interaktivno in dinamično spletno aplikacijo za eno stran
(angl. single-page application). V ta namen smo uporabljali ogrodje Angu-
lar in programske jezike JavaScript, HTML, CSS in TypeScript. Ogrodje
Angular smo izbrali zaradi privlačnih lastnosti, kot sta modularizacija in
šabloniranje. Aplikacije v tem ogrodju so zgrajene z jezikom TypeScript,
ki je podoben jeziku JavaScript, a zagotavlja večjo varnost. Jezik Type-
Script [4] nam prihrani čas za iskanje napak in predlaga popravke, preden se
koda zažene, ker nam pomaga napake odkriti in odpraviti že med pisanjem
kode ali izvajanjem vzdrževalnih nalog. Odpravljanje napak v izvorni kodi
v jeziku TypeScript se lahko izvede direktno v brskalniku ali urejevalniku.
Moduli ogrodja Angular so enostavni za upravljanje in olaǰsajo organizacijo
funkcionalnosti aplikacije, saj so ločeni po funkcijah in koščkih za večkratno
uporabo. Za uporabnǐski vmesnik aplikacije se uporablja jezik HTML.
Da bi bila grafika privlačneǰsa in zanimiveǰsa, smo uporabili knjižnici Bo-
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otstrap in amCharts. Bootstrap je najbolj priljubljeno ogrodje za razvoj od-
zivnih spletnih strani v jezikih HTML, CSS in JavaScript. Gre za brezplačno
in odprtokodno ogrodje, ki ga podpira večina brskalnikov. AmCharts je na-
predna in fleksibilna knjižnica za izdelavo grafikonov v aplikacijah, izdelanih
v jezikih JavaScript in TypeScript. Knjižnica ustreza vsem potrebam po vi-
zualizaciji podatkov in nam omogoča, da v aplikacijo dodamo interaktivne
grafikone. Z vgrajeno podporo za module TypeScript in ES6 je popolnoma





Glede na to, da je cilj diplomske naloge študentom poenostaviti učenje, smo
izbrali bolj priljubljene algoritme za urejanje, in sicer navadno vstavljanje,
urejanje z mehurčki, navadno izbiranje, urejanje s štetjem, urejanje z zliva-
njem, urejanje s kopico, hitro urejanje in korensko urejanje. Da bi študentom
učenje čimbolj olaǰsali, smo razvili tri načine vizualizacije. Prvi način pomaga
uporabnikom v glavi sestaviti sliko, kako algoritem ureja podatke, medtem
ko drugi način pomaga pri učenju postopka, po katerem se izvaja določeni
algoritem, saj ponuja tudi podroben opis korakov izvajanja. Tretji način
pa ponuja vizualno predstavitev posameznih iteracij, pri čemer je natančno




Pri navadnem vstavljanju [3] je seznam konceptualno razdeljen na urejeni in
neurejeni del. Urejeni del je na začetku sestavljen samo iz prvega elementa
seznama. Algoritem v vsaki iteraciji izbere prvi element iz neurejenega dela
seznama in ga vstavi na ustrezno mesto v urejeni del seznama. Vsaka iteracija
tako poveča urejeni in zmanǰsa neurejeni del seznama. Algoritem vstavi
obravnavani element neurejenega dela seznama v že urejeni del seznama tako,
da ga po vrsti primerja s preǰsnjimi, že urejenimi elementi. Premika se v levo,
dokler so elementi na poti večji od obravnavanega elementa, in elemente na
poti sproti pomika za eno mesto v desno. Ko pride do elementa, ki je enak
ali manǰsi od obravnavanega elementa, ga vstavi na to mesto.
Navadno vstavljanje je torej algoritem, ki se sprehodi po seznamu in z
vsako iteracijo vzame en element z neurejenega dela seznama, najde pravo
mesto za ta element in ga vstavi. Algoritem tako z vsako iteracijo poveča
urejeni del seznama.
Slika 4.1: Postopek izvajanja urejanja z navadnim vstavljanjem [5]
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Implementacija algoritma (sortList je vhodni seznam) v programskem
jeziku JavaScript:
const insertionSort = (sortList) => {
for (let i = 1; i < sortList.length; i++) {
let temp = sortList[i];
let j = i - 1;
for ( j = i - 1; j >= 0; j--){
if (sortList[j] <= temp) {
break;
}






Navadno vstavljanje ima časovno zahtevnost O(n2), zato se ga splača
uporabiti le za majhne vhodne sezname, na primer za sezname z manj kot
1000 elementi.
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4.2 Urejanje z mehurčki
Urejanje z mehurčki [2] je algoritem za urejanje manǰsih seznamov. Ta al-
goritem postopoma primerja dva sosednja elementa seznama. Začne na levi
strani in se pomika v desno. Primerja vsak par sosednjih elementov. Če
je levi element večji od desnega, ju med seboj zamenja. Če je levi element
manǰsi ali enak desnemu, ju pusti na istem mestu. Ko pride do zadnjega
para v seznamu, ponovi postopek primerjave parov od začetka seznama. Ko
se po seznamu sprehodi n-krat, je seznam zagotovo urejen.
Slika 4.2: Postopek izvajanja urejanja z mehurčki [12]
Implementacija algoritma (sortList je vhodni seznam) v programskem
jeziku JavaScript:
const bubbleSort = (sortList) => {
for (let i = 0; i < sortList.length -1; i++) {
for (let j = 0; j<sortList.length -i -1; j++){
if(sortList[j] > sortList[j +1]){









Podobno kot navadno vstavljanje tudi urejanje z mehurčki ni najbolj




Pri navadnem izbiranju [6] je vhodni seznam konceptualno razdeljen na dva
dela. Na levi strani se postopoma sestavlja urejeni del seznama, medtem ko
se na desni strani nahaja neurejeni del. Na začetku je urejeni del seznama
prazen. Algoritem v i-ti iteraciji (za vsak i od 1 do n) poǐsče najmanǰsi ele-
ment v neurejenem delu seznama in ga zamenja z i-tim elementom celotnega
seznama. Na ta način podalǰsa urejeni del seznama za en element. Po n
iteracijah je seznam urejen.
Navadno izbiranje je torej algoritem, ki v vsaki iteraciji z iskanjem mi-
nimuma in zamenjavo para elementov poveča urejeni del seznama za en ele-
ment.
Slika 4.3: Postopek izvajanja navadnega izbiranja [10]
Implementacija algoritma (sortList je vhodni seznam) v programskem
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jeziku JavaScript:
const selectionSort = (sortList) => {
for (let i = 0; i < sortList.length; i++) {
let minInd = i;
let temp = sortList[i];
for (let j = i+1; j<sortList.length; j++){









Navadno izbiranje ima časovno zahtevnost O(n2), saj je potrebnih n ite-
racij, v i-ti iteraciji pa imamo n − 1 primerjav. Navadno izbiranje je torej




Hitro urejanje [7] je algoritem za urejanje, ki temelji na načelu Deli in vladaj.
Algoritmi, ki delujejo po tem načelu, razdelijo problem na podprobleme in
jih rešujejo. Rezultat problema je kombinacija rešitev podproblemov.
V fazi “deli” hitro urejanje najprej izbere element, ki predstavlja pivot.
Obstaja več načinov, kako se lahko izbere pivot, med katerimi sta izbira
naključnega elementa in izbira skrajno levega ali skrajno desnega elementa.
V naslednjem koraku razdelimo vhodni seznam na dva podseznama, levi in
desni. Levi podseznam vsebuje elemente, manǰse ali enake pivotu, medtem
ko desni podseznam vsebuje elemente, večje ali enake pivotu.
Slika 4.4: Postopek izvajanja hitrega urejanja [11]
V fazi “vladaj” hitro urejanje rekurzivno uredi levi in desni podseznam.
Rezultat urejanja praznega podseznama je kar isti podseznam, neprazni pod-
seznami pa se urejajo na enak način kot celoten seznam.
Časovna zahtevnost hitrega urejanja je v najslabšem primeru sicer O(n2),
v povprečnem in najbolǰsem primeru pa je algoritem bistveno učinkoviteǰsi,
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saj deluje v času O(n log n). Za delitev potrebuje O(n) časa, ker se sprehodi
čez cel vhodni seznam. Idealen scenarij za hitro delovanje tega algoritma je,
da kot pivot izberemo mediano seznama. Na ta način je problem razdeljen na
(skoraj) enaki polovici in se izvaja hitreje. Če je pivot največji ali najmanǰsi
element seznama, pa imamo najslabši primer, ker vsi elementi pristanejo v
istem podseznamu in potrebujemo n-1 rekurzivnih klicev, da se seznam uredi.
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4.5 Korensko urejanje
Korensko urejanje [1] je algoritem, primeren za urejanje seznama celih števil.
Vhodni seznam števil ureja s primerjavo števk v desetǐskem številskem sis-
temu. Pri prvem sprehodu po vhodnem seznamu elemente med seboj pri-
merja in jih razvršča po enicah, potem po deseticah, stoticah, tisočicah itd.
Nujno je, da je postopek za urejanje elementov po posameznih števkah sta-
bilen.
Slika 4.5: Postopek izvajanja korenskega urejanja [8]
Implementacija algoritma (sortList je vhodni seznam, max pa je največje
število v vhodnem seznamu) v programskem jeziku JavaScript:
const radixSort = (sortList , max) => {
for (let i = 0; i < max.toString (). length; i++) {
let buckets = new Array (10). fill (0)
buckets.forEach ((e, i, a) => a[i] = new Array (0));
for (let j = 0; j < sortList.length; j++) {
let bInd = Math.abs(sortList[j])/ Math.pow(10,i);
buckets[Math.floor(bInd )%10]. push(sortList[j]);
}





Časovna zahtevnost korenskega urejanja je O(nk), pri čemer je k največja






Spletna stran je sestavljena iz glave, ki vsebuje naslov in meni, preko katerega
dostopamo do algoritmov za urejanje. Po privzetih nastavitvah sta izbrana
algoritem navadnega vstavljanja in vizualizacija z grafikonom.
Vsak algoritem je na enak način predstavljen s tremi načini vizualizacije:
• vizualizacija z grafikonom,
• vizualizacija po načelu “korak za korakom”,
• vizualizacija po načelu “iteracija za iteracijo”.
Uporabnik lahko z gumbom izbere način vizualizacije. S pritiskom na
gumb “Visualization” se prikaže prvi način, vizualizacija z grafikonom, s
pritiskom na gumb “Step by step” se prikaže drugi način, vizualizacija po
načelu “korak za korakom”, s pritiskom na gumb “Iteration by iteration”
pa se prikaže tretji način, vizualizacija po načelu “iteracija za iteracijo”.
Uporabnik lahko zažene vizualizacijo s pritiskom na gumb “Start”, medtem




5.1.1 Vizualizacija z grafikonom
Vizualizacija z grafikonom je prvi način, s katerim smo predstavili algoritme
za urejanje. Pri tem načinu je seznam prikazan s stolpičnim diagramom.
Vsak stolpec predstavlja en element seznama.
Slika 5.1: Prvi način vizualizacije
Pri vsakem ponastavljanju podatkov ali osvežitvi strani se tvori nov na-
ključen seznam.
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5.1.2 Vizualizacija po načelu “korak za korakom”
Drugi način vizualizacije deluje po načelu “korak za korakom”. Pri tem
načinu opazujemo potek algoritma na grafikonu s stolpci, medtem ko se na
desni strani vzporedno prikazujejo natančni opisi posameznih korakov al-
goritma. Da bi uporabnik lažje sledil korakom, je stolpec, ki se trenutno
primerja z ostalimi ali pa se zamenja z nekim drugim stolpcem, pobarvan
drugače od ostalih stolpcev.
Slika 5.2: Drugi način vizualizacije
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5.1.3 Vizualizacija po načelu “iteracija za iteracijo”
Tretji način vizualizacije deluje po načelu “iteracija za iteracijo”. Cilj tega
načina je, da lahko uporabnik opazuje, kje se posamezni elementi nahajajo v
vsaki posamezni iteraciji. Vizualizacijo smo realizirali s črtnim grafikonom, v
katerem so na osi x nanizane številke iteracij, na osi y pa zaporedne številke
elementa v seznamu. Ko postavimo mǐsko na neko točko v grafikonu, se
izpǐse pripadajoči element in številka iteracije.
Slika 5.3: Tretji način vizualizacije
Poglavje 6
Testiranje in analiza
Da bi lahko preverili, če smo res dosegli svoj cilj, olaǰsati učenje algoritmov za
urejanje z uporabo vizualizacije, smo pripravili anketo. Ciljna skupina ankete
so bili študenti, ki jih zanima področje računalnǐstva in nimajo predznanja s
področja algoritmov za urejanje ali pa se teh algoritmov ravno učijo. Anketi-
ranci so testirali spletno strano in podali komentar, kateri način vizualizacije
jim je bil najbolj všeč ali najbolj koristen.
Sodeč po komentarjih, ki smo jih pridobili z anketo, se je vizualizacija
po korakih izkazala kot najbolǰsi pristop učenja preko vizualizacije. Treba
pa je upoševati, da se preference anketirancev med seboj razlikujejo in zato
ne moremo sklepati, da je vizualizacija po korakih najbolǰsi pristop za vse
študente.






V diplomski nalogi smo se ukvarjali z nekoliko drugačnimi pristopi k učenju
algoritmov za urejanje. Algoritmi so sami po sebi zapleteni in lahko progra-
merskim začetnikom povzročajo težave, zato smo veliko dela vložili v njihovo
vizualizacijo.
Abstraktnost algoritmov pri številnih študentih računalnǐstva povzroči
pomanjkanje motivacije, to pa lahko ima za posledico opustitev študija. V
diplomski nalogi smo poskusili olaǰsati opisano težavo in študentom pomagati
pri razumevanju algoritmov za urejanje. V ta namen smo razvili spletno
aplikacijo, ki ponuja tri različne načine vizualizacije. Aplikacija omogoča
uporabniku, da opazuje potek algoritma in se nauči, kako se algoritem izvaja
po korakih. Z uporabo ankete smo ugotovili, da se je kot najbolǰsi pristop
izkazala vizualizacija po načelu ”korak za korakom”, čeprav so bili odgovori
precej odvisni od posameznika.
V nadaljevanju bi lahko izdelali vizualizacijo tudi za nekatere druge al-
goritme za urejanje in poskušali poiskati še drugačne pristope, s katerimi bi






“Mislim, da je način “korak za korakom” najbolj razumljiv, in to tako za pro-
gramerje kot tudi za ostale ljudi. Ima zelo dobro razlago celotnega postopka,
tako glede primerjanja kot glede zamenjave elementov. ”
-Anketiranec 1
“Po mojem mnenju je najbolǰsi in najlažje razumljiv način korak za ko-
rakom, ker so koraki zelo jasno podani in dobro razloženi.”
-Anketiranec 2
“Res zanimiva predstavitev delovanja algoritmov. Vsaka vizualizacija
je posebna na svoj način, za začetnike pa bi izpostavil princip“’korak za
korakom”, ker je vsak korak dobro opisan, elementi in iteracije pa so bolj
podrobno prikazani pri tretjem načinu vizualizacije.”
-Anketiranec 3
“Vizualizacijo je enostavno razumeti. Vendar mislim, da je za nas, ki prvič
naletimo na algoritme za urejanje, način “korak za korakom” bolj jasen.”
-Anketiranec 4
“Všeč mi je način “iteracija za iteracijo”, ker je najlažje opaziti, kje se
kateri element nahaja v posamezni iteraciji.”
-Anketiranec 5





“Princip “iteracija za iteracijo”, ker poenostavlja prikaz izvajanja algo-
ritma in je zelo razvidno, kje se elementi nahajajo po posameznih iteracijah.“
-Anketiranec 7
“I prefer the “step by step” method because it’s simple and elegant. It
also makes the algorithm very clear and easy to follow. ”
-Anketiranec 8
“Mislim da se z metodo “korak za korakom” najlažje in najhitreje učijo
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