Abstract. In this paper, we consider systems of semilinear elliptic equations
Introduction and main result
In this article, we will study decay, symmetry and existence of solutions of the following semilinear elliptic systems
on Hyperbolic space H N , where ∆ H N denotes the Laplace-Betrami operator on H N , N ≥ 3, p and q satisfy a suitable condition.
When posed in the Euclidean space R N , problem (1.1) has two features. First, it is the Emden-Fowler equation − ∆u = |u| p−1 u in R N .
(1.2) Such a problem has been extensively studied, see for instance [8] [9] [12] [13] [14] and references therein. Attention was focused on the existence and Liouville-type theorem for solutions of problem (1.2). There is a host of later important contributions to the subject, among them we must mention the famous paper by [14] where the Liouville-type theorem of problem (1.2) was obtained. They proved that the only non-negative solution of (1.2) is u = 0 when
Second, it is the Hamiltonian type system
Using a blow up technique, JieQing [19] and M.A.Souto [25] has been established the priori estimates for solutions of problem (1.3). In [10] , Figueidedo and Felmer proved that if p > 0, q > 0 are such that p, q ≤ N + 2 N − 2 , but not both are equal to N + 2 N − 2 , then the only non-negative solution of (1.3) is the trivial one u = 0, v = 0. For more general nonlinear elliptic equations in the Euclidean space R N , we refer to [6] It is also of interest to study problem (1.2) and (1.3) with respect to different ambient geometries in particular to see how curvature properties affect the existence and nature of solutions. A recent paper by Mancini and Sandeep [20] have studied the existence / nonexistence and uniqueness of positive solution of the following elliptic equation , then problem (1.4) has a positive solution. This result is contrasted with the result in Euclidean space due to [14] . Afterward, Bhakta and Sandeep [3] have investigated the priori estimates, existence of radial sign changing solutions of problem (1.4) . In [4] , classification of radial solutions is done by Bonforte etc for problem (1.4) .
Our aim in this paper is to study the decay, symmetry and existence of solution of problem (1.1). Our result should be contrasted with a result due to Figueidedo and Felmer [10] . The difficulties in treating system (1.1) originate in at least three facts. First, there is a lack of compactness due to the fact that we are working in H N which is a noncompact manifold. Second, due to the type of growth of the nonlinear term, we can not work with the usual space H 1 (H N ) and then we need inhomogeneous Sobolev space. Third, although, we have a variational problem, the functional associated to it is strongly indefinite. Now we are ready to state our main result. In section 2, we discuss the symmetry property of positive solution of problem (1.1).
of problem (1.1) are Hyperbolic symmetry, i.e. there is x 0 ∈ H N , such that (u, v) is constant on hyperbolic spheres centered at x 0 .
In section 3, we prove a result on the decay of solutions of problem (1.1) as |x| → ∞ and in fact, exponential decay. The results of Section 3 is the following.
Moreover,
In section 4, we prove the existence of radial symmetric solutions of problem (1.1). Namely the following theorem.
then problem (1.1) has at least one radial solution (u, v).
Finally in section 5, we prove the existence of a ground state solution for the system (1.1).
Theorem 1.4. Suppose that (p, q) satisfying (1.5), then problem (1.1) has a nonnegative nontrivial ground state solutions.
Proof of theorem 1.1
The main purpose in this section is to prove Hyperbolic symmetry properties of solutions of (1.1). The way of proving this symmetry is by move planes, as originally introduced by Alex androff [18] , later used by Serrin [24] , and extensively used in recent times after the world of Gidas-Ni-Nirenberg [12] . The case on noncompact manifold was studied in [1] [2] .
Proof of Theorem 1.1: Let A t be a one-parameter group of isometries of H N which is C 1 (R × H N , H N ) and I be a reflection (i.e. I is an isometry and I 2 =Identity) satisfying the invariance condition
We translate the reflection I using A t to define a one-parameter family of reflections
Let U t be the Hyper-surface of H N which is fixed by I t . We also assume that
open for all t 1 , t 2 ∈ R, and
then we have I t (Q t ) ⊂ Q t ,and I t (Q t ) ⊂ Q t for all t ∈ R. For t ∈ R and x ∈ Q t , we define x t = I t (x), and
). Define Λ = {t ∈ R : ∀τ > t, u ≥ u τ , and v ≥ v τ , in Q τ }, the first step of proof is to show that the set Λ is non-empty, the second step is to prove that Λ is bounded from below. Finally we will show that ifΛ = inf Λ, then u ≡ uΛ, v ≡ vΛ in QΛ.
Step 1. Λ is non-empty.
It implies that
Since we can choose λ 1 ∈ R, such that c(
Then for any λ > λ 1 , we have
and we may choose λ 2 such that sup
This implies that all λ ∈ (−∞, λ 2 ) do not belong to Λ. Therefore Λ is bounded from below, and we letΛ = inf Λ.
Step 3. u ≡ uΛ, v ≡ vΛ, in QΛ.
In fact, it is clear that by continuity of the foliation and of (u, v), we have
Now observing that if u ≡ uΛ, it follows from
we can get v ≡ vΛ. So if we assume, by contradiction that the step 3 is not true, we conclude that
By the strong maximum principle and connectedness of QΛ implying that
where X is the killing vector field associated to the transformation group A t , we shall see that this is impossible. Choose x 1 ∈ UΛ, and R 0 > 0. By the continuity of the foliation, there would exist
. Moreover, by the definition ofΛ, we could construct an increasing sequence λ n >λ, such that λ n >λ − ε 0 , and ∃y n ∈ Q λn , such that
We claim that y n ∈ B(x 1 , 2R 0 ). If it is not true taking (u λn − u) + or (v λn − v) + as test function(as in the first step). We would have that u λn ≤ u, or v λn ≤ v, in Q λn . This proves our claim.
Modulo a subsequence. There would exist y ∈ QΛ, such that y n −→ y. By continuity we have
It implies that y ∈ UΛ. On the other hand, there exist points ξ n in the line segment between y n and I λn (y n ), such that X(u)(ξ n ) ≤ 0, passing to the limit we should have X(u)(y) ≤ 0. This is impossible X(u)(x) > 0, for all x ∈ UΛ. Hence u ≡ uΛ, and v ≡ vΛ, in QΛ.
Decay estimates
The hyperbolic N-space H N , N ≥ 2 is a complete simple connected Riemannian manifold having constant sectional curvature equal to -1, and for a given dimensional number, any two such spaces are isometric [28] . There are several models for H N , the most important being the half-space model, the ball model, and the hyperboloid or Lorentz model. * Let B N = {x ∈ R N : |x| < 1} denotes the unit disc in R N . The space H N endowed with the Riemannian metric g given by g ij = ( 
Let (u, v) be a positive symmetric solution of problem (1.1), and
where w N −1 denotes the surface area of S N −1 . In addition, (3.1) rewrites
as well as
Now, let us notice that (u, v) solves (3.2), and
be a positive solution of (3.2), then u ′ (t) < 0, v ′ (t) < 0, for every t > 0, and
Thus, we have that
Proof. By (3.1), we obtain lim
Then it exists t ε > 0, such that
Then, we get
be the characteristic roots of the differential Polinamials in the L.h.S and R.h.S of (3.6) respectively. We choose ε <
, then ν ± (ε) is real and distinct. Similar as [20] , we can get
We see from (3.7) that
and hence
From (3.7) and (3.8), we also get 4. Existence of radial solutions of (1.1)
Now, we denote the functional
which is the functional of problem (1.1), where z = (u, v), u + = max{u, 0}, v + = max{v, 0}.
Observe that the quadratic part of I is well-defined, if u, v ∈ H 1 (H N ). But, if we take such u and v, the nonlinear part is well defined if p and q are both less or equal to
, for N ≥ 3. However, we would like to consider pairs (p, q) that do not satisfy this restriction. The basic requirement would be that (p, q) is below the critical hyperbola, one of them could be large that
. So, we need inhomogeneous Sobolev spaces on hyperbolic space. Now, we will introduce some aspects of the harmonic analysis and the geometry of hyperbolic space, see [5] We consider the Minkowski space R N +1 with the standard Minkowski metric
and defined the bilinear form on
The Hyperbolic space H N is defined as a subset of R N +1 by
which is the hyperboloid model. In geodesic polar coordinates, the Riemnanian metric is given by
and the Riemnanian volume by
The Fourier transform (as defined by Helgason [15] ) takes suitable functions defined on H N to functions defined on R × S N −1 . For w ∈ S N −1 , and λ ∈ C, let b(w) = (1, w) ∈ R N +1 , and h λ,w :
. It is known that
The Fourier transform of f ∈ C ∞ 0 (H N ) is defined by the formulã
This transformation admits a Fourier inversion formula, if
where, for a suitable constant C,
is the Harish-chardrac-function on H d , and the invariant measure of S N −1 is normalized to 1. Now we define the inhomogeneous Sobolev space on H N . There are two possible definitions: using the Riemannian structure or using the Fourier transform. There two definitions agree [26] . For p ∈ (1, ∞) and s ∈ R, we defined the Sobolev space H s,p (H N ) as the closure of
, and the Sobolev embedding theorem
holds. Moreover, for s > t, H s ⊂ H t , see [27] . Let
we have the following imbedding theorem. The case s = 1 was proved by [3] .
, and it is compact if 2 < r <
Hence,
, we can deduce this Lemma using Sobolev inequalities and Hölder inequalities. Indeed, if
, we get
. Case 2. For 0 < s < 1. From [27] , we have that
From section 2, setting |ξ| = tanh ), k(t) = (sinh t) N −1 , we have
Now we claim that:
To do this, let v(t) = (sinh t)
It implies that
, and by the interpolate theory, we get
. Thus, we can easily deduce this Lemma by ∀q ∈ (2,
It implies that if R is large enough, 
In this case, the space E s is the usual Sobolev space H
and the corresponding quadratic form by
This quadratic form with replace H N ∇ H N u · ∇ H N v, so we consider the functional Φ : E −→ R, defined by
For z = (u, v) ∈ E and y = (Φ, Ψ) ∈ E. So the critical points of Φ satisfy the equations
and
Similar as [11] , we have
where
We also have Q(z) = 
is compact, then Φ : E −→ R satisfies the Palais-Smale conditions as [11] and using the linking theorem similarly as [11] , we can get a radial solutions of problem (1.1).
Existence of Ground state solutions
By Theorem 1.3 , we know that the set
is non-empty set. We defined
is a nontrivial solution of (1.1)}.
In order to give the proof of Theorem 1.4, let us define , then I ∞ is attained and I ∞ > 0.
Proof. By Theorem 1.3 , there exists a positive solution of (1.1), so {z ∈ E : I ′ (z) = 0, z = 0} = ∅, and I ∞ is finite. If z = (u, v) is a solution of (1.1), then
and hence I(z) = I(u, v)
Now, we show that I ∞ is obtained and positive.
Step 1. We show that the set of non-trivial solutions is bounded from below. In fact, we have
. Now, using the two equations, we obtain
.
Thus we get
Step 2. Suppose now that z n = (u n , v n ) is a minimizing sequence of I ∞ , that is
Clearly, {z n } is a (P S) I ∞ sequence for I. Now, we want to prove that {z n } is uniformly bounded in E. Indeed, on one hand, we have
On the other hand,
Hence, we may assume
Step 3. By step 1, we know that, there exists δ ′ > 0 such that
Let us fix δ > 0, such that 0
N,p , where S N,P satisfies that
Let us define the concentration function:Q n : (0, ∞) −→ R as follows.
Now, lim r−→0
Q n (r) = 0, and lim r−→∞ Q n (r) > δ 2 as for large r. A(x, r) approximates the intersection of H N with a half space {y ∈ R N : (y, x) > 0}. Therefore, we can choose a sequence R n > 0 and x n ∈ S Rn such that
For x 0 ∈ S √ 3 , and using Lemma , choosing T n ∈ I(H N ) such that
). Since T n is an isometry one can easily see that {(u ′ n , v ′ n )} is a (P S) c sequence of I at the same level I ∞ as (u n , v n ), and
We also have
[(u
[(v
and z n = z ′ n . Therefore, up to a subsequence, we may assume z
Moreover z ′ = (u ′ , v ′ ) solves the equation (1.1). Now, we want to prove that z ′ = 0. If it is not true, we have z ′ = (u ′ , v ′ ) = (0, 0). We claim that:
Claim: For any 1 > r > 2 − √ 3,
To do this, let us fix a point
is the Euclidean ball with center a and radius √ 3.
Now putting Ψ = Φ 2 (u ′ n ) + , in the above identity, we get
A simple computation gives
Now using (5.4), Hölder inequality and Poincarè-Sobolev inequality, we get
Similarly,
[(u [(v
[(u 
Consequently I(z ′ ) is obtained. To show that I ∞ > 0, we notice only that if z ′ = (u ′ , v ′ ) = (0, 0) with I(z ′ ) = 0, then
Proof of Theorem 1.4 By Lemma 5.2, we know that there exists a nontrivial solution z = (u, v) of problem (1.1) with I(z) = I ∞ . Moreover, we have z = (u, v) > (0, 0). Otherwise, we may assume that u changes sign, u = u + − u − , u + ≡ 0, u − ≡ 0 satisfying
So we have that u − = 0, that is u ≥ 0. Similarly, we have v ≥ 0.
