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Abstract: The simplest integrands in the CHY formulation of scattering amplitudes are
constructed using the so-called Parke-Taylor functions. Parke-Taylor functions also turn
out to belong to a large class of rational functions known as MHV leading singularities.
In fact, Parke-Taylor functions correspond to planar MHV leading singularities. In this
note we study the behavior of CHY integrands constructed using non-planar MHV leading
singularities under collinear and multi-particle factorization limits. General n-particle MHV
leading singularities are completely characterized by a set of (n− 2) triples of particle labels.
We give a simple operation on this combinatorial data which “factors” the list into two sets
of triples defining two lower point MHV leading singularities. The fact that general MHV
leading singularities form a closed set under “multi-particle factorizations” is surprising from
their gauge theoretic origin.
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1 Introduction
Parke-Taylor functions [1] are rational functions of n complex variables, {σ1, σ2, . . . , σn}, and
depend on the choice of a planar ordering. In the canonical ordering
PT(1, 2, . . . , n) =
1
(σ1 − σ2)(σ2 − σ3) · · · (σn−1 − σn)(σn − σ1)
. (1.1)
Clearly a Parke-Taylor function is cyclic invariant with respect to its planar order.
These functions are part of a family of rational functions known as MHV leading singu-
larities [2]. In the gauge theory context, there are leading singularities in every N(k−2)MHV
sector [3]. In general, leading singularities are functions of spinors {λa, λ˜a} defined for each
particle. The k = 2 sector is special in that the λ˜a dependence drops out. MHV leading
singularities are only functions of the Lorentz invariants 〈λa, λb〉. Writing the spinors in in-
homogenous coordinates, λa = ta(1, σa), and factoring out the scale dependence gives rise to
the functions of interested for this work. We will simply refer to these rational functions as
leading singularity (or LS) functions.
Every n-particle leading singularity function is completely determined by a collection
of n − 2 triples of particle labels [2]. However, several collections of triples can give rise
to the same LS function. For example, PT(1, 2, 3, 4) is given either by {(1, 2, 3), (3, 4, 1)}
or {(2, 3, 4), (4, 1, 2)}. The identification of these two sets of triples is known as the square
identity [2, 4, 5]. Sets of n−2 triples modulo square identities are in one-to-one correspondence
with LS functions. Let us denote the corresponding rational function associated with a set of
n− 2 triples, T , by LS(T ). In the example above, PT(1, 2, 3, 4) = LS({(1, 2, 3), (3, 4, 1)}).
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In this note we study the behavior of a general function LS(T ) as one approaches a
boundary of the moduli space of n-punctured spheres. Physically, this corresponds to a
collinear or multi-particle factorization limit when LS(T ) is taken to be part of the integrand
of a Witten-RSV formula [6, 7] or a Cachazo-He-Yuan (CHY) integral [8–10]. Very recently,
Gao, He, and Zhang [11] generalized Parke-Taylor functions as CHY integrands to a family of
integrands defined by tree graphs which they called Cayley integrands. In [11] it was proven
that CHY integrals of products of Cayley functions give rise to certain sums over Feynman
diagrams in a cubic scalar theory all with unit coefficients. Moreover, it was found that
Cayley functions are a special class of LS functions.
Our main result is a simple and precise combinatorial description of the factorization of
LS(T ) purely in terms of the data in the list T . The process starts by separating particle
labels into two sets, “Left” (L) and “Right” (R) with nL and nR elements so that nL+nR = n.
We find that the set T of n− 2 triples splits unambiguously into two sets TL and TR by using
a majority rule, i.e., a triple belongs to TL(TR) if most of its labels are in L(R). In each
new set, any label in a triple that belongs to the minority is replaced by a new label, e.g. 0.
This new label means that the sets of triples TL and TR must be interpreted as LS functions
with nL + 1 and nR + 1 particles each. In order for this to be the case the number of triples
in each set must be two less than the number of labels, i.e., it must be that |TL| = nL − 1
and |TR| = nR − 1. When this is the case the CHY integrand has a simple pole and factors,
otherwise the pole disappears and the factorization is not present. Not only this prescription
is straightforward but it shows that the set of all LS(T ) for any number of particles is closed
under factorization.
In section 2 we review the definition of leading singularity functions and some of their
properties. In section 3 we give a precise parametrization of the factorization limit as a path in
the moduli space of n-punctured Riemann spheres. In section 4 we present the procedure for
combinatorial factorization illustrated by some examples. Section 5 contains the conclusions
and some future directions. Appendix A contains all the rational functions associated to the
triples in the examples of section 4. Finally, the proof of the factorization formula is presented
in appendix B.
2 Leading Singularity Functions
In 2014, Arkani-Hamed, Bourjaily, Postnikov, Trnka and the author [2] introduced a set of
rational functions of n complex variables associated with every choice of a list of n− 2 triples
of labels from the set {1, 2, . . . , n}. The rational function associated with
T =


(m11 m12 m13)
(m21 m22 m23)
...
...
...
(mn−2,1 mn−2,2 mn−2,3)
(2.1)
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is computed from a n× (n− 2) matrix Υ whose columns are labeled by particle number and
rows by triples in the list T . The matrix has only three non-zero entries in each row and it
is given by
Υα,a = (σmα1 − σmα2)δa,mα3 + (σmα3 − σmα1)δa,mα2 + (σmα2 − σmα3)δa,mα1 . (2.2)
Here α ∈ {1, 2 . . . , n− 2} labels the triples while a ∈ {1, 2, . . . , n} is a particle label.
One of the most important properties of Υ is that if |Υab| denotes the (n− 2)× (n − 2)
minor of Υ obtained by removing columns a and b, then
(
|Υab|
σa − σb
)2
=
(
|Υcd|
σc − σd
)2
(2.3)
for any choice of a, b, c and d. This motivates the introduction of “the invariant” of the matrix
Υ associated with T ,
I(T ) =
|Υab|
(σa − σb)
. (2.4)
For any set of (n − 2) triples with non-vanishing invariant I(T ) there is an associated
leading singulary function given by
LS(T ) =
I(T )2∏n−2
α=1 |mα1,mα2,mα3|
. (2.5)
Here the Vandermonde determinants in the denominator are
|mα1,mα2,mα3| = (σmα1 − σmα2)(σmα2 − σmα3)(σmα3 − σmα1). (2.6)
This is the class of rational functions we study as boundaries of the moduli space of n-
punctured spheres are approached.
There are three important properties of LS functions which are not obvious and deserve
some comments.
The first is that any LS(T ) has only simple poles. Note that the denominator of LS(T )
in (2.5) can give rise to higher order poles as a pair of labels can appear in more than one
triple. Therefore, it must be that the numerator always cancels them. Moreover, when this
happens the pole is completely canceled. This means that a pole is present if and only if a
pair of labels appears in only one of the n− 2 triples1.
The second property is that LS(T ) is covariant with weight 2 in each variable under an
SL(2,C) action on all coordinates, i.e.,
σa →
ασa + β
γσa + δ
, LS(T )→
n∏
b=1
(γσb + δ)
2 LS(T ). (2.7)
1Of course, this must be true for all triples that are connected via the square identity discussed in the
introduction.
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The third property is that any LS function admits an expansion in terms of Parke-Taylor
functions with coefficients equal to one. The decomposition is given by
LS(T ) =
∑
ω∈Sn−1
cω(T ) PT(ω(1), ω(2), . . . , ω(n− 1), n) (2.8)
where the sum is over permutations of the first n− 1 labels. The coefficients cω(T ) ∈ {0, 1}.
In order to determine cω(T ) let us declare that a triple of labels (a b c) is compatible with a
Parke-Taylor ordering if after removing every other label from (ω(1), ω(2), . . . , ω(n − 1), n)
the triple (a b c) appears in the same cyclic order. For example (1 3 5) is compatible with
(1 2 3 4 5 6) and with (5 2 1 3 4 6) but not with (5 2 3 4 1 6). Now, cω(T ) is equal to one if all
n− 2 triples in T are compatible with the ordering determined by ω and zero otherwise.
The proofs of all three statements can be found in [2] and follow from the origin of LS
functions as MHV leading singularities and their d log forms.
3 Boundaries of the Moduli Space
The moduli space of n-punctured spheres has boundaries that can be described in some
SL(2,C) frame by a subset of punctures approaching the origin, or equivalently by the com-
plement of the punctures approaching infinity. A standard blow-up procedure gives rise to
two spheres sharing a point with punctures distributed accordingly. It is common to denote
the subsets and the spheres as “Left” (L) and “Right” (R).
Let nL points be on the left and nR = n − nL be on the right. In order to study the
behavior of LS functions one introduces coordinates
σa =
{
s
ya
, a ∈ L,
xa
s , a ∈ R.
(3.1)
Here s is a complex parameter that controls the approach to the boundary, located at s = 0.
It is also useful to dress LS functions with the natural measure
dµn =
1
vol SL(2,C)
n∏
a=1
dσa. (3.2)
Here SL(2,C) acts as Mobius transformations on the coordinates σ and its volume is there in
order to mod out by puncture configurations which give rise to the same complex structure
and hence the same complex manifold. Moreover, from the discussion at the end of the
previous section it is clear that dµn LS(Tn) is SL(2,C) invariant. The subscript in Tn was
added in order to emphasize the number of external particles.
As a boundary is reached, one gets two spheres and therefore there must be one SL(2,C)
action on each. Of course, after using the coordinates (3.1) the new puncture on each sphere
is fixed and therefore only two redundancies are left from each SL(2,C). Since the original
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measure only had three redundancies and the new one has four, the left over redundancy
shows up explicitly as a measure over the deformation parameter ds/s.
The factorization of the measure dµn has been studied in many different contexts in the
literature (see e.g. [12, 13]). The result is simply given by
dµn → s
nL−nR−2
ds
s
dµL dµR
∏
a∈L
1
y2a
. (3.3)
The main property of LS functions we explore in this paper is that they also factor
according to the rules outlined in the introductions and explained in detail in the next section.
Here we only need that the list T splits into two lists TL ∪ TR and when they turn out to be
valid lists of triples for nL + 1 and nR + 1 particles then
LS(T )→ s−(nL−nR−2)LS(TL)LS(TR)
∏
a∈L
y2a. (3.4)
Combining this with the measure one finds
dµnLS(T ) −→
ds
s
dµLLS(TL) dµRLS(TR). (3.5)
The procedure for constructing TL and TR from T is very simple and explained below, while
the proof of (3.4) is given in appendix B. Now, when TL and TR are not valid lists of triples,
then LS(T )→ O(s−(nL−nR−2)+1), i.e., it is sub-leading.
The previous discussion motivates the following definition. The factorization of a rational
function LS(Tn) dressed with the measure dµn is given by its residue at s = 0, i.e.,
dµnLS(T ) −→
∮
|s|=ǫ
dµnLS(T ). (3.6)
Computing the residue implies that when TL and TR are not valid lists of triples the answer
vanishes and the corresponding channel is not present.
4 Combinatorial Factorization of LS Functions
The fact that leading singularity functions are defined in terms of n − 2 triples of numbers
seems strange at first but it comes from the physics of on-shell diagrams [2]. The factorization
property we study in this section gives a natural reason for the way the data is presented as
such a list of triples.
Consider a factorization where n = nL + nR and assume that the data defining LS(T )
is given in terms of n +m triples, where m is a fixed integer to be determined. In order to
have a chance of producing two sets of triples that define LS functions we have to be able
to split the original list of |T | = n +m triples into two sets with |TL| = (nL + 1) +m and
|TR| = (nR + 1) +m triples each. Recall that on both, the left and the right, spheres a new
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puncture is generated and hence the number of points is (nL + 1) and (nR + 1) respectively.
Imposing that |T | = |TL|+ |TR| implies that m = −2 as expected.
Another feature that seems odd at first sight is that the information of LS functions is
encoded in triples of labels. It turns out that an odd number of labels is needed in order
to perform the splitting into left and right sets unambiguously by applying a majority rule.
Below we see why three labels is special.
The combinatorial factorization is performed as follows. Let L and R denote the set of
labels on the left and right spheres, i.e., L ∪R = {1, 2, . . . , n}.
• For every triple in T count the number of labels in L. If the number of labels in L is
more than one then the triple belongs to TL, otherwise it belongs to TR.
• Introduce a new label for the internal puncture, say 0. Having split the list of triples
T = TL ∪ TR, take every label in TL which belongs to R and replace it by 0. Likewise,
take any label in TR which belongs to L and replace it by 0. This final step provides
the lists of triples that define LS(TL) and LS(TR).
The replacement of the minority labels by 0 explains why three labels is special. Had we
started with five labels, then it would be possible that after the replacement a 5-tuple could
have ended up with two equal labels.
Let us illustrate the procedure with an example. Consider the n = 8 LS function defined
by the triples
T8 = {(8, 1, 2), (8, 3, 4), (8, 5, 6), (7, 2, 3), (7, 4, 5), (7, 6, 1)} (4.1)
under four different factorizations. LS(T8) has the maximal number of poles possible for n = 8
functions. Its explicit form is given in the appendix, which also illustrates the procedure
reviewed in section 2 for the construction of LS functions.
The first case is a two-particle factorization (also known as a collinear limit) where
L = {1, 2}: The only triple that has more than one label in L is (8, 1, 2), therefore TL =
{(8, 1, 2)} while TR = {(8, 3, 4), (8, 5, 6), (7, 2, 3), (7, 4, 5), (7, 6, 1)}. Next, we replace 8 in TL
by 0 to get TL = (0, 1, 2). Likewise we have to replace both 1 and 2 with 0 in TR to get
TR = {(8, 3, 4), (8, 5, 6), (7, 0, 3), (7, 4, 5), (7, 6, 0)}. Both lists are valid sets of triples and their
corresponding rational functions are presented in appendix A.
The second one is a three-particle factorization where L = {1, 2, 3}: In this case we
find two triples on the left set, TL = {(8, 1, 2), (7, 2, 3)}, and the rest on the right set, TR =
{(8, 3, 4), (8, 5, 6), (7, 4, 5), (7, 6, 1)}. Introducing the new puncture one gets
TL = {(0, 1, 2), (0, 2, 3)}, TR = {(8, 0, 4), (8, 5, 6), (7, 4, 5), (7, 6, 0)}. (4.2)
The third example is a four-particle factorization where L = {1, 2, 3, 4}. Following the
same procedure we find
TL = {(0, 1, 2), (0, 2, 3), (0, 3, 4)}, TR = {(8, 5, 6), (7, 0, 5), (7, 6, 0)}. (4.3)
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Finally, the fourth example is a three-particle factorization with L = {1, 2, 4}. The two
sets are
TL = {(0, 1, 2)}, TR = {(8, 3, 0), (8, 5, 6), (7, 0, 3), (7, 0, 5), (7, 6, 0)}. (4.4)
Here |TL| = 1 which is less than the two needed for a four-particle LS function. Also note
that |TR| = 5 which is one more than required for a six-particle LS function. Given that TL
and TR are not valid sets of triples the corresponding residue vanishes.
5 Conclusions
In this work we have shown that the set of all leading singularities functions is closed under
collinear and multi-particle factorizations. The fact that the set of LS functions behaves
nicely under collinear limits is well-understood from its gauge theory origin in the MHV
sector [2]. Interestingly, such MHV origin is what makes the special behavior under multi-
particle factorizations unexpected. Of course, Parke-Taylor functions are a known example
of a set that is closed under factorizations and has a MHV origin. However, this phenomenon
has always been seen as a consequence of the world-sheet origin of Nk−2MHV amplitudes in
formulations such as the Witten-RSV construction [6, 7].
Here we comment on the original motivation of this work which is still at the level of a
curiosity but it might be a hint of a larger structure. Start with the standard color-ordered
basis of U(N) gauge theory amplitudes. In this case the part of the CHY integrand that
carries the color structure is
Cn =
Tr (T a1T a2 · · ·T an)
(σ1 − σ2)(σ2 − σ3) · · · (σn − σ1)
+ · · · (5.1)
where the ellipses stand for permutations of labels {2, 3, . . . , n}.
In the study of gauge theory or NLSM amplitudes one often assumes that N is large
compared to the number of particles so that the traces of product of generators do not satisfy
identities. Here we want to explore exactly the opposite case. Consider the case when N = 2.
Taking the generators (T a)bc = ǫabc immediately shows that when n is even the trace becomes
a sum of products of Kronecker delta functions defining a perfect matching of the particles.
In this case it is more natural to defined a partial amplitude not as the coefficient of a trace
but as the coefficient of a perfect matching. Let us consider the n = 6 case and rewrite C6 in
terms of the new set of partial amplitudes
Cn = δ
a1a2δa3a4δa5a6F12:34:56(σ) + · · · (5.2)
where the ellipses stand for permutation of labels that produce all other inequivalent perfect
matchings.
Quite surprisingly, the partial amplitude F12:34:56 is nothing but the leading singularity
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function defined by the triples
T6 = {(1 3 6), (2 3 5), (1 4 5), (2 4 6)}. (5.3)
Using the shorthand notation σab = σa − σb it is easy to write the explicit form
F12:34:56 = LS(T6) =
(σ41σ35σ62 + σ46σ32σ51)
2
σ13σ16σ36σ23σ35σ25σ14σ45σ15σ24σ46σ26
. (5.4)
This observation implies that F12:34:56 must have good properties not only on collinear limits
as its MHV origin implies but also under three-particle factorizations as this half-integrand
can be used in the Witten-RSV formula or CHY formula to compute NMHV amplitudes
which are known to have non-trivial three-particle factorizations.
As mentioned in the introduction, Gao, He, and Zhang [11] generalized the Parke-Taylor
functions as CHY integrands to a family of integrands called Cayley integrands. In [11] the
identification of polytopes associated with Cayley functions was given. As suggested by Gao,
He, and Zhang, it would be interesting to find a polytope interpretation for general MHV
leading singularities. The fact that they have good factorization properties strongly suggests
that such a polytope exists.
Finally, recent work by Early shows connections between certain leading singularity func-
tions and combinatorial structures known as generalized permutahedra [14]. A very intriguing
feature is that other functions which are not LS functions but are closely related can naturally
appear. It would be interesting to understand the larger set of functions, their factorization
properties and possible physical interpretations.
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A Examples of LS Functions
In this appendix we provide some examples of leading singularity functions. In particular, we
compute the LS functions that appear in the examples provided in section 4.
Consider the n = 8 LS function defined by the triples
T8 = {(8, 1, 2), (8, 3, 4), (8, 5, 6), (7, 2, 3), (7, 4, 5), (7, 6, 1)}. (A.1)
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The explicit form is given by
LS(T8) =
(σ17σ23σ48σ57σ68 + σ17σ45σ68σ72σ83 + σ62σ72σ74σ83σ85)
2
σ81σ12σ28σ83σ34σ48σ85σ56σ68σ72σ23σ37σ74σ45σ57σ76σ61σ17
(A.2)
where the shorthand notation σab = σa − σb is used in order to keep formulas compact.
Let us now give the explicit form of the LS functions appearing in the two non-trivial
factorizations studied in section 3.
The first is L = {1, 2}. This gives TL = {(012)} while is simply given by
LS(TL) =
1
σ01σ12σ20
(A.3)
and TR = {(834), (856), (703), (745), (760)} which gives
LS(TR) =
(σ34σ57σ68 + σ56σ74σ83)
2
σ03σ34σ37σ45σ48σ56σ57σ60σ68σ74
. (A.4)
The second factorization is L = {1, 2, 3}. The left LS is defined by TL = {(0, 1, 2), (0, 2, 3)}
which gives a simple Parke-Taylor factor
LS(TL) =
1
σ01σ12σ23σ30
. (A.5)
Likewise we have TR = {(8, 0, 4), (8, 5, 6), (7, 4, 5), (7, 6, 0)}
LS(TR) =
(σ48σ57σ60 + σ45σ76σ80)
2
σ04σ07σ45σ48σ56σ57σ60σ68σ74σ76σ80σ85
. (A.6)
Finally, the third factorization is L = {1, 2, 3, 4} for which TL = {(0, 1, 2), (0, 2, 3), (0, 3, 4)}
and TR = {(8, 5, 6), (7, 0, 5), (7, 6, 0)}.
The corresponding rational functions are
LS(TL) =
1
σ01σ12σ23σ34σ40
, LS(TR) =
σ56
σ58σ86σ57σ76σ60σ05
. (A.7)
B Proof of Factorization
In this appendix we provide a proof of the factorization formula discussed in the main text.
Let L∪R = {1, 2, . . . , n} be the partition of interest of the set of particle labels with |L| = nL,
|R| = nR. Consider a set of n− 2 triples T which defines a LS function. Let us separate the
triples into four sets according to the number of “left” labels they contain, i.e.,
T = {(LLL), . . . ; (LLR), . . . ; (LRR), . . . ; (RRR)}. (B.1)
This means that TL is the union of the set of triples of the form (LLL) and those of the form
(LLR). Likewise TR is the union of triples of the form (LRR) or (RRR).
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Let us start by assuming that |TL| = nL − 1, i.e., it has the correct number of triples to
define a LS function for nL + 1 particles. This means |TR| = nR − 1.
The matrix Υ is (n − 2) × n and we choose to order the n labels for the columns by
taking those in L to be the first nL and those in R to be the last nR. It is always possible to
relabel particles so that L = {1, 2, . . . , nL}. The order of the triples that determines the rows
is chosen according to (B.1). In order to compute the LS function we have to remove two
columns as explained in section 2. We choose them to be the first and the last columns. This
ensures that one is from the left set and one is from the right set. Before studying the structure
of the matrix let us compute the form of each possible combination of coordinates σa − σb
using the variables introduced in (3.1) which we repeat here for the reader’s convenience
σa =
{
s
ya
, a ∈ L,
xa
s , a ∈ R.
(B.2)
There are three cases to consider
σab =


s(1/ya − 1/yb), a, b ∈ L,
(xa − xb)/s, a, b ∈ R,
xa/s− s/yb, a ∈ R, b ∈ L.
(B.3)
Having determined the s dependence of each matrix element, we can write Υ1,n in block form
Υ1,n =


A E
B F
C G
D H

 (B.4)
where A,B,C,D all have nL − 1 columns while E,F,G,H have nR − 1 columns. The rows
of A and E are labeled by triples of the form (LLL). This immediately implies that all the
entries of E are zero. Moreover, each row of A has only three non-zero entries, all of the form
s(1/ya − 1/yb). Likewise, the rows of the matrix D and H are labeled by triples of the form
(RRR). This means that all entries of D are zero and each row of H has only three non-zero
entries, all of the form (xa − xb)/s.
Now consider B and F with rows labeled by triples of the form (LLR). This means that
B has only two non-zero entries, all of the form xa/s − s/yb while F has a single non-zero
entry which has the form s(1/ya − 1/yb). This means that when computing the determinant
of Υ1,n, the entries of F give rise to sub-leading terms in s compared to those of the B and
can then be dropped. A similar argument shows that the entries in C are sub-leading to those
in G and can be dropped.
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The conclusion so far is that the matrix has the following structure to leading order in s:
Υ1,n ∼


A 0
B 0
0 G
0 H

 . (B.5)
Noting that the matrices (
A
B
)
,
(
G
H
)
(B.6)
are square matrices of dimension (nL − 1) × (nL − 1) and (nR − 1) × (nR − 1) respectively,
the determinant of Υ1n factors as
det
(
Υ1n
)
∼ det
(
A
B
)
det
(
G
H
)
(B.7)
to leading order in s.
Let us consider each of the two new determinants in detail and show how they can be
associated with two LS functions. Start with the second one and introduce a new variable,
x0 = 0, for later convenience
det
(
G
H
)
= det
(
· · · , (xb − x0)/s, . . . , (x0 − xa)/s, · · ·
· · · , (xb − xc)/s, . . . , (xc − xa)/s, · · · , (xa − xb)/s
)
. (B.8)
On the right hand side we have shown the schematic form of one row in G and one in H. Let
us factor out 1/s from all the rows to get
det
(
G
H
)
= s−(nR−1) det
(
· · · , (xb − x0), . . . , (x0 − xa), · · ·
· · · , (xb − xc), . . . , (xc − xa), · · · , (xa − xb)
)
. (B.9)
The new matrix is exactly the one used for the computation of the invariant of the set of
triples called TR in section 4. More precisely, every row that came from G, i.e., corresponding
to (LRR), gives a triple where both labels from R stay the same and the label from L is
always replaced by x0. The rows coming from H, i.e. (RRR) give rise to the same triple of
labels. Moreover, the new matrix can be thought of as coming from one with nR+1 columns,
ΥR, and deleting two columns, i.e., Υ
0n
R . This means that we can write
det
(
G
H
)
= s−(nR−1)|Υ0nR |. (B.10)
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Next, we study the first new matrix in (B.7). Repeating the same procedure one finds
det
(
A
B
)
= det
(
· · · , s(1/yb − 1/yc), . . . , s(1/yc − 1/ya), · · · , s(1/ya − 1/yb)
· · · , xa/s− s/yc, . . . , s/yb − xa/s, · · ·
)
. (B.11)
In this case we factor out a power of s from each row and introduce a new variable y0 → 0
as s → 0 by identifying y0 = s
2/xa for any a. Note that this is a valid operation as none
of the xa are zero. Otherwise there would be a collinear factorization with x0 on top of the
singularity we are studying. Applying these operations we find
det
(
A
B
)
= snL−1 det
(
· · · , (1/yb − 1/yc), . . . , (1/yc − 1/ya), · · · , (1/ya − 1/yb)
· · · , (1/y0 − 1/yc), . . . , (1/yb − 1/y0), · · ·
)
. (B.12)
The new matrix on the right hand side can be interpreted as that coming from the set
of triples TL, i.e., ΥL after removing columns 0 and 1, i.e., Υ
01
L . However, the puncture
coordinates are not the standard ones but instead they are those obtained by an SL(2,C)
transformation σ → −1/σ. Before bringing the coordinates to their standard form let us
study the denominator of LS(T ).
It is convenient to separate the denominator of LS(T ) as the product over all triples of the
form (LLL), (LLR) and those of the form (LRR), (RRR). Again, starting with the second
set one finds
s−3(nR−1)
∏
α∈TR
|mα1mα2mα3|x (B.13)
where the Vandermonde determinants are defined using the xa variables (this is the reason
for the subscript in each Vandermonde).
The first set gives
s3(nL−1)
∏
α∈TL
|mα1mα2mα3|−1/y (B.14)
where the Vandermonde determinants are defined using the −1/ya variables.
Now we are ready to combine all pieces in order to write
LS(T )=
|Υ1n|2/(σ1 − σn)
2∏n−2
α=1 |mα1mα2mα3|σ
=
(
(1/y0 − 1/y1)
2LS(TL)−1/y
) (
LS(TR)x(x0 − xn)
2
) snR−nL
σ21n
.
(B.15)
where σ1n = σ1 − σn and
LS(TL)−1/y =
|Υ01L |
2/(1/y0 − 1/y1)
2∏
α∈TL
|mα1mα2mα3|1/y
, (B.16)
LS(TR)x =
|Υ0nR |
2/(x0 − xn)
2∏
α∈TR
|mα1mα2mα3|x
. (B.17)
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Finally, we can use the behavior of LS functions under SL(2,C) transformations to write
LS(TL)−1/y =

 ∏
a∈L∪{0}
y2a

LS(TL)y. (B.18)
Separating y0 from the product and simplifying one has
LS(T )→ s−(nL−nR−2)LS(TL)LS(TR)
∏
a∈L
y2a. (B.19)
This is the expected result which combines naturally with the measure dµn.
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