For good image quality using ultrasound inverse scattering, one alternately solves the well-posed forward scattering equation for an estimated total field and the ill-posed inverse scattering equation for the desired object property function. In estimating the total field, error or noise contaminates the coefficients of both matrix and data of the inverse scattering equation. Previous work on illposed inverse ultrasonic scattering commonly used Tikhonov regularization, which considers error only in the data. The solution so obtained is not precise enough to reconstruct the quantitative internal structure of a large or high-contrast object. This paper adopts the truncated total least squares method, simultaneously considering error and noise on both sides of the inverse scattering equation, and compares it with the classical Tikhonov regularization. We show that it can substantially improve reconstruction fit and image quality when the inverse scattering equation system is strongly ill-posed.
Introduction
The inverse scattering problem is to determine from scattered ultrasonic and electromagnetic waves the internal material properties of an object, for instance in medical imaging, geophysics, nondestructive evaluation and sonar. Its solution depends on the total field inside the region of interest (ROI), which cannot be measured, and also on the medium properties. For ultrasound (US) a first generation algorithm, diffraction tomography Slaney 1999, Pan and Kak 1983) , was based on the Born or Rytov approximation, which assumes that the scattering of the object is weak. This allows quasi-real-time approximate reconstructions of objects by fast Fourier transform (FFT), but is only appropriate to weak scattering, which has greatly limited its range of application. For large or strongly scattering objects, the Born assumption breaks any solution to Ax = b is unique, but existence fails if b 0 = 0. For Ax = (x 2 , . . . , x n , . . .), every Ax = b has multiple solutions with x 1 arbitrary. For the case of an operator Ax = (−x 1 , −x 2 /4, −x 3 /8 . . . , x n /2 n , . . .) unique solutions to Ax = b always exist, but arbitrarily small differences in b can give arbitrarily large differences in x, if they occur at high enough positions n. (Note that this last A corresponds in the above space of functions f (t) to integrating twice. Integral operators easily give rise to ill-posed problems.) The fact that such discontinuity cannot occur in finite dimensions unless uniqueness and existence also fail is often glossed as 'ill-posed problems can only occur in infinite dimensions', but this does not respect the above definition.
However, certain linear finite-dimensional discrete problems have properties very similar to separate failure of continuity. Hansen (1994) originated the idea of a 'discrete ill-posed problem'. A linear problem Ax = b for A, an m × n matrix, m > n, with b an m-dimensional vector and x an n-dimensional unknown vector, is discrete ill-posed if both:
(1) the singular values of A decay gradually to zero; and (2) the ratio of the largest to the smallest nonzero singular values is large.
Since neither 'gradually' nor 'large' have a strict definition, this is an informal concept, but nonetheless a fruitful one, describing a situation that often arises in finite numerical attacks on continuum problems. Criterion (2) implies that the matrix A is ill-conditioned (it has singular values widely varying in size), so that the solution is potentially very sensitive to perturbations. Criterion (1) implies that there is no 'nearby' problem whose coefficient matrix is wellconditioned and has well-determined numerical rank. In order to obtain a stable solution, one must apply a regularization method that replaces the problem by a closely related well-posed problem. Many regularization methods have been studied, but their uses are all limited in various ways. The well-known method of Tikhonov regularization (Tikhonov and Arsenin 1977) approximately solves the linear system Ax = b by solving the minimization problem
The regularization parameter λ > 0 is small, the initial or measurement data b are usually contaminated by noise or round-off error and x 0 is an a priori guess for the unknown solution.
If we choose x 0 = 0, the problem posed in (1) is equivalent to
where the asterisk denotes the transpose conjugate. As a function of the regularization parameter λ, the solution of (2) is
Many papers (Haddadin and Ebbini 1998 , Franchois and Pichot 1992 , Joachimowicz et al 1991 have addressed the Tikhonov regularization of inverse scattering problems. An underlying assumption (Tikhonov and Arsenin 1977, Hansen 1994) of it in the form (1) is that the errors on the right-hand side of the equation Ax = b are unbiased, so that their covariance matrix is proportional to the identity matrix. Unfortunately, in order to solve the inverse scattering problem, we must iteratively solve for the approximate total field and unknown function. During the iteration, the approximation and the round-off errors of the total field contaminate the coefficient matrices of the inverse scattering equations. Thus, it is not enough to consider the errors only on the right-hand side. This paper applies the truncated total least squares (TTLS) method proposed by Golub (Golub and Van Loan 1980) , so that errors on both sides can be considered simultaneously. This paper is organized as follows. We describe the inverse scattering problem and the truncated total least squares algorithm, then use the TTLS and Tikhonov regularization to simulate images of different objects whose structure is known. (Correctness can thus be assessed more objectively than for real data.) Finally, we present discussion and conclusions.
Theory and formulation

Model of inverse scattering
Consider (figure 1) an infinite region 1 containing a homogeneous fluid-like loss-free acoustic medium with known constant background wavenumber, k 0 (Haddadin and Ebbini 1998 , Chew 1992 , Guillermin et al 2001 . Embedded in this space is a lossy, inhomogeneous cylindrical fluid-like object of arbitrary cross-section, S. Through each cross-section, the density of the medium is constant but the wave number k( r ) varies with spatial position r. Line transmitters/receivers are uniformly located on a circular array surrounding the object in each cross-section. A monochromatic incident plane wave in 1 produced by a transmitter propagates perpendicular to the cylinder axis, so that the problem reduces to one in 2D space. The transducers can be used in transmitting and receiving modes simultaneously. With these assumptions, the total pressure field U (t) ( r ) at any point r can be described Slaney 1999, Chew 1992) by the Helmholtz equation, in the following Lippmann-Schwinger integral form representation:
Here O( r ) is the unknown scattering function which relates to the acoustical properties of the object, and U (in) ( r ) is the incident field when no object is present. The 2D scalar homogeneous (free-space) Green's function G( r, r ) can be expressed by the zeroth order Hankel function of the first kind as G( r, r ) = scattering function can be written (Kak and Slaney 1999 , Haddadin and Ebbini 1998 , Chew 1992 as
where k 0 is the wave number in background medium, c( r ) is the speed of sound in the object, c 0 is the (constant) speed of sound in the background medium, k( r) is the wave number at the angular frequency ω and n( r ) = c 0 c( r ) is the complex refractive index.
Evidently, if the function O( r ) can be found from equation (4), this gives the speed of sound (or the refractive index) of the object so that its image can be reconstructed. At first glance, if the total field and the incident field outside the object can be measured, we can find the unknown function directly from (4). However, the total field U (t) ( r ) of the ROI in the integrand cannot be measured, and depends on the properties of the object in a complicated way, that is, on O( r ). Thus, O( r ) enters twice into the integrand, making equation (4) nonlinear. We have to guess U (t) ( r ), solve for O( r ), find an improved U (t) ( r ) using it, and so on.
The nonlinearity increases with the contrast of the object, defined as follows :
This expresses the maximum change of the acoustic properties (speed of sound or refractive index) due to the presence of the object relative to the background medium. Larger contrast makes the scattering effect of the object stronger.
In practical applications, we can Slaney 1999, Chew 1992) 
change equation (4) into
where U (s) ( r ) is the scattering field at observation points outside the object, and other notations are as in equation (4). By measuring the incident and total fields at the observation point, we find the scattered field by subtracting one from the other. Before discussing how to solve (4) or (7), we first transform them into algebraic equations, easily solved by numerical algorithms. Firstly (figure 2), divide the square region enclosing the cross-section S into N = l × l square cells, small compared to the sound wavelength in the background medium and with negligible change over each cell in the speed of sound. Secondly, by the method of moments (Richmond 1965 , Harrington 1968 , with pulse-basis functions and point matching, discretize equations (4) and (7) into the linear systems (Haddadin and Ebbini 1998 , Chew 1992 , Franchois and Pichot 1997 , Richmond 1965 :
The N-dimensional vectors U (t) (r n ) and U (in) (r n ) denote the total and incident fields at the centre point r n = (x n , y n ) of cell n (figure 2), while O(r n ) gives the target function value there. 
using Richmond's theory (Richmond 1965 ) which takes the integral over the cell not over the square region, but on a circle of radius a inscribed in it (figure 2). The integral over the cell then gives this analytical form, where
2 is the distance between the observation point r p = (x p , y p ) and the source point r q = (x q , y q ), both internal points of the imaging region. The elements of the M × N matrix G s are given by the same formula as in (10) Guillermin (2001) . In our experiments below, we choose L = M. The direct or forward scattering problem in both acoustics and electromagnetics is to predict the waves disturbed by an object of known constitution. In contrast, the indirect or inverse scattering problem is the reconstruction of the internal material properties of an object from the disturbed waves, as measured by detectors outside it. Equations (4) and (8) are our forward scattering equations, and (7) and (9) our inverse scattering equations.
As in the continuous version, solving (9) requires knowing the total field inside the ROI, which is impossible to measure. Again, the total field inside the ROI is dependent on the medium's properties (the object's scattering function), making the inverse problem nonlinear. Numerous methods for the inverse scattering problem have been proposed, such as the distorted Born iteration method (Chew and Wang 1990) , the LevenbergMarquardt Pichot 1992, 1997 ) variation of Gauss-Newton) method, NewtonKantorovich (Joachimowicz et al 1991 (Joachimowicz et al , 1998 , etc. These methods have been shown equivalent (Remis and van den Berg 2000, Franchois and Pichot 1997) . We describe only DBI here: other methods can be seen in our references and those therein.
Distorted born iterative method
A basic approach to the nonlinearity of inverse scattering problem is Born approximation, which assumes that the inhomogeneity is simply a weak perturbation and the scattered field it produces is weak compared to the incident field, U (s) ( r ) U (in) ( r ) . Replacing the total field ( r ) in the ROI by the incident field U (in) ( r ), equation (9) can be solved by using appropriate linear methods. We call this the Born inverse solution. Numerical simulations show (Kak and Slaney 1999) that it is reasonable if the phase shift introduced by the inhomogeneous media is less than π . The shift depends not only on the size and the contrast of the object, but also on the frequency of the incident wave. For a given wavelength, decreasing the contrast or the size of the inhomogeneity satisfies the assumption, but these parameters are beyond user control. Increasing the wavelength reduces the (relative) size of the inhomogeneities, but sacrifices the spatial resolution of the image. Medical imaging needs stronger methods.
A powerful approach is the DBI method. The basic idea is to alternately fix one of the two unknowns, U (t) (r n (8) as 
Using the inverse matrix computed above, compute the matrix 
, the improved estimate of the unknown function. (4) Go to step 2 until the relative residual error (RRE) (defined in section 3 ) is less than a pre-selected threshold or is larger than the RRE of the last reconstruction. This process solves the total field inside the ROI in each iteration using the latest reconstructed object function. Physically, this can be interpreted as the field due to a transmitter (a line source, in this case) in the presence of the medium as given by the last reconstruction. This value is simply that of the Green's function for the background medium in the presence of the object with parameters of the last reconstruction. Hence, this iterative process can give a more precise approximation of the solution.
In DBI, equations (12) and (13), giving the total field and the inhomogeneous Green's function, can be computed by matrix inversion. Equation (14) for the correction of the unknown function is ill-posed and needs regularization, or small errors in the data can cause a dramatic deviation from the true solution and affect the convergence of the algorithm. Hence, the choice of regularization method for the inverse scattering equation (14) is very important. Many have been developed in the last half century (Hansen 1994) , but the choice depends on the practical application. In general, one should try a variety of them and compare each result with those of other methods, and use any additional information available on the given problem. In the last two decades, many authors (Haddadin and Ebbini 1998 , Franchois and Pichot 1992 , Joachimowicz et al 1991 
Analysis of the iterative procedure shows that the coefficient matrices of O k (r n ) in step 3 are contaminated by errors such as the approximation of U (t) i (r n ) and G s i , round-off errors. Methods which only consider errors or noise in measured data cannot settle these ill-posed problems or fit the data well. We use the truncated total least squares method, which considers errors or noise on both sides.
Truncated total least squares method
We first give some notation.
i (r n ). Then the inverse scattering equation in DBI follows the familiar form Ax = b. As given above, it is ill-posed and both the matrix A and the data b are contaminated by noise. Regularization which only considers noise in the data b is incomplete.
We use the total least squares (TLS) method, motivated by linear models Ax ≈ b in which both A and b are subject to error, which was proposed by Golub and Van Loan (1980) and developed by many authors (Fierro et al 1997 , Golub et al 1999 . We follow the version of Fierro et al (1997) . It generalizes the original least squares method of minimizing Ax − b 2 . That solves the problem Ax =b, whereb is the smallest possible perturbation of b which lies in the range R(A) of A, theb with b −b being minimal. In other words, we perturb b just enough to ensure that the perturbed equation has a solution, and then solve this system. Perturbing b may be seen as an attempt to reverse the process that at the outset produced the noisy b from the noise-free version η = Ax. Now, if A also is subject to noise, then why not perturb A as well as b? That is, seekÂ andb such that (A, b) − (Â,b) is as small as possible subject tob ∈ R(Â). ThenÂx =b has a solution, and any such solution is a total least squares (TLS) solution to the problem Ax = b.
As discussed above, an approximate statement of the TLS problem in the case of noisy data is Van Loan 1980, 1984) :
where A is an m × n matrix (typically with m > n, rank deficient) and · F is the Frobenius norm, namely A 2 F = i j |a ij | 2 . The TLS solution can be defined as follows Van Loan 1980, 1984) . Consider the singular value decomposition
Select a regularization parameter k (which can be the numerically found rank of A). Block-
Then the TLS solution is given bỹ 
Numerical simulations and results
In this section, we give some simulations using TTLS regularization in ultrasound inverse scattering problem and compare it with Tikhonov regularization.
Preliminary
Determining the regularization parameters, λ in Tikhonov and k in TTLS, is a very important problem in regularization. The general problem is one of the more intractable ones in regularization theory, and beyond our scope here. Over the years, a variety of parameterchoice methods have been proposed (Hansen 1994) , but none suits all regularization methods: the best choice depends on the problem to be solved. We tested the L-curve (Hansen 1992) and discrepancy principle (Hansen 1994 , Franchois and Pichot 1992 ) methods, and found that the former gives better results for our problem. In the simulations below, we chose regularization parameters by the L-curve (Hansen 1992) method.
Before presenting the numerical results, we define some terminology to be used in the numerical analysis. The relative error (RE) of the unknown function is
where O reg is the regularized solution and O ext is the exact one. These values quantify how the solution O reg approaches the exact solution during iteration. In practical application, RE is unknown since the exact solution O ext is unknown. Next, the relative residual error (RRE) is defined as
where the summation is over all transmitter and receiver points. This value quantifies how the computed scattering field approaches the field measured. We use it as the terminating criterion in step 4 of the DBI method. We now briefly describe the experimental set-up, giving only the parameters related to our numerical simulation. As discussed in section 2, we use Born inverse solution for the initial solution in DBI, so its accuracy greatly affects the algorithm's convergence and its convergence speed. To reconstruct a large object with high contrast, we must use an incident wave with a low enough frequency that the phase shift is less than π . In what follows, we assume a cylindrical object with arbitrary cross-section immersed in a fluid-like background medium (usually water) with the speed of sound being 1500 m s −1
. We chose an operating frequency of 200 kHz, corresponding to a wavelength λ 0 of about 7.5 mm in water and wave number k 0 = 0.8379. (The higher frequencies common in medical applications would give similar results on a smaller object, so for our comparison the choice is somewhat arbitrary.) The reconstruction region is a 4 cm × 4 cm square, enclosing the object (figure 1), divided into 32 × 32 cells. Each cell is a square of area 2 , where = λ 0 /6 = 1.25 mm. This discretization is coarse for some applications. We can divide the region more finely (such as = λ 0 /10 = 0.75 mm) if necessary, though this exhausts the 256 M memory in our Pentium III 600 computer. Moreover, a finer grid means more unknowns, and the ill-posedness of the inverse scattering equation becomes stronger and more difficult to deal with: convergence becomes a slower process. To reconstruct large object with high contrast, we chose the coarse discretization here. Later work will test the method's scalability to finer detail.
Simulations
Simulation (a) . Figure 3 shows an image identical to the Shepp-Logan 'head phantom' (Shepp and Logan 1974) enclosed by a 4 cm × 4 cm square. Since this is widely used in inverse scattering studies, it allows direct comparison with other work. This phantom is a superposition of ellipses, each with a constant grey level between 0 and 255. The roundness of the regions provides a sense of the visual results of reconstruction curved tissue at a lower pixel resolution. A later 'anti-aliasing' step could reduce the squared effect, but since our object here is to compare regularization methods we show the results without such postprocessing. (Similarly, the logic necessary to handle realistic multi-wavelength pulses would distract from the comparison we address. The overall effectiveness of a complete imaging system is influenced by many choices, making the effect of each choice harder to assess.) We rescale the grey levels into a chosen range for the contrast function (n 2 (r) − 1) in equation (6). Because the phantom structure is complex, the scattering is multiplex. We assume that the contrast function (n 2 (r) − 1) of the internal object changes from −0.1 to +0.1, that is, we rescale the grey levels 0-255 of the phantom to that range, and use the transformed values as to give the speed change in the internal medium. Calculation shows that 1428 m s −1 < c < 1595 m s −1 , where c is the speed of the sound in the different points of the phantom. The square is divided into 32 × 32 small cells and the speed of sound or the index of refraction is treated as constant within each cell. Forty transmitters (also used as receivers) are evenly situated on a circle of radius 20λ 0 = 15 cm. When a transducer transmits a monochrome plane wave, the wave interacts with the inhomogeneous medium and produces a scattered wave. Both the incident and total field are measured by the 40 receiver elements. The measurements and system model make up the matrix system of equation (9). This process is repeated for every transmission position, giving an overdetermined system of equations with 32 × 32 = 1024 unknowns and 40 × 40 = 1600 equations.
In the first iteration the greatest and least singular values for the Born inverse solution are σ 1 = 1.4215, σ 1024 = 3.0261 × 10 −17 . The linear system is strongly ill-posed, with condition number σ 1 /σ 1024 = 4.6975 × 10 16 . The RRE and RE are shown in figures 4 and 5, where we see that the RE and RRE approach stability after 11 iterations, when we end the iteration. It can be seen that the RE and RRE of TTLS are less than those in Tikhonov regularization. The TTLS approach to the true Simulation (b). An object with a simple structure (figure 8) is enclosed by a 4 cm × 4 cm square. Different regions have different grey levels, which in this case we rescale to the range −0.2 to +0.2 for the contrast function. We deduce that the speed of sound in the object varies from 1369 m s −1 to 1685 m s −1 . Since this is large, the scattering is strong. The sampling of the square region is as in simulation (a), but the number of transducers and receivers is 36, giving 36 × 36 = 1296 equations with 32 × 32 = 1024 unknowns. The maximum and minimum singular values of the first iteration are σ 1 = 1.2796, σ 1024 = 1.5236 × 10 −20 and a condition number σ 1 /σ 1024 = 8.3986 × 10 +19 . The ill-posedness of the system is stronger than simulation (a). The RRE and RE are shown in figures 9 and 10. Figure 9 shows that the RRE of the Tikhonov regularization method does not decrease after the tenth iteration and the RRE of the TTLS method does not decrease after the twelveth iteration. We terminated the iteration at the tenth iteration for comparison. At the tenth iteration the RRE of the TTLS method is less than that in Tikhonov regularization. That is to say, it is better than in data fitting. Figure 10 shows that the RE decrease of the Tikhonov regularization method ends with the sixth iteration and that of the TTLS method with the tenth. At the terminating point (the tenth iteration), the RE of TTLS is less than that of Tikhonov regularization. From the RE of the Tikhonov method, we see that its solution departs from the true solution after the sixth iteration while the TTLS solution of the method approaches the true solution until the tenth iteration. The simulation results are shown in figures 11 and 12.
Simulation (c). The structure of the object, the configuration of transducers/receivers and the sample are as in simulation (b) except that the contrast function of the object is reduced to the range −0.1 to +0.1. The structure of the object is simple, and with low contrast range −0.1 < (n 2 (r) − 1) < 0.1, the effect of scattering is weak. The greatest and least singular values at the first iteration are σ 1 = 1.3748, σ 1024 = 2.7956 × 10 −13 , for a condition number σ 1 /σ 1024 = 4.9177 × 10 12 . The ill-posedness of the systems of equations is weaker than simulations (a) and (b). Simulation showed no observable 
Conclusions and discussion
We used the truncated total least squares regularization method as specified by Fierro et al (1997) to solve the ultrasound inverse scattering imaging problem and compared it with the classical Tikhonov regularization method. As Fierro et al point out, the TTLS method suits strongly ill-posed problems, though without observable advantages in weak ill-posed problems. Our simulation results support this.
From the analysis and the simulation results above, we conclude that TTLS regularization is superior to the classical Tikhonov regularization in the ultrasound inverse scattering imaging problem for a large or high contrast target. Since in the distorted Born iteration method, noise or error can contaminate both sides of the inverse scattering equation, methods which address error on both are better than those that consider it only in the measured data. In applied ultrasound or microwave imaging, the structure and contrast of object cannot be judged a priori; nor, hence, can the degree of ill-posedness of the inverse scattering equation. TTLS regularization suits both weakly and strongly ill-posed problems and is more stable than Tikhonov regularization in the DBI method.
Although the TTLS method can solve strongly ill-posed problems very well, it is time consuming. (Some acceleration methods have been proposed recently, among them a Lanczos bidiagonalization method by Fierro et al (1997) .) Moreover, there is no good method for the choice of regularization parameter. We tried many simulations in choosing appropriate parameters and found the L-curve method (Hansen 1992 ) suitable for our inverse scattering model. The convergence and the stability of regularization methods should be studied further, as should the problems of scaling to higher resolution imaging.
