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Abstract 
In this paper, we study the procurement problem faced by a buyer who 
needs to purchase a variety of goods from suppliers applying a  so-called 
total quantity discount  policy.  This policy implies that every supplier 
announces a  number of volume intervals and that the volume interval in 
which the total amount ordered lies determines the discount.  Moreover, 
the discounted prices apply to all goods bought from the supplier,  not 
only to those goods exceeding the volume threshold.  We refer to this 
cost-minimization problem as the TQD problem.  We give a  mathemati-
cal formulation for this problem and argue that not only it is  NP-hard, 
but also  that there exists no polynomial-time approximation algorithm 
with a  constant ratio (unless P  =  N P).  Apart from the basic form  of 
the TQD problem, we describe three variants. In a first variant, the mar-
ket share that one or more suppliers can obtain is constrained.  Another 
variant allows the buyer to procure more goods than strictly needed, in 
order to reach a  lower total cost.  In a third variant, the number of win-
ning suppliers is limited.  We show that the TQD problem and its vari-
ants can be solved by solving a series of min-cost flow  problems.  Finally, 
we investigate the performance of three exact algorithms (min-cost flow 
based branch-and-bound,  linear programming based branch-and-bound, 
and branch-and-cut) on randomly generated instances involving 50  sup-
pliers and 100  goods.  It turns out that even the large instances of the 
basic problem are solved to optimality within a  limited amount of time. 
However, we find that different algorithms perform best in terms of com-
putation time for different variants. 
Keywords: procurement, volume discounts, exact algorithm, complexity, 
min-cost flow,  reverse auction 
1  Introduction 
It is  a  widespread economic phenomenon that the price of a  good depends -
among many other things - on the amount ordered.  Indeed, there are many 
reasons for  suppliers to offer  discounts based on the volume sold to a  buyer. 
Consequently, when it comes to procuring amounts of different goods from dif-
ferent suppliers, it makes sense to consider various alternatives. In fact, choosing 
1 the right suppliers to deliver the right products has become a major concern in 
many large companies. Reliability, quality, and price are important criteria that 
guide the choice for  suppliers.  Moreover, the ever-increasing opportunities that 
e-commerce and web-based procurement offer for  dealing with procurement is-
sues, explain the increased usage of so-called reverse auctions.  While traditional 
auctions involve a  single seller and multiple buyers, a  reverse auction involves 
multiple sellers that express bids to provide goods or services and one buyer 
that chooses the best bids. 
In this work, we investigate a basic procurement problem from the viewpoint of 
a buyer who faces different suppliers that offer a variety of goods using specific 
discount policies.  The discount policy we  investigate is  one where the supplier 
has specified a number of volume intervals, and the price per item depends on 
the volume interval in which the total amount ordered lies.  Obviously,  a  sup-
plier is  assumed not to increase its prices in a  higher interval.  This structure 
is  called total quantity discount  (TQD). Furthermore, the prices  apply to all 
units bought from the supplier,  which is  called an all-unit discount policy  (a 
discussion and classification of various quantity discount policies can be found 
in Munson and Rosenblatt (1998)).  We assume that there are no differences be-
tween suppliers other than the prices they charge for the different goods.  Thus, 
the quality of the goods they deliver is  assumed to be the same.  Given a final 
demand for each good, the TQD problem is to satisfy demand against minimal 
cost. 
Procurement problems involving discount policies have been studied by many 
authors.  Katz et al. (1994)  (see also Sadrian and Yoon  (1994))  discuss a  pro-
curement problem where they distinguish between purchases on a commitment 
basis and purchases on an as-ordered basis.  They stress the importance of sourc-
ing flexibility and model explicitly the fact that not all future goods should be 
purchased via committed contracts.  In addition,  they explicitly consider the 
number of vendors for each good, and the percentages of the total supply given 
to each of the vendors.  In their discount policy,  a supplier discounts the price 
of each item by the same percentage based on the total dollar value of all goods 
purchased from the supplier, whereas our policy allows a different discount per-
centage for each good. 
Crama et al. (2004) investigate another procurement problem, characterized by 
a  discount policy very similar to the one used  here,  in the sense that it also 
expresses the discount as  a function of the total quantity of goods purchased. 
However,  it also  differs  since it uses one single discount rate for  all products. 
Furthermore, Crama et al.  face the additional problem of deciding how to use 
the purchased raw materials to manufacture the desired quantities of the end-
products. 
A lot of research on quantity discount policies has been done in the context of 
lot sizing problems (see e.g.  Xu et al. (2000)).  Lot sizing problems however deal 
with when to order what amount of goods and include inventory costs, whereas 
in this work we  want to determine what to order from  whom and assume a 
single-period perspective. 
2 The TQD problem can also be viewed in the context of combinatorial auctions. 
Combinatorial auctions  are  relevant when the value of a  set of goods  is  not 
equal to the sum of the values of the individual goods.  Then there are so-called 
complementary or substitute-effects, and in such a setting it can be beneficial 
to consider pricing sets of goods instead of pricing only individual goods.  The 
discount policy described above is a way to price a set of goods:  the cardinality 
of the set of all goods ordered determines in which interval the buyer is,  and 
the all-unit discount policy leads to prices that imply complementary effects. 
Bichler et al. (2004) outline a classification of allocation problems based on the 
number of participants and the type of traded goods.  According to this classi-
fication, the TQD problem is an n-bilateral allocation problem, since there are 
only two types of participants, i.e., buyers and sellers.  In our case, there is only 
one buyer, which makes it a single-sided auction.  Furthermore, the TQD prob-
lem  is  characterized by  single-attribute,  multi-item,  multi-unit  bids,  because 
bids can be made on any quantity of a number of heterogeneous goods and all 
other attributes besides the price are predefined. 
Davenport  and Kalagnanam  (2002)  report  on  a  volume  discount  auction  in 
which discounts are based on quantities for each individual good.  Furthermore, 
they use an incremental discount policy, meaning that the discounts apply only 
to the additional units above the threshold of the volume interval.  Hohner et 
al. (2003)  describe a web-based implementation of this procurement auction at 
Mars Incorporated. 
Eso et al. (2001)  also  elaborate on the work of Davenport and Kalagnanam. 
They study a volume discount auction with piece-wise linear supply curves, al-
lowing discontinuities and all-unit discounts.  However, they do require additive 
separable supply curves, which boils down to assuming that the prices charged 
by a supplier for different commodities are independent. This makes their prob-
lem not truly combinatorial, since synergies or substitutability between different 
goods cannot be reflected in the total price charged by the suppliers.  As a result, 
a total quantity discount structure is not possible in their setting. The authors 
formulate a column generation based heuristic that provides near-optimal solu-
tions to the bid evaluation problem. 
Another procurement auction with marginal-decreasing piecewise-constant sup-
ply curves is described in Kothari et al. (2003).  This auction also allows all-unit 
discounts,  but it deals only with a  single  good.  Kothari et al.  present fully 
polynomial-time approximation schemes for the winner determination problem 
and the computation of the Vickrey-Clarke-Groves payments of this auction. 
The TQD problem is  also related to the so-called deal splitting problem intro-
duced by Shachnai et al. (2004).  In this problem, a buyer needs to split an order 
of multiple units from a set of heterogeneous goods among a set of sellers, each 
having bounded amounts of the goods, so  as to minimize the total cost of the 
deal.  Two variants of the deal splitting problem can be discerned, depending 
on whether the seller offers  packages containing combinations of the goods or 
whether the buyer can generate such combinations using seller-specified price 
tables.  Shachnai et al.  show that for  both variants an exact solution can be 
3 found in pseudo-polynomial time if the number of heterogeneous goods is fixed. 
Moreover, they develop polynomial-time approximation schemes for several sub-
classes of instances of practical interest. 
We now describe shortly the practical application that originally motivated this 
problem  (see  Van de Klundert et al. (2003)).  Consider  a  telecommunication 
company that needs to acquire capacity to accommodate its international calls. 
This capacity is  offered by various so-called carriers, i.e., for  each destination, 
each carrier offers  capacity, priced in eurocents per minute.  Prices of carriers 
differ, and - which is particularly relevant for  our setting - each carrier uses an 
interval structure to arrive at a certain price.  In other words, the total amount 
of call-minutes handled by a  certain carrier determines the price.  The problem 
is to acquire the right amount of capacity for each destination at minimal cost. 
We give the following results.  We show that no polynomial-time algorithm for 
the TQD problem can achieve a  constant worst-case ratio  (unless  P  =  NP). 
Then, we prove that (a generalization of) the linear programming relaxation of 
a  straightforward formulation of the problem can be solved by min-cost flow. 
Thus, we prove that a combinatorial algorithm solves the LP-relaxation of the 
TQD  problem.  Furthermore,  we  extend the  basic  TQD problem  by  adding 
some side constraints.  Finally, we perform computational experiments compar-
ing three exact algorithms:  a min-cost flow  based branch-and-bound approach 
(using the network solver ofIlog Cplex 8.1), a linear programming based branch-
and-bound approach (using the MIP solver ofIlog Cplex 8.1) and a branch-and-
cut approach (also using the MIP solver of Ilog Cplex 8.1).  Section 2 presents 
the mathematical formulation of our problem, section 3 describes the theoretical 
results, and section 4 presents three variants of the TQD problem.  In section 5, 
the exact algorithms for the TQD problem and its variants are described and 
finally section 6 gives our computational results. 
2  Mathematical formulation 
To state a mathematical formulation of the TQD problem, we use the following 
notation.  We define G as the set of m  goods, indexed by k, and 5  as the set of 
n  suppliers, indexed by i.  For each good k  in G, we define dk  as the amount of 
good k to be procured.  To each supplier i  in 5  we associate a  sequence of in-
tervals Zi = {O, 1, ... , maXi}, indexed by j. Furthermore, for each supplier i  E 5 
and interval j  E  Zi, lij and Uij define the minimum and maximum number of 
goods respectively that needs to be ordered from supplier i  to be in interval j. 
Finally, for  each supplier i  E  5, for  each interval j  E  Zi and each good kEG, 
let Cijk be the price for one item of good k  purchased from supplier i in its j-th 
interval. 
We assume that these parameters satisfy the following assumptions: 
4 Vi  E S,j -=1=/  E Zi: [lij,uij) n [lij"uij') =  0,  (1) 
Vi  E  S, j  E  Zi \  {maxi}, kEG: Cijk  ~  Ci,j+l,b  (2) 
Vi  E  S, j  E Zi, kEG: Cijk  ~  0,  lij  ~ 0,  Uij  ~  0,  dk  ~  O.  (3) 
Assumption  (1)  states that a  supplier's intervals should not overlap.  The re-
quirement that prices should not increase from  one interval to the next is  ex-
pressed in the second assumption.  The last assumption reflects that all prices 
and all quantities ordered are nonnegative. 
We define the decision variable Xijk  as the amount of good k purchased from 
supplier i  in interval j. Further, we define a binary decision variable Yij which 
is  1  if interval j  is  selected for  supplier i  and 0 otherwise.  This leads to the 
following formulation of the TQD problem, referred to as TQDF. 
minimize 
subject to 
L L L CijkXijk 
iES jEZ.; kEG 
L L  Xijk =  dk 
iES jEZ; 
L  Yij  ~  1 
jEZ; 
L  Xijk - Yij1ij  ~  0 
kEG 
L Xijk - YijUij  ~  0 
kEG 
Xijk  ~  0 
Yij  E {O, I} 
(4) 
Vk  E G  (5) 
Vi  E  S  (6) 
Vi  E S,j E  Zi  (7) 
Vi  E S,j E  Zi  (8) 
Vi  E  S, j  E  Zi, kEG  (9) 
Vi  E S,j E  Zi  (10) 
The objective function (4)  states that the amount of goods k ordered from sup-
plier i when in interval j, times the corresponding price must be minimal.  Con-
straints (5)  make sure that the demand for each good is met, while constraints 
(6)  guarantee that at most one interval per supplier is selected.  Constraints (7) 
and (8)  ensure that if an interval j  is  selected, the total amount of goods pur-
chased from supplier i  is between the bounds of that interval. If  an interval j  is 
not selected, these constraints ensure that Xijk =  O.  Constraints (9)  state that 
only a nonnegative amount can be purchased, while constraints (10) define Y as 
a boolean variable.  Notice that this formulation allows to order nothing from a 
supplier.  Notice also that we do not require integrality of the x-variables; if the 
demands and the lower and upper bounds of each volume interval are integral 
however, then, assuming the existence of a feasible solution, there always exists 
an optimal solution of TQDF with integral x-values (see section 3). 
5 3  Properties of the TQD problem 
In  this section we establish the complexity of the TQD problem (section 3.1). 
We also show that the the LP-relaxation of TQDF can be solved by solving a 
min-cost flow  problem (section 3.2). 
3.1  On the complexity of the TQD problem 
We show that the TQD problem is  a  hard problem to solve when aiming for 
optimal solutions. 
Theorem 1  The decision version of the  TQD problem is strongly NP-complete. 
In fact, we can also make the following statement on the approximability of the 
TQD problem: 
Theorem 2  No polynomial-time approximation algorithm with constant worst-
case  ratio  exists for the  TQD problem (unless P  =  NP). 
Next, consider the TQD problem, where - instead of prices for  all  intervals for 
each supplier - only prices for the first interval and a discount rate is given.  This 
discount rate 6 determines the price Ci,j,k of good k in interval j  as  a function 
of the price in interval j  - 1 as follows: 
Ci,j,k =  (1 - 6)Ci,j-l,k  Vi,k and Vj > 1  (11) 
We claim that this special case of the TQD problem is still a hard problem. 
Theorem 3  The decision version of the TQD problem with a common discount 
rate 6 is  strongly NP-complete. 
Finally, consider the variant of the the TQD problem where the amounts pur-
chased must be at least as large  as the demands dk .  In such a setting, it might 
happen that buying more than what is  strictly needed reduces the total cost. 
We refer to this problem as the more-for-Iess variant of the TQD problem (see 
section 4.2).  We claim that this variant remains a hard problem. 
Theorem 4  The decision version of the more-for-less variant of TQD problem 
is strongly NP-complete. 
For the proofs of Theorems 1, 2,  3,  and 4,  we  refer to the appendix. 
3.2  Min-cost flow and the TQD problem 
We now show that the the LP-relaxation of TQDF can be solved by solving a 
min-cost flow  problem.  In  fact,  even in the more general case where for  some 
suppliers intervals are prespecified, the LP-relaxation of the resulting model can 
still be found by solving a min-cost flow  problem. 
Let us first state a  model which assumes that for  an arbitrary given subset of 
suppliers, referred to as D (D  c:;;  S), an interval, say s(i) E Zi, has been selected, 
6 while for the remaining suppliers no interval has been selected.  We refer to the 
following formulation as GENTQDF. 
minimize 
subject to 
L L L CijkXijk 
iES jEZ; kEG 
L L  Xijk =  dk 
iES jEZ.; 
L Yij  ~  1 
jEZ; 
L Xijk - Yij1ij ?  0 
kEG 
L Xijk - YijUij  ~  0 
kEG 
L Xi,s(i),k -li,s(i) ?  0 
kEG 
L Xi,s(i),k - Ui,s(i)  ~  0 
kEG 
Xijk ?  0 
Xijk =  0 
o  ~  Yij  ~  1 
(12) 
'ifk  E G  (13) 
'ifi  E 5 \ D  (14) 
'ifi  E 5\D,j E  Zi  (15) 
'ifi  E 5\D,j E Zi  (16) 
'ifi  E D  (17) 
'ifi  E D  (18) 
'ifi  E 5\D,j E Zi,k E G  (19) 
'ifi  E D,j #- s(i),k E G  (20) 
'ifi  E 5\D,j E Zi  (21) 
Observe that if D  =  0, the resulting model is  the LP-relaxation of TQDF, 
whereas if D  =  5, we arrive at the situation where an interval has been selected 
for each supplier (see [7]). 
Theorem 5  GENTQDF can  be  polynomially transformed to  min-cost flow. 
PROOF. We organize the proof by first  showing that an optimal solution of 
GENTQDF has a  structural property.  Then we construct a  min-cost flow  in-
stance and show the correspondence between optimal solutions of this instance 
and GENTQDF. 
Claim:  There exists an optimal solution  (x*, y*)  of GENTQDF in  which for 
each i  E 5 \  D: 
X7j k  =  0 
y7j  =  0 
'ifj #- 1TWXi, 'ifk  E G, and 
'ifj #- maxi. 
(22) 
Thus, the claim states that there exists an optimal solution in which all x- and 
y-variables equal 0,  except those corresponding to the highest interval of each 
supplier.  In other words,  goods are bought only at the lowest prices of each 
7 supplier. 
Argument:  given some feasible solution (x, y)  of GENTQDF, we  show how to 
modify (x,y) to (X',y')  such that (X',y')  is  a  feasible  solution of GENTQDF 
satisfying (22) and such that the cost of (x', y') does not exceed the cost of (x, y). 
For each kEG and each i  E  S  \  D, we  set 
maX-i_ 
x;,max;,k = L  Xi,j,k,  and 
j=O 
X;,j,k = °  for  j  = 0,1, ... , maxi - l. 
Further, for  each i  E  S \ D, we set 
",max,-l", 
I  ~J=o  ~kEG  X',J,k  d 
y"max, = Y"max, +  an 
ui,max'i 
for j  = 0,1, ... ,maxi-l. 






It  is obvious that the costs of (x', y') cannot exceed the costs of (x, y) since the to-
tal amount of goods has remained the same for each supplier, while in (x', y') all 
goods are purchased in the highest interval (and we have Ci,max;,k  (  Ci,j,k \Ii, j, k, 
see (1)).  Let us now argue that (x', y') is  a feasible solution of GENTQDF. 
Evidently, (X',y') satisfies (13),  (17),  (18),  (19)  and (20).  To show that (x', y') 
satisfies  (14)  and (21),  we  need to show that  y~ max.  (  1 for  i  E  S \  D.  Ob-
serve that for  j  =  0,1, ... ,maXi - 1 we  have rkEG'Xijk/Uij  (  Yij  (using the 
feasibility  of  (x, y)  with respect  to  (16))  and thus  LkEG Xijk/Ui,max;  (  Yij 
for  j  =  0,1, ... , maxi - l.  Summing over  j  =  0,1, ... , maxi - 1  implies that 
L';~;;-l(LkEG  Xijk)/Ui,max;  (  L';~;;-l  Yij  and together with the feasibility 
of (x, y)  with respect to (14)  this leads to (x', y') satisfying (14)  and (21). 
Consider  now  for  some  i  E  S \  D  constraints  (15),  written alternatively as 
LkEG Xijk  ~ lijYij for  j  =  0,1, ... , nwxi· In case j  < nWXi, the right-hand side 
equals °  (since  y~j = °  for j  < nWXi by construction) and feasibility follows.  In 
case j  =  maXi, we have, using feasibility of (x, y), that 
~  Xi max· k  ~  Ii max·Yi max··  L--t  ,"/.,  ,'/.,-1- (28) 
kEG 
Also it is true that 
maX'i. -1  ,"",max·i. -1 ""' 
~ ~  ~j=O  ~kEG  Xijk 
L  L  Xijk  ~  U.  li,max;. 
j=O  kEG  ',max;. 
(29) 
8 Summing (28)  and (29) yields: 
maxi-l 
L  X~,maxi,k =  L (Xi,max;,k +  L  Xi,j,k) 
kEG  kEG  j=O 
max·i-l 
~ ~  Xi,j,k  I 
;;?:  li,max;(Yi,maxi +  L  L  -U-. --)  =  li,max;Yi,max;' 
j=O  kEG  t,max; 
Thus (x', Y') satisfies constraints (15). 
(30) 
To verify that (x', Y') satisfies constraints (16), observe that for i  E S\D and for 
j  =  0,1, ... , maxi - 1 LkEG  X~,j,k = 0 and Y~j = 0 (this follows  by construction 
of x' and y').  Finally, in case j  =  maxi we have 
L Xi,max;,k  ~  Ui,max;.Yi,max;, and 
kEG 
max.;-l  ",max;.-l", 
~ ~  ~j=O  ~kEG  Xijk 
L  L  Xijk =  Ui,max;' 
j=O  kEG  Ui,max,j. 
Summing (31)  and (32)  yields 
max,j.-l 
L  x~,maxi,k =  L (Xi,max;,k +  L  Xi,j,k) 
kEG  kEG  j=O 
max'i-1 
~ ~  Xi,j,k  I 
:( Ui,max'i(Yi,maxi. +  ~ ~  -u-. --)  ==  Ui,max.i.Yi,maxi.' 




which shows that constraints (16)  are also satisfied by (X', y') and allows us to 
conclude that (x', Y') is indeed a feasible solution of GENTQDF. 
Let us now build the network.  We have three sets of nodes:  there is  a  node 
for  each supplier  (a 'supplier node'),  there is  a  node for  each good  (a 'good 
node') and there is  a single source node.  The supply of the source node equals 
LkEG dk and the demand of each good node equals d k .  All other demands are 
O.  Furthermore, there is  an arc from the source node to each supplier node. 
If this supplier is  in D, the corresponding lower and upper bounds of this arc 
are li,s(i)  and ui,s(i);  if this supplier is  not in D, the lower  and upper bounds 
are 0  and Ui,max;.  (The choice for  a  lower bound of 0 for  suppliers not in D, 
even if li,o is strictly positive, may seem surprising at first sight. It can however 
be verified that because the y-values are relaxed in GENTQDF, li,o  no longer 
constrains the x-values.)  The cost of an arc between the source node and each 
supplier node equals O.  There are also arcs from each supplier node to each good 
node.  These arcs are not constrained by lower or upper bounds, but do have a 
cost equal to Ci,s(i),k if the corresponding supplier is in D  and equal to Ci,max;,k 
if this supplier is not in D.  This completes the description of the min-cost flow 
instance.  A schematic representation is given in Figure 1. 
A  solution of this min-cost flow  instance is  characterized by flows  ii,k on each 
arc from supplier i  to good k.  It corresponds to a  solution of GENTQDF as 
follows: 
9 suppliers 
Figure 1:  GENTQDF as min-cost flow 
Xi,s(i),k = fi,k 




Yi,maxi.  == 
'U- kEG  'l"maX·i. 
Vi  E D,k E G, 
Vi  ~ D, kEG, 
Vi  E  D, 
Vi  ~ D. 






Given (22), we  conclude that an optimal solution of the min-cost flow  problem 
in Figure 1 corresponds to an optimal solution of GENTQDF. It can now easily 
be seen that an optimal solution of GENTQDF also corresponds to an optimal 
flow  in the min-cost flow  problem.  Thus, we  have shown how GENTQDF can 
be polynomially transformed to min-cost flow.  0 
Notice that as a consequence of Theorem 5, the LP-relaxation of TQDF can be 
found by solving a min-cost flow  problem.  This result is  the foundation for  an 
exact algorithm to be discussed in section 6. 
4  Variants of the TQD problem 
When procuring goods, other considerations besides the price can be relevant. 
Although our model does not incorporate criteria like quality or reliability, we 
10 now consider a  number of variants of the TQD problem that are common in 
both practice and literature.  A first variant adds constraints on the amount of 
goods the buyer is willing to purchase from a supplier.  In another variant, the 
buyer is allowed to buy more goods than strictly needed, while the third variant 
imposes a restriction on the number of winning suppliers (suppliers that end up 
selling some amount of any of the goods are called winning suppliers).  We show 
that results similar to that of Theorem 5 hold for each of these variants. 
4.1  Market share constraints 
Suppose that the buyer wants to impose upper and/or lower  bounds on the 
amount of a  good that must be ordered from  a  supplier.  Forcing that some 
supplier i must be allocated an amount of at least qi,k and at most Qi,k of good 
k can be done by adding the following constraint to GENTQDF: 
qi,k  ~ L  Xijk  ~  Qi,k. 
jEZ; 
(38) 
On a more global level the buyer could provide bounds on the total allocation 
for  a  supplier,  across all goods.  Forcing the total amount of goods purchased 
from a supplier i  to lie between Wi and HTi  can be done by adding the following 
constraint to GENTQDF: 
Wi  ~ L  LXijk ~  Wi·  (39) 
jEZ; kEG 
These market share constraints are often mentioned in literature (see  [3],  [4], 
[5],  and  [6]).  Notice that none of these extra constraints invalidate property 
(22).  Constraints (38)  can easily be implemented in the min-cost flow  graph 
by changing the lower  and upper bounds of the arcs from supplier i  to good 
k.  Constraints (39) can be realized via the lower and upper bounds of the arcs 
from the root node to supplier i.  Thus, we obtain the following statement: 
Theorem 6  GENTQDF with constraints (38) and/or (39) can be polynomially 
transformed to  min-cost flow. 
4.2  More-for-less 
As described in section 3.1, it can be advantageous to obtain more of some good 
k  than the required amount dk ,  since  this might  allow the buyer to use the 
cheaper prices of a  higher interval (see  also  [2]  and [10]).  If we wish to allow 
this, constraints (13)  in GENTQDF should be replaced by 
L  L  Xijk  ~  dk  \fk E C.  (  40) 
iES jEZ; 
Notice that for the special case where D  =  0,  all units are already bought in the 
highest intervals in an optimal solution of GENTQDF (see  (22)).  Therefore, 
there is no need to buy more than dk  of any good k and an optimal solution can 
be found by solving the min-cost flow  problem in Figure 1.  In general however, 
we can formulate the following result: 
11 Theorem 7  GENTQDF with constraints (13)  replaced  by  (40)  can  be  polyno-
mially transformed to min-cost flow. 
PROOF. Consider the graph in Figure 2.  It has supplier and good nodes, with 
demands and connecting arcs like  in Figure l.  The lower  and upper bounds 
and the costs for  these arcs are the same as in Figure 1  but in  order not to 
overload the figure,  they have been omitted.  There is  however also a  dummy 
node, corresponding to the additional goods that are bought once the demand 
dk  is fulfilled.  The dummy node has a demand of lVI,  being a large number. The 
supply of the source node is  increased by this same amount lVI.  Furthermore, 
there is  an arc from the source node to the dummy node with cost 0 and an 
upper bound of Ai.  Notice that any flow  in the network in Figure 1 is  still a 
feasible flow  in the network in Figure 2.  There are also arcs from each supplier 
i  E  D  to the dummy node.  These arcs have a  cost equal to the price of the 
supplier's cheapest good in its selected interval s(i).  In Figure 2,  we  refer to 
this good as  q(i).  Notice that this is  the good we  will  buy additionally from 
that supplier to reach the threshold of a higher interval; it would be pointless 
to buy a  more expensive good instead to achieve this.  There are  no  arcs to 
the dummy node from suppliers not in D.  Since for these suppliers the goods 
are already bought at their lowest prices  (see  (22)), there is no use in buying 
additional goods.  D 
suppliers  goods 
dummy 
Figure 2:  GENTQDF with more-for-less as min-cost flow 
Observe that in GENTQDF it can happen that because of the interval selections 
made for  suppliers in  D,  no feasible  solution exists.  This is  the case  if the 
demands dk  are not  high enough to reach the required  lower  bounds of the 
selected intervals.  In the more-for-less variant of GENTQDF however,  this is 
no longer possible since it is allowed to buy more than the amounts dk .  Indeed, 
12 these extra amounts correspond to the flows on the arcs from suppliers in D to 
the dummy node. 
4.3  Limited number of winning suppliers 
Another important consideration apart from cost minimization is to make sure 
that the demand is  not procured from too many suppliers (see also [3]'  [4],  [5], 
[6]  and  [10]).  Otherwise,  overhead costs increase due to managing this large 
amount of suppliers. 
In order to model the requirement that a limited number of suppliers is selected, 
we need to understand exactly when a supplier receives a positive amount.  This 
happens when Yij  =  1 for  some j, except possibly when j  =  0,  and  liO  =  0; 
the latter situation refers to the case where interval 0, with a lower bound of 0, 
is  selected.  Then a  supplier might receive nothing, while there is  a  y-variable 
with a positive value.  To handle this situation, we 'split' each interval that has 
a lower bound of 0 and a positive upper bound into two intervals:  one interval 
with a  lower bound and an upper bound of 0  (the dummy interval), and one 
interval with a  lower  bound of 1  and  an upper  bound equal to the original 
upper bound (interval 0).  Thus, we  have redefined interval 0 by excluding the 
option of a zero amount of goods.  Moreover, we let YiO  correspond to this new 
interval O.  Obviously, selecting a supplier's dummy interval comes down to not 
selecting this supplier at all, in which case the supplier can simply be removed 
from the problem.  Selecting another interval of a  supplier implies that this is 
a  winning supplier.  This approach leads to a  set D, containing only winning 
suppliers.  In fact, without loss of generality, we  can now focus on constraining 
the winning suppliers not in D,  and limit their number to K  by adding the 
following constraint to GENTQDF: 
L  LYij ~K.  (  41) 
iES\D jEZi 
If we  assume that the highest volume interval of every supplier in S \  D  has 
the same upper bound, we can prove a similar result to that of Theorem 5.  We 
refer to this common upper bound as Umax .  Given the fact that in most real-life 
applications suppliers pose no upper bound at all to the amount of goods they 
are willing to sell, this assumption is  quite reasonable. 
Theorem 8  If UmaXi = Umax \Ii E S\D, then GENTQDF with constraint (41) 
added can  be  polynomially transformed to  a min-cost flow problem. 
PROOF. First, notice that property (22)  remains valid in this setting.  Indeed, 
given the x-values, we  can find  y-values for  each supplier i  E  S \  D  and each 
volume  interval  j  E  Zi  satisfying  constraints  (15)  and  (16)  in the following 
interval: 
(  42) 
Naturally, in order to fulfill  constraints (21),  the Y-val  ues cannot exceed 1.  It 
is  easy to verify that shifting goods from  a  supplier's highest interval to one 
13 or more lower  intervals can never decrease the total y-value of this supplier. 
Therefore, constraint (41)  will never force the optimal solution of GENTQDF 
away from the highest intervals and property (22) still holds. 
suppliers  goods 
[O;K umaxl  ; 0 
Figure 3:  GENTQDF with a limited number of winning suppliers as min-cost 
flow 
We can now construct a  min-cost flow  network (see  Figure 3).  Compared to 
Figure 1,  an extra node, referred to as B, is  added.  The arc from the root node 
to B  has an upper bound of K  u max, and the arcs from B  to the supplier nodes 
have upper bounds of u max. 
Let  dmin  be the minimal amount of goods that needs to be purchased from 
suppliers not in D  in order to have a feasible solution, i.e.,  dmin =  ~kEG  d k  -
~iED  ui,s(i)·  The min-cost flow  problem can only be infeasible if this demand 
d min  is  too high for  the upper bounds on the arcs, i.e., if dmin > Kumax.  In 
this case however, GENTQDF with constraint (41) is infeasible as well.  Indeed, 
even when choosing the y-values as low as possible, namely as  fdumax, we fail 
to meet constraint (41): 
L  L Yij  L  fi/Umax 
iES\D jEZ;  iES\D 
~  dmin/Umax 
>  K. 
If there exists  a  feasible  flow  f  to the min-cost  flow  problem,  then we  can 
always find a solution to GENTQDF with constraint (41)  by setting the x- and 
y-variables as in (34)-(37).  From Theorem 5, it is clear that this solution satisfies 
14 (13)-(21).  Let dmax  be the maximal amount of goods that can be purchased 
from  suppliers not in D  in  order to  keep  the solution  feasible,  i.e.,  dmax  = 
LkEG dk  ~ LiED li,s(i)·  Obviously,  a  feasible flow  will  have dmax  :s:;  K Umax· 
Therefore, the resulting y-variables will also satisfy (41), as shown below: 
L  L Yij  L  L hk/umax 
iES\D jEZi  iES\D kEG 
:s:;  L dmax  / Umax 
k 
:s:;  K. 
o 
Property (22)  is  crucial for  the possibility to use  min-cost flow  to solve  LP-
relaxations of GENTQDF-type formulations.  For instance, one could also argue 
that the number of winning suppliers must be at least a minimum number, say 
L.  Indeed, depending on too few suppliers could move the buyer in a vulnerable 
position if one of these suppliers is unable to supply as  agreed.  This could be 
encoded by adding the following constraint to GENTQDF: 
L LYij  ~L.  (  43) 
iES jEZi 
The  min-cost  flow  approach  however  does  not  apply to this  setting.  Con-
straint (43)  pushes the optimal solution away from the highest intervals, since 
moving the goods towards one or more lower  intervals can increase the total 
Y-val  ue of each supplier.  It is  easily verified that therefore property (22)  is  no 
longer valid, which prevents us from following the same reasoning as in Theo-
rem 5. 
5  Exact algorithms 
In this section we describe the three exact algorithms used to solve instances of 
the TQD problem and its variants.  First, we explain the min-cost flow  based 
branch-and-bound algorithm. We build a branching tree such that in every node 
a  min-cost flow  problem needs to be solved  (see Theorem 5).  The branching 
tree is  constructed in such a way that every level in the tree corresponds to a 
supplier, and that there is  a branch for  every volume interval of that supplier. 
In the root node, the LP relaxation of the TQD problem is  solved as explained 
in section 3.2.  The x-values in the root node solution point us to an interval 
for  each supplier.  For each supplier, we compute its priority as the number of 
volume intervals minus the index of the interval suggested by the root node so-
lution.  Thus, suppliers that announce a lot of volume intervals but receive little 
in the LP-relaxation, are accorded the highest priority.  We use this priority to 
build up the search tree, as we start with the supplier with the highest priority, 
creating branches from the root node for each of its intervals.  In the node from 
the first  branch, we  fix  the volume interval in which we  end up according to 
15 the values of the x-variables in the LP relaxation.  In the next branch of that 
level, we fix the interval directly above this interval; in the following branch and 
still within this level, we fix  the interval directly below it and so  on (provided 
that these intervals exist).  In the following level of the branching tree we con-
tinue with the supplier with the second highest priority, again branching on its 
intervals as just explained, and so  on.  Naturally, there is  no need to create a 
node in the branching tree for  a  supplier with only one interval, since we  can 
fix this interval right away.  To traverse the tree, we  use a standard depth-first 
search strategy where, as usual, a node is fathomed if its solution is dominated 
by the current best solution or if it is infeasible.  We experimented with different 
priority settings, and the choice described above seems to work best. 
The branching tree for  both the market share and the more-for-less variant is 
very similar.  In the first variant, we prune the tree by deleting those volume 
intervals that fall  outside the range imposed by the market-share constraints. 
Afterwards, we can adapt the upper and lower bounds of the highest and lowest 
interval respectively according to the market share constraints.  As a result, the 
branching tree is typically sparser in the market share variant than in the basic 
case.  In the more-for-less variant on the other hand, the branching tree is  in 
general dense compared to its counterpart in the basic case, because less nodes 
are infeasible in the more-for-less setting. 
The branching tree for the variant that limits the number of winning suppliers 
to K  differs from the branching tree of the basic case, because we need to intro-
duce an extra branch on every level of the tree.  This branch corresponds to the 
dummy interval as introduced in section 4.3 and imposes that the correspond-
ing supplier is  not to be used in the solution.  Whereas suppliers with only one 
interval are left out of the tree completely in the basic case, they now appear in 
the tree with two branches, representing the decision to buy from that supplier 
or not.  On the other hand,  a  node needs no further branching as soon as K 
suppliers have been selected.  For all three variants, we use the same depth-first 
strategy as for the basic case. 
The min-cost flow  based branch-and-bound algorithm has been programmed in 
C  and compiled using Microsoft Visual C++ 6.0.  To solve the min-cost flow 
problems, we have used the network solver of Ilog Cplex 8.1. 
The description of the other two algorithms is  straightforward.  The branch-
and-cut algorithm simply uses  the default settings of the MIP solver of Ilog 
Cplex 8.1.  To study the effect of the cuts, we  have also investigated another 
algorithm in which we  disallow the Ilog Cplex MIP solver to generate cuts. We 
refer to this algorithm as the linear programming based branch-and-bound al-
gorithm.  This algorithm uses a  best-bound node-selection strategy instead of 
a  depth-first search, but more importantly, it uses the shadow prices of the y-
variables to select the branching variable at the node which has been selected 
for  branching. 
16 6  Computational results 
In this section we discuss the choices that were made to construct the instances 
on which the algorithms have been tested.  We continue with computational 
results for the TQD problem and its variants and evaluate the performance of 
our algorithms. 
6.1  Structure of the instances 
In order to test the performance of the exact algorithms, two types of instances 
have been generated:  instances with a  special structure and completely ran-
dom instances.  All instances have 10,  20  or 50 suppliers and 40 or 100 goods. 
Furthermore, each supplier has a maximum of 3 or 5 volume intervals.  For all 
instances, the total demand for  a good is  a random number between 1000 and 
10000.  For instances with 40  goods, the upperbound-increase from one interval 
to the next is  a  random number between 10000 and 50000, while for  instances 
with 100 goods, the upper  bound-increase is  a  random number between 10000 
and 100000. 
For structured instances, we first determine a base price for each good, randomly 
picked between 3 and 7.  The price for a good in a supplier's first interval is then 
computed by adding a random number in the interval [-2,2] to the base price. 
Furthermore, for each supplier i  there is  a discount rate Oij  E  (0,0.1) for  every 
interval j  >  1,  which determines the price  Ci,j,k  of good k  in interval j  as  a 
function of the price in interval j  - 1 as follows: 
C  . k  = (1 - o)c- '-1 k  2,],  1,J  'l"j  ,  \Ii, k  and \lj > 1  (  44) 
For random instances, the cost of purchasing a good from a supplier in its first 
interval is a random number between 2 and 8.  The price for this good in each of 
the next intervals is computed by discounting the price in the previous interval 
by a percentage picked randomly between 0 and 75%. 
The key difference between the random and the structured instances is that for 
the former instances prices can drop drastically from one interval to the next, 
whereas for the latter this decrease in price is limited to 10%.  Furthermore, for 
the structured instances, a good that is expensive at one supplier will very likely 
be expensive at the other suppliers too.  For the random instances however, this 
is  not necessarily the case as prices for  a  good can differ in  a wider range be-
tween the various suppliers.  Finally, the discount percentage one receives when 
moving from one interval to the next can differ substantially between the goods 
for the random instances, while it is the same for all the goods for the structured 
instances. 
In the variant with the market share constraints, only global constraints (as in 
(39))  are included.  For the instances with 10  suppliers, 5 suppliers are picked 
randomly from each of whom between 5 and 20  percent of the total demand 
needs to be purchased.  For instances with 20  suppliers, we  pick 10  suppliers 
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the instances with 50 suppliers this becomes 20 suppliers with each 5 to 10 % of 
the total demand.  The more-for-less variant needs no extra modifications, apart 
from allowing to buy more than what is  demanded.  For the third variant, the 
number of winning suppliers is  limited to 5 for  all instances. If  an instance has 
no solution with only 5 winning suppliers, the interval thresholds are doubled 
for each supplier until a solution exists. 
6.2  Results 
The results of our experiments are summarized in tables 1 to 4.  The instances 
are coded with '8' for structured and 'R' for  random instances.  The first num-
ber indicates the number of suppliers, the second number reflects the number 
of goods and the third number is the maximal number of intervals per supplier. 
For each of these types of instances,  10  instances were generated and solved 
with the three algorithms.  This resulted in computation times (in seconds) and 
a number of nodes searched in the branching tree for  each algorithm, averaged 
per type of instance in the table.  All computations were done on a Pentium IV 
2 GHz computer, with 512 Mb RAM. 
In Table 1, the results for the basic TQD problem are presented. Each algorithm 
solves all instances in a  reasonable amount of time; random instances seem to 
be harder to solve than the structured ones.  The min-cost flow  based algorithm 
clearly performs best in terms of computation time for  all instances with 10 or 
20  suppliers.  However, instances with 50  suppliers prove to be harder to solve 
with this algorithm.  Although the solution time per node is  undoubtedly the 
smallest with the min-cost flow  approach, it needs more computing time than 
the other two exact algorithms.  The branch-and-cut approach clearly searches 
the least amount of nodes, but to achieve this it needs a time-consuming cut 
generation process.  The results show that it pays to generate cuts when the 
number of suppliers is  large. 
The results of our experiments with the variant with market share constraints 
are summarized in Table 2.  As in the basic case, the random instances require 
more computation time than the structured ones.  Market share constraints are 
problematic for the branch-and-cut algorithm, whose computation times some-
times even double compared to the basic case.  The linear programming based 
branch-and-bound algorithm deals with these constraints much better, since it 
manages to solve the instances faster than in the basic case.  The min-cost flow 
algorithm is  however by far the fastest algorithm for  all instances.  Especially 
for the instances with 50  suppliers, adding market share constraints causes the 
computations times to slump compared to the basic case.  Moreover, less nodes 
need to be searched, which can be explained by the construction of the branch-
ing tree as described in section 5. 
Table 3 figures  the results for  the more-for-less variant.  It turns out that in 
none of the structured instances purchasing extra goods leads to a  lower total 
cost.  In the random instances however, it is profitable in more than 85% of the 
instances to buy more than strictly needed.  This is  explained by the fact that 
18 discounts are substantially larger for the random cases than for the structured 
instances (see section 6.1). 
Once again, the min-cost flow  based algorithm performs best on all instances 
with 10 or 20 suppliers.  For instances with 50 suppliers, it is advisable to use the 
linear programming based branch-and-bound algorithm.  Compared to the basic 
case, the min-cost flow algorithm needs to search slightly more nodes, resulting 
in more computation time.  Apart from the random instances with 50 suppliers, 
which seem very difficult for  all algorithms, this increase in computation time 
remains very modest.  The linear programming based branch-and-bound algo-
rithm is  not affected too much either.  The branch-and-cut algorithm however 
deals poorly with this variant. 
Finally, Table 4 describes the results for the variant that limits the number of 
winning suppliers.  This constraint proved to be binding for  more than 98%  of 
the structured instances but less than 50%  of the random instances.  For the 
random instances, the prices drop sharper from one interval to the next, which 
makes it more interesting to go for  the higher intervals.  This leads to an opti-
mal solution with less suppliers than for the structured instances.  This explains 
why a constraint limiting the number of winning suppliers less often affects the 
random instances. 
As  for  the computation times,  branch-and-cut seems the best option for  the 
structured instances.  For the random instances, the picture is  less clear.  The 
instances with 10  suppliers are best solved with the min-cost flow  algorithm, 
although this algorithm is  left far  behind by the other two for  the instances 
with 20  suppliers.  For these instances, branch-and-bound based on linear pro-
gramming outperforms the other algorithms for  instances where suppliers can 
have up to 5 volume intervals.  Branch-and-cut is the fastest approach to solve 
random instances with 20  suppliers and up to 3 volume intervals per supplier. 
Notice that no instances with 50 suppliers are mentioned in this table, because 
the computation times for these problems were impractically high for  all  algo-
rithms. 
7  Conclusions 
We  presented a  procurement problem where suppliers adopt a  discount that 
depends on the total quantity ordered.  We  argued that different versions  of 
this problem are NP-hard and that it is  impossible to find  a  polynomial-time 
approximation algorithm with a constant ratio (unless P  =  NP).  We described 
three exact algorithms:  one algorithm is  based on our result that the problem 
can be solved  by solving a  number of min-cost flow  problems;  the other two 
algorithms are a branch-and-cut and an linear programming based branch-and-
bound algorithm. 
The algorithms were tested on fairly large randomly generated instances of the 
basic problem and three variants.  Our computational results show that all three 
algorithms came to an exact solution in a reasonable amount of time.  However, 
19 it also  became clear that each algorithm has instances for  which it performs 
best.  In general,  the min-cost flow  based algorithm works best for  small in-
stances in terms of number of suppliers.  It works especially well for the variant 
where we imposed constraints on the market share a supplier is  allowed to ob-
tain.  The branch-and-cut algorithm outperforms the other algorithms on large 
instances in terms of suppliers of the basic case and on the structured instances 
of the variant that requires a limited amount of winning suppliers.  Finally, the 
linear programming based branch-and-bound algorithm is  at its best with the 
large instances of the variant where the buyer is allowed to purchase more than 
strictly needed. 
20 Appendix 
Theorem 1  The decision version of the TQD problem is strongly NP-complete. 
PROOF. We define TQD' as the decision version of the TQD problem, where 
the question is  whether it is possible to buy the required goods at a given total 
purchasing cost K.  Obviously, TQD' is in NP, since given a solution it suffices 
to check the constraints and the value of the solution, which can easily be done 
in polynomial time.  The reduction is from the 3-dimensional matching (3DM) 
problem. 
The decision version of the 3DM problem is  described as follows:  given a  set 
NI  <;;;  X  x  Y  x  Z  of triples,  where each of the sets X,  Y  and Z  has exactly 
q elements,  is  there a  matching in  NI  that contains q triples?  Every instance 
of 3DM can be reduced to a TQD' instance in polynomial time.  Suppose that 
the 3q  elements of the sets X, Y, and Z  correspond to 3q goods and that each 
3-element subset in NI  corresponds to a  supplier, so n = q and m = 3q.  Each 
supplier has 2 intervals.  The price of each good in its first interval is  1.  This 
interval has a  lower bound of 0 and an upper bound of 2.  The second interval 
has a  lower bound of 3 and an upper bound of 00.  The price of each good in 
this second interval is also 1, except for the three goods in the 3-element subset 
corresponding to the supplier, each of which have a price of O.  Each good needs 
to be purchased exactly once, i.e., dk  =  1 \/k. The question is whether the TQD' 
problem can be solved with a total purchasing cost of O. 
Further, every yes-instance of 3DM corresponds to a  yes-instance of TQD'. A 
solution of 3DM consists of q 3-element subsets, corresponding to q suppliers in 
the TQD' problem.  Purchasing from each of these suppliers exactly the 3 goods 
represented by the 3-element subset enables us to reach every supplier's second 
interval, where these 3 goods can be bought at price O.  Since every element of 
Xu  Y u Z  occurs exactly once in the solution of 3DM, every good will also be 
purchased exactly once in the TQD' solution.  Therefore, if 3DM has a solution, 
it can easily be transformed to a solution of TQD'. 
Vice versa,  every yes-instance of TQD'  also  corresponds to a  yes-instance of 
3DM. A solution of the TQD' problem consists of a number of selected suppli-
ers, together providing every good exactly once at a total cost of O.  If  a supplier 
would provide less than 3 goods, the quorum to get in the second interval would 
not be met,  so  the cost would not be O.  If the supplier would provide more, 
the cost would also be strictly positive, because all but these 3 goods still have 
a  price of 1  in the second interval.  Providing more than one of the O-priced 
goods would violate the demand constraint stating that each good is to be sup-
plied exactly once.  Therefore every selected supplier provides precisely 3 goods, 
namely those that have a  price of 0 in the second interval and since 3q  goods 
need to be provided, q suppliers must be selected.  Therefore, for each of the q 
suppliers selected in the solution of the TQD' problem, there is a corresponding 
3-element set in NI.  Moreover,  these q triples define a  matching,  since every 
good is bought exactly once.  As a consequence, the decision version of the TQD 
problem is strongly NP-complete.  D 
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case ratio exists for the  TQD problem (unless P  =  NP). 
PROOF. Assume that a  p-approximation algorithm for  the TQD problem ex-
ists.  Consider now an instance of 3DM with !VI  ~  X  x Y  x Z, and let us build 
an instance of the TQD problem as in the proof of Theorem 1 with a  price of 
p+  1 for  any good bought in the first interval, or bought in the second interval 
when not belonging to one of the three goods of that supplier.  Observe that 
this instance of the TQD problem either has an optimal solution with cost 0 
(namely when the 3DM-instance has a  matching), or it has an optimal solu-
tion with cost at least p+1  (when there is  no matching in the 3DM instance). 
Thus, if there is a 3DM-matching the p-approximation algorithm must return a 
zero-cost solution, which contradicts the NP-hardness of 3DM. Hence such an 
algorithm cannot exist unless P  =  N P.  0 
Theorem 3  The decision version of the TQD problem with a common discount 
rate 8 is strongly NP-complete. 
PROOF. In order to show that the TQD problem with a common discount rate 
is  NP-complete, we modify the reduction used in Theorem 1 as follows.  As in 
Theorem 1,  each supplier has 2 intervals, the first  interval ranges from 0 to 2 
goods, the second from  3 to an unlimited amount of goods.  The prices of all 
goods in both the first and second interval are 1,  except for the three goods in 
the 3-element subset corresponding to the supplier, each of which have a price 
of (1  - 8).  Each good still needs to be purchased exactly once.  The question is 
now whether this TQD problem can be solved with a total purchasing cost of 
m(l - 8).  The same reasoning as in Theorem 1 can be applied to verify that 
every yes-instance of 3DM corresponds to a yes-instance of the TQD problem 
with common discount rate and vice versa and that indeed the decision version 
of the TQD problem with a common discount rate is strongly NP-complete.  0 
Theorem 4  The decision version of the more-for-Iess variant of TQD problem 
is strongly NP-complete. 
PROOF. In  the more-for-less  setting, the buyer is  allowed to purchase more 
than m  goods in order to reduce the total cost.  We can however use the same 
reduction as in Theorem 3.  Indeed, let each supplier have 2 intervals, the first 
ranging from 0 to 2 goods, the second from 3 to an unlimited amount of goods. 
Once again, the prices of all goods in both the first  and second interval are 1, 
except for the three goods in the 3-element subset corresponding to the supplier, 
each of which have a price of (1-8). The question remains whether it is possible 
to solve this TQD problem with a total purchasing cost of m(l - 8).  Clearly 
this can not be achieved by purchasing more than m goods, which allows us to 
conclude that every yes-instance of 3DM corresponds to a  yes-instance of the 
more-for-less variant and vice versa.  Hence,  the decision version of the more-
for-less variant of the TQD problem is  strongly NP-complete.  0 
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23 mcf branch&bound  branch&cut  lp branch&bound 
Instances  compo  time  #nodes  compo  time  #nodes  compo  time  #nodes 
S-10-40-3  0,01  ll6,6  0,09  0,3  0,08  29,3 
S-10-40-5  0,02  161,1  0,15  10,9  O,ll  52,5 
S-10-100-3  0,02  69,8  0,12  0,2  O,ll  17,2 
S-10-100-5  0,14  501,6  0,55  3,2  0,36  74,3 
S-20-40-3  0,07  389,2  0,12  0,5  0,16  73,5 
S-20-40-5  0,38  1.887,8  0,50  4,7  0,58  207,3 
S-20-100-3  0,30  749,6  0,34  1,3  0,57  128,8 
S-20-100-5  0,67  1.512,8  1,17  2,1  1,07  155,1 
S-50-40-3  5,61  16.671,8  0,51  2,7  1,92  719,0 
S-50-40-5  32,93  85.210,4  2,99  16,5  7,81  2.087,2 
S-50-100-3  21,81  26.595,3  1,45  2,1  4,67  696,1 
S-50-100-5  159,77  168.181,3  10,45  14,7  24,41  2.614,0 
R-10-40-3  0,01  54,9  0,09  2,1  0,07  24,3 
R-10-40-5  0,07  428,9  0,59  30,5  0,31  160,7 
R-10-100-3  0,02  46,9  0,14  2,6  0,10  10,1 
R-10-100-5  0,31  845,1  1,50  31,7  0,78  160,0 
R-20-40-3  0,14  700,5  0,29  9,5  0,25  121,6 
R-20-40-5  0,45  2.155,6  1,81  68,5  1,56  659,9 
R-20-100-3  0,59  1.249,6  0,83  8,1  1,05  235,0 
R-20-100-5  3,18  3.938,2  6,81  70,1  5,34  882,8 
R-50-40-3  10,31  28.975,3  1,67  81,6  6,17  2.4ll,0 
R-50-40-5  18,60  48.876,6  14,18  140,9  18,41  4.303,1 
R-50-100-3  97,29  103.885,7  8,84  43,8  38,47  6.289,1 
R-50-100-5  241,39  237.953,3  61,71  216,8  122,49  ll.451,2 
Table 1:  Computational results for the basic case 
24 mef branch&bound  branch&cut  lp branch&bound 
Instances  compo  time  #nodes  compo  time  #nodes  compo  time  #nodes 
S-1O-40-3  0,01  55,6  0,12  0,7  0,08  25,3 
S-10-40-5  0,01  51,3  0,21  2,7  0,12  34,4 
S-10-100-3  0,03  102,0  0,18  0,9  0,14  17,6 
S-10-100-5  0,07  223,7  0,82  2,9  0,39  58,5 
S-20-40-3  0,05  233,6  0,29  0,8  0,20  56,4 
S-20-40-5  0,10  453,8  1,68  17,4  0,91  255,8 
S-20-100-3  0,13  267,1  0,86  2,5  0,78  136,6 
S-20-100-5  0,35  672,4  3,47  9,3  2,08  268,8 
S-50-40-3  0,24  622,5  1,18  5,7  1,07  196,1 
S-50-40-5  0,31  858,5  9,36  71,9  5,47  790,7 
S-50-100-3  1,21  1.185,0  2,86  5,8  3,58  290,4 
S-50-100-5  2,85  3.002,7  20,08  63,7  15,00  807,3 
R-10-40-3  0,01  67,9  0,15  7,5  0,08  24,0 
R-10-40-5  0,04  248,5  0,80  20,4  0,30  125,1 
R-10-100-3  0,02  40,7  0,20  0,2  0,14  15,1 
R-10-100-5  0,20  546,7  2,46  27,0  1,04  213,2 
R-20-40-3  0,12  484,5  0,60  21,6  0,32  132,7 
R-20-40-5  0,24  1.062,4  2,91  62,2  1,50  505,7 
R-20-100-3  0,26  453,0  1,81  26,5  1,27  253,6 
R-20-100-5  5,50  9.671,1  11,95  105,2  8,44  1.226,5 
R-50-40-3  0,19  526,5  2,38  25,8  1,15  214,0 
R-50-40-5  0,56  1.552,2  19,18  273,7  7,32  2.099,7 
R-50-100-3  2,12  2.046,3  7,66  34,1  3,69  287,5 
R-50-100-5  15,55  15.900,1  59,75  228,9  27,79  1.731,3 
Table 2:  Computational results for variant 1 (market share constraints) 
25 mcf branch&bound  branch&cut  lp branch&bound 
Instances  compo  time  #nodes  compo  time  #nodes  compo  time  #nodes 
8-10-40-3  0,02  118,7  0,14  0,4  0,06  27,9 
8-10-40-5  0,02  166,8  0,49  23,2  0,11  50,6 
8-10-100-3  0,02  69,8  0,29  6,8  0,12  17,5 
8-10-100-5  0,16  513,3  2,48  66,5  0,40  75,3 
8-20-40-3  0,07  389,9  0,45  5,2  0,17  71,3 
8-20-40-5  0,43  1.997,3  4,42  148,7  0,61  219,3 
8-20-100-3  0,32  749,9  2,08  43,4  0,63  135,7 
8-20-100-5  0,74  1.545,9  11,47  164,2  1,26  185,8 
8-50-40-3  5,57  16.724,3  8,90  261,9  1,98  739,7 
8-50-40-5  36,90  94.865,4  147,56  2.500,0  9,88  2.491,3 
8-50-100-3  22,39  26.625,3  28,42  523,7  5,65  832,3 
8-50-100-5  171,14  172.466,7  271,80  3.006,0  32,31  3.365,0 
R-10-40-3  0,02  55,5  0,10  0,1  0,06  21,6 
R-10-40-5  0,05  428,5  0,67  18,5  0,17  82,9 
R-10-100-3  0,01  45,6  0,17  0,2  0,10  9,3 
R-10-100-5  0,24  1.068,9  2,49  42,6  0,50  91,5 
R-20-40-3  0,13  793,8  0,60  15,9  0,24  117,0 
R-20-40-5  0,47  3.167,6  3,55  89,8  0,91  343,9 
R-20-100-3  0,53  1.369,0  1,85  17,6  1,00  241,4 
R-20-100-5  3,11  10.389,8  25,09  434,8  4,46  801,6 
R-50-40-3  15,91  59.066,0  35,16  1.195,8  10,51  4.615,8 
R-50-40-5  39,33  171.566,6  169,82  1.511,1  25,54  6.714,3 
R-50-100-3  130,42  206.668,9  274,82  6.035,4  79,93  14.059,4 
R-50-100-5  446,85  798.002,9  2.036,07  17.577,4  398,31  45.945,3 
Table 3:  Computational results for variant 2 (more for less) 
26 mef branch&bound  branch&cut  lp branch&bound 
Instances  compo  time  #nodes  compo  time  #nodes  compo  time  #nodes 
8-10-40-3  0,26  1.786,3  0,17  3,4  0,29  372,0 
8-10-40-5  0,32  2.135,7  0,27  8,1  0,41  421,1 
8-10-100-3  0,73  2.017,0  0,35  8,0  1,23  603,4 
8-10-100-5  1,43  4.115,9  1,17  16,5  2,65  1.007,4 
8-20-40-3  6,70  30.788,1  0,34  2,4  3,00  2.763,0 
8-20-40-5  15,48  66.377,0  1,07  27,3  2,39  1.345,2 
8-20-100-3  23,83  44.780,9  1,63  17,3  16,76  5.083,6 
8-20-100-5  20,02  36.588,2  2,73  12,8  7,15  1.597,2 
R-I0-40-3  0,03  229,6  0,09  2,1  0,06  25,6 
R-I0-40-5  0,43  2.697,7  0,57  35,9  0,26  181,9 
R-I0-I00-3  0,10  302,7  0,11  0,0  0,13  26,6 
R-I0-I00-5  0,71  2.040,6  1,33  28,5  0,74  195,9 
R-20-40-3  2,06  9.812,6  0,30  8,5  0,37  252,7 
R-20-40-5  5,73  25.467,2  1,63  61,2  1,08  578,6 
R-20-100-3  7,07  13.881,7  0,91  9,5  2,38  730,9 
R-20-100-5  26,47  48.444,9  6,49  66,6  4,19  920,6 
Table 4:  Computational results for variant 3 (limited nr.  of winning suppliers) 
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