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Целью данного практического руководства является оказание по-
мощи студентам в усвоении знаний и формировании практических 
навыков при изучении раздела «Надежность и качество программного 
обеспечения» курса «Основы стандартизации и сертификации про-
граммного обеспечения» по трем темам: «Основные понятия и пока-
затели надежности программного обеспечения», «Дестабилизирую-
щие факторы и методы обеспечения надежности функционирования 
программных средств» и «Модели надежности программного обеспе-
чения», а также вопросы для самоконтроля, усвоение которых необ-
ходимо для выполнения заданий на практических занятиях. 
В области инженерии программного обеспечения актуальными 
являются проблемы оценки надежности и качества программного 
обеспечения. Для её решения необходимо знать подходы к формали-
зации показателей качества программных средств и соответствую-
щие им модели надежности программного обеспечения. Для целена-
правленной разработки комплекса методов и средств обеспечения 
надежности сложных ПС различного назначения при реально дости-
жимом снижении уровня дефектов проектирования необходимы ис-
следования факторов, влияющих на надежность ПС со стороны слу-
чайных, существующих и потенциально возможных дефектов в кон-
кретных программах. 
Практическое руководство адресовано студентам специальности  
1–40 01 01 «Программное обеспечение информационных технологий». 
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1.1.1 Проблема обеспечения надежности сложных  
информационных систем и пути её достижения 
 
Опыт создания и применения сложных информационных систем 
(ИС) в последние десятилетия выявил множество ситуаций, при кото-
рых сбои и отказы их функционирования были обусловлены дефек-
тами комплексов программ, что приводило к большому экономиче-
скому ущербу. Вследствие ошибок в программах автоматического 
управления погибло несколько отечественных, американских и фран-
цузских спутников, происходили отказы и катастрофы в сложных ад-
министративных, банковских и технологических информационных 
системах. 
В результате около двадцати лет назад появились первые обобща-
ющие работы, в которых были сформулированы концепция и основ-
ные положения теории надежности программных средств для инфор-
мационных систем. В это время были заложены основы методологии 
и технологии создания высоконадежных сложных комплексов про-
грамм. Стало ясно, что для обеспечения высокой надежности функ-
ционирования и безопасности применения создаваемых сложных 
комплексов программ необходимы четкая организация и высокая ква-
лификация всего коллектива специалистов, участвующих в таком 
проекте. В коллективе разработчиков целесообразно выделять специ-
алистов, ответственных за соблюдение технологии создания и разви-
тия программ, за обеспечение и контроль качества, а также за надеж-
ность и безопасность проекта ПС и его компонентов. 
Обеспечение надежности должно реализовываться специалистами 
в жизненном цикле программных средств на основе использования 
современной методологии, технологического инструментария, стан-
дартов и нормативных документов. 
Для обеспечения надежности программных средств необходимы раз-
работка и применение эффективных методов и средств, предупрежда-
ющих и выявляющих дефекты, а также удостоверяющих надежность 
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программ и оперативно защищающих функционирование ПС при их 
проявлениях. Для систематической, координированной борьбы с угро-
зами надежности должны проводиться исследования конкретных фак-
торов, влияющих на качество функционирования и безопасность при-
менения программ со стороны реально существующих и потенциально 
возможных дефектов в создаваемых комплексах программ. В каждом 
проекте должен целенаправленно разрабатываться скоординирован-
ный комплекс методов и средств обеспечения заданной надежности 
функционирования ПС при реально достижимом снижении уровня де-
фектов и ошибок разработки. Учет факторов, влияющих на затраты ре-
сурсов при создании конкретного ПС, должен позволять рационализи-
ровать их использование и добиваться заданной надежности функцио-
нирования ПС при минимальных или допустимых затратах. 
Для обеспечения надежности программных средств в конкретных 
проектах должны быть организованы и стимулированы разработка, 
освоение и применение современных автоматизированных техноло-
гий и инструментальных средств, обеспечивающих предупреждение 
или исключение большинства видов дефектов и ошибок при создании 
и модификации ПС и их компонентов. Ограниченные ресурсы на раз-
работку приводят к необходимости упорядоченного применения ме-
тодов и рационального использования средств автоматизации проек-
тирования. Поэтому процесс разработки должен планироваться и по-
следовательно проходить этапы, охватывающие все компоненты ПС. 
Контроль надежности и безопасности создаваемых и модифицируе-
мых программ должен сопровождать весь жизненный цикл ПС по-
средством специальной, достаточно эффективной технологической 
системы обеспечения их качества. Разработка и сопровождение слож-
ных ПС на базе CASE-технологий позволяют предупреждать и устра-
нять наиболее опасные системные и алгоритмические ошибки на ран-
них стадиях проектирования, а также использовать неоднократно 
проверенные в других проектах программные и информационные 
компоненты высокого качества. Предупреждение ошибок должно 
поддерживаться высококачественной документацией в процессе со-
здания ПС в целом и их компонентов. 
Одним из эффективных путей повышения надежности ПС является 
стандартизация технологических процессов и объектов проектирова-
ния, разработки и сопровождения программ. В стандартах жизненно-
го цикла ПС обобщаются опыт и результаты исследований множества 
специалистов и рекомендуются наиболее эффективные современные 
методы и процессы. В результате таких обобщений отрабатываются 
технологические процессы и приемы разработки, а также методическая 
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база для их автоматизации. Стандарты ЖЦ ПС могут использоваться 
как непосредственно директивные, руководящие или как рекоменда-
тельные документы, а также как организационная база при создании 
средств автоматизации соответствующих технологических этапов 
или процессов. Подобная стандартизация процессов отражается не 
только на их технико-экономических показателях, но и, что особен-
но важно, на качестве создаваемых ПС. Надежность программ тесно 
связана с методами и технологией их разработки, поэтому важной 
группой стандартов в этой области являются стандарты по обеспече-
нию качества ПС. 
Поддержка этапов и работ ЖЦ ПС международными стандартами 
весьма неравномерная. Наиболее полно стандартизированы этапы 
ЖЦ ПС, прошедшие длительное историческое развитие и требующие 
наименее квалифицированных специалистов. При создании сложных 
проектов ПС и обеспечении их ЖЦ целесообразно применять выбор-
ку из всей совокупности существующих стандартов, а имеющиеся 
весьма обширные пробелы в стандартизации заполнять утвержден-
ными технологическими документами, регламентирующими приме-
нение выбранных средств автоматизации разработки ПС. В резуль-
тате на начальном этапе проектирования следует формировать весь 
комплект документов – профиль, обеспечивающий регламентирова-
ние всех этапов и работ при создании надежных ПС. Для реализации 
положений этих документов должны быть выбраны инструменталь-
ные средства, совместно образующие взаимосвязанный комплекс 
технологической поддержки и автоматизации ЖЦ и не противоре-
чащие предварительно скомпонованному набору нормативных до-
кументов профиля. Применение профилей при проектировании ПС 
позволяет ориентироваться на построение систем из крупных функ-
циональных узлов, отвечающих требованиям стандартов профиля, 
применять достаточно отработанные и проверенные проектные ме-
тоды и решения. 
Для обнаружения и устранения ошибок проектирования все этапы 
разработки и сопровождения ПС должны быть поддержаны методами и 
средствами систематического, автоматизированного тестирования и ис-
пытаний. При разработке ПС целесообразно применять различные ме-
тоды, эталоны и виды тестирования, каждый из которых ориентирован 
на обнаружение, локализацию или диагностику определенных типов 
дефектов. Удостоверению достигнутого качества и надежности функ-
ционирования сложных критических ПС должна сопутствовать обяза-
тельная сертификация аттестованными проблемно-ориентированными 
сертификационными лабораториями. 
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В сложных комплексах программ при любой технологии разработ-
ки невозможно гарантировать абсолютное отсутствие дефектов и 
ошибок. Непредсказуемость вида, места и времени проявления де-
фектов ПС в процессе эксплуатации приводит к необходимости со-
здания специальных, дополнительных систем автоматической опера-
тивной защиты от непредумышленных, случайных искажений вычис-
лительного процесса, программ и данных. 
В отечественных ПС все больше применяются программные ком-
поненты зарубежных фирм, которые также не могут быть абсолютно 
гарантированы от проявления дефектов проектирования, программи-
рования и документации. Для обеспечения надежности функциониро-
вания комплексов программ с использованием импортных компонен-
тов следует закупать только лицензионно-чистые продукты, поддер-
живаемые гарантированным сопровождением конкретных фирм-
поставщиков. Эти компоненты должны сопровождаться полной экс-
плуатационной и технической документацией, сертификатом соответ-
ствия и комплектами тестов. В контрактах на закупку должны специ-
ально фиксироваться обязательства поставщиков по длительному со-
провождению и замене версий ПС при выявлении дефектов или со-
вершенствовании функций. Все версии зарубежных ПС следует про-
верять на надежность функционирования в конкретном окружении 
проекта ИС путем повторных испытаний или отдельными проверка-
ми, подтверждающими зарубежный сертификат. 
Экспериментальное определение реальной надежности функциони-
рования сложных комплексов программ – весьма трудоемкая, трудно 
автоматизируемая и не всегда безопасная часть жизненного цикла ПС. 
Накоплен значительный опыт определения надежности ПС, применяе-
мых в авиационной, ракетно-космической и других областях современ-
ной высокоинтеллектуальной техники. В этих областях недопустимо 
для тестирования и определения надежности ПС использовать функци-
онирование реальных объектов. В результате особое значение приобре-
ли методы и средства моделирования внешней среды для автоматизиро-
ванной генерации тестов при испытаниях надежности таких ПС. В этих 
случаях на базе программных моделей и компонентов реальных систем 
должны создаваться моделирующие испытательные стенды, обеспечи-
вающие возможность определения надежности функционирования кон-
кретных ПС в условиях штатных и критических внешних воздействий, 
соответствующих подлинным характеристикам внешней среды. 
Быстрый рост числа сфер использования, сложности и ответственно-
сти функций, выполняемых комплексами программ в информационных 
системах, резко повысил в последнее время требования к надежности 
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их функционирования и безопасности применения. Для удовлетворе-
ния таких требований в жизненном цикле ПС необходимы выделение 
задач и работ по обеспечению надежности программ и концентрация 
усилий разработчиков на теоретическом и практическом их решении. 
Для каждого проекта ПС, выполняющего ответственные функции, 
должны разрабатываться и применяться специальные план и про-
грамма, методология и инструментальные средства, обеспечивающие 
требуемые надежность и безопасность. Только скоординированное, 
комплексное применение в проектах ПС современных методов и 
средств обеспечения надежности функционирования и безопасности 
применения комплексов программ путем автоматизации их разработ-
ки и испытаний позволяет достигать высокого качества ПС, необхо-
димого для их применения в критических и сложных системах управ-
ления и обработки информации. 
 
 
1.1.2 Применение понятий теории надежности сложных  
систем к жизненному циклу и оценке качества ПО 
 
Основные понятия надежности систем. По определению, уста-
новленному в ГОСТ 13377-75, надежность – свойство объекта выпол-
нять заданные функции, сохраняя во времени значения установлен-
ных эксплуатационных показателей в заданных пределах, соответ-
ствующих заданным режимам и условиям использования, техниче-
ского обслуживания, ремонта, хранения и транспортирования. Таким 
образом, надежность является внутренним свойством системы, зало-
женным при ее создании и проявляющимся во времени при функцио-
нировании и эксплуатации. 
Надежность определяется как уровень, при котором система про-
грамм удовлетворяет поставленным требованиям и пригодна для экс-
плуатации. При этом следует отличать надежность от корректности, 
которая определяется как степень удовлетворения требованиям. 
Надежность является составной частью более общего понятия – каче-
ства. Качественная программа не только надежна, но и компактна, 
совместима с другими программами, эффективна, удобна в сопро-
вождении, портативна и вполне понятна. 
Свойства надежности изделий изучаются теорией надежности, ко-
торая является системой определенных идей, математических моде-
лей и методов, направленных на решение проблем предсказания, оцен-
ки и оптимизации различных показателей надежности. Надежность 
технических систем определяется в основном двумя факторами: 
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надежностью компонентов и дефектами в конструкции, допущенны-
ми при проектировании или изготовлении. Относительно невысокая 
физическая надежность компонентов, их способность к разрушению, 
старению или снижению надежности в процессе эксплуатации приве-
ли к тому, что этот фактор оказался доминирующим для большинства 
комплексов аппаратуры. Этому способствовала также невысокая 
сложность многих технических систем, вследствие чего дефекты про-
ектирования проявлялись относительно редко. 
Надежность сложных программных средств определяется этими же 
факторами, однако доминирующими являются дефекты и ошибки 
проектирования, так как физическое хранение программ на магнит-
ных носителях характеризуется очень высокой надежностью. Про-
грамма любой сложности и назначения при строго фиксированных 
исходных данных и абсолютно надежной аппаратуре исполняется по 
однозначно определенному маршруту и дает на выходе строго опре-
деленный результат. Однако случайное изменение исходных данных 
и накопленной при обработке информации, а также множество услов-
ных переходов в программе создают огромное число различных 
маршрутов исполнения каждого сложного ПС. Источниками нена-
дежности являются непроверенные сочетания исходных данных, при 
которых функционирующее ПС дает неверные результаты или отка-
зы. В результате комплекс программ не соответствует требованиям 
функциональной пригодности и работоспособности.  
В [1, стр. 36] приведен пример, в котором крупнейшему авторите-
ту по крупномасштабному программированию Д. Парнас обещали                    
1 000 долларов в день плюс накладные расходы, от которого он отказал-
ся, представив восемь технических документов, которые объясняли, по-
чему программа не сможет работать так, как требуется. Приведем еще 
один пример уязвимости программного обеспечения. В 1979 г. амери-
канский космический зонд, запущенный на Венеру, не достиг своей це-
ли, и в космос вылетело почти полмиллиарда долларов из-за того, что в 
программе коррекции курса зонда запятая была спутана с двоеточием. 
При применении понятий надежности к программным средствам 
следует учитывать особенности и отличия этих объектов от традици-
онных технических систем, для которых первоначально разрабатыва-
лась теория надежности: 
– не для всех видов программ применимы понятия и методы тео-
рии надежности; 
– их можно использовать только к программным средствам, 
функционирующим в реальном времени и непосредственно взаимо-
действующим с внешней средой; 
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– при оценке качества программных компонентов к ним неприме-
нимы понятия надежности функционирования, если при обработке 
информации они не используют значения реального времени и не 
взаимодействуют непосредственно с внешней средой; 
– доминирующими факторами, определяющими надежность про-
грамм, являются дефекты и ошибки проектирования и разработки, и 
второстепенное значение имеет физическое разрушение программных 
компонентов при внешних воздействиях; относительно редкое разру-
шение программных компонентов и необходимость их физической 
замены приводят к принципиальному изменению понятий сбоя и от-
каза программ и к разделению их по длительности восстановления 
относительно некоторого допустимого времени простоя для функци-
онирования информационной системы; 
– для повышения надежности комплексов программ особое значе-
ние имеют методы автоматического сокращения длительности вос-
становления и преобразования отказов в кратковременные сбои путем 
введения в программные средства временной, программной и инфор-
мационной избыточности; 
– непредсказуемость места, времени и вероятности проявления де-
фектов и ошибок, а также их редкое обнаружение при реальной эксплу-
атации достаточно надежных программных средств не позволяют эф-
фективно использовать традиционные методы априорного расчета по-
казателей надежности сложных систем, ориентированные на стабиль-
ные, измеряемые значения надежности составляющих компонентов; 
– традиционные методы форсированных испытаний надежности 
систем путем физического воздействия на их компоненты непримени-
мы для программных средств, и их следует заменять на методы форси-
рованного воздействия информационных потоков внешней среды. 
С учетом перечисленных особенностей применение основных по-
нятий теории надежности сложных систем к жизненному циклу и 
оценке качества комплексов программ позволяет адаптировать и раз-
вивать эту теорию в особом направлении – надежности программных 
средств. Предметом изучения теории надежности комплексов про-
грамм (Software Reliability) является работоспособность сложных 
программ обработки информации в реальном времени. К задачам тео-
рии и анализа надежности сложных программных средств можно от-
нести следующие: 
–  формулирование основных понятий, используемых при исследо-
вании и применении показателей надежности программных средств; 
– выявление и исследование основных факторов, определяющих 
характеристики надежности сложных программных комплексов; 
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– выбор и обоснование критериев надежности для комплексов 
программ различного типа и назначения; 
– исследование дефектов и ошибок, динамики их изменения при 
отладке и сопровождении, а также влияния на показатели надежности 
программных средств; 
– исследование и разработка методов структурного построения 
сложных ПС, обеспечивающих их необходимую надежность; 
– исследование методов и средств контроля и защиты от искаже-
ний программ, вычислительного процесса и данных путем использо-
вания различных видов избыточности и помехозащиты; 
– разработка методов и средств определения и прогнозирования 
характеристик надежности в жизненном цикле комплексов программ 
с учетом их функционального назначения, сложности, структурного 
построения и технологии разработки. 
Результаты решения этих задач являются основой для создания со-
временных сложных программных средств с заданными показателями 
надежности. Использование и объединение результатов эксперимен-
тальных и теоретических исследований надежности ПС позволили за-
ложить основы теории и методов в этой области. В жизненном цикле 
ПС значения показателей качества и надежности компонентов и ком-
плексов программ в целом рекомендуется непрерывно анализировать и 
прогнозировать с целью гарантированного обеспечения заданных по-
казателей надежности. В реальных проектах работы по исследованию 
и обеспечению надежности программ целесообразно выделять в от-
дельную группу под единым руководством со специальным планом. 
В основе теории надежности лежат понятия о двух возможных со-
стояниях объекта или системы: работоспособном и неработоспособ-
ном. Работоспособным называется такое состояние объекта, при ко-
тором он способен выполнять заданные функции с параметрами, 
установленными технической документацией. В процессе функцио-
нирования возможен переход объекта из работоспособного состояния 
в неработоспособное и обратно. С этими переходами связаны события 
отказа и восстановления. 
Определение степени работоспособности системы предполагает 
наличие в ней средств, способных установить соответствие ее харак-
теристик требованиям технической документации. Для этого должны 
использоваться методы и средства контроля и диагностики функцио-
нирования системы. Глубина и полнота проверок, степень автомати-
зации контрольных операций, длительность и порядок их выполнения 
влияют на работоспособность системы и достоверность ее оценки. 
Методы и средства диагностического контроля предназначены для 
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установления степени работоспособности системы, локализации отка-
зов, определения их характеристик и причин, скорейшего восстанов-
ления работоспособности, для накопления, обобщения и анализа дан-
ных, характеризующих работоспособность системы. Диагноз состоя-
ния системы принято делить на тестовый и функциональный. При те-
стовом диагнозе используются специально подготовленные исходные 
данные и эталонные результаты, которые позволяют проверять рабо-
тоспособность определенных компонентов системы. Функциональ-
ный диагноз организуется на базе реальных исходных данных, посту-
пающих в систему при ее использовании по прямому назначению. 
Основные задачи технической диагностики включают в себя: 
– контроль исправности системы и полного соответствия ее со-
стояния и функций технической документации; 
– проверку работоспособности системы и возможности выполне-
ния всех функций в заданном режиме работы в любой момент време-
ни с характеристиками, заданными технической документацией; 
– поиск, выявление и локализацию источников и результатов сбо-
ев, отказов и неисправностей в системе. 
 
 
1.1.3 Показатели качества и надежности  
программных средств 
 
Формализации показателей качества программных средств посвя-
щена группа нормативных документов. В международном стандарте 
ISO 9126:1991 при отборе минимума стандартизируемых показателей 
выдвигались и учитывались следующие принципы: ясность и измеря-
емость значений, отсутствие перекрытия между используемыми пока-
зателями, соответствие установившимся понятиям и терминологии, 
возможность последующего уточнения и детализации. Выделены ха-
рактеристики, которые позволяют оценивать ПС с позиции пользова-
теля, разработчика и управляющего проектом. Рекомендуются 6 ос-
новных характеристик качества ПС, каждая из которых детализирует-
ся несколькими (всего 21) субхарактеристиками. 
Функциональная пригодность детализируется: 
− пригодностью для применения,  
− точностью,  
− защищенностью,  
− способностью к взаимодействию, 
− согласованностью со стандартами и правилами проектирования. 
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Надежность рекомендуется характеризовать:  
− уровнем завершенности (отсутствия ошибок),  
− устойчивостью к ошибкам, 
− перезапускаемостъю. 
Применимость предлагается описывать: 
− понятностью,  
− обучаемостью, 
− простотой использования. 
Эффективность рекомендуется характеризовать: 
− ресурсной экономичностью, 
− временной экономичностью. 
Сопровождаемость характеризуется: 
− удобством для анализа,  
− изменяемостью,  
− стабильностью, 
− тестируемостью. 
Переносимость предлагается отражать: 
− адаптируемостью,  
− структурированностью,  
− замещаемостью, 
− внедряемостью. 
Характеристики и субхарактеристики в стандарте определены 
очень кратко, без комментариев и рекомендаций по их применению к 
конкретным системам и проектам. 
Близким к описанному стандарту по идеологии, структуре и со-
держанию является ГОСТ 28195-89. На верхнем, первом, уровне вы-
делено 6 показателей – факторов качества: надежность, корректность, 
удобство применения, эффективность, универсальность и сопровож-
даемость. Эти факторы детализируются в совокупности 19 критерия-
ми качества на втором уровне. Дальнейшая детализация показателей 
качества представлена метриками и оценочными элементами, кото-
рых насчитывается около 240. Каждый из них рекомендуется экс-
пертно оценивать в пределах от 0 до 1. Состав используемых факто-
ров, критериев и метрик предлагается выбирать в зависимости от 
назначения, функций и этапов жизненного цикла ПС. 
В стандарте ГОСТ 28806-90 формализуются общие понятия про-
граммы, программного средства, программного продукта и их каче-
ства. Даются определения 18 наиболее употребляемых терминов, свя-
занных с оценкой характеристик программ. Уточнены понятия базо-
вых показателей качества, приведенных в ГОСТ 28195-89. 
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Функциональная пригодность – это набор атрибутов, определяю-
щий назначение, номенклатуру, основные необходимые и достаточ-
ные функции ПС, заданные техническим заданием заказчика или по-
тенциального пользователя. В процессе проектирования ПС атрибуты 
функциональной пригодности конкретизируются в спецификации на 
компоненты. Эти атрибуты можно численно представить точностью 
вычислений, относительным числом поэтапно изменяемых функций, 
числом спецификаций требований заказчиков и т. д. Кроме них функ-
циональную пригодность отражает множество различных специали-
зированных критериев, которые тесно связаны с конкретными функ-
циями программ. Их можно рассматривать как частные критерии или 
как факторы, влияющие на основные показатели. В наиболее общем 
виде функциональная пригодность проявляется в корректности и 
надежности ПС. 
Понятие корректной (правильной) программы может рассматри-
ваться статически вне ее исполнения во времени. Корректность про-
граммы не определена вне области изменения исходных данных, за-
данных требованиями спецификации, и не зависит от динамики функ-
ционирования программы в реальном времени. Степень некорректно-
сти программ определяется вероятностью попадания реальных исход-
ных данных в область, которая задана требованиями спецификации и 
технического задания (ТЗ), однако не была проверена при тестирова-
нии и испытаниях. Значения этого показателя зависят от функцио-
нальной корректности применяемых компонентов и могут рассматри-
ваться в зависимости от методов их достижения и оценивания: детер-
минировано, стохастически и в реальном времени. При анализе видов 
корректности и способов их измерения, естественно, они связываются 
с видами и методами процесса тестирования и испытания программ. 
Надежная программа, прежде всего, должна обеспечивать доста-
точно низкую вероятность отказа в процессе функционирования в ре-
альном времени. Быстрое реагирование на искажения программ, дан-
ных или вычислительного процесса и восстановление работоспособ-
ности за время, меньшее, чем порог между сбоем и отказом, обеспе-
чивают высокую надежность программ. При этом некорректная про-
грамма может функционировать абсолютно надежно. В реальных 
условиях по различным причинам исходные данные могут попадать              
в области значений, вызывающих сбои, не проверенные при испыта-
ниях, а также не заданные требованиями спецификации и техническо-
го задания. Если в этих ситуациях происходит достаточно быстрое 
восстановление, такое, что не фиксируется отказ, то такие события не 
влияют на основные показатели надежности – наработку на отказ и        
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коэффициент готовности. Следовательно, надежность функционирова-
ния программ является понятием динамическим, проявляющимся во 
времени, и существенно отличается от понятия корректности программ. 
При оценке качества программ по показателям надежности реги-
стрируются только такие искажения в процессе динамического тести-
рования с исполнением программ, которые приводят к потере работо-
способности ПС или их крупных компонентов. Первопричиной 
нарушения работоспособности программ при безотказности аппара-
туры всегда является конфликт между реальными исходными данны-
ми, подлежащими обработке, и программой, осуществляющей эту об-
работку. Работоспособность ПС можно гарантировать при конкрет-
ных исходных данных, которые использовались при отладке и испы-
таниях. Реальные исходные данные могут иметь значения, отличаю-
щиеся от заданных техническим заданием и от использованных при 
применении программ. При таких исходных данных функционирова-
ние программ трудно предсказать заранее и весьма вероятны различ-
ные аномалии, завершающиеся отказами. 
Непредсказуемость вида, места и времени проявления дефектов ПС 
в процессе эксплуатации приводит к необходимости создания специ-
альных, дополнительных систем оперативной защиты от непреду-
мышленных, случайных искажений вычислительного процесса, про-
грамм и данных. Системы оперативной защиты предназначены для 
выявления и блокирования распространения негативных последствий 
проявления дефектов и уменьшения их влияния на надежность функ-
ционирования ПС до устранения их первичных источников. Для этого 
в ПС должна вводиться временная, программная и информационная 
избыточность, осуществляющая оперативное обнаружение дефектов 
функционирования, их идентификацию и автоматическое восстанов-
ление (рестарт) нормального функционирования ПС. Надежность ПС 
должна повышаться за счет средств обеспечения помехоустойчиво-
сти, оперативного контроля и восстановления функционирования 
программ и баз данных. Эффективность такой защиты зависит от ис-
пользуемых методов, координированности их применения и выделя-
емых вычислительных ресурсов на их реализацию. 
Основным принципом классификации сбоев и отказов в програм-
мах при отсутствии их физического разрушения является разделение 
по временному показателю длительности восстановления после лю-
бого искажения программ, данных или вычислительного процесса, 
регистрируемого как нарушение работоспособности.  
При длительности восстановления, меньшей заданного порога,  
дефекты и аномалии при функционировании программ следует            
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относить к сбоям, а при восстановлении, превышающем по длительно-
сти пороговое значение, происходящее искажение соответствует отка-
зу. Классификация программных сбоев и отказов по длительности вос-
становления приводит к необходимости анализа динамических харак-
теристик абонентов, являющихся потребителями данных, обработан-
ных исследуемым ПС, а также временных характеристик функциони-
рования программ. Временная зона перерыва нормальной выдачи ин-
формации и потери работоспособности, которую следует рассматри-
вать как зону сбоя, тем шире, чем более инертный объект находится 
под воздействием сообщений, подготовленных данным ПС. Пороговое 
время восстановления работоспособного состояния системы, при пре-
вышении которого следует фиксировать отказ, близко к периоду реше-
ния задач для подготовки информации соответствующему абоненту. 
При нормальном темпе решения задач и выдаче их результатов по-
требителю отклонения его характеристик от траектории, рассчитыва-
емой ПС, находятся в допустимых пределах. Для любого потребителя 
информации существует допустимое время отсутствия данных от ПС, 
при котором его характеристики, изменяясь по инерции, достигают 
предельного отклонения от значения, которое должно быть рассчита-
но программами. Соответствующая этому отклонению временная зо-
на перерыва выдачи информации потребителю позволяет установить 
границу допустимой длительности нарушения работоспособности, 
которая разделяет зоны сбоев и отказов. 
Чем более инерционным является потребитель информации, тем 
больше может быть время отсутствия у него результатов функциони-
рования и воздействий от ПС без катастрофических последствий 
нарушения работоспособности, соответствующего отказу. Это допу-
стимое отклонение результатов после перерыва функционирования 
ПС зависит в основном от динaмическиx характеристик источников и 
потребителей информации. Таким образом, установив в результате 
системного анализа динамических характеристик объектов информа-
ционной системы величину порогового значения, можно определить 
интервал времени функционирования ПС при отсутствии выдачи по-
требителю данных, которые разделяют события сбоя и отказа без фи-
зического разрушения программ. 
Надежность функционирования ПС наиболее широко характери-
зуется устойчивостью, или способностью к безотказному функцио-
нированию, и восстанавливаемостью работоспособного состояния 
после произошедших сбоев или отказов. В свою очередь, устойчи-
вость зависит от уровня неустраненных дефектов и ошибок и спо-
собности ПС реагировать на их проявления так, чтобы это не 
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oтpaжалocь на показателях надежности. Последнее определяется эф-
фективностью контроля данных, поступающих из внешней среды, и 
средств обнаружения аномалий функционирования ПС. 
Восстанавливаемость характеризуется полнотой и длительностью 
восстановления функционирования программ в процессе перезапуска 
– рестарта. Перезапуск должен oбеспeчивaть возобновление нормаль-
ного функционирования ПС, на что требуются ресурсы ЭВМ и время. 
Поэтому полнота и длительность восстановления функционирования 
после сбоев отражают качество, надежность ПС и возможность его 
использования по прямому назначению. 
Показатели надежности ПС в значительной степени адекватны 
аналогичным характеристикам, принятым для других технических 
систем. Наиболее широко используется критерий длительности нара-
ботки на отказ. Для определения этой величины измеряется время ра-
ботоспособного состояния системы между двумя последовательными 
отказами или началом нормального функционирования системы по-
сле них. Вероятностные характеристики этой величины в нескольких 
формах используются как разновидности критериев надежности. 
Критерий надежности восстанавливаемых систем учитывает возмож-
ность многократных отказов и восстановлений. Для оценки надежно-
сти таких систем, которыми чаще всего являются сложные ПС, кроме 
вероятностных характеристик наработки на отказ, важную роль иг-
рают характеристики функционирования после отказа в процессе вос-
становления. Основным показателем процесса восстановления явля-
ются длительность восстановления и ее вероятностные характеристи-
ки. Этот критерий учитывает возможность многократных отказов и 
восстановлений. Обобщение характеристик отказов и восстановлений 
производится в критерии коэффициент готовности. Этот показатель 
отражает вероятность иметь восстанавливаемую систему в работо-
способном состоянии в произвольный момент времени. Значение         
коэффициента готовности соответствует доле времени полезной 
работы системы на достаточно большом интервале, содержащем от-
казы и восстановления. 
Наработка на отказ учитывает ситуации потери работоспособно-
сти, когда длительность восстановления достаточно велика и превы-
шает пороговое значение времени, разделяющее события сбоя и отка-
за. При этом большое значение имеют средства оперативного кон-
троля и восстановления. Качество проведенной отладки программ бо-
лее полно отражает значение длительности между потерями работо-
способности программ – наработка на отказовую ситуацию, или 
устойчивость, независимо от того, насколько быстро произошло           
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восстановление. Средства оперативного контроля и восстановления 
не влияют на наработку на отказовую ситуацию, однако могут значи-
тельно улучшать показатели надежности программ. Поэтому при 
оценке необходимой отладки целесообразно измерять и контролиро-
вать наработку на отказовую ситуацию, а объем и длительность те-
стирования в ряде случаев устанавливать по наработке на отказ с уче-
том эффективности средств рестарта. 
В реальных системах достигаемая при отладке и испытаниях 
наработка на отказ ПС обычно должна быть соизмерима с наработ-
кой на отказ аппаратуры, на которой исполняется программа. Для 
систем обработки информации и управления в реальном времени 
наработка на отказ программ измеряется десятками и сотнями часов, 
а для особо важных или широко тиражируемых систем может дости-
гать десятков тысяч часов. При достаточно развитом программном 
оперативном контроле и восстановлении наработка на отказовую си-
туацию может быть на один–два порядка меньше, чем наработка на 
отказ. Реально очень трудно достичь наработки на отказовую ситуа-
цию на уровне сотен часов, и поэтому для получения высокой 
надежности программ невозможно ограничиваться тестированием и 
отладкой без использования средств рестарта. Невозможно обеспе-
чить абсолютное отсутствие дефектов проектирования в сложных 
ПС, вследствие чего надежность их функционирования имеет всегда 
конечное, ограниченное значение. 
 
 
Вопросы и задания для самоконтроля 
 
1 Перечислите направления обеспечения высокой надежности 
функционирования и безопасности применения создаваемых сложных 
комплексов программ, которые высветил опыт создания и примене-
ния сложных информационных систем. 
2 Перечислите пути повышения надежности сложных информа-
ционных систем. 
3 Зачем и когда используется профиль программных документов? 
4 В каких случаях создаются моделирующие испытательные 
стенды? 
5 Какими факторами определяется надежность технических си-
стем? Какой из этих факторов является доминирующим в случае 
надежности ПС? 
6 Перечислите особенности и отличия надежности ПС от надеж-
ности традиционных технических систем. 
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7 Перечислите задачи теории и анализа надежности примени-
тельно к надежности ПС. 
8 Охарактеризуйте понятия надежности и качества ПО. 
9 Каковы возможные состояния объекта с точки зрения теории 
надежности? 
10 Охарактеризуйте два типа диагноза состояния системы. 
11 На каких данных проводится тестовый диагноз надежности ПС? 
12 На каких данных проводится функциональный диагноз надеж-
ности ПС? 
13 Приведите типовые задачи технической диагностики. 
14 Приведите систематизацию рекомендуемых показателей каче-
ства международного стандарта ISO 9126:1991. 
15 Как производится систематизация рекомендуемых показателей 
качества международного стандарта ГОСТ 28195-89? 
16 Дайте характеристику рекомендуемой шкалы измерения мет-
рик качества. 
17 Связана ли корректность программы с её поведением во времени? 
18 Связана ли надежность программы с её поведением во времени? 
19 Для каких данных (в каком случае) можно гарантировать 
надежность программы? 
20 Приведите пример метрики для измерения степени некоррект-
ности программы и  формулу для расчета. 
21 Приведите пример метрики для измерения коэффициента го-
товности и формулу для расчета. 
22 Приведите примеры временной, программной и информацион-
ной избыточности, повышающей надёжность ПО. 
23 На основании значения какого параметра различают сбои и от-
казы ПС. Как определяется пороговое значение этого параметра? 
24 Что больше: наработка на отказ или на отказовую ситуацию? 
 
 
1.2 Дестабилизирующие факторы и методы  




1.2.1 Модель факторов, определяющих надежность  
программных средств 
 
При любом виде деятельности людям свойственно непредумыш-
ленно ошибаться, результаты чего проявляются в процессе создания 
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или применения изделий или систем. В общем случае под ошибкой 
подразумевается дефект, погрешность или не умышленное искажение 
объекта или процесса. При этом предполагается, что известно пра-
вильное, эталонное состояние объекта, по отношению к которому 
может быть определено наличие отклонения – дефекта или ошибки. 
Для систематической, координированной борьбы с ними необходимы 
исследования факторов, влияющих на надежность ПС со стороны 
случайных, существующих и потенциально возможных дефектов               
в конкретных программах. Это позволит целенаправленно разрабаты-
вать комплексы методов и средств обеспечения надежности сложных 
ПС различного назначения при реально достижимом снижении уров-
ня дефектов проектирования. 
При строго фиксированных исходных данных программы исполня-
ются по определенным маршрутам и выдают совершенно определенные 
результаты. Многочисленные варианты исполнения программ при раз-
нообразных исходных данных представляются для внешнего наблюда-
теля как случайные. В связи с этим дефекты функционирования про-
граммных средств, не имеющие злоумышленных источников, проявля-
ются внешне как случайные, имеют разную природу и последствия.             
В частности, они могут приводить к последствиям, соответствующим 
нарушениям работоспособности, и к отказам при использовании ПС. 
Объектами уязвимости (см. таблицу 1.2), влияющими на надеж-
ность ПС, являются: 
– динамический вычислительный процесс обработки данных, ав-
томатизированной подготовки решений и выработки управляющих 
воздействий; 
– информация, накопленная в базах данных, отражающая объек-
ты внешней среды, и процессы ее обработки; 
– объектный код программ, исполняемых вычислительными 
средствами в процессе функционирования ПС; 
– информация, выдаваемая потребителям и на исполнительные 
механизмы, являющаяся результатом обработки исходных данных и 
информации, накопленной в базе данных. 
На эти объекты воздействуют различные дестабилизирующие фак-
торы, которые можно разделить на внутренние, присущие самим объ-
ектам уязвимости, и внешние, обусловленные средой, в которой эти 
объекты функционируют.  
Внутренними источниками угроз надежности функционирования 
сложных ПС можно считать следующие дефекты программ:  
– системные ошибки проектирования при постановке целей             
и задач создания ПС, при формулировке требований к функциям и 
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характеристикам решения задач, определении условий и параметров 
внешней среды, в которой предстоит применять ПС;  
– алгоритмические ошибки разработки при непосредственной 
спецификации функций программных средств, при определении 
структуры и взаимодействия компонентов комплексов программ, а 
также при использовании информации баз данных; 
– ошибки программирования в текстах программ и описаниях 
данных, а также в исходной и результирующей документации на ком-
поненты и ПС в целом; 
– недостаточную эффективность используемых методов и 
средств оперативной защиты программ и данных от сбоев и отказов 
и обеспечения надежности функционирования ПС в условиях случай-
ных негативных воздействий. 
Внешними дестабилизирующими факторами, отражающимися на 
надежности функционирования перечисленных объектов уязвимости 
в ПС, являются: 
– ошибки оперативного и обслуживающего персонала в процессе 
эксплуатации ПС; 
– искажения в каналах телекоммуникации информации, посту-
пающей от внешних источников и передаваемой потребителям, а 
также недопустимые для конкретной информационной системы ха-
рактеристики потоков внешней информации; 
– сбои и отказы в аппаратуре вычислительных средств; 
– изменения состава и конфигурации комплекса взаимодейству-
ющей аппаратуры информационной системы за пределы, проверен-
ные при испытаниях или сертификации и отраженные в эксплуатаци-
онной документации. 
 
Таблица 1.2 – Объекты уязвимости и последствия нарушения       
надежности 
 
Объекты уязвимости Последствия нарушения надежности 
Вычислительный процесс Разрушение вычислительного процесса 
Информация БД Разрушение информации БД 
Объектный код программ Разрушение текста программ 
Информация для потребителей Разрушение информации для потреби-
телей 
 
Полное устранение перечисленных негативных воздействий и де-
фектов, отражающихся на надежности функционирования сложных 
ПС, принципиально невозможно. Проблема состоит в выявлении  
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факторов, от которых они зависят, создании методов и средств 
уменьшения их влияния на надежность ПС, а также в эффективном 
распределении ресурсов на защиту для обеспечения необходимой 
надежности комплекса программ, равноправного при их реальных 
воздействиях. 
Современные достижения микроэлектроники снизили влияние сбо-
ев и отказов вычислительных средств на надежность функционирова-
ния ПС. Однако ошибки персонала, искажения данных в каналах те-
лекоммуникации, а также случайные (при отказах части аппаратуры) 
и необходимые изменения конфигурации вычислительных средств 
остаются существенными внешними угрозами надежности ПС. Нега-
тивное влияние этих факторов может быть значительно снижено со-
ответствующими методами и средствами защиты и восстановления 
программ и данных. Внешние дестабилизирующие факторы имеют 
различную природу и широкий спектр характеристик, которые пред-
ставлены во многих публикациях. Поэтому далее сделан акцент на 
внутренних дестабилизирующих факторах, различного рода дефектах 
и ошибках проектирования и эксплуатации, оказывающих большее 
влияние на надежность функционирования ПС. 
Различия между ожидаемыми и полученными результатами функ-
ционирования программ могут быть следствием ошибок не только в 
созданных программах и данных, но и системных ошибок в первич-
ных требованиях спецификаций, явившихся исходной базой при со-
здании ПС. Тем самым проявляется объективная реальность, заклю-
чающаяся в невозможности абсолютной корректности и полноты ис-
ходных данных для проектирования спецификаций сложных ПС. На 
практике в процессе разработки ПС исходные требования уточняются 
и детализируются по согласованию между заказчиком и разработчи-
ком. Базой таких уточнений являются неформализованные представ-
ления и знания специалистов, а также результаты промежуточных 
этапов проектирования. Однако установить ошибочность исходных 
данных и спецификаций еще труднее, чем обнаружить ошибки в со-
зданных программах и данных, так как принципиально отсутствуют 
формализованные данные, которые можно использовать как эталон-
ные, и их заменяют неформализованные представления заказчиков и 
разработчиков. 
Степень влияния всех внутренних дестабилизирующих факторов, а 
также некоторых внешних угроз на надежность ПС определяется в 
наибольшей степени качеством технологий проектирования, разра-
ботки, сопровождения и документирования ПС и их основных компо-
нентов. При ограниченных ресурсах на разработку ПС для достижения 
  24 
заданных требований по надежности необходимо управление обеспе-
чением качества в течение всего цикла создания программ и данных. 
Такое управление предполагает высокую дисциплину и проектиро-
вочную культуру всего коллектива специалистов, использование ме-
тодик, типовых нормативных документов и средств автоматизации 
разработки.  
Кроме того, обеспечение качества ПС предполагает формализацию 
и сертификацию технологии их разработки, а также выделение в спе-
циальный процесс поэтапного измерения и анализа текущего качества 
создаваемых и применяемых компонентов. Попытки создания слож-
ных, распределенных ПС на базе мультипроцессорных ЭВМ и кон-
цепции клиент-сервер без использования эффективных технологий и 
средств автоматизации проектирования связаны с высоким риском 
полного провала проектов вследствие трудностей обеспечения необ-
ходимой надежности функционирования таких систем. 
 
 
1.2.2 Методы обеспечения надежности  
программных средств 
 
В современных автоматизированных технологиях создания и раз-
вития сложных ПС с позиции обеспечения их необходимой и задан-
ной надежности можно выделить методы и средства, позволяющие: 
– создавать программные модули и функциональные компоненты 
высокого, гарантированного качества; 
– предотвращать дефекты проектирования за счет эффектив-
ных технологий и средств автоматизации обеспечения всего жиз-
ненного цикла комплексов программ и баз данных; 
– обнаруживать и устранять различные дефекты и ошибки проек-
тирования, разработки и сопровождения программ путем система-
тического тестирования на всех этапах жизненного цикла ПС; 
– удостоверять достигнутое качество и надежность функциониро-
вания ПС в процессе их испытаний и сертификации перед передачей 
в регулярную эксплуатацию; 
– оперативно выявлять последствия дефектов программ и данных 
и восстанавливать нормальное, надежное функционирование ком-
плексов программ. 
Комплексное, скоординированное применение этих методов и 
средств в процессе создания, развития и применения ПС позволяет 
исключать некоторые виды угроз или значительно ослаблять их влия-
ние. Тем самым уровень достигаемой надежности ПС становится 
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предсказуемым и управляемым, непосредственно зависящим от ре-
сурсов, выделяемых на его достижение, а главное – от качества и эф-
фективности технологии, используемой на всех этапах жизненного 
цикла ПС. 
Итак, основными методами предотвращения угроз надежности яв-
ляются: предотвращение ошибок проектирования за счет использова-
ния CАSE-технологий, систематическое тестирование и обязательная 
сертификация. Оперативными методами повышения надежности яв-
ляются: временная, программная и информационная избыточность. 
 
 
1.2.3 Систематизация принципов и методов обеспечения 
надежности в соответствии с их целью 
 
Все принципы и методы обеспечения надежности в соответствии с их 
целью можно разбить на четыре группы: предупреждение ошибок, об-
наружение ошибок, исправление ошибок и обеспечение устойчивости к 
ошибкам. К первой группе относятся принципы и методы, позволяю-
щие минимизировать или вообще исключить ошибки. Методы второй 
группы сосредоточивают внимание на функциях самого программного 
обеспечения, помогающих выявлять ошибки. К третьей группе относят-
ся функции программного обеспечения, предназначенные для исправ-
ления ошибок или их последствий. Устойчивость к ошибкам (четвертая 
группа) – это мера способности системы программного обеспечения 
продолжать функционирование при наличии ошибок. 
Предупреждение ошибок. К этой группе относятся принципы и 
методы, цель которых – не допустить появления ошибок в готовой 
программе. Большинство методов концентрируется на отдельных 
процессах перевода и направлено на предупреждение ошибок в этих 
процессах. Их можно разбить на следующие категории: 
1) методы, позволяющие справиться со сложностью, свести ее к 
минимуму, так как это – главная причина ошибок перевода; 
2) методы достижения большей точности при переводе; 
3) методы улучшения обмена информацией; 
4) методы немедленного обнаружения и устранения ошибок. Эти 
методы направлены на обнаружение ошибок на каждом шаге перево-
да, не откладывая до тестирования программы после ее написания. 
Очевидно, что предупреждение ошибок – оптимальный путь к до-
стижению надежности программного обеспечения. 
Лучший способ обеспечить надежность – прежде всего не допу-
стить возникновения ошибок. Гарантировать отсутствие ошибок,          
  26 
однако, невозможно никогда. Другие три группы методов опираются 
на предположение, что ошибки все-таки будут. 
Обнаружение ошибок. Если предполагать, что в программном 
обеспечении какие-либо ошибки все же будут, то лучшая (после пре-
дупреждения ошибок) стратегия – включить средства обнаружения 
ошибок в само программное обеспечение. 
Большинство методов направлено по возможности на незамедли-
тельное обнаружение сбоев. Немедленное обнаружение имеет два 
преимущества: можно минимизировать влияние ошибки и последу-
ющие затруднения для человека, которому придется извлекать ин-
формацию о ней, находить ее и исправлять. 
Меры по обнаружению ошибок можно разбить на две подгруппы: 
пассивные попытки обнаружить симптомы ошибки в процессе 
«обычной» работы программного обеспечения и активные попытки 
программной системы периодически обследовать свое состояние в 
поисках признаков ошибок. 
Пассивное обнаружение. Меры по обнаружению ошибок могут 
быть приняты на нескольких структурных уровнях программной си-
стемы. Здесь мы будем рассматривать уровень подсистем, или компо-
нентов, т.е. нас будут интересовать меры по обнаружению симптомов 
ошибок, предпринимаемые при переходе от одного компонента к 
другому, а также внутри компонента. Все это, конечно, применимо 
также к отдельным модулям внутри компонента. 
Разрабатывая эти меры, мы будем опираться на следующее. 
1 Взаимное недоверие. Каждый из компонентов должен предпола-
гать, что все другие содержат ошибки. Когда он получает какие-
нибудь данные от другого компонента или из источника вне системы, 
он должен предполагать, что данные могут быть неправильными, и 
пытаться найти в них ошибки. 
2 Немедленное обнаружение. Ошибки необходимо обнаружить 
как можно раньше. Это не только ограничивает наносимый ими 
ущерб, но и значительно упрощает задачу отладки. 
3 Избыточность. Все средства обнаружения ошибок основаны на 
некоторой форме избыточности (явной или неявной). 
Когда разрабатываются меры по обнаружению ошибок, важно 
принять согласованную стратегию для всей системы. Действия, пред-
принимаемые после обнаружения ошибки в программном обеспече-
нии, должны быть единообразными для всех компонентов системы. 
Это ставит вопрос о том, какие именно действия следует предпри-
нять, когда ошибка обнаружена. Наилучшее решение – немедленно 
завершить выполнение программы или (в случае операционной             
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системы) перевести центральный процессор в состояние ожидания.             
С точки зрения предоставления человеку, отлаживающему програм-
му, например системному программисту, самых благоприятных усло-
вий для диагностики ошибок немедленное завершение представляется 
наилучшей стратегией. Конечно, во многих системах подобная стра-
тегия бывает нецелесообразной (например, может оказаться, что при-
останавливать работу системы нельзя). В таком случае используется 
метод регистрации ошибок. Описание симптомов ошибки и «момен-
тальный снимок» состояния системы сохраняются во внешнем файле, 
после чего система может продолжать работу. Этот файл позднее бу-
дет изучен обслуживающим персоналом. 
Всегда, когда это возможно, лучше приостановить выполнение 
программы, чем регистрировать ошибки (либо обеспечить как допол-
нительную возможность работу системы в любом из этих режимов). 
Различие между этими методами проиллюстрируем на способах вы-
явления причин возникающего иногда скрежета вашего автомобиля. 
Если автомеханик находится на заднем сиденье, то он может обсле-
довать состояние машины в тот момент, когда скрежет возникает. Ес-
ли вы выбираете метод регистрации ошибок, задача диагностики ста-
нет сложнее. 
Активное обнаружение ошибок. Не все ошибки можно выявить 
пассивными методами, поскольку эти методы обнаруживают ошибку 
лишь тогда, когда ее симптомы подвергаются соответствующей про-
верке. Можно делать и дополнительные проверки, если спроектиро-
вать специальные программные средства для активного поиска при-
знаков ошибок в системе. Такие средства называются средствами ак-
тивного обнаружения ошибок. 
Активные средства обнаружения ошибок обычно объединяются в 
диагностический монитор: параллельный процесс, который периоди-
чески анализирует состояние системы с целью обнаружить ошибку. 
Большие программные системы, управляющие ресурсами, часто со-
держат ошибки, приводящие к потере ресурсов на длительное время. 
Например, управление памятью операционной системы сдает блоки 
памяти «в аренду» программам пользователей и другим частям опе-
рационной системы. Ошибка в этих самых «других частях» системы 
может иногда вести к неправильной работе блока управления памя-
тью, занимающегося возвратом сданной ранее в аренду памяти, что 
вызывает медленное вырождение системы. 
Диагностический монитор можно реализовать как периодически вы-
полняемую задачу (например, она планируется на каждый час) либо как 
задачу с низким приоритетом, которая планируется для выполнения             
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в то время, когда система переходит в состояние ожидания. Как и 
прежде, выполняемые монитором конкретные проверки зависят от 
специфики системы, но некоторые идеи будут понятны из примеров. 
Монитор может обследовать основную память, чтобы обнаружить 
блоки памяти, не выделенные ни одной из выполняемых задач и не 
включенные в системный список свободной памяти. Он может прове-
рять также необычные ситуации: например, процесс не планировался 
для выполнения в течение некоторого разумного интервала времени. 
Монитор может осуществлять поиск «затерявшихся» внутри системы 
сообщений или операций ввода–вывода, которые необычно долгое 
время остаются незавершенными, участков памяти на диске, которые 
не помечены как выделенные и не включены в список свободной па-
мяти, а также различного рода странностей в файлах данных. 
Иногда желательно, чтобы в чрезвычайных обстоятельствах мони-
тор выполнял диагностические тесты системы. Он может вызывать 
определенные системные функции, сравнивая их результат с заранее 
определенным и проверяя, насколько разумно время выполнения. 
Монитор может также периодически предъявлять системе «пустые» 
или «легкие» задания, чтобы убедиться, что система функционирует 
хотя бы самым примитивным образом. 
Исправление ошибок. Следующий шаг – методы исправления 
ошибок; после того как ошибка обнаружена, либо она сама, либо ее 
последствия должны быть исправлены программным обеспечением. 
Исправление ошибок самой системой – плодотворный метод проек-
тирования надежных систем аппаратного обеспечения. Некоторые 
устройства способны обнаружить неисправные компоненты и перей-
ти к использованию идентичных запасных. Аналогичные методы не-
применимы к программному обеспечению вследствие глубоких внут-
ренних различий между сбоями аппаратуры и ошибками в програм-
мах. Если некоторый программный модуль содержит ошибку, иден-
тичные «запасные» модули также будут содержать ту же ошибку. 
Другой подход к исправлению связан с попытками восстановить 
разрушения, вызванные ошибками, например искажения записей                
в базе данных или управляющих таблицах системы. Польза от методов 
борьбы с искажениями ограничена, поскольку предполагается, что 
разработчик заранее предугадает несколько возможных типов искаже-
ний и предусмотрит программно реализуемые функции для их устра-
нения. Это похоже на парадокс, поскольку, если знать заранее, какие 
ошибки возникнут, можно было бы принять дополнительные меры по 
их предупреждению. Если методы ликвидации последствий сбоев не 
могут быть обобщены для работы со многими типами искажений, 
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лучше всего направлять силы и средства на предупреждение ошибок. 
Вместо того чтобы, разрабатывая операционную систему, оснащать ее 
средствами обнаружения и восстановления цепочки искаженных таб-
лиц или управляющих блоков, следовало бы лучше спроектировать 
систему так, чтобы только один модуль имел доступ к этой цепочке,  
а затем настойчиво пытаться убедиться в правильности этого модуля. 
Устойчивость к ошибкам. Методы этой группы ставят своей це-
лью обеспечить функционирование программной системы при нали-
чии в ней ошибок. Они разбиваются на три подгруппы: динамическая 
избыточность, методы отступления и методы изоляции ошибок. 
1 Истоки концепции динамической избыточности лежат в проек-
тировании аппаратного обеспечения. Один из подходов к динамиче-
ской избыточности – метод голосования. Данные обрабатываются 
независимо несколькими идентичными устройствами, и результаты 
сравниваются. Если большинство устройств выработало одинаковый 
результат, этот результат и считается правильным. И опять, вслед-
ствие особой природы ошибок в программном обеспечении ошибка, 
имеющаяся в копии программного модуля, будет также присутство-
вать во всех других его копиях, поэтому идея голосования здесь, ви-
димо, неприемлема. Предлагаемый иногда подход к решению этой 
проблемы состоит в том, чтобы иметь несколько неидентичных копий 
модуля. Это значит, что все копии выполняют одну и ту же функцию, 
но либо реализуют различные алгоритмы, либо созданы разными раз-
работчиками. Этот подход бесперспективен по следующим причинам. 
Часто трудно получить существенно разные версии модуля, выпол-
няющие одинаковые функции. Кроме того, возникает необходимость 
в дополнительном программном обеспечении для организации вы-
полнения этих версий параллельно или последовательно и сравнения 
результатов. Это дополнительное программное обеспечение повыша-
ет уровень сложности системы, что, конечно, противоречит основной 
идее предупреждения ошибок – стремиться в первую очередь мини-
мизировать сложность. 
Второй подход к динамической избыточности – выполнять эти за-
пасные копии только тогда, когда результаты, полученные с помощью 
основной копии, признаны неправильными. Если это происходит, си-
стема автоматически вызывает запасную копию. Если и ее результаты 
неправильны, вызывается другая запасная копия и т. д. 
2 Вторая подгруппа методов обеспечения устойчивости к ошиб-
кам называется методами отступления или сокращенного обслужива-
ния. Эти методы приемлемы обычно лишь тогда, когда для системы 
программного обеспечения существенно важно корректно закончить 
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работу. Например, если ошибка оказывается в системе, управляющей 
технологическими процессами, и в результате эта система выходит из 
строя, то может быть загружен и выполнен особый фрагмент про-
граммы, призванный подстраховать систему и обеспечить безаварий-
ное завершение всех управляемых системой процессов. Аналогичные 
средства часто необходимы в операционных системах. Если операци-
онная система обнаруживает, что вот-вот выйдет из строя, она может 
загрузить аварийный фрагмент, ответственный за оповещение поль-
зователей у терминалов о предстоящем сбое и за сохранение всех 
критических для системы данных. 
3 Последняя подгруппа – методы изоляции ошибок. Основная их 
идея – не дать как можно большей части последствиям ошибки выйти 
за пределы системы программного обеспечения: так чтобы, если 
ошибка возникнет, то не вся система оказалась неработоспособной; 
отключаются лишь отдельные функции в системе либо некоторые ее 
пользователи. Например, во многих операционных системах изоли-
руются ошибки отдельных пользователей, так что сбой влияет лишь 
на некоторое подмножество пользователей, а система в целом про-
должает функционировать. В телефонных переключательных систе-
мах для восстановления после ошибки, чтобы не рисковать выходом 
из строя всей системы, просто разрывают телефонную связь. Другие 
методы изоляции ошибок связаны с защитой каждой из программ              
в системе от ошибок других программ. Ошибка в прикладной про-
грамме, выполняемой под управлением операционной системы, 
должна оказывать влияние только на эту программу. Она не должна 
сказываться на операционной системе или других программах, функ-
ционирующих в этой системе. 
В большой вычислительной системе изоляция программ является 
ключевым фактором, гарантирующим, что отказы в программе одно-
го пользователя не приведут к отказам в программах других пользо-
вателей или к полному выводу системы из строя. Основные правила 
изоляции ошибок перечислены ниже. Хотя в формулировке многих из 
них употребляются слова «операционная система», они применимы к 
любой программе (будь то операционная система – ОС, монитор те-
леобработки или подсистема управления файлами), которая занята 
обслуживанием других программ. 
1 Прикладная программа не должна иметь возможности непо-
средственно ссылаться на другую прикладную программу или данные 
в другой программе и изменять их. 
2 Прикладная программа не должна иметь возможности непо-
средственно ссылаться на программы или данные ОС и изменять их. 
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Связь между двумя программами (или программой и ОС) может быть 
разрешена только при условии использования четко определенных 
сопряжений и только в случае, когда обе программы дают согласие на 
эту связь. 
3 Прикладные программы и их данные должны быть защищены от 
ОС до такой степени, чтобы ошибки в ОС не могли привести к слу-
чайному изменению прикладных программ или их данных. 
4 ОС должна защищать все прикладные программы и данные от 
случайного их изменения операторами системы или обслуживающим 
персоналом. 
5 Прикладные программы не должны иметь возможности ни 
остановить систему, ни вынудить ее изменить другую прикладную 
программу или ее данные. Когда прикладная программа обращается к 
ОС, должна проверяться допустимость всех параметров. Прикладная 
программа не должна иметь возможности изменить эти параметры 
между моментами проверки и реального их использования ОС. 
6 Никакие системные данные, непосредственно доступные при-
кладным программам, не должны влиять на функционирование ОС. 
Ошибка в прикладной программе, вследствие которой содержимое 
этой памяти может быть случайно изменено, приводит в конце концов 
к сбою системы. 
7 Прикладные программы не должны иметь возможности в обход 
ОС прямо использовать управляемые ею аппаратные ресурсы. При-
кладные программы не должны прямо вызывать компоненты ОС, 
предназначенные для использования только ее подсистемами. 
8 Компоненты ОС должны быть изолированы друг от друга так, 
чтобы ошибка в одной из них не привела к изменению других компо-
нентов или их данных. 
9 Если ОС обнаруживает ошибку в себе самой, она должна попы-
таться ограничить влияние этой ошибки одной прикладной программой 
и в крайнем случае прекратить выполнение только этой программы. 
10 ОС должна давать прикладным программам возможность по 
требованию исправлять обнаруженные в них ошибки, а не безогово-
рочно прекращать их выполнение. 
Реализация многих из этих принципов влияет на архитектуру ле-
жащего в основе системы аппаратного обеспечения. 
Из рассмотренных выше трех подгрупп методов обеспечения 
устойчивости к ошибкам только третья, изоляция ошибок, применима 
для большинства систем программного обеспечения. 
Важное обстоятельство, касающееся всех четырех подходов, со-
стоит в том, что обнаружение, исправление ошибок и устойчивость            
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к ошибкам в некотором отношении противоположны методам преду-
преждения ошибок. В частности, обнаружение, исправление и устойчи-
вость требуют дополнительных функций от самого программного обес-
печения. Тем самым не только увеличивается сложность готовой систе-
мы, но и появляется возможность внести новые ошибки при реализации 
этих функций. Как правило, все рассматриваемые методы предупре-
ждения и многие методы обнаружения ошибок применимы к любому 
программному проекту. Методы исправления ошибок и обеспечения 
устойчивости применяются не очень широко. Это, однако, зависит от 
области приложения. Если рассматривается, скажем, система реального 
времени, то ясно, что она должна сохранить работоспособность и при 
наличии ошибок, а тогда могут оказаться желательными и методы ис-
правления и обеспечения устойчивости. К системам такого типа отно-
сятся телефонные переключательные системы, системы управления 
технологическими процессами, аэрокосмические и авиационные дис-
петчерские системы и операционные системы широкого назначения. 
 
 
1.2.4 Обработка сбоев аппаратуры 
 
Улучшая общую надежность системы, следует заботиться не толь-
ко об ошибках в программном обеспечении (хотя надежность про-
граммного обеспечения требует наибольшего внимания). Другая сто-
рона, о которой необходимо подумать, – это ошибки во входных дан-
ных системы (ошибки пользователя). 
Наконец, еще один интересующий нас класс ошибок – сбои аппа-
ратуры. Во многих случаях они обрабатываются самой аппаратурой 
за счет использования кодов, исправляющих ошибки, исправления 
последствий сбоев (например, переключением на запасные компонен-
ты) и средств, обеспечивающих устойчивость к ошибкам (например, 
голосование). Некоторые сбои, однако, нельзя обработать только ап-
паратными средствами, они требуют помощи со стороны программ-
ного обеспечения. Ниже приводится список возможностей, которые 
часто бывают необходимы в программных системах для борьбы со 
сбоями аппаратуры. 
1 Повторное выполнение операций. Многие сбои аппаратуры не 
постоянны (например, скачки напряжения, шум в телекоммуникаци-
онных линиях, колебания при механическом движении). Всегда имеет 
смысл попытаться выполнить операцию, искаженную сбоем (напри-
мер, команду машины или операцию ввода–вывода), несколько раз, 
прежде чем принимать другие меры. 
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2 Восстановление памяти. Если обнаруженный случайный сбой 
аппаратуры вызывает искажение области основной памяти и эта об-
ласть содержит статические данные (например, команды объектной 
программы), то последствия сбоя можно ликвидировать, повторно за-
грузив эту область памяти. 
3 Динамическое изменение конфигурации. Если аппаратная под-
система, такая как процессор, канал ввода–вывода, блок основной па-
мяти или устройство ввода–вывода, выходит из строя, работоспособ-
ность системы можно сохранить, динамически исключая неисправное 
устройство из набора ресурсов системы. 
4 Восстановление файлов. Системы управления базами данных 
обычно обеспечивают избыточность данных, сохраняя копию теку-
щего состояния базы данных на выделенных устройствах ввода–
вывода, регистрируя все изменения базы данных или периодически 
автономно копируя всю базу данных. Поэтому программы восстанов-
ления могут воссоздать базу данных в случае катастрофического сбоя 
ввода–вывода. 
5 Контрольная точка рестарт. Контрольная точка – это периодиче-
ски обновляемая копия состояния прикладной программы или всей 
системы. Если происходит отказ аппаратуры, такой как ошибка вво-
да–вывода, сбой памяти или питания, программа может быть запуще-
на повторно с последней контрольной точки. 
6 Предупреждение отказов питания. Некоторые вычислительные 
системы, особенно те, в которых используется энергозависимая па-
мять, предусматривают прерывание, предупреждающее программу о 
предстоящем отказе питания. Это дает возможность организовать 
контрольную точку или перенести жизненно важные данные во вто-
ричную память. 
7 Регистрация ошибок. Все сбои аппаратуры, с которыми удалось 
справиться, должны регистрироваться во внешнем файле, чтобы об-




Вопросы и задания для самоконтроля 
 
1 Назовите объекты уязвимости и последствия нарушения 
надежности ПО. Изобразите схематично. 
2 Изобразите схематично систематизацию дестабилизирующих 
факторов и угроз надежности ПО. 
3 Охарактеризуйте внутренние источники угроз надежности ПО. 
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4 Охарактеризуйте внешние источники угроз надежности ПО. 
5 С чем связаны различия между ожидаемыми и полученными 
результатами функционирования ПО? 
6 Чем определяется степень влияния угроз на надежность ПО? 
7 За счет чего надежность ПО может стать предсказуемой и 
управляемой? 
8 Охарактеризуйте методы предотвращения угроз надежности. 
9 Охарактеризуйте методы повышения надёжности ПО благода-
ря предупреждению ошибок. 
10 Приведите три базовые аксиомы средств обнаружения ошибок. 
11 Дайте характеристику группам методов обнаружения ошибок. 
12 Каковы стратегии поведения системы после обнаружения 
ошибок? 
13 Каковы плюсы и минусы использования диагностического мо-
нитора в процессе обнаружения ошибок? 
14 Охарактеризуйте группу методов обеспечения устойчивости, 
применимую для больших систем ПО. 
15 Приведите базовую аксиому правил изоляции ошибок в ПО. 
16 Для систем какого типа применимы методы исправления оши-
бок и обеспечения устойчивости? Приведите примеры. 
17 Какие еще ошибки необходимо контролировать, наряду с 
ошибками в ПО? 
18 Приведите схему работы со сбоями аппаратуры. 
 
 
1.3 Модели надежности программного обеспечения 
 
 
1.3.1 Классификация моделей надежности ПО 
 
Термин модель надежности ПО, как правило, относится к математи-
ческой модели, построенной для оценки зависимости надежности про-
граммного обеспечения от некоторых определенных параметров. Зна-
чения таких параметров либо предполагаются известными, либо могут 
быть измерены в ходе наблюдений или экспериментального исследова-
ния процесса функционирования ПО. Данный термин может быть ис-
пользован также применительно к математической зависимости между 
определенными параметрами, которые хотя и имеют отношение к оцен-
ке надежности ПО, но тем не менее не содержат ее характеристик в яв-
ном виде. Например, поведение некоторой ветви программы на под-
множестве наборов входных данных, с помощью которых эта ветвь 
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контролируется, существенным образом связано с надежностью про-
граммы, однако характеристики этого поведения могут быть оценены 
независимо от оценки самой надежности. Другим таким параметром яв-
ляется частота ошибок, которая позволяет оценить именно качество си-
стем реального времени, функционирующих в непрерывном режиме, и 
в то же время получать только косвенную информацию относительно 
надежности программного обеспечения (например, в предположении 
экспоненциального распределения времени между отказами). 
Одним из видов модели надежности ПО, которая заслуживает особо-
го внимания, является так называемая феноменологическая, или эмпи-
рическая модель. При разработке моделей такого типа предполагается, 
что связь между надежностью и другими параметрами является стати-
ческой. С помощью подобного подхода пытаются количественно оце-
нить те характеристики программного обеспечения, которые свидетель-
ствуют либо о высокой, либо о низкой его надежности. Так, например, 
параметр сложность программы характеризует степень уменьшения 
уровня ее надежности, поскольку усложнение программы всегда приво-
дит к нежелательным последствиям, в том числе к неизбежным ошиб-
кам программистов при составлении программ и трудности их обнару-
жения и устранения. Иначе говоря, при разработке феноменологической 
модели надежности ПО стремятся иметь дело с такими параметрами, 
соответствующее изменение значений которых должно приводить к по-
вышению надежности программного обеспечения. 
Рассмотрим классификацию моделей надежности ПС, приведенную 
в таблице 1.3. Модели надежности программных средств (МНПС) 
подразделяются на аналитические и эмпирические. Аналитические 
модели дают возможность рассчитать количественные показатели 
надежности, основываясь на данных о поведении программы в про-
цессе тестирования (измеряющие и оценивающие модели). Эмпири-
ческие модели базируются на анализе структурных особенностей 
программ. Они рассматривают зависимость показателей надежности 
от числа межмодульных связей, количества циклов в модулях, отно-
шения количества прямолинейных участков программы к количеству 
точек ветвления и т. д. Часто эмпирические модели не дают конечных 
результатов показателей надежности, однако они включены в класси-
фикационную схему, так как развитие этих моделей позволяет выяв-
лять взаимосвязь между сложностью ПС и его надежностью. Эти мо-
дели можно использовать на этапе проектирования ПС, когда осу-
ществлена разбивка на модули и известна его структура. 
Аналитические модели представлены двумя группами: динамиче-
ские модели и статические. В динамических МНПС поведение ПС 
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(появление отказов) рассматривается во времени. В статических мо-
делях появление отказов не связывают со временем, а учитывают 
только зависимость количества ошибок от числа тестовых прогонов 
(по области ошибок) или зависимость количества ошибок от характе-
ристики входных данных (по области данных). 
Для использования динамических моделей необходимо иметь дан-
ные о появлении отказов во времени. Если фиксируются интервалы 
каждого отказа, то получается непрерывная картина появления отка-
зов во времени (группа динамических моделей с непрерывным вре-
менем). Может фиксироваться только число отказов за произвольный 
интервал времени. В этом случае поведение ПС может быть пред-
ставлено только в дискретных точках (группа динамических моделей 
с дискретным временем). Рассмотрим основные предпосылки, огра-
ничения и математический аппарат моделей, представляющих каж-
дую группу, выделенную по схеме. 
 
Таблица 1.3 – Классификация моделей надежности ПС 
 










































Аналитическое моделирование надежности ПС включает четыре 
шага: 1) определение предположений, связанных с процедурой тести-
рования ПС; 2) разработка или выбор аналитической модели, базиру-
ющейся на предположениях о процедуре тестирования; 3) выбор па-
раметров моделей с использованием полученных данных; 4) приме-
нение модели – расчет количественных показателей надежности по 
модели. 
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1.3.2 Аналитические динамические модели надежности 
 
Модель Шумана. Исходные данные для модели Шумана, которая 
относится к динамическим моделям дискретного времени, собирают-
ся в процессе тестирования ПС в течение фиксированных или слу-
чайных временных интервалов. Каждый интервал – это стадия, на ко-
торой выполняется последовательность тестов и фиксируется некото-
рое число ошибок.  
В модели Шумана тестирование проводится в несколько этапов, 
для каждого этапа программа выполняется на полном комплексе 
разработанных тестовых данных. Выявленные ошибки регистриру-
ются (собирается статистика об ошибках), но не исправляются. По 
завершении этапа на основе собранных данных о поведении ПС на 
очередном этапе тестирования может быть использована модель 
Шумана для расчета количественных показателей надежности. По-
сле этого исправляются ошибки, обнаруженные на предыдущем эта-
пе, при необходимости корректируются тестовые наборы и прово-
дится новый этап тестирования. При использовании модели Шумана 
предполагается, что исходное количество ошибок в программе по-
стоянно и его требуется оценить, в процессе тестирования оно может 
уменьшаться по мере того, как ошибки выявляются и исправляются. 
Новые ошибки при корректировке не вносятся. Скорость обнаруже-
ния ошибок пропорциональна числу оставшихся ошибок. Общее 
число машинных инструкций в рамках одного этапа тестирования 
постоянно. Автор предполагает, что значение функции частоты отка-
зов пропорционально числу ошибок, оставшихся в ПС после израс-
ходованного на тестирование времени. В процессе тестирования со-
бирается информация о времени и количестве ошибок на каждом 
прогоне, т. е. общее время тестирования складывается из времени 
каждого прогона. Предполагается, что интенсивность появления 
ошибок (число ошибок в единицу времени) постоянна. Имея данные 
для двух различных моментов тестирования, для которых число 
найденных ошибок не совпадает, составляется уравнение и рассчи-
тывается надежность программы. 
Модель La Padula. По этой модели выполнение последовательно-
сти тестов производится в m этапов. Каждый этап заканчивается вне-
сением изменений (исправлений) в ПС. Возрастающая функция 
надежности базируется на числе ошибок, обнаруженных в ходе каж-
дого тестового прогона. 
Преимущество модели заключается в том, что она является про-
гнозной и, основываясь на данных, полученных в ходе тестирования, 
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дает возможность предсказать вероятность безотказной работы             
программы на последующих этапах ее выполнения.  
Для расчета надежности R(i) ПС в течение i–го этапа автор предло-
жил формулу: R(i)= R(∞ )–А/i, где А – константа, параметр роста; 
R(∞ )=lim R(i), при i ∞→  – предельная надежность ПС. Для определе-
ния этих неизвестных величин автор предложил решить систему 
уравнений, переменными в которой являются Si – число тестов; mi – 
число отказов во время i–го этапа; i= 1,2, ..., m; m – число этапов. 
Определяемый по этой модели показатель является оценкой надежно-
сти ПС на i–м этапе R(i)= R(∞ )–А/i, i = m + 1, m + 2... 
Модель Джелинского-Моранды. Модель Джелинского-Моранды 
относится к динамическим моделям непрерывного времени. Исход-
ные данные для использования этой модели собираются в процессе 
тестирования ПС. При этом фиксируется время до очередного отказа. 
Основное положение, на котором базируется модель, заключается в 
том, что значение интервалов времени тестирования между обнару-
жением двух ошибок имеет экспоненциальное распределение с часто-
той ошибок (или интенсивностью отказов), пропорциональной числу 
еще не выявленных ошибок. Каждая обнаруженная ошибка устраня-
ется, число оставшихся ошибок уменьшается на единицу. На основе 
полученных расчетных данных строится график зависимости вероят-
ности безотказной работы от времени. 
Функция плотности распределения времени обнаружения i-й 
ошибки, отсчитываемого от момента выявления (i–1)-й ошибки, и за-
висит от частоты отказов (интенсивности отказов), которая пропор-
циональна числу еще не выявленных ошибок в программе. 
Для оценки плотности распределения времени собираются данные 
о времени выполнения программы до очередного отказа. Полученные 
оценки являются вероятностными, и точность их зависит от размера 
выборки (количества интервалов тестирования или количества оши-
бок, найденных к моменту оценки надежности). Для асимптотических 
оценок (при росте выборки) дисперсий авторы предложили формулу, 
которая позволяет определить вероятность безотказной работы на 
различных временных интервалах. 
Модель Шика-Волвертона. Модификация модели Джелинского-
Моранды для случая возникновения на рассматриваемом интервале 
более одной ошибки предложена Волвертоном и Шиком.  
Считается, что исправление ошибок производится лишь после исте-
чения интервала времени, на котором они возникли. В основе модели 
Шика-Волвертона лежит предположение, согласно которому частота 
ошибок пропорциональна не только количеству ошибок в программах, 
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но и времени тестирования, т. е. вероятность обнаружения ошибок с те-
чением времени возрастает. Частота ошибок (или интенсивность обна-
ружения ошибок) предполагается постоянной в течение интервала вре-
мени ti и пропорциональна числу ошибок, оставшихся в программе по 
истечении (i–1)-го интервала; но она пропорциональна также и суммар-
ному времени, уже затраченному на тестирование (включая среднее 
время выполнения программы в текущем интервале). В данной модели 
наблюдаемым событием является число ошибок, обнаруживаемых в за-
данном временном интервале, а не время ожидания каждой ошибки, как 
это было для модели Джелинского-Моранды. В связи с этим модель от-
носят к группе дискретных динамических моделей. 
Модель Муса. Модель Муса относят к динамическим моделям не-
прерывного времени. Это значит, что в процессе тестирования фикси-
руется время выполнения программы (тестового прогона) до очеред-
ного отказа, но считается, что не всякая ошибка ПС может вызвать 
отказ, поэтому допускается обнаружение более одной ошибки при 
выполнении программы до возникновения очередного отказа. 
Считается, что на протяжении всего жизненного цикла ПС может 
произойти M0 отказов и при этом будут выявлены все N0 ошибок, ко-
торые присутствовали в ПС до начала тестирования. 
Общее число отказов M0 связано с первоначальным числом ошибок 
N0 соотношением M0 =В N0, где В – коэффициент уменьшения числа 
ошибок определяют как число, характеризующее количество устра-
ненных ошибок, приходящихся на один отказ. 
В модели Муса различают два вида времени: суммарное время 
функционирования, которое учитывает чистое время тестирования до 
контрольного момента, когда проводится оценка надежности; опера-
тивное время выполнения программы, планируемое от контрольного 
момента и далее при условии, что дальнейшего устранения ошибок не 
будет (время безотказной работы в процессе эксплуатации). 
Для суммарного времени функционирования предполагается: ин-
тенсивность отказов пропорциональна числу неустраненных ошибок; 
скорость изменения числа устраненных ошибок, измеряемая относи-
тельно суммарного времени функционирования, пропорциональна ин-
тенсивности отказов. 
Один из основных показателей надежности, который рассчитыва-
ется по модели Муса, – средняя наработка на отказ. Этот показатель 
определяется как математическое ожидание временного интервала 
между последовательными отказами и связан с надежностью: если 
интенсивность отказов постоянна (т. е. когда длительность интерва-
лов между последовательными отказами имеет экспоненциальное 
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распределение), то средняя наработка на отказ обратно пропорцио-
нальна интенсивности отказов. 
Модель переходных вероятностей. Эта модель основана на мар-
ковском процессе, протекающем в дискретной системе с непрерыв-
ным временем.  
Процесс, протекающий в системе, называется марковским (или 
процессом без последствий), если для каждого момента времени ве-
роятность любого состояния системы в будущем зависит только от 
состояния системы в настоящее время и не зависит от того, каким об-
разом система пришла в это состояние. Процесс тестирования ПС 
рассматривается как марковский процесс. В начальный момент тести-
рования (t = 0) в ПС было n ошибок. Предполагается, что в процессе 
тестирования выявляется по одной ошибке. Тогда последовательность 
состояний системы (n, n–1, n–2, n–3, …) соответствует периодам вре-
мени, когда предыдущая ошибка уже исправлена, а новая еще не об-
наружена. Например, в состоянии n–5 пятая ошибка уже исправлена, 
а шестая еще не обнаружена. Ошибки обнаруживаются и исправля-
ются с различными интенсивностями. 
 
 
1.3.3 Аналитические статические модели надежности 
 
В статических моделях не учитывается время появления ошибок  
в процессе тестирования и не используется никаких предположений 
о поведении функции риска ( )tλ . Они строятся на статистическом 
фундаменте. 
Модель Миллса. Эта модель позволяет оценить число первона-
чально имевшихся в программе ошибок. 
Использование этой модели предполагает необходимость перед 
началом тестирования искусственно вносить в программу («засорять») 
некоторое количество известных ошибок. Ошибки вносятся случай-
ным образом и фиксируются в протоколе искусственных ошибок. 
Специалист, проводящий тестирование, не знает ни количества, ни ха-
рактера внесенных ошибок до момента оценки показателей надежно-
сти по модели Миллса. Предполагается, что все ошибки (как есте-
ственные, так и искусственно внесенные) имеют равную вероятность 
быть найденными в процессе тестирования. 
Тестируя программу в течение некоторого времени, собирают стати-
стику об ошибках. В момент оценки надежности по протоколу искус-
ственных ошибок все ошибки делятся на собственные и искусственные. 
Соотношение (формула Миллса) N = S п/V дает возможность оценить 
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N – первоначальное число ошибок в программе, S – количество искус-
ственно внесенных ошибок, п – число найденных собственных ошибок, 
V – число обнаруженных к моменту оценки искусственных ошибок. 
Вторая часть модели связана с проверкой гипотезы от N. Предпо-
ложим, что в программе имеется К собственных ошибок, и внесем              
в нее еще S ошибок. В процессе тестирования были обнаружены все S 
внесенных ошибок и п собственных ошибок. 
Тогда по формуле Миллса мы предполагаем, что первоначально              
в программе было N = п ошибок. Вероятность, с которой можно вы-
сказать такое предположение, возможно рассчитать по следующему 
соотношению: С = 1, если n > K, иначе С = S/(S+K+1). Таким обра-
зом, величина С является мерой доверия к модели и показывает веро-
ятность того, насколько правильно найдено значение N. Эти два свя-
занных между собой по смыслу соотношения образуют полезную мо-
дель ошибок: первое предсказывает возможное число первоначально 
имевшихся в программе ошибок, а второе используется для установ-
ления доверительного уровня прогноза. 
Модель Липова. Липов модифицировал модель Миллса, рассмот-
рев вероятность обнаружения ошибки при использовании различного 
числа тестов. Модель Липова дополняет модель Миллса, давая воз-
можность оценить вероятность обнаружения определенного количе-
ства ошибок к моменту оценки. 
Простая интуитивная модель. Использование этой модели предпо-
лагает проведение тестирования двумя группами программистов неза-
висимо друг от друга, использующими независимые тестовые наборы. 
В процессе тестирования каждая из групп фиксирует все найденные ею 
ошибки. При оценке числа оставшихся в программе ошибок результаты 
тестирования обеих групп собираются и сравниваются. Результаты та-
кого сравнения дают прогноз количества ошибок. 
Модель Коркорэна. В модели Коркорэна оценивается вероятность 
безотказного выполнения программы, при этом не используются па-
раметры времени тестирования, а учитывается только результат N ис-
пытаний, в которых выявлено Ni ошибок i–го типа. Модель использу-
ет изменяющиеся вероятности отказов для различных типов ошибок. 
Коркорэн предложил формулу для оценки вероятности безотказного 
выполнения программы на момент оценки на основании числа безот-
казных выполнений программы, общего числа прогонов, априори из-
вестного числа типов, а также вероятности аi выявления при тестирова-
нии ошибки i–го типа. В этой модели вероятность аi должна оценивать-
ся на основе априорной информации или данных предшествующего  
периода функционирования однотипных программных средств. 
  42 
Модель Нельсона. Данная модель при расчете надежности ПС 
учитывает вероятность выбора определенного тестового набора для 
очередного выполнения программы. 
Предполагается, что область данных, необходимых для выполнения 
тестирования программного средства, разделяется на К взаимоисклю-
чающих подобластей Zi, i = 1,2, ... , к. Пусть Рi – вероятность того, что 
набор данных Zi будет выбран для очередного выполнения программы. 
В предположении, что к моменту оценки надежности было выполнено 
Ni прогонов программы на Zi наборе данных и из них ni количество про-
гонов закончилось отказом, для оценки надежности ПС автор предло-
жил простую формулу. На практике вероятность выбора очередного 
набора данных для прогона (Рi) определяется путем разбиения всего 
множества значений входных данных на подмножества и нахождения 
вероятностей того, что выбранный для очередного прогона набор дан-
ных будет принадлежать конкретному подмножеству. Определение 
этих вероятностей основано на эмпирической оценке вероятности появ-
ления тех или иных входов в реальных условиях функционирования. 
 
 
1.3.4 Эмпирические модели надежности 
 
Эмпирические модели в основном базируются на анализе структур-
ных особенностей программы, часто они не дают конечных результатов 
показателей надежности, однако их использование на этапе проектиро-
вания ПС полезно для прогнозирования требующихся ресурсов тести-
рования, уточнения плановых сроков завершения проекта и т. д. 
Модель сложности. Известно [1, с. 172], что есть тесная взаимо-
связь между сложностью и надежностью ПС. Если придерживаться 
упрощенного понимания сложности ПС, то она может быть описана 
такими характеристиками, как размер ПС (количество программных 
модулей), количество и сложность межмодульных интерфейсов. 
Под программным модулем в данном случае следует понимать 
программную единицу, выполняющую определенную функцию (ввод, 
вывод, вычисление и т. д.) и взаимосвязанную с другими модулями 
ПС. Сложность модуля ПС может быть описана, если рассматривать 
структуру программы. 
В качестве структурных характеристик модуля ПС используются: 
отношение действительного числа дуг к максимально возможному 
числу дуг, получаемому искусственным соединением каждого узла с 
любым другим узлом дугой; отношение числа узлов к числу дуг; от-
ношение числа петель к общему числу дуг. 
  43 
Для сложных модулей и для больших многомодульных программ 
составляется имитационная модель, программа которой «засоряется» 
ошибками и тестируется по случайным входам. Оценка надежности 
осуществляется по модели Миллса. 
При проведении тестирования известна структура программы, ими-
тирующей действия основной, но не известен конкретный путь, кото-
рый будет выполняться при вводе определенного тестового входа. 
Кроме того, выбор очередного тестового набора из множества тест–
входов случаен, т. е. в процессе тестирования не обосновывается вы-
бор очередного тестового входа. Эти условия вполне соответствуют 
реальным условиям тестирования больших программ. 
Полученные данные анализируются, проводится расчет показателей 
надежности по модели Миллса (или любой другой из описанных вы-
ше), и считается, что реальное ПС, выполняющее аналогичные функ-
ции, с подобными характеристиками и в реальных условиях должно 
вести себя аналогичным или похожим образом. 
Преимущества оценки показателей надежности по имитационной 
модели, создаваемой на основе анализа структуры будущего реально-
го ПС, заключаются в следующем: 
– модель позволяет на этапе проектирования ПС принимать опти-
мальные проектные решения, опираясь на характеристики ошибок, 
оцениваемые с помощью имитационной модели; 
– модель позволяет прогнозировать требуемые ресурсы тестиро-
вания; 
– модель дает возможность определить меру сложности программ 
и предсказать возможное число ошибок и т. д. 
К недостаткам можно отнести высокую стоимость метода, так как 
он требует дополнительных затрат на составление имитационной мо-
дели, и приблизительный характер получаемых показателей. 
Модель, определяющая время доводки программ. Эта модель 
используется для ПС, которые имеют иерархическую структуру, т. е. 
ПС как система может содержать подсистемы, которые состоят из 
компонентов, а те, в свою очередь, состоят из W модулей. Таким об-
разом, ПС может иметь W различных уровней композиции. На любом 
уровне иерархии возможна взаимная зависимость между любыми па-
рами объектов системы. Все взаимозависимости рассматриваются              
в терминах зависимости между парами модулей. 
Анализ модульных связей строится на том, что каждая пара моду-
лей имеет конечную (возможно, нулевую) вероятность, изменения             
в одном модуле вызовут изменения в другом модуле. 
Данная модель позволяет на этапе тестирования, а точнее при те-
стовой сборке системы, определять возможное число необходимых 
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исправлений и время, необходимое для доведения ПС до рабочего  
состояния. 
Основываясь на описанной процедуре оценки общего числа изме-
нений, требуемых для доводки ПС, можно построить две различные 
стратегии корректировки ошибок: 1) фиксировать все ошибки в од-
ном выбранном модуле и устранить все побочные эффекты, вызван-
ные изменениями этого модуля, отрабатывая таким образом последо-
вательно все модули; 2) фиксировать все ошибки нулевого порядка           
в каждом модуле, затем фиксировать все ошибки первого порядка и т. д.  
Исследование этих стратегий доказывает, что время корректировки 
ошибок на каждом шаге тестирования определяется максимальным 
числом изменений, вносимых в ПС на этом шаге, а общее время – 
суммой максимальных времен на каждом шаге. Это подтверждает из-
вестный факт, что тестирование обычно является последовательным 
процессом и обладает значительными возможностями для параллель-
ного исправления ошибок, что часто приводит к превышению затра-
чиваемых на него ресурсов над запланированными. 
 
 
Вопросы и задания для самоконтроля 
 
1 Для чего (с какой целью) строят модель надежности ПО? 
2 На каком этапе ЖЦ применимы эмпирические модели? Как их 
ещё называют? 
3 Какое базовое предположение характерно для эмпирических 
моделей?  
4 Каковы отличия динамических и статических моделей? 
5 Перечислите типы статических моделей. Приведите примеры 
каждой модели. 
6 Перечислите типы динамических моделей. Приведите примеры. 
7 Какова алгоритмическая схема аналитического моделирования? 
8 Что такое аналитическая модель? Что для нее характерно? 
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