ABSTRACT. We use the lace expansion to prove that in five or more dimensions the standard self-avoiding walk on the hypercubic (integer) lattice behaves in many respects like the simple random walk. In particular, it is shown that the leading asymptotic behaviour of the number of «-step self-avoiding walks is purely exponential, that the mean square displacement is asymptotically linear in the number of steps, and that the scaling limit is Gaussian, in the sense of convergence in distribution to Brownian motion. Some related facts are also proved. These results are optimal, according to the widely believed conjecture that the self-avoiding walk behaves unlike the simple random walk in dimensions two, three and four.
INTRODUCTION
The self-avoiding walk is a simply defined mathematical model with important applications in polymer chemistry and statistical physics. It serves as a basic example of a non-Markovian stochastic process, but lies beyond the reach of current methods of probability theory. In addition, it poses simply stated combinatorial problems which have not yet met a mathematically satisfactory resolution.
The basic definitions are as follows. An «-step self-avoiding walk co on the d-dimensional integer lattice Z is an ordered set co = (o>(0), co(l), ... , co(n)), with each co(i) e Z , \co(i + 1) -co(i)\ = 1 (Euclidean distance), and co(i) ^ co(j) for i ^ j. We always take co(0) = 0. Thus a self-avoiding walk can be considered as the path of a simple random walk, beginning at the origin, which contains no closed loops. We denote by c n the number of rc-step self-avoiding walks, and for x e Z d we denote by c n (x) the number of «-step self-avoiding walks for which co(n) = x. By convention, c Q = 1 and c Q (x) = S x 0 . When x is a nearest neighbour of the origin c n (x) yields the number of self-avoiding polygons. The mean square displacement (\co(n)\ 2 ) n is by definition the average value of the square of the distance from the origin after n steps, i.e., (1.1) {la){n) \ 2 )n = l £ \co(n)\\ n oe:\oe\=n where the sum is over all «-step self-avoiding walks.
We use the notation a n ~ b n to mean lim^^ a n /b n = 1. The conjectured asymptotic behaviour of the above quantities is ( [4] . The best general upper bounds on c n are of the form c n < fi
(the factor log/? can be omitted from the exponent for d = 2) [5, 9] . There is no proof that in every dimension v > 1/2 or that v < 1 -e for some e > 0. In high dimensions, it has been proved that for d >d 0 , for some undetermined dimension It is known that for z e (0, pT x ) the two-point function decays exponentially as |JC| -• oo, and that the limit
exists and decreases to zero as z / /u~l [2] . It is widely believed that £(z) is asymptotic to a multiple of (/u~l -z)~v as z / fi~l, with the same critical exponent v as that governing the mean square displacement in (1.3).
MAIN RESULTS
The purpose of this article is to announce the following theorems. 
A corollary of (a) is that lim^^ c n+l jc n = /J . This is believed to be true in all dimensions, but remains unproved for d = 2,3,4. We have not succeeded in obtaining a bound c n (x) < 0(ju n n~d /2 ) for d = 5, although such a bound can be obtained for d moderately larger than 5(d > 10 is likely more than enough, although this has not been checked). Part (c) of the above theorem is a statement for the generating function which is consistent with such a bound on c n (x), for d > 5 . 
Theorem 2.2. For d > 5 and p < (d -2)/2 or p <2 y there is a constant C(p) such that for all x e Z , G_ (JC) < C(p)|x|~p . The c

Fourier transform satisfies the two-sided "infrared bound" C x [l -D(k)]~l < G z (k) < C 2 [l -D(k)]~l, for some C x , C 2 > 0; in this sense rj = 0.
To discuss the scaling limit we first introduce some notation. Let . Expectation with respect to the uniform measure on the nstep self-avoiding walks is denoted by (*) n . The following theorem states that the scaling limit of the self-avoiding walk is Gaussian, for d > 5 .
Theorem 2.3. For d > 5, the self avoiding walk converges in distribution to Brownian motion. More precisely, for any bounded continuous function
All of the above results rely on the lace expansion. As a further application of the method, combined with the method used in [10] for very high dimensions, the infinite self-avoiding walk can be constructed in dimensions d > 5 .
In the course of the proof of Theorem 2.1, good bounds on the value of fi were required. An elementary method of obtaining a lower bound on fi was developed, which does not use the lace expansion, and which is valid above two dimensions. The resulting bound in three dimensions slightly improves the previous best rigorous lower bound 4.352 of [3] . Our results for d = 3, 4, 5 are as follows. 
DISCUSSION OF THE PROOF
The proofs will appear in [7, 8] . The basic tool used in the proofs of Theorems 2.1-2.3 is the lace expansion. The lace expansion is an expansion for G z (k)~l, which can be derived either using the inclusion-exclusion relation or by a kind of cluster expansion. Convergence of the lace expansion requires a small parameter, which previously has been taken to be the weakness of the interaction for the weakly self-avoiding walk, and the inverse dimension for the standard self-avoiding walk on [13] , with substantial elaboration. Very careful estimation of the Feynman diagrams arising in the expansion was required. Computer calculations played an important role in the analysis as an experimental tool, and also in allowing numerical evaluation of the simple random walk two-point function and some related Gaussian quantities (whose precise values were needed in the convergence proof). Rigorous error bounds were obtained for these numerical calculations.
As d -• 4 + , we expect B(z c ) -• oo, and hence our method will fail for d fractionally larger than 4. In this sense our proof is unnatural. An ideal proof would have the condition B(z c ) < oo, rather than B(z c ) small, as its driving force, and would not require the very detailed numerical estimates used in our proof. Unfortunately such a proof has not materialized.
Convergence of the lace expansion yields good control over the two-point function (1.6), the susceptibility (1.5) and the correla-tion length of order two
, in the vicinity of the critical point z c = /u" 1 . The more detailed information contained in the asymptotics of c n and the mean square displacement is extracted using contour integration. In contrast to [1, 13] , we work directly with the self-avoiding walk in this analysis and need not consider walks which are self-avoiding with finite memory. To bound the error terms in the contour integration we use a new method to control "fractional" z-derivatives of the twopoint function at the critical point, using the following identity. Let f(z) = J^= 0 a n z n k ave radius of convergence R. Then for any z with \z\ < R, and for any e E (0, 1), K f( Z ) = J2 ^V" = C e Z ƒ f '( Ze e C dX >
where C e = [(1 -e)T(l -a)]" 1 . With f{z) = G z (x), the integral on the right side can be estimated using the lace expansion.
The proof of Theorem 2.1 (d) follows the approach used to study the analogous problem for percolation in [6] . Theorem 2.3 is proved using the method of [15, 14] . Fractional derivatives play a simplifying role in the proof of Theorem 2.1(d), and an essential role in Theorem 2.3.
