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REGULARITY OF MINIMAL SUBMANIFOLDS AND
MEAN CURVATURE FLOWS WITH A COMMON FREE BOUNDARY
BRIAN KRUMMEL
Abstract. Let N be a smooth (n+ l)-dimensional Riemannian manifold. We show that if V is an
area-stationary union of three or more C1,µ n-dimensional submanifolds-with-boundary Mk ⊂ N
with a common boundary Γ, then Γ is smooth and each Mk is smooth up to Γ (real-analytic in the
case N is real-analytic). This extends a previous result of the author for codimension l = 1.
We additionally show that if {Vt}t∈(−1,1) is a Brakke flow such that each time-slice Vt is a union
of three or more n-dimensional submanifolds-with-boundaryMk,t ⊂ N with a common boundary Γt
and with parabolic C2+µ regularity in time-space, then {Γt}t∈(−1,1) and {Mk,t}t∈(−1,1) are smooth
(second Gevrey with real-analytic time-slices in the case N is real-analytic).
1. Introduction
We will consider the higher regularity of unions of three or more submanifolds with a common
boundary that arise as singular minimal submanifolds and mean curvature flows. In particular, we
will prove the following result for singular minimal submanifolds, i.e. stationary integral varifolds:
Theorem A. Let V be a stationary n-dimensional integral varifold in a smooth (n+ l)-dimensional
Riemannian manifold N such that V consists of q ≥ 3 C1,µ n-dimensional submanifolds-with-
boundary Mk ⊂ N with (constant) integer multiplicities and a common boundary Γ. Suppose Mk
are not all tangent to the same plane at any point of Γ. Then Γ is smooth and each Mk is smooth
up to Γ. In the case that N is real-analytic, Γ is real-analytic and each Mk is real-analytic up to Γ.
As will be discussed in Sections 2 and 3 below, the hypotheses of Theorem A, in particular that
V is stationary, are equivalent to each Mk having zero mean curvature and the sum of the unit
conormals of Mk along Γ equaling zero.
Theorem A was previously proven by Kinderlehrer, Nirenberg, and Spruck [KNS78] in the special
case l = 1 and q = 3 and later proven by the author [Kru14] in the case l = 1 and q ≥ 3 is arbitrary.
Here we extend Theorem A to codimension l > 1. We also prove an analogous result for singular
mean curvature flows, i.e. Brakke flows:
Theorem B. Let {Vt}t∈(−1,1) be a Brakke flow in a smooth (n+ l)-dimensional Riemannian man-
ifold N such that each time-slice Vt is a sum of three or more n-dimensional submanifolds-with-
boundary Mk,t ⊂ N with parabolic C
2+µ regularity (see Section 2.4), constant integer multiplicities,
and a common boundary Γt. Suppose Mk,t are not all tangent to the same plane at any point of Γt.
Then {Γt}t∈(−1,1) and {Mk,t}t∈(−1,1) are smooth in time-space. In the case that N is real-analytic,
{Γt}t∈(−1,1) and {Mk,t}t∈(−1,1) are second Gevrey in time-space and all the time-slices Γt and Mk,t
are real-analytic.
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As will be discussed in Section 3 below, the hypotheses of Theorem B, in particular that
{Vt}t∈(−1,1) is a Brakke flow, are equivalent to each Mk,t flowing by mean curvature and the
sum of the unit conormals of Mk,t along Γt equaling zero. Note that since Mk,t solve a parabolic
problem, namely mean curvature flow, Γt and Mk,t are not generally expected to be real-analytic
in time-space. (A well-known example due to Kowalevsky [Kow75] shows that the solution u to
the heat equation ∂u/∂t = ∂2u/∂x2 on R2 with initial condition u = (1− x)−1 at t = 0 is not real
analytic in (t, x).)
The primary motivation for proving Theorem A for codimension l = 1 in [Kru14] was a strength-
ening of Wickramasekera’s general regularity theorem of [Wic14]. Wickramasekera showed that
if a codimension one, stationary, integral n-dimensional varifold V of N is stable on its regular
part and is nowhere locally the union of three or more C1,µ hypersurface-with-boundary with a
common boundary, then singV is empty if n ≤ 6, discrete if n = 7, and has Hausdorff dimension
at most n − 7 when n ≥ 8. By [Kru14], the same conclusion holds true if we instead assume that
V is nowhere locally the union of three or more smooth hypersurfaces-with-boundary Mk with a
common boundary (Mk real-analytic in the case that N is real-analytic).
Since the publication of [Kru14], it has become clear that Theorem A has important applications
when codimension > 1. In particular, the result can be applied to the recent work of Hughes
of [Hug14] on the regularity of minimal Lipschitz two-valued graphs. Hughes showed that if a
minimal Lipschitz two-valued graph V of Rn+l is L2 close to the union of four n-dimensional half-
planes with a common boundary that is not a union of two intersecting n-dimensional planes, then
V is locally the union of four C1,µ submanifolds-with-boundary Mk with a common boundary Γ.
As a consequence of Theorem A, Mk and Γ are in fact real-analytic, see Corollary 3.7 below.
Theorems A and B have applications to recent work of Schulze and White [SchWhi] on mean
curvature flows of submanifold clusters with triple edges in codimension ≥ 1. A submanifold cluster
with triple edges consists of smoothly embedded n-dimensional submanifolds meeting along (n−1)-
dimensional edges in triples at equal angles and possibly meeting at higher order junctions. A static
triple junction is a union of three n-dimensional half-planes meeting along a common boundary at
equal angles that is static in time. Schulze and White show that if a smooth mean curvature flows
with triple edges Mj converge weakly to a static triple junction J , then Mj converge smoothly to
J . Theorem B implies second Gevrey regularity ofMj and real-analyticity of the time-slices ofMj
for large j. Schultze and White apply their regularity result to prove smooth short time existence of
smooth mean curvature flows with triple edges without higher order junctions. Their approach to
short time existence uses Ilmanen’s elliptic regularization scheme [Ilm94] to construct a flat chain
mod 3, Fε, that minimizes the area functional with respect to a conformally Euclidean metric on
R
N+1 and is a translating soliton for mean curvature flow in RN with the standard metric. Schultze
and White need my result, together with [Sim93, Corollary 2] of Simon, to show that Fε is smooth.
Rescaling Fε in the time direction and letting ε ↓ 0, Schulze and White produce the desired mean
curvature flow on RN .
Both [KNS78] and [Kru14] proved special cases of Theorem A using a hodograph transformation
to transform the free boundary problem to a boundary value problem on a half-space and then
apply the elliptic regularity theory of Agmon, Douglis, and Nirenberg [ADN59] [ADN64] and Mor-
rey [Mor66]. The main challenge is checking the complementing condition for the boundary values.
In [KNS78], the boundary condition was that M1,M2,M3 meet along Γ at constant angles. [Kru14]
used the boundary condition that the sum of the unit conormals to Mk equals zero along Γ, which
in codimension one is equivalent to the sum of the unit normals to Mk equaling zero along Γ. We
will extend the use of the boundary condition in [Kru14] to codimension > 1.
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The proof of our regularity result for Brakke flow, Theorem B, is similar to the proof of Theorem
A except we apply the parabolic regularity theory of Solonnikov [Sol65] and we apply [Fri58] to
prove Gevrey regularity. The arguments of [Fri58] require some modification to account for the
derivatives in time and space being weighted differently, in particular treating the combinatorial
computations using a key inequality, (6.13) below. Due to these changes, we state a general Gevrey
regularity theorem for parabolic systems, Theorem 6.1, and include its proof.
Organization of paper. In Section 2 we will discuss notation and preliminaries, including the
basic facts about integral varifolds and the formal definitions of parabolic Ck+µ regularity of func-
tions and submanifolds. Those not familiar with varifolds might want to focus on the special case
of varifolds which are sums of submanifolds with a common boundary as in Theorems A and B.
See Subsection 2.3 for a discussion of the basic facts about this special class of varifolds. In Section
3 we restate Theorems A and B in more precise and useful forms and we discuss our application
to the work of Hughes [Hug14]. Section 4 contains the proof of Theorem A using the partial hodo-
graph transformation and Section 5 similarly contains Theorem B in the case that N is smooth. In
Section 6, we state and prove the general Gevrey regularity result for parabolic systems, Theorem
6.1, from which we obtain Theorem B in the case that N is real-analytic.
2. Preliminaries
2.1. Notation. Let N be embedded as smooth (real analytic) (n+ l)-dimensional submanifold of
R
n+m, where n ≥ 1 and 1 ≤ l ≤ m are integers.
We shall use coordinatesX = (x1, x2, . . . , xn+m) on R
n+m. We use coordinates x = (x1, x2, . . . , xn)
on Rn and let x′ = (x1, x2, . . . , xn−1) so that x = (x
′, xn). We let t denote a time parameter. In
the proofs of Theorems A and B, we will let y denote coordinates on Rn and τ denote coordinates
in time after applying the hodograph transform.
For any integer k, we let Bkr (x0) = {x ∈ R
k : |x− x0| < r} for each x0 ∈ R
k and r > 0. When
k = n, we let Br(x0) = B
n
r (x0).
For each positive integer k, Hk denotes the k-dimensional Hausdorff measure.
2.2. Integral varifolds. Below we present the basic facts about integral varifolds. We refer the
reader to [Sim83], in particular Chapters 4 and 8, for a more thorough discussion. In Subsection 2.3,
we will discuss the simpler special case of varifolds equal to sums of submanifolds with a common
boundary.
Let O be an open subset of the (n + l)-dimensional submanifold N of Rn+m. A subset M of O
is countably n-rectifiable if M ⊆ E0 ∪
⋃∞
k=1 fk(R
n) for a subset E0 ⊆ O with H
n(E0) = 0 and a
countable collection of Lipschitz functions fk : R
n → O. It is known that for any Hn-measurable
subset M of O with locally finite Hn-measure, M is countably n-rectifiable if and only if at Hn-
a.e. Y ∈ M there exists a linear subspace TYM , called the approximate tangent plane of M at Y ,
such that
lim
ρ↓0
∫
ηY,ρ(M)
ζ dHn =
∫
TYM
ζ dHn
for every ζ ∈ C0c (O), where ηY,ρ(X) = (X −Y )/ρ for each ρ > 0 and X ∈ R
n. For example, any n-
dimensional C1 submanifoldM of O is countably n-rectifiable and at each Y ∈M the approximate
tangent plane of M at Y is the (usual) tangent plane of M at Y .
An n-dimensional integral varifold V = v(M,θ) of O is a equivalence class of pairs of a countably
n-rectifiable set M ⊂ O and a multiplicity function θ :M → N that is locally Hn-integrable on M
such that v(M1, θ1) = v(M2, θ2) whenever H
n((M1 \M2)∪ (M2 \M1)) = 0 and θ1 = θ2 H
n-a.e. on
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M1 ∩M2. For example, when M is a n-dimensional C
1 submanifold of O, |M | = v(M, 1) is an n-
dimensional integral varifold. To each integral varifold V = v(M,θ) we associate a Radon measure
‖V ‖ on O such that for each Borel set A ⊆ O,
‖V ‖(A) =
∫
M∩A
θ dHn
represents the n-dimensional area of V in A. (Note that [Sim83] denotes ‖V ‖ by µV .)
For each proper, Lipschitz map f : O → O′ between two open subsets O and O′ of Riemannian
manifolds N and N ′ respectively, the pushforward f#V of the n-dimensional integral varifold V =
v(M,θ) is the n-dimensional integral varifold f#V = v(f(M), θ˜), where θ˜(y) =
∑
x∈f−1(y)∩M θ(x)
for each y ∈ f(M).
A sequence of n-dimensional integral varifolds Vk = v(Mk, θk) converge to an integral varifold
V = v(M,θk) in the sense of varifolds if and only if∫
M∩O
ζ(X,TXM) θ(X) dH
n(X) = lim
k→∞
∫
Mk∩O
ζ(X,TXMk) θk(X) dH
n(X)
for every ζ ∈ C0c (Gn(O)), where Gn(O) is the Grassmannian
Gn(O) = {(X,S) : X ∈ O, S is a n-dimensional linear subspace of TXN}.
Let ζ ∈ C1c (O;TN) be an arbitrary vector field and ft : O → O, t ∈ (−1, 1), be the one-parameter
family of diffeomorphisms generated by ζ. The first variation of area δV : C1c (O;TN)→ R of the
integral varifold V = v(M,θ) is the linear functional given by
δV (ζ) =
d
dt
‖ft#V ‖(spt ζ)
∣∣∣∣
t=0
=
∫
M∩O
divTXM ζ(X) d‖V ‖(X),
where divTXM ζ(X) =
∑n
i=1∇τiζ(X) · τi for any orthonormal basis τ1, τ2, . . . , τn of TXM . We say
that an integrable varifold V has generalized mean curvature H if H is a locally ‖V ‖-integrable
vector field on O such that
δV (ζ) = −
∫
O
H(X) · ζ(X) d‖V ‖(X)
for all ζ ∈ C1c (O;TN). We say that an integral varifold V is stationary if δV (ζ) = 0 for all
ζ ∈ C1c (O;TN).
Let V be a stationary integral varifold V and Y ∈ spt ‖V ‖. We say an n-dimensional integral
varifold C of TYN is a tangent cone to V at Y if C = limj→∞ ηY,ρj#V in the sense varifolds of
Rn+m for some ρj ↓ 0, where ηY,ρ(X) = (X − Y )/ρ for each ρ > 0 and X ∈ R
n+m. There always
exists at least one tangent cone of V at Y , though it is unknown if in general there is a unique
tangent cone independent of the sequence ρj. Every tangent cone C to a stationary integral varifold
is itself a stationary integral varifold and is a cone in the sense that C = η0,ρ#C for all ρ > 0.
2.3. Sums of submanifolds-with-boundary. We will be primarily interested in n-dimensional
integral varifolds V in O of the form
(2.1) V =
q∑
k=1
θk |Mk|
consisting of C1 submanifolds-with-boundaryMk with integer multiplicity θk and a common bound-
ary Γ in O. Here the sum is taken by regarding integral varifolds as Radon measures on the Grass-
mannian so that V is the integral varifold V = v(M1∪M2∪· · ·∪Mq, θ˜) with θ˜(X) =
∑
k s.t.X∈Mk
θk
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at Hn-a.e. X ∈M1 ∪M2 ∪ · · · ∪Mq. When V is given by (2.1), the area measure ‖V ‖ of V is given
by
‖V ‖(A) =
q∑
k=1
θkH
n(Mk ∩A)
for every Borel set A ⊆ O.
Suppose Mk is a C
2 submanifold-with-boundary for all k. Then by the divergence theorem, the
first variation of the area of V is given by
δV (ζ) =
q∑
k=1
∫
Mk
divTXMk ζ(X) θk dH
n(X) =
∫
Γ
q∑
k=1
ηk · ζ θk dH
n−1 −
q∑
k=1
∫
Mk
Hk · ζ θk dH
n
for all ζ ∈ C1c (N ;TN), where Hk is the mean curvature of Mk and ηk is the outward unit conormal
vector to the boundary of Mk. Thus V has generalized mean curvature if and only if
(2.2)
q∑
k=1
θk ηk = 0 on Γ.
V is stationary if and only if Hk = 0 on Mk for all k and (2.2) holds true.
2.4. Parabolic regularity. For Theorem 3.3, our main regularity result for mean curvature flow,
we need the following the notion of parabolic Ck+µ regularity based on [Sol65].
Definition 2.1. Let Ξ be an open subset of R×Rn. Let f : Ξ→ Rm be an arbitrary function. For
each µ ∈ (0, 1], let
〈f〉µ,t;Ξ = sup
x s.t. Ξ∩R×{x}6=∅
[Dαt D
β
xf( · , x)]µ;Ξ∩R×{x},
〈f〉µ,x;Ξ = sup
t s.t. Ξ∩{t}×Rn 6=∅
[Dαt D
β
xf(t, · )]µ;Ξ∩{t}×Rn .
For each integer k ≥ 0 and µ ∈ (0, 1), we define
‖f‖
Ck+µpara (Ξ)
=
∑
2α+|β|≤k
sup
Ξ
|Dαt D
β
xf |+
∑
2α+|β|=k−1
〈Dαt D
β
xf〉(1+µ)/2,t;Ξ
+
∑
2α+|β|=k
(〈Dαt D
β
xf〉µ/2,t;Ξ + 〈D
α
t D
β
xf〉µ,x;Ξ).
We say that f ∈ Ck+µpara(Ξ;Rm) if all derivatives Dαt D
β
xf(t, x) exists on Ξ for 2α + |β| ≤ k and
‖f‖
Ck+µpara (Ξ′)
<∞ for every Ξ′ ⊂⊂ Ξ.
Remark 2.2. We will sometimes refer to Ck+µpara(Ξ;Rm) as parabolic Ck+µ(Ξ;Rm). We let C
k+µ
para(Ξ) =
Ck+µpara(Ξ;R). Similar conventions will also be used for the parabolic Ck+µ spaces defined in Defini-
tions 2.3–2.5 below.
We want to consider parabolic Ck+µ regularity of functions up to portions of the boundary of Ξ.
In particular, we are interested in portions of the side of Ξ where locally each time-slice of Ξ has
a submanifold boundary flowing regularly in time and we will not be interested in initial or final
conditions. For this we need the following.
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Definition 2.3. Let k ≥ 1 be an integer, µ ∈ (0, 1), Ξ be an open subset of R×Rn, and (t0, x0) ∈ ∂Ξ.
When n ≥ 2, we say that Ξ is Ck+µpara near (t0, x0) if there exists δ > 0, a rotation Q of R
n, and
f ∈ Ck+µpara((t0 − δ, t0 + δ)×B
n−1
δ (0)) such that f(t0, 0) = 0, Dx′f(t0, 0) = 0, and
Ξ ∩ ({t} ×Bδ(x0)) = x0 +Q {x ∈ Bδ(0) : xn < f(t, x
′)} for all t ∈ (t0 − δ, t0 + δ),
where we recall from Section 2.1 that x′ = (x1, . . . , xn−1). Similarly, when n = 1, we say Ξ is C
k+µ
para
near (t0, x0) if there exists δ > 0 and a function f : (t0− δ, t0+ δ)→ R in C
k/2,µ/2 if k is even and
in C(k−1)/2,(1+µ)/2 if k is odd such that f(t0) = x0 and
Ξ ∩ ({t} × (x0 − δ, x0 + δ)) = {x ∈ (x0 − δ, x0 + δ) : x < f(t)} for all t ∈ (t0 − δ, t0 + δ).
We say that S ⊆ ∂Ξ is a Ck+µpara portion of the side of Ξ if Ξ is C
k+µ
para near each point (t0, x0) ∈ S.
Definition 2.4. Let Ξ be an open subset of R × Rn and let S be a Ck+µpara portion of the side of Ξ.
Given an integer k ≥ 0 and µ ∈ (0, 1), we say a function f : Ξ ∪ S → Rm is in Ck+µpara(Ξ ∪ S;Rm) if
all derivatives Dαt D
β
xf(t, x) exists on Ξ for 2α + |β| ≤ k and ‖f‖Ck+µpara (Ξ′)
< ∞ for every open set
Ξ′ ⊆ Ξ such that the closure of Ξ′ is relatively compact in Ξ ∪ S.
Definition 2.5. Let k ≥ 1 be an integer and µ ∈ (0, 1). Let I be a bounded open interval of R
and O be an open subset of Rn+m. We say a one-parameter family of n-dimensional submanifolds
{Mt}t∈I of O is C
k+µ
para if for each t0 ∈ I and X0 ∈ Mt0 , there exists δ > 0, a rotation Q of R
n+m,
and a function u ∈ Ck+µpara((t0 − δ, t0 + δ)×Bδ(0);R
m) such that
Mt ∩B
n+m
δ (X0) = X0 +Q ({(x, u(t, x)) : x ∈ Bδ(0)} ∩B
n+m
δ (0)) whenever |t− t0| < δ.
Note that here we may allow n = 0 so that when Xt is a point of O for each t ∈ I, the one
parameter family of points {Xt}t∈I is C
k+µ
para if the map t ∈ I 7→ Xt is C
k/2,µ/2 if k is even and is
C(k−1)/2,(1+µ)/2 if k is odd.
We say a one-parameter family of n-dimensional submanifolds-with-boundary {Mt}t∈I of O is
Ck+µpara if for each t0 ∈ I and X0 ∈Mt0 ∩O, there exists δ > 0, an open set Ξ ⊂ (t0−δ, t0+δ)×Bδ(0)
such that S = ∂Ξ ∩ (t0 − δ, t0 + δ)×Bδ(0) is empty or a C
k+µ
para portion of the side of Ξ, a rotation
Q of Rn+m, and a function u ∈ Ck+µpara(Ξ ∪ S;Rm) such that
Mt ∩B
n+m
δ (X0) = X0 +Q ({(x, u(t, x)) : (t, x) ∈ Ξ ∪ S} ∩B
n+m
δ (0)) whenever |t− t0| < δ.
3. Statement of main results and applications
3.1. Main results. We restate our main regularity result for stationary varifolds, Theorem A of
the introduction, as follows:
Theorem 3.1. Let (N, g) be an (n + l)-dimensional, smooth (real-analytic), Riemannian mani-
fold, Z ∈ N , and O be an open neighborhood of Z in N . Let µ ∈ (0, 1) and q ≥ 3. Let V be
an n-dimensional integral varifold of the form (2.1) for positive integer multiplicities θk and dis-
tinct submanifolds C1,µ embedded n-dimensional submanifold-with-boundary Mk of O with common
boundary Γ containing Z. Suppose that the interior of each Mk is a minimal submanifold, (2.2)
holds true, and the submanifolds Mk are not all tangent to the same n-dimensional plane at Z.
Then for some open neighborhood O′ ⊂ O of Z, Mk are smooth (real-analytic) submanifolds-with-
boundary of O′ and Γ is a smooth (real-analytic) (n− 1)-dimensional submanifold of O′.
Remark 3.2. Observe that when V is of the form (2.1) and Mk are C
1,µ submanifolds-with-
boundary, V is stationary if and only if each Mk is minimal and (2.2) holds true. To see this,
suppose V is stationary. Then clearly the interior of each Mk is a smooth minimal submanifold.
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Moreover, at each point Y ∈ Γ, Mk is tangent to a stationary sum of n-dimensional half-planes
with a common boundary, so (2.2) holds true. Conversely, if each Mk is a minimal submanifold
and (2.2) holds true, by Theorem 3.1 each Mk is a smooth submanifold-with-boundary, so by the
discussion in Section 2.3, V is stationary.
Our second main result concerns Brakke flows. Let I be a open interval in R and O be a
connected open subset of N . A one-parameter family of integral n-dimensional varifolds {Vt}t∈I is
said to be a Brakke flow in O if∫
O
φ(t1,X) d‖Vt1‖(X)−
∫
N
φ(t0,X) d‖Vt0‖(X)(3.1)
≤
∫ t1
t0
B(Vt, φ(t, · )) dt +
∫ t1
t0
∫
N
∂φ
∂t
(t,X) d‖Vt‖(X) dt
for all t0 < t1 in I and all φ ∈ C
1(I ×O;R+) such that φ(t, · ) has compact support for all t ∈ I,
where
B(Vt, φ) =
∫
O
(−|Ht|
2 φ+Ht · ∇φ)d‖Vt‖
for all φ ∈ C1(O) whenever Vt has generalized mean curvature Ht ∈ L
2
loc(‖Vt‖) and B(Vt, φ) =
−∞ otherwise. Note that (3.1) implies that Vt has generalized mean curvature Ht ∈ L
2
loc(‖Vt‖)
for a.e. t ∈ I. We now restate our main regularity result for Brakke flows, Theorem B of the
introduction, as follows:
Theorem 3.3. Let (N, g) be an (n+ l)-dimensional, smooth (real-analytic), Riemannian manifold,
Z ∈ N , O be an open neighborhood of Z in N , and I be an open interval in R containing the origin.
Let µ ∈ (0, 1) and q ≥ 3. Let {Vt}t∈I be a one parameter family of n-dimensional integral varifolds
of the form
(3.2) Vt =
q∑
k=1
θk |Mk,t|
for positive integer multiplicities θk and some submanifolds-with-boundary Mk,t in O such that
{Mk,t}t∈I is C
2+µ
para and Mk,t have a common boundary Γt with Z ∈ Γ0. Suppose the interior of Mk,t
is a smooth mean curvature flow and
(3.3)
q∑
k=1
θk ηk,t = 0 on Γt for all t ∈ I,
where ηk,t denote the outward unit conormal vector to the boundary of Mk,t. Further suppose M0,k
are not all tangent to the same n-dimensional plane at Z. Then for some open neighborhoods I ′ ⊂ I
of 0 and O′ ⊂ O of Z, {Mk,t}t∈I′ and {Γt}t∈I′ are smooth (second Gevrey) in I
′ ×O′. Moreover,
for each t ∈ I ′, the time-slices Mk,t and Γt are smooth (real analytic) in O
′.
Remark 3.4. Observe that if {Vt}t∈I is of the form (3.2), then {Vt}t∈I is a Brakke flow if and
only if the interior of {Mk,t}t∈I is a smooth mean curvature flow and (3.3) holds true. To see this,
suppose {Vt}t∈I is a Brakke flow. Then clear {Mk,t}t∈I flows by mean curvature. Moreover, since
Vt has generalized mean curvature for a.e. t ∈ I, (3.3) holds true. Conversely, we want to show
that if {Mk,t}t∈I is a smooth mean curvature flow and (3.3) holds true then
(3.4)
d
dt
∫
O
φd‖Vt‖(X) =
q∑
k=1
∫
Mk,t
(
∂φ
∂t
+∇φ ·Hk,t − φ |Hk,t|
2
)
dHn
for every φ ∈ C1(I × O;R+) such that φ(t, · ) has compact support Kt for all t ∈ I, where Hk,t
denotes the mean curvature of Mk,t. (3.1) will then follow by integrating (3.4) over t ∈ (t0, t1).
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Observe that by Theorem 3.3, {Mk,t}t∈I is a family of smooth submanifolds-with-boundary. Thus,
by using a partition of unity to localize (3.4) and rescaling, it suffices to prove (3.4) in the special
case where I = (−1, 1), O = Bn+m1 (0), and there exists a smooth family of embeddings Xk :
I × (B1(0) ∩ {xn ≥ 0})→ R
n+m such that
Mk,t = Image(Xk(t, · )) ∩ O, Γt = Image(Xk(t, · )|{xn=0}) ∩O,
X1(t, x) = X2(t, x) = · · · = Xq(t, x) in B1(0) ∩ {xn = 0}
for all t ∈ I. Define the velocity vector field ζk,t : Mk,t → R
n+m by ζk,t(Xk,t(x)) = (∂Xk/∂t)(x) for
all k = 1, 2, . . . , q, t ∈ I, and x ∈ B1(0) ∩ {xn ≥ 0} and note that
(3.5) ζ1,t(x
′, 0) = ζ2,t(x
′, 0) = · · · = ζq,t(x
′, 0) for all t ∈ I, x′ ∈ Bn−1(0).
By the first variational formula for area and the divergence theorem,
d
dt
∫
O
φ(t,X) d‖Vt‖(X) =
q∑
k=1
∫
Mk,t
(
∂φ
∂t
+∇φ · ζk,t + φdivMk,t ζk,t
)
θk dH
n
=
q∑
k=1
∫
Mk,t
(
∂φ
∂t
+∇φ · ζ⊥k,t + divMk,t(φ ζk,t)
)
θk dH
n
=
q∑
k=1
∫
Mk,t
(
∂φ
∂t
+∇φ · ζ⊥k,t − φHk,t · ζk,t
)
θk dH
n +
∫
Γt
q∑
k=1
φ ηk,t · ζk,t θk dH
n−1,
for all t ∈ I, where ζ⊥k,t denotes the projection of ζk,t onto the normal bundle ofMk,t. Since {Mk,t}t∈I
flows by mean curvature, ζ⊥k,t = Hk,t on Mk,t for all t ∈ I. By (3.3) and (3.5),
∑q
k=1 ηk,t · ζk,t θk = 0
on Γt for all t ∈ I. Therefore (3.4) holds true.
Remark 3.5. For parabolic problems such as mean curvature flow, we do not expect solutions
to be real-analytic in time-space. For instance, a well-known example due to Kowalevsky [Kow75]
shows that the solution u to the heat equation ∂u/∂t = ∂2u/∂x2 on R2 with initial condition
u = (1− x)−1 at t = 0 is not real analytic in (t, x). Hence we do not generally expect Γt and Mk,t
to be real-analytic in time-space.
Remark 3.6. A standard approach to proving regularity for minimal submanifolds and Brakke
flows is to first use blow-up methods to establish C1+µ regularity, see for instance [DeG61], [All72],
and [KasTon14]. For minimal submanifolds, starting from C1,µ regularity, one can use the fact that
the minimal surface system is in divergence form to establish C2,µ regularity and then establish
higher regularity via elliptic regularity, see the proof of Theorem 3.1 below. For Brakke flows,
going from parabolic C1+µ regularity to parabolic C2+µ regularity tends to be more involved, see
for instance [Ton14]. In the special case n = 1, it was pointed out to us by Tonegawa that the
mean curvature flow equation in R1+m can be written in divergence form as
Dtu = Dx(arctan(Dxu))
and thus one can generalize the estimates of [Sol65] to parabolic equations in divergence form using
the ideas from [ADN59, Lemma 9.1] and then apply our approach to show Theorem 3.3 holds true
when Mt,k is parabolic C
1+µ up to Γ. We will not address this issue further here; rather, we will
simply assume parabolic C2+µ regularity.
3.2. Application to branched minimal submanifolds. An important corollary of Theorem 3.1
arises from the work of Hughes of [Hug14], which examined the structure of stationary Lipschitz
two-valued graphs.
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Let A2(R
m) denote the space of unordered pairs {a1, a2} for a1, a2 ∈ R
m not necessarily distinct.
We equip A2(R
m) with a metric
G({a1, a2}, {b1, b2}) = min{|a1 − b1|+ |a2 − b2|, |a1 − b2|+ |a2 − b1|}
for a1, a2, b1, b2 ∈ R
m.
Let Ω be an open subset of Rn. A two-valued function is a map u : Ω→ A2(R
m) so that each each
x ∈ Ω, u(x) = {u1(x), u2(x)} as an unordered pair. We say a two-valued function u : Ω→ A2(R
m)
is Lipschitz if
G(u(x), u(y)) ≤ L|x− y| for all x, y ∈ Ω
for some constant L ∈ [0,∞). The graph of a Lipschitz two-valued function u : Ω → A2(R
m) can
be regarded as an integral varifold V whose support is the rectifiable set M consisting of all points
(x, u1(x)) and (x, u2(x)) such that x ∈ Ω and whose multiplicity function θ : M → Z+ given by
θ(x, u1(x)) = θ(x, u2(x)) = 1 if u1(x) 6= u2(x) and θ(x, u1(x)) = 2 if u1(x) = u2(x).
In [Hug14], Hughes considered the structure of a stationary graph V of a Lipschitz two-valued
function u : B2(0)→ A2(R
m) such that V is close to a stationary cone C of one of three types:
(i) C is a sum of two n-dimensional planes whose intersection is an (n−2)-dimensional subspace,
(ii) C is a sum of two n-dimensional planes whose intersection is an (n−1)-dimensional subspace,
and
(iii) C is a sum of four n-dimensional half-planes meeting along a common (n− 1)-dimensional
boundary axis but C is not the sum of two n-dimensional planes intersecting along its axis,
i.e. m ≥ 2 and after an orthogonal change of coordinates
C = (L0,−θ + L0,θ + Lφ,pi−θ + Lφ,pi+θ)× R
n−1 × {0}m−2
for some φ ∈ (0, π) and θ ∈ (0, π/2), where
Lφ,θ = |{(t cos θ, t cosφ sin θ, t sinφ sin θ) : t > 0}|
for each φ, θ ∈ R.
The main results in each case (i), (ii), and (iii) is covered as Theorems 1, 2, and 3 of [Hug14]
respectively. In particular, [Hug14, Theorem 3] states that in case (iii), the graph of u is the union
of four C1,µ submanifolds-with-boundary Mk meeting along a common boundary Γ and each Mk
close to one of the four half-planes of C. Observe that this conclusion is not true in cases (i) or
(ii) since in codimension > 1 the graph of u could be the sum two mutually disjoint, smoothly
embedded minimal submanifolds, each close to one of the two planes of C. As a consequence
of [Hug14, Theorem 3] and our Theorem 3.1 above, we have the following:
Corollary 3.7. Let C be a minimal cone such that C sum of four n-dimensional halfplanes meeting
along a common boundary axis A but C is not the sum of two intersecting n-dimensional planes.
There exists ε = ε(n,m) > 0 such that if V is stationary n-dimensional integral varifold in Rn+m
represented as the graph of a Lipschitz two-valued function u : B2(0)→ A2(R
m) such that∫
Bn+m2 (0)
dist(X, spt ‖C‖)2d‖V ‖(X) +
∫
Bn+m2 (0)∩{dist(X,A)<1/8}
dist(X, spt ‖C‖)2d‖V ‖(X) < ε
then V =
∑4
k=1 |Mk| in B1/2(0) for some locally real-analytic n-dimensional submanifolds-with-
boundary Mk meeting along a common locally real-analytic boundary Γ in B1/2(0).
Proof. By [Hug14, Theorem 3], each Mk is a C
1,µ submanifold-with-boundary. Thus Theorem 3.1
applies to conclude Mk and Γ are real-analytic. 
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4. Regularity for minimal submanifolds
4.1. Setup. In this section we will prove our main regularity result for minimal submainfolds,
Theorem 3.1, by showing that Γ and Mk are smooth (real analytic) in some open neighborhood of
Z. Without loss of generality we can assume the following. Recall that N is smoothly embedded
(n+l)-dimensional submanifold of Rn+m. Assume that 0 ∈ N and N is tangent to Rn+l×{0} at the
origin. Let Ω be a connected open set in Rn containing the origin. Let γ be an (n− 1)-dimensional
C1 submanifold of Ω such that 0 ∈ γ, γ is tangent to Rn−1 × {0} at 0, and Ω \ γ has exactly
two connected components, Ω+ and Ω−, such that (0, 0, . . . , 0, 1) points into Ω+ and out of Ω− at
the origin. Let 1 ≤ s ≤ q be integers. Let Mk = graphuk ⊂ N where uk ∈ C
1(Ω+ ∪ γ;R
m) for
k = 1, 2, . . . , s and uk ∈ C
1(Ω− ∪ γ;R
m) for k = s+ 1, s + 2, . . . , q. Assume that
(4.1) u1 = u2 = · · · = uq
on γ so that Mk have a common boundary Γ = graphu1|γ . Since 0 ∈ Γ and Γ is C
1, at the origin
we may assume that
(4.2) uk(0) = 0, Dxiuk(0) = 0 for i = 1, . . . , n− 1,
for k = 1, 2, . . . , q. Let V be the n-dimensional integral varifold of the form (2.1) for some positive
integers θk and for Mk and Γ as above. We shall let Z = 0 and O = N ∩ (Ω×R
m) and assume that
N , V , Mk, and Γ satisfy the hypotheses of Theorem 3.1, in particular that each Mk is a minimal
submanifold for each k, (2.2) holds true, and the submanifolds Mk are not all tangent to the same
n-dimensional plane at the origin.
For each X ∈ N , let AX = (A
1
X , A
2
X , . . . , A
n+m
X ) : TXN → (TXN)
⊥ ⊂ Rn+m denote the second
fundamental form of N at X when l < m and AX = 0 when l = m. Letting Hk denote the mean
curvature of Mk as a submanifold of R
n+m, Mk being a minimal submanifold is equivalent to
(4.3) Hk(X) =
n∑
i=1
AX(τi, τi)
for all X ∈ Mk and any orthonormal basis τ1, . . . , τn for TXMk. Let G(p) = (Gij(p))i,j=1,...,n be
the n× n matrix given by
Gij(p) = δij +
m∑
λ=1
pλi p
λ
j
for p ∈ Rmn and i, j = 1, . . . , n and G(p)−1 = (Gij(p))i,j=1,...,n. Extend AX to a symmetric bilinear
form on Rn+m such that AX(v,w) = 0 whenever v is normal to N . Extend A(x,z) to a symmetric
bilinear form for every (x, z) in a neighborhood of the origin in Rn+m by letting A(x,z) = A(x,z+w)
for (x, z) ∈ N and w ∈ {0} × Rm−l. Observe that if l < m, N is the graph of some smooth (real-
analytic) function f over a neighborhood of the origin in Rn+l × {0} and so A(x,z) is well-defined
and can be expressed in terms of f , Df , and D2f at (x, z1, . . . , zl). Define
H
κ(x, z, p) =
n∑
i,j=1
Gij(p)Aκ(x,z)((ei, pi), (ej , pj))
for (x, z) ∈ Rn+m near the origin, p ∈ Rmn, and κ = 1, 2, . . . , n +m, where e1, . . . , en denotes the
standard basis for Rn. We can rewrite (4.3) as
(4.4)
n∑
i,j=1
Dxi
(√
detG(Duk)G
ij(Duk)Dxju
κ
k
)
=
√
detG(Duk)H
n+κ(x, uk,Duk)
on its domain Ω+ of k ≤ s and Ω− if k > s, where κ = 1, 2, . . . ,m.
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Since (2.2) holds true and Mk are not all tangent to the same n-dimensional plane at the origin,
we may assume that q ≥ 2 and the unit normals to M1 and M2 are linearly independent at the
origin. After an orthogonal change of coordinates, we may assume that s ≥ 2,
Dxnu
1
1(0) > Dxnu
1
2(0),(4.5)
Dxnu
κ
1(0) = Dxnu
κ
2(0) = 0 for κ = 2, 3, . . . ,m.(4.6)
By (2.2), s < q.
We want to express (2.2) in terms of u1, u2, . . . , uq. In the special case l = 1, this could be
accomplished by using the fact that (2.2) is equivalent to
(4.7)
s∑
k=1
θkνk −
q∑
k=s+1
θkνk = 0 on Γ,
where νk is the unit normal to Mk with ν
n+1
k > 0 (when l = m = 1, νk = (−Duk, 1)/
√
1 + |Duk|2).
When l > 1, the situation is more complicated. Suppose that γ = {(x′, ψ(x′, 0)) : (x′, 0) ∈ S} is
the graph of some C1 function ψ : S → R, where S ⊂ Rn−1 × {0} is an open neighborhood of the
origin and we recall from Section 2.1 that x′ = (x1, . . . , xn−1). We will determine ψ in Subsection
4.2 below. Then (2.2) is equivalent to
(4.8)
s∑
k=1
θk
(−Dx′ψ, 1,D(−Dx′ψ,1)uk)√
1 + |Dx′ψ|2 + |D(−Dx′ψ,1)uk|
2
−
q∑
k=s+1
θk
(−Dx′ψ, 1,D(−Dx′ψ,1)uk)√
1 + |Dx′ψ|2 + |D(−Dx′ψ,1)uk|
2
= 0
at each x = (x′, ψ(x′, 0)) ∈ γ, where Dψ is evaluated at (x′, 0). By (4.1), for x = (x′, ψ(x′, 0)) ∈
γ near the origin, (−Dψ(x′, 0), 1, D(−Dψ(x′,0),1)uk(x)) lies in the (m + 1)-dimensional subspace
orthogonal to Γ at (x, u1(x)). By the definition of γ and (4.2), the orthogonal projection of the
subspace orthogonal to Γ at (x, u1(x)) onto {0}×R
1+m is bijective near the origin. Thus by taking
the n, n+ 1, . . . , n+m components of both sides of (4.8), (4.8) is equivalent to
(4.9)
s∑
k=1
θk
1√
1 + |Dx′ψ|2 + |D(−Dx′ψ,1)uk|
2
−
q∑
k=s+1
θk
1√
1 + |Dx′ψ|2 + |D(−Dx′ψ,1)uk|
2
= 0
and
(4.10)
s∑
k=1
θk
D(−Dx′ψ,1)u
κ
k√
1 + |Dx′ψ|2 + |D(−Dx′ψ,1)uk|
2
−
q∑
k=s+1
θk
D(−Dx′ψ,1)u
κ
k√
1 + |Dx′ψ|2 + |D(−Dx′ψ,1)uk|
2
= 0
for κ = 1, 2, . . . ,m at each x = (x′, ψ(x′, 0)) ∈ γ near the origin. By replacing Ω with a smaller
neighborhood of the origin if necessary, assume (4.9) and (4.10) holds at every x ∈ γ.
4.2. Partial hodograph transformation. Our goal is prove that u1, u2, . . . , uq are smooth (real-
analytic) functions up to the boundary γ and γ is a smooth (real-analytic) (n − 2)-dimensional
submanifold in Ω. We will use the partial hodograph transformation of Kinderlehrer, Nirenberg,
and Spuck [KNS78]. Let w = u11 − u
1
2. Consider the transformation
yi = xi for i = 1, . . . , n − 1, yn = w(x) for x ∈ Ω+ ∪ γ.
Let U and S denote the images of Ω+ and γ respectively under this transformation and observe
that S ⊆ {y : yn = 0} by (4.1). By (4.5), x 7→ (x
′, w(x)) is invertible near the origin and thus we
may assume that x 7→ (x′, w(x)) is invertible on Ω+ ∪ γ with inverse transformation given by
xi = yi for i = 1, . . . , n− 1, xn = ψ(y) for y ∈ U ∪ S
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for some function ψ ∈ C1,µ(U ∪ S) ∩ C∞(U). We also consider the transformation
xi = yi for i = 1, . . . , n− 1, xn = ψ(y)− Cyn for y ∈ U ∪ S
for some constant C > 0 such that Dynψ < C on U . By replacing Ω with a smaller open neigh-
borhood of the origin if necessary, we may assume that y 7→ (y′, ψ(y)) is a bijection from U ∪ S to
Ω+ ∪ γ and y 7→ (y
′, ψ(y)− Cyn) is a bijection from U ∪ S to Ω− ∪ γ.
Let
φk(y) = uk(y
′, ψ(y)) on U ∪ S for k ≤ s, φk(y) = uk(y
′, ψ(y)− Cyn) on U ∪ S for k < s.
Observe that γ = {(y, ψ(y)) : y ∈ S}. Thus we may assume that (4.9) and (4.10) hold true with ψ
as in the transformation. Moreover, Theorem 3.1 will be proven if we can show that ψ and φk are
smooth (real-analytic) up to S near the origin.
By the chain rule, using xi = yi for i = 1, . . . , n − 1, xn = ψ(x), and yn = w(x), for x ∈ Ω+ ∪ γ
we compute that
Dyi = Dxi +DyiψDxn for i = 1, . . . , n − 1, Dyn = DynψDxn ,
and so
Dxi = Dyi −
Dyiψ
Dynψ
Dyn for i = 1, . . . , n− 1, Dxn =
1
Dynψ
Dyn ,(4.11)
Dxiw = −
Dyiψ
Dynψ
for i = 1, . . . , n− 1, Dxnw =
1
Dynψ
.
Similarly, using xi = yi for i = 1, . . . , n− 1 and xn = ψ(y)− Cyn, x ∈ Ω− ∪ γ we compute that
Dyi = Dxi +DyiψDxn for i = 1, . . . , n− 1, Dyn = (Dynψ − C)Dxn ,
and so
Dxi = Dyi −
Dyiψ
Dynψ − C
Dyn for i = 1, . . . , n − 1, Dxn =
1
Dynψ − C
Dyn .(4.12)
By (4.11) and (4.12), under the partial hodograph transformation (4.4) transforms to a differen-
tial system in ψ, φ1, φ2, φ3, . . . , φq of the form
n∑
i=1
DyiF
i
1,κ(Dψ,Dφ2) + F
0
1,κ(y, ψ, φ2,Dψ,Dφ2) = 0 in U,(4.13)
n∑
i=1
DyiF
i
k,κ(Dψ,Dφk) + F
0
k,κ(y, φk,Dψ,Dφk) = 0 in U if k = 2, 3, . . . , q,
for κ = 1, 2, . . . ,m for some smooth (real-analytic) functions F ik,κ for i = 0, 1, 2, . . . , n, k =
1, 2, . . . , q, and κ = 1, 2, . . . ,m. (4.1) transforms to
φ12 = φ
1
3 = · · · = φ
1
q(4.14)
φκ1 = φ
κ
2 = φ
κ
3 = · · · = φ
κ
q for κ = 2, 3, . . . ,m,
on S. (4.9) and (4.10) transform to
Φκ(Dψ,Dφ2,Dφ3, . . . ,Dφq) = 0(4.15)
on S for κ = 1, 2, . . . ,m+ 1 for some smooth (real-analytic) functions Φ1, . . . ,Φm+1.
REGULARITY OF MINIMAL SUBMANIFOLDS AND MEAN CURVATURE FLOW 13
4.3. General elliptic systems and the complementing condition. Consider the general dif-
ferential system in functions v1, v2 . . . , vQ of the form∑
|α|≤sk−l
DαFαk (y, {D
βvj}j=1,...,Q,|β|≤tj+l) = 0 weakly in U for k = 1, 2, . . . , Q such that sk > l,
Fk(y, {D
βvj}j=1,...,Q,|β|≤sk+tj ) = 0 in U for k = 1, 2, . . . , Q such that sk ≤ l,
Φh(y, {D
βvj}j=1,...,Q,|β|≤rh+tj ) = 0 on S for h = 1, 2, . . . ,M,(4.16)
where Fαk , Fk, and Φh are smooth real-valued functions, l ≤ 0 is an integer, and s1, . . . , sQ,
t1, . . . , tQ, and r1, . . . , rM are integer weights such that maxk sk = 0, minj tj ≥ −l, mink,j(sk+tj) ≥
0, and minj,h(rh + tj) ≥ 0. The linearization of (4.16) consists of linear operators of functions
v1, . . . , vQ given by
Q∑
j=1
∑
|α|≤sk−l
∑
|β|≤tj+l
Dα(aαβkj (y)D
βvj) =
d
dt
∑
|α|≤sk−l
DαFαk (y, {D
βvj + tD
βvj})
∣∣∣∣∣∣
t=0
in U if sk > l,
Q∑
j=1
∑
|β|≤sk+tj
aβkj(y)D
βvj =
d
dt
Fk(y, {D
βvj + tD
βvj})
∣∣∣∣
t=0
in U if sk ≤ l,
Q∑
j=1
∑
|β|≤rh+tj
bβhj(y)D
βvj =
d
dt
Φr(y, {D
βvj + tD
βvj})
∣∣∣∣
t=0
on S,
for k = 1, 2, . . . , Q and h = 1, 2, . . . ,M , where aαβkj and a
β
kj are real-valued functions on U and b
α
rj
are real-valued functions on S. Let
L′kj(y,D) =
∑
|α|=sk−l
∑
|β|=tj−l
aαβkj (y)D
α+β for y ∈ U if sk > l,
L′kj(y,D) =
∑
|β|=sk+tj
aβkj(y)D
β for y ∈ U if sk ≤ l,
B′hj(y,D) =
∑
|β|=rh+tj
bβhj(y)D
β for y ∈ S,
for j = 1, 2, . . . , Q, k = 1, 2, . . . , Q, and h = 1, 2, . . . ,M so that
∑Q
j=1 L
′
kj(y,D) vj and
∑Q
j=1B
′
hj(y,D) vj
are the principle parts of the linearization of (4.16). We say (4.16) is elliptic at y = y0 if the linear
system
Q∑
j=1
L′kj(y0,D) vj = 0 in R
n for k = 1, 2, . . . , Q
has no nontrivial complex-valued solutions of the form vj = cj e
iξ·y for some ξ ∈ Rn \ {0} and
cj ∈ C for j = 1, 2, . . . , Q. Assuming (4.16) is elliptic at the y = y0, we say (4.16) satisfies the
complementing condition at y = y0 if
∑Q
j=1(sj + tj) = 2M and the system
Q∑
j=1
L′kj(y0,D) vj = 0 in {y : yn > 0} for k = 1, 2, . . . , Q,
Q∑
j=1
B′hj(y0,D) vj = 0 on {y : yn = 0} for h = 1, 2, . . . ,M,
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has no nontrivial, complex-valued solutions vj(y
′, yn) = e
iξ′·y′ vj(0, yn) that are exponentially de-
caying as yn → +∞ for some ξ
′ ∈ Rn−1.
4.4. Checking ellipticity and the complementing condition. Now consider the differential
system in ψ and φκk with (k, κ) 6= (1, 1) given by (4.13), (4.15), and
φ1k − φ
1
2 = 0 for k = 3, 4, . . . , q,(4.17)
φκk − φ
κ
1 = 0 for k = 2, 3, 4, . . . , q, κ = 2, 3, . . . ,m,
on S with weights l = 1, s = 0 for the equations of (4.13), t = 2 for the functions ψ and φκk with
(k, κ) 6= (1, 1), r = −1 for the equations of (4.15), and r = −2 for the equations of (4.17). In order
to apply elliptic regularity to prove Theorem 3.1, we must show this differential system is elliptic
and satisfies the complementing condition at the origin.
Let ak = Dxnuk(0) for k = 1, 2, . . . , q. By (4.2), (4.5), (4.6), and (4.11), Dyiψ(0) = 0 for
i = 1, 2, . . . , n − 1 and |a1 − a2| = 1/Dynψ(0), which together with (4.2), (4.11), and (4.12) yields
Dyiψ(0) = Dyiφ2(0) = Dyiφ3(0) = · · · = Dyiφq(0) = 0 for i = 1, 2, . . . , n − 1,(4.18)
|a1 − a2| =
1
Dynψ(0)
, ak =
Dynφk(0)
Dynψ(0)
if k ≤ s, ak =
Dynφk(0)
Dynψ(0) − C
if k > s.
We want to linearize and take the principle part of (4.13) at the origin. Consider the equation
for k = 2 in (4.13). We can rewrite the minimal surface equation for u2 from (4.4) as
n∑
i,j=1
Gij(Du2)Dxixju
κ
2 +
n∑
i,j,k,l=1
m∑
λ=1
(Gij(Du2)G
kl(x, u2,Du2)−G
ik(Du2)G
lj(Du2)
−Gil(Du2)G
kj(Du2))Dxju
κ
2 Dxku
λ
2 Dxixlu
λ
2 = H
n+κ(x, u2,Du2) in Ω+,
using the fact that u2 ∈ C
∞(Ω+). By (4.2), Gii(Du2(0)) = 1 for i = 1, 2, . . . , n−1, Gnn(Du2(0)) =
1 + |a2|
2, and Gij(Du2(0)) = 0 for i 6= j. Thus linearizing and taking the principle part of the
equation for k = 2 in (4.13) yields
m∑
λ=1
(
δκλ −
aκ2 a
λ
2
1 + |a2|2
)(n−1∑
i=1
Dxixiu
λ
2 +
1
1 + |a2|2
Dxnxnu
λ
2
)
= 0 on {y : yn > 0}
for κ = 1, 2, . . . ,m, where for i = 1, 2, . . . , n we let Dxixiu
λ
2 denote the result of rewriting Dxixiu
λ
2
as a function of y and then computing its linearization and second order principle part at the
origin. Since the matrix (δκλ − a
κ
2 a
λ
2/(1 + |a2|
2))κ,λ=1,2,...,m is invertible (because it has eigenvalue
1/(1 + |a2|
2) with eigenvector a2 and eigenvalue 1 with multiplicity m− 1),
(4.19)
n−1∑
i=1
Dxixiu2 +
1
1 + |a2|2
Dxnxnu2 = 0 on {y : yn > 0}
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for κ = 1, 2, . . . ,m. By (4.11) and (4.18),
Dxixiu2 =
(
Dyi −
Dyiψ
Dynψ
Dyn
)2
φ2 = Dyi
(
Dyi −
Dyiψ
Dynψ
Dyn
)
φ2(4.20)
= Dyiyiφ2 −Dyiyiψ
Dynφ2(0)
Dynψ(0)
= Dyiyi(φ2 − ψ a2)
Dxnxnu2 =
(
1
Dynψ
Dyn
)2
φ2 =
1
Dynψ(0)
2
Dynynφ2 −Dynynψ
Dynφ2(0)
Dynψ(0)
3
= |a1 − a2|
2Dynyn(φ2 − ψ a2)
for functions ψ and φ2, which substituting into (4.19) yields
(1 + |a2|
2)
n−1∑
i=1
Dyiyi(φ2 − ψa2) + |a1 − a2|
2Dynyn(φ2 − ψa2) = 0 in {y : yn > 0}.
By similar computations, we can linearize and take the principle part of the equations in (4.13)
for every k ∈ {1, 2, . . . , q} using (4.2), (4.11), (4.12), and (4.18) to obtain the differential system in
ψ, φ2, φ3, . . . , φq of
(1 + |a1|
2)
n−1∑
i=1
Dyiyi(φ
1
2 − a
1
1 ψ) + |a1 − a2|
2Dynyn(φ
1
2 − a
1
1 ψ) = 0,(4.21)
(1 + |ak|
2)
n−1∑
i=1
Dyiyi(φ
κ
k − a
κ
k ψ) + |a1 − a2|
2Dynyn(φ
κ
k − a
κ
k ψ) = 0 if (k, κ) 6= (1, 1), k ≤ s,
(1 + |ak|
2)
n−1∑
i=1
Dyiyi(φ
κ
k − a
κ
k ψ) +
|a1 − a2|
2
(1−C |a1 − a2|)2
Dynyn(φ
κ
k − a
κ
k ψ) = 0 if k > s,
in {y : yn > 0}. (4.21) is obviously an elliptic system in φ
1
2 − a
1
1 ψ and φ
κ
k − a
κ
k ψ for (k, κ) 6= (1, 1).
To check the complementing condition, it suffices to consider solutions to (4.21) of the form
(4.22) φ
1
2 − a
1
1 ψ = c
1
1 e
iξ′·y′−λ11yn , φ
κ
k − a
κ
k ψ = c
κ
k e
iξ′·y′−λκkyn for (k, κ) 6= (1, 1),
where ξ′ ∈ Rn−1, cκk ∈ C, and λ
κ
k > 0. It is readily computed that
λκk =
√
1 + |ak|2 |ξ
′|
|a1 − a2|
if k ≤ s,(4.23)
λκk =
(C |a1 − a2| − 1)
√
1 + |ak|2 |ξ
′|
|a1 − a2|
if k > s.
(note that C |a1 − a2| − 1 > 0 since C > Dynψ(0) = 1/|a1 − a2|). Since λ
κ
k > 0, ξ
′ 6= 0.
The linearization of (4.14) simply yields
φ
1
2 = φ
1
3 = φ
1
4 = · · · = φ
1
q ,(4.24)
φ
κ
1 = φ
κ
2 = φ
κ
3 = · · · = φ
κ
q for κ = 2, 3, . . . ,m,
on {y : yn = 0}. By (4.22), φ
1
2 − a
1
kψ = c
1
ke
iξ′·y′ on {y : yn = 0} for k = 1, 2, so solving for ψ and
φ
1
2,
(4.25) ψ =
c12 − c
1
1
a11 − a
1
2
eiξ
′·y′ , φ
1
2 =
a11 c
1
2 − a
1
2 c
1
1
a11 − a
1
2
eiξ
′·y′ ,
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on {y : yn = 0}. Hence by (4.22), (4.24), and (4.25),
c1k e
iξ′·y′ = φ
1
2 − a
1
k ψ =
(a11 c
1
2 − a
1
2 c
1
1)− a
1
k (c
1
2 − c
1
1)
a11 − a
1
2
eiξ
′·y′ ,
cκk e
iξ′·y′ = φ
κ
1 − a
κ
k ψ =
(
cκ1 −
aκk (c
1
2 − c
1
1)
a11 − a
1
2
)
eiξ
′·y′ for κ = 2, 3, . . . ,m,
on {y : yn = 0}. Cancelling e
iξ′·y′ and using aκ1 = a
κ
2 = 0 for κ = 2, 3, . . . ,m and a
1
1− a
1
2 = |a1− a2|
by (4.5) and (4.6),
(4.26) ck = c
1
1
ak − a2
|a1 − a2|
+ c12
a1 − ak
|a1 − a2|
+ ĉ1 for k = 1, 2, 3, . . . , q,
where ĉ1 = (c
2
1, c
3
1, . . . , c
m
1 ).
Next we want to linearize and take the principle part of (4.15) at the origin. Let Dxiu
κ
k denote
the result of rewriting Dxiu
κ
k as a function of y and then computing the first order principle part
of its linearization at the origin. Linearizing and taking the principle part of (4.9) and (4.10) using
(4.18) yields
s∑
k=1
θk
ak ·Dxnuk
(1 + |ak|2)3/2
−
q∑
k=s+1
θk
ak ·Dxnuk
(1 + |ak|2)3/2
= 0,(4.27)
s∑
k=1
θk
(
Dxnuk
(1 + |ak|2)1/2
−
ak ·Dxnuk ak
(1 + |ak|2)3/2
)
−
q∑
k=s+1
θk
(
Dxnuk
(1 + |ak|2)1/2
−
ak ·Dxnuk ak
(1 + |ak|2)3/2
)
= 0,
on {y : yn = 0}. By (4.11), (4.12), and (4.18),
Dxnu
1
1 =
1
Dynψ(0)
Dynφ
1
2 −
1 +Dynφ
1
2(0)
Dynψ(0)
2
Dynψ = |a1 − a2|Dyn(φ
1
2 − a
1
1ψ),
Dxnu
κ
k =
1
Dynψ(0)
Dynφ
κ
k −
Dynφ
κ
k(0)
Dynψ(0)
2
Dynψ = |a1 − a2|Dyn(φ
κ
k − a
κ
kψ) if k ≤ s, (k, κ) 6= (1, 1),
Dxnu
κ
k =
1
Dynψ(0)− C
Dynφ
κ
k −
Dynφ
κ
k(0)
(Dynψ(0) −C)
2
Dynψ =
|a1 − a2|
1− C|a1 − a2|
Dyn(φ
κ
k − a
κ
kψ) if k > s.
which substituting into (4.27) yields
θ1
a11Dyn(φ
1
2 − a
1
1 ψ)
(1 + a21)
3/2
+
∑
k≤s, (k,κ)6=(1,1)
θk
aκkDyn(φ
κ
k − a
κ
k ψ)
(1 + a2k)
3/2
(4.28)
−
q∑
k=s+1
θk
ak ·Dyn(φk − ak ψ)
(1− C|a1 − a2|)(1 + a
2
k)
3/2
= 0,
θ1
Dyn(φ
1
2 − a
1
1 ψ) e1
(1 + |a1|2)3/2
+
∑
k≤s, (k,κ)6=(1,1)
θk
(
Dyn(φ
κ
k − a
κ
k ψ) eκ
(1 + |ak|2)1/2
−
aκkDyn(φ
κ
k − a
κ
k ψ) ak
(1 + |ak|2)3/2
)
−
q∑
k=s+1
θk
(
Dyn(φk − ψ ak)
(1− C|a1 − a2|)(1 + |ak|2)1/2
−
ak ·Dyn(φk − ψ ak) ak
(1− C|a1 − a2|)(1 + |ak|2)3/2
)
= 0,
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on {y : yn = 0}, where e1, e2, . . . , em is the standard basis for R
m. By (4.22) and (4.23),
Dyn(φ
1
2 − a
1
1 ψ) = −λ
1
1 c
1
1 e
iξ′·y′ =
√
1 + |a1|2 |ξ
′|
|a1 − a2|
c11 e
iξ′·y′ ,
Dyn(φ
κ
k − a
κ
k ψ) = −λ
κ
k c
κ
k e
iξ′·y′ =
√
1 + |ak|2 |ξ
′|
|a1 − a2|
cκk e
iξ′·y′ if (k, κ) 6= (1, 1), k ≤ s,
Dyn(φ
κ
k − a
κ
k ψ) = −λ
κ
k c
κ
k e
iξ′·y′ =
(C|a1 − a2| − 1)
√
1 + |ak|2 |ξ
′|
|a1 − a2|
cκke
iξ′·y′ if k > s,
on {y : yn = 0}, which when substituted into (4.28) yields
q∑
k=1
θk
ak · ck
1 + |ak|2
= 0,(4.29)
q∑
k=1
θk
(
ck −
ak · ck ak
1 + |ak|2
)
= 0.(4.30)
Let âk = (a
2
k, a
3
k, . . . , a
m
k ) for k = 1, 2, . . . , q and recall that ĉ1 = (c
2
1, c
3
1, . . . , c
m
1 ). By substituting
(4.26) into (4.29),
(4.31)
q∑
k=1
θk
1 + |ak|2
(
ak · (ak − a2)
|a1 − a2|
c11 +
ak · (a1 − ak)
|a1 − a2|
c12 + âk · ĉ1
)
= 0.
By breaking up (4.30) into its first and remaining components
(4.32)
q∑
k=1
θk
(1 + |ak|
2) c1k − ak · ck a
1
k
1 + |ak|2
= 0,
q∑
k=1
θk
(1 + |ak|
2) ĉk − ak · ck â
1
k
1 + |ak|2
= 0
and substituting (4.26) using â1 = â2 = 0 by (4.6) and
(1 + |ak|
2) (ak − ai)− ak · (ak − ai) ak = ak − ai − |âk|
2 ai + ai · ak âk for i = 1, 2,
we obtain
q∑
k=1
θk
1 + |ak|2
(
a1k − a
1
2 − |âk|
2a12
|a1 − a2|
c11 +
a11 − a
1
k + |âk|
2a11
|a1 − a2|
c12 − a
1
k âk · ĉ1
)
= 0,(4.33)
q∑
k=1
θk ((1 + a2 · ak) c
1
1 − (1 + a1 · ak) c
1
2) âk
(1 + |ak|2) |a1 − a2|
+
q∑
k=1
θk
(
ĉ1 −
âk · ĉ1 âk
1 + |ak|2
)
= 0.
In order to solve (4.31) and (4.33), after an orthogonal change of coordinates of Rm we may suppose
that cκ1 = 0 for κ = 3, 4, . . . ,m. Then (4.31) and (4.33) imply that c
1
1, c
1
2, c
2
1 satisfy
q∑
k=1
θk
1 + |ak|2
(
ak · (ak − a2)
|a1 − a2|
c11 +
ak · (a1 − ak)
|a1 − a2|
c12 + a
2
k c
2
1
)
= 0,(4.34)
q∑
k=1
θk
1 + |ak|2
(
a1k − a
1
2 − |âk|
2a12
|a1 − a2|
c11 +
a11 − a
1
k + |âk|
2a11
|a1 − a2|
c12 − a
1
k a
2
k c
2
1
)
= 0,
q∑
k=1
θk ((1 + a2 · ak) c
1
1 − (1 + a1 · ak) c
1
2) a
2
k
(1 + |ak|2) |a1 − a2|
+
q∑
k=1
θk
(
1−
(a2k)
2
1 + |ak|2
)
c21 = 0
18 BRIAN KRUMMEL
To simplify notation, θ˜k = θk/(1 + |ak|
2) and a˜k = (a
3
k, a
4
k, . . . , a
m
k ) for k = 1, 2, . . . , q. We compute
the determinant D of the linear system of (4.34) by first using elementary row operations (add
column 1 to column 2, then add a12· column 2 to column 1) to simply:
D =
1
|a1 − a2|2
∣∣∣∣∣∣∣
∑
θ˜k ak · (ak − a2)
∑
θ˜k ak · (a1 − ak)
∑
θ˜k a
2
k∑
θ˜k(a
1
k − a
1
2 − |âk|
2 a12)
∑
θ˜k(a
1
1 − a
1
k + |âk|
2 a11) −
∑
θ˜k a
1
k a
2
k∑
θ˜k(1 + a2 · ak) a
2
k −
∑
θ˜k(1 + a1 · ak) a
2
k
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2)
∣∣∣∣∣∣∣
=
1
|a1 − a2|
∣∣∣∣∣∣∣
∑
θ˜k ak · (ak − a2)
∑
θ˜k a
1
k
∑
θ˜k a
2
k∑
θ˜k(a
1
k − a
1
2 − |âk|
2 a12)
∑
θ˜k(1 + |âk|
2) −
∑
θ˜k a
1
k a
2
k∑
θ˜k(1 + a2 · ak) a
2
k −
∑
θ˜k a
1
k a
2
k
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2)
∣∣∣∣∣∣∣
=
1
|a1 − a2|
∣∣∣∣∣∣∣
∑
θ˜k |ak|
2
∑
θ˜k a
1
k
∑
θ˜k a
2
k∑
θ˜k a
1
k
∑
θ˜k(1 + |âk|
2) −
∑
θ˜k a
1
k a
2
k∑
θ˜k a
2
k −
∑
θ˜k a
1
k a
2
k
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2)
∣∣∣∣∣∣∣
=
1
|a1 − a2|
∣∣∣∣∣∣∣
∑
θ˜k ((a
1
k)
2 + (a2k)
2 + |a˜k|
2)
∑
θ˜k a
1
k
∑
θ˜k a
2
k∑
θ˜k a
1
k
∑
θ˜k(1 + (a
2
k)
2 + |a˜k|
2) −
∑
θ˜k a
1
k a
2
k∑
θ˜k a
2
k −
∑
θ˜k a
1
k a
2
k
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2)
∣∣∣∣∣∣∣ .
Expanding the 3× 3 determinate,
D =
1
|a1 − a2|
(∑
θ˜k ((a
1
k)
2 + (a2k)
2 + |a˜k|
2) ·
∑
θ˜k(1 + (a
2
k)
2 + |a˜k|
2) ·
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2)
(4.35)
− 2
∑
θ˜k a
1
k ·
∑
θ˜k a
2
k ·
∑
θ˜k a
1
k a
2
k −
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2) ·
(∑
θ˜k a
1
k
)2
−
∑
θ˜k(1 + (a
2
k)
2 + |a˜k|
2) ·
(∑
θ˜k a
2
k
)2
−
∑
θ˜k |ak|
2 ·
(∑
θ˜k a
1
k a
2
k
)2)
Let
S =
∑
θ˜k ((a
1
k)
2 + (a2k)
2 + |a˜k|
2) ·
∑
θ˜k (1 + (a
2
k)
2 + |a˜k|
2) ·
∑
θ˜k (1 + (a
1
k)
2 + |a˜k|
2).
By expanding S while grouping terms with factors
(∑
k θ˜k
)p
for similar powers of p,
S =
(∑
θ˜k
)2 (
θ˜k (a
1
k)
2 + θ˜k (a
2
k)
2 + θ˜k |a˜k|
2
)
+
∑
θ˜k ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k((a
1
k)
2 + |a˜k|
2)
+
∑
θ˜k ·
∑
θ˜k (a
2
k)
2 ·
∑
θ˜k((a
2
k)
2 + |a˜k|
2)
+ 2
∑
θ˜k ·
∑
θ˜k((a
1
k)
2 + |a˜k|
2) ·
∑
θ˜k((a
2
k)
2 + |a˜k|
2)
+
∑
θ˜k |ak|
2 ·
∑
θ˜k ((a
1
k)
2 + |a˜k|
2) ·
∑
θ˜k ((a
2
k)
2 + |a˜k|
2).
Then using∑
k
θ˜k ((a
1
k)
2 + |a˜k|
2) ·
∑
k
θ˜k ((a
2
k)
2 + |a˜k|
2) =
∑
k
θ˜k (a
1
k)
2 ·
∑
k
θ˜k (a
2
k)
2 +
∑
k
θ˜k |a˜k|
2 ·
∑
k
θ˜k |ak|
2,
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we obtain
S =
(∑
θ˜k
)2 (
θ˜k (a
1
k)
2 + θ˜k (a
2
k)
2 + θ˜k |a˜k|
2
)
+
∑
θ˜k ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k((a
1
k)
2 + |a˜k|
2)
+
∑
θ˜k ·
∑
θ˜k (a
2
k)
2 ·
∑
θ˜k((a
2
k)
2 + |a˜k|
2) + 2
∑
θ˜k ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k (a
2
k)
2
+ 2
∑
θ˜k ·
∑
θ˜k |a˜k|
2 ·
∑
θ˜k|ak|
2 +
∑
θ˜k |ak|
2 ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k (a
2
k)
2
+
∑
θ˜k |a˜k|
2 ·
(∑
θ˜k |ak|
2
)2
.
Finally, by regrouping terms,
S =
∑
θ˜k ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k(1 + (a
1
k)
2 + |a˜k|
2)(4.36)
+
∑
θ˜k ·
∑
θ˜k (a
2
k)
2 ·
∑
θ˜k(1 + (a
2
k)
2 + |a˜k|
2) + 2
∑
θ˜k ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k (a
2
k)
2
+
∑
θ˜k |ak|
2 ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k (a
2
k)
2 +
∑
θ˜k |a˜k|
2 ·
(∑
θ˜k(1 + |ak|
2)
)2
.
Hence, by substituting (4.36) into (4.35) and regrouping terms,
D =
1
|a1 − a2|
(∑
θ˜k (1 + (a
1
k)
2 + |a˜k|
2) ·
(∑
θ˜k ·
∑
θ˜k (a
1
k)
2 −
(∑
θ˜k a
1
k
)2)
+
∑
θ˜k (1 + (a
2
k)
2 + |a˜k|
2) ·
(∑
θ˜k ·
∑
θ˜k (a
2
k)
2 −
(∑
θ˜k a
2
k
)2)
+
∑
θ˜k |ak|
2
(∑
θ˜k (a
1
k)
2 ·
∑
θ˜k (a
2
k)
2 −
(∑
θ˜k a
1
k a
2
k
)2)
+ 2
(∑
θ˜k ·
∑
θ˜k (a
1
k)
2 ·
∑
θ˜k (a
2
k)
2 −
∑
θ˜k a
1
k ·
∑
θ˜k a
2
k ·
∑
θ˜k a
1
k a
2
k
)
+
∑
θ˜k |a˜k|
2 ·
(∑
θ˜k (1 + |ak|
2)
)2)
,
By Cauchy-Schwartz D ≥ 0 with D = 0 if and only if a11 = a
1
2 = · · · a
1
q, a
2
1 = a
2
2 = · · · a
2
q, and
a˜1 = a˜2 = · · · = a˜q = 0. Since a1 = a2 = · · · = aq would contradict the assumption that Mk are
not all tangent to the same plane at the origin, D > 0. Hence (4.34) implies that c11 = c
1
2 = c
2
1 = 0.
Thus cκk = 0 for all k = 1, 2, . . . , q and κ = 1, 2, . . . ,m. Therefore the system (4.21), (4.24),
and (4.28) satisfies the complementing condition in φ
1
2 − a1 ψ and φ
κ
k − a
κ
k ψ for (k, κ) 6= (1, 1).
Equivalently, the system (4.21), (4.24), and (4.28) satisfies the complementing condition in ψ and
φ
κ
k for (k, κ) 6= (1, 1). Consequently the differential system given by (4.13), (4.15), and (4.17) is
elliptic and satisfies the complementing condition at the origin.
Proof of Theorem 3.1. Recall that ψ and φκk with (k, κ) 6= (1, 1) are C
1,µ on U ∪ S and solve
a system of the form (4.16) that is elliptic and satisfies the complementing condition near the
origin. As was pointed out in [KNS78], we can establish a Schauder estimate for linear systems
of the form (4.16) that is analogous to [ADN59, Lemma 9.1] using a similar proof and ideas
from [ADN64] and then apply this Schauder estimate in a standard difference quotient argument
to show that ψ, φ1, φ2, . . . , φq are C
2,µ functions in a relatively open neighborhood of the origin in
U ∪ S. By Theorem 6.8.2 of [Mor66], if (N, g) is a smooth (real-analytic) Riemannian manifold
then ψ, φ1, φ2, . . . , φq are smooth (real-analytic) functions near the origin in U ∪ S. It follows that
u1, . . . , us are smooth (real-analytic) on Ω+∪γ near the origin, us+1, us+2, . . . , uq are smooth (real-
analytic) on Ω− ∪ γ near the origin, and Γ = {(y
′, ψ(y′, 0), φ2(y
′, 0)) : y′ = (y1, . . . , yn−1) ∈ S} is a
smooth (real-analytic) (n− 1)-dimensional submanifold near the origin. 
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5. Regularity for mean curvature flow
5.1. Setup. In this section we will prove our main regularity result for mean curvature flow, The-
orem 3.3. Let N , {Vt}t∈I , {Mk,t}t∈I , and {Γt}t∈I be as in the statement of Theorem 3.3. We want
to use a setup similar to Subsection 4.1 to represent the submanifolds Mk,t in the statement of
Theorem 3.3 as graphs of solutions uk,t of the mean curvature flow system; however, we need to
modify this setup slightly since Mk,t and Γt are evolving with time. Recall that N is smoothly
embedded (n + l)-dimensional submanifold of Rn+m. Assume that 0 ∈ N and N is tangent to
R
n+l × {0} at the origin. Let Ω be a connected open set in Rn containing the origin. Let {γt}t∈I
be a C2+µpara one-parameter family of (n − 1)-dimensional submanifolds of Ω such that 0 ∈ γ0, γ0
is tangent to Rn−1 × {0} at 0, and for each t ∈ I the open set Ω \ γt has exactly two connected
components, Ωt,+ and Ωt,−. Assume that Ωt,+ and Ωt,− are continuous in time (as a family of C
2
domains of Ω) and (0, 0, . . . , 0, 1) points into Ω0,+ and out of Ω0,− at the origin. Let 2 ≤ s < q be
integers. Represent eachMk,t as the graph of a function uk(t, · ) on a domain Ωt,+ for k = 1, 2, . . . , s
and on a domain Ωt,− for k = s+1, . . . , q such that uk is in C
2+µ
para on its domain in time-space. We
will assume that uk = uk(t, · ) satisfies (4.1) for all t ∈ I so that Mk,t have a common boundary
Γt = graphu1(t, · )|γt . Letting Z = 0 and O = N ∩ (Ω×R
m), we will assume that N , Vt, Mk,t, and
Γt satisfy the hypotheses of Theorem 3.3. In particular, we will assume that Mk,t flow by mean
curvature in N , which is equivalent to
(5.1)
(
∂X
∂t
)⊥
= Hk,t(X) −
n∑
i=1
AX(τi, τi)
on Mk,t for all t ∈ I, where (·)
⊥ denotes the orthogonal projection onto the orthogonal complement
of TXMk,t in R
n+m, Hk,t is the mean curvature of Mk,t as a submanifold of R
n+m, and AX is the
second fundamental form of N from Subsection 4.1. By rewriting (5.1) using Mk,t = graphuk(t, · )
and taking the inner product of both sides of (5.1) with (−Duκ, eκ), which is normal to Mk,t, we
find that (5.1) is equivalent to uk satisfying the minimal curvature flow system,
(5.2) Dtu
κ
k =
n∑
i,j=1
Gij(Duk)Dxixju
κ
k +
n∑
i=1
H
i(x, uk,Duk)Dxiu
κ
k −H
n+κ(x, uk,Duk)
on Ωt,+ for k = 1, 2, . . . , s and on Ωt,− for k = s+ 1, . . . , q for all t ∈ I and κ = 1, 2, . . . ,m, where
G(p) = (Gij(p))i,j=1,...,n, G(p)
−1 = (Gij(p))i,j=1,...,n, and H
κ(x, z, p) are as defined in Subsection
4.1. We will assume that Mk = Mk,t satisfy (2.2) for all t ∈ I and the submanifolds M0,k are not
all tangent to the same n-dimensional plane at the origin. In place of (4.2), (4.5), and (4.6) we will
assume that
uk(0, 0) = 0, Dxiuk(0, 0) = 0 for i = 1, . . . , n− 1 for all k = 1, 2, . . . , q,(5.3)
Dxnu
1
1(0, 0) > Dxnu
1
2(0, 0),(5.4)
Dxnu
κ
1(0, 0) = Dxnu
κ
2(0, 0) = 0 for κ = 2, 3, . . . ,m.(5.5)
We will assume that uk = uk(t, · ) satisfies (4.9) and (4.10) for all t ∈ I for a function ψ which will
be determined in Subsection 5.2 below.
5.2. Partial hodograph transformation. We define a partial hodograph transformation similar
to the one in Section 4 by
τ = t, yi = xi for i = 1, . . . , n− 1, yn = w(t, x) = u
1
1(t, x)− u
1
2(t, x)
mapping Ωt,+ and γt into {y ∈ R
n : yn > 0} and {y ∈ R
n : yn = 0} respectively. For some ε > 0,
the image of Ωt,+ and γt contain U = {y ∈ Bε(0) : yn > 0} and S = {y ∈ Bε(0) : yn = 0}
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respectively for all t ∈ (−ε, ε) ⊆ I. Reducing I if necessary, assume I = (−ε, ε). Let
t = τ, xi = yi for i = 1, . . . , n − 1, xn = ψ(τ, y) for τ ∈ I, y ∈ U ∪ S
denote the inverse transformation of τ = t, yi = xi for i = 1, . . . , n− 1, and yn = w(t, x), which by
(5.4) exists provided ε is sufficiently small. We also define the transformation
t = τ, xi = yi for i = 1, . . . , n− 1, xn = ψ(τ, y)− Cyn
mapping U into Ωτ,− for all τ ∈ I, where C > 0 is a constant such that Dynψ < C on I × U and
we assume that ε is sufficiently small.
Let
φk(τ, y) = uk(τ, y
′, ψ(τ, y)) on I × (U ∪ S) for k = 1, 2, 3, . . . , s,
φk(τ, y) = uk(τ, y
′, ψ(τ, y) − Cyn) on I × (U ∪ S) for k = s+ 1, . . . , q.
Since Γ is the graph of ψ over S, (3.3) implies that u = u(t, · ) and ψ = ψ(t, · ) satisfy (4.9) and
(4.10) for all t ∈ I. Moreover, Theorem 3.3 will be proven if we can show that ψ, φ1, φ2, . . . , φq are
smooth (second Gervey with real analytic time slices).
We computing as in Subsection 4.2,
Dt = Dτ −
Dτψ
Dynψ
Dyn , Dxi = Dyi −
Dyiψ
Dynψ
Dyn for i < n, Dxn =
1
Dynψ
Dyn ,(5.6)
Dtw = −
Dτψ
Dynψ
, Dxiw = −
Dyiψ
Dynψ
for i < n, Dxnw =
1
Dynψ
,
if t ∈ I and x ∈ Ω+ ∪ γ and
Dt = Dτ −
Dτψ
Dynψ − C
Dyn , Dxi = Dyi −
Dyiψ
Dynψ − C
Dyn for i < n, Dxn =
1
Dynψ − C
Dyn ,(5.7)
if t ∈ I and x ∈ Ω− ∪ γ.
Under the partial hodograph transformation, (5.2) transforms to a differential system in ψ, φ1,
φ2, . . . , φq of the form
F1,κ(y, φ2,D(τ,y)ψ,D(τ,y)φ2,D
2
yψ,D
2
yφ2) = 0,(5.8)
Fk,κ(y, φk,D(τ,y)ψ,D(τ,y)φk,D
2
yψ,D
2
yφk) = 0 for k = 2, 3, . . . , q,
in I × U for κ = 1, 2, . . . ,m for some smooth (real-analytic) functions Fk,κ for k = 1, 2, . . . , q and
κ = 1, 2, . . . ,m. (4.1) on
⋃
t∈I{t}×γt transforms to (4.14) on I×S. (4.9) and (4.10) on
⋃
t∈I{t}×γt
transform to (4.15) on I × S.
5.3. General parabolic systems and the complementing condition. Consider the general
differential system in functions v1, v2 . . . , vQ of the form
Fk(τ, y, {D
α
τ D
β
y vj}j=1,...,Q,2bα+|β|≤sk+tj ) = 0 in I × U for k = 1, 2, . . . , Q,(5.9)
Φh(τ, y, {D
α
τD
β
y vj}j=1,...,Q,2bα+|β|≤rh+tj ) = 0 on I × S for h = 1, 2, . . . ,M,
where Fk and Φh are smooth real-valued functions, b ≥ 1 is an integer, and s1, . . . , sQ, t1, . . . , tQ, and
r1, . . . , rM are integer weights such that maxk sk = 0, mink,j(sk + tj) ≥ 0, and minj,h(rh + tj) ≥ 0.
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The linearization of (5.9) consists of linear operators of functions v1, . . . , vQ given by
Q∑
j=1
∑
2bα+|β|≤sk+tj
aαβkj (τ, y)D
α
τD
β
y vj =
d
dt
Fk(τ, y, {D
α
τ D
β
y vj + tD
α
τD
β
y vj})
∣∣∣∣
t=0
in I × U,
Q∑
j=1
∑
2bα+|β|≤2b+rh
bαβhj (τ, y)D
α
τD
β
y vj =
d
dt
Φr(τ, y, {D
β
y vj + tD
β
y vj})
∣∣∣∣
t=0
on I × S,
for k = 1, 2, . . . , Q and h = 1, 2, . . . ,M , where aαβkj are real-valued functions on U and b
αβ
hj are
real-valued functions on S. Let
L′kj(τ, y,Dτ ,Dy) =
∑
2bα+|β|=sk+tj
aαβkj (τ, y)D
α
τ D
β
y for (τ, y) ∈ I × U,
B′hj(τ, y,Dτ ,Dy) =
∑
2bα+|β|=2b+rh
bαβhj (τ, y)D
α
τ D
β
y for (τ, y) ∈ I × S,
for j = 1, 2, . . . , Q, k = 1, 2, . . . , Q, and h = 1, 2, . . . ,M so that
∑Q
j=1 L
′
kj(τ, y,Dτ ,Dy) vj and∑Q
j=1B
′
hj(τ, y,Dτ ,Dy) vj are the principle parts of the linearization of (5.9). Following [Sol65],
in particular Chapter 1 and Theorem 2.1, we define parabolic systems and the corresponding
complementing condition as follows. We say (5.9) is parabolic at (τ, y) = (τ0, y0) if there exists
δ > 0 such that the linear system
Q∑
j=1
L′kj(τ0, y0,Dτ ,Dy) vj = 0 in R× R
n for k = 1, 2, . . . , Q
has no nontrivial complex-valued solutions of the form vj = cj e
ρτ+iξ·y for some ξ ∈ Rn and ρ ∈ C
with Re(ρ) ≤ −δ|ξ|2b and cj ∈ C for j = 1, 2, . . . , Q. It follows from the definition of a parabolic
system that
∑Q
j=1(sj + tj) = 2bR for some integer R ≥ 1. Assuming (5.9) is parabolic at the
(τ, y) = (τ0, y0), we say (5.9) satisfies the complementing condition at (τ, y) = (τ0, y0) if M = bR
and there exists δ1 ∈ (0, δ) such that the system
Q∑
j=1
L′kj(τ0, y0,Dτ ,Dy) vj = 0 in R× {y : yn > 0} for k = 1, 2, . . . , Q,
Q∑
j=1
B′hj(τ0, y0,Dτ ,Dy) vj = 0 on R× {y : yn = 0} for h = 1, 2, . . . , bR,
has no nontrivial, complex-valued solutions vj(τ, y
′, yn) = e
ρτ+iξ′·y′ vj(0, 0, yn) that is exponentially
decaying as yn → +∞ for some ρ ∈ C and ξ
′ ∈ Rn−1 with (ρ, ξ′) 6= (0, 0) and Re(ρ) ≥ −δ1|ξ
′|2b.
5.4. Checking parabolicity and the complementing condition. Now consider the differential
system in ψ and φκk with (k, κ) 6= (1, 1) given by (5.8) on I × U , (4.15) on I × S, and (4.17) on
I × S with weights b = 1, s = 0 for the equations of (4.15), t = 2 for the functions ψ and φκk with
(k, κ) 6= (1, 1), r = −1 for the equations of (4.15), and r = −2 for the equations of (4.17). In order
to apply parabolic regularity to prove Theorem 3.3, we must show that this differential system is
parabolic and satisfies the complementing condition at the origin.
Let ak = Dxnuk(0) for k = 1, 2, . . . , q. Recall that (4.18) holds true with 0 denoting the origin in
time-space. First, we want to linearize and take the principle part of (5.8) at the origin. Consider
the equation for k = 2 in (5.8). Recall that by (4.2), Gii(Du2(0)) = 1 for i = 1, 2, . . . , n − 1,
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Gnn(Du2(0)) = 1+ |a2|
2, and Gij(Du2(0)) = 0 for i 6= j. Thus linearizing and taking the principle
part of (5.2) yields
(5.10) Dtu
κ
k =
n−1∑
i=1
Dxixiu
κ
k +
1
1 + |a2|2
Dxnxnu
κ
k = 0 on R× {y : yn > 0}
for k = 1, 2, . . . , q and κ = 1, 2, . . . ,m, where Dtuκk and Dxixiu
κ
k for i = 1, 2, . . . , n we let denote
the result of rewriting Dtu
κ
k and Dxixiu
κ
k respectively as functions of y and then computing their
linearization and principle part at the origin. Using (5.6), (5.7), and (4.18), we compute that
Dtu2 = Dτφ2 −Dτψ
Dynφ2(0)
Dynψ(0)
= Dt(φ2 − a2 ψ)
and similarly compute Dtuk for k 6= 2 and we compute Dxixiuk like in Subsection 4.4, see (4.20).
Substituting into (5.10),
Dt(φ
1
2 − a
1
1 ψ) =
n−1∑
i=1
Dyiyi(φ
1
2 − a
1
1 ψ) +
|a1 − a2|
2
1 + |a1|2
Dynyn(φ
1
2 − a
1
1 ψ),(5.11)
Dt(φ
κ
k − a
κ
k ψ) =
n−1∑
i=1
Dyiyi(φ
κ
k − a
κ
k ψ) +
|a1 − a2|
2
1 + |ak|2
Dynyn(φ
κ
k − a
κ
k ψ) if (k, κ) 6= (1, 1), k ≤ s,
Dt(φ
κ
k − a
κ
k ψ) =
n−1∑
i=1
Dyiyi(φ
κ
k − a
κ
k ψ) +
|a1 − a2|
2
(1− C|a1 − a2|)2(1 + |ak|2)
Dynyn(φ
κ
k − a
κ
k ψ) if k > s,
in R×{y : yn > 0}. (5.11) is obviously an parabolic system in φ
1
2− a
1
1 ψ and φ
κ
k − a
κ
k ψ for (k, κ) 6=
(1, 1). In particular, if φ
1
2 − a
1
1 ψ = c
1
1 e
ρτ+iξ·y and φ
κ
k − a
κ
k ψ = c
κ
k e
ρτ+iξ·y, where (k, κ) 6= (1, 1),
solve (5.11) for ξ ∈ Rn, ρ ∈ C, and cκk ∈ C not all zero, then
ρ = −ξ21 − · · · − ξ
2
n−1 −
|a1 − a2|
2
1 + |ak|2
ξ2n for some k ∈ {1, 2, . . . , s} or
ρ = −ξ21 − · · · − ξ
2
n−1 −
|a1 − a2|
2
(1− C|a1 − a2|)2 (1 + |ak|2)
ξ2n for some k ∈ {s+ 1, . . . , q}.
Thus in the definition of parabolic systems we may choose
δ < min{1} ∪
{
|a1 − a2|
2
1 + |ak|2
: k = 1, 2, . . . , s
}
∪
{
|a1 − a2|
2
(1− C|a1 − a2|)2 (1 + |ak|2)
: k = s+ 1, . . . , q
}
.
To check the complementing condition, it suffices to consider solutions to (5.11) of the form
(5.12) φ
1
2 − a
1
1 ψ = c
1
1 e
ρτ+iξ′·y′−λ11yn , φ
κ
k − a
κ
k ψ = c
κ
k e
ρτ+iξ′·y′−λκkyn for (k, κ) 6= (1, 1),
where ρ ∈ C and ξ′ ∈ Rn−1 with (ρ, ξ′) 6= (0, 0) and Re ρ ≥ −δ1|ξ
′|2 for some δ1 ∈ (0, δ), ck ∈ C,
and Reλκk > 0. It is readily computed using (5.11) that
λκk =
√
(1 + |ak|2) (ρ+ |ξ′|2)
|a1 − a2|
if k ≤ s,(5.13)
λκk =
(C |a1 − a2| − 1)
√
(1 + |ak|2) (ρ+ |ξ′|2)
|a1 − a2|
if k > s.
Recall that the linearization of (4.14) is (4.24) and the linearization of (4.15) is (4.28). Substituting
(5.12), where λκk are given by (5.13), into (4.24) and (4.28) yields (4.26), (4.29), and (4.30). By the
argument in Section 4, the only solution to (4.26), (4.29), and (4.30) is cκk = 0 for all k = 1, 2, . . . , q
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and κ = 1, 2, . . . ,m. Therefore, the system (5.11), (4.24), and (4.28) satisfies the complementing
condition in φ
1
2 − a1 ψ and φ
κ
k − a
κ
k ψ for (k, κ) 6= (1, 1). Consequently, the differential system in ψ
and φκk for (k, κ) 6= (1, 1) given by (5.8) on I ×U , (4.15) on I × S, and (4.17) on I × S is parabolic
and satisfies the complimenting condition.
Proof of Theorem 3.3 in the case N is smooth. Recall that ψ and φκk with (k, κ) 6= (1, 1) solve a
system of the form (5.9) that is parabolic and satisfies the complementing condition near the
origin. We can iteratively apply the estimates of [Sol65, Theorem 4.11] in a standard difference
quotient argument to show that if ψ, φ1, φ2, . . . , φq ∈ C
k+µ
para(I× (U ∪S)) for some integer k ≥ 2 then
Dψ,Dφ1,Dφ2, . . . ,Dφq ∈ C
k+µ
para(I × (U ∪ S)) and thus, noting the continuous embedding C
k+µ
para ⊂
Ck−1+µpara , ψ, φ1, φ2, . . . , φq ∈ C
k+1+µ
para (I×(U ∪S)). Therefore, ψ, φ1, φ2, . . . , φq are smooth in I×(U ∪
S). It follows that u1, . . . , us are smooth near the origin in
⋃
t∈I{t}× (Ωt,+ ∪ γt), us+1, us+2, . . . , uq
are smooth near the origin in
⋃
t∈I{t} × (Ωt,− ∪ γt), and Γt = {(t, y
′, ψ(t, y′, 0), φ2(t, y
′, 0)) : t ∈
I, y′ = (y1, . . . , yn−1) ∈ S} is smooth near the origin. 
6. Gevrey regularity of parabolic systems
We will now complete the proof of Theorem 3.3 by showing that when N is real-analytic, ψ
and φκk from Section 5 are second Gevrey and real-analytic on each time-slice. This will essentially
follow the arguments of [Fri58]. However, we must slight modify of the arguments of [Fri58] to
account for the fact that the derivatives of τ and y are weighted differently. In particular, we
treat the combinatorial aspects of the argument using (6.13) below. We in fact prove the following
general result:
Theorem 6.1. Let I = (−ρ20, ρ
2
0), U = Bρ0(0) ∩ {y : yn > 0}, and S = Bρ0(0) ∩ {y : yn = 0}
for ρ0 > 0. Suppose v1, v2 . . . , vQ ∈ C
∞(I × (U ∪ S)) are solutions to the differential system (5.9)
for some smooth real-valued functions Fk and Φh and integers b ≥ 1, s1, . . . , sQ, t1, . . . , tQ, and
r1, . . . , rM such that maxk sk = 0, mink,j(sk + tj) ≥ 0, maxh rh ≤ −1, and minj,h(rh + tj) ≥ 0.
Assume b divides each sk and tj . Then for every I
′ ⊂⊂ I and U ′ ⊂⊂ U there exists constants
Ĥ0, Ĥ ∈ (0,∞) such that
(6.1) sup
I′×U ′
|DατD
β
y vj| ≤ (2bα+ |β|)! Ĥ0 Ĥ
2bα+|β|
for all α, β, and j = 1, 2, . . . , Q (Ĥ0 and Ĥ are independent of α and β.) In particular, each vj is
locally Gevrey class 2b in I × U and each vj(t, · ) is locally real-analytic in U for each t ∈ I.
By scaling, we may assume that ρ0 = 1 and that v1, v2 . . . , vQ ∈ C
∞(I × U). For each τ0 ∈ R,
y0 ∈ R
n, and ρ > 0, let
Qρ(τ0, y0) = (τ0 − ρ
2b, τ0 + ρ
2b)×Bρ(y0), Q
+
ρ (τ0, y0) = Qρ(τ0, y0) ∩ {(τ, y) : yn ≥ 0}.
By reordering the equations of (5.9), assume that t1 = maxj tj and note that maxk(−sk) ≤ t1 and
maxh(−rh) ≤ t1. Since vj ∈ C
∞(I × U), for some constant 1 ≤ H0 <∞,
(6.2) ‖DατD
β
y vj‖L∞(Q+1 (0,0))
≤ H0
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for all 2bα + |β| ≤ tj + 2t1 + 4 + 6b. We will show that there exists a constant 1 ≤ H < ∞ such
that (
1− ϑ
2bα + |β| − tj
)− 2b+n
6bn
‖DατD
β
y vj‖L6bn(Q+ 1−ϑ
2bα+|β|−tj
(τ0,y0))
(6.3)
≤ (2bα+ |β| − tj − 2)!H0H
2bα+|β|−tj−2−2b (1− ϑ)−2bα−|β|+tj
for all 2bα+ |β| > tj +2t1+4+6b, ϑ ∈ (0, 1), and (τ0, y0) ∈ Q
+
ϑ (0, 0). (H0 and H are independent
of α, β, and ϑ.) We consider the L6bn norm with 6bn chosen large enough that we could use the
Sobolev embedding W 1,6bn →֒ L∞ and the L6bn parabolic estimates (6.7) and (6.8) below. We will
prove (6.3) by induction.
Having proven (6.3), by the Sobolev embedding theorem we will obtain L∞ estimates on the
derivatives of vj . In particular, there exists a constant H0 ≤ H˜0 <∞ such that if ν > 2t1 + 4+ 6b
and vj satisfies (6.2) and (6.3) whenever 2bα+ |β| ≤ tj + ν + 2b, then
(6.4) ‖DατD
β
y vj‖L∞(Q+ϑ (0,0))
≤ (ν − 2)! H˜0H
ν−2 (1− θ)−ν
whenever tj + 2 < 2bα + |β| = tj + ν (where H˜0 is independent of ν and ϑ). To see this, it
suffices to bound ‖DατD
β
y vj‖L∞(Q+
(1−ϑ)/ν
(τ0,y0))
for each (τ0, y0) ∈ Q
+
ϑ (0, 0) with either y0 ∈ S or
dist(y0, S) ≥ (1− ϑ)/ν. By the Sobolev embedding theorem, for 2bα+ |β| = tj + ν,
‖DατD
β
y vj‖L∞(Q+
(1−ϑ)/ν
(τ0,y0))
≤ C(n, b)
∑
γ+|ζ|≤1
(
1− ϑ
ν
)2bγ+|ζ|− 2b+n
6bn
‖Dα+γτ D
β+ζ
y vj‖L6bn(Q+
(1−ϑ)/ν
(τ0,y0))
.
Thus by (6.2) and(6.3) (together with a covering argument),
|DατD
β
y vj(τ0, y0)| ≤ C(n, b)
∑
γ+|ζ|≤1
(
1− ϑ
ν
)2bγ+|ζ|
(ν + 2bγ + |ζ| − 2)!
·H0H
ν+2bγ+|ζ|−2b−2 (1− ϑ)−ν−2bγ−|ζ|
≤ (ν − 2)! H˜0H
ν−2 (1− θ)−ν,
choosing H˜0 = C(n, b)H0.
Let DpτD
q
yv denote any derivative of the function v of the form D
p
τD
β
y v for |β| = q, as opposed
to the matrix of all such derivatives. By differentiating (5.9) with respect to τ ,
Q∑
j=1
L′kjDτvj =
Q∑
j=1
∑
2bα+|β|=sk+tj
aαβkj D
α
τD
β
yDτvj = fk in I × U for k = 1, . . . , Q,(6.5)
Q∑
j=1
B′hjDτvj =
Q∑
j=1
∑
2bα+|β|=rh+tj
bαβhjD
α
τD
β
yDτvj = ϕh on I × S for h = 1, . . . , bR,
where L′kj and B
′
hr are the operators for the principle part of the linearization of (5.9), and a
αβ
kj ,
bαβkj , fk, and ϕh are smooth functions of (τ, y). a
αβ
kj and fk can be expressed in terms of Fk and
Dα
′
τ D
β′
y vj′ for 2b|α
′| + |β′| ≤ sk + tj′. b
αβ
hj and ϕh can be expressed in terms of Φh and D
α′
τ D
β′
y vj′
for 2b|α′| + |β′| ≤ rh + tj′ . Extend Φh(τ, y, {z
αβ
j }) to a function of τ ∈ I, y ∈ U ∪ S, and {z
αβ
j }
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that is independent of yn so that b
αβ
hj and ϕh extend to functions of τ ∈ I and y ∈ U ∪ S. By
differentiating (6.5) by Dp−1τ D
q
y,
Q∑
j=1
L′kjD
p
τD
q
yvj = −
Q∑
j=1
p−1∑
λ=2
q∑
σ=0
∑
2bα+|β|=sk+tj
(
p− 1
λ
)(
q
σ
)
DλτD
σ
y a
αβ
kj D
p−1−λ+α
τ D
q−σ+|β|
y vj(6.6)
+Dp−1τ D
q
yfk ≡ gk in I × U for k = 1, . . . , Q,
Q∑
j=1
B′hjD
p
τD
q
yvj = −
Q∑
j=1
p−1∑
λ=2
q∑
σ=0
∑
2bα+|β|=rh+tj
(
p− 1
λ
)(
q
σ
)
DλτD
σ
y b
αβ
hj D
p−1−λ+α
τ D
q−σ+|β|
y vj
+Dp−1τ D
q
yϕh ≡ ψh on I × S for h = 1, . . . , bR,
for every integer p ≥ 1 and q ≥ 0, where recall that DλτD
σ
y a
αβ
kj for instance means any derivative
of order λ in τ and σ in y of aαβkj and thus the first sum of (6.6) means sum over
(
p−1
λ
)(
q
σ
)
terms
consisting of a derivative of order λ in τ and σ in y of aαβkj times a derivative of order p−1−λ+α in
τ and q−σ+ |β| in y of vj , with the particular derivatives possibly differing for each term. (This is
useful notation adopted from [Fri58].) Note that if instead p = 0 and q ≥ 1, we obtain expressions
similar to (6.5) and (6.6) by differentiating (5.9) by Dy and then by D
q−1
y .
We want to bound DpτD
q
yvj using the estimates of [Sol65] for solutions to the linear parabolic
systems corresponding to the operators L′kj and B
′
hj. Suppose vj are smooth solutions to L
′
kjvj = gk
in I ×U for k = 1, . . . , Q and B′hjvj = ψh on I ×S for h = 1, . . . , bR for some gk, ψh ∈ C
∞(I ×U).
If vj = gk = ψh = 0 in an open neighborhood of ∂(I × U) \ (I × S), then by [Sol65, Theorems 5.1
and 5.7],
Q∑
j=1
∑
2bα+|β|=tj
‖DατD
β
y vj‖L6bn(Q+1 )
≤ C
 Q∑
j=1
‖vj‖L6bn(Q1)(6.7)
+
Q∑
k=1
∑
2bα+|β|≤−sk
‖DατD
β
y gk‖L6bn(Q+1 )
+
bR∑
h=1
∑
2bα+|β|≤−rh
‖DατD
β
yψh‖L6bn(Q+1 )

for some constant C ∈ (0,∞) depending only on n, b, Q, R, and the operators Lkj, Bhj and their
weights rh, sk, tj. Moreover, if vj = gk = ψh = 0 on an open neighborhood of I × S, we may drop
the last sum in (6.7).
Now let τ0 ∈ I, y0 ∈ U ∪ S, and ρ, δ > 0 such that Q
+
ρ+δ(τ0, y0) ⊆ Q
+
1 (0, 0). Let χ ∈ C
∞(R1+n)
be a smooth function such that 0 ≤ χ ≤ 1, χ = 1 on Qρ(τ0, y0), χ = 0 on R
1+n \ Qρ+δ(τ0, y0),
and |DατD
β
yχ| ≤ C(n, b, α, β) δ−2bα−|β| for 2bα + |β| ≤ t1. For instance, fix χ0 ∈ C
∞(R) such that
0 ≤ χ0 ≤ 1, χ0 = 1 on (−∞, 0], and χ0 = 0 on [1,∞) and let
χ(τ, y) = χ0
(
|τ − τ0| − ρ
2b
(ρ+ δ)2b − ρ2b
)
χ0
(
|x− x0| − ρ
δ
)
so that
|DατD
β
yχ(τ, y)| ≤ C(χ0, α, β) ((ρ + δ)
2b − ρ2b)−α δ−|β| ≤ C(χ0, α, β) δ
−2bα−|β|
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since (ρ+ δ)2b − ρ2b ≥ δ2b. If vj are smooth solutions to L
′
kjvj = gk in I × U for k = 1, . . . , Q and
B′hjvj = ψh on I × S for h = 1, . . . , bR, then
L′kj(χvj) = χgk + L
′
kj(χvj)− χL
′
kjvj in I × U for k = 1, . . . , Q,
B′hj(χvj) = χψh +B
′
hj(χvj)− χB
′
hjvj on I × S for h = 1, . . . , bR,
where L′kj(χvj)−χL
′
kjvj as an operator of vj has order < sk+ tj and B
′
hj(χvj)−χB
′
hjvj has order
< rh + tj. Hence by (6.7) with χvj in place of vj,
Q∑
j=1
∑
2bα+|β|=tj
‖DατD
β
y vj‖L6bn(Q+ρ (τ0,y0))(6.8)
≤ C
 Q∑
j=1
∑
2bα+|β|<tj
δ−tj+2bα+|β|‖DατD
β
y vj‖L6bn(Q+ρ+δ(τ0,y0))
+
Q∑
k=1
∑
2bα+|β|≤−sk
δsk+2bα+|β|‖DατD
β
y gk‖L6bn(Q+ρ+δ(τ0,y0))
+
bR∑
h=1
∑
2bα+|β|≤−rh
δrh+2bα+|β|‖DατD
β
yψh‖L6bn(Q+ρ+δ(τ0,y0))

for some constant C ∈ (0,∞) is a constant depending only on n, b, Q, R, and the operators Lkj, Bhj
including their weights and the norms ‖aαβkj ‖Ct1(Q+1 (0,0))
and ‖bαβhj ‖Ct1 (Q+1 (0,0))
of their coefficients.
Note that the last sum in (6.8) can be dropped if Qρ+δ(τ0, y0) ⊆ Q
+
1 (0, 0).
In order to apply (6.8) with DpτD
q
yvj in place of vj , we need to bound the derivatives of a
αβ
kj , b
αβ
hj ,
fk, and ϕh. For this, we will need the following variant of [Fri58, Lemma 1]:
Lemma 6.2. Let p, q ≥ 0 and s ∈ {−t1, . . . ,−1, 0} be integers and ϑ ∈ (0, 1). Consider the
composition X(τ, y, {Dατ D
β
y vj}2bα+|β|≤s+tj ) where X is a real-analytic function and v1, v2, . . . , vQ
are smooth functions. For some constant C ∈ (0,∞) and for H ∈ [1,∞) sufficiently large depending
only on n, b, Q, s, t1, . . . , tQ, H0, and X and independent of p, q, and ϑ, the following hold true.
(i) If 2bp + q ≤ 2− s+ 4b and vj satisfies (6.2), then
(6.9)
∥∥∥DpτDqy(X(τ, y, {Dατ Dβy vj}2bα+|β|≤s+tj )∥∥∥
L∞(Q+1 (0,0))
≤ C.
(ii) If 2bp+ q > 2− s+4b and vj satisfies (6.2) and (6.3) for 2bα+ |β| ≤ 2bp+ q+ s+ tj +2b,
then ∥∥∥DpτDqy(X(τ, y, {Dατ Dβy vj}2bα+|β|≤s+tj )∥∥∥
L∞(Q+ϑ (0,0))
(6.10)
≤ C (2bp+ q + s− 2)!H2bp+q+s−2 (1− ϑ)−2bp−q−s.
(iii) If 2bp+ q > 2− s+4b and vj satisfies (6.2) and (6.3) for 2bα+ |β| ≤ 2bp+ q+ s+ tj, then(
1− ϑ
2bp+ q
)− 2b+n
6bn
∥∥∥DpτDqy(X(τ, y, {Dατ Dβy vj}2bα+|β|≤s+tj )∥∥∥
L6bn(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
(6.11)
≤ C (2bp + q + s− 1)!H2bp+q+s−2−2b (1− ϑ)−2bp−q−s
for all (τ0, y0) ∈ Q
+
ϑ (0, 0).
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Cases (i), (ii), and (iii) in Lemma 6.2 will allow us to bound both L6bn and L∞ norms of
derivatives of compositions. As we will see below, this will allow us to bound products of derivatives
of aαβkj (or b
αβ
hj ) and vj using Lemma 6.2 and the Ho¨lder inequality ‖fg‖L6bn ≤ ‖f‖L∞‖g‖L6bn .
In order to prove and apply Lemma 6.2, it will be useful to first make the following preliminary
observation. For all integers m,n ≥ 0 and 0 ≤ k ≤ m+n (m and n distinct from the dimensions m
and n above), we can fill m+ n slots with k items, ignoring order, by filling the first m slots with
i items and filling the remaining n slots the remaining items and thus we obtain the combinatorial
identity
(6.12)
min{m,k}∑
i=max{0,k−n}
(
m
i
)(
n
k − i
)
=
(
m+ n
k
)
.
We claim that using (6.12) we can show that for arbitrary integers m,n ≥ 0 with 2bm+ n ≥ 4,∑
0≤i≤m, 0≤j≤n, 2≤2bi+j≤2bm+n−2
(2bi+ j − 2)! (2b(m − i) + n− j − 2)!
i! j! (m − i)! (n − j)!
(6.13)
≤ 2π2
(2bm+ n− 2)!
m!n!
By multiplying both sides by m!n!, we see that we want to bound the quantity
S =
∑
0≤i≤m, 0≤j≤n, 2≤2bi+j≤2bm+n−2
(
m
i
)(
n
j
)
(2bi+ j − 2)! (2b(m − i) + n− j − 2)!
above by 2π2 (2bm+ n− 2)!. Using the change of variable k = 2bi+ j,
S =
2bm+n−2∑
k=2
∑
max{0,(k−n)/2b}≤i≤min{m,k/2b}
(
m
i
)(
n
k − 2bi
)
(k − 2)! (2bm + n− k − 2)! .
By (6.12),
S ≤
2bm+n−2∑
k=2
∑
max{0,(k−n)/2b}≤i≤min{m,k/2b}
(
2bm
2bi
)(
n
k − 2bi
)
(k − 2)! (2bm + n− k − 2)!(6.14)
≤
2bm+n−2∑
k=2
(
2bm+ n
k
)
(k − 2)! (2bm + n− k − 2)! .
≤
2bm+n−2∑
k=2
(2bm+ n)!
(k − 1)2(2bm+ n− k − 1)2
.
Using the identity
∑∞
k=2(k − 1)
−2 = π2/6 and N(N−1)(N−2)2 ≤ 3 for N ≥ 4, we obtain for every integer
N ≥ 4 that
N−2∑
k=2
N !
(k − 1)2 (N − k − 1)2
=
N−2∑
k=2
N !
(N − 2)2
(
1
k − 1
+
1
N − k − 1
)2
(6.15)
≤
4N !
(N − 2)2
N−2∑
k=2
1
(k − 1)2
≤ 2π2 (N − 2)! .
By combining (6.14) and (6.15) with N = 2bm+ n, we obtain (6.13).
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Proof of Lemma 6.2. Observe that for arbritrary smooth functions Ψ(τ, y, {zαβj }2bα+|β|≤s+tj ) and
wαβj (τ, y), D
p
τD
q
y(Ψ(τ, y, {w
αβ
j }2bα+|β|≤s+tj )) is a linear combination of terms of the form
(6.16) Dγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ ·
k∏
i=1
Dγiτ D
ζi
y w
αiβi
ji
,
with nonnegative integer coefficients, where 2bαi + |βi| ≤ s+ tji for i = 1, 2, . . . , k, γi + |ζi| ≥ 1 for
i = 1, 2, . . . , k,
∑k
i=0 γi = p, and
∑k
i=0 |ζi| = q and we allow k = 0 to include the terms D
p
τD
q
yΨ.
(i) follows from taking the L∞-norm of (6.17) with Ψ = X and wαβj = D
α
τD
β
y vj and applying
(6.2). It suffices to use (6.2) here since we only consider DατD
β
y vj for 2bα+ |β| ≤ s+ tj +2bp+ q ≤
tj + 2 + 4b.
To prove (ii) and (iii), we need more precise bounds, which we will obtain using majorants. Let
the function Ψ(τ, y, {zαβj }2bα+|β|≤s+tj) be the majorant corresponding to X such that
(6.17) ‖DγX‖L∞ ≤ D
γΨ(0) for 1 ≤ |γ| ≤ p+ q
whenever 1 ≤ |γ| ≤ p+q. Select majorants wαβj (τ, y) corresponding to D
α
τD
β
y vj such that w
αβ
j (0) =
0 and
(6.18) (1− ϑ)max{2bα+|β|+2bγ+|ζ|−tj ,0} ‖Dα+γτ D
β+ζ
y vj‖L∞(Q+ϑ (0,0))
≤ DγτD
ζ
yw
αβ
j (0)
whenever 2bα+ |β| ≤ s+ tj and 1 ≤ 2bγ+ |ζ| ≤ 2bp+ q. By (6.17), (6.18), and 2bp+ q ≥ −s, when
k ≥ 1,
(1− ϑ)2bp+q+s
∥∥∥∥∥Dγ0τ Dζ0y Dzα1β1j1 · · ·Dzαkβkjk X ·
k∏
i=1
Dγiτ D
ζi
y v
αiβi
ji
∥∥∥∥∥
L∞(Q+ϑ )
≤ (1− ϑ)2bp+q+sDγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ(0) ·
k∏
i=1
(1− ϑ)−max{s+2bγi+|ζi|,0}Dγiτ D
ζi
y w
αiβi
ji
(0)
≤ Dγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ(0) ·
k∏
i=1
Dγiτ D
ζi
y w
αiβi
ji
(0),
where 2bαi + |βi| ≤ s+ tji , γi + |ζi| ≥ 1,
∑k
i=0 γi = p, and
∑k
i=0 |ζi| = q. The case k = 0 is similar.
Therefore, by direct comparison via (6.16),
(6.19) (1− ϑ)2bp+q+s
∥∥∥DpτDqy(X(τ, y, {Dατ Dβy vj}))∥∥∥
L∞(Q+ϑ )
≤ DpτD
q
y(Ψ(τ, y, {w
αβ
j }))
∣∣∣
τ=0, y=0
.
We choose Ψ and w as follows. Set ξ = y1+ · · ·+ yn. By (6.2) and (6.4), we can choose w
αβ
j = w
given by
(6.20) w = H˜0ξ +
∑
2≤2bi+j≤2bp+q
(2bi+ j − 2)!
i! j!
H˜0H
max{2bi+j+s−2,0}τ iξj
so that (6.18) holds true. We can choose Ψ = Ψ
(
τ + y1 + · · ·+ yn,
∑
j,α,β z
αβ
j
)
. Since X is real-
analytic, for some constants 1 ≤ K0,K <∞,
sup |Dγ(τ,y)D
ζ
zX| ≤ (max{|γ| − 2, 0})! (max{|ζ| − 2, 0})!K0K
|γ|+|ζ| for all γ, ζ,
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where z = {zαβj }2bα+|β|≤s+tj , and thus we can choose
Ψ = K0K(τ + ξ) +K0KNw +K0K
2N(τ + ξ)w +
p+q∑
i=2
K0K
i
(i− 1)2
(τ + ξ)i(1 +KNw)(6.21)
+
p+q∑
j=2
K0K
j
(j − 1)2
(1 +Kτ +Kξ)(Nw)j +
p+q∑
i,j=2
K0K
i+j
(i− 1)2(j − 1)2
(τ + ξ)i(Nw)j ,
so that (6.17) holds true, where N equals the total numbers of entries of {zαβj }2bα+|β|≤s+tj and
depends only on n, s, and t1, . . . , tQ.
By inductively multiplying w by itself using (6.13), for some constant 1 ≤ C0 <∞,
(6.22) wk << H˜k0 ξ
k +
∑
k+1≤2bi+j≤2bp+q
(2bi+ j − 2)!
i! j!
Ck−10 H˜
k
0H
max{2bi+j+s−k−1,0}τ iξj
for k = 1, 2, . . . , 2bp + q, where f << g means DiτD
j
ξf(0) ≤ D
i
τD
j
ξg(0) for all 0 ≤ i ≤ p and
0 ≤ j ≤ q not both zero. To see this, observe that (6.22) clearly holds true when k = 1 and for the
induction step, using (6.13) and j2bi+j−2 ≤ 3 if i, j ≥ 0 and 2bi+ j ≥ 3, we have for k ≥ 1
wk+1 <<
H˜0ξ + ∑
2≤2bi+j≤2bp+q
(2bi+ j − 2)!
i! j!
H˜0H
max{2bi+j+s−2,0}τ iξj

·
H˜k0 ξk + ∑
k+1≤2bi+j≤2bp+q
(2bi+ j − 2)!
i! j!
Ck−10 H˜
k
0H
max{2bi+j+s−k−1,0}τ iξj

<< H˜k+10 ξ
k+1 +
∑
k+2≤2bi+j≤2bp+q
(2bi+ j − 3)!
i! (j − 1)!
Ck−10 H˜
k+1
0 H
max{2bi+j+s−k−2,0}τ iξj
+
∑
k+2≤2bi+j≤2bp+q
(2bi + j − k − 2)!
i! (j − k)!
H˜k+10 H
max{2bi+j+s−k−2,0}τ iξj
+
∑
k+3≤2bi+j≤2bp+q
∑
0≤r≤i, 0≤l≤j, 2≤2br+l≤2bi+j−k−1
(2br + l − 2)!(2bi − 2br + j − l − 2)!
r! l! (i − r)! (j − l)!
· Ck−10 H˜
k+1
0 H
max{2bi+j+s−k−3,0}τ iξj
<< H˜k+10 ξ
k+1 +
∑
k+2≤2bi+j≤2bp+q
(2bi+ j − 2)!
i! j!
(3Ck−10 + 3
k + 2π2Ck−10 )
· H˜k+10 H
max{2bi+j+s−k−2,0}τ iξj
<< H˜k+10 ξ
k+1 +
∑
k+2≤2bi+j≤2bp+q
(2bi+ j − 2)!
i! j!
Ck0 H˜
k+1
0 H
max{2bi+j+s−k−2,0}τ iξj
if we choose C0 = 6 + 2π
2. By substituting (6.22) into (6.21),
Ψ << K0K(τ + ξ) +
p+q∑
i=2
K0K
i
(i− 1)2
(τ + ξ)i +
(
K0 +K0K(τ + ξ) +
p+q∑
i=2
K0K
i
(i− 1)2
(τ + ξ)i
)
·
KNH˜0ξ + ∑
2≤2bk+l≤2bp+q
(2bk + l − 2)!
k! l!
KNH˜0H
max{s+2bk+l−2,0}τkξl +
p+q∑
j=2
KjN jH˜j0
(j − 1)2
ξj
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+
∑
2≤j<2bk+l≤2bp+q
(2bk + l − 2)!
(j − 1)2 k! l!
KjN jCj−10 H˜
j
0H
max{s+2bk+l−j−1,0}τkξl

Choose H such that H ≥ 2NC0KH˜0. By expanding (τ + ξ)
i and using the choice of H, (6.13),
and
∑∞
j=0 2
−j = 2,
Ψ << K0K(τ + ξ) + 2
∑
2≤i+j≤p+q
(i+ j − 2)!
i! j!
K0K
i+jτ iξj(6.23)
+
K0 +K0K(τ + ξ) + 2 ∑
2≤i+j≤p+q
(i+ j − 2)!
i! j!
K0K
i+jτ iξj

·
KNH˜0ξ +C(s) ∑
2≤2bk+l≤2bp+q
(2bk + l − 2)!
k! l!
(KNH˜0)
2−sHmax{s+2bk+l−2,0}τkξl

<< K0Kτ + 2K0KNH˜0ξ
+ C(s)
∑
2≤2bi+j≤2bp+q
(2bi + j − 2)!
i! j!
K0K
2−s(KNH˜0)
2−sHmax{s+2bi+j−2,0}τ iξj .
Therefore, by (6.19) we obtain (6.10).
To prove (iii), we will modify the above argument. Let Ψ(τ, y, {zαβj }2bα+|β|≤s+tj ) be a majorant
corresponding toX such that (6.17) holds true whenever 1 ≤ |γ| ≤ p+q. Select majorants wαβj (τ, y)
corresponding to DατD
β
y vj such that w
αβ
j (0) = 0,
(6.24) (1− ϑ)max{2bα+|β|+2bγ+|ζ|−tj ,0} ‖Dα+γτ D
β+ζ
y vj‖L∞(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
≤ DγτD
ζ
yw
αβ
j (0)
whenever 2bα+ |β| ≤ s+ tj and 1 ≤ 2bγ + |ζ| ≤ 2bp+ q − 2b, and
(1− ϑ)max{2bα+|β|+2bγ+|ζ|−tj ,0}
(
1− ϑ
2bp+ q
)− 2b+n
6bn
‖Dα+γτ D
β+ζ
y vj‖L6bn(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
(6.25)
≤ (2bp + q)H−2bDγτD
ζ
yw
αβ
j (0)
whenever 2bα+ |β| ≤ s+ tj and 2− s+ 2b ≤ 2bγ + |ζ| ≤ 2bp + q. Define the majorant w˜
αβ
j by
w˜ = w˜αβj = e
H0(τ+ξ) − 1
so that w˜(0) = 0 and
(6.26) DγτD
ζ
yw˜(0) ≤ H0
for 2bγ + |ζ| ≤ 2 − s + 2b. Consider (6.16) with k ≥ 2, noting that the cases k = 0, 1 are similar.
Assume 2bγ1 + |ζ1| ≥ 2bγi + |ζi| for all i ≥ 2. Observe that 2bγi + |ζi| > 2bp + q − 2b for at most
one i since otherwise by summing over such i we obtain 2bp+ q > 2(2bp+ q)− 4b, i.e. 2bp+ q < 4b,
contradicting 2bp + q > 2 − s + 4b. If 2bγ1 + |ζ1| ≥ 2 − s + 2b, then by (6.17), (6.24), (6.25), and
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2bp+ q ≥ −s, when k ≥ 1,
(1− ϑ)2bp+q+s
(
1− ϑ
2bp + q
)− 2b+n
6bn
∥∥∥∥∥Dγ0τ Dζ0y Dzα1β1j1 · · ·Dzαkβkjk X ·
k∏
i=1
Dγiτ D
ζi
y v
αiβi
ji
∥∥∥∥∥
L6bn(Q+1−ϑ
2bp+q
(τ0,y0))
≤ (1− ϑ)2bp+q+s‖Dγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
X‖L∞
·
(
1− ϑ
2bp + q
)− 2b+n
6bn
‖Dγ1τ D
ζ1
y v
α1β1
j1
‖L6bn(Q+1−ϑ
2bp+q
(τ0,y0))
·
k∏
i=2
‖Dγiτ D
ζi
y v
αiβi
ji
‖L∞(Q+1−ϑ
2bp+q
(τ0,y0))
≤ (2bp+ q)H−2b (1− ϑ)2bp+q+sDγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ(0)
·
k∏
i=1
(1− ϑ)−max{s+2bγi+|ζj |,0}Dγiτ D
ζi
y w
αiβi
ji
(0)
≤ (2bp+ q)H−2bDγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ(0) ·
k∏
i=1
Dγiτ D
ζi
y w
αiβi
ji
(0).
If instead 2bγi + |ζi| ≤ 2− s+ 2b for all i, then by (6.2), (6.17), and (6.26)
(1− ϑ)2bp+q+s
∥∥∥∥∥Dγ0τ Dζ0y Dzα1β1j1 · · ·Dzαkβkjk X ·
k∏
i=1
Dγiτ D
ζi
y v
αiβi
ji
∥∥∥∥∥
L∞(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
(6.27)
≤ Dγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ(0) ·Hk0
≤ Dγ0τ D
ζ0
y Dzα1β1j1
· · ·D
z
αkβk
jk
Ψ(0) ·
k∏
i=1
Dγiτ D
ζi
y w˜
αiβi
ji
(0).
By direct comparison via (6.16),
(1− ϑ)2bp+q+s
(
1− ϑ
2bp+ q
)− 2b+n
6bn
∥∥∥DpτDqy(X(τ, y, {Dατ Dβy vj}))∥∥∥
L6bn(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
(6.28)
≤ (2bp + q)H−2bDpτD
q
y(Ψ(τ, y, {w
αβ
j }))
∣∣∣
τ=0, y=0
+ C(n, b)DpτD
q
y(Ψ(τ, y, {w˜
αβ
j }))
∣∣∣
τ=0, y=0
.
We can choose Ψ by (6.21). Choose w by (6.20) with eH˜0 in place of H˜0. Then by (6.4) and
(1− 1/k)1−k ≤ e for k ≥ 1,
‖DατD
β
y vj‖L∞(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
≤ (2bα+ |β| − tj − 2)! H˜0H
2bα+|β|−tj−2
(
2bp+ q − 1
2bp+ q
(1− ϑ)
)−2bα−|β|+tj
≤ e (2bα + |β| − tj − 2)! H˜0H
2bα+|β|−tj−2(1− ϑ)−2bα−|β|+tj
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if tj + 2 + 6b < 2bα + |β| ≤ tj + 2bp + q − 2b, which together with (6.2) gives us (6.24). (6.2) and
(6.3) imply that(
1− ϑ
2bp+ q
)− 2b+n
6bn
‖DατD
β
y vj‖L6bn(Q+
(1−ϑ)/(2bp+q)
(τ0,y0))
≤
(
2bp+ q
2bα+ |β| − tj
) 2b+n
6bn
(
1− ϑ
2bα+ |β| − tj
)− 2b+n
6bn
‖DατD
β
y vj‖L6bn(Q+
(1−ϑ)/(2bα+|β|−tj)
(τ0,y0))
≤ (2bp + q) (2bα + |β| − tj − 2)! H˜0H
2bα+|β|−tj−2−2b (1− ϑ)−2bα−|β|+tj
if tj + 2 + 2b ≤ 2bα+ |β| ≤ tj + 2bp+ q, giving us (6.25). By the above computation of (6.23), we
have the desired bound the first term on the right-hand side of (6.28), so it remains to bound the
last term in (6.28).
Observe that w˜ << eH0(τ+ξ) implies w˜j << ejH0(τ+ξ) and that, since w˜(0) = 0, the derivatives
of w˜j of order < j vanish, hence by the Taylor series of the exponential function
w˜j <<
p+q∑
k=j
jk
k!
Hk0 (τ + ξ)
k
for j ≥ 1. Using jk−2/(k − 2)! ≤ ej−2 from the Taylor series of the exponential function,
w˜j <<
p+q∑
k=j
j2 ej−2
(k − 1)2
Hk0 (τ + ξ)
k
for j ≥ 2. Using j
2
(j−1)2
≤ 4 for j ≥ 2,
p+q∑
j=2
N jw˜j
(j − 1)2
<<
p+q∑
j=2
p+q∑
k=j
4ej−2N j
(k − 1)2
Hk0 (τ + ξ)
k =
p+q∑
k=2
k∑
j=2
4ej−2N j
(k − 1)2
Hk0 (τ + ξ)
k
<<
p+q∑
k=2
4N2(eN)k−1
(eN − 1)(k − 1)2
Hk0 (τ + ξ)
k
Hence taking (6.21) with w˜ in place of w and substituting for w˜,
Ψ << K0K(τ + ξ) +
p+q∑
i=2
K0K
i
(i− 1)2
(τ + ξ)i +
(
K0 +K0K(τ + ξ) +
p+q∑
i=2
K0K
i
(i− 1)2
(τ + ξ)i
)
·
(
p+q∑
k=1
Hk0
k!
(τ + ξ)k +
p+q∑
k=2
4N2(eNH0)
k
(eN − 1)(k − 1)2
(τ + ξ)k
)
.
By expanding this expression and using (6.15),
Ψ << K0(K +H0)(τ + ξ) + C(N)
p+q∑
i=2
K0(K + eNH0)
i
(i− 1)2
(τ + ξ)i.
By expanding (τ + ξ)i,
(6.29) Ψ << K0(K +H0)(τ + ξ) + C(N)
∑
2≤i+j≤p+q
(i+ j − 2)!
i! j!
K0(K + eNH0)
i+jτ iξj .
Choose H so that H ≥ max{2NC0KH˜0,K + eNH0}. By using (6.23) and (6.29) to compute the
right-hand side of (6.28), we obtain (6.11). 
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Proof of Theorem 6.1. Let vj ∈ C
∞(I × U) be smooth solutions to the differential system (5.9)
for real-valued functions Fk and Φh and weights b, tj , sk, rh as in the statement of Theorem 6.1.
Assume the induction hypotheses that for some
(6.30) ν > 2t1 + 4 + 6b,
(6.2) and (6.3) hold true whenever 2bα+ |β| < tj + ν, where H ≥ 1 is a large constant to be chosen
below and in particular H is large enough that Lemma 6.2 applies when we bound derivatives of
fk, a
αβ
kj , ϕh, and b
αβ
hj below. We want to show that (6.3) holds true when 2bα + |β| = tj + ν. Let
p, q ≥ 0 be any integers such that 2bp+ q = ν and assume p ≥ 1, noting that case p = 0 is similar.
Let fk and ϕh be as in (6.5) and gk and ψh be as in (6.6). Let ϑ ∈ (0, 1), (τ0, y0) ∈ Q
+
ϑ (0, 0),
ρ = 2δ = (1− ϑ)/ν.
We can bound ‖gk‖L6bn(Q+
3ρ/2
(τ0,y0))
using the induction hypothesis and Lemma 6.2. Using induc-
tion hypothesis, Lemma 6.2 (together with a covering argument), and (1− 1/ν)1−ν ≤ e,∑
2bα+|β|≤−sk
ρsk+2bα+|β|−
2b+n
6bn ‖Dα+p−1τ D
β
yD
q
yfk‖L6bn(Q+
3ρ/2
(τ0,y0))
≤ C
∑
2bα+|β|≤−sk
(
1− ϑ
ν
)sk+2bα+|β|
(ν + 2bα+ |β|+ sk − 2)!
·Hν+2bα+|β|+sk−3−2b
(
(ν − 1)(1 − ϑ)
ν
)−ν−2bα−|β|−sk+1
≤ C e (ν − 2)!Hν−3−2b (1− ϑ)1−ν
for all k = 1, 2, . . . , Q and some constants C ∈ (0,∞) depending on n, b, Q, H0, Fk, sk, and tj.
We want to similarly bound
S =
∑
2bα+|β|≤−sk
α+p−1∑
λ=0
|β|+q∑
σ=0
(
α+ p− 1
λ
)(
|β|+ q
σ
)
ρsk+2bα+|β|
· ρ−
2b+n
6bn ‖DλτD
σ
ya
γζ
kj ·D
α+γ+p−1−λ
τ D
|β|+|ζ|+q−σ
y vj‖L6bn(Q+
3ρ/2
(τ0,y0))
for j, k = 1, 2, . . . , Q and 2bγ+|ζ| = sk+tj . We bound the terms as follows. If 2bλ+σ ≤ ν+sk−2−4b,
by Lemma 6.2(i)(ii) and the induction hypotheses,
‖DλτD
σ
ya
γζ
kj‖L∞(Q+
3ρ/2
(τ0,y0))
· ν
2b+n
6bn (1− ϑ)−
2b+n
6bn ‖Dα+γ+p−1−λτ D
|β|+|ζ|+q−σ
y vj‖L6bn(Q+
3ρ/2
(τ0,y0))
≤ C ν (max{2bλ + σ + sk − 2, 0})! (2bα + |β|+ ν − 2b− 2bλ− σ + sk − 2)!
·H2bα+|β|+ν+sk−3−2b
(
(ν − 1)(1 − ϑ)
ν
)−2bα−|β|−ν−sk+1
for some constant C ∈ (0,∞), noting that Lemma 6.2(i)(ii) applies since 2bλ+σ+sk+tj < tj+ν−2b
and that 2bα+ |β|+ ν − 2bλ− σ + sk − 2− 4b ≥ 0 by (6.30). If instead 2bσ + λ > ν + sk − 2− 4b,
by Lemma 6.2(i)(iii), the induction hypotheses, and (6.4)
ρ−
2b+n
6bn ‖DλτD
σ
y a
γζ
kj‖L6bn(Q+
3ρ/2
(τ0,y0))
· ‖Dα+γ+p−1−λτ D
|β|+|ζ|+q−σ
y vj‖L∞(Q+
3ρ/2
(τ0,y0))
≤ C (2bλ+ σ + sk − 1)! (max{2bα+ |β|+ ν − 2b− 2bλ− σ + sk − 2, 0})!
·H2bα+|β|+ν+sk−3−2b
(
(ν − 1)(1 − ϑ)
ν
)−2bα−|β|−ν−sk+1
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for some constant C ∈ (0,∞), noting that Lemma 6.2(iii) applies since 2bλ+ σ + sk + tj < tj + ν,
that (6.4) applies since tj + ν − 2bλ − σ − 2b < tj − sk + 2 + 4b < tj + ν − 2b by (6.30), and that
2bλ+ σ + sk − 2− 2b > ν + 2sk − 4− 6b ≥ 0 by (6.30). Putting this all together,
S ≤ C ν
∑
2bα+|β|≤−sk
α+p−1∑
λ=0
|β|+q∑
σ=0
(
α+ p− 1
λ
)(
|β|+ q
σ
)(
1− ϑ
ν
)sk+2bα+|β|
· (max{2bλ+ σ + sk − 2, 0})! (max{2bα + |β|+ sk + ν − 2bλ− σ − 2b− 2, 0})!
·H2bα+|β|+ν+sk−3−2b
(
(ν − 1)(1 − ϑ)
ν
)−2bα−|β|−ν−sk+1
for some constant C ∈ (0,∞) depending only on n, b, Q, H0, Fk, sk, and tj. Notice that at least
one of 2bλ+ σ and 2bα+ |β|+ ν − 2bλ− σ − 2b is ≥ ν/2− b and thus, recalling (6.30),
(max{2bλ+ σ + sk − 2, 0})! (max{2bα+ |β|+ sk + ν − 2bλ− σ − 2b− 2, 0})!(6.31)
≤ C(sk, b) ν
sk (max{2bλ+ σ − 2, 0})! (max{2bα + |β|+ ν − 2bλ− σ − 2b− 2, 0})!
Using (6.31), (6.13), and (1− 1/ν)1−ν ≤ e,
S ≤ C e
∑
2bα+|β|≤−sk
ν1−2bα−|β| (2bα+ |β|+ ν − 2b− 2)!Hν−3−2b (1− ϑ)1−ν
≤ C e (ν − 2)!Hν−3−2b (1− ϑ)1−ν
for some constants C ∈ (0,∞) depending only on n, b, Q, H0, Fk, sk, and tj . Therefore,∑
2bα+|β|<−sh
ρsh+2bα+|β|−
2b+n
6bn ‖DατD
β
y gk‖L6bn(Q+
3ρ/2
(τ0,y0))
(6.32)
≤ C (ν − 2)!Hν−3−2b (1− ϑ)1−ν
for k = 1, 2, . . . , Q for some constant C ∈ (0,∞) depending only on n, b, Q, H0, Fk, sk, and tj.
Similarly, ∑
2bα+|β|≤−rh
ρrh+2bα+|β|−
2b+n
6bn ‖DατD
β
yψh‖L∞(Q+
3ρ/2
(τ0,y0))
(6.33)
≤ C (ν − 2)!Hν−3−2b (1− ϑ)1−ν
for h = 1, 2, . . . , bR for some constant C ∈ (0,∞) depending only on n, b, Q, H0, Φh, sk, and rh.
By induction hypothesis and (1− 1/ν)1−ν ≤ e,∑
2bα+|β|<tj
ρ−tj+2bα+|β|−
2b+n
6bn ‖Dα+pτ D
β
yD
q
yvj‖L6bn(Q+
3ρ/2
(τ0,y0))
(6.34)
≤ C(n, b)
∑
2bα+|β|<tj
(
1− ϑ
ν
)−tj+2bα+|β|
(ν + 2bα+ |β| − tj − 2)!
·H0H
ν+2bα+|β|−tj−2−2b
(
(ν − 1)(1 − ϑ)
ν
)−ν−2bα−|β|+tj
≤ C(n, b, tj) (ν − 2)!H0H
ν−3−2b (1− ϑ)−ν .
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By substituting (6.32), (6.33), and (6.34) into (6.8) with DpτD
q
yvj in place of vj ,
Q∑
j=1
∑
2bα+|β|=tj+ν
ρ−
2b+n
6bn ‖DατD
β
y vj‖L6bn(Q+ρ (τ0,y0)) ≤ C (ν − 2)!H
ν−3−2b (1− ϑ)−ν
if 2bα + |β| = tj + ν for some constant C ∈ (0,∞) depending only on n, b, Q, R, H0, and the
nonlinear operators Fk and Φh, and their weights tj , sk, and rh. Choosing H ≥ C/H0, we obtain
(6.3) for 2bα+ |β| = tj + ν.
Finally, having shown (6.3) for all α, β, by the Sobolev embedding theorem, (6.1) holds true. 
Proof of Theorem 3.3 in the case N is real-analytic. By Theorem 3.3 in the case that N is smooth,
ψ, φ1, φ2, . . . , φq are smooth. Since N is real-analytic, by Theorem 6.1, ψ, φ1, φ2, . . . , φq are second
Gevrey with real-analytic time-slices. It follows that u1, . . . , uq are second Gevrey with real-analytic
time slices near the origin and Γt = {(t, y
′, ψ(t, y′, 0), φ2(t, y
′, 0)) : t ∈ I, y′ = (y1, . . . , yn−1) ∈ S} is
second Gevrey with real-analytic time slices near the origin. 
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