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Abstract
In this paper, Whittaker modules for the W -algebra W (2, 2) are studied. We obtain
analogues to several results from the classical setting and the case of the Virasoro algebra,
including a classification of simple Whittaker modules by central characters and composition
series for general Whittaker modules.
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§1.Introduction
In this paper we investigate Whittaker modules for the W -algebra W (2, 2). Whittaker
modules were first discovered for sl2(C) by Arnal and Pinzcon in [1]. Block showed, in [3]
that the simple modules for sl2(C) consist of highest (lowest) weight modules, Whittaker
modules and a third family obtained by localization. This illustrates the prominent role
played by Whittaker modules. The algebraW (2, 2) is related to vertex operator algebras. In
[14], W (2, 2) plays an important role in the classification of simple vertex operator algebras
generated by two weight vectors.
Kostant defined Whittaker modules for an arbitrary finite-dimensional complex semisim-
ple Lie algebra g in [7], and showed that these modules, up to isomorphism, are in bijective
correspondence with ideals of the center Z(g). In particular, irreducible Whittaker mod-
ules correspond to maximal ideals of Z(g). In the quantum setting, Whittaker modules
have been studied by Sevoystanov for Uh(g) in [13] and by M. Ondrus for Uq(sl2) in [11].
Recently Whittaker modules have also been studied by M. Ondrus and E. Wiesner for the
Virasoro algebra in [12], X. Zhang and S. Tan for the Schro¨dinger-Virasoro algebra in [15],
K. Christodoulopoulou for Heisenberg algebras in [4], and by G. Benkart and M. Ondrus
for generalized Weyl algebras in [2].
The algebra W (2, 2) is an infinite-dimensional Lie algebra. Recently, there appeared
some papers on the structures and representations for this algebra. In [8], [10] and [14], its
irreducible weight modules, indecomposable modules and Verma modules were respectively
studied. Its derivations, central extensions and automorphisms were determined in [6]. The
Lie bialgebra and left symmetric algebra structures on the algebra were determined in [9]
and [5].
Our main result is Theorem 4.2 in which we get a classification of irreducible Whittaker
modules by central characters. This theorem follows easily from two results, one is Propo-
sition 3.1 by which the Whittaker vectors in a universal Whttaker module are determined,
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and the other is Lemma 3.3 which says that every submodule of a universal Whittaker
module contains a Whittaker vector. We use the concrete nature of the algebra W (2, 2) to
obtain 3.1, but our proof for 3.3, different from [12], is more general and could be possibly
extended to infinitely generated algebras. The paper is organized as follows. In section
2, we define Whittaker vectors and Whittaker modules for W (2, 2), and also construct a
universal Whittaker module. Then the Whittaker vectors in a universal Whittaker module
are examined in section 3 and the irreducible Whittaker modules are classified in section
4. In the last section we describe a decomposition of an arbitrary Whittaker module and
characterize its submodules.
§2. Preliminaries
2.1. The algebra W (2, 2), denoted by W, is an infinitely dimensional Lie algebra with a
C-basis {Ln, Wn, z |n ∈ Z } and the following Lie brackets:
[Ln, Lm ] = (m− n)Lm+n +
n3−n
12
δm+n,0z,
[Ln,Wm] = (m− n)Wm+n +
n3−n
12
δm+n,0z.
[Wn,Wm] = [z,Wm] = [z, Lm] = 0
Let S(z)represent the symmetric algebra generated by z, that is, plolynomials in z. Then
S(z) is obviously contained in the center of the universal enveloping algebra U(W).
Set Wn = SpanC{Ln,Wn}, n 6= 0,W0 = SpanC{L0,W0, z}. Then W =
⊕
n∈ZWn and it
is easy to check that [Wn,Wm] ⊂ Wn+m, i.e. W is a Z-graded Lie algebra. Furthermore, set
W− =
⊕
n<0Wn,W+ =
⊕
n>0Wn,W≤0 =
⊕
n≤0Wn, then clearly W−,W0,W+ and W≤0
are subalgebras of W.
2.2. Partitions.
2.2.1. We define a partition to be a non-decreasing sequence of integers µ = (µ1, µ2, · · · , µr), µ1 6
µ2 6 · · · 6 µr. Denote by P the set of all partitions. For λ = (λ1, · · · , λr) ∈ P, we define
the length of λ to be r, denoted by ℓ(λ); if all λi > 0, 1 ≤ i ≤ r, then call λ a positive
partition, and if all λi ≤ 0 then call λ a non-positive partition. Denote by P≤0 the set of all
non-positive partitions and by P+ the set of all positive partitions.
For λ = (λ1, · · · , λr) ∈ P, k ∈ Z, let λ(k) denote the number of times k appears in
the partition. Clearly the values λ(k), k ∈ Z completely determine the partition λ. So,
we sometimes write λ in an alternative form, λ = (· · · (−1)λ(−1), 0λ(0), 1λ(1), · · · ). Note that
λ(k) = 0 when |k| is sufficiently large. Define elements Lλ,Wλ ∈ U(W) by
Lλ = Lλ1Lλ2 · · ·Lλr = · · ·L
λ(−1)
−1 L
λ(0)
0 L
λ(1)
1 · · ·
Wλ = Wλ1Wλ2 · · ·Wλr = · · ·W
λ(−1)
−1 W
λ(0)
0 W
λ(1)
1 · · ·
Set 0¯ = (· · · (−1)0, 00, 10, · · · ) and L0¯ = W0¯ = 1 ∈ U(W). We will consider 0¯ to be an
element of P≤0 but not of P+. By PBW theorem, we know that {LλWλ′LµWµ′ |λ, λ
′ ∈
P≤0, µ, µ
′ ∈ P+} form a basis of U(W) over S(z).
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2.2.2. U(W) naturally inherits a grading from the one of W. Namely, set U(W)m =
SpanC{x1 · · ·xk|xi ∈ Wni , 1 ≤ i ≤ k,
∑k
i=1 ni = m}, and then U(W) =
⊕
m∈Z U(W)m is
a Z-graded algebra, i.e. U(W)mU(W)n ⊂ U(W)m+n. Similarly, U(W+) (resp. U(W≤0))
inherit Z+-grading (resp.Z≤0-grading) from W+, (resp. W≤0). If x ∈ U(W)m, then we say
x is a homogeneous element of degree m. If set |λ| = λ1 + λ2 + · · ·+ λℓ(λ), Lλ and Wλ are
homogeneous elements of degree |λ|. If x( 6= 0) is not homogeneous but a sum of finitely
many nonzero homogeneous elements, then denote by mindeg(x) the minimum degree of its
homogeneous components. Moreover, let us, for convenience, call any product of elements
Ltm,W
k
n , z
q, (m,n ∈ Z, t, q, k ≥ 0), in U(W) a monomial, of height (resp. height w.r.t. L
) equal to the sum of the various t’s and k’s (resp. t’s ) occurring. If x ∈ U(W) is a sum
of monomials of height (resp. height w.r.t. L ) ≤ l, we write ht(x) ≤ l (resp. ht1(x) ≤ l).
Then we have, by PBW theorem,
Lemma. For m,n ∈ Z ,let Am stands for either Lm or Wm (resp. Lm ), then A
t
mA
k
n is a
linear combination of AknA
t
m along with other monomials of height (resp. height w.r.t. L )
< t+ k. 
2.2.3. We need some more notation. For λ = (λ1, λ2, · · ·λr) ∈ P, 1 ≤ i ≤ r, 0 ≤ j < r,write
λ{i} = (λ1, · · · , λi), λ{0} = 0¯,
λ[j] = (λj+1, · · · , λr), λ[r] = 0¯,
λ < i >= (λ1, · · · , λi−1, λˆi, λi+1, · · · ).
Lemma A ht1([Wm, Lλ]) < ℓ(λ), ∀m ∈ Z, λ ∈ P.
Proof [Wm, Lλ] =
ℓ(λ)∑
i=1
Lλ{i−1}[Wm, Lλi ]Lλ[i]. Note there is no Lk appearing in [Wm, Lλi ] and
hence the lemma follows. 
Lemma B Write U ′ for U(W+), U
′′ for U(W≤0). Let 0 6= x ∈ U
′
n, 0 6= y ∈ U
′′
m with
n > 0, m ≤ 0 and s = max{m + n, 0}, then [x, y] =
∑n
k=s uk with uk =
∑
i
yk,ixk,i where
xk,i ∈ U
′
k, yk,i ∈ U
′′
n+m−k and ht(yk,i) < ht(y) if k = n, yk,i 6= 0. Further, if assume x ∈
(W+)n, then xk,i ∈ (W+)k and ht(yk,i) < ht(y) whenever k > 0, yk,i 6= 0.
Proof By direct checking. 
2.3Whittaker Module. Observe thatW+ is a subalgebra ofW generated by L1, L2,W1,W2
As in [12], we define Whittaker modules for W as what follows.
2.3.1. Definition. One says a Lie algebra homomorphism ϕ : W+ → C non-singular, if
ϕ(Li)ϕ(Wi) 6= 0, i = 1, 2. For a W-module V , a vector v ∈ V is said to be a Whittaker
vector if xv = ϕ(x)v for all x ∈ W+. Furthermore, if v generates V , we call V a Whittaker
module of type ϕ (ϕ is required to be non-singular in this case) and v a cyclic Whittaker
vector of V .
2.3.2. For a given non-singular Lie algebra homomorphism ϕ : W+ → C, define Cϕ to be
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the one-dimensionalW+-module given by the action xα = ϕ(x)α for all x ∈ W+ and α ∈ C.
Then the induced W-module
Mϕ = U(W)⊗U(W+) Cϕ,
is a Whittaker module of type ϕ with a cyclic Whittaker vector w = 1 ⊗ 1. By PBW
theorem, it’s easy to see that {zkLλWµw | λ, µ ∈ P≤0, k ≥ 0} is a basis of Mϕ as a vector
space over C.
Besides, for any ξ ∈ C, obviously (z − ξ)Mϕ is a submodule of Mϕ. Define Lϕ,ξ =
Mϕ/(z − ξ)Mϕ and denote the canonical homomorphism by pξ. Then Lϕ,ξ is a Whittaker
module for W. The following lemma makes Mϕ become a universal Whittaker module.
Lemma Fix ϕ and Mϕ as above. Let V be a Whittaker module of type ϕ generated by a
Whittaker vector wv. The there is a unique map φ : Mϕ → V taking w = 1⊗ 1 to wv.
Proof. Uniqueness is obvious. For u ∈ U(W), one can write, by PBW,
u =
∑
α
bαnα, bα ∈ U(W≤0), nα ∈ U(W+).
If uw = 0 then uw =
∑
α
bαψ(nα)w = 0. Therefore,
∑
α
bαψ(nα) = 0. Now it’s easy to see
that the map φ :Mϕ → V , defined by φ(uw) = uwv, is well defined. 
2.3.3. WriteM forMϕ, U
′ for U(W+), and U
′′ for U(W≤0). For k ≤ 0, defineMk = {xw | x ∈
U ′′k } and then clearly M = M0 ⊕M−1 ⊕M−2 ⊕ · · · . We say that a nonzero homogeneous
vector v in M is of degree k if v ∈ Mk. If v( 6= 0) is not homogeneous but a sum of finitely
many nonzero homogeneous vectors, then define mindeg(v) to be the minimum degree of
its homogeneous components. Meanwhile, for any nonzero vector v ∈M , let d = mindeg(v)
and then there uniquely exist vi ∈ U
′′
i , 0 ≥ i ≥ d such that v =
0∑
i=d
viw with vd 6= 0. Then
define ℓ(v) = ht(vd) and ℓ
′(v) = ht1(vd).
§3. Whittaker Vectors in Mϕ and Lϕ,ξ
In this section, we characterize the Whittaker vectors in Mϕ and Lϕ,ξ. Fix a nonsingular
Lie algebra homomorphism ϕ :W+ → C, and let w = 1⊗ 1 ∈Mϕ.
3.1. Proposition If w′ ∈ Mϕ is a Whittaker vector (of type ϕ), then w
′ = p(z)w for some
p(z) ∈ S(z).
Proof. Write w′ =
∑
λ,µ∈P≤0
pλ,µ(z)LλWµw. Clearly it’s enough to show that pλ,µ = 0 unless
λ = 0¯ and µ = 0¯.
a). Suppose there, at least, exists a λ 6= 0¯ such that pλ,µ(z) 6= 0 for some µ. Now let
A = {λ | pλ,µ 6= 0, λ ∈ P≤0}, l = max{ℓ(λ) | λ ∈ A}, and B = {λ|ℓ(λ) = l, λ ∈ A}. Put
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m0 = min{λ1 | λ ∈ B} and B
′ = {λ ∈ B | λ1 = m0}. Note that if λ ∈ B, λi = m0 for some
i, then λ1 = · · · = λi = m0 and hence λ ∈ B
′, λ < i >= λ < 1 >.
Let m = 2−m0(≥ 2) and then ∀λ ∈ B,m+ λi > 2 unless λi = m0. Consider
(Wm − ϕ(Wm))w
′ =
∑
λ,µ
pλ,µ(z)[Wm, LλWµ]w
=
∑
λ,µ
pλ,µ(z)[Wm, Lλ]Wµw = D1 +D2.
where D1 =
∑
µ,λ∈B
pλ,µ(z)[Wm, Lλ]Wµw, and D2 =
∑
µ,λ/∈B
pλ,µ(z)[Wm, Lλ]Wµw. Then, clearly
ℓ′(pλ,µ(z)[Wm, Lλ]Wµw) ≤ l − 2,
for any λ /∈ B and hence ℓ′(D2) ≤ l − 2, by 2.2.3 Lemma A. Meanwhile,
D1 =
∑
µ,λ∈B
pλ,µ(z)
ℓ(λ)∑
i=1
Lλ{i−1}[Wm, Lλi ]Lλ[i]Wµw
=
∑
µ,λ∈B
pλ,µ(z)
ℓ(λ)∑
i=1
Lλ{i−1}(λi −m)Wm+λiLλ[i]Wµw
= D′1 +D
′′
1 ,
where
D′1 =
∑
µ,λ∈B
pλ,µ(z)
ℓ(λ)∑
i=1
Lλ<i>(λi −m)Wm+λiWµw,
D′′1 =
∑
µ,λ∈B
pλ,µ(z)
ℓ(λ)∑
i=1
Lλ{i−1}(λi −m)[Wm+λi , Lλ[i]]Wµw.
Then, we have ℓ′(D′′1) ≤ l − 2, by lemma A. But, since Wm+λiw = 0 when m+ λi > 2,
D′1 =
∑
µ,λ∈B′
pλ,µ(z)
λ(m0)∑
i=1
(2m0 − 2)Lλ<i>W2Wµw
=
∑
µ,λ∈B′
(2m0 − 2)ϕ(W2)λ(m0)pλ,µ(z)Lλ<1>Wµw.
So, D′1 equals to a linear combination of some vectors v’s inMϕ with ht1(v) = l−1 which are
linearly independent from each other. Therefore D′1 and D
′′
1 +D2 are linearly independent.
Thus, (Wm − ϕ(Wm))w
′ = D′1 +D
′′
1 +D2 6= 0 which contradicts with the hypothesis that
w′ is a Whittaker vector.
b). Suppose ∃µ 6= 0¯, p0¯,µ(z) 6= 0, and pλ,µ(z) = 0, ∀λ 6= 0¯. Then we write w
′ =
∑
µ∈P≤0
p0¯,µ(z)Wµw. Let C = {µ | p0¯,µ(z) 6= 0}, n0 = min{µ1|µ ∈ C}, and C
′ = {µ |µ1 =
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n0, µ ∈ C}. And if, ∀µ ∈ C, µi = n0 for some i, then clearly µ1 = · · · = µi = n0 and µ ∈ C
′.
Now let m = 2− n0 and then m+ µi > 2 unless µi = n0.
Consider
(Lm − ϕ(Lm))w
′ =
∑
µ
p0¯,µ(z)[Lm,Wµ]w
=
∑
µ
p0¯,µ(z)
ℓ(µ)∑
i=1
W{i−1}[Lm,Wµi ]Wµ[i]w
=
∑
µ
p0¯,µ(z)
ℓ(µ)∑
i=1
(m− µi)Wµ<i>Wm+µi .
Since Wm+µiw = 0 if m+ µi > 2, we have
(Lm − ϕ(Lm))w
′ =
∑
µ∈C′
p0¯,µ(z)µ(n0)(m− n0)ϕ(W2)Wµ<1>w.
But this is a sum of terms that are linearly independent from each other and hence (Lm −
ϕ(Lm))w
′ 6= 0 which contradicts with the hypothesis that w′ is a Whittaker vector. 
3.2. Proposition Let w = 1⊗ 1 ∈Mϕ and w = 1⊗ 1 ∈ Lϕ,ξ. If w
′ ∈ Lϕ,ξ is a Whittaker
vector then w′ = cw for some c ∈ C.
Proof Lϕ,ξ has a basis in the form {LλWµw |λ, µ ∈ P≤0}. In fact, clearly it is enough
to show this set is linearly independent. Suppose there are aλ,µ ∈ C, with at most finitely
many aλ,µ 6= 0, such that
0 =
∑
λ,µ∈P≤0
aλ,µLλWµw =
∑
α,µ
aλ,µLλWµw
in Lϕ,ξ. So
∑
µ
aλ,µLλWµw = (z − ξ)
∑
λ,µ
k∑
i=1
bλ,µ,iz
iLλWµw
for some k > 0 and bλ,µ,i ∈ C. The right hand side of this expression can be rewritten as a
linear combination of C-basis vectors ziLλWµw in Mϕ,ξ. Then comparing all the coefficients
of the two sides of the above equation, we can deduce that aλ,µ = 0, for all λ, µ.
With this fact now established, the same argument as in Proposition 3.1 works well here,
if we simply replace the polynomials pλ,µ(z) in z with scalars pλ,µ. 
3.3. Lemma Let V be a submodule of Mϕ. Then V contains a nonzero Whittaker vector.
Proof Suppose V contains no nonzero Whittaker vectors. Use the notation as in 2.3.3.
Now let n0 = max{mindeg(v)|v 6= 0, v ∈ V }, l = min{ℓ(v)|mindeg(v) = n0, v ∈ V }.
Take a u ∈ V such that mindeg(u) = n0, ℓ(u) = l. Write u = u0w+u−1w+ · · ·+un0w, ui ∈
U ′′i , un0 6= 0. Since u is not a Whittaker vector, there exists a x ∈ (W+)m, for some m > 0
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such that u′ := xu − ϕ(x)u =
0∑
i=n0
[x, ui]w 6= 0. Note u
′ is contained in V . Clearly, by 2.2.3
Lemma B, mindeg([x, ui]w) ≥ i ≥ n0, if [x, ui] 6= 0. So we have mindeg(u
′) ≥ n0 and hence
mindeg(u′) = n0 for the definition of n0. In this case, [x, un0]w 6= 0 and mindeg([x, un0]) =
n0. But this forces ℓ([x, un0]w) < ht(un0) = ℓ(u) by Lemma B. Thus, ℓ(u
′) < l, which
contradicts with the definition of l. 
§4. Simple Whittaker Modules
Now we are ready to determine all the simple Whittaker modules. W, ϕ :W+ → C,M =
Mϕ, w = 1⊗ 1, as above.
4.1 propostion Any nontrivial submodule of a Whittaker module of type ϕ contains a
nontrivial Whittaker submodule of type ϕ.
Proof Let V be a Whittaker module of type ϕ. We first show it for the case V =M/IM
where I is an ideal ofA = S(z). Note that V = M/IM admits a basis, {LλWµw¯ | λ, µ ∈ P≤0}
over A/I. Namely, note that M =
⊕
λ,µ∈P≤0
ALλw. Hence,
M/IM = A/I ⊗A M = A/I ⊗A (
⊕
λ,µ∈P≤0
Axλw) =
⊕
λ,µ∈P≤0
(A/I)xλw¯.
Then applying the argument in the proof of Lemma 3.3, one sees immediately that the
proposition holds in this case.
Note that with the fact that V = M/IM admits a basis, {LλWµw¯ | λ, µ ∈ P≤0}, over
A/I, one sees that Proposition 3.1 holds for V = M/IM . Obviously it is enough to show
that there are no other cases. Now, the proposition follows immediately from the claim
below.
Claim: Let N be a submodule of M =Mϕ. Then N = IM for some I ⊆ A = S(z).
Proof of the claim: Set I = {x ∈ A | xw ∈ N}. One immediately sees that I is an
ideal of A and IM ⊆ N . So we can view N/IM as a submodule of M/IM . If N 6= IM ,
then there exists pw¯ ∈ N/IM , with pw¯ 6= 0, p ∈ A, since 3.1 and 3.3 hold for M/IM . So
pw ∈ N and hence p ∈ I. Therefore pw ∈ IM , which contradicts with the fact that pw¯ 6= 0
in N/IM . Thus, N = IM . 
4.2. Theorem For any ξ ∈ C, Lϕ,ξ is simple and any simple Whittaker module of type ϕ
is of form Lϕ,ξ.
Proof The fist statement follows from Proposition 3.2 and 4.1. For the second one, let V
be a simple Whittake module of type ϕ. Consider a surjection
π : M → V.
By Schur’s Lemma, there exists a ξ ∈ C such that zv = ξv, ∀v ∈ V . Hence, π((z−ξ)Mϕ) = 0
i.e. π factor through Lϕ,ξ and hence V ≃ Lϕ,ξ. 
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4.3. We develop two more results to close this section.
4.3.1. Lemma Set U = U(W), L = U(z − ξ · 1) +
∑
λ,µ∈P+
U(LλWµ − ϕ(LλWµ)), and
V = U/L. Then V ≃ Lϕ,ξ.
Proof Note that 1¯ in V is obviously a Whittaker vector of type ϕ, and also z acts on V
by some scalar ξ. By the universal property of Mϕ, we have a surjection
ψ : Mϕ → V,
sending w to 1¯. But then ψ((z − ξ)M) = (z − ξ)V = 0. Hence
(z − ξ)Mϕ ⊆ kerψ (Mϕ,
and therefore, (z − ξ)Mϕ = kerϕ, i.e. V ≃ Lϕ,ξ. 
4.3.2. Proposition Suppose V is a Whittaker module, and z acts on V by the scalar
ξ ∈ C. Then V is isomorphic to Lϕ,ξ and therefore, if w is a cyclic Whittaker vector for V ,
AnnU(W)(w) = U(W)(z − ξ · 1) +
∑
λ,µ∈P+
U(W)(LλWµ − ϕ(LλWµ)).
Proof Let π : U(W)→ V , with π(1) = w be the canonical homomorphism, andK = Kerπ.
Then K ( U(W) and
L := U(W)(z − ξ · 1) +
∑
λ,µ
U(W)(LλWλ − ϕ(LλWλ)) ⊂ K.
By 4.3.1, L is maximal and thus K = L and V ≃ U(W)/L ≃ Lϕ,ξ. 
§5. Submodules Of Whittaker Modules
We now characterize arbitrary Whittaker modules, with generating Whittaker vector w,
in terms of the annihilator AnnS(z)(w). The results and their proofs here are essentially
same as [12].
5.1. Decomposition of Whittaker Modules.
5.1.1. Lemma Suppose that V is a Whittaker module of type ϕ with cyclic Whittaker
vector w and assume that AnnS(z)(w) = (z − ξ · 1)
a for some a > 0. define Vi , U(W)(z −
ξ · 1)iw, 0 ≤ i ≤ a. Then
1) V = V0 ⊇ V1 ⊇ · · · ⊇ Va = 0 form a composition series with Vi/Vi+1 ≃ Lϕ,ξ;
2) V0 · · ·Va are all the submodules of V .
Proof 1) Clearly V = V0 ⊇ V1 ⊇ · · · ⊇ Va = 0. Since z acts by the scalar ξ on Vi/Vi+1, it
follows by Proposition 4.3.2 that Vi/Vi+1 is simple and isomorphic to Lϕ,ξ.
2) If M is any maximal submodule of V , then V/M is simple and it’s easy to use
Proposition 4.3.2 to deduce that V/M ≃ Lϕ,ξ. So (z− ξ · 1)V ⊂M , i.e. V1 ⊂M. Therefore
8
V1 = M . A similar argument shows that Vi+1 is the unique maximal submodule of Vi, ∀i < a.

5.1.2. Theorem Suppose that V is a Whittaker module of type ϕ with cyclic Whittaker
vector w, and AnnS(z)(w) 6= 0. Let p(z) is the unique monic generator of AnnS(z)(w). Write
p(z) =
k∏
i=1
(z − ξi · 1)
ai , ξi 6= ξj, i 6= j, and wj = pj(z)w, where pj(z) =
∏
i 6=j
(z − ξi · 1)
ai.
Then Vj := U(W)wj is a Whittaker module of type ϕ with cyclic Whittaker vector wi and
V = V1 ⊕ · · · ⊕ Vk. Furthermore, the submodules V1, · · · , Vk are indecomposable and the
composition length of Vj is aj.
Proof Since gcd(p1(z), · · · , pk(z)) = 1, there exist polynomails qi(z), 1 ≤ i ≤ k such that∑
qi(z)pi(z) = 1. Therefore 1·w =
∑
qi(z)pi(z)w ∈ V1+· · ·+Vk and thus, V = V1+· · ·+Vk.
To show that the sum is direct, first note that pj(z)wi = 0, i 6= j. Hence
wi = 1 · wi = qi(z)pi(z)wi.
Now if u1w1 + · · ·+ ukwk = 0, then
0 = qi(z)pi(z)(
∑
j
ujwj) = uiqi(z)pi(z)wi = uiwi.
and this implies that the sum is direct. The rest follows from 3.3.3 since Anns(z)(wi) =
(z − ξi)
ai .
Remark. It’s easy to see, from the proof above, that 1) any submodule of V is the direct
sum of its intersections with the Vj’s; 2) (z − ξi)Vj = Vj , i 6= j.
5.1.3. Corollary Suppose that V is a Whittaker module of type ϕ with cyclic Whittaker
vector w, and AnnS(z)(w) = (p(z)), where p(z) is a monic polynomial. Then AnnU(W)(w) =
U(W)p(z) +
∑
λ,µ
U(W)(LλWµ − ϕ(LλWµ)).
Proof. By induction on deg(p(z)). Assume deg(p) > 1. Write p(z) = (z−ξ ·1)p′(z), p′(z) 6=
1, and p′(x) is monic. Then (z− ξ · 1)w 6= 0. Let V ′ = U(W)w′ and w′ = (z− ξ · 1)w. Then
obviously V ′ is a Whittaker module, and AnnS(z)w
′ = S(z)p′(z). By induction, we have
AnnU(W)(w
′) = U(W)p′(z) +
∑
λ,µ
U(W)(LλWµ − ϕ(LλWµ). Observe that AnnS(z),V/V ′(w) =
S(z)(z − ξ · 1), where w = w + V ′. Since AnnU(W)(w) ⊂ AnnU(W)(w), So for any u ∈
AnnU(W)(w), there exist u0, uλ,µ ∈ U(W) such that
u = u0(z − ξ · 1) +
∑
λ,µ∈P+
uλ,µ(LλWµ − ϕ(LλWµ).
But
∑
λ,µ∈P+
uλ,µ(LλWµ −ϕ(LλWµ) ∈ AnnU(W)(w). So u0(z − ξ · 1) ∈ AnnU(W)(w). Thus, 0 =
u0(z−ξ·1)w = u0w
′, and hence u0 ∈ AnnU(W)(w
′) = U(W)p′(z)+
∑
λ,µ
U(W)(LλWµ−ϕ(LλWµ).
This implies that u ∈ U(W)p(z) +
∑
λ,µ
U(W)(LλWµ − ϕ(LλWµ). 
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5.2. Submodules of Mϕ.
5.2.1. Lemma Suppose that V is a Whittaker module of type ϕ with cyclic Whittaker
vector w. If AnnS(z)(w) = 0, then V ≃Mϕ.
Proof Consider a surjection, π :Mϕ → V . Let K = Kerπ. If K 6= 0, then by Lemma 3.3,
there exists w′ ∈ K so that w′ is a nonzero Whittaker vector of type ϕ. Hence by 3.1, we have
w′ = p(z)(1⊗ 1) for some nonzero polynomial p(z), and then 0 = π(p(z)(1 ⊗ 1)) = p(z)w.
Therefore, p(z) ∈ AnnS(z)w = 0. Impossible. So, K = 0. 
5.2.2 Theorem Set M = Mϕ, w = 1 ⊗ 1. Let V be a submodule of M . Then V ≃ M .
Furthermore, V is generated by a Whittaker vector of the form q(z)w for some polynomial
q(z).
Proof If V = M , then done. Now assume V 6= M . Note first that U(W)f(z)w is a
Whittaker module with cyclic Whittaker vector f(z)w, for any nonzero polynomial f(z).
Thus U(W)f(z)w ≃ M by Lemma 5.2.1, since AnnS(z)(w) = 0. Now Proposition 3.1 and
Lemma 3.3 imply that there exist a nonzero polynomial p(z) such that w′ := p(z)w is a
Whittaker vector contained in V . Therefore
M ′ := U(W)p(z)w ≃M.
We operate on the triple (M ′ ⊆ V ⊆ M). Write p(z) =
∏r
i=1(z − ξi)
ai , ai > 0, ξi 6= ξj.
Denote by ψ the canonical map M → M/M ′, and then V = ψ−1(ψ(V )) since V ⊃ M ′.
Applying Theorem 5.1.2 to M/M ′, we have that
M/M ′ = M1 ⊕ · · · ⊕Mr
where Mi = U(W)wi,and wi =
∏
j 6=i(z − ξj · 1)
ajw, with w = ψ(w). By Remark 5.1.2,
ψ(V ) = ⊕i(ψ(V ) ∩ M¯i). Then, without any loss, we may assume ψ(V ) ∩M1 6= M1. By
Lemma 5.1.1, (ψ(V ) ∩M1) ⊆ (z − ξ1 · 1)M1. Let N = (z − ξ1 · 1)M1 +M2 + · · ·+Mr and
hence ψ(V ) ⊆ N . Using Remark 5.1.2, we can deduce that N = (z − ξ1)M/M
′. Therefore
M ′ ⊆ V ⊆ ψ−1(N). However ψ−1(N) = (z−ξ1)M ≃M . With this isomorphism, we obtain
another triple (M ′′ ⊆ V ′ ⊆ M) with M ′′ ≃ M ′, V ′ ≃ V . Observe that the composition
length of M/M ′′ is one less than the one of M/M ′. Therefore, to complete the proof, we
only need to repeat the above operation on the new triple. 
Remark. One may also use the facts developed in the proof of Proposition 4.1 to give
another proof.
5.3. Now we can characterize submodules of any Whittaker modules.
5.3.1. Lemma Suppose that V is an indecomposable Whittaker module of type ϕ with
cyclic Whittaker vector w, then Wh(V ) = S(z)w. where Wh(V ) stands for the set of all
Whittaker vectors (including 0) of V.
Proof a) AnnS(z)(w) = 0, the result follows from Lemma 5.2.1 and Proposition 3.1.
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b) AnnS(z)(w) 6= 0. Use induction on ℓ(V ), the composition length of V . By 5.1, we
have
V = V0 ⊇ V1 ⊇ · · · ⊇ Va = 0.
where Vi is generated by the cyclic Whittaker vector wi = (z − ξ · 1)
iw for some ξ ∈ C, and
a = ℓ(V ). For w′ ∈ Wh(V ), we conclude, by 5.1.1 and 3.2, that w′ = cw in V/V1 for some
c ∈ C. Therefore w′ = cw + w′′, with w′′ ∈ V1. Note w
′′ = w′ − cw is also a Whittaker
vector. Now ℓ(V1) = a− 1 and then by induction, w
′′ = p(z)w1 = p(z)(z − ξ · 1)w for some
p(z) ∈ S(z), therefore w′ = cw + p(z)(z − ξ · 1)w. So Wh(V ) = S(z)w. 
5.3.2 Corollary Suppose that V is a Whittaker module of type ϕ. Then 1) there exist
a series of indecomposable Whittaker modules Vi, 1 ≤ i ≤ r, such that V = ⊕
r
i=1Vi; 2)
Suppose w is a cyclic Whittaker vector of V . Then any submodule of V is a Whittaker
module generated by a vector in Wh(V ) = S(z)w.
Proof 1) follows from Theorem 5.1.2 and Lemma 5.2.1. 2) If V ≃Mϕ,then it follows from
Theorem 5.2.2; if not, it follows from 5.1 and 5.3.1. 
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