Abstract. We introduce a penalty term-based splitting algorithm with inertial effects designed for solving monotone inclusion problems involving the sum of maximally monotone operators and the convex normal cone to the (nonempty) set of zeros of a monotone and Lipschitz continuous operator. We show weak ergodic convergence of the generated sequence of iterates to a solution of the monotone inclusion problem, provided a condition expressed via the Fitzpatrick function of the operator describing the underlying set of the normal cone is verified. Under strong monotonicity assumptions we can even show strong nonergodic convergence of the iterates. This approach constitutes the starting point for investigating from a similar perspective monotone inclusion problems involving linear compositions of parallel-sum operators and, further, for the minimization of a complexly structured convex objective function subject to the set of minima of another convex and differentiable function.
Introduction and preliminaries
The article [4] has represented the starting point of the investigations of several authors (see [4-6, 8, 16, 17, 22, 38, 40] ) related to the solving of variational inequalities expressed as monotone inclusion of the form 0 ∈ Ax + N M (x),
where H is a real Hilbert space, A : H ⇒ H is a maximally monotone operator, M := argmin Ψ is the set of global minima of the convex and differentiable function Ψ : H → R fulfilling min Ψ = 0 and N M : H ⇒ H denotes the normal cone to the set M ⊆ H. One motivation for studying such monotone inclusions certainly comes from the fact that, when A = ∂Φ is the convex subdifferential of a proper, convex and lower semicontinuous function Φ : H → R. this opens the gates towards the solving of convex minimization problems of type min x∈H {Φ(x) : x ∈ argmin Ψ}.
A fruitful approach proposed in the above-mentioned literature when numerically solving (1) assumes the penalization of the function Ψ and the performing at each iteration of a gradient step with respect to it in combination with a proximal step with respect to A. In the asymptotic analysis of these schemes, a fundamental role is played by the condition for every p ∈ ran N M ,
which is basically the discrete counterpart of a condition given in the continuous setting for nonautonomous differential inclusions in [4] . Here, Ψ * : H → R denotes the Fenchel conjugate function of Ψ, ran N M the range of the normal cone operator N M : H ⇒ H, σ M the support function of M and (λ n ) n≥1 and (β n ) n≥1 are positive real sequences representing step sizes and penalty parameters, respectively. For conditions guaranteeing (3) we refer the reader to [4-6, 38, 40] . In [16, 17] we investigated from a similar perspective the more general inclusion problem
where A : H ⇒ H is a maximally monotone operator, D : H → H a (single-valued) monotone and Lipschitz continuous operator and M ⊆ H denotes the nonempty set of zeros of another monotone and Lipschitz continuous operator B : H → H. We formulated a forward-backwardforward algorithm of penalty type for solving (4) and proved weak ergodic convergence for the sequence of generated iterates, provided that a condition formulated in the spirit of (3), however, formulated by using the Fitzpatrick function associated to B, is valid. In this paper, our aim is to endow the forward-backward-forward algorithm of penalty type for solving (4) from [16, 17] with inertial effects. Iterative schemes with inertial effects have their roots in the implicit discretization of a differential system of second-order in time (see [3] ). One of the main features of the inertial splitting algorithm is that the new iterate is defined by making use of the previous two iterates. Taking into account the "prehistory" of the process can lead to an acceleration of the convergence of the iterates, as it has been for instance pointed out by Polyak (see [41] ) in the context of minimizing a differentiable function. As emphasized by Bertsekas in [11] (see also [39] and [24] ), one of the aspects which makes algorithms with inertial (sometimes also called memory) effects useful is their ability to detect optimal solutions of minimization problems which cannot be found by their noninertial variants. Since their introduction one can notice an increasing interest in inertial algorithms, which is exemplified by the following references [1-3, 7, 18-21, 23, 24, 28, 30, 31, 35-37] .
We show weak ergodic convergence of the sequence generated by the proposed iterative scheme to a solution of the monotone inclusion problem (4) by using Fejér monotonicity techniques. The correspondent of condition (3) in the context of monotone inclusion problems of type (4) will play again a decisive role. When the operator A is assumed to be strongly monotone, the iterates are proved to converge strongly to the unique solution of (4). By using a product space approach, we are also able to enhance these investigations to monotone inclusion problems involving linear compositions of parallel-sum operators. This further allows to formulate a penalty scheme with inertial effects for the minimization of a complexly structured convex objective function subject to the set of minima of another convex and differentiable function.
Next we present some notations which are used throughout the paper (see [9, 13, 14, 33, 45, 47] ). Let H be a real Hilbert space with inner product ·, · and associated norm · = ·, · . When G is another Hilbert space and L : H → G a linear continuous operator, then the norm of L is defined as L = sup{ Lx : x ∈ H, x ≤ 1}, while L * : G → H, defined by L * y, x = y, Lx for all (x, y) ∈ H × G, denotes the adjoint operator of L. For a function f : H → R we denote by dom f = {x ∈ H : f (x) < +∞} its effective domain and say that f is proper, if dom f = ∅ and f (x) = −∞ for all x ∈ H. Let f * : H → R, f * (u) = sup x∈H { u, x − f (x)} for all u ∈ H, be the conjugate function of f . We denote by Γ(H) the family of proper, convex and lower semi-continuous extended real-valued functions defined on H. The subdifferential of f at x ∈ H, with f (x) ∈ R, is the set ∂f (x) := {v ∈ H : f (y) ≥ f (x) + v, y − x ∀y ∈ H}. We take by convention ∂f (x) := ∅, if f (x) ∈ {±∞}. We also denote by min f := inf x∈H f (x) and by argmin f := {x ∈ H : f (x) = min f }. For f, g : H → R two proper functions, we consider their infimal convolution, which is the function f g : H → R, (f g)(x) = inf y∈H {f (y) + g(x − y)}.
Let M ⊆ H be a nonempty convex set. The indicator function of M , δ M : H → R, is the function which takes the value 0 on M and +∞ otherwise. The subdifferential of the indicator function is the normal cone of M , that is N M (x) = {u ∈ H : u, y − x ≤ 0 ∀y ∈ M }, if x ∈ M and N M (x) = ∅ for x / ∈ M . Notice that for x ∈ M , u ∈ N M (x) if and only if σ M (u) = u, x , where σ M is the support function of M , defined by σ M (u) = sup y∈M y, u . Further, we denote by sqri M := {x ∈ M : ∪ λ>0 λ(M − x) is a closed linear subspace of H} the strong quasi-relative interior of M . We always have int M ⊆ sqri M (in general this inclusion may be strict). If H is finite-dimensional, then sqri M coincides with ri M , the relative interior of M , which is the interior of M with respect to its affine hull.
For an arbitrary set-valued operator A : H ⇒ H we denote by Gr A = {(x, u) ∈ H × H : u ∈ Ax} its graph, by dom A = {x ∈ H : Ax = ∅} its domain, by ran A = {u ∈ H : ∃x ∈ H s.t. u ∈ Ax} its range and by A −1 : H ⇒ H its inverse operator, defined by (u, x) ∈ Gr A −1 if and only if (x, u) ∈ Gr A. The parallel sum of two set-valued operators A 1 , A 2 : H ⇒ H is defined as
We use also the notation zer A = {x ∈ H : 0 ∈ Ax} for the set of zeros of the operator A. We say that A is monotone if x − y, u − v ≥ 0 for all (x, u), (y, v) ∈ Gr A. A monotone operator A is said to be maximally monotone, if there exists no proper monotone extension of the graph of A on H × H. Let us mention that in case A is maximally monotone, zer A is a convex and closed set [9, Proposition 23.39] . We refer to [9, Section 23.4 ] for conditions ensuring that zer A is nonempty.
If A is maximally monotone, then one has the following characterization for the set of its zeros z ∈ zer M if and only if u − z, w ≥ 0 for all (u, w) ∈ Gr M.
The operator A is said to be γ-strongly monotone with γ > 0, if x − y, u − v ≥ γ x − y 2 for all (x, u), (y, v) ∈ Gr A. Notice that if A is maximally monotone and strongly monotone, then zer A is a singleton, thus nonempty (see [9, Corollary 23.37] ). Let γ > 0 be arbitrary. A single-valued operator A : H → H is said to be γ-Lipschitz continuous, if Ax − Ay ≤ γ x − y for all (x, y) ∈ H × H.
The resolvent of A, J A : H ⇒ H, is defined by J A = (Id +A) −1 , where Id : H → H, Id(x) = x for all x ∈ H, is the identity operator on H. Moreover, if A is maximally monotone, then J A : H → H is single-valued and maximally monotone (cf. [9, Proposition 23.7 and Corollary 23.10]). For an arbitrary γ > 0 we have (see [9, Proposition 23.18] )
When f ∈ Γ(H) and γ > 0, for every x ∈ H we denote by prox γf (x) the proximal point of parameter γ of f at x, which is the unique optimal solution of the optimization problem
Notice that J γ∂f = (Id +γ∂f ) −1 = prox γf , thus prox γf : H → H is a single-valued operator fulfilling the extended Moreau's decomposition formula
Let us also recall that the function f : H → R is said to be γ-strongly convex for γ > 0, if f − γ 2 · 2 is a convex function. Let us mention that this property implies that ∂f is γ-strongly monotone (see [9, Example 22.3] ).
The Fitzpatrick function associated to a monotone operator A is defined as
and it is a convex and lower semicontinuous function. Introduced by Fitzpatrick in [34] , this functione opened the gate towards the employment of convex analysis specific tools when investigating the maximality of monotone operators (see [9, 10, [12] [13] [14] [15] 27, 45] and the references therein) and it will play an important role throughout the paper. In case A is maximally monotone, ϕ A is proper and it fulfills
with equality if and only if (x, u) ∈ Gr A. Notice that if f ∈ Γ(H), then ∂f is a maximally monotone operator (cf. [42] ) and it holds (∂f ) −1 = ∂f * . Furthermore, the following inequality is true (see [10] )
We refer the reader to [10] for formulae of the Fitzpatrick function computed for particular classes of monotone operators. We close the section by presenting some convergence results that will be used several times in the paper. Let (x n ) n≥1 be a sequence in H and (λ k ) k≥1 a sequence of positive numbers such that k≥1 λ k = +∞. Let (z n ) n≥1 be the sequence of weighted averages defined as (see [6] )
Lemma 1 (Opial-Passty) Let F be a nonempty subset of H and assume that lim n→∞ x n − x exists for every x ∈ F . If every sequential weak cluster point of (x n ) n≥1 (respectively (z n ) n≥1 ) lies in F , then (x n ) n≥1 (respectively (z n ) n≥1 ) converges weakly to an element in F as n → +∞.
δ n < +∞ and there exists a real number α with 0 ≤ α n ≤ α < 1 for all n ≥ 1. Then the following statements are true:
A direct consequence of Lemma 2 is the following result.
and (β n ) n≥1 be sequences in [0, +∞) such that ϕ n+1 ≤ −β n + ϕ n + α n (ϕ n − ϕ n−1 ) + δ n for all n ≥ 1, n≥1 δ n < +∞ and there exists a real number α with 0 ≤ α n ≤ α < 1 for all n ≥ 1. Then the following hold:
A forward-backward-forward penalty algorithm with inertial effects
Throughout this section we are concerned with the solving of the following monotone inclusion problem. The monotone inclusion problem to solve is
Problem 4 Let
We propose the following iterative scheme for solving Problem 4.
Algorithm 5
Initialization:
where (λ n ) n≥1 , (β n ) n≥1 and (α n ) n≥1 are sequences of positive real numbers that represent the step sizes, the penalty parameters and the control parameters of the inertial effects, respectively.
Remark 6 When α n = 0 for any n ≥ 1, the above numerical scheme becomes Algorithm 3 in [16] . On the other hand, assume that Bx = 0 for all x ∈ H (having as consequence M = H and N M (x) = {0}). In this case, Algorithm 5 turns out to be the inertial splitting method proposed and analyzed in [18] for solving the monotone inclusion problem 0 ∈ Ax + Dx.
If we combine these two cases, namely by assuming that α n = 0 for any n ≥ 1 and Bx = 0 for all x ∈ H, then Algorithm 5 is nothing else than Tseng's iterative scheme for solving (11) (see also [26] for an error tolerant version of this method).
The following technical statement will be useful in the convergence analysis of Algorithm 5.
Lemma 7 Let (x n ) n≥0 and (p n ) n≥1 be the sequences generated by Algorithm 5 and let (u, w) ∈ Gr(A+ D + N M ) be such that w = v + p + Du, where v ∈ Au and p ∈ N M (u). Then the following inequality holds for any n ≥ 1:
Proof. It follows from the definition of the resolvent operator that
λn (x n − x n−1 ) ∈ Ap n for any n ≥ 1 and, since v ∈ Au, the monotonicity of A guarantees
In the following we take into account the definition of x n+1 given in the algorithm and obtain
Notice that for any n ≥ 1
By making use of these equalities, from (13) we obtain that for any n ≥ 1
Further, by using the inequality
the relation v = w − p − Du and the definition of the Fitzpatrick function we derive for any n ≥ 1
Since D is monotone, we have u − p n , Dp n − Du ≤ 0 for any n ≥ 1 and the conclusion follows by noticing that the Lipschitz continuity of B and D yields
We will prove the convergence of Algorithm 5 under the following hypotheses:
Remark 8 The first part of the statement in (i) is verified if one of the Rockafellar conditions M ∩ int dom A = ∅ or dom A ∩ int M = ∅ is fulfilled (see [43] ). We refer the reader to [9, [12] [13] [14] [15] 45] for further conditions which guarantee the maximality of the sum of maximally monotone operators. Further, we refer to [9, Subsection 23.4] for conditions ensuring that the set of zeros of a maximally monotone operator is nonempty. The condition (ii) above has been introduced for the first time in [16] . According to [16, Remark 4] , the hypothesis (ii) is a generalization of the condition considered in [6] (see also (H opt f itz ) and Remark 18 in Section 4 for conditions guaranteeing (ii)).
Remark 9 (see also [16] ) Since D is maximally monotone (see [9, Example 20.28] ) and dom D = H, the hypothesis (i) above guarantees that A + D + N M is maximally monotone, too (see [9, Corollary 24.4] ). Moreover, for each p ∈ ran N M we have
Indeed, if p ∈ ran N M , then there exists u ∈ M such that p ∈ N M (u). This implies that
Let us state now the convergence properties of the sequences generated by Algorithm 5.
Theorem 10 Let (x n ) n≥0 and (p n ) n≥1 be the sequences generated by Algorithm 5 and (z n ) n≥1 the sequence defined in (10). Assume that (H f itz ) is fulfilled, (α n ) n≥1 is nondecreasing and there exist n 0 ≥ 1, α ≥ 0 and σ > 0 such that for any n ≥ n 0
and 5α + 2σ + (1 + 4α + 2σ)
The following statements hold:
(i) n≥0 x n+1 − x n 2 < +∞ and n≥1 x n − p n 2 < +∞;
(ii) (z n ) n≥1 converges weakly to an element in zer(A + D + N M ) as n → +∞;
(iii) if A is γ-strongly monotone with γ > 0, then (x n ) n≥0 and (p n ) n≥1 converge strongly to the unique element in zer(A + D + N M ) as n → +∞.
one can select α ≥ 0, σ > 0 and n 0 ≥ 1 such that (15) holds for any n ≥ n 0 . With given α and n 0 one can chose a nondecreasing sequence (α n ) n≥1 fulfilling (14) for any n ≥ n 0 , too.
Proof. We start by noticing that for (u, w) ∈ Gr(A + D + N M ) such that w = v + p + Du, where v ∈ Au and p ∈ N M (u), from (12) we obtain for any n ≥ n 0
Indeed, this follows by taking into consideration that
and, due to (15),
With the notations ϕ n := x n − u 2 ∀n ≥ 0 and µ n := ϕ n − α n ϕ n−1 + 2α n x n − x n−1 2 ∀n ≥ 1, we obtain from (16) and the fact that (α n ) n≥1 is nondecreasing the inequality
Further, we claim that
Indeed, this is equivalent to
which is true since due to (14)- (15) we have for any n ≥ n 0
We conclude from (17)- (18) that for any n ≥ n 0
Next we divide the proof in three parts.
(a) First we prove that for every u ∈ zer(A + D + N M ) the sequence ( x n − u ) n≥0 is convergent and the statement (i) holds.
Take an arbitrary u ∈ zer(A+D+N M ). In this case one can take w = 0 in (19) and summing up these inequalities for n = n 0 , ..., N , where N ≥ n 0 , we obtain
hence (µ n ) n≥1 is bounded from above due to (H f itz ). Let C > 0 be an upper bound of this sequence. By using (14) we get
from which we deduce (since α ∈ (0, 1) due to (15))
Further, by combining (20) , the definition of the sequence (µ n ) n≥1 , (14) and (21) we obtain for any N ≥ n 0 + 1
From (H f itz ) and (22) we further get n≥0 x n+1 − x n 2 < +∞. Moreover, by taking into account the inequality (12) for w = 0, (14)- (15) and (H f itz ), we conclude by applying Lemma 3 that n≥1 x n − p n 2 < +∞ and ( x n − u ) n≥0 is convergent. (b) Next we prove that every weak cluster point of (z ′ n ) n∈N , where
Let z be a sequential weak cluster point of (z ′ n ) n≥1 . As we already noticed that A+D+N M is maximally monotone, in order to show that z ∈ zer(A+D+N M ) we will use the characterization given in (5) . Take (u, w) ∈ Gr(A + D + N M ) such that w = v + p + Du, where v ∈ Au and p ∈ N M (u). From (19) we have
Let be N ∈ N with N ≥ n 0 + 2. Summing up the above inequalities for n = n 0 + 1, ..., N we get
Dividing by 2τ N = 2 N k=1 λ k we obtain
where
Notice that due to (a), (x n ) n≥0 is bounded, hence the sequence (µ n ) n≥1 is bounded as well. By passing in (23) to limit as N → +∞ and by using that lim N →+∞ τ N = +∞, we get lim inf
Since z is a sequential weak cluster point of (z ′ n ) n≥1 , we obtain that u − z, w ≥ 0. Finally, as this inequality holds for arbitrary (u, w) ∈ Gr(A + D + N M ), the desired conclusion follows.
(c) In the third part we show that every weak cluster point of (z n ) n≥1 lies in zer(A+D+N M ). For (c) it is enough to prove that lim n→+∞ z n − z ′ n = 0 and the statement will be a consequence of (b).
For any n ≥ 1 it holds
Since (λ n ) n≥1 ∈ ℓ 2 \ ℓ 1 , taking into consideration that τ n = n k=1 λ k → +∞ as n → +∞ and n≥1 x n − p n 2 < +∞, we obtain z n − z ′ n → 0 as n → +∞.
The statement (ii) of the theorem follows by combining the statements proved in (a) and (c) with Lemma 1.
Finally, we prove (iii) and assume to this end that A is γ-strongly monotone. Let be u ∈ zer(A + D + N M ) and w = 0 = v + p + Du, where v ∈ Au and p ∈ N M (u). Following the lines of the proof of Lemma 7, one obtains for any n ≥ n 0
Invoking now Lemma 3, we obtain that
Since (λ n ) n≥1 is bounded from above and n≥1 x n − p n 2 < +∞, it yields
As n≥1 λ n = +∞ and ( x n − u ) n≥1 is convergent, it follows lim n→+∞ x n − u = 0. This obviously implies lim n→+∞ p n − u = 0, since lim n→+∞ x n − p n = 0.
A primal-dual forward-backward-forward penalty algorithm with inertial effects
The aim of this section is to propose and investigate from the point of view of its convergence properties a forward-backward-forward penalty algorithm with inertial effects for solving the following monotone inclusion problem involving linearly composed and parallel-sum type monotone operators.
Problem 12 Let H be a real Hilbert space, A : H ⇒ H a maximally monotone operator and C : H → H a monotone and ν-Lipschitz continuous operator for ν > 0. Let m be a strictly positive integer and for any i = 1, ..., m let G i be a real Hilbert space, B i :
is ν i -Lipschtz continuous for ν i > 0 and L i : H → G i a nonzero linear continuous operator. Consider also B : H → H a monotone and µ −1 -Lipschitz continuous operator with µ > 0 and suppose that M = zer B = ∅. The monotone inclusion problem to solve is
The algorithm we propose for solving this problem has the following form.
Algorithm 13
where (λ n ) n≥1 , (β n ) n≥1 and (α n ) n≥1 are sequences of positive real numbers.
Remark 14
In case Bx = 0 for all x ∈ H, the above numerical scheme becomes the inertial algorithm that have been studied in [18] in connection with the solving of the monotone inclusion problem
If, additionally, α n = 0 for all n ≥ 1, then the algorithm collapses into the error-free variant of the primal-dual iterative scheme formulated in [32, Theorem 3.1] .
For the convergence result we need the following additionally hypotheses (we refer the reader to the remarks 8 and 18 for sufficient conditions guaranteeing (H par−sum f itz )):
For proving the convergence of the sequences generated by Algorithm 13 we will make use of a product space approach, which relies on the reformulation of Problem 12 in the same form as Problem 4.
Theorem 15
Let be the sequences generated by Algorithm 13 and let (z n ) n≥1 the be sequence defined in (10) . Assume that (H par−sum f itz ) is fulfilled, (α n ) n≥1 is nondecreasing and there exist n 0 ≥ 1, α ≥ 0 and σ > 0 such that for any n ≥ n 0
Then (z n ) n≥1 converges weakly to an element 
Proof. The proof makes use of similar techniques as in [17] , however, for the sake of completeness, we provide as follows the necessary details.
We start by noticing that x ∈ H is a solution to Problem 12 if and only if there exist
which is nothing else than
We further endow the product space H× G 1 × ... × G m with inner product and associated norm defined for all (x, v 1 , ..., v m ), (y, w 1 , ..., w m 
respectively. We introduce the operators A : 
which shows that D is monotone.
The Lipschitz continuity of D follows by noticing that
Moreover, B is monotone, µ −1 -Lipschitz continuous and
Taking into consideration (29), we obtain that x ∈ H is a solution to Problem 12 if and only if there exist
This means that determining the zeros of A + D + N M will automatically provide a solution to Problem 12.
Further, notice that
for every (x, v 1 , ..., v m ) ∈ H× G 1 × ... × G m and every λ > 0 (see [9, Proposition 23.16] ). Thus the iterations of Algorithm 13 read for any n ≥ 1:
which is nothing else than the iterative scheme of Algorithm 5 employed to the solving of the monotone inclusion problem 0 ∈ Ax + Dx + N M (x).
In order to compute the Fitzpatrick function of B, we consider two arbitrary elements 
Convex minimization problems
In this section we deal with the minimization of a complexly structured convex objective function subject to the set of minima of another convex and differentiable function with Lipschitz continuous gradient. We show how the results obtained in the previous section for monotone inclusion problems can be applied in this context.
Problem 16
Let H be a real Hilbert space, f ∈ Γ(H) and h : H → R be a convex and differentiable function with a ν-Lipschitz continuous gradient for ν > 0. Let m be a strictly positive integer and for any i = 1, ..., m let G i be a real Hilbert space, g i , l i ∈ Γ(G i ) such that l i is ν 
Then (z n ) n≥1 converges weakly to an optimal solution to (30) as n → +∞. If, additionally, f and g * i , i = 1, ..., m, are strongly convex, then (x n ) n≥1 converges strongly to the unique optimal solution of (30) as n → +∞.
Remark 20 (a) According to [9, Proposition 17.10, Theorem 18.15] , for a function g ∈ Γ(H) one has that g * is strongly convex if and only if g is differentiable with Lipschitz continuous gradient.
(b) Notice that in case Ψ(x) = 0 for all x ∈ H Algorithm 17 has been studied in [18] in connection with the solving of the optimization problem
If, additionally, α n = 0 for all n ≥ 1, then Algorithm 17 becomes the error-free variant of the iterative scheme given in [32, Theorem 4.2] for solving (34) .
