Exponential error bounds are derived for frame-asynchronous discrete memoryless multiple access channels with two senders. By numerical evaluation for a particular case, it follows that the reliability function for synchronous transmission may be beaten if the senders are allowed to transmit with an approriately chosen delay.
I. INTRODUCTION
Discrete memoryless multiple access channels (MACs) with two senders will be referred to as synchronous MAC (SMAC) or asynchronous MAC (AMAC) according to the senders' codeword transmissions are frame-synchronous or not. Symbol synchronism is always assumed, its absence could be addressed only in a continuous time model beyond the scope of this paper, see Verdú [1] . The capacity region for SMAC has been determined by Ahlswede [2] , and for AMAC with arbitrary unknown delay by Poltyrev [3] and Hui and Humblet [4] . Gaps in [3] , [4] were filled in the book of El Gamal and Kim [5] and independently in Farkas and Kói [6] . The capacity region in the asynchronous resp. synchronous case is equal to the union for all P X , P Y of the pentagons R(P X , P Y , W ) defined in (5) , where W is the channel matrix, respectively the convex closure of the union. The union of these pentagons is non-convex for some choices of W (see, [7] ), thus the capacity region of SMAC may be larger than that of AMAC.
The error probability of good codes of block-length n, with rate pair inside the capacity region, goes to 0 exponentially as n → ∞. unknown. For SMAC, lower bounds to the reliability functions, i.e. achievable error exponents, have been derived by several authors, see Nazari et al. [8] and references there. Upper bounds were given by Harotounian [9] and improved by Nazari et al. [10] .
Error exponents for AMAC, as far as we know, were first given by the present authors, reported in ISIT contributions [11] , [12] , [13] . Upper-bounds to the reliability for AMAC are not available in the literature, and
will not be given here, either. This paper is a completed, full version presentation of the results in [11] , [12] , [13] .
The main features are:
(i) Error exponents achievable universally, i.e. with codebooks and decoder not depending on the channel matrix are derived, via a refinement of the method of types [14] introduced in [11] as method of subtypes. The universal achievability of our error exponents gives rise to a side result about the capacity region of compound AMAC.
(ii) The adopted model is tailored to communication practice. The technical assumption in [11] , [12] that the senders may use multiple codebooks is no longer needed. This improvement relies upon a new twist in random selection proof technique, reported in [13] .
(iii) Our error exponent admit numerical calculation, at least in simple cases.
(iv) A remarkable discovery is that controlled asynchronism may beat synchronism: when synchronization would be possible, a deliberate shift of codewords may admit to achieve a larger error exponent than the (unknown) largest one for synchronous transmission, i.e., for SMAC. Evidence for this has been reported in [12] , and a proof in [13] . The proof uses numerical evaluation of the exponents, demonstrating the relevace of (iii).
The method of subtypes has also been applied to exponents for multiple codebooks of unequal block-length [15] , [16] and for sparse communication [17] . Furthermore, as shown in Farkas and Kói [18] , the technique of subtypes admits also to analyse successive decoding for AMAC, and combining this with controlled asynchronism provides an alternative to rate splitting (see Grant, Rimoldi, Urbanke and Whiting [19] ).
The device of shifting codewords is known to have benefits of several kinds in multi user communications see e.g.
Hou, Smee and Pfister [20] or Gollakota and Katabi [21] ; result (iv) identifies a new one, in a precise mathematical form.
II. PRELIMINARIES

A. Notation
The set {1, 2, . . . , k} is denoted by [k] . Logarithms and exponentials are to the base 2 i.e., log(x) = log 2 (x), exp(x) = 2 x . Polynomial factors will be denoted by p n .
Random variables (RVs) are assumed to take values in finite sets. These sets, the RVs, and their possible values are typically denoted by calligraphic letters ad corresponding upper and lower case italics such as X , X, x. Boldface letters always denote (finite) sequences.
Probability distributions on finite sets are denoted by P or V , the set of all distribution on X is P(X ). Notations V X , V XY etc. mean (joint) distributions of the indicated RVs, and V Y |X denotes conditional distribution. The notation P X , P Y will be reserved for distinguished distributions on X , Y and P XY Z for the distribution on X × Y × Z defined by P XY Z (x, y, z) P X (x)P Y (y)W (y|x, y)
with a given channel matrix W : X × Y → Z.
The type (empirical distribution) of a sequence x ∈ X n is denoted by P x , similarly the joint types of two or more sequences (of equal length) by P (x,y) etc. The subset of P(X ), P(X × Y), etc consisting of all types or joint types of length-n sequences are denoted by P n (X ), P n (X × Y), etc. For V ∈ P n (X ) or V ∈ P n (X × Y), etc., the type class T n V is the subset of X n or X n × Y n consisting of sequences of type P x = V or pairs of sequences of joint type P (x,y) = V , etc. Distributions, in particular types, are frequently represented as (joint) distributions of dummy RVs, e.g. for V ∈ P(X × Y) we write V = V XY . This convention often simplifies notation, e.g. the marginals of V are simply V X and V Y .
Our notation of information measures for RVs always indicates their (joint) distribution that the information measure really depends on. E.g. H V (Y |X) means conditional entropy when V XY = V . In an extended usage of this notation, V may be a distribution on a product space larger than X × Y, then the understanding is that V XY equals the marginal of V on X × Y.
In addition to standard information measures, also multi-information of m ≥ 2 RVs in the sense of Watanabe [22] will be frequently employed. It is defined by
Note that multi information of m = 2 RVs equals mutual information.
Empirical information measures for deterministic sequences, denoted byĤ,Î are defined as information measures for dummy RVs whose joint distribution equals the joint type of the given sequences. For examplê
The L 1 -distance or variation distance, in P(X ) is
(in the literature, the latter term is often used for
for P = P XY Z defined by (1)
B. The model
A discrete memoryless MAC with two senders is defined by two (finite) input alphabets X , Y, a (finite) output alphabet Z, and a stochastic matrix W : X × Y → Z. For input sequences x ∈ X n , y ∈ Y n , the probability of
The matrix W may be unknown to the senders and the receiver.
Definition 1.
A constant composition AMAC code of blocklength n, with rate pair (R 1 , R 2 ), is given by codebooks
]}, synch-sequences x(0), y(0), and an integer K ≥ 2. Here x(0)
resp. y(0) and the codewords x(i), y(j) are distinct sequences 1 in X n and Y n , each of the same type P X ∈ P n (X )
resp. P Y ∈ P n (Y).
Senders 1 and 2 transmit codewords from C 1 resp. C 2 , inserting the synch-sequence x(0) resp y(0) after each K − 1 consecutive codewords. As the synch-sequences do not carry information, the effective transmission rates are
To make them close to the nominal rates R 1 , R 2 we chose K large but, for convenience, not depending on the block-length n.
Asynchronism causes a delay 0 ≤ D ≤ nK − 1 of the sync-sequences of sender 1 relative to those of sender 2.
The delay between codewords is denoted by d , it is determined by
The delay D (as well as d) is either unknown to the senders or is chosen by them. The latter is referred to as controlled asynchronism. Most concepts below involve a given value of D, supressed in the notation. For convenience, the case d = 0 (in effect, the synchronous case) is excluded, but its inclusion would need only trivial modifications. It is assumed that the receiver is able to identify the positions of sync-sequences.
Remark 1. Our adopting a model that involves synch-sequences is justified by communication practice. For our purposes, the role of synch-sequences is twofold. First, as the receiver can identify them, he/she knows the codewords boundaries. Second, the presence of synch-sequences admits the receiver to use a decoding window not containing split codewords, see Figure 1 below. Note, however, that synch-sequences do not seem indispensable to achieve the AMAc error exponents in this paper. It appears that effectively the same results could be obtained, with substantially more work, also in a model not involving synch sequences.
Decoding is performed in a window of length nK shown in Figure 1 . In this window, the the input sequence of sender 1 is the concatenation of K − 1 codewords from C 1 and the synch-sequence x(0), which is the l'th block where The input sequence of sender 2 contains K − 1 codewords from C 2 , preceded and followed by complementary parts y (0) and y (0) of the synch-sequence y(0). Thus the two input sequences are of form
where
and j K = 0, and y (0), y (0) are the length-d initial resp. length-(n − d) final parts of y(0).
. . , i K and j 1 . . . , j K−1 represent the message K − 1 tuples that senders 1 and 2 transmit in the considered decoding window. It is for technical convenience that the sequences i and j are taken to include also i l = 0 and j K = 0. In the sequel i and j (and similarlyî,ĵ) always denote sequences of length K as above, in particular, the l-th element of i (orî) for l in (8) and j K (orĵ K ) are always equal to 0.
Remark 2. For convenience, the two parts of the sync sequence y(0) in (10) will be regarded as a single virtual block y (0)y (0) = y(0) as if the decoding window were circular. Instances of some notations will formally refer to the 0'th or K'th block of the sequence (10), these will be interpreted to mean the virtual block.
The decoder employed in this paper will be specified later in Definition 3. Until then the decoder can be any mapping φ (depending on the delay D) that assigns estimates x(î),y(ĵ) of the two input sequences to output sequences z ∈ Z nK , or, equivalently, estimates φ(z) = (î,ĵ) of i, j in (9),(10) (satisfying the condition thatî l = 0
For input sequences (9),(10) or equivalently for given i, j, and for output sequence z ∈ Z nK , errorneous decoding means that φ(z) = (î,ĵ) is not equal to (i, j). As there are 2 n(K−1)(R1+R2) possible choices of (i, j), the average probability of error is
Here, unlike in the previous notations, dependence on the delay D is not supressed, to emphatize that this dependence is a key issue of this paper. On the other hand, the dependence on the channel matrix W is supressed, as also later in (14) . 6 An exponential upper bound will be derived that holds for suitable AMAC codes even in universal sense: the AMAC code depends neither on the channel matrix W nor on the delay D, and the decoder does not depend on W .
Remark 3. Assume that the senders' messages come from flows of independent random messages uniformly chosen
]. Then the probability that not all members of these flows, transmitted in the given window, are decoded correctly is equal to P D e . Note that for sender 1 it depends on the delay D which members of the infinite flow are transmitted in a particular window. Still, P D e defined by (11) is relevant also for the probability of incorrect decoding of individual members of these message flows: the largest one of these probabilities is equal to P D e up to a constant factor: Indeed, the largest probability P D e,ind of incorrect decoding of an irreducible member of this flow clearly satisfies (12) To bound the average probability of error (11) , the more refined problem of bounding error pattern probabilities will be addressed. When sent sequences (x(i), y(j)) in (9),(10) are decoded as (x(î), y(ĵ)) where
Note that the virtual block (see Remark 2) and the sync-sequences need not be considered in the definition of error pattern, as no error can occur there. So, the set L 1 resp. L 2 in (13) never contains l (given by (8)) resp. K.
The average probability of error pattern
Clearly,
Formally also the error pattern (∅, ∅) is defined, it will be called improper error pattern, since (i,î, j,ĵ) ∈ EP(∅, ∅) meansî = i,ĵ = j, i.e., no error.
For bounding the probabilities (14) , an alternate characterization of error patterns will be useful. Arrange quadruples x(i), x(î), y(j), y(ĵ) of potential input sequences and their estimates in an array with four rows, called rows X,X, Y ,Ŷ , see Figure 2 . The codeword boundaries partition the decoding window into 2K subintervals of Accordingly, each block of the array in Figure 2 is split into two subblocks giving rise to an array of subblocks.
The k'th subblock in rows X andX comes from the t 1 (k)'th block in Figure 2 , where
and in rows Y ,Ŷ from the t 2 (k)'th block where
(for k = 1, see Remark 2).
Call k an error index of sender 1 or 2 ifî
Let S 1 , S 2 and S 12 denote the sets of those k ∈ [2K] which are error indices for sender 1 but not 2, for sender 2 but not 1, and for both senders. As the error pattern (L 1 , L 2 ) of a quadruple (i,î, j,ĵ) is in a one-to-one correspondence with the triple S = (S 1 , S 2 , S 12 ) of disjoint subsets of [2K], we will also speak of error pattern S, and use notation (i,î, j,ĵ) ∈ EP(S) as well as P A partial order among proper error patterns is defined, letting S ≺ S mean that
Error patterns S with no subpattern S ≺ S, S = S will be called irreducible. They are characterized by having
, and satisfying
When an irreducible error patterns (L 1 , L 2 ) = S occurs, the number |L 1 | + |L 2 | of incorrectly decoded codewords equals L = |S| − 1, hence L is called the length of this error pattern. For example the error pattern in Figure   3 , of length 5, is not irreducible, although its support does consist of consecutive indices; It has two irreducible subpatterns of lenghts 2 and 3, with supports {3,4,5} and {6,7,8,9}.
C. Technical Tools
The error probabilities defined in the previous subsection will be bounded using an extension of the method of types [14] to asynchronous models, introduced in [11] as the method of subtypes.
Below, the definition of subtypes is restricted, according to the needs of this paper, to sequences of length nK partitioned into 2K subblocks of length defined by (16) . These length-nK sequences may, however, be arbitrary, not necessarily of form (9) or (10).
. The types of these subblocks are called the subtypes of x, y, etc. Similarly, for an m-tuple of length-nK sequences, the joint type V k of their k'th subblocks is called the k'th subtype of this m-tuple.
The set of all m-tuples of length-nK sequences with given subtype sequence
For example, the subtypes of a triple (x, y, y) ∈ X nK × Y nK × Z nK are the joint types
We emphasize that subtypes are defined relative to a given partition of [2K], determined by the delay D through (16) . This dependence on D, is suppressed in the notation, as also in case of other concepts.
The next definition specifies the decoder employed in this paper. In the sequel, it will be assumed that the MMI decoder of Definition 3 is used.
Definition 3. The maximal multi-information (MMI) decoder assigns to output sequence z ∈ Z nK that pair (x(î), y(ĵ)) of potential input sequences x(i), y(j) for which the weighted sum of empirical multi-informations
is maximum. Here x k (i), y k (j), z k are the k'th sub-blocks of the sequences (9), (10) and z, according to Definition 2, and V k is their joint type, i.e., (V 1 , . . . , V 2K ) is the subtype sequence of the triple (x(i), y(j), z). If the maximizing (i, j) is not unique, either one of them can be taken 2 .
Remark 4. In the synchronous case, with decoding window of the same length as the codewords, the decoder of [23] minimized the empirical conditional entropyĤ(x, y|z). For codewords x, y of fixed types this is equivalent to maximizingÎ(x ∧ y ∧ z), equal toĤ(x) +Ĥ(y) −Ĥ(x, y|z). Thus the decoder in Definition 3 is a natural extension to AMAC of that in [23] for the synchronous case.
A typical application of Definition 2 will be to quadruples x(i), x(î), y(j), y(ĵ) introduced in Subsection II-B.
The k'th subtype V k of such a quadruple equals the joint type of the subblocks in the k'th column of the array of subblocks in Figure 2 . We will also consider quintuples, with the channel output z ∈ Z nK added to the former sequences as a fifth one. This z is also partitioned into 2K subblocks of length n k , yielding a five-row array of subblocks, see Figure 4 . The k'th subtype of this quintuple equals the joint type of the subblocks in the k'th column of the array with five rows. In these two cases, the subtypes will be denoted by V In calculations, the following standard facts (see e.g. [24] ) will be used, often without reference, for subtypes V k in the role of V and n k in the role of n.
For the calculations it is inconvenient that the marginals of the subtypes V XXYŶ k , i.e., the types of the subblocks of the array in Figure 2 may be rather arbitrary in general, even though these subblocks are obtained by splitting blocks of fixed types P X or P Y . This inconvenience will be overcome by chosing balanced codewords in the sense below. Then, the subblock types will be close to P X or P Y , at least for not too short subblocks, see (28) . This is sufficient for our purposes, like "typical sequences" often adequately replace fixed type sequences.
Definition 4.
A sequence x ∈ X n of type P x = P will be called δ-balanced if for each 0 < d < n, the types V 1 and V 2 of its first d and next n − d symbols satisfy
For P ∈ P n (X ), the subset of T n P consisting of δ-balanced sequences will be denoted by T n P (δ). Note that in (25)
The quantity JSD(·) in (25) is known as Jensen-Shannon divergence.
This concept of δ-balanced sequences is of interest when δ is small. Then splitting any x ∈ T n P (δ) into two subblocks arbitrarily, their types V 1 and V 2 are close to P (in L 1 distance), with the possible exception of short (26) and Pinsker inequality that
and similarly for
The following key result of this subsection shows that for large n a large fraction of any type class consists of δ-balanced sequences, with δ admitted to go to 0 (sufficiently slowly) as n → ∞. The lower bound in Lemma 1 on δ is crude but its order of magnitude log(n) n is likely the best possible. The assertion of Lemma 1 holds for all n ≥ 2 but it is trivial if 3|X | log(n) ≥ n H(P ). Then the assumption implies δ ≥ H(P ) in which case all x ∈ T n P are trivially δ-balanced
Proof: Calculate the number of sequences
sequences with the latter property, due to (22) and (25) . The number of admissible triples (d, V 1 , V 2 ) is less than
since V 1 determines V 2 by (27) . It follows that
Simple algebra shows that for δ as in the Lemma the right hand side of (32) is less than (22) . In the sequel, we denote δ n 3 log n n max(|X |, |Y|).
Then, by Lemma 1, (29) holds with δ = δ n for each P X ∈ P n (X ), P Y ∈ P n (Y).
III. A PACKING LEMMA AND AN INTERMEDIATE FORM OF THE EXPONENTIAL ERROR BOUND
The simplest random coding approach to exponential error bounds, both for single-user and multi-user channels, is to bound the error for random codes and conclude that then some deterministic code also meets this bound.
That deterministic code, however, may be channel dependent. Universally achievable error bounds are commonly derived via so-called packing lemmas, that establish the existence of codes with "good" statistical properties. This existence proof typically employs random selection, but no matter how the existence is proven, any code with these "good" statistical properties does give the required error exponents simultaneously for all channels.
To the AMAC error exponents in this paper, the following packing lemma will be the key. It asserts the existence of AMAC codes such that the number of quadruples
subtype sequence V (i.e. belonging to T V ) is bounded above by a packing inequality (37) , for all error patterns
We note that the possible subtype sequences of quadruples 
where 1{x =x} resp. 1{y =ŷ} equals 1 if x =x resp. y =ŷ, and 0 otherwise. Still, these constraints need not be included in the Lemma, since for "impossible" subtype sequences V the packing inequalities trivially hold (the lhs of (37) equals 0).
there exists an AMAC code with codewords and synch-sequences from T 1 resp.
the following inequality holds:
where 1 V1,V2,...,V 2K {·} denotes the indicator function of T V = T V1,V2,...,V 2K , the multi-information is defined by (2) and p n is a polynomial in n that depends only on |X |, |Y| and K.
In Lemma 2, the improper error pattern -(L 1 , L 2 ) = (∅, ∅)-is not excluded. The bound (37) for that specified case gives
for each subtype sequence
, where the summation is for all pairs of message sequences (i, j). Indeed, the lhs of (38) is equal to that of (37) 
The proof of this Lemma represents a major technical contribution of this paper. As it is rather lengthy, it will be given in the Appendix. A weaker version, which is easy to prove, appears (in essence) in [11] , where multiple codebooks are admitted.
In Theorem 1 below the following notations will be used. For any sequence V of distributions V k ∈ P(X ×Y ×Z),
Note that
and P XY Z is defined in (1).
Let P * be the collection of all
Theorem 1 (Intermediate Form of the Exponent). For all K, n, types P X ∈ P n (X ), P Y ∈ P n (Y), and rates 
where γ n depends only on n, |X |, |Y|, K and γ n → 0 as n → ∞.
Of course the bound (43) is of interest only when E α (S) > 0, this issue will be addressed in the next Section.
Proof: We will show that each AMAC code that has the properties in Lemma 2, with the choice
, satisfies the assertions of Theorem 1. The mentioned choice is permissible, due to Lemma 1 and (33).
Fix such an AMAC code, fix also the delay D and a proper error pattern S = (S 1 , S 2 , S 12 ). Denote by V * the collection of all subtype sequences
nK is a channel output sequence that gives rise to decoder output φ(z) = (î,ĵ). Then
(since the codewords and sync-sequences are from T n P X (δ n ) resp. T n P Y (δ n ), see Definition 4), and
(since z is decoded as (î,ĵ) = (i, j))
From (14) and (24),
for someî andĵ with (i,î, j,ĵ) ∈ EP(S)} .
The size of the set in (47) is bounded above, using (23) in two different ways. The first upper-bound is
Substituting (48) in (47) and employing (38) gives
On the other hand, substituting (49) in (47) and employing (37) gives
We will use the inequalities
The bound (50) gives
and (51) gives via (52)-(54)
Combining (55) and (56) and bounding the sum by the largest term times the number of terms, we obtain
where p n = p n |V * |.
Next, the inequality (46) will be invoked. There, (35),(36). Using this and (for k ∈ S 1 and k ∈ S 2 ) the identity
(46) reduces to
Using (59), (57) and (41) gives
The expression to be minimized in (60) depends only on the marginals V XY Z k of the components V k of the subtype sequence V ∈ V * . Hence, denoting by P * n the set of all distributions on X × Y × Z that satisfy (45), the minimum in (60) is lower bounded by the minimum over all sequences V = (V 1 , . . . , V 2K ) with V k ∈ P * n , k ∈ [2K] (in the rest of this proof V k means a distribution on X × Y × Z rather than on X ×X × Y ×Ŷ × Z as before, and sequences V of distributions are meant accordingly). When V = (V 1 , . . . , V 2K ) attains the latter minimum then
Thus (60) proves, recalling the notation (39), that
This appears intuitively obvious, and a formal proof is provided by Lemma 5 in the Appendix.
IV. MAIN RESULTS
A. Final form of the exponent
The error exponents in Theorem 1, though may meet the criterion of having single letter form, are prohibitively complex for actual computation. In this section they will be simplified, the final form will be suitable for numerical evaluation, at least for simple channels.
First, a minor extension of Theorem 1 is given that admits to restrict attention to irreducible error patterns, see end of Section II-B for definitions.
Theorem 2 (Strengthening of Theorem 1). There exists AMAC codes with the properties of Theorem 1 that meets additional bounds on the error pattern probabilities
for each S ≺ S, where α = 
The validity of that implication remains open, but it has been shown in [12] that each proper error pattern S has some irreducible subpattern S ≺ S with E α (S ) ≤ E α (S). Already this fact whose proof is omitted here, implies that the minimum of E α (S) over proper error patterns S is attained for some irreducible one. Hence, the merit of the last assertion of Theorem 2 is to provide a simpler form of the exponent in (44) rather than a lager exponent.
Proof: The proof of Theorem 2 differs from that of Theorem 1 only in one detail, namely bounding the set size in (47) also in other ways than there. A new observation we also need is that the subtype sequences V = (V 1 , . . . , V 2K ) ∈ V * satisfy, in addition to the properties used in the proof of Theorem 1, also
for each S ≺ S (S we notes the support of S ). To verify (63), recall that V ∈ V * means that V is the subtype sequence of some quintuple (x(i), x(î), y(j), y(ĵ), z) such that (i,î, j,ĵ) ∈ EP(S) and z is decoded as φ(z) = (î,ĵ).
Thus (63) means that for such quintuples
If (64) failed for some S ≺ S, say S = (L 1 , L 2 ), then changing the componentsî t , t ∈ L 1 andĵ t , t ∈ L 2 ofî andĵ to i t respectively j t would give rise to a pair (î ,ĵ ) that outperforms (î,ĵ) in terms of the MMI decoding criterion, contradicting φ(z) = (î,ĵ).
Note that (63) is equivalent to
by the same argument as (46) reduces to (59).
The new upper bound to the size of the set in (47) is
where (V 1 , . . . , V 2K ) denotes the subtype sequence of quadruples defined by
Applying this bound in (47), and the packing inequality (37) with S in the role of S (as the codebook were chosen according Lemma 2, (37) holds for all patterns), we obtain the analogue of (51) with S replaced by S on the right hand side.
Employing instead of (51) its analogue as above the proof of Theorem 2 is completed exactly as that of Theorem 1, using in the step when (59) has been used now its analogue (65).
Next, the form of E α (S) simplified, showing that the minimum in (42) for sequences V of distributions V k ∈ P * is attained when V k depends only on whether the index k belongs to S 1 , S 2 or S 12 . Thus, to evaluate the minimum E α (S), minimization over the tripes of distributions suffices.
Theorem 3 (Convexity and final form). For each proper error pattern S,
where β i = k∈Si e k , i ∈ {1, 2, 12}. In particular if S is an irreducible pattern of length L with support S = (k 0 , k 0 + 1, . . . , k 0 + L) then β i above are given by a) Odd L, odd k 0 :
Proof: E α (S) defined in (39) depends on the distributions V k in the sequence V with index k ∈ S. Subject to the constraints V k ∈ P * , the identity
holds and E α (V) turns to
Since divergence is convex and conditional entropy is concave in V k , it follows for each collection
. This proves (67), and its particular case for irreducible S immediately follows.
For irreducible error patterns S, with support S = {h 0 , k 0 + 1, . . . , k 0 + L}, the exponent E α (S) in (67) depends on S only through its length L and the parity of k 0 , i.e., whether the error pattern starts with an error for sender 1 or sender 2. Denote this exponent by E α j (L) where j ∈ {1, 2}, j ≡ k 0 ( mod 2). Formally define E α j (L) as the right side of (67) with coefficients β 1 , β 2 , β 12 given by (a) or (c) above if j = 1 and by (b) or (d) if j = 2. Thus E α j (L) is well defined for each P X ∈ P(X ), P Y ∈ P(Y), not necessarily types (as the definition of the set of distributions P * ⊂ P(X × Y × Z) before Theorem 1 applies to any P X ∈ P(X ),
The dependence on types P X , P Y , the rates R 1 , R 2 , the channel W and on K is suppressed in this notation. We will need the uniform equicontinuity of E α (and all of E α j (L)), namely that, its value does not change by more than ε if α, R 1 , R 2 and P X , P Y (the latter in L 1 distance) change by at most δ, where δ > 0 depends only on ε, X , Y, Z, K. The proof of this, similar to but simpler than that of Lemma 5 in the Appendix, is omitted.
Combining Theorem 2 and 3 yields the following final form of our exponent for the error probability P D e .
Theorem 4. For all K, n, types P X ∈ P n (X ), P Y ∈ P n (Y), and rates
there exists an AMAC code, as in Definition 1 such that for all channel matrix W and delay D the error probability satisfies:
where γ n → 0 depends only on |X |, |Y|, |Y| and K 
B. Properties of the result
to this the senders and the receiver do not need to know the channel matrix W . If the senders know W , the bound (73) may be optimized choosing P X , P Y tailored to W , to guarantee
When the senders may chose the delay D, and they know W , the error probability
may be achieved using codeword types P X , P Y and the exponent in (75) may be optimized choosing P X , P Y tailored to W . This yields
Note that, optimization of the bound in Theorem 4 (when feasible) gives formally weaker bounds than those in (75), (74) and (76), namely with maximum only for P X ∈ P n (X ), P Y X ∈ P n (Y) resp α of form d /n. The uniform equicontinuity property stated before Theorem 4 admits, however to replace this maximum by that for all P X ∈ P(X ), P Y ∈ P(Y) and α ∈ [0, 1], at the expense of taking a larger γ n that still has the properties in Theorem 4.
Remark 6. Though in this paper coding and decoding are universal, i.e. do not explicitly depend on the channel matrix W , implicit dependence on W is possible through the choice of the codeword types P X , P Y and (in case of controlled asynchronism) the delay D. (Though, this parameters not needed if the channel is symmetric in the input symbols so uniform, or any fixed, input distribution is optimal and if the channel is symmetric for the users and the rates are the same thus α = 1 /2 seems to be optimal.) To tailor these parameters to the actual channel, the the matrix W need not be exactly known; constant times log(n) bits of information are sufficient about W , since only polynomial many codeword types and delays are possible. To achieve the exponent in (75) for fixed P X , P Y , by tailoring to W the choice of D, only the senders need information about W . To optimizing the exponents in (73) and (75) with respect to P X , P Y , the approach of this paper requires information about W at the receiver as well as at the sender. (Our decoder does depend on the employed codebooks thus the receiver has to know the used codebook). A more refined approach may eliminate any need for information about W at the receiver. This is suggested by the known fact, see [25] , that for single user channels the random coding error exponent is achievable even if the sender may use any codebook, unknown to the receiver, from a known collection of subexponentially many codebooks, or see [26] that generalize this result to MAC.
Corollary 2. The codebook systems in Theorem 1 depend on R 1 , R 2 , P X , P Y , K, but not on the channel W and delay D. The exponents do depend on W (and through d and l, depend on D) and are positive if R 1 ≤ I P (X ∧Z|Y ),
Proof: Let 0 < r < 1/2 be such that a ball with radius 2r and center (R 1 , R 2 ) is inside the above pentagon.
) be the maximizing distributions in (67). If there is a k ∈ {1, 2, 12} with β k > ε and the corresponding terms
smaller than r then by uniform continuity of mutual information in the variational distance there is a function of r,
In this case the exponent is at least 2ε(s(r)) 2 , which is positive.
If for all k ∈ {1, 2, 12} where
are greater than r, then, while each remaining term in the positive part of Theorem 3, the exponent can not be less than −nε(R 1 + R 2 ) simple calculation shows that in this case exponent is at least εr. 
with the constraint
should be minimized. it is possible to define the convex combination of these optimal triplet and the distribution P XY Z (see (1)) as
and V 12 (a) in the role of V 1 , V 2 , V 12 in(67). For some parameter a this convex combination will turn the positive part to 0 (as it is negative for a = 1 and positive for a = 0 and the function is continuous). Now, the exponent is equal with
While the divergence is strictly jointly convex, this is smaller than
So, they were not optimal. Thus, the optimal distribution triplet have to turn the positive part greater than or equal to 0.
Corollary 3. The decoder is universal, does not depend on the channel. Thus the above result gives the capacity region of the compound-asynchronous multiple access channel. If W is a -not necessarily finite-family of channels.
Two transmitter signals go though all of the channels W and each received signal is decoded by a receiver. A rate pair is achievable if all of the receivers can decode the messages with error tending to 0, as the blocklength tending to infinity. Then the capacity of this model is
This result gives positive answer to the question of Ephremides and Shrader [27] : whether the capacity can be achieved without knowing the channel.
Remark 8. In the controlled asynchronous case the choice d n = n 2 appears most natural. Then the codewords may be chosen from T n 2
P Y , respectively, thus the concept of δ-balanced sequences and the δ-expurgating Lemma are not needed. Still, our robust construction has merit also for the controlled asynchronous case. It works also when the senders' clocks are only "weakly" synchronized (as in [28] ), when they can not
Remark 9. The exponent in (71) reduces for α = 0/1 to the (synchronous) exponent E rX , E rY , E rXY of Hughes and Liu [23] , without a time sharing variable U. If L = 1 and α = 0 then (a) gives E rXY , (b) gives E rX + E rY ,
For L > 1 the exponent in (71) is various sum of the synchronous exponents. The minimum of these exponents is one of the synchronous exponent.
Remark 10. Note that time sharing is possible with controlled asynchronous systems. With time sharing, the controlled asynchronous system exponent might have an auxiliary random variable U, in the condition of the information quantities. This would also give achievability result for the convex closure of the union of pentagons.
This issue exceeds the scope of this work.
Remark 11. The model and Theorem 3 can be generalized to 3 or more transmitters. For the generalization a decoding window, similar as Figure 1 , is needed. Such decoding window is useful, as it intersects only with a synchronization sequences. If all user has the same period K then for delays e.g D 1 = 0, D 2 = n /3, D 3 = K /3 + 2n /3 no window with length Kn intersects only with sync-sequences. However, if each user has different period K 1 , K 2 , . . . which are relative prime to each other, then always exists a window with length K 1 · K 2 · · · K u that intersects only with synchronization sequences.
V. NUMERICAL RESULTS
One main goal of this paper has been to demonstrate that controlled asynchronous transmission may achieve considerably higher reliability than its synchronous transmission. This will be done in this section, via numerical calculation for specific MAC depicted in Figure 5 .It has binary alphabets X = Y = Z = {0, 1} and the output obtained by sending the mod 2 sum of the two input over a binary Z-channel. Formally, W (z|x, y) = W 1 (z|x ⊕ y), x, y, z ∈ {0, 1} where
is a Z-channel with cross over probability σ. All AMAC and SMAC error exponent are meant for this MAC in this section.
Synchronous transmission over MAC in Figure 5 has been treated in [10] , where the SMAC error exponents of [8] were shown tight in some cases. Apparently, the problem of determining the best possible exponent (reliability functions) at least for some rate pairs, has been left open.
Still this MAC admits an easily computable upper bound to the SMAC reliability function, that turns out sufficient for our purposes. Indeed, as any SMAC code of rate pair (R 1 , R 2 ) gives rise to a single user code of rate R 1 +R 2 for the Z-channel W 1 , the SMAC reliability function is bounded above by E sp (R 1 + R 2 ) where
(Q ∈ P({0, 1}), V = V T Z ∈ P({0, 1} × {0, 1})) is the sphere packing exponent for W 1 if R is below its capacity, see e.g. [24] . The AMAC error exponent E α in Theorem 4 has been calculated for α = 1 /2 (i.e., for delay D with d = n /2), for equal rates R 1 = R 2 = R and equal codeword types P X = P Y = P * . In this case, the exponent E α j (L), j ∈ {1, 2} for irreducible error patterns of length L whose minimum defines E α , do not depend on j, and can be obtained over minimization over pair (V 1 , V 12 ) (rather than triples) of distributions as
The latter follows, using symmetry, by a convexity argument as in the proof of Theorem 3.
The calculation has been carried out by Mathematica 11.2 for K = 40, when Z-channel had cross over probability σ = 0.101 and capacity C(W 1 ) = 0.761167, attained for input distribution Q = {0.543959, 1 − 0.543959}. We have chosen P * to make the distribution of the sum of independent P * -distributed random variables X, Y equal to Q. With this choice, the condition that (R, R) is in the interior of R(P * , P * , W ) (see (5) ) is equivalent to
, for P = P XY Z defined by (1) with P X = P Y = P * ). In our case, P * was equal to {0.351746, 1 − 0.351746}.
The calculated error exponents E 1 /2 = min L E 1 /2 are depicted in Figure 6 , together with the upper bound Theorem 6. There exist some channel and rate pair where the controlled asynchronous system best possible error exponent -aka. reliability-larger than the SMAC reliability.
The single user exponents are convex functions. The synchronous exponent, for two user, is not necessarily convex as it is minimum of three convex function. As Figure 6 shows the controlled asynchronous random coding error exponent is not convex but it is convex for each possible pattern.
The exponent is linear if R ≤ 0.290807 and not linear -however it seems to linear-after that. Linearity can be explained by Theorem 5 and the fact that
The reason of non-linearity if R ≥ 0.290807 is depicted in Figure 7 . Note that, the exponent here is minimum of 40 nonlinear convex function.
The Length of the minimizing pattern is depicted in Figure 8 . Note that, at effective rate 0.38 the rate is 0.3897, that is higher than the capacity if both user has this rate, so the exponents with length (L > 18) were all zero. So, the phenomena that not the longest pattern is optimal near the capacity is due to numerical error. This tells that an error event in controlled asynchronous case is more catastrophic, however it has less probability, than in the synchronous case. A numerically computable single letter characterization of the asynchronous and controlled asynchronous error exponents have been given. To achieve this the concepts of method of subtypes and the δ-balanced sequences has been developed. The method of subtypes has been used already to achieve related result such as error exponent for different blocklength [16] and exponent for sparse communication [17] . It has been shown that, in some cases the reliability of controlled asynchronous system is substantially larger than its synchronous counterpart.
The heuristic idea explaining this phenomenon is as follows. In the synchronous case the error may be of three kinds, either user 1 or user 2 or both are decoded incorrectly. For some rate pairs -especially for the rate pairs on the dominant face-the latter case is dominant -the case where both codewords are decoded incorrectly has the largest probability. In the asynchronous scenario, where error patterns always contain subblocks which are erroneous only for one user, may give an advantage at detection.
In this work only the two user case has been analyzed. We are sure that there is improvement for more senders too. Here is an important starting meme for the generalization: if the senders send their synch-sequence with time
where U is the number of senders-are relative prime to each other, then there is a decoding window of length K 1 K 2 · · · K U that border cuts only synch-sequences in half.
In this model the encoding delay n and decoding delay nK are different. The presented error bound is exponential in the encoding delay. This is somewhat allegorical to the convolutional codes where the exponent is in the decoding delay as here. And also: for both models a larger decoding delay make a better exponent than the standard random coding one possible.
For MAC block-coding allowing a larger channel delay than the blocklength seems pointless in the classical synchronous case, but natural and advantageous under controlled asynchronism. Note, that building codewords from independent smaller length k blocks will always give error exponent in k rather than n. Additional layer of error correction between the small blocks can improve the performance. Similarly, in controlled asynchronous case employing error correcting codes across the blocks can eliminate the "short" error patterns. This approach of considering individual error patterns opens the way to evaluate the gain in error exponent of such systems.
We find it remarkable that controlled asynchronism may increase the error exponent. So far, one should think trivial that if there is a possibility to synchronize the codewords to do so, however, our result show the opposite in a way. This opens many new questions about similar phenomena in other areas, like cognitive radio or interference channel.
Our result is not the first, e.g. [21] , [20] , [1] , and supposedly not the last result that shows the asynchronism can help during the communication. We hope, that various areas can develop further if asynchronism is taken into account.
This work is the first to overcome the lack of independence in Lemma 2. We hope that our proof gives inspiration to other areas where lack of independence cause trouble.
APPENDIX A PACKING LEMMA FOR PATTERN WITH REPETITION
The proof of Lemma 2 uses random selection, but message sequences with repetitions cause a substantial technical difficulty. To overcome this obstacle, additional artificial packing inequalities need to be considered. They involve mutilated message sequences i = (i 1 , . . . , i K ), j = (j 1 , . . . , j K ) obtained replacing some components of a message sequence as in Section II by the symbol e, interpreted as erasing that component.
The support of a mutilated message sequence i or j is the set of indices t ∈ [K] with i t or j t not equal to e. A quadruple (i,î, j,ĵ) will be said to have general pattern
Remark 12. This concept, though not intuitively motivated, includes error patterns as special cases in the following
then, erasing fromî resp.ĵ the componentsî t resp.ĵ t with t / ∈ L 1 resp. t / ∈ L 2 (formally, replacing them by e), the resulting mutilated sequencesî andĵ satisfy
Conversely, each quadruple in
arises uniquely in this way.
As repetitions in message sequences cause a major technical problem, they need special attention. A quadruple
and similarly forL Y ,LŶ . For quadruples with general pattern L and repetition patternL we write (i,î, j,ĵ) ∈ GR(L,L). The set of possible repetitions patterns of the quadruples in GP(L) is denoted by Rep(L).
For mutilated message sequences i, j we still define sequences x(i) and y(j) by (9), (10) , setting x(e) = y(e) * n , where * stands for empty space. Arranging such sequences corresponding to a quadruple (i,î, j,ĵ) in a four-row array, subblocks and subtypes are defined as in Section II, now with subtypes
, let B L (k) denote the set of those rows of an array corresponding to
in which the k'th subblock is non-empty, i.e., does not equal * n k . Recalling that the rows of the array are referred to as rows X,X, Y ,Ŷ , the set B L (k) is also regarded as a set of dummy random variables,
where the indicator functions are necessary due to the distinguished role of the synchronization blocks, see (8) and the paragraph following it. For example in Fig. 9 , B L (4) = {X, Y,Ŷ } and R L (4) = 2R 2 . Note that
and
a suitable (crude) choice of the constant factor in (84) is c(K) = (2K) 4K . The proof of Lemma 3 will use that in case
For example, if A = {X,X} and B = {Y,Ŷ } then (85) says that
Lemma 3 (Auxiliary lemma). For each K, n, types
resp. max 2K − 1,
there exists an AMAC code with codewords and synch sequences from T 1 resp. T 2 such that for each
, the following bound holds:
where p n is a polynomial of n that depends only on K, |X | and |Y|.
Remark 13. In Lemma 3, for each
then the equality
holds (when 2t + 1 = 2K + 1, it is interpreted as 1).
Proof: It is enough to prove the statement for subtype sequences with the properties in Remark 13. Standard random coding argument is used with special attention to repetitions in the mutilated message sequences. Choose the codewords and synch sequences uniformly, without replacement, from T 1 resp. T 2 . For given D (determining The probability of the possible realizations equals
Using (22) and the fact that t − k ≥ t k+1 if t ≥ k + 1 > 0, (90) can be upper-bounded by
(88) and the concavity of the entropy imply that (91) can be further upper-bounded by
Taking into account (85) it follows that 
Proof: Fix a code and delay D such that (87) holds for all L,L and V. We prove the validity of (94) 
where Rep(L) denotes the set of possible repetitions patterns of the quadruples in GP(L). 
If the lhs of (97) is 0 then also 
Otherwise, i.e., if the lhs of (97) is at least 1, the inequality 1 V1,V2,...,V 2K {x(i), x(î), y(j), y(ĵ)}
Then (95), (98) and (100) 
Assume first that e k < n 
Now assume that that e k ≥ n |Û k (x, y) − U k (x, y)| K log 2 (|X ||Y||Z|)| e k · U k (x, y)
≤ 24 · ln(2) · log n · n Simple calculation using (109) (110), (111) and (113) and Lemma 2.7 of [24] proves (106).
Lemma 6. To any distributions V ∈ P(X × Y), P X ∈ P(X ), P Y ∈ P(Y) there existsṼ ∈ P(X × Y) with
Proof: Let V ∈ P(X × Y) be given. Using V we will construct a distributionV ∈ P(X × Y) fulfilling that
Assume that V X = P X (otherwise the choiceV = V fulfils (114)). Let X + and X − denote {x ∈ X : V X (x) > P X (x)} and {x ∈ X : V X (x) ≤ P X (x)}, respectively. DefineV ∈ P(X × Y) bȳ
, where (115)
Observe that
Then (117) and simple calculation prove (114).
Performing completely analogous construction forV with interchanging the role of the two marginals shows that there existsṼ ∈ P(X × Y) fulfilling that
Triangle inequality, (114) and (118) prove the Lemma.
