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Introduction
Accurate forecasts of profitability are relevant for investment decisions and provide valuable information for investors, managers, and other groups of corporate stakeholders. Since refined estimates of profitability improve firm valuation, they are also of interest to financial analysts and traders.
1 Competition tends to equalize profit rates, or in more modern parlor the return on assets (ROA), 2 through the process of capital reallocation that is subject to all types of real frictions. So it is not overly surprising that profit rates are to some extent predictable in the sense that their time series are persistent and mean-reverting (e.g. Nissim and Penman, 2001; Stigler, 1963) , which is also true for other accounting ratios such as measures of leverage, liquidity, and operating efficiency (Gallizo et al., 2008) . What sets profit rates apart is that their cross-sectional distribution is stationary for surviving corporations and well approximated by a symmetric Laplace density (Mundt et al., 2016) . Here we show that a parsimonious diffusion process (or stochastic differential equation) that accounts for all the above statistical regularities in corporate ROA, first suggested by Alfarano et al. (2012) , outperforms previously proposed time series and panel data models in terms of their out-of-sample forecasting performance across different time horizons. To the best of our knowledge, the diffusion process is the only model so far that is consistent with both the persistent mean-reversion of individual ROA time series and the cross-sectional distribution of ROA. It is probably best understood as a reduced-form model of economic frictions in the process of capital reallocation, and its distinct feature is that it dictates a precise constraint on the strength of mean-reversion that is derived from the observed cross-sectional distribution.
Our main idea is to exploit the notion of ergodicity in the profitability of surviving corporations. Ergodicity refers to a situation where the unconditional moments of individual time series converge to the moments of the stationary cross-sectional distribution. Put differently, if a system is ergodic then the cross-sectional outcome at a given point in time will convey the same statistical information as the time series of individual destinies; in the natural sciences such a situation is often referred to as a statistical equilibrium (see, e.g., Garibaldi and Scalas, 2010) . This is particularly helpful when the number of crosssectional observations (here several hundred surviving corporations) is larger than the number of observations in the time domain (here several decades of annual data for individual corporations). Our gains in predictive performance therefore originate essentially from exploiting ergodicity both with respect to the law of large numbers, and with respect to the conscientious specification of mean-reversion in individual profit rate series that is prescribed by their cross-sectional distribution. The notion of ergodicity is generally only sensible for surviving entities because in the presence of ruin or corporate death it does not make sense to postulate that cross-sectional or ensemble averages are representative of the time series averages of individual entities (see, e.g., Peters and Gell-Mann, 2016; Taleb, 2018) . The focus on surviving corporations is, however, less restrictive than it seems at first. After all, if one is not willing to part with concerns of survivorship bias, our results can simply be stated as being conditional on survival. Yet the vast majority of corporate "deaths" are actually caused by transfers of ownership and not by bankruptcy and liquidation, which historically account for a very small fraction of corporate mortal-1 The well-known residual income methodology, first suggested by Ohlson (1995) and Feltham and Ohlson (1995) , argues that estimates of firm value obtained from (abnormal) earnings are preferable to expected future dividends (see also, for example, the survey by Richardson et al., 2010) . Since changes in profitability convey information about changes in earnings (Fama and French, 2000; Freeman et al., 1982) , better forecasts of profitability should lead to more accurate forecasts of earnings and thus improve valuation.
2 In the following we use the terms profitability, profit rate, and return on assets interchangeably.
ity (Daepp et al., 2015) . Survivors accordingly carry an enormous amount of incorporated capital through time and also represent macroeconomically crucial "granular" entities in the jargon of Gabaix (2011) , making them a worthwhile object of study in their own right. The reasons for the predictive superiority of our diffusion model are threefold. First, the model is consistent with the empirical Laplace distribution of profit rates, so small deviations around the mean and extreme events occur more often than in models that lead to counterfactual normal distributions. Second, the model is also consistent with the autocorrelation structure of the data that exhibits a particular asymptotic exponential decay, as shown by Mundt et al. (2016) . Compared to standard first order autoregressive models, or the Ornstein-Uhlenbeck process as their continuous time analog, our process implies a distinct adjustment towards the average rate of profit that also improves forecasting performance. Third, Mundt et al. (2018) present evidence that individual firm characteristics are almost negligible for the dynamics of profitability once the entity has survived in the market for an extended period of time, pointing to the existence of a common law of motion governing the profitability of long-lived firms that enables us to exploit the ergodic property in the first place.
We employ the test for superior predictive ability (SPA) by Hansen (2005) and the model confidence set (MCS) by Hansen et al. (2011) to evaluate the forecasting performance of our diffusion process against the Ornstein-Uhlenbeck process, more conventional time-series models from the mixed autoregressive integrated moving average (ARIMA) family, and structural and dynamic panel models. In order to distinguish the effect of the diffusion's particular mean-reversion from efficiency gains that originate in the use of panel data, we start out by comparing the forecasting performance of a set of time series models with firm-specific parametrizations that do not make use of cross-sectional information. In this setting our diffusion outperforms alternative time series models such as the Ornstein-Uhlenbeck process, ARIMA models, and the random walk. The finding that our model outperforms these conventional models testifies to the predictability of ROA and the more accurate adjustment mechanism in our model, and it reflects negatively on the so-called persistence of profits literature (see, e.g., Geroski and Jacquemin, 1988; Gschwandtner, 2005; Mueller, 1977 Mueller, , 1990 Waring, 1996) , which draws heavily on different types of autoregressive models in their studies. In light of the leptokurtic profit rate distribution, the latter are clearly misspecified and accordingly lead to inferior forecasting performance. Moreover, the Ornstein-Uhlenbeck process as their continuous time analog assumes that the drift towards the average profit rate is stronger the larger the difference from the mean in either direction, as reported by Fama and French (2000) for a mixed sample of firms with different life spans. Our findings indicate that this is not the case for long-lived corporations, testifying to crucial differences in the dynamics of profitability between surviving and shorter-lived corporations.
3 Next we show that the dynamics of profitability are remarkably homogeneous across surviving firms. In particular, our diffusion model exhibits the best forecasting performance when parametrized with estimates of average profitability and dispersion that are obtained from the cross-sectional profit rate distribution. We interpret this as an imprint of ergodicity because the dynamics of all surviving firms follow the same stochastic law that is derived from the cross-sectional return distribution. Such uniformity is not observed for other dimensions of firm behavior, for instance firm size or growth rates therein; Geroski et al. (2003) report that hardly any firm displays systematic growth patterns and that firms do not show any tendency to converge to a common size or to a stationary size distribution, not even in the longrun. In a similar vein, Machado and Mata (2000) cast doubts on the validity of Gibrat's law, which postulates the existence of a common law of motion governing the growth process of all firms. Their study stresses the effect of industry characteristics on growth, which is at odds with the existence of a common mechanism for all companies. Finally we show that alternative models that build on cross-sectional information for parameter estimation, like the structural partial adjustment model introduced by Fama and French (2000) or the dynamic panel models employed by Fairfield et al. (2009) , which do not pay attention to the distribution of profit rates, produce on average larger forecast errors than our methodology, especially for longer forecasting horizons where the effect of the correct adjustment mechanism towards average profitability becomes more pronounced.
Despite the appealing statistical properties of the return on assets, the majority of existing papers (mostly in the accounting and finance literature) deals with the modeling and forecasting of earnings as an alternative measure of firm performance. A plethora of contributions from the early literature in this field explores the time-series properties of earnings and concludes that earnings follow a random walk or martingale process, suggesting that the best prediction is simply the last observation (see, e.g., Ball and Watts, 1972; Lintner and Glauber, 1978; Little, 1962) . The forecasting capacity of different flavors of time series (mixed autoregressive (integrated) moving average) models on earnings has been investigated by, for example, Albrecht et al. (1977) ; Brown and Rozeff (1979) ; Callen et al. (1993) ; Collins and Hopwood (1980); Foster (1977) ; Griffin (1977) ; Lookabill (1976) ; Watts and Leftwich (1977) while, more recently, Hou et al. (2012) propose a cross-sectional model to forecast the earnings of individual firms. In the research field of corporate profitability, the majority of extant studies employs structural models. Fairfield et al. (1996) analyze the predictive content of several earnings components on the return on equity, such as operating earnings, non-operating earnings and taxes, and special items, finding that disaggregation improves the forecasting accuracy relative to models that use a higher level of aggregation. In a similar vein, Fairfield and Yohn (2001) , Soliman (2008), and Bauman (2014) use the DuPont methodology to decompose ROA into the product of asset turnover and profit margin, arguing that changes in asset turnover and profit margin contain information on the change in ROA. More closely related to our approach, several papers employ cross-sectional profitability forecasting models. Fairfield et al. (2009) predict the return on equity and net operating assets by means of dynamic panel models, while Evans et al. (2017) , Fama and French (2000) , and Allen and Salim (2005) conduct forecasting analysis on profitability using two stage partial adjustment models. Similar to our approach, these models rely on cross-sectional data to predict changes in ROA. Contrary to our model, however, these approaches build on fundamental measures of expected (and thus unobservable) profitability, while our model merely depends on the (observable) history of realized ROA. Yet, the most crucial difference between these models and our methodology is that the former approaches do not take into account the Laplacian nature of profit rate fluctuations.
As the starting point of our methodology is the empirical distribution of firm profit rates from which we subsequently derive a time series model for the dynamics of profitability, our work also relates to the broader body of work focusing on the identification of robust distributional regularities in key economic variables besides firm profit rates. Popular recent examples in the literature include the distribution of firm size (Axtell, 2001; Stanley et al., 1995) , firm growth rates Secchi, 2003a,b, 2006; Stanley et al., 1996) , income (Reed, 2001 (Reed, , 2003 Toda, 2012) , consumption (Toda, 2017; Walsh, 2015, 2017) , and GDP growth rates (Fagiolo et al., 2010 (Fagiolo et al., , 2008 . Our approach to construct a statistical model conditional on such a regularity might, therefore, also prove useful in other applications. The remainder of this paper is organized as follows. Section 2 describes the data, section 3 outlines the forecasting design, section 4 presents the diffusion model and its competitors, section 5 reports the main results, and section 6 discusses the results and concludes.
Data
The dataset for this study is obtained from Thomson Reuters and builds on firms' annual financial statements as reported in the Datastream Worldscope Database. Worldscope includes publicly quoted companies and provides the best coverage and longest history of data for developed markets in North America, where the earliest information is available for 1980. Since this investigation aims at long-lived firms, our focus will be on US companies that were listed on the stock exchange in 1980 and still existed in 2016. This condition is met by 465 entities operating in virtually all sectors of the US economy as shown in Table 1 .
4
While it is statistically desirable to select firms with a long history of data in order to maximize the number of observations, the reason for considering surviving corporations goes beyond technical considerations. The selection of long-lived firms is inevitable if we want to exploit the notion of ergodicity. Mean-reversion to a systemic rate of profit implies that (conditional on survival) a firm's abnormally high profit rate will eventually be eroded, while a firm currently operating below the economy-wide average will eventually increase its profitability. This can be thought of as a sort of autopilot mode for surviving firms, a mechanism that is well captured by our reduced-form model. Therefore, the ergodic property of our process, which turns out to be the key element in enhancing the forecasting power, is inherently related to the analysis of surviving corporations. From an economic point of view these firms are an interesting object of study in themselves, as they are often very large along many dimensions of corporate size. The sample used for the present investigation contains more than 200 entities that are listed on the Forbes Fortune 500 list. Given that the gross revenues of the largest 500 US corporations corresponded to approximately 73 percent of US nominal GDP in 2016, their impact on the overall economy is everything but negligible; according to Gabaix's "granular hypothesis" their idiosyncratic destinies are responsible for a major fraction of aggregate fluctuations, making them a highly relevant and informative group of firms to study. We measure profitability in the conventional way, that is in terms of the annual return on assets, computed as the ratio of the flow of operating income to the stock of total assets. Table 2 provides summary statistics for the annual profit rate distributions. They suggest that the cross-sectional profit rate distribution is fairly symmetric around the mean. The year-by-year skewness statistics do not exhibit any clear pattern, indicating that neither negative nor positive skew is a universal feature of the data. Negative realizations of the skewness statistic occur mainly during the last financial and banking crisis, yet it turns out that this is due to extremely few observations. The annual crosssectional profit rate distributions exhibit considerable excess kurtosis, that is fatter tails than the normal distribution, which is confirmed by the Anscombe and Glynn (1983) test that clearly rejects the null hypothesis of zero excess kurtosis at any level of significance, as shown in Table 9 of Appendix A; various goodness-of-fit tests reject the null hypothesis of normally distributed profit rates for all except one of the 37 annual cross-sectional distributions at the five percent level. Altogether, these empirical observations support the hypothesis of a symmetric leptokurtic profit rate distribution, which has previously been found to approximately follow a double-exponential or Laplace distribution (see, e.g., Al- farano and Milaković, 2008; Alfarano et al., 2012; Erlingsson et al., 2012) . Turning to the time-series properties, the autocorrelation coefficients that are plotted in Figure 1 suggest that profit rates are positively correlated. This graphical impression is confirmed by the Ljung and Box (1978) and Box and Pierce (1970) tests which both reject the null hypothesis of zero autocorrelations in approximately 90 percent of cases at the five percent level. Accordingly profit rates do not move erratically but appear predictable to some extent due to the rich statistical structure and memory that we find in the data. Finally, we have also tested for stationarity of individual profit rate time-series. Obviously such formal testing is hampered by the rather small number of observations that are available in the time domain and the fact that profit rates are positively autocorrelated, in particular if the speed of adjustment is rather slow. Still, at the 5 percent level we cannot reject the null hypothesis of (second order) stationarity in approximately 70 percent of cases based on the Priestley and Rao (1969) test that considers time-variations in the Fourier spectrum. It is worth noting that a similar frequency is observed for synthetic data of the same length that are simulated from our diffusion process, and that the test easily detects stationarity in simulated data as the length of the time-series is growing larger. We take this to imply that the remaining, approximately 140, profit rate time series are not necessarily non-stationary, and instead attribute this result to the limited power of the test for small samples. 5 In addition both the mean and standard deviation of the annual cross-sectional profit rate distributions, reported in Table 2 , exhibit remarkably small fluctuations over time and point towards stationarity in the data from a distributional perspective.
Forecasting procedure
To forecast profitability, we employ a rolling window scheme where we estimate a model insample and use the fitted model to obtain out-of-sample predictions for forecast horizons of up to 6 years ahead. The rolling window enables us to generate several predictions for each forecast horizon from a single time-series, and it is less sensitive to effects in single years than a fixed scheme because forecast errors are averaged across different time periods. Since the SPA test that we will employ here does not allow parameters to be estimated with a recursive scheme, we do not consider it here either and opt for the rolling window instead.
Forecast design
To obtain and evaluate the forecasts, we split each time-series into two subsamples. The first one consists of 20 annual observations and serves as an in-sample or training period for parameter estimation, while the following 6 years are used as out-of-sample or testing periods for forecast evaluation. Both the training and testing sample are then rolled forward by adding one more recent observation and dropping one from the beginning of the respective period, so that the number of observations of each of the two subsamples remains constant. Hence, using the available data, we obtain a total of 12 predictions for each forecast horizon h = 1, 2, . . . , 6 years for each firm. Figure 2 provides an illustration of the rolling window scheme.
Forecast evaluation
The relative out-of-sample forecast accuracy of each model is evaluated by means of the SPA test outlined in Hansen (2005) . Unlike the popular Diebold and Mariano (1995) test that examines whether two models exhibit equal predictive accuracy over the entire out-of-sample period, or more refined testing frameworks that consider the time varia-tion in the models' forecasting performance (Giacomini and Rossi, 2010) , the SPA test compares the forecasting error of a single (benchmark) model relative to the whole set of competitors.
It constitutes a refinement of the so-called reality check for data snooping that has been suggested by White (2000) , considering a studentized test statistic and a sample-dependent null distribution as modifications. As an additional robustness check, we also consider the model confidence set (MCS) proposed by Hansen et al. (2011) that defines the set of superior models for which the null of equal predictive accuracy cannot be rejected at a given level of significance. Both the SPA and MCS have been designed for applications to time series data. Although neither of them relies on asymptotic theory to obtain the null distribution, the presently available number of observations in the time domain is too small to obtain sufficient variation in the bootstrap samples from which the p-values are derived. Table 10 in appendix B provides Monte Carlo evidence that supports this argument. For simulated time series with the same length as the empirical data (T = 37 observations) the results reported in Panel A indicate that neither the SPA nor the MCS test can identify the true data generating process unless we treat the correctly specified model preferentially by estimating its parameters from the cross-sectional distribution. The latter leads to more pronounced differences between the best model and the remaining processes and, therefore, to a higher number of correct identifications. For smaller differences between the models, however, as they would naturally occur in a fair comparison of either time series or cross-sectional models, the tests yield rather inconclusive results. Yet, enlarging the sample size clearly facilitates the identification of the data generating process. As our investigation builds on a set of panel data for which the number of individuals in the cross-sectional sphere, N , exceeds the number of observations in the time domain, T , by more than one order of magnitude, we attempt to bypass this small sample problem by extending the bootstrap to the cross-sectional dimension as suggested by, for example, Kapetanios (2008) . Hence, we use all N · T observations for the computation of average forecast errors and the derivation of the null distribution. The remainder of this section introduces the testing methodology and explains our modification of the tests for the present panel setting, beginning with the SPA test.
Hansen's SPA test asks whether any alternative model is superior to a specific benchmark model in terms of forecast accuracy. To this end, the test considers the null hypothesis that the benchmark is not outperformed by any competing model in terms of expected loss; let x denote the ex-post realized return on assets, andx is the corresponding forecast. Then,
quantifies the loss of competing model k = 1, . . . , m relative to the benchmark model 0, where L denotes some real-valued loss function such as squared or absolute forecast errors.
6 To simplify notation we suppress firm and time subscripts that would appear on all variables of eq. (1). If the benchmark is not outperformed by other models, the average relative loss of each competing model across both the time and the cross-sectional dimension, µ k , is nonpositive. Hence, the null hypothesis of superior predictive ability of the benchmark model is given by H 0 : µ ≤ 0, where µ ≡ (µ 1 , µ 2 , . . . , µ m ) denotes the vector of (unknown) mean population loss differentials. This hypothesis is tested with the test statistic
where T = 12 denotes the number of observations available in the time domain, N = 465 is the number of firms,d k is an estimate of the sample mean loss difference, andω k denotes the standard error of √ N Td k that is employed for studentization. We studentize the mean withω
where d * k,b for b = 1, 2, . . . , B refers to a bootstrap sample of relative losses. These B = 5, 000 bootstrap samples have the same size as the empirical data and are obtained by randomly drawing firms with replacement and merging blocks of random length from their time series (see Politis and Romano, 1994) . The bootstrap samples also serve to approximate the distribution of the test statistic under the null hypothesis. To this end, we impose the null hypothesis by recentering the bootstrapped performance differentials in µ. Since poor models can bias the test result towards acceptance of the null hypothesis, Hansen (2005) suggests to exclude poor alternatives when simulating the null distribution. Here, we opt for the most liberal test design and exclude all inferior alternatives. Formally, this is achieved by defining the centered variable
Denoting the centered bootstrap analog ofd k byz k,b , the distribution of the test statistic under the null is derived from the bootstrapped realizations of the test statistic, and the estimated p-value of the test statistic (2) is given by the percentage of bootstrap statistics that exceeds T S SP A . A potential shortcoming of our SPA based forecast evaluation is that the present problem lacks a clear benchmark model a priori, so that an overall evaluation of the entire set of models requires sequential testing with alternating benchmarks.
7 In principle, these multiple comparisons of models with the same data face a data snooping bias (see, e.g., Corradi and Distaso, 2011) and thus increase the probability of identifying "superior" models by pure chance. To address this issue, and as an additional robustness check, we also determine the model confidence set (MCS) proposed by Hansen et al. (2011) . Similar to a confidence interval for parameter estimates, the MCS represents a set of models which includes the best model with a given probability. An additional advantage of this framework is that the MCS approach may also shed light on the quality of the data in the sense that very informative data may result in an MCS containing only a single model, whereas less informative data will result in a broader MCS.
Starting from an initially complete set of competing models M 0 , the idea of the MCS framework is to use an elimination rule to shrink this set to a smaller subset M ⊂ M 0 for which the null hypothesis of equal predictive accuracy H 0 : µ j,k = 0 ∀ j, k ∈ M, where µ j,k is the (unknown) mean population loss differential between models j and k, cannot be rejected at a certain confidence level. Hence, there is no natural benchmark model against which the performance of all competing models is being tested. Contrary to the SPA test, the MCS considers all possible pairs of models and tests for equivalent forecast performance across these models by means of the test statistic
whered j,k is the average sample loss differential between models j and k. Similarly to the SPA test, the null distribution of this test statistic is obtained from a (cross-sectional) bootstrap procedure because this distribution is (asymptotically) nonstandard. If the test rejects equivalence of the models in the set M, the model with the largest test statistic is discarded from the set and a new test for equal predictive accuracy is run on the remaining models within the set. The algorithm stops when the hypothesis of equivalent forecasting accuracy can no longer be rejected.
Competing models
In the following we briefly review our diffusion model, henceforth called AMIK (an acronym formed from the original authors' last names), and its competitors in the forecasting exercise. We include the Ornstein-Uhlenbeck (OU) process as an alternative mean-reverting diffusion, and more standard univariate time-series models from the mixed autoregressive (integrated) moving average varieties, including the special case of a random walk. As alternative cross-sectional models we consider a dynamic panel model and the popular structural partial adjustment model of Fama and French (2000) . Details regarding model selection, estimation, and forecasting are provided in each subsection.
A stochastic model of interacting firms: AMIK diffusion
Alfarano et al. (2012) propose a stochastic model of competitive firms that is analytically tractable in continuous time, arguing that the tendency of competition to equalize profit rates across different economic uses leads to an equilibrium distribution of profit rates that characterizes the ensemble of interacting firms. Since the cross-sectional distribution is fairly symmetric and displays significant excess kurtosis, they propose the Laplace distribution as a sensible candidate for distributional fitting
with location m ∈ R and scale (or dispersion) parameter σ > 0. A series of goodness-of-fit tests in Table 3 suggests that the Laplace distribution is indeed a reasonable approximation of the data inasmuch as the Laplacian null hypothesis cannot be rejected at the 5 percent level for the majority of years. For the remaining cases, the test results indicate departure from the Laplace distribution, which arise from discontinuities in the profit rate distribution around x ≈ 0 that are well-known in the accounting literature, and most likely have their origin in the management of earnings (see Burgstahler and Dichev, 1997) . We fit equation (6) from in-sample ensemble distributions of ROA and report the maximum likelihood (ML) estimates in Table 4 , additionally illustrating the empirical densities of in-sample data in Figure 3 . Plots of these empirical densities on semi-log scale readily exhibit the linear tent-shape that is characteristic of a Laplace density. The central idea of the AMIK model is to construct a stochastic differential equation (SDE) for individual profit rate series that has the Laplace distribution in equation (6) as its stationary density. An SDE consists of a drift function and a diffusion function, and its stationary density (provided it exists) depends fundamentally on the ratio of these two functions. This leaves one degree of freedom in the specification of the two functions if we want to impose a certain stationary density, and AMIK parsimoniously assumes a •
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The SDE in eq. (7) defines a regular diffusion on the real line around the measure of central tendency m ∈ R with dispersion σ > 0; the parameter D > 0 is called diffusion coefficient and dW t are standard Wiener increments. In the following, we denote the set of these three parameters by θ = {m, σ, D}.
The mean-reverting drift function in the deterministic first term of the SDE reflects the systematic tendency for competition to equalize profit rates across firms, while the diffusion function in the second term incorporates idiosyncratic random shocks to profitability with mean zero and variance D. A peculiar feature of the AMIK drift is that current realizations of the profit rate solely determine the sign of the drift and not its strength, which in absolute terms is equal to D/(2σ). As we shall see momentarily, this constitutes a key difference to the competing OU process for which the strength of the drift depends linearly on current deviations from the average profit rate m. An important conceptual aspect of the AMIK diffusion concerns the fact that the level of idiosyncratic noise D, which is absent in the stationary distribution (6), shows up in both the deterministic drift and the random diffusion function. In other words, the AMIK diffusion decomposes the metaphor of competition into the contemporaneous presence of idiosyncratic fluctuations and a systematic tendency towards profit rate equalization, which jointly give rise to a stationary distribution that is Laplace under the particular drift in eq. (7). From the viewpoint of ergodicity, it is important to realize that the distributional regularity in eq. (6) refers to cross-sectional data, as for instance in Figure 3 , while the dynamic law in eq. (7) refers to individual time-series. If the system is ergodic, cross-sectional and time-series properties coincide and the parameter values of the ensemble distribution carry over to the time series of surviving firms, leaving D as the only source of idiosyncratic variation in the time evolution of their profitability.
To estimate the diffusion process, we proceed as follows. Since equation (7) defines a Markov process with continuous trajectories, its transition probabilities obey the FokkerPlanck equation (see, e.g., Gardiner, 2009; Risken, 1996) ∂p(x, t) ∂t
where A(x; θ) and B(x; θ) are the drift and diffusion functions of the underlying process (in the AMIK case, A = −D sign(X t − m)/(2σ) and B = √ D), and p(x, t) ≡ f (x, t|x 0 , 0) denotes the conditional probability density for a transition from some initial state x 0 at time 0 to state x at time t. The Fokker-Planck equation is a deterministic second-order partial differential equation that is employed for ML estimation of the parameters and for obtaining the predictive density. Considering the initial condition of a unit probability mass in point x 0 , Toda (2012) shows that the solution to the Fokker-Planck equation for the AMIK diffusion is
where Φ(·) is the cumulative distribution function of the standard normal distribution.
Since there is no previous observation for x 0 , we follow standard procedure and evaluate this component using the unconditional probability density f S (x) (see, e.g., Ghongadze and Lux, 2012; Lux, 2009 ). 9 The log-likelihood of observations then amounts to
and we maximize it numerically to obtain the parameter estimatesθ = {σ,D}. Notice that the location parameter m is not estimated from eq. (10) because the corresponding ML estimatorm M L violates standard regularity conditions due to the singularity of the AMIK diffusion in m, implying thatm M L is not the minimum variance unbiased estimator of the location parameter (see Kotz et al. (2001) , p. 64ff., for a discussion of this issue in case of Laplace distributed random variables, or Mittelhammer (2013) , chap. 7, in a more general context). We have investigated in Monte Carlo studies that there are alternative asymptotically unbiased estimators of m with smaller variances than the ML estimator, in particular in small samples, and hence opt for the trimmed mean instead of the ML estimator. 10 Given this estimate of average profitability, eq. (10) is maximized with respect to the remaining two parameters that capture the dispersion of the process and the level of idiosyncratic noise, which together determine the speed of mean-reversion in the AMIK diffusion.
The finding that the cross-sectional profit rate distribution is stationary Laplacian suggests that the dynamic law in eq. (7) applies to all survivors and thus prescribes a common measure of average profitability and dispersion. To check the validity of this hypothesis, we distinguish two alternative model specifications, summarized in Table 5 . While AMIK TS estimates all three parameters {m, σ, D} individually for each firm, in the AMIK CS specification we impose the restriction that both the location and scale 9 Alternatively, one could simply drop the first observation. As we have only 20 in-sample observations, we decided against this practice and instead follow the procedure described in the main text.
10 This material is available upon request. parameter are identical across all firms and correspond to the phenomenological valuesm andσ of the cross-sectional profit rate distribution, implying that the profitability of all survivors reverts to the same average and exhibits the same dispersion under the ergodic hypothesis that is central to the AMIK model.
In addition to parameter estimation, we can also employ the solution of the FokkerPlanck equation as our predictive distribution. As illustrated in Figure 4 , we observe an asymmetric conditional probability density in the transient regime of the process that converges to the symmetric Laplace with unconditional mean m and long-term dispersion σ for t → ∞. Since forecast horizons of up to 6 years are typically not long enough to reach this stationary distribution, the mean, mode, or median of the transient density become natural candidates for the forecast. Here we focus on the mean prediction because it turns out to provide the best forecasting performance; the expected value is then determined by numerically solving the integral
Ornstein-Uhlenbeck process
An alternative mean-reverting diffusion process that is fully analytically tractable is the prominent model of Uhlenbeck and Ornstein (1930) that is the continuous time analog of a stationary first order autoregressive process.
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The latter has frequently been used as a model of profitability in the so-called persistence of profit literature (e.g. Geroski and Jacquemin, 1988; Goddard and Wilson, 1999; Gschwandtner, 2005; Mueller, 1986 Mueller, , 1990 . Contrary to AMIK, the OU process has a drift term that depends linearly on the deviation from the unconditional mean m. 12 Put differently, the greater the distance of the actual realization from the long-term average m, the stronger the drift that pulls the profit rate back to its unconditional mean. Extreme profit rate realizations thus occur less frequently than in the AMIK model, leading to a more platykurtic distribution than the Laplace. The solution to the Fokker-Planck equation (8) for the OU process (12) is also analytically tractable and reads
which is Gaussian for all t, with time-dependent first and second moments (see, e.g., Gardiner, 2009, p. 128) . Figure 5 plots the transient density as a function of time and illustrates how the conditional probability density converges to a stationary normal distribution
11 Notice that the generic dispersion parameter σ refers to different dispersion measures in equations (7) and (12). In the Laplacian AMIK model, σ stands for the mean absolute deviation, while it denotes the standard deviation in the Gaussian OU process; we can relate both measures because a Laplace distributed random variable with scale parameter σ has a standard deviation of √ 2σ. 12 Another diffusion process that exhibits mean-reverting behavior is the model by Cox et al. (1985) that is frequently used for the modeling of interest rates. In their model the conditional dispersion of random innovations in the diffusion function prevents negative realizations of the process. Owing to the fact that a zero lower bound is nonsensical for ROA, we do not consider their model here.
as t → ∞, with unconditional mean m and variance σ 2 . The OU process is estimated with the ML method using equations (10), (13) and (14). For a fair comparison with the AMIK model we also distinguish between two specifications of the process, one where the three parameters are estimated from the profit rate time series of an individual company (OU TS), and one cross-sectional model where average profitability and dispersion are estimated from pooled data using a Gaussian density (OU CS). In each specification the forecast is the conditional mean of the analytical transient density
4.3 ARIMA-type time series models
As additional candidates we consider time-series models from the mixed autoregressive and moving average varieties. The ARMA(p, q) model reads
where B represents the backshift operator,
q are the autoregressive and moving average polynomials, respectively, and ε t denotes a white noise series with
2 and E[ε t ε τ ] = 0 for t = τ . The constant c is included to capture a possibly non-zero mean of the process. We estimate the p + q + 2 parameters in Ξ = (c, λ 1 , λ 2 , . . . , λ p , ψ 1 , ψ 2 , . . . , ψ q , σ 2 ) for 1 ≤ p, q ≤ 5 via ML. From the set of estimated models within this range, we then choose the specification that minimizes the Schwarz information criterion, which tends to select more parsimonious models than the Akaike information criterion. To forecast with ARMA models we follow the standard procedure for obtaining linear forecasts as outlined, for example, in Diebold (2006) . As a special case of ARMA(1,0) with unit root, we also consider the random walk (RW) without drift. Obviously RW requires no parameter estimation as the best prediction is simply the last observation. Finally, we consider mixed autoregressive integrated moving average models
to refute potential concerns regarding non-stationarity of the data.
Structural partial adjustment model
Another competitor is the partial adjustment model (PAM) proposed by Fama and French (2000) that builds on a two step cross-sectional regression. The first regression is a structural model that derives an estimate of expected profitability from a set of accounting variables, while the second regression predicts the change of profitability. The adjustment is modeled as
where X i,t − X e i represents the deviation of firm i's current profit rate from its expected value. Idiosyncratic estimates of expected profitability are obtained from a structural specification using fitted values from the regression
that relates expected profitability to the ratio of the market value of equity and debt to the book value of total assets, V /T A (essentially a proxy for Tobin's q), to the ratio of paid dividends to the book value of common equity, D/BE, and to a dummy DD that equals 0 for dividend paying firms and 1 otherwise. The rationale for estimating this structural relationship is that dividends supposedly contain information about expected future earnings, and that dividend payers tend to be more profitable than non-payers French, 2001, 2002) . Finally, the market-to-book value of assets is included to account for variation in expected profitability that is not captured by dividends. To obtain forecasts from eq. (18) and (19), we follow the same procedure as Fama and French (2000) and compute the average intercepts and slopes from the cross-sectional regressions across all 20 years of in-sample data. From these we obtain estimates of expected profitability and the change in profitability. Eq. (18) implies that forecasts of expected profitability are necessary to predict the change in profitability for more than one step ahead, so we assume that the expected future (out-of-sample) profitability of firm i is equal to the average value of expected profitability across all 20 years of the training period.
PAM demands substantially more data to model and forecast changes in profitability compared to its competitors, which is not only problematic from the viewpoint of Occam's razor but also leads to more practical problems when the required data are (temporarily) unavailable. Indeed we face a situation where expected profitability cannot be computed for some corporations because of missing values in dividend payments or other quantities in particular years. In these cases we extrapolate the expected profit rate by computing the time average of the available estimates from other in-sample periods. In the rare cases where we face missing values for all training samples, we approximate expected profitability with the sample mean profit rate.
13 Finally, forecasts of profitability are obtained from eq. (18) by adding the previous realization of the profit rate to the predicted change in that variable. Fama and French (2000) and Fairfield et al. (2009) consider models that assume an asymmetry in the mean-reverting behavior of firms with low and high profitability. They argue that mean reversion is faster when profitability is below its mean or, equivalently, that low profitability is less persistent than high profitability. To account for this supposed asymmetry, consider the economy-wide non-linear partial adjustment model (NLPAM EW)
Non-linear partial adjustment models
where D t is an indicator variable that equals one if the deviation of profitability from its median was negative in the previous period t − 1, and zero otherwise. Allowing for sector dependencies of the parameters α and β, we can also check whether profitability converges to industry-specific (IS) rather than economy-wide (EW) averages, a question that has been addressed in the study by Fairfield et al. (2009) . Formally, the industry-specific model requires the modification
where the index j runs over the business divisions in Table 1 . Henceforth, we will refer to this sectoral model as NLPAM IS. 14 The estimation strategy is geared to that of Fama and French (2000) and Fairfield et al. (2009) , that is for each year we estimate cross-sectional regressions using pooled annual data and then compute the time averages of the estimated parameters. NLPAM EW assumes that the profitability of all firms reverts to the same average and thus considers the full cross-section of firms, while the industry-specific model NLPAM IS considers only those firms operating in the same industry.
Results
Before turning to the comparison of forecasting performances, we start out by discussing the estimation results for the competing model specifications, comprehensively reported in Tables 11-18 of Appendix C.
15 Considering the model specification AMIK TS, we can see that the estimates of the location parameter are in line with the respective ensemble values, while the estimates of the dispersion parameter are notably smaller than the ensemble dispersion. The latter occurs because σ measures the dispersion of profit rates around the long-run mean, implying that the time series estimates of average profitability (which tend to be subject to overfitting in small samples) lead to smaller estimates of dispersion on average.
16 Results for OU and AMIK TS are similar with respect to the magnitude of the estimated parameters, yet the OU process predicts faster mean-reversion due to the appearance of the variance term σ 2 in the drift function. Considering the class of ARMA(p, q) models, the parsimonious ARMA(1,1) specification comes out as the most favored model based on the Schwarz criterion and is therefore chosen for forecasting. The estimated autoregressive parameters are smaller than unity in absolute value in 431-446 out of 465 cases (depending on the period under consideration), indicating stationarity for the vast majority of fitted processes. As an additional robustness check, we also consider integrated autoregressive moving average models: for 1 ≤ p, q ≤ 5 and d ≥ 1, ARIMA(1,1,1) compares most favorably based on the Schwarz criterion, so we fit ARMA(1,1) to the first difference of the original series which is then used for forecasting.
Estimation results for the cross-section partial adjustment model are largely in line with those reported by Fama and French (2000) for the US and Allen and Salim (2005) for the UK. We can confirm that Tobin's q is positively correlated with the profit rate. Although the significant dividend dummy lends support to Fama and French's conjecture that the relation between expected profitability and dividends might be non-linear, the aggregate effect of dividends on returns appears to be rather fragile as we do not observe a significant effect of the dividend payout ratio on expected profitability in every period under consideration. The second regression regarding the change in profitability shows that the partial adjustment term is significantly negative, as is to be expected from the mean-reverting property of the ROA time series. Our estimate of the average rate of mean-reversion is about 18 percent per year, which is smaller than the 38 percent reported by Fama and French for US data, and closer to the 25 percent reported by Allen 14 The two models in eq. (20) and (21) are almost identical to those considered in Fairfield et al. (2009) . The only difference is that they consider the predicted sales growth rate as an additional explanatory variable for profitability.
15 For time series models we report summary statistics of the parameter estimates. 16 Notice that differences between time series and cross-sectional estimates of the parameters do not necessarily contradict the ergodic hypothesis because a slow adjustment speed, measured by the (idiosyncratic) diffusion coefficient, may lead to time series estimates of the location parameter that differ substantially from the cross-sectional average in small samples. As described in the main text, this will also affect the estimates of σ because the latter depends on m.
and Salim for the UK. The coefficient for the lagged change in profitability is close to zero and not statistically significant for some training samples. Thus, unlike Fama and French, we do not find robust evidence for autocorrelations in profitability that go beyond the adjustment towards average profitability. We conjecture that this is a consequence of considering surviving firms for which the mean-reversion towards the average is the only systematic effect governing the change in profitability. Since we suspect that the variability in expected profitability and the change in profitability are mainly explained by Tobin's q and the deviation from expected profitability, we also estimate simpler models that omit dividends and the lagged change in ROA as explanatory variables in the respective regression equations. We indeed find that the performance of Fama and French's model hinges crucially on Tobin's q and the partial adjustment term because the (adjusted) R-squared falls by merely seven to fifteen percent when the two regressors are excluded (see Table 17 in the appendix). In some training samples, the Bayesian information criterion even indicates weak superiority of the more parsimonious regression model for the change in profitability. We take this to imply that the original formulation of the partial adjustment model is most likely overfitted, and that its explanatory power depends mainly on the strong correlation between book rates of return and market valuation.
Finally, for the non-linear partial adjustment models NLPAM EW and NLPAM IS, we observe that the estimates of the partial adjustment coefficient are smaller than unity and highly statistically significant across all periods and model specifications. For the economy-wide model, the slope coefficient lies in the range 0.8−0.85, while we observe slightly more variation in this parameter for the industry-specific model, suggesting the presence of differences in the adjustment speed across industries. Notice, again, that such heterogeneity is also consistent with AMIK CS, where the adjustment speed is captured by the diffusion coefficient D, which is the only idiosyncratic parameter in the AMIK CS model. We obtain less stringent results for the low profitability dummy in NLPAM EW and NLPAM IS specifications, whose significance depends on both the period and the industry under consideration. Those coefficients that are statistically significant are consistently negative, suggesting that low profitability might be (asymmetrically) less persistent than high profitability, as predicted by Fama and French (2000) and Fairfield et al. (2009) , which is at odds with the constant (and thus symmetric) nature of the drift in the AMIK process that is derived from the (symmetric) Laplacian ensemble distribution.
To sum up, the competing models exhibit substantial heterogeneity in their estimated parameterizations and pre-analytical visions to warrant a comparison of their forecast performance.
Time series models versus the naïve forecast
Our assessment of predictive accuracy starts out by comparing the AMIK TS diffusion, parametrized from firm-specific estimates of average profitability and dispersion, to alternative time series models. Hence we disregard potential improvements in AMIK that arise from the use of cross-sectional information at first, and initially focus on the adjustment mechanism towards average profitability. The results in Panel A of Table 6 , which summarize the mean absolute forecast error for the different models, suggest that the AMIK model yields the most accurate forecasts for medium to long-run horizons.
17 Yet for pre- Hansen (2005) . The null hypothesis is that the respective model (i.e. each respective column) is not outperformed as a benchmark by any other of the four remaining models in terms of MAE. Panel C presents the MCS p-value for each competing model that expresses the probability of this particular model belonging to the model confidence set introduced in Hansen et al. (2011) . A low p-value indicates rejection of the null hypothesis at the pertinent confidence level. P -values larger than 10 percent are shown in boldface. In all three panels, AMIK and OU refer to the time series (TS) specification of the respective process where all parameters are estimated from the profit rate time series of each firm.
dictions of up to two years ahead the naïve RW performs better than the mean-reverting AMIK process and the OU model. We attribute this result to the high persistence of firm profitability that causes the last observation to be a good short-run predictor, and to the lack of parameter uncertainty in the random walk model. The AMIK process, however, compares favorably to the random walk for longer time horizons. In addition, we can also observe superior predictive accuracy of AMIK relative to OU across all forecasting horizons, and the size of the advantage increases with the length of the forecast horizon for which our (AMIK) specification of the adjustment mechanism becomes increasingly important. As argued before, this adjustment process is more accurately described by the AMIK diffusion because it is consistent with the empirical profit rate distribution, whereas the OU process is obviously counterfactual in light of its stationary Gaussian distribution. Models from the family of autoregressive (integrated) moving average processes are distinctly dominated by AMIK, OU, and RW and there is no indication that differencing improves the forecasting accuracy since ARIMA performs worse than ARMA. The average forecast errors of these models exceed those of AMIK by several orders of magnitude, which turns out to be caused by several firms whose estimated autoregressive parameters are greater than unity in absolute value. ARMA and ARIMA models still Note: We report the mean improvement in forecast accuracy as measured through a pairwise comparison of absolute forecast errors between the two competing models. A positive (negative) value indicates that the first mentioned model is more (less) accurate than the second model. Tests of means are based on a t test. The null hypothesis is that the average difference is equal to zero. P -values greater than 10 percent are shown in boldface and entries equal to 0.0000 imply p-values < 5 × 10 −5 .
remain inferior to AMIK, OU, and RW if these firms are excluded in the computation of cross-sectional average forecast errors. The SPA test results, summarized in Panel B of Table 6 , support the view that the AMIK process is more accurate than the random walk or alternative mean-reverting models for longer forecast horizons. For h ≥ 3, AMIK achieves the maximum p−value and we cannot reject the null hypothesis that it is superior to its competitors. On the other hand, for h ≤ 4 years the p-values of the random walk are not small enough to reject the null at the usual confidence levels either, indicating that the gains in forecast accuracy of AMIK, at least when parametrized with firm-specific parameters for average profitability and the magnitude of fluctuations, are relatively minor for short time horizons. For h ≥ 5 years, the AMIK process evidently outperforms the different flavors of (mixed) autoregressive and random walk models that have been widely applied in the field of corporate profitability.
To investigate the impact of a potential sequential testing bias on our results, and as an additional robustness check, we also consider the model confidence set as an alternative methodology to compare forecast accuracy in Panel C of Table 6 . Overall, the findings corroborate the impression from the SPA test and support the validity of our results for different methods of forecast evaluation.
Exploiting ergodicity
AMIK CS assumes that the profit rates of all (surviving) firms obey the same law in eq. (7) and thus have a common location and dispersion parameter that correspond to the ensemble values of m and σ. To examine whether the ergodic specification AMIK CS yields an improvement in forecast accuracy, we compare the mean absolute forecast error of AMIK CS to AMIK TS and to the second best model, RW. Table 7 reports the incremental improvement in forecast accuracy relative to these two models as well as the p-value of the null hypothesis that the average loss difference between AMIK CS and, respectively, AMIK TS and RW, is equal to zero.
18
18 Although the structure of the models is different, our methodology is similar to that of Fairfield et al. (2009) who compare the forecasting performance of economy-wide and industry-specific dynamic panel models to that of the random walk. We will show later that our methodology clearly outperforms their dynamic panel models.
We observe that the ergodic model AMIK CS clearly outperforms the firm-specific model AMIK TS: the average difference in forecast accuracy is positive across forecast horizons, indicating that the ergodic specification leads to more accurate predictions than the firm-specific one. These differences are statistically significant at all conventional confidence levels. Gains relative to the random walk are even more pronounced and increase in size with the length of the time horizon, the only exception being the one-year ahead forecast for which the null hypothesis of equal predictive accuracy cannot be rejected. Hence, combining these results with those obtained in the previous subsection, we conclude that both the adjustment mechanism of the AMIK model and its ergodic parametrization lead to valuable gains in forecast accuracy compared to previously suggested models.
Comparison to alternative panel models
Finally, we check how the ergodic specification AMIK CS compares to panel models that have previously been employed in the profitability literature, and also aim to exploit crosssectional information. To this end, we run a horse-race between AMIK CS, the structural partial adjustment model that we introduced in section 4.4, and the two non-linear partial adjustment models from section 4.5. As an additional robustness check, we also consider a cross-sectional modification of the Ornstein-Uhlenbeck process in which we estimate the location and dispersion parameter from pooled data assuming a stationary Gaussian distribution.
Average forecast errors and the SPA and MCS p-values are reported in Table 8 . Except for the shortest time horizon, AMIK CS compares favorably to the competing panel models. Considering the size of the average forecast errors in Panel A, AMIK CS consistently outperforms OU CS, the structural partial adjustment model as well as the non-linear models with asymmetric adjustment for h > 2. Differences in forecast errors between the different models are relatively small, however, at least for the length of the available time series. This impression is also reflected in the SPA and MCS test results: AMIK CS, OU CS, and PAM pass the SPA test, yet we observe much lower p-values for the latter two; the SPA p-value of AMIK CS is equal to unity for h > 2, while it is considerably smaller for OU CS and PAM. Similarly, the model confidence set consists of AMIK CS, OU CS, and PAM. Again, AMIK CS exhibits the maximum probability that it belongs to the model confidence set among its competitors, while the p-values of the competing models are considerably smaller. Hence, we conclude that AMIK CS forecasts are more accurate than those of its competitors, but that the data are not informative enough to reject the null for all counterfactual models, especially at the short forecast horizon.
Discussion and conclusions
This paper shows that a parsimonious diffusion process forecasts corporate profitability significantly better than existing models. Not only does it outperform the random walk, which is no trivial task in small samples as we know since the seminal work of Meese and Rogoff (1983) (cf. Rossi (2006) , as well as Rossi (2013) for a recent survey on exchange rate forecasting), it also outperforms partial adjustment models that use substantially more yet apparently superfluous information in their forecasts. The key elements in the predictive superiority of our model are the careful specification of the mean-reversion term in the diffusion process and the ergodicity of profit rates. The former is a direct consequence of the latter in the sense that the mean-reverting drift function of the diffusion process is constructed from the ensemble distribution of profit rates. While the different Hansen (2005) . The null hypothesis is that the respective model (i.e. each respective column) is not outperformed as a benchmark by any other of the four remaining models in terms of MAE. For each loss function p-values larger than 10 percent are shown in boldface. Panel C presents the MCS p-value for each competing model which captures the probability that this particular model belongs to the model confidence set introduced in Hansen et al. (2011) . The null hypothesis is that all models that are part of the model confidence set have equal predictive accuracy in terms of MAE. In all three panels, AMIK and OU refer to the cross-sectional (CS) specification of the respective process where the estimates of the location and dispersion parameters are obtained from respectively fitting a Laplace or normal distribution to the data.
flavors of hitherto applied models account for the persistence of profit rates and their mean-reversion, they fail to account for their cross-sectional Laplace distribution and thus ignore valuable information that can evidently improve forecasting performance.
To realize these forecasting gains, however, one needs to part with several dearly held customs and intuitions that are prevalent in the time series and panel data literature. First notice that the diffusion process has a unit root (in its discretized version) yet it is stationary because of its drift function. Second, the specification of the drift function is essential and cannot be estimated, calibrated or correctly guessed from panel data models that ignore the distribution of profit rates. One can show that the dispersion of profit rates is determined by a ratio of the drift to the diffusion function (see Alfarano et al., 2012, for details) , therefore the noise in the diffusion function is conceptually very different from an error term in conventional models because the noise captures systematically relevant fluctuations around the average rate of profit to which individual time series are reverting in the process of capital reallocation. Third, it seems that interest in unconditional scaling laws and distributional regularities more generally has considerably faded after the criticism by Brock (1999) . Here we have translated the Laplace ensemble distribution of profit rates, that is an unconditional empirical regularity, into a conditional dynamic relationship that forecasts the profitability of firms better than existing models. In this sense, we confirm Brock's conjecture that distributional regularities can indeed be conveniently used to discriminate between potential stochastic processes in order to improve the conditional predictability of econometric models. Hence the improved predictive power of our model is a direct measure of our methodology's success in overcoming the Brock critique.
Our comparison of relative predictive accuracy shows that popular tests of forecasting performance such as SPA and MCS are rather conservative and hardly able to identify counterfactual processes in both real and simulated data if one deviates from the large time series setting. Such deviations necessarily occur in the many analyses of data that are available at annual, semiannual, or at best quarterly frequencies. To remedy this lack of power, we extend the design of the bootstrap from a strict time series to a panel setting that resamples from both the time and the cross-sectional sphere since ergodicity implies that the variability across firms is an appropriate source of additional statistical variation. This ergodic modification of the original SPA and MCS test designs corroborates the accuracy of our approach since we cannot reject the hypotheses that our model produces smaller forecast errors than alternative models that have previously been used to predict firm profitability.
The exploitation of ergodicity leads to better forecasts and more powerful bootstrapping procedures, yet it will elicit concerns of survivorship bias once we understand that ergodicity logically requires the survival of the studied entities. Since the notion of ergodicity has its historical roots in equilibrium statistical mechanics and its associated conservation laws, it is retrospectively perhaps not overly surprising that this logical prerequisite of survival has only been discussed very recently in realms outside of equilibrium statistical mechanics, initially by Peters and Gell-Mann and then by Taleb, and is explicitly lacking in the many definitions of ergodicity across different disciplines. While survival bias is certainly a legitimate concern in many areas of empirical work that seek to establish the effects of explanatory variables on (a set of) outcomes, we fear that it can at times also cloud our view on important macroscopic issues. Given the granular nature of surviving capital and its substantial impact on aggregate fluctuations, combined with the fact that most capital does not "disappear" but rather gets renamed after a change of ownership, we believe that our focus on the profitability of surviving corporations is none the less instructive. In a companion paper, for instance, we show that corporate idiosyncrasies have no impact on profitability once corporate capital survives for about two decades (Mundt et al., 2018) . This is starkly at odds with an extensive body of literature that does not clearly distinguish between short-and long-lived firms and instead arrives at contradictory findings regarding the significance and directional impact of idiosyncratic factors on profitability. In this sense, a conscientious focus on survivors can help to clarify the origins of these contradictory findings. In spite of the remarkable dynamics of surviving capital, it goes without saying that abnormally profitable trading strategies will still be hard and risky to construct with our methodology, exactly because it is conditional on survival, which itself is not predictable with high levels of confidence. Still we have demonstrated that the exploitation of ergodicity leads to considerable forecasting gains, and its application to other data should accomplish the same. Note: Results refer to 465 simulations of the AMIK process with parameters m = 0.095, σ = 0.058, and idiosyncratic diffusion coefficients D i that are estimated from the Worldscope data. Starting values are random draws from a Laplace distribution with parameters m and σ. The time series length is either T = 37 as for the real data or T = 100. The length of the in-sample period used for training the model is fixed at 20 observations in both scenarios. Hence, in the second experiment, all 63 additional data points increase the length of the evaluation period so that we can assess the effect of the sample size on the power of the test by comparing the two experiments. Entries show the number of cases for which the respective null hypothesis cannot be rejected on the 10 percent level. For each test the highest number of winnings is shown in boldface. OU refers to the time series specification of the Ornstein-Uhlenbeck process. Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5 × 10 −5 . Note: The location parameter m and the dispersion parameter σ are fixed at their phenomenological values, summarized in Table 4 in the main text. Entries equal to 0.0000 imply that the corresponding estimates are smaller than 5 × 10 −5 . Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5 × 10 −5 . Note: The location parameter m and the dispersion parameter σ are estimated from Gaussian distributions that are fitted to pooled data. Entries equal to 0.0000 imply that the corresponding estimates are smaller than 5 × 10 −5 . Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5 × 10 −5 . Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5 × 10 −5 . Note: Means and t-statistics for the means of the year-by-year cross-section regression coefficients. Intercepts and slopes are averaged across the 20 years of each in-sample period. The t-statistics of these averages are computed as the ratio of the mean coefficient to its time series standard deviation multiplied with √ 20.
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