Abstract. In this paper we will prove several weighted estimates for bilinear fractional integral operators and their commutators with BMO functions. We also prove maximal function control theorem for these operators, that is, we prove the weighted L p norm is bounded by the weighted L p norm of a natural maximal operator when the weight belongs to A∞. As a corollary we are able to obtain new weighted estimates for the bilinear maximal function associated to the bilinear Hilbert transform.
Introduction
We are interested in the family of bilinear fractional integrals
|y| n−α dy, 0 < α < n.
The study of BI α was initiated by Kenig and Stein in [9] and Grafakos in [6] who proved that BI α : L p1 × L p2 → L q when 1 < p 1 , p 2 < ∞ and q satisfies as the linear fractional integral has to the Hilbert transform. We aim to study weighted norm inequalities of the form
Weighted inequalities for these singular operators were unknown until the second author made some progress in [14] for the case when p q 1. The main results of [14] are stated in Theorem 2.1 in the next section. This paper was originally an attempt to expand the range for p and q, but then as the theory developed, we were also interested in considering the effects of several types of commutators on BI α . Given a linear operator T and a function b, the commutator [b, T ] is defined to be proved that if b ∈ BM O and T is a singular integral operator, then [b, T ] in bounded on L p (R n ) for 1 < p < ∞. Weighted estimates for the linear fractional integral operator were done by Muckenhoupt and Wheeden [15] in the one weight case. Pérez [16] proved sufficient two weight bump conditions for the boundedness of I α . The commutator of I α was first considered by Chanillo [1] , who showed that if b ∈ BM O, then [b, I α ] maps L p (R n ) into L q (R n ) with where A(t) = t q log(e + t) 2q−1+δ and B(t) = t p ′ log(e + t)
When considering a bilinear operator BT, we define the commutators on the first and the second components to be In the linear case, these type of commutators were studied by Pérez and RiveraRios [18] . Given a bilinear operator BT, we may rearrange the commutators in any order as the following Proposition states. ) and σ( β) = (β σ(1) , ..., β σ(N ) ). In particular, equality (1.1) is valid for any permutation σ 0 be such that σ 0 ( β) = (1, ..., 1, 2, ..., 2).
For simplicity in the notation and proof, from now on we will always assume that β = (1, ..., 1, 2, ..., 2), and reserve the notation m = m( β) to denote the number of 1's in β.
Main Results
Throughout this paper we will work with 2 different cases. The first case is when p 1 and p 2 get close enough to 1, which will force p = p1p2 p1+p2 1, while the second case is when p > 1. Our departure is the following result of the second author [14] .
Theorem 2.1 ( [14] ). Suppose 1 < p 1 , p 2 and q 1 are such that
By using a different technique, we are able to prove a similar result in the case when 1 < p q < ∞.
Then the inequality
For the general commutators defined on BI α , we have Theorems 2.3 and 2.4 as stated below.
2 < p q 1, and the set of weights (u,
and ψ(t) = t q log(e + t) (N +1)q−1+δ , δ > 0. Then, the inequality 
and when Φ(t) = Ψ(t) = t we write
The controls that we have mentioned above are stated in the two theorems below.
Theorem 2.5. Suppose 0 < α < n, 0 < q < ∞ and (r, s) is a Hölder pair. If the weight w ∈ A ∞ , then
Theorem 2.6. Suppose 0 < α < n, 0 < q < ∞ and (r, s) is a Hölder pair. If the weight w ∈ A ∞ , then
where Φ(t) = t r log(e + t) mr and Ψ(t) = t s log(e + t) (N −m)s .
In Theorem 2.2, if we consider special power-bump Young functions, then the condition on the weights (u,
It turns out that condition (2.1) can be characterized via the weak type and the strong type weighted boundedness of the maximal operator M r,s α , not only for 0 < α < n but also for α = 0. These results are stated in the following theorems.
1) if and only if the inequality
So far, we have seen that the weak type weighted boundedness for M r,s α is equivalent to condition (2.1). Since strong type boundedness implies weak type one, it obviously implies condition (2.1). In order to get the other way around, besides the stricter requirements that p 1 > r and p 2 > s, we have to "bump" up our condition on the weights by using the Orlicz norms as appeared in condition (2.2) of Theorem 2.8. However, things become much nicer in 1-weight settings [i.e. when
holds if and only if the weights (w 1 , w 2 ) satisfy As an immediate consequence of Theorems 2.5 and 2.9, we have the following result.
Corollary 2.10. Under the same assumptions as in Theorem 2.9, condition (2.3) implies
Finally, we end with an application of our estimates. The associated maximal operator to the bilinear Hilbert transform is defined as
In the one dimensional case, this operator is studied in [11] , where it is shown that it satisfies
. Surprisingly, and contrary to the usual paradigm in harmonic analysis, the boundedness of the bilinear Hilbert transform was shown first and used to prove the boundedness of BM. Other than trivial conditions on the weights (i.e., assuming separate conditions on the weights such as both w 1 and w 2 belong to A p there are no known weighted estimates for BM. By Hölder's inequality we have that
for any Hölder's pair of exponents r and s and therefore have the following corollaries.
Finally we end with a one vector weight theorem. In this case we will take the natural definition of r = Corollary 2.12. Suppose p 1 , p 2 > 1, and (w 1 , w 2 ) are weights satisfying
2 ) whenever p > 1. In this paper, we will first give proof for Theorems 2.3, 2.4 and 2.6. Theorems 2.2 and 2.5 can be proved using similar techniques as those in the proof of theorems 2.4 and 2.6, respectively. The later Threorems are in fact easier than the former and follow from the exact techniques, so we choose to leave them for interested readers. We then will sketch the proof for Theorems 2.7, 2.8 and 2.9, and end with an application of our results: a bilinear Stein-Weiss inequality.
Preliminaries
A dyadic grid D is a countable collection of cubes that satisfies the following properties:
(
One very clear example for this concept is the dyadic grid that is formed by translating and then dilating the unit cube [0, 1) n all over R n . More precisely, it is formulated as
In practice, we also make extensive use of the following family of dyadic grids.
Lerner [12] proved the following result.
Theorem 3.1. Given any cube Q in R n , there exists a t ∈ {0, 1/3} n and a cube Q t ∈ D t such that Q ⊂ Q t and ℓ(Q t ) 6 ℓ(Q).
Next, we are going to give necessary details of Orlicz spaces. For more details, we refer the reader to [4] . A Young function Φ : [0, ∞) → [0, ∞) is a continuous, convex and strictly increasing function with Φ(0) = 0 and 
There are many more types of Young functions, but the most commonly seen are the "log-bump" functions Φ(t) = t r log(e + t) s for some r > 1 and s ∈ R.
The Orlicz average of f over a cube Q is given by
which is equivalent to
This result is due to Krasnosel'skiȋ and Rutickiȋ [10] . In fact,
The Orlicz maximal function is then defined to be
Pérez [17] gave a necessary and sufficient condition for the boundedness of these Orlicz maximal operators.
if and only if Φ satisfies the B p integrability condition, i.e. there exists c > 0 such that
There is also a generalized Hölder inequality for these Orlicz averages. 
When p = 1, we have w ∈ A 1 if and only if
where M is the Hardy-Littlewood maximal function. Finally we define A ∞ as the union of all A p classes for p > 1. Also from [5] we know the following facts. Next, we would like to briefly discuss the bilinear Muckenhoupt condition, A P ,q condition, which was introduced by the second author in [13] . A set of weights (w 1 , ..., w m ) is said to be in the class A P ,q if
The second author also proved that if p i q i and
where the inclusion was shown to be strict.
Theorem 3.5. Suppose 1 < p 1 , p 2 < ∞, and (w 1 , w 2 ) ∈ A P ,q , then we have
Cruz-Uribe, Martell and Pérez [4] proved an extrapolation theorem for A ∞ weights. Namely, Theorem 3.6. Suppose there exist p 0 ∈ (0, ∞) such that
Finally, we will need the concept of bounded mean oscillation. Let BM O denote the space of functions of bounded mean oscillation, i.e., functions b such that
BM O functions satisfy the exponential integrability which is a consequence of the John-Nirenberg theorem. 
A proof of Theorem 3.7 can be found in [8] .
which implies the desired estimate.
Through out this paper, we will make extensive use of the following proposition, which is actually a discrete Hölder inequality. Proposition 3.9. Suppose p 1 , p 2 > 1, p 3 > 0, and
We have the following inequality for non-negative sequences {a j }, {b j }, and
Proof of Theorem 2.3
Without loss of generality, we may assume that f and g are non-negative, bounded and compactly supported. By induction, we can prove that
and similarly,
This estimate together with (4.1) yield
Since q 1, we have
If we use Hölder inequality with the pair 1 q , 1 1−q , we will arrive at the inequality
By a change of variables, we have
Now we use the generalized Hölder inequality, Theorem 3.7 and Corollary 3.8 to obtain the following estimates:
Then we have
Substituting these estimates into (4.3) and use the facts: |Ā| m, |B| N − m, |A ∪ B| N , and stronger Young functions provide bigger Orlicz norms, we come up with the following estimates.
The last inequality in (4.4) comes from the fact that each 3Q is contained in a Q t ∈ D t , t ∈ {1, 2, ..., 3 n }, with the property ℓ(3Q) ℓ(Q t ) 6 ℓ(3Q). We note here that each Q t like that may contain more than one but at most 6 n such 3Q's where the Q's are from a same layer of D, and there are at most 3 possible layers. From here, it suffices to estimate inner most sum of the last expression in (4.4) for a generic dyadic grid D. We will denote this sum as
For simplicity, we will write D to mean any of the D t 's, t = 1, ..., 3 n . Next, we will replace the sum over dyadic cubes with the sum over a spare family of Calderón-Zygmund cubes. More precisely, for each k ∈ Z, let {Q k j } j be a collection of disjoint dyadic cubes that are maximal with respect to
where a > 1 will be chosen later. This is possible because
If λ, µ > 0 then the previous sum is bounded by
where γ 1 (t) = t log(e + t) m , γ 2 (t) = t log(e + t) N −m , and P is an immediate dyadic parent of Q k j . By taking infimum over all λ > 0 and all µ > 0, we have
where the second inequality comes from the maximality of Q 
and notice that every Q ∈ D for which the summand of S is non-zero must be in some C k , and every Q ∈ C k is contained in a unique Q k j . So we have
For each λ > 0, the most inner sum is bounded by
where γ(t) = t log(e+t) qN 1−q . By taking infimum over all λ > 0 and then substituting the result into (4.5), we have
Now we consider the following Young functions.
log(e + t) 1+(p1−1)δ and τ 2 (t) = t p2 log(e + t) 1+(p2−1)δ .
Straightforward calculations show that τ 1 ∈ B p1 , τ 2 ∈ B p2 , and
Using the generalized Hölder inequality and the imposed conditions on the weights, from (4.6) we have
From here, we are going to use: the condition that p q, the fact that Q 
Substituting the result in (4.7) into (4.4) will give us the desired estimate
Proof of Theorem 2.4
By duality, it suffices to prove that for all
Without loss of generality, we may assume that f and g are non-negative, bounded and compactly supported. From (4.2), we have
If we use Hölder inequality with the pair (r, s) for the inner integral, and then perform a change in variables, we will get
We now use the generalized Hölder inequality, Theorem 3.7 and Corollary 3.8 to get the following estimates.
Substituting these estimates into (5.1) and using the facts: |Ā| m, |B| N −m, |A ∪ B| N , and stronger Young functions provide bigger Orlicz norms, we come up with the following estimates.
It suffices to control the inner most sum of the last expression in (5.2) for a general dyadic grid D. To do so, we will replace the sum over dyadic cubes with the sum over a spare family of Calderón-Zygmund cubes. Let a > 1 be a number that will be chosen later. For each k ∈ Z, let {Q k j } j be a collection of disjoint dyadic cubes that are maximal with respect to
where γ 1 (t) = t log(e + t) mr , γ 2 (t) = t log(e + t) (N −m)s , and P is an immediate dyadic parent of Q k j . By taking infimum over all λ > 0 and all µ > 0, we have
where the last inequality comes from the maximality of Q k j . With an appropriate choice of a, we will have
and notice that every Q ∈ D for which the summand of S is non-zero must be in some C k , and every Q ∈ C k is contained in a unique Q k j . So we have 
Since S can be any term in (5.2), and the number of terms in (5.2) is finite, substituting the result in (5.5) into (5.2) will complete our proof.
Proof of Theorem 2.6
Again, without loss of generality, we may restrict ourselves onto working with f and g that are non-negative, bounded and compactly supported. Thanks to Theorem 3.6, we only need to verify the inequality for a certain q 0 ∈ (0, ∞) and an arbitrary weight w ∈ A ∞ . We will work with q 0 = 1. By mimicking what we did in the proof of Theorem 2.4, we have Substituting this result into (6.1), we have
