ABSTRACT Maize (Zea mays L.) kernel oil provides high-quality nutrition for animal feed and human health. A certain number of maize breeding programs seek to enhance oil concentration and composition. Genomic selection (GS), which entails selection based on genomic estimated breeding values (GEBVs), has proven to be efficient in breeding programs. Here, we estimate the robustness of predictions for the oil traits of maize kernels in biparental recombination inbred lines (RILs) using a GS model built based on an association population. Most statistical models, including ridge regression-best linear unbiased prediction (RR-BLUP), showed high prediction accuracy in the training population through a cross validation procedure. The training population size was more important than marker density and a statistical model for prediction performance. Using the optimized GS model, prediction of the biparental RIL population showed medium-high prediction accuracy (0.68) compared with prediction using only oil associated markers (r = 0.43). The potential to apply the GS model to another RIL population that is genetically less related to the training population was also examined, showing promising prediction accuracy in the top selected lines. Our results proved that genomic prediction using existing data is robust for the prediction of polygenic traits with moderate to high heritability.
P
lant breeding is the human practice of improving plants for human benefit. Maximizing genetic gain is the breeding target constantly being pursued in the selection process (Xu et al., 2017; Pace et al., 2015) . Traditional breeding uses phenotypic records of individuals and their relatives to select candidates with economically important traits (Song and Chen, 2004) . Research on the molecular genetics of livestock and crops indicated that using DNA markers in the breeding processes can increase genetic gain faster than selection using only phenotypic data (Bernardo and Yu, 2007; Crossa et al., 2010) . Markerassisted selection was developed to use DNA information in the selection process of crop breeding and has proved useful in selecting the best genotypes (Collard and Mackill, 2008) . This approach has been successfully integrated into the breeding process when major quantitative trait loci (QTL) are available but has been less effective for traits with many small-effect QTL (Bernardo, 2010) . Therefore, strategies that could integrate multiple loci with small effects should be developed.
Genomic selection has proved practical in plant breeding for enhancing many traits. The GS method uses genome-wide single nucleotide polymorphisms (SNPs) to predict the performance of breeding materials (Meuwissen et al., 2001) . Individuals with potential poor performance or with high performance are eliminated or reserved from subsequent breeding cycles to allocate more resources to the more promising ones (Bernardo, 2010) . Genotypes are ordered based on GEBVs in the process of GS (Desta and Ortiz, 2014) . In contrast, MAS selects the best genotypes by combining a few significant DNA markers that were in linkage with the QTL . Thus, the MAS procedure first requires the development of a population, such as a biparental population, to identify the significant QTL of target traits. When predicting for outbreeding species, MAS is more limited by using significant markers, as the linkage phase must be established for every family. Genomic selection has higher accuracy in the estimation of breeding values than MAS because GS evaluates marker effects on the whole genome, removing the bias caused by overestimating the effects of only significant markers (Heffner et al., 2010; Meuwissen et al., 2001 ). In addition, GS selects seeds before phenotyping and therefore accelerates the process of plant breeding as well (Heffner et al., 2010) .
Maize kernel oil has high-quality nutrition for animal feed and human health. Breeding programs of maize seek to enhance oil concentration and composition. Knowing the genetic architecture of oil traits is helpful to breeding programs. In high-oil populations, a genetic study revealed that >50 genes with small additive effects contributed to the phenotypic variation of oil concentration and composition (Li et al., 2013) . Only a few key genes have relatively large effects, such as DGAT1-2 and FAD2 (Yang et al., 2010) . The favorable allele of DGAT1-2 increased oil concentration by 1% in the two selected inbred lines from MAS (Chai et al., 2011 ). An association mapping population contains abundant information about genetic diversity, which can be used in analyses of the genetic architecture of traits and in the creation of new breeding populations . Genomic selection applied in an association population shows more effectiveness for traits with high heritability (Asoro et al., 2013; Combs and Bernardo, 2013) . Here, we used existing historical data of oil concentration and composition to (i) investigate the effect of marker numbers, training population sizes and modeling methods on GS model accuracy; (ii) estimate the robustness of the GS model built based on the training population to predict oil traits in the independent testing populations; and (iii) compare the efficiency of the GS model and MAS model in prediction.
MATERIALS AND METHODS

Plant Material and Phenotypic Data
A large association maize panel composed of 508 diverse inbred lines, including 34 high-oil lines (oil concentration >7.5%), was planted in 2009 in three testing points (Sichuan, Yunnan, and Hainan China) and in 2010 in Guangxi with an incompletely randomized block design in a onerow plot with two replicates . One subset of 368 lines was randomly selected from the panel for RNA sequencing and was previously used for a genomewide association study (GWAS) of kernel oil traits (Li et al., 2013) . This subset with oil concentration measured (351 inbred lines) was used as the training population in this study. The remaining lines of the association panel with genotypic and phenotype data (134 inbred lines) were used as the testing population (TP-134). A high-oil segregating RIL population (RIL1), whose parental lines (regular line B73 and high-oil line BY804) are included in the training population, was used as another testing population. RIL1 was planted in Beijing in 2005 and 2006 with three replicates (Yang et al., 2010) . The kernel oil concentration of the association panel and RIL1 had been previously obtained by gas chromatography (Yang et al., 2010 . To test the feasibility of prediction in real breeding populations, another RIL population (RIL2) without kernel oil data before this study was used for prediction (Xiao et al., 2016) . RIL2 was from a cross between regular line DE3 and high-oil line BY815, and the parental line BY815 is included in the training population. A number of inbred lines in RIL2 were selected according to prediction and validated for oil concentration with the same protocol by gas chromatography.
Analysis of Genomic Data
The genotypic data of inbred lines in our study were obtained using the Illumina MaizeSNP50 BeadChip (data available at http://www.maizego.org/Resources.html). In the training population, we filtered out monomorphic markers and SNPs with missing data rate >20% and minor allele frequency <5%. The average rate of missing genotype at each SNP site is 0.013, and the remaining missing genotypes were simply imputed with the major allele. For comparison, we also used Beagle 4.0 software to impute the missing genotypes. A total of 44,624 high-quality SNPs were used in downstream analysis. The same 44,624 SNPs were selected for the testing populations (TP-134 and RIL1) and for the extrapolative population RIL2. Additive variance and narrow sense heritability were calculated in the R package sommer with the equation , where is additive variance, is dominance variance, and is epistatic variance (Covarrubias-Pazaran, 2016) . The set of 44,624 SNPs from all inbred lines was also used for principal component analysis (PCA) based on the kinship matrix.
Statistical Model
Two types of prediction models, linear and nonlinear, were used to assess the prediction accuracy of oil concentration; RR-BLUP, BayesA, Bayes LASSO, and BayesC are linear models, and the reproducing kernel Hilbert space (RKHS) is a nonlinear model.
The RR-BLUP method was conducted with the rrB-LUP package implemented in R (Endelman, 2011) . The linear mixed model was y = Xb + Zμ + ε, where y is a N ´ 1 vector of the trait (N is the size of training population), X is the identify matrix, b is the overall phenotype mean (fixed effect), Z is the N ´ M genotypic matrix with N individuals and M markers, μ is the vector of marker random effects with μ ~ N(0,Iσ μ 2 ), and ε is the vector of residuals with ε ~N(0,Iσ μ 2 ), where I is the identify matrix. In the Z matrix, the biallelic genotypes were coded as a discrete number (i.e., −1, 0, and 1, with −1 and 1 for homozygote and 0 for heterozygote conditions) (Endelman, 2011) .
The R package BGLR implements a large number of parametric Bayesian models and a semiparametric RKHS model by specifying different types of prior densities to marker effects (Perez and De Los Campos, 2014) , for example, by specifying a scaled-t prior density in the BayesA model, a double exponential in the Bayesian LASSO and scaled-t or a Gaussian mixture in BayesC or BayesB. In contrast, the RKHS method in the BGLR package uses the Gaussian processes with an arbitrarily user-defined covariance structures (Perez and De Los Campos, 2014) .
Cross Validation
Five-fold cross-validation was applied to evaluate the prediction accuracy in the training population. Briefly, the training population was equally split into five subsets, with four subsets estimating the genetic effects of genome-wide markers and the remaining subset regarded as the validation set to calculate the GEBVs. The prediction accuracy was the Pearson correlation (r) between the GEBVs and phenotyped oil concentration. The five-fold cross-validation function was performed in the R package cvTools. Eight different population sizes (100, 150, 200, 250, 275, 300, 325, and 350) were used to analyze the effect of population size. To investigate the effect of marker number, 16 subsets of SNPs (ranging from 50 to 30,000 SNPs) were randomly selected from 10 chromosomes. The selected SNPs on each chromosome were based on the ratio of the number of SNPs on each chromosome by the total number of SNPs on all 10 chromosomes. We evaluated the prediction accuracy with the RR-BLUP and repeated it 1000 times. After identifying the optimal SNP numbers and population size, four modeling methods (BayesA, BayesC, Bayesian LASSO and RKHS) were applied to calculate the prediction accuracy with identified parameters of optimal or maximal SNP number and population size. An ANOVA and t-test among the three factors for the GS model were used to find the optimal factors that will cause high prediction accuracy. The optimal factors were selected from all SNPs or individuals with the prediction accuracy that was the closest to the average of prediction accuracies from 1000 repetitions.
Prediction and Empirical Experiment
Two subsets of SNPs (optimal or all) and the RR-BLUP or BayesC methods were used to predict in two testing populations (TP-134, RIL1) with the maximal size of training population. There were two strategies of prediction modeling: the GS model with all genome-wide SNP markers and the MAS model including the SNP markers that were significantly associated with oil traits. To conduct an ANOVA for the factors of prediction strategy (GS or MAS), number of SNPs, and statistical method, we generated 100 repetitions by randomly selecting 90% of the individuals from the testing population. Twentysix SNPs significantly associated with oil concentration were previously identified by GWAS (Li et al., 2013) . The top five SNPs were then selected according to their significance of association with oil concentration (P < 10 −11
). All 26 SNPs and the top five SNPs were used to establish MAS models. Among the 26 SNPs, three SNPs, which are included in the MaizeSNP50 SNP set, were excluded in the GS model. In addition, we used GS and MAS to estimate the GEBVs of the testing populations (TP-134 and RIL1) with the RR-BLUP method. An adjusted prediction accuracy (r gg ) was used to reduce the influence of the heritability of an oil trait on prediction accuracy in testing populations. The r gg was evaluated based on the equation  = h refers to narrow-sense heritability. In the experiment of prediction extrapolation, the top 20 lines of RIL2 with the highest ranking of GEBVs were selected for phenotyping and prediction accuracy was then evaluated based on the predicted and observed oil concentrations of the selected lines.
The upper bound for reliability (U) indicates the upper limit of the squared correlation between observed oil concentration and GEBVs in testing populations based on the prediction model built on the training population (Karaman et al., 2016) . To examine the probability of prediction to the extrapolative population RIL2, parameter U was obtained from the training population and RIL2. The U was based on the equation
Mv , M is a matrix of training set genotypes; and v is a vector of genotypes of the testing individuals. A set of 6000 optimal SNPs was used to calculate the U.
Estimation of Variance Explained by Single Nucleotide Polymorphisms
The phenotypic variance explained by genetic contributions was computed by a leave-one-out cross-validation approach (Seymour et al., 2016) . The equation of variance explanation was as follows:
where var() is the variance, y test is the observed oil concentration of the test set left out in each cross-validation, and ŷ is the predicted phenotypic data from the linear mixed model, which was trained by the kinship matrix on the training data set.
When computing the variance explained by all genome-wide SNPs, ŷ was calculated by estimating the marker effects (β) from the training step of all genomewide SNPs. The variance explained by all significant SNPs was computed by fitting the following equation:
where X is the matrix of all significant SNPs and β was calculated as follows: β = (X T X + λI) −1 X T y, where λ is the penalty term.
RESULTS
Study Design and Phenotypic Distribution
A set of diverse inbred lines (TP-134) and a high-oil segregating RIL population (RIL1) were used as the testing populations to verify the models built from the training population. Another RIL population (RIL2), one of whose parental lines is a high-oil line, was used as an extrapolative population to examine the feasibility of the GS model in breeding selection (Fig. 1a) . After the PCA of all populations used in this study, the first two principal components suggested three major groups. The training population and the TP-134 were in one major group, while RIL1 and RIL2 were independent from the association panel and each other (Fig. 1b) . All populations consisted of a number of high-oil lines (Yang et al., 2010 (Supplemental Fig. S1 ).
Cross-Validation and Optimization of the Genomic Prediction Model
Prediction accuracy using the RR-BLUP increased with an increasing number of SNPs until reaching a plateau at ~6000 SNPs regardless of the population size. When the population size reached its maximal size (351), the accuracy of the prediction model with optimal (6000) SNPs was 0.89. When the size of the training population decreased to 250, the prediction accuracy remained as high as 0.83 (Fig. 2a) . The results of prediction accuracy from another four statistical methods showed similar trends when the SNP number or training population were changed (Fig. 2b) . The effects of these three factors (SNP number, population size, and modeling method) were significant (Supplemental Table S1 ). The effect of population size was stronger than that of the statistical method or the number of SNPs. The prediction accuracy with the maximum number of 44,624 SNPs, holding the population size constant, did not show a significant difference when using any of the selected modeling methods (Supplemental Table S2 ). This indicated that the ~6000 SNPs covered enough genetic information to predict oil concentration in the current diverse population. When the SNP number increased from 6000 to 44,624, the RR-BLUP method was significantly better than the Bayesian LASSO and BayesA methods but did not show superiority to the BayesC method (Supplemental Table S3 ). Therefore, the RR-BLUP and BayesC methods were selected for the following analysis. We included RKHS in the evaluation because previous studies had shown it offered a significant improvement in predictions of grain yield (Crossa et al., 2010; Shikha et al., 2017) . Though it was significantly lower than the other four methods in most combinations of SNP number and population size (Supplemental Table S3 ), RKHS still performed well, as the prediction accuracy estimated by RKHS in the training population can reach to 0.79 with 6000 SNPs and a population size of 250.
Prediction with Genomic and Marker Assisted Strategies
In the training population, the prediction accuracy for oil concentration calculated from the MAS model was 0.86 (Supplemental Fig. S2 ), but its prediction accuracy for TP-134 was only 0.54. In contrast, when estimated from the GS model, the accuracy for TP-134 increased to 0.88 (Table 1) . For the RIL1 population, the prediction accuracy from the GS model was also higher than from the MAS model (Table 1) . When predicting for the two testing populations, the ANOVA analysis focused on two factors: SNP number and modeling method (RR-BLUP or BayesC). No significant difference in prediction accuracy was observed when using a different number of SNPs (6000 vs. 44,624) or different modeling methods (RR-BLUP vs. BayesC) in the TP-134 ( Fig. 3 ; Supplemental Table S4 ). For RIL1, the accuracy from optimal to all SNPs was slightly different (P = 0.0283) when using the RR-BLUP method to build a GS model ( Fig. 3 ; Supplemental Table S5 ). The r gg eliminates the influence of heritability on oil concentration in different populations, which can be used to compare the prediction ability across the testing populations. In this study, as narrow-sense heritabilities of oil concentration in TP-134 and RIL1 were 0.95 and 0.54, respectively, and r gg in the two testing sets reached 0.90, with RIL1 being slightly higher than that of TP-134 (Table 1) .
Selection and Genomic Prediction Extrapolation
The promising prediction accuracies (0.88, 0.68) in two testing populations would be helpful for practical breeding selection. In TP-134, we captured 16 of the empirical top 20 lines in the predicted top 20 lines with the highest ranking of GEBVs (Fig. 4a) . In the RIL1, 11 of the empirical top 20 lines were found from the predicted top 20 lines (Fig. 4b ). Spearman's rank correlation (ρ) for oil concentration was 0.56 in the TP-134 and 0.59 in the RIL1 (Fig. 4) .
To examine the prediction feasibility of the GS model, the extrapolative population RIL2 was used. We calculated the upper bound for reliability (U) of these two RIL populations to examine the relationship between training and target selection populations. The average U in RIL1 and RIL2 was 0.67 and 0.56 (Fig. 5) , respectively, indicating that RIL2 could be predicted by the GS model similar to RIL1. After predicting, the top 20 lines with the highest ranking of GEBVs in RIL2 were selected for phenotyping, and the prediction accuracy in the selected lines was 0.55.
DISCUSSION
Genomic selection has been applied in crop breeding and has achieved considerable progress (Riedelsheimer et The average of prediction accuracies using randomly selected inbred lines and SNP markers. The red dashed line is the maximum prediction accuracy of the training population and was calculated with a leave-one-out procedure. (B) The average prediction accuracy from five modeling methods. Fig. 3 . Genome-wide and marker-assisted prediction for independent populations. The genomic selection (GS) models were established with optimal (6K) or all (44K) SNPs using the RR-BLUP or BayesC methods, while marker-assisted selection (MAS) models were established with the top five or 26 SNPs. Different color bars represent the different models. , 2015) . Genomic selection shows promising results in predicting GEBVs especially for highly heritable traits (Desta and Ortiz, 2014; Yu et al., 2016) . The prediction accuracy of oil concentration using the GS model reached 0.8 in the association population of our study, which is consistent with previously reported results for canola [Brassica juncea (L.) Czern. subsp. Juncea] (Jan et al., 2016) . As a threshold of prediction accuracy (0.5) is necessary for GS in maize breeding (Heffner et al., 2010) , the GS model of oil concentration in our study can provide supportive information in breeding programs. However, in a previous study using a maize association population with 282 diverse inbred lines (Guo et al., 2014) , the prediction accuracy of oil concentration was as low as 0.42, possibly because only one line had an oil concentration higher than 7.5%, resulting in an estimation bias of marker effects on oil concentration. The genetic architecture of a trait significantly affects prediction accuracy in the GS process (Bernardo, 2008; Daetwyler et al., 2010) . Narrow-sense heritability of oil concentration in the association population was as high as 0.95. Prediction of such a highly heritable trait shows less variation than a less heritable trait (e.g., yield) across multiple breeding cycles (Sallam et al., 2015) because the linkage disequilibrium (LD) structure and relatedness at causal loci of the relatively simple trait with higher heritability tend to be more conserved, resulting in more stable prediction (Daetwyler et al., 2010) . The association panel includes hundreds of diverse inbred lines, and the average LD between paired SNPs (r 2 ) reached 0.1 at ~250 kb (Supplemental Fig. S3a) . A considerable number of long-range LD occur over that distance, which is one of the main factors leading to the promising prediction accuracy (Schopp et al., 2017) . Nearly 45% of all paired adjacent SNPs had an LD >0.2 (Supplemental Fig. S3b ), which is seen as the criteria for LD supporting high prediction accuracy (Hayes et al., 2009 ). Moreover, with the decrease in marker density, a moderate reduction in oil prediction accuracy indicated that both short-and long-range LD contributed to the high prediction accuracy of randomly selected lines.
The number of markers required to achieve maximum predictive power differs according to population type (Spindel et al., 2015; Liu et al., 2015) . Cross-validation results showed that a prediction of oil concentration using the association mapping population required ~6000 SNP markers to reach maximum accuracy in TP-134, while in a biparental population, only 800 SNP markers were necessary (Supplemental Fig. S4 ). Population size, a factor influencing the number of recombinant events, is more important than the density of SNP markers. When the number of individuals in the training population increased, the oil concentration predictive ability continued to increase (Supplemental Fig. S5 ). As subgroups of a population tend to perform differently across most traits (Rutkoski et al., 2015; Combs and Bernardo, 2013; Technow and Totir, 2015) , we calculated the prediction accuracy only for temperate lines. This accuracy was reduced by 40%, which highlights the demands of a large diverse population to achieve the high prediction accuracy. Consistent with some other prediction studies, there is no one method that is clearly superior to others in diverse species or traits (Heslot et al., 2012; Lorenzana and Bernardo, 2009) .
Different modeling methods, such as the BayesB and Bayesian ridge regression (BRR) methods, were also analyzed through a cross-validation procedure and did not display a changed prediction accuracy compared with BayesA (Supplemental Fig. S6 ). Accurate genotypic data can improve prediction accuracy in the GS model (Crossa et al., 2013) . We additionally used Beagle 4.0 to impute missing genotypic data in the training population. The prediction accuracy of the GS model using this standard imputation method, however, is similar to the major allele imputation (Cao et al., 2017; Browning and Browning, 2007; Zhang et al., 2015) (Supplemental Fig. S7 ).
In previous simulations or empirical studies of prediction, the GS model has consistently outperformed an MAS model as it captured the genetic variance of a trait over the entire genome rather than a few significant markers (Jiang et al., 2017; Liu et al., 2015) . In a crossvalidation study, the prediction accuracy of GS in the association population was consistently higher than that of the MAS model. The difference between the accuracies of GS and MAS models was only 0.06 because all of the markers used in the GS model can explain 87% of phenotypic variance, 7% higher than variance explained by all 26 markers. When making predictions for independent populations, the difference in prediction accuracy between the GS and MAS models was more obvious than in a cross-validation of the training population. Using 309 soybean [Glycine max (L.) Merr.] accessions, a GS model was constructed for the prediction of seed weight in four unrelated populations, resulting in a 21% higher accuracy than the MAS model (Zhang et al., 2016) .
Similarly, in our study, GS proved more robust than MAS particularly in the testing population RIL1. All markers used in the GS model can explain 52% of the phenotypic variance, 22% higher than in the MAS model. Wide genetic diversity of the training population and genome-wide high density markers may lead to the high prediction accuracy of GS. The LD of markers highly associated with oil concentration and casual QTL varied in the independent RIL population, resulting in a significant reduction in accuracy for interpopulation prediction. Because the GS model represents the effect of major genes by multiple LD markers, the effect resulting from randomly changed LD of a single marker can be complemented by close LD markers. In addition, a possible reason for prediction reduction in the MAS model is that the regression approach using the significant marker model could overestimate the marker effects, as heritability may be explained by undetectable genes.
Adding 10% of the RIL1 lines into the training population can actually improve the prediction accuracy for the rest of the RIL1 lines, although the accuracy is not a great increase (from 0.68 to 0.69). It can be explained by the well-known fact that the predictive ability would be higher if the training population was genetically more related to the validation population. In practice, it is necessary to update the training population regularly to maintain the predictive ability of the GS model. The genomic prediction could be used with double-haploid technology for screening a large collection of double haploid populations, with the aim of increasing genetic gain. There are plenty of maize association populations that constitute a diverse source of genetic variation for maize breeding. Our study proved that genomic prediction using the existing data of association populations is robust for the prediction of polygenic traits with moderate to high heritability in biparental populations. Supplemental Fig. S1 : Distribution of maize kernel oil concentration. Blue line, training population; yellow line, testing population TP-134; red line, testing population RIL1.
Supplemental Information
Supplemental Fig. S2 : Prediction accuracy estimated by the MAS models in the training population. Significant and top five markers were 26 and 5 SNPs that significantly associated with oil concentration. *, significant at the 0.05 level of probability level.
Supplemental Fig. S3 : Structure of whole-genome LD. (A) Decay of LD (r 2 ) with distance between pairs of SNPs. LD averaged over chromosomes is given in distance bins of 50 kb. The value of r 2 = 0.1 was reached at approximately 500 kb; (B) Probability distribution of LD between adjacent SNPs (bin size = 0.01).
Supplemental Fig. S4 : Prediction accuracy of oil concentration in the RIL1 population. The GS models were established with different number of SNPs using the RR-BLUP method.
Supplemental Fig. S5 : Prediction accuracy of oil concentration with different size of the training population. SNP number is 6000.
Supplemental Fig. S6 : Plots of prediction accuracies of 1000 times of cross validation in the training population between different Bayesian models. (A) When the better Bayesian model is BayesA, it is represented by the pink dot, when the better Bayesian model is BayesB, it is represented by the blue dot; (B) When the better Bayesian model is BayesB, it is represented by the pink dot, when the better Bayesian model is BayesC, it is represented by the blue dot; (C) When the best Bayesian model is BayesA, it is represented by the pink dot, when the better Bayesian model is BRR, it is represented by the blue dot; (D) When the better Bayesian model is BayesC, it is represented by the pink dot, when the better Bayesian model is BRR, it is represented by the blue dot.
Supplemental Fig. S7 : Prediction accuracy of cross validation in the training population by the two imputation methods for missing genotypic data. In the training population, cross validation repeats 100 times. Red dots, prediction using the genotypic data from major allele imputation method; green dots, prediction using the genotypic data from Beagle 4.0 imputation method.
