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INTRODUCTION 
The motion of a star in an axisymmetric galactic potential can be reduced 
[lo] to studying the Hamiltonian system of differential equations 
where 
dxJdt = H?/< , dy,jdt = -Hz, , i L= 1, 2, (1) 
and U, denotes a polynomial of degree k in x1 , xa which is even in x1 . For 
the case 01 1 ,01s rationally independent, the theorem of Arnold and Kolmogorov 
[l] guarantees the existence of infinitely many invariant tori for the equations 
(1) under a suitable non-degeneracy condition on the Birkhoff normal form 
of H (see also [9]). 
In the following we will be concerned with the resonance case where 011 
and 01s are rationally dependent. This subject received renewed significance 
when Contopoulos [3], [4], succeeded in proving the existence of a formal 
integral of motion, independent of the energy H, for the cast 
H = +(x1” + y12) + 4(x22 + y22) + bx12x2 + dxz3, (3) 
and with the work of H&on and Hciles [6]. The latter consider the Hamil- 
tonian 
H = *(xl” + y12) + iJ(x22 + y22) + x12x2 - *x23. (4) 
On the energy surface H = constant, they numerically plotted successive 
intersection points of each trajectory with the plane X, = 0. This area pre- 
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serving mapping M of the two dimensional plane into itself had the interesting 
property that for small values of energy all the iterates of a point seemed to 
lie on closed invariant curves. (See Fig. 1.) 
FIG. 1. Results for H = .04167. 
From their numerical studies of the Hamiltonian (4) and more general 
Hamiltonians, H&non and Heiles concluded that the Hamiltonian (4) 
represents the general case; i.e., for Hamiltonians of the form (2) the plane 
is filled with invariant curves of the mapping M for sufficiently small energy. 
In this paper we will rigorously establish the existence of infinitely many 
invariant curves, with non-zero measure for the mapping M induced by the 
Hamiltonian (3). I n addition we will show that topologically, M can take five 
distinct forms, depending solely on the ratio h = d/b. Moreover, the quali- 
tative properties of n/r, at least for small values of energy, can be computed 
quite simply from the fourth order terms of the Gustavson normal form [Sj 
for H. We will also generalize our results for Hamiltonians of the form (2), 
again with OCR , a2 rationally dependent. 
The idea of using the Gustavson normal form for N to predict the 
qualitative properties of the Eqs. (1) is not new. Recently, Markeev [7] 
established the instability of certain Hamiltonian systems where the frequen- 
cies g and’ 01~ were of different sign by constructing suitable Liapunov 
functionals from the Gustavson normal form. IJsing the methods developed 
in this paper we will exhibit simple geometric proofs of these instabilities. 
Moreover, we succeed ,in establishing a stability result for one case to which 
Markeev alluded, but was unable to prove. 
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(a) We begin with the case 011 = 01~ = 1 which we will discuss in full 
detail, and then indicate how to treat the more general case. To simplify 
matters we normalize the constant b to one. This is accomplished by the 
transformation 
xi = xi’/b, yi = y;/b’ 
and H’ = Hb2. (We may assume 6 # 0 for otherwise the system is clearly 
integrable.) Neglecting the primes for convenience we may now assume that 
H = Q(xl” + ~1”) + $(x2' +~2~) + ~1~x2 + &,3, 
where X = d/b. Our first step is to put H into Gustavson normal form [5] 
through terms of order 4. Using the same notation xi , yi for the new 
canonical coordinates one computes the normal form for H to be 
H = 8(x1" +YI"> + iKxzB +YZ"> 4 H-Q I l-1 I4 - WA + $3 I 5, I2 I 52 I2 
- 15X2 I 52 I4 3 (A - 2)(5,2c22 + ~,“ti2>l + H, , (5) 
where & = xj + iyj ,j = 1,2, and H, begins with terms of order 5. It is easily 
seen that xl2 + yr2 + x22 + y22 is an integral of the motion if the H5 term 
were absent. Therefore, it suggests itself to introduce this quantity as a 
canonical coordinate. This is accomplished in two steps. First, set 
xi = 6, sin “i ) yg = $6.. cos ai , 
and then set 
4 = ~1 + r2 R, = r2 
vl = 011 I& = 012 - q . 
The pairs q+ , RI and p2 , R, are canonical coordinates, and H now assumes 
the form 
H = RI - SRI2 + (4 - 6X) R,R, + &(l + 12A - 15X2) R2Z 
+ (A - W4 - R,)R,cos2v,, + 4. (6) 
If we neglect the H5 term then the motion in the R, , q2 plane is determined 
solely from the one-dimensional Hamiltonian 
K = (6 - 64 R,li, + +(l + 12A - 15h2) R22 + (A - 2)(Rl - R,) R, cos 2q, , 
(7) 
where RI is a constant of the motion and 
Note that we must restrict ourselves to the region R, > R2 3 0. 
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(b) To discuss the qualitative behavior of solutions of (S) we must 
first find the critical points. Thus, compute 
and 
d, = -2(h - 2)(Ri - RJ Rz sin 29, = 0 (9) 
cji, = [(l/3) - 6X] RI + (1 -+- 12X - 15X2) Rs 
+ (A - 2)(R, - 2R‘J cos &, = 0. (9) 
Neglecting the equilibrium points on the boundary R, = RI , which we will 
consider later, the above equations are satisfied at the five points 
R 2sO; R,= R1 3(1 _ xj 39~2 = 0, "; R, = 
7% VT 37r 
3(3 - 5h) ,972=3-,-y- 
Our next step is to determine the stability of these equilibrium points. 
This is most easily accomplished by switching ,to rectangular coordinates &, ‘“1 
via the canonical transformation 
f = a2sinrps, -ij = t/2RsCosqp2. 
In these coordinates, K assumes the form 
K = ;(; - A) R,r$2--; (; + A) RI+ +(-3 + 14A - 15A2); 
+ (1 + 12x - 15P)F +(5+1oA-l5h2)~, 
and our five equilibrium points are 
(i) f = 7 = 0, 
(ii) E = 0, q2 = 2R,/3(1 - A), 
(iii) fa = 14R,/3(3 - 5X), 7 = 0. 
The restriction R, < RI implies that the equilibrium points (ii) exist only for 
--oo<X<$, 
and the equilibrium points (iii) exist only for 
-a3 <A<&. 
The criterion for stability (instability) of these equilibrium points is simply 
that the quadratic part of the Hamiltonian K about them is definite (inde- 
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finite). Using the same notation f, 71 one readily calculates these quadratic 
parts of K respectively to be 
jg 
2 
= c4 - gh + 3x7 R,# + 5(1 + 2h - 3h2) Rlr12 
3(1 - A) 3(1 - A) 
H 
3 
= (-21 + 98X - 105X2) R t2 + (-4 + 32h - 159 Rly2 
3(3 - 5h) 1 3(3 - 5h) - 
After some calculations we obtain the following results: 
f=?l=O I stable unstable for. for 1h 1 1 X > 1 < 4, 4; 
2R1 
5 = 0, q2 = 3(1 _ A) 
14Rr 
stable for ---is < h < 3, 
unstable for --co < X < -8; 
t2 = 3(3 _ 5X) 7 rl = 0 {stable for --CO < X < 1%. 
Finally, we compute the equilibrium points on the boundary 




which is clearly invariant under the motion. From (9)’ 
0 = (Q - 6X) + (1 + 12h - 15A2) - (A - 2) cos 2~~. 
Hence, 
cos 2y, = 
The graph off(A) is given in Fig. 2. 
The number of fixed points on the boundary can now be read off as follows: 
Condition Number of fixed Points on Boundary 
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FIG. 2. Graph off(A) VS. X. 
Remark. It is important to observe that these fixed points on the boundary 
are not fixed points for the Hamiltonian (5) (with H5 set equal to zero). 
This is because for R, = R, , we have x, = yr = 0 and then the angle a,, is 
not defined. However, these points help explain the numerical data for the 
section map M induced by H. Namely, they are the limit points of the forward 
and backward iterates under M of any point on the curve K = constant 
joining these points. 
We are now ready to give a complete topological description of the trajec- 
tories of (8) in the & q plane. Figure 3 describes the situation for 
---CO < h < -6. As X -+ -Q, the closed curves surrounding the origin get 
narrower and narrower until for A = -Q, E = 0 is an axis of fixed points (Fig. 4). 
This is the case of H&non and Heiles if we neglect H5 . (We can now explain 
why two families of closed surves in their paper begin degenerating into a 
string of fixed points as the energy gets smaller since in that case the Hamil- 
tonian K dominates the perturbation H5 .) For -+ < h < 5 the equilibrium 
points (ii) are now stable and the trajectories are described by Fig. 5.’ 
When h = &- the four fixed points on the boundary have coalesced into 
two, and then disappear, along with the equilibrium points (iii) for 
& < X < &. The trajectory behavior is now depicted in Fig. 6. As h 
approaches Q the closed curves surrounding the stable fixed points begin 
expanding until for X = Q the line 7 = 0 is an axis of fixed points (see Fig. 7). 
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FIG. 3. - co<h<--g. 
E 
FIG. 4. A = - 4. 
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FIG. 5. - 4 C x < A. 
FIG. 6. &<Ai<4. 
505/13/3-8 
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FIG. 7. h = Jo. 
FIG. 8. +.<A<$ 
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For $ < X < +, four fixed points appear on the boundary, and the situation 
is now described by Fig. 8. As X approaches 8, the four boundary points 
again coalesce into two, and completely disappear, along with the eq,uiiibrium 
points (ii) for X > 3. This situation is depicted in Fig. 9. 
FIG. 9. X > $. 
(c) We now wish to show that, at least for small values of energy, the 
trajectories described above are essentially unchanged by the addition of the 
perturbation H5 to the Hamiltonian (5). To this end we stretch the variable 
by xi+ GQ’, yi --f my;, and H’ = H/e 2. Neglecting the primes we write (5) 
in the form 
H = R, - &zR1” + e2K + O(8). (11) 
The trick now is to introduce action-angle variables J, (b in place of I;), , va. 
The variables J, # are the standard actionangIe variables for the Namiltonian 
K with RI considered fixed. This is done separately for each region of closed 
curves in Figs. 3-9, and as is well known, the variable J represents ,the area 
of these closed curves. To write down the generating function ‘for the’full 
canonical transformation let W(R, , R, , 4) be the generating function which 





(Note that A # yr , but this only matters in the perturbation term.) Omitting 
the *‘s, our Hamiltonian now assumes the form 
H = J-4 - $+E~R,~ + 2K(R,, I) + l 3ff@, , ~1, I, $2 4, (12) 
where K and H3 are analytic functions of all their arguments for J > 0. In 
general one cannot compute K explicitly. To prove the existence of infinitely 
many invariant tori, we will appeal to the Moser invariant-curve theorem [S]. 
The reduction of the differential equation to a mapping is accomplished in 
the following standard manner. First introduce vr as a new time scale and 
solve for R, as a function of H and the remaining variables; i.e., RI = 
VI, vl, 4, E, ff). Then 
where 
d+ ay dJ ay -=--3 -=-3 
dn 81 dvl a$ 
Y = H - e2[K(H, J) - +H-j + Co(?). 
(13) 
‘The Hamiltonian Y is one dimensional but nonautonomous. To remove the 
time dependence we follow all trajectories of (13) from q1 = 0 to v1 = 2z-. 
This defines an area preserving mapping &Z of the form 
M X = J + @‘(e”> 
: 
$1 = 4 + E~K’(H, I> + @i(c”), 
(14) 
where K’ = aK/a J. Th us, we will be guaranteed infinitely many invariant 
curves with nonzero measure for M by Moser’s theorem provided that K” is 
not identically zero. But K” is an analytic function of J in any annulus, and 
by the nature of the Hamiltonian (8); i.e., its strong nonlinearity, one easily 
verifies that K” does not vanish identically. Hence K” can vanish at most at 
a finite number of points, (in any closed annulus), which is our desired result. 
Actually, one can show that K”(H, J) is never zero for J > 0 and we 
briefly indicate the proof. First consider action-angle variables J, # for those 
curves which surround the origin. In this case 
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where 
R, = [--b & (bz + 4Ka)1/2]/2a, 
with 
and 
6 = [GJ - 6h + (A - 2) cos 2pJ RI 
a = $( 1 + 12x - 15P) - (A - 2) cos 29?, . 
The condition d2K/dJ2 # 0 is equivalent to d2 J/dK2 # 0. Hence compute 
d2J 
J@= ‘F2 1’” a(h2 + ~Kcz)-~‘~ dcp, . 
0 
Thus, we are certainly guaranteed that d2JldK2 + 8 for those values of X 
for which a = u(X, q2) # 0, 0 < ~a < 2?r. To find these A set 
g(A) = (1/2)[(1 + 12h - 15X2)/(X - 2)]. 
The graph of g(X) * g’ IS lven in Fig. 10. It is clear that for 
-cQ<h<-+;*<X<3’ 53 
and X > 1, the quantity a@, cp2) does not change sign (as a function of y2) 
and hence d2 J/dK2 # 0 for these A. For all other h and for those closed 
FIG. 10. Graph of g(h). 
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curves which do not surround the origin, we have computed w = aK/aJ 
numerically as a function of K. A typical graph is given by Fig. 11 below, 
from which we conclude that dw/dJ # 0. 
FIG. 11. Graph of OJ~VS. K. 
Thus we have proven the existence of infinitely many invariant tori of 
nonzero measure for all Hamiltonians of the form 
H = Xl2 + Y12 
2 
+ x22 +yLt2 
2 
+ bx12x2 + dx,? 
Indeed, by the same method we can generalize this theorem to the case 
H = Xl2 + Y12 
2 
+ x22 zys2 + i3 f4&(% > x2 > Yl , Y2b (16) 
where Hk: is a homogeneous polynomial of degree k in x and y. Namely, put 
the Hamiltonian (16) in Gustavson normal form through terms of order 4. 
Denoting the averaged variables again by x, y  we may write H as 
H = x12 +Y12 + x22 +Y22 
2 2 
+ ; 5 P”,(X”” + Yy”>(%” + Yu”> 
v,il=l 
+ A1 Re C12S2” + X2 Re U2522 + & Re S,2i% + fJ5 
(with & = xj + iyj). (17) 
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If we now introduce the variables RI , q1 , R, , yz as before, the Hamiltonian 
(17) will not depend on yr , if we neglect H5 . Proceeding exactly as in the 
previous section we obtain the following result. 
THEOREM. (i) If Xl2 + h22 + AZ2 = 0, then the Hamiltanian (17) possesses 
in.nitely many invariant tori with nonxero measure on each energy surface if 
Al PI2 1 
B12 I322 1 f 0-l 
1 1 0 
(ii) If Al2 + AZ2 + As2 # 0, then the Hamilton&a (17) always possesses 
Gzjinitely mazy invariant tori with nonxero measure on each energy surface. 
(d) We now consider more general Hamiltonians of the form 
H = 5 (xl2 + Y?) + F (~22 + ~2”) + -f H&G Y), (18) 
7c=3 
where a1 and c~a re rationally dependent, with the aim of proving the existence 
of invariant tori for the motion. Since 011, 01~ are rationally dependent, we 
may assume that they are relatively prime integers n, m respectively; otherwise 
we simply change the time scale. The case n = 1, m = -1 will not be con- 
sidered here as both stability and instability may arise depending on H3 and 
H4 in (18). Next, we may assume that one of the frequencies, which we will 
call a1 is one. For if not the Gustavson normal form for H through order four 
will be of the form 
F k2 + Y12) + 2 bz2 + Y22) + ; y g, &&v” + Yy”)@,” + Y,“> 
and the theorem of Arnold applies here. Thus, we need only discuss the 
four cases: 
(i) 011 = 1, 01~ = 2; 
(ii) a1 = 1, 01s = 3; 
(iii) 01~ = 1, 01~ = -2; 
(3 “1 = 1, 012 = -3. 
(i) 01~ = 1, 01~ = 2: In this case if we average through terms of order 
three, we find that H has the form 
H = $(x1” + y12) + (x2’ + y22) - 2X Re(x, + +,j2 (x2 + iy2> + 8, , 
1 This is the theorem of Arnold [2]. 
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where Ok denotes terms of order k and higher. Setting 
with the restriction that 2R2 < RL . Note that R, is a constant of the motion 
if we neglect the perturbation term 8, . Next, introduce rectangular coor- 
dinates 8,~ in place of R, , cp2 by 
and now 
H= RI + A(R, - f2 - y")[+ 0,. 
Neglecting 19~ the phase portrait in the 8, 77 plane for fixed RI and h # 0 is 
given in Fig. 12, where the two elliptic fixed points are q = 0, 52 = RJ3. 
FIG. 12. Phase portrait for fixed RI . 
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By introducing action-angle variables we can proceed exactly as before and 
prove the existence of invariant tori for the motion. 
(ii) 01~=1,(11~=3: Performing the Gustavson averaging through 
terms of order four, we may assume that H is of the form 
J-2 = ; (Xl2 + Y12) + ; (xzz + Yz2) + ; i /ux,2 + Yy2k%2 + Y,“) 
v,p=l 
+ X Re(xl + iyS3 (x2 - iy2) 4 0, 09) 
and analogously as before, after setting 
- 
xi = 2/2ri sin 01~ , yi = dv/2ri cos OIi, 
4 = ql+ 3~2, R, = qa , 
% = a13 9)2=%--339, 
we obtain the following results. 
(a) If X = 0, the Hamiltonian (19) possesses infinitely many invariant 
tori on each energy surface if 
Al 612 1 
A2 I%, 3 f  0. 
1 3 0 
(b) If h # 0, then the Hamiltonian (19) always possesses infinitely many 
invariant tori on each energy surface. 
Remark. As a corollary to our results we can now prove that the Hamil- 
tonian (18) possesses infinitely many periodic solutions of arbitrarily large 
period provided a1 and 01a have the same sign: Namely, we can always reduce 
the sectian map M to a twist mapping satisfying the non-degeneracy con- 
dition. We then invoke the Poinca&-Birkhoff fixed point theorem to prove 
the existence of infinitely many periodic points. 
(iii) 01~ = 1, ax = -2: In this case, performing the Gustavson aver- 
aging through terms of order 3, we find that El has the form 
H = i&e2 + ~2) - (x22 + yz2) + h Wxl + h)” (x2 + iy2) + 4 . ~20~ 
By the construction of a suitable Liapunov functional, Markeev [7] haa shown 
that the Hamiltonian (20) is unstable for X # 0. We would like to show how 
our methods can be applied to this problem to yield a simple igeometric proof 
of the instability. To wit, we make the successive change of variables: 
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(a) xi = d2ri sin a( , yi = XC& cos 01~ ; 
(b) RI = rl- 3, , ~1 = 011, 
Rz = ~2 , yJ2 = 012 + 201,; 
(c) 6 = 1/2R, sincp2, r) = dg2 cos p2. 
In the new variables R, , qr , f,q, H assumes the form 
H = R, + 4% + (5” + T”>IT + 0, , 
with the restriction that t2 + q2 + RI > 0. Note that RI can be negative. 
Neglecting the perturbation 0,) the phase portrait of H in the 8, 4 plane for 
fixed RI has the form described in Fig. 13. The instability is now obvious. 
FIG. 13a. Phase portrait for R, > 0. FIG. 13b. Phase portrait for R, < 0. 
(iv) 01~ = 1, a2 = -3: In this case, performing the Gustavson averaging 
through order four we may assume H to have the form 
H = ;h2 +y12) - ;(x2' +~2~) +; f  A&y" +Y~">(G" +yu2) 
Y.&L=1 
+ fi Re(x, + 64" (x2 + iy2) + Lo5 . (211 
Markeev has shown that for pyll = 0, v, p = 1, 2 and i # 0, the system is 
unstable. In addition he has shown that if &, # 0 and i satisfies an inequality 
involving the /3,,, , then the system is stable if 0, vanishes identically. But 
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this is a meaningless result, since in general 8, will not be zero. We conclude 
this section by establishing this stability result for arbitrary 6, . To this 
end, after stretching the variable by E > 0, we make the canonical trans- 
formations: 
(a) xi = 1/2x sin c+ , yi = 4% cos tii ; 
(b) 4 = ~1 - 3~2, ~1 = 011, 
R, = ra F 9-b = a2 + 3% * 
The Hamiltonian (21) now assumes the form 
where a, b, c, and X are computed in terms of is,, and f. Our only restriction 
is that RI + 3Rz > 0. To prove stability, it will suffice to prove the existence 
of invariant tori on each energy surface. To this end slet 
K = aR,R, + bRs2 + X(R, + 3R,)3f2(2R,)1/2 cos q2 , 
and note that RI is a constant of the motion if we neglect the perturbation 
term. Setting 4 = v“?&, sin ~2, 7 = %“%2 cos plz , we see that 
This Hamiltonian is an even function of 6. Hence the curves K = constant 
will be closed in the &-plane if each curve contains a point with ~2 = 0 and 
one with ~2 = 7~. This is equivalent to satisfying the two equations: 
and 
1 =A K--R~y-W I- 
x (Rl + 3y)2/2 (2y)r/~ (y = R2(“)) 
for 8, y > 0. But we can always satisfy these two equations of \ b 1 > 4% j X jl 
since for fixed K, b, h (6 . X f 0) 
lim _1 K - aR& - bR,” .-~ 
Rz-im A (R, + 3R,)3’2 (2R,)l’a =-&* 
Hence for j b 1 > (54)lj2 / X I, the curves K = constant are closed in the 
&-plane for R, sufficiently large. Thus, we may introduce action-angle 
variables and reduce the differential equation to a twist mapping exactly as 
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before. Moreover, the nondegeneracy condition will be satisfied for this 
mapping since h # 0 (or more precisely because the curves K = constant 
are not circles). Hence M possesses infinitely many invariant curves which 
proves that the origin is a stable equilibrium point of the Hamiltonian (21). 
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