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Abstract
The existence of a real quadratic polynomial factor for any polynomial
with real coefficients is proven using strictly elementary real analysis. The
aim is to provide an approachable proof to anyone familiar with the least
upper bound property for real numbers, continuity and growth property
of polynomials, and unfamiliar with complex numbers or field extension.
1 Introduction
Euler was one of the first mathematicians who tried to rigorously prove
the real version of the Fundamental Theorem of Algebra (FTA) [1], which
states that any real polynomial (i.e. polynomial with real coefficients)
can be factorized into linear and quadratic real polynomials. Euler’s
ingenious idea was to prove that any polynomial of degree 2N+1 can be
factorized into two polynomials of degree 2N . However, the equations
that he needed to solve to show the existence of the coefficients of such
factors, soon became too complex to handle than the original problem.
Historically, Gauss first proved the complex version of this theorem
during his PhD thesis [5], assuming the existence of complex number field
and using its basic field structure. His proof was based on the interlacing
of the real and complex part of the polynomial for large circles, which can
be used to infer the existence of common zero of the real and imaginary
part using elementary real analysis and topology (least upper bound
property (LUB) of R) [6]. In contrast to Gauss’s use of complex numbers,
the seminal statements of FTA did not mention anything more that real
numbers, even though the preliminary ideas of complex numbers was
already existing. It seemed at first that complex numbers are unavoidable
to prove FTA, even in its real form. Only recently FTA was proven using
strictly real numbers [2] [3] (in Russian) [4] (English translation), which
still needed some advanced topological arguments.
The question still remains if there is an elementary proof of the real
version of FTA, strictly using basic real analysis and the least upper bound
property of R (which is unavoidable, in order to show the existence of roots
for odd degree polynomial). This paper provides an affirmative answer
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to the question, using interlacing arguments similar to Gauss on two co-
efficients of the remainder P (f, a, b)x+Q(f, a, b), obtained by dividing a
polynomial f(x) by x2−ax−b. For example, Bairstow’s algorithm [7] can
numerically factorize f(x) using only real arithmetic, by using Newton’s
method in the variables a and b applied on P (f, a, b)x+Q(f, a, b). Still, as
for the question on the existence of such a factor (and thus convergence of
the iteration), Bairstow’s algorithm borrows the answer from the complex
version of FTA. Here we will see that we can avoid assuming the existence
of complex roots, and directly show the existence of real quadratic factors
of any polynomial using elementary real analysis.
Before stating the main theorem, let us decide to work only with monic
polynomials with real coefficients for the rest of this paper.
2 Theorem 1
Every monic polynomial of degree larger than 2 is divisible by a monic
quadratic polynomial.
Theorem 1 is equivalent to saying that given an integer N > 2, polyno-
mial coefficients rN = 1, rn ∈ R, 1 ≤ n ≤ N−1, a, b ∈ R and a poynomial
long division of f(x) =
∑N
n=0 rnx
n by x2 − ax− b:
f(x) = (x2 − ax− b)f(x) + xP (
N∑
n=0
rnx
n, a, b) +Q(
N∑
n=0
rnx
n, a, b)
∃A,B ∈ R such that P (
N∑
n=0
rnx
n, A,B) = Q(
N∑
n=0
rnx
n, A,B) = 0
(1)
f(x) is a monic polynomial in x with highest power term xN−2. The
remainders P (
∑N
n=0 rnx
n, A,B) and Q(
∑N
n=0 rnx
n, A,B) are functions
of rn ∈ R, 1 ≤ n ≤ N − 1, a and b, and especially do not have any
functionality with x.
The division by x2 − ax − b is polynomial long division, which
converges and gives unique remainders. Before proceeding to prove the
existence of a common root (A,B) of P (
∑N
n=0 rnx
n, A,B) = 0 and
Q(
∑N
n=0 rnx
n, A,B) = 0, let first notice both the formulae have an easy
representation in terms of P (xn, a, b) (proved immediately afterwards):
P (
N∑
n=0
rnx
n, a, b) =
N∑
n=0
rnP (x
n, a, b)
Q(
N∑
n=0
rnx
n, a, b) =b
N∑
n=1
rnP (x
n−1, a, b) + r0
(2)
Proof : First we note that P (f, a, b) and Q(f, a, b) are bivariate poly-
nomials in a and b, which are linear over linear combinations of polynomi-
als in the variable x. To confirm the linearity, let us consider polynomial
long division by (x2 − ax− b) of two polynomials f1(x) and f2(x).
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f1(x) = (x
2 − ax− b)f1(x) + P (f1, a, b)x+Q(f1, a, b)
f2(x) = (x
2 − ax− b)f2(x) + P (f1, a, b)x+Q(f1, a, b)
=⇒ c1f1(x) + c2f2(x) =(x
2 − ax− b)(c1f1(x) + c2f2(x)) + ...
(c1P (f1, a, b) + c2P (f2, a, b))x+ (c1Q(f1, a, b) + c2Q(f2, a, b)
(3)
Since polynomial long division gives unique remainder, we
have P (c1f1 + c2f2, a, b) = c1P (f1, a, b) + c2P (f2, a, b) and
Q(c1f1 + c2f2, a, b) = c1Q(f1, a, b) + c2Q(f2, a, b) from 3.
Proving Q(xn+1, a, b) = bP (xn, a, b) is possible using induction, due
to a recurrence relation between P and Q for different orders of xn. Since
polynomial division by x2 − ax− b is equivalent to replacing x2 by ax+ b
till only a remainder linear in x is left, we have the following from the
linearity of P (f, a, b) and Q(f, a, b) over f
P (xn+2) =P (xn(ax+ b)) = aP (xn+1) + bP (xn)
Q(xn+2) =Q(xn(ax+ b)) = aQ(xn+1) + bQ(xn)
(4)
To apply induction, we note the base cases Q(x2, a, b) = bP (x1, a, b)
and Q(x3, a, b) = bP (x2, a, b) , since P (x, a, b) = 1, Q(x, a, b) = 0,
P (x2, a, b) = a,Q(x2, a, b) = b and P (x3, a, b) = a2 + b,Q(x3, a, b) = ab.
Using the recurrence in equation 4 and these initial values for
applying induction over n, it is straighforward to show that
Q(xn+1, a, b) = bP (xn, a, b).
Having these properties, we can follow the interlacing method of
Gauss on the a − b plane to show the existence of a common root of
equation 2. Let us use the notation P (xn, a, b) = Pn(a, b) for brevity. The
following sufficient conditions for the existence of a root will be proven:
• There is some b0 < 0 such that P (a, b) =
∑N
n=0 rnPn(a, b) and
Q(a, b) = b
∑N
n=0 rnPn(a, b) + r0 interlace roots in the variable a,
for any fixed b < b0. For a fixed b, interlacing is achieved when
P (a, b) has N − 1 roots, Q(a, b, ) has N − 2 roots, and in addition
these roots alternate each other. Note that N − 1 and N − 2 are
the maximum degree of the variable a in P (a, b) and Q(a, b).
• Since Q(a, b) = b
∑N
n=0 rnPn(a, b) + r0 has no roots at b = 0, the
non-interlacing set of b is non-empty and bounded below by
b0. Thus the non-interlacing set has an infimum B. We will
prove that the roots of roots P (a, b) and Q(a, b) in the variable a
are continuous functions of b, ∀b < B. In addition, we will also
show that all these roots attain limits at b = B. At least two of
these limits, one from a root of P (a, b) and another from Q(a, b)
must be the same. Otherwise continuity arguments will show that
interlacing holds in (−∞, b¯), for some b¯ > B, thus violating the
definition of infimum.
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Figure 1: P(f,a,b)=0 (Blue lines) and Q(f,a,b)=0 (Red lines) for
f(x) = x8 + 37x7 + 31x6 + 51x5 + 17x4 + 51x3 + 43x2 + 17x+ 19
Proof : To show the existence of an interlacing set (−∞, b0), let us
use a technique similar to Sturm chain [8] (which is used for calculating
the number of real roots in an open interval). The chain we will use comes
naturally from the representation in equation 2.
hm(a, b) =
N∑
n=m
rnPn−m(a, b) (5)
We see that P (a, b) = h0(a, b), Q(a, b) = bh1(a, b) + r0, and also get
an inherited recurrence relation from 4 for different orders of hm(a, b):
hm(a, b) = ahm+1(a, b) + bhm+2(a, b) + rm+1 (6)
Proving the interlacing of (h0(a, b), h1(a, b)) can be trans-
formed to the question of proving the interlacing of each pair
(hm(a, b), hm+1(a, b)), ∀b < bm+1, for some bm+1 < 0 and all
0 ≤ m ≤ N − 2. The general problem is useful because the last
members of the chain with lowest degrees in a are very easy to under-
stand, thus opening up opportunities for induction arguments. Once
we show existence of such bm, we get a b0 = min1≤m≤N{bm} such that
all the pairs (hm(a, b), hm+1(a, b)) interlace ∀b < b0. For starting the
induction, let us assume that (hm+1(a, b), hm+2(a, b)) interlace roots
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∀b < bm+2. Clearly the roots of hN−3 = a
2 + rN−1a + rN−2 + b and
hN−2 = a+ rN−1 interlace ∀b < bN−2 = −rN−2. For any fixed b < bm+2,
if we name the roots of hm+1(a, b) = 0 in a as αk(m + 1, b) in natural
order, then we see that hm+2(a, b) change sign for two such consecutive
roots i.e. hm+2(αk(m+ 1, b), b)hm+2(αk+1(m+ 1, b), b) < 0.
At this point, we can first use the specific case of rm+1 = 0 [9] to
gain some insight before proving the general case for any possible rm+1.
Having rm+1 = 0 directly leads to the existence a root of hm(a, b) in
a ∈ (αk(m + 1, b), αk+1(m + 1, b)), by application of intermediate value
theorem in equation 6 together with the inequality at the end of the last
paragraph. Further , hm(a, b) and hm+2(a, b), being monic polynomials in
a with a difference in degree of 2, have the same sign as a→ ±∞. But at
the first root (a = α1(m+1, b)) and the last root (a = αN−m−2(m+1, b)),
hm(a, b) and bhm+2(a, b) have different signs due to the negative sign of
b. From intermediate value theorem, hm(a, b) must have two more roots
in (−∞, α1(m + 1, b)) and (αN−m−2(m + 1, b),∞). With this, we have
arrived at the interlacing of (hm(a, b), hm+1(a, b)), under the special
condition rm+1 = 0.
For the general case of any real rm+1, if |bhm+2(αk(m+1, b), b)| dom-
inates |rm+1| at the roots αk(m + 1, b), we have a sufficinet condition
for applying the arguments of sign change and consequently intermedi-
ate value theorem. Rather than just proving the dominance, we will
prove a stronger result regarding thg growth of hm+2(a, b) at the roots
of hm+1(a, b), depending on the independent parameter b
lim
b→−∞
|bhm+2(αk(m+ 1, b), b)| =∞ (7)
We will use the method of contradiction to prove 7. Equation 7 can
also be interpreted as saying that |bhm+2(αk(m + 1, b), b)| is unbounded
for all unbounded strictly decreasing sequences of b. Thus the contradic-
tion of equation 7 is equivalent to saying that there exists at least one
unbounded strictly monotonically decreasing sequence bi < 0, i ∈ N such
that |bhm+2(αk(m+ 1, bi), bi)| < M, ∀i ∈ N and for some bound M > 0.
For example, M = 1+lim infb→−∞|bhm+2(αk(m+1, b), b)| generates such
a sequence.This leads to bounds at the next member of the chain 6, namely
|hm+3(αk(m+ 1, bi), bi)| ≤ |
αk(m+ 1, bi)
bi
||hm+2(αk(m+ 1, bi), bi)|+ ...
|
rm+1
bi
| ≤ |
αk(m+ 1, bi)
bi
|M + |
rm+1
bi
|
(8)
The only term whose growth is yet not established is
limi→∞|
αk(m+1,bi)
bi
|. To elucidate this, let us use the Fujiwara bound
for real roots of polynomials. For example, for the polynomial g(x) =
xN+
∑N−1
n=0 snx
n, g(x) 6= 0 ∀|x| > 2max{|sn|
1
N−n }. If we write hm+1(a, b)
in similar format, hm+1(a, b) = a
N−m−1 +
∑N−m−2
n=0 sn(m, b)a
n, then the
5
degree of sn(m, b), which are polynomials in the variable n, is bounded by
⌊N−m−1−n
2
⌋. To prove this, let us apply induction over m on d(sn(m, b)),
which is defined as the maximum power of b in sn(m, b). We assume that
∀ m+ 1 ≤ i ≤ N − 2
d(sn(i, b)) ≤ ⌊
N − i− 1− n
2
⌋, (9)
It is straightforward to verify equation 9 for the coefficients of h0(a, b)
and h1(a, b). For the coefficients of hm(a, b), we can find the degree by
using the recurrence in equation 6
hm(a, b) =ahm+1(a, b) + bhm+2(a, b) + rm+1
N−m−1∑
n=0
sn(m, b)a
n =
N−m−1∑
n=1
sn−1(m+ 1, b)a
n + b
N−m−3∑
n=0
sn(m+ 2, b)a
n + rm+1
=⇒ d(sn(m, b)) =max{d(sn−1(m+ 1, b)), b d(sn(m+ 3, b))}
=⇒ d(sn(m, b)) ≤max{⌊
N − (m+ 1)− 1− (n− 1)
2
⌋, ...
⌊
N − (m+ 2) − 1− n+ 1
2
⌋}
= ⌊
N −m− 1− n
2
⌋
(10)
This proves the induction regarding the bound on the degree of
sn(m, b). Consequently we have a polynomial bound on |sn(m+ 1, bi)|:
∀bi < −1, |sn(b,m+ 1)| < K|b|
⌊N
′
−n
2
⌋ ≤ K|b|
N
′
−n
2 (11)
Where N ′ = N−(m+1)−1 = N−m−2. Application Fujuwara bound
of on |sn(b,m + 1)| provides an estimate of the growth of |αk(m + 1, bi)|
as a function of bi.
∀bi < −1, |αk(m+ 1, bi)| ≤ |sn(m+ 1, bi)|
1
N′−n < K
1
(N′−n) |bi|
N
′
−n
2(N′−n) ≤ K′|bi|
1
2
=⇒ |
αk(m+ 1, bi)
bi
| ≤ K′|bi|
− 1
2 ≤ K′
(12)
Thus |αk(m+1,bi)
bi
| is bounded, and so is everything on the right side of
the equality in equation 8. Thus |hm+3(αk(m+1, bi), bi)|must be bounded
as well. Let us now check |hm+2+j(αk(m+ 1, bi), bi)|, j = 1 : N −m− 4
down the chain for boundedness using the same arguments.
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|hm+2+j(αk(m+ 1, bi), bi)| ≤|
αk(m+ 1, bi)
bi
||hm+1+j(αk(m+ 1, bi), bi)|...
+|
hm+j(αk(m+ 1 + j, bi))
bi
|+ |
rm+1+j
bi
|
j = 1 : N −m− 4
(13)
By induction, every term on the right side of the equality in equation
13 are bounded, thus implying |hm+1+j(αk(m+1, bi), bi)| is bounded, ∀j =
0 : N −m− 4. This implies that the last two members of the chain (with
lowest degrees of a) are also bounded as ∀bi < 0.
∃KN−2 > 0 :|αk(m+ 1, bi) + rN−1| < KN−2
∃KN−3 > 0 :|αk(m+ 1, bi)
2 + rN−1αk(m+ 1, bi) + rN−2 + bi| < KN−3
(14)
From the linear equation in αk(m+1, bi), we see that |αk(m+1, bi), bi|
must be bounded, say by C > 0. But this directly leads to
a contradiction for the quadratic equation, since in that case
limi→∞|hN−3(αk(m + 1, bi), bi)| ≥ limi→∞||bi| − |αk(m + 1, bi)
2 +
rN−1αk(m+ 1, bi) + rN−2|| ≥ limi→∞|bi| − C
2 − |rN−1|C − |rN−2| =∞.
Thus we have arrived at a contradiction of our assumption on the
invalidity of equation 7. This proves that equation 7 must be true, and
all consecutive pairs in the chain 6 interlace for b < b0 = min{bm},
including the pair (h0(a, b), h1(a, b)). It is easy to carry over the same sign
change arguments to (h0(a, b), h1(a, b)) +
r0
b
) as b→ −∞, thus enforcing
interlacing the of P (f, a, b) and Q(f, a, b) in equation 2, ∀b < b0, for a
slightly different b0 than that corresponding to the pair (h0(a, b), h1(a, b)) .
Existence of such a lower bound b0 of the non-interlacing set
(which is non-empty due to lack of roots of Q(f, a, b = 0)) implies the
existence of an infimum B < 0 of the non-interlacing set of b for
P (f, a, b) and Q(f, a, b) (By least upper bound property of R). We
can start considering whether the roots of P (f, a, b) and Q(f, a, b) in
the variable a are continuous function of b or not ∀b < B. It suffices
to check the roots of P (f, a, b < B), which we already abbreviated as
αk(0, b). For any 0 < ǫ < min0≤k≤N−1{αk+1(0, b)− αk(0, b)}/2, we have
P (αk(0, b) − ǫ, b)P (αk(0, b) + ǫ, b) < 0. By continuity of the bivariate
polynomial P (f, a, b), ∃δ > 0, such that P (f, a, b) 6= 0 inside the circles
of radius δ, centred around the points (αk(0, b)± ǫ, b). Thus ∀ |b
∗− b| < δ
we have P (f, αk(0, b
∗) − ǫ, b∗)P (f,αk(0, b
∗) + ǫ, b∗) < 0. Immediate
application of intermediate value theorem shows that ∃αk(0, b
∗) such that
P (αk(0, b
∗), b∗) = 0 and |αk(0, b
∗)−αk(0, b
∗)| < ǫ. This shows continuity
of the roots ∀b < B.
Thus ∀b < B, (P (f, a, b), Q(f, a, b)) are interlacing and their roots
vary continuously. Let us now show that roots also have limits as b →
B < 0−, where the subscript − implies taking limit from the negative side.
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Since b ≤ B < 0, the coefficients of P (f, a, b) and Q(f, a, b), written as
univariate polynomial in a, are bounded by finite Fujiwara bound. Due to
the boundedness of the coefficients, the roots of P (f, a, b) andQ(f, a, b) are
also bounded ∀ b ≤ B. Thus the Bolzano-Weistrass property of R enforces
the existence of at least subsequential limits for the roots of P (f, a, b)
and Q(f, a, b) as b → B < 0−. If any such subsequential limits satisfy
the interlacing condition, then B belongs to the interlacing set. This
cannot be true, since the previous continuity arguments still apply and
we can find some interval [B, b¯) where interlacing still holds. But from
the infimum definition of B, b¯+B
2
> B cannot be a lower bound of the
non-interlacing set. Since all roots of P (f, a,B) and Q(f, a,B) exist,
the only way interlacing can fail is by the failure of alternating of the
roots of P (f, a,B) and Q(f, a,B). This implies that there is a common
root in a for P (f, a,B) and Q(f, a,B).
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