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Abstract
In today’s modern world, wearable technology has become the
norm for many people when it comes to kinematic, GPS and en-
ergy expenditure monitoring. Despite this widespread use, the
accuracy of those measurements do not meet the precision re-
quirements for specialist industries, with a number of problems
arising from assumptions of body limb lengths, incomplete en-
ergy models based on physical activity using only one type of
measurement, instrument measurement drift, lack of localisation
of individual sensors due to lack of sophistication or algorithm
for this localisation and weight estimation of limbs at various
points. This thesis concentrates on solutions for accurate energy
expenditure in regards to wearable sensors combined with human
movement. This includes investigating the precision measure-
ments of these wearable sensors compared to gold standards in
the areas of position localisation and energy calorimetry. The
first investigation looked at the comparison of ambulating at dif-
ferent speeds on a treadmill with a VO2 gas mask measurement
device and an inertial measurement unit. These results (six sub-
jects) were normalised and it was found that there was a lin-
ear relationship between the recorded gyroscope signal frequency
and ambulation speed. The second investigation used the same
methodology as the first investigation, however Electromyography
sensors were used and compared with the inertial measurement
unit’s results after being normalised and processed. The results,
recorded from two subjects, were found to be also co-linearly cor-
related. After analysing the results from these investigations,
there were concerns about the accuracy of the inertial measure-
ment units’ results with subsequent investigations trialing the
estimation of weight of limbs through an electro-optical system
whilst doing non-structured and structured movements. It was
found that these weights could be estimated accurately using such
a system, which allows for more accurate energy measurement.
Weight estimation of arms precise localisation of sensors and
2is investigated using an algorithm based on a novel algorithm
built around a robust extended kalman filter, using linear mea-
surements for the purpose of orientation estimation, giving an
enhanced ability to estimate the angle between sensors. Finally,
the problem of estimating unknown limb lengths is dealt with in
the final chapter. This problem is important when torque needs
to be computed and an assumption of arm length is not effec-
tive, especially in energy expenditure in regards to athletes. The
solution posed for this problem was an algorithm using sensor fu-
sion of both gyroscope and accelerometer based data. The results
from both simulation and real data had positive results with low
Root Mean Square Error being observed in either case, meaning
that the measurement of limb lengths can be done readily and
easily. The conclusion of this shows that energy expenditure is
important and that there is a co-linear relationship between ac-
tivity measured in human muscle and leg activity using wearable
sensors, but one has to also investigate the processes of mea-
surement and data acquisition in these related areas to ensure
the resultant energy measurement is as accurate as possible.
Chapter 3
Introduction
The analysis of human motion in modern engineering and science is one
of deep interest in recent times. The investigations into simplistic walking
and their respective energy models [1] yielded incomplete conclusions when
used on rugby players exerting force or how the body expends energy when
climbing a set of stairs.
Energy Expenditure Estimation is an interesting topic in health [2] and
zoology sciences [3] and the problems of accuracy [4], portability of measure-
ment instruments [5,6] and the need for real-time analysis present a problem
that has been wanted to be solved by many.
For an athlete, their days spent making sure that the diet they have
is inline with the energy they require for the sports that they train for as
well everyday living. An improper diet that doens’t consider the energy can
lead to inefficient performance through weight gain or loss, tiredness. The
problem that this presents is - how much energy does an athlete need as it
differs between individuals [7]. This is done with tools that are designed to
measure energy expenditure. However, some forms of energy expenditure
estimation are more accurate than others [8].
Electromyography(EMG) is the measurement of electrical signals sourced
from the muscles of an organism. The roles that EMG occupies are different
in the fields of medicine [9], physiology [10, 11], zoology [12] and health
sciences [13, 14].
Inertial Measurement Units are Micro-Electro-Mechanical Systems based
microchips that, in the modern world, have a tri-axial accelerometer, tri-
axial gyroscope and a tri-axial magnetometer. These units are well used
in the world of robotics, human motion [6, 15–18], navigation and flight
3
4systems [19].
Data fusion is the enormous field where data from different sources are
mixed and integrated together to form a new or better set of data. Examples
of this is from multi-sensor networks for radar triangulation and stereoscopic
vision. In this research project, data fusion will be used to integrate the data
from inertial measurement units and electromyography data to help develop
a new model for energy expenditure estimation. Various methods and tools
exist for multiple sensor data integration such as Particle Filters [20–22] and
Kalman Filters [23,24].
This thesis is simply asking how one should measure the energy expen-
diture based on a model that has been used from the results of data fusion
from both EEG/EMG measurements in conjunction with the data gained
from the measurement of biokinematic movements.
3.1 Statement of problem/gap
3.1.1 Research Question
There are three main objectives to solving the problem that surrounds IMU
based Energy Expenditure Estimation involves :
1. Energy Expenditure Estimation of Inertial Measurement Unit based mea-
surements of biokinematic movements
2. The Energy Expenditure Estimation of Electromyograph based measure-
ments and their correlation to a gold standard
3. The Energy Expenditure Estimation model from the combination of both
1 and 2.
The novel part of this research project is the development towards a
model, where EMG has been neglected to be included in order for non-
kinetic based muscle activity to measured. The restriction of this thesis
is concentrated on certain body movements, in particular just movements
related to the legs. 1. was dealt with by [25] using Panagiota, Panahandeh
and Vathsangam’s works [6, 15, 16, 26, 27] . 2. will be dealt with using
Umberger’s work [28] as a starting point for the EMG experiment described
in the future work chapters. 3. will be solved using Kalman filters [23] to
help form the foundation of the model.
53.1.2 Identification of scope
The first concept that is of interest are the systematic theoretical processes
to measure arm and full body energy expenditure. This means that the
measurements of biokinematic movements need to be taken using a variety
of different sensors.
The second is to measure muscle activity in conjunction with the above
and from these two concepts, the bigger question remains - Can the energy
expenditure be measured from the sensor data that has been collected to
present a full and accurate enough model?
3.2 Description of Methodology
In this section, the methodology of the thesis will be presented.
3.2.1 Experiment using a standardised ambulation mo-
tion study
The methodology concerning ambulation on a treadmill to ascertain energy
expenditure used a common experimental approach and protocol to ensure
valid results were attained.
Two chapters use this protocol where the subject wears multiple wearable
sensors and then uses the treadmill for a total of 12 minutes at most at 5
different speeds with a rest period for control. The types of data that were
observed were accelerometer, gyroscope, electromyography and VO2 Breath
data.
The subjects who participated did so willingly and had signed health
sheets to ascertain to themselves and to the researchers present they were
at minimal risk of injury.
3.2.2 Experiment using a simulation involving Kinect
and Extended Kalman Filter
The chapter concerning the Microsoft Kinect and kinetic motion accuracy
utilises a simulation approach and not an experiment. This is mostly due to
the findings of the simulation and complexity required for the measurement
of the joints that were in the scope of work. The simulation used a set of
6non-structured and structured movements for 3 joints with their movements
being predicted by a novel dual Extended Kalman filter based approach with
one Extended Kalman filter feeding back into the other
3.2.3 Simulations of Limb Length estimation and an-
gle measurement
Accuracy is important in the sphere of measurement and data acquisition.
In the relevant chapters, simulations will be run to better understand the
dimensions of human limbs and the angles of rotation that are performed.
In these simulations, the use of robust kalman filters will be implemented to
help perform corrections to ensure that measurements of these types are as
precise as possible for the purposes of measuring of energy expenditure.
3.3 Contribution of this Thesis
This thesis contributes to a variety of sections of the body knowledge per-
taining to energy expenditure in biomechanics, as well as accuracy of mea-
surement involving human movements. These points will be explained in
this section.
The comparison between Electromyography and Inertial Measurement
units is the important part of this thesis’s contribution. The main point of
this comparison was :
 to observe linear relationships between gyroscope activity and EMG
activity from key muscle groups in the leg whilst walking on a tread-
mill. From this, a model could be constructed using these relationships
to form a reliable calculation of Energy Estimation Expenditure.
 The second contribution of this thesis is the work done relating to
Energy Expenditure Estimation regarding optical camera based mea-
surements and modelling. The idea in this contribution was to model
the person moving and by applying weights to different limbs and their
associated movements and rotations, energy expenditure would be ob-
served.
 The third contribution of this thesis is work relating to chapter 8 con-
cerning the optimisation of inertial measurement units measurement
7capabilities in a non-linear system to ensure limb orientations are cor-
rect for the purposes of energy expenditure estimation.
This is explored in Chapter 7, where the human joints weights are cal-
culated via a dual kalman filter based algorithm. The next stage of this
is utilising the previous algorithm and the work covered in Chapter 8 to
successfully localise the wearable sensor being used as well as the limb ori-
entation. However, the limb length is not known, which presents an inter-
esting challenge. The purpose of the work done in Chapter 9 is to accurate
estimate this limb length.
3.4 Outline of chapters
In this chapter, I will elaborate on what the thesis is about, its contributions
and the methodology of each chapter, which will be discussed further in
greater detail in their respective section. In addition, the research question
and the gap will be discussed.
Chapter 4 is the main literature review for the thesis. This is divided
into a three sections. A general section on inertial measurement units to get
the reader comfortable with the area of energy expenditure before diving
into Inertial Measurement Units and Kinematic Energy. The third section
will be looking at Electromyography and energy expenditure research done
within. Chapter 5 will start the main part of the thesis, concentrating
on the Biokinematic Energy comparisons utilising the treadmill ambulation
process. This was investigated using an experimental setup using a tread-
mill and having subjects walk on this with various instruments. Chapter 6
extends Chapter 5 with the use of electromyography to attain an accurate
model for energy estimation. After dealing with the energy estimation done
using electromyography, kinetic based sensors and VO2 gas mask measure-
ment, the theme of improving this energy expenditure measurement from
kinetic based movement was discussed in Chapter 7. The improvements to
this measurement was in the use of a dual kalman filter based algorithm
used to estimate the weights of joints relating to the arm. A simulation was
done and shown that this had some success. The results of this are essential
to models pertaining to energy expenditure estimation as precision has a
general flow on effect, improving the final result. What is also important,
is the orientation and localisation of the individual wearable sensors, which
8gives the model relating to energy expenditure context relating to what the
subject could be doing and when to factor in the role of gravity. This is
discussed in Chapter 8. The paper uses a robust extended kalman filter to
help improve these results and the ones attained in 7. Finally, the matter of
limb length is unresolved, However, the length of limbs remain uncalculated
and this was dealt with in Chapter 9 by calculating these lengths as all limbs
have slight differences.
In my conclusion, I will finish off the thesis with the main points of each
chapter with some final remarks.
Chapter 4
Literature Review
4.0.1 Inertial Measurement Units
Inertial measurement units are [29] a relatively recent invention in elec-
tronics, although some of the components for have an even more extended
history. This section will go into a brief discussion of the humble inertial
measurement unit and its different components.
Inertial Measurement had some of its first applications with the military
in World War 2 [30] regarding the V1 ”Buzzbomb” Rocket research and
development done by Germany, which was supported by research done by
Schuler and his work regarding the use of a gyroscope and dealing with
curvature of the Earth [31]. These gyroscopes were typically quite large as
they used a gimbal based construction and unlike the comprehensive single
solid state chip based form factors most engineers and scientists are used to.
Modern day inertial measurement units can now have small form factors
and a myriad of uses [32]. These devices are now used comprehensively and
comparable to gold standard measurements.
Figure 4.1 A system outline of the of a gyroscope and an accelerometer [32]
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Applications of IMU based devices include measurement of tremors in
very precise surgery and help as to the degree of its elimination of that
tremor, [33]. Sports like rowing [30] utilise the gyroscope to measure the
rowing phases. Rehabilitative applications include monitoring of activities
of daily living using an accelerometer, [34], measuring gait [35] or general
human motion [36]. The area that this thesis uses IMUs for is in the use
of wireless wearable devices. These applications for IMUs, as for any sensor
type, will always expand in to different roles as long as there is a need for
them.
Figure 4.3 Classification of the phases of rowing using gyroscopes [30]
The design of the typical IMU is packaged into a very small chip. These
are referred to as MEMS chips or Micro-Electromechanical System chips.
The building of these chips requires a very precise process that is very sim-
ilar to the processes common in modern day VLSI development. These
technologies allow for very small chips to be manufactured en masse. The
number of sensors that could be fitted on a chip that had a standard form
factor in the early days of MEMS device manufacture were few. However,
research and development of better VLSI processes have allowed for more
articulate MEMS devices to be developed with chips being coined with hav-
ing ”a lab on a chip” being available for purchase with the sensors of the
chip having good quality [37–40]. Figure 4.3 shows a typical IMU setup.
In this thesis, inertial measurement units will be used extensively in both
energy expenditure estimation and accuracy testing.
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Figure 4.4 An inertial measurement unit development board, the back has
the orientation of the accelerometer/magnetometer attached
Accelerometers
Accelerometers are a very common first component in an inertial measure-
ment unit but can be made as a standalone sensor as well. It is quite
commonly used in a variety of applications. The kinematic data provided
from these devices throughout the year have steadily improved with research
focusing moreso on correcting and eliminating drift in these accelerometer
measurements.
Accelerometers simply measure the forces applied to it and translate
them into acceleration values for a microprocessor to process and store. The
values are typically in values of g, which is magnitude of acceleration due
to Earth’s gravity at the equator at sea level. The unit of measurement for
an accelerometer is in m/s2. The measurement of the data is in the form
of samples taken from the analog measurement and fed into an analog to
digital converter on a microprocessor or something similar.
Modern accelerometers as sensors in devices typically run on a MEMS
chip as described previously. There are two types of accelerometer that takes
advantage of two distinct effects - the more common piezoelectric based ac-
celerometer and the capacitance based variant. The piezoelectric accelerom-
eter utilises the micro-compressions that occur in the quartz crystals that
make up the sensor structures within the device and these compressions
cause a signal, which can be calibrated, to be output. The capacitance
accelerometer looks at changes in capacitance and that gets converted to
a voltage for measurement. The build of the MEMS variant of a typical
12
accelerometer is outlined in Figure 4.1.
Accelerometers, like any sensor, suffers from error in its measurements.
One of the most important problems it suffers from as an inertial kinematic
sensor is that it suffers from drift. This is a product of its raw output being
integrated multiple times (for position based values) and can cause drift.
This can be explained as
a(t) = ax(t) (4.1)∫
a(t)dt = v(t) = ax(t)t+ c (4.2)∫
v(t) = x(t) =
ax(t)t
2
2
+ ct+ d (4.3)
where ax(t) is the function of acceleration in the ’x’ axis, c and d are
constants, a(t), v(t), x(t) are acceleration, velocity and displacement respec-
tively. Without knowing initial conditions, the error will gradually become
an unavoidable problem in both the lab and in the field.
However, because the measurement of acceleration is not continuous and
is done at a given rate of sampling. Therefore, it must be considered as a
discrete equation.
a[N ] = ax[N ] (4.4)
v[N ] =
n∑
N=0
ax[N ] + Vx[0] (4.5)
x[N ] =
n∑
N=0
v[N ] +
n∑
N=0
Vx[0] + Px[0] (4.6)
where a[N ], v[N ], x[N ], ax[N ] is the discrete equivalent of equation 4.3.
Vx[0] is the initial velocity, Px[0] is the initial position. It can be seen from
equation 4.6 that drift can become a big problem in Vx component as it
is multiplied and then added to the final result. It is important to note
that these equations are calculated for every sample done and the process
that corrects this drift does so by utilising prior results. This is where
methods such as a Kalman and particle filters come in to help out with this
phenomena [41]. Without these corrections, processed data using integration
would be incorrect. Drift can also occur in gyroscopes as can be seen in
13
Figure 4.6.
Gyroscopes
Gyroscopes in an inertial measurement unit that measures change in angle
over time. These devices are used to measure a change in rotation and are
used in quaternion calculations for orientation calculation [36], navigation
[42] and limb orientation [32]. Just like accelerometers, they come in various
form factors but the gyroscopes referenced in this thesis’ works, a MEMS
based package will be used. These are small enough to be used as wearable
sensors for the purposes of walking.
Like accelerometers, gyroscopes output a raw value by a process that
senses rotation speed within the chip. This is then sent to a microprocessor
for processing [43]. There are different ways this raw value is produced and
are:
 Tuning Fork Gyroscope : This gyroscope contains two tines that have
a resonance frequency that allows the detection of the associated cori-
olis force that can then be calculated to angular velocity.
 Macro Laser Ring Gyroscope : Fires two lasers in a path similar to
a triangle. When the phase of these lasers change, the angle can be
measured from that.
 Piezoelectric plate gyroscope : This type of gyroscope uses a plate of
lead zirconate titanate (PZT) with six connections at each side with an
alternating current electrical connection as well. The rotations on the
respective axis causes a voltage to be produced that is perpendicular to
the one needed to drive the device. From the produced perpendicular
voltage, the angular velocity can be attained.
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Figure 4.5 Gyroscope variants: On the left is the PZT Piezoelectric plate
gyroscope, the right gyroscope is the tuning fork gyroscope outline [43,44]
Like accelerometers, gyroscopes suffer from drift, gyroscope drift is a
phenomenon that mathematical in nature [45]. This drift can be observed,
over time through integration of angle rate, in 4.6 and similar works [29].
This was observed in works published [25] and is explored in Chapter 5.
Drift in gyroscopes is also depend on the thermal conditions within the
MEMS [43]. Rectification of gyroscope drift has seen use of novel theorems
and application of kalman filters.
Figure 4.6 Gyroscope drift over time [29]
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Magnetometer
Magnetometers are a component that look at using the magnetic field lines
of the Earth to help localise relative orientation to the planet, performing
the same function as a compass. However, it has other uses but in this thesis,
the use of a magnetometer is limited and therefore not used, but since it is
built into the Biokin device which is used extensively in this thesis, it is
worth mentioning. Magnetometers can come in all sizes that are specific to
its application whether it is being used to measure magnetic fields in space
, applications regarding magnetic resonance imagery and nuclear magnetic
resonance spectroscopy [46].
Despite the amount of applications for a magnetometer, its ability to
detect and measure magnetic fields can also be its undoing in small scale
electronics as modern day infrastructure, like mains electricity, can cause
chaos due to the laws of electromagnetism, giving very noisy measurements
and making the use of these devices limited. Despite these problems, using
an IMU that included a magnetometer has been done in 2011 in the area of
aerial navigation [47].
4.1 Complementary Filters
Introduced by Osder et al. in 1974, the complementary filter was designed
to combine measurements in the world of flight control. Based on its prede-
cessor Wiener filters, it doesn’t take into account how noise is mixed into a
signal with the end result filter being something deduced in the frequency
domain [48,49].
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Figure 4.7 The complementary Filter, note that G(S) is the low pass com-
ponent whilst the I-G(S) is the high pass component [49]
The applications of a complementary filter is in measurements from ver-
tical acceleration and from the ’vertical velocity’ from a barometer in order
to estimate an airplane’s vertical velocity.
4.2 Kalman Filter
The use of standard Kalman Filters and their very closely related extended
Kalman Filter is prolific in the works cited in this thesis and is a component
in one of its chapters. Kalman Filters are a solution to many problems
including the one regarding drift [50]. The origin of the algorithm came the
scientist it was named after [51], which was based on the works of Norbert
Wiener concerning the finite impuilse response filter.
The Kalman filter is an algorithm applied to a linear time series based
system. It is applied to dynamic systems in particular and is intrinsically
stochastic, due to the presence of random white and process noise compo-
nents. The process of the Kalman filter was to correct input values after
being compared to an observer and compared to what those input values
should be. These ’correct’ values would be predicted in sequential steps
as shown in figure 4.8 [52]. The Kalman filter has a lot of shares a lot of
characteristics of the particle filter but is the ’optimum linear filter’ [53]
for a balance between speed and computational accuracy in a system that
exhibits noise that is gaussian.
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Figure 4.8 Update and prediction Process for the Kalman Filter [52]
4.2.1 Extended Kalman Filter
The Extended Kalman filter fills the gap regarding the regular Kalman Fil-
ter’s inability to deal with, or lack of process regarding, non-linear systems.
Using a Taylor series to help solve this problem, it tackles these non-linear
system and linearises them into a difference equation. The derivation of an
extended Kalman Filter is covered in Chapter 7 and covered at length in
Anderson et al.’s original works regarding the matter in general terms [54].
Robust EKF
While the Extended Kalman Filter seeks to have applications in the realm
of non-linear signal processing problems. However, the problem of solving
these problems comes from the linearisation of non-linear models [55] and
those models not having an accurate approximation, due to the nature of
linearising non-linear systems. This was extended using a dual EKF ap-
proach [56] and sought to eliminate these errors. Other’s used an iterated
filter, which use an increased amount of computational processing [56,57].
The use for the Robust Extended Kalman Filter has its advantages that
are dependant on how non-linear the problem or system is; if the components
of system being investigated and solved for are linear, then the need for a
Robust EKF is non-existent.
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Figure 4.9 A comparison of results from the use of a Robust Extended
Kalman Filter (EH infty F and a regular Extender Kalman Filter (EKF) [55]
4.3 The Microsoft Kinect
The Microsoft Kinect is an optical-electrical device that uses patented tech-
nology to sense near range movements based on using a ’point cloud’ pro-
vided by the use of hundreds of infra-red emitters which are detected by a
separate camera on the device that captures these emitted lights after being
reflected from objects in the environment.
There are two variants of the Microsoft Kinect. The first variant was
launched in 2010 for the XBox but can be used on a computer using either
an open source library or one provided by Microsoft [59, 60]. The second
variant, Kinect 2.0, builds on the first version of the Kinect and uses a
new time-of-flight sensor. The resolution of the camera was improved to
the 1080p resolution standard with a refresh rate of 30 Hz in normal light
conditions [61].
With the new Universal Windows Platform being developed in conjunc-
tion with Microsoft Windows 10, the Kinect 2.0 will feature strongly in the
work being done there.
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Figure 4.10 The Point Cloud of a Kinect visualised [58]
Figure 4.11 Kinect V2
4.4 VICON
VICON is an opto-electrical system that uses different camera setups at
multiple angles to attain a truly 3D localisation system. It is similar to
the Biokin in that it uses a point field but requires reflective balls with
highly reflective micro-glass fibers to be adhered to the object or subject’s
body. This is then combined with a setup involving half a dozen cameras
at least that are placed carefully, taking into consideration the needs of the
experiment/movement activity that is about to be measured. The VICON
camera system allows for absolute localisation in all dimensions over time,
making it very useful to those needing it for movement studies in health
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sciences [62, 63].
4.5 IMU based Energy Expenditure
In this section, the literature pertaining to energy expenditure using iner-
tial measurement units will be discussed in detail. This will serve to help
introduce the next few chapters.
Since 1962, it has been known that the rate of energy expenditure of a
person who is moving (e.g. walking or running) is linearly proportional to
their velocity [1].
Bouten et al. also used a tri-axial accelerometer and placed these ac-
celerometers on different segments of a limb [64]. Through deduction of
the individual acceleration forces of each segment, they deducted their po-
sitioning of the IMU was highly important, with high correlation between
simulation and actual measurements, regardless if gravity was accounted for.
Work with a gyroscope was also done in the same manner, with individual
angular velocities being measured from leg segments such as the shank and
thigh [65]. However, drift was observed, especially when the subjects were
turning whilst walking. Two methods were used, one of which was to high
pass filter and the second was to reinitialize the angle. The angle of the
knee, the aim of the exercise, was done by subtracting the inclination of the
shank from the thigh. Initialisation was done by standing straight. Gait
was detected by a cluster of four sensors on the foot. The results show valid
data after it is processed by a 4th order butterworth low pass filter, and had
a high correlation with the motion analysis system (VICON).
This was continued and included the use of accelerometers to in order to
ascertain the gait [66]. The calculations required were too demanding and
the information needed to be transferred for live transmission and playback
couldn’t be done. The accuracy of the system was then verified against Vi-
con with the angle of the shank and its angular acceleration as well as the
thigh’s angular acceleration were used as a ’representative examples’. Kine-
matic Measurement of the human body begins with gait analysis and this
measurement of energy is done by tracking such movement using wearable
sensors such as in [67].
The research done in [68] demonstrates the model of movement in a
full arm, covering the orientation, angles and subsequent movement using a
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combination of VICON and IMU. It was found that the accuracy of mea-
surements was dependant on the distance of the markers, in particular, the
orientation of the arm joints that were being measured, of which there were
two.
Inertial data acquisition, for the purposes of energy expenditure, is prone
to errors but as a first step to gaining energy expenditure information [26].
The system utilizes a single tri-axial accelerometer and is called the Move II
sensor. In the experiment, which comprised of three different walk speeds on
a tread mill, the step cycle or two consecutive of the walks were interpreted
and converted the signal to a feature vector and using weight and height as
parameters to influence energy expenditure measurement. The one weakness
it does have is that it is indoor based and does not have any GPS based
sensors to measure any outside movements.
An experiment in IMU based energy expenditure estimation has seen
a treadmill based exercise use five accelerometers that are placed on the
ankle, knee, waist wrist and arm [69]. Each run, ranging from 3 to 7 km/h
in 1km/h increments, lasted for 4 minutes at a 1% gradient. Reference (6)
in [69] details the reason for the measurement being taken after the first 2-3
minutes after changing the speed increment. This is to ensure the body has
reached a steady state in terms of metabolic and energy use.
Steps using a sensor placed on the chest in [27] utilized a full angular
speed ratio unit that comprised of accelerometer, gyroscope and magnetome-
ter (although the former two were used). However, this was setup with the
aim of attaining Gait analysis of a person in various modes, the question
of knowing how much energy a person is using when walking speed is in-
creased. The same issue was raised [6] where a sensor using an angular speed
ratio, albeit different model from [26], and was placed on the hip. [6,15–18]
found that utilising acceleration and rotation data as well as using a O2
breath sensor apparatus to confirm energy measurement was accurate in
some combinations but not others. Vathsangam et al.’s first experiment was
concerned with energy estimation gathered from the use of a treadmill, with
the IMU data being split into epochs or timeframes that were 10 seconds
long. These epochs were synched up to epochs gathered from the O2 sensor
mask.
Other experiments were done and their findings found that there was
minimal difference between uniaxial accelerometry based monitoring coupled
with heart rate monitoring or energy expenditure analysis with just a triaxial
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accelerometer [70].
Vathsangam et al. go on further, using statistical analysis to gain a better
understanding of the results. Specifically, it was found that the combination
of both acceleration and gyroscope data yielded the least amount of error.
The weakness in this piece of literature is that the accuracy of the sensors
depended on the sensor integration with the acceleration and gyroscopes
because there was only one sensor and this was located in an area where
gyroscopes would find it hard to measure data without error coming in to
play. It was evident from the paper that a different implementation of energy
measurement capture, although [6] was important to help realize that if the
number of sensors were increased, results would be more accurate.
A new approach was looked at in work written by Schulze et al. where the
angle of the knee was measured by using gyroscopes on two sensors on the
leg, where one would be one the knee and other positioned on the lower leg,
and the results were then used to estimate energy levels [71,72]. The device
used was called KINEMATICWEAR, a joint-worn kinematics measurement
system and is used to measure the angle of the knee bending. In both of the
papers, the aim is to verify that using knee angle measurements is reliable,
not to observe energy expenditure. In addition, the measurement of angles
allows the deduction of movement speed via angular velocity. This is useful
as it is a step below from attaining the energy expenditure of movement
based on gyroscopes, although it needs inputs such as age, height and weight.
It should be noted that all of the papers surveyed looked at indoor walk-
ing but [6] also considered outdoor walking using a GPS system. Walking
can be considered a common enough activity that should be used for the
purposes of gait analysis and energy expenditure measurement and is easy
to model.
In [6,15–18], the authors used Bayesian Linear Regression and Gaussian
Process Regression throughout their experiments as well as coupling both
gyroscopic and acceleration measurements. It was found that combining
the data from both the gyroscope and accelerometer influenced the results
to be more accurate with gyroscope data was far more accurate than the
accelerometer data when being collected for standalone purposes. IMUs,
despite them working at their best, can still bring out drift and there has
been work trying to deal with it [73]. Drift has been tackled with the use of
a Kalman filter.
In [6], the authors used Hierarchical Linear Models. This was used to
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supplement the energy expenditure estimation model by looking at the vari-
ations from user to user. It includes the user’s height, weight, and age as
parameters for the model as inputs. All parameters have biases as well as a
universal weight parameter. From this, a gap in the literature covered was
found, and taking the experiment from [71] and [72] and instead of using
the knees - it was found that using the angular velocity of the legs could be
used to measure energy expenditure.
4.6 EMG Based Energy Expenditure
From the aforementioned papers done by Praagman et al. and Hamaoka et
al., it was realised that the energy expenditure of exercise in a human body
is split into different components [12,28], one of which is key is the thermal
energy produced by the contraction of the muscles as well as the activation
and maintenance heat rate. The final energy estimation equation used in the
paper includes the actual work rate that is mechanically done. This is based
on the works that recognised Energy Expenditure from previous models [74]
and the effects of waste energy being attributed to heat originating from the
mechanics of the muscle [75–77].
[78] used near infrared spectrocopy to determine oxygen consumption
in a muscle. The authors were open to the idea that this method could
be used to validate musculoskeletal models and acknowledged that the the
relation ship between surface EMG and V O2 is hardly known. To measure
an apparatus involving a V O2 meter, emg sensors and optic cables held
near to the skin were used. It was found that EMG and V O2 both increase
linearly with load force. Praagman et al. focused on triceps. It should be
noted that NIRS is a common measurement tool for muscle oxygenation [79].
The modelling for certain types of muscle movement has been explored
before using short time fourier transform [80]. An analogy was made be-
tween parts of speech signals and EMG. Energy Estimation from heart rate
monitoring was found to have a 30% error in previous trials [8]. However,
the time taken to do heart rate monitoring was done over several weeks ac-
cording to Ainslie et al. and could still be useful in an experiment involving
energy estimation as a secondary form of measurement. This is compared to
V O2 Gas measurement and Doubly Labelled Water measurement, regarded
as a golden standard.
Force can be estimated directly via SSI/Elastography observation [81].
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In the experiment, EMG and Ergometers measurements were done. The
method of the SSI observation is done by inducing an ultrasonic force on
the muscle and its response is visually observed by instruments [82]. Models
using EMG can also be used to obtain muscle force . The way in which it
is done is by defining various systems in the model and these systems can
vary from person to person. The main force that is being obtained is the
maximum voluntary contraction force Fom [83]. This is then used to test
a Hill-type model of an ankle joint. The problem of energy estimation of
kinetic movements of the arm can be solved by measuring the torque and
from that, the energy expenditure can be calculated. This solved pretty
easily the concept of energy estimation.
Muscle Energy Models have been found from [28] using the Hill type
muscle models described in [74], however there are several anomalies that
need to be taken into account when dealing with EMG Signals. One of the
most prolific of these are the presence of electrocardiogram signals (ECG),
located around the torso and the back especially [84, 85]. The separate
works done by both Marque and Drake try to solve the same problem in two
different ways. The adaptive filter proposed was to deal with the variation
of heart rate and therefore, the changes in the signal that arises from that
change. Other forms of unwanted signals in EMG are the ones caused by
movement or by muscles that are otherwise not needed to be recorded.
Bhargava et al. [86] also did work on energy models derived from Hill’s
Model (shown in Figure 4.12) to estimate energy from muscle activity based
in frog muscles and applied the ascertained model to human walking and
different exercises. The focus of the work was on heat production in muscle
as well as movement within the muscle. It was found from the simulation
that the recorded energy using the model was 29% higher than the energy
detected from gait measurements.
In [87], the EMG sensors used were placed on the biceps femoris and
the rectus femoris. This was to complement the data received from the
forceplate as the subject walks with the frame.
Facial EMG, or facial electromyography, focuses on muscle activations
in the face. It is important to note that EMG and especially facial EMG,
are considered noise artifacts in Electroencephalography. fEMG has several
uses in the research in this thesis. fEMG and EMG are the same with the
exception of the area of where the results are collected from. The fEMG con-
cept comes from the measurement of electrical activity from the peripheral
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Figure 4.12 Hill’s Model used in [86] , where lM , lT , lMT are the lengths of
muscle, tendon and musculotendon actuators, CE is the contractile element,
SEE is the series elastic element, PEE is the parallel elastic element, kT
represents tendon stiffness analogous to a spring, θ is the angle between
muscle and tendon.
nervous system as it interacts with muscles.
Figure 4.13 The area concerning where EMG Measurements are done
The point of measurement is the motor end plates - the control point of
a muscle that causes it to contract when activated. These motor end plates
are controlled by motor neurones that trigger the synapses between muscle
via an acetylcholine reaction.
In recent studies in fEMG [88], fatigue and exhaustion when it comes
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Figure 4.14 Cross section of a motor end plate junction
to producing excitations for the sensors involved is inherent. The research
study looked at 4 female subjects at various ages and had them do an ex-
ercise involved gripping an oral exercise device. The three main attributes
looked at during the experiment were the Mean Frequency (MF), the Me-
dian Frequency (MdF) and the Power Spectral Density (PSD).
Investigations were also performed in [89], where muscle activity in the
human arm was monitored as it flexes doing simple exercises are considered.
The experiment involved use of EMG sensors, which were placed on the
middle of the upper arm muscles. The EMG sensor was a differential sensor
with the reference being placed on an unrelated part of the arm. For the
filtering, the experiment decided on a band pass filter from 20 to 600 HZ
that took inherent and ambient noise into account, as well as being useful
in the removal of motion artifacts and the instability that makes up part
of the signal below 20 Hz. This was then amplified. Flex sensors were also
applied. It was found that the EMG sensor was useful in that it showed
basic EMG activity and associated FFT analysis.
However, considering the work already done relating to this project -
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the leg will also be used. This means looking at the structure of the leg
and its component physiology, especially the muscle and tendon structure.
The ideal model for EMG to be used is a rigid body model, where deforma-
tion is neglected from calculations. Various papers [90–92] used the tibialis
anterior, gastrocnemius, soleus, rectus femoris, vastus lateralis, medial ham-
strings, biceps femoris and gluteus maximus for optimal placements for EMG
sensors. The data used in Lee et al.’s work [90] was normalized to a maxi-
mum value prior to being analysed with ANOVA and STATA. It was found
from Arsenault et al.’s [91] research that there was no difference between
treadmill or walkway styles of locomotion with the coefficient of variation
sitting at 0.15-0.18 for their results.
Related to the facial EMG, the Facial Action Coding System is an appli-
cation of facial electromyography that seeks to classify visual movements of
the face by using video. Because of how process intensive it is, it is normally
used in CGI Animation for facial animations for ease of reference when do-
ing facial movements Action units are numbers that are paired with a set
of muscles with alphanumeric letters from A to E marking the intensity of
the muscles being moved. Opensim is an open source program that governs,
measures and controls models based on the human neuro-musculoskeletal
system [93]. Opensim has been used in different research projects around
the world to provide meaningful data, especially in the ares of gait analy-
sis [94], general human motion analysis [95] and rehabilitation sciences [96].
4.7 Motivation for Research
Energy estimation in sports is a difficult and expensive process, currently,
V O2 measurement [8] is one of the more accurate ways of measuring this
whilst having an inexpensive price for the instruments involved. However,
V O2 measurement is somewhat invasive as a mask is placed on the face and
breathing is changed for the subject.
An alternative for this that has been observed to have potential has
been the use of IMU based sensors that are equipped on key parts of the
human body to replicate the entirety of human motion. From the setups
done in the experiment [25], it was easy to see that similar amounts of energy
estimation can be perceived from the motion of the subjects as they did their
running exercises, but any isotonic or isometric based exercises could not be
measured very accurately at all. In fact, that is one of the key weaknesses
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of IMU based measurement in energy estimation and a solution was sought
in a different kind of measurement.
Electromyography has been used to measure muscle activity and the
main part of this project wants to use the data from EMG to fuse it with
the IMU based measurements to help ascertain a far more accurate set of
results. After doing works in EMG recognition in EEG devices [97], it was
clear that one of the goals of the Biokin - Energy Estimation - could not
be accurately met in all scenarios, whence the second part of my research
question.
To fully address the aforementioned problem, a system or algorithm in-
tegrating both IMU and EMG measurements, in either real time or from
recorded data, will be designed. In addition, a data fusion algorithm will
be implemented to ensure a greater degree of accuracy that what has been
recorded in previous studies. This is how the basis of part 3 of my research
question came about.
4.8 The Analysis of human movement and
muscle activation in order to measure en-
ergy expenditure
In 1980, Seliger et al. looked at movements in the lower leg and investigated
the the electromyography of the muscle movements contained therein [98].
The research work got some young adults to do knee bending and concur-
rent weight lifting exercises that emphasised the eccentric, concentric and
isometric poses as well as halfway knee bends. The EMG recordings were
done using small silver electrodes and could be done far better.
The work with EMG was continued in [99], where knee extension veloc-
ities were measured using surface electrodes on the vastus medialis,lateralis
and the rectus femoris muscles. The paper’s results suggested that eccentric
muscle action, or Muscle contraction, under high load would see less neural
effort to drive the muscles, even if the movement was voluntary. The pa-
per did not discuss any developments with energy expenditure or anything
about biokinematics.
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Energy Expenditure Measurement
Energy Expenditure measurenment of the human body can be done using
various methods [100]. Levine et al. go through a way of Energy Expendi-
ture involving calorimetry and the two different ways of measuring energy
expenditure from that. Exercise is also mentioned but it is too brief.
The fusion of EMG based measurements and Energy Expenditure cal-
culated from that is continued in other works [28]. This paper is important
as it introduces a model for energy expenditure for EMG based measure-
ments from leg muscles. The mechanical model was taken from one of the
references[1], which is a Hills-type model and it was modified to take into
account sub-maximal movements and the interface between muscles. The
model includes a contractile and series elastic element. The actual model
looks at muscle heat generation and in particular, it investigates the heat
rate of when the muscle is activated, when it is shortening or lengthening
and the muscle’s mechanical work rate. In addition, electrical neural stimu-
lation was done to see if torque could be increased. The research outcome of
the paper was that EMG activity does correlate with muscle activation, but
does so in a weird way. Rodrigo et al. presents a similar paper [101], working
on the efforts of those between the work done and the work presented by
Levine et al. [100].
Rodrigo et al. presented a three dimensional neuromusculoskeletal model
of the human body with outcomes for energy estimation based off of me-
chanical and thermal attributes [101]. The model has 43 degrees of freedom
which are built into 16 anatomical segments connected by spherical joints.
The dynamics of the system were modeled by activation and contraction
based dynamics, with similar work being done elsewhere [100]. In addition,
a metabolic costs model was included. Levine et al. mentioned there was a
second part of their work, of which remains to be seen.
4.9 Kinematic Measurement
Inertial data acquisition, for the purposes of energy expenditure, is prone to
errors but as a first step to gaining energy expenditure information [26]. The
system utilizes a single tri-axial accelerometer, called the Move II sensor. In
the experiment, which comprised of three different walk speeds on a tread
mill, the step cycle or two consecutive of the walks were interpreted and
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converted the signal to a feature vector and using weight and height as
parameters to influence energy expenditure measurement. The one weakness
it does have is that it is indoor based and does not have any GPS based
sensors to measure any outside movements. Steps using a sensor placed
on the chest in [27] utilized a full angular speed ratio unit that comprised
of accelerometer, gyroscope and magnetometer (although the former two
were used). However this was setup with the aim of attaining Gait analysis
of a person in various modes, the question of knowing how much energy
a person is using when walking is raised. The same issue was raised in [6]
where a sensor using an angular speed ratio, albeit different model from [26],
and was placed on the hip. [6, 15–18] found that utilising acceleration and
rotation data as well as using a O2 breath sensor apparatus to confirm energy
measurement was accurate in some combinations but not others.
Vathsangam et al. go on further, using statistical analysis to gain a better
understanding of the results. Specifically, it was found that the combination
of both acceleration and gyroscope data yielded the least amount of error.
The weakness in this piece of literature is that the accuracy of the sensors
depended on the sensor integration with the acceleration and gyroscopes
because there was only one sensor and this was located in an area where
gyroscopes would find it hard to measure data without error coming in to
play. It was evident from the paper that a different implementation of energy
measurement capture, although [6] was important to help realize that if the
number of sensors were increased, results would be more accurate.
A new approach was looked at in [71] and [72], where the angle of the
knee was taken by using gyroscopes on two sensors on the leg, where one
would be one the knee and other positioned on the lower leg, and the results
were then used to estimate energy levels. The device used was called KINE-
MATICWEAR, a joint-worn kinematics measurement system and is used to
measure the angle of the knee bending. In both of the papers, the aim is to
verify that using knee angle measurements is reliable, not to observe energy
expenditure. In addition, the measurement of angles allows the deduction
of movement speed via angular velocity. This is useful as it is a step below
from attaining the energy expenditure of movement based on gyroscopes,
although it needs inputs such as age, height and weight.
It should be noted that all of the papers surveyed looked at indoor walk-
ing but [6] also considered outdoor walking using a GPS system. Walking
can be considered a common enough activity that should be used for the
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purposes of gait analysis and energy expenditure measurement and is easy
to model. The second section of this survey covers the methods of data
collection and processing used to attain accurate sets of results and con-
sistent models. In [6, 15–18], the authors used Bayesian Linear Regression
and Gaussian Process Regression throughout their experiments as well as
coupling both gyroscopic and acceleration measurements. It was found that
combining the data from both the gyroscope and accelerometer influenced
the results to be more accurate with gyroscope data was far more accurate
than the accelerometer data when being collected for standalone purposes.
In [6], the authors used Hierarchical Linear Models. This was used to
supplement the energy expenditure estimation model by looking at the vari-
ations from user to user. It includes the user’s height, weight, and age as
parameters for the model as inputs. All parameters have biases as well as a
universal weight parameter. From this, a gap in the literature covered was
found, and taking the experiment from [71] and [72] and instead of using
the knees - it was found that using the angular velocity of the legs could be
used to measure energy expenditure.
Biokinematic data measurement using inertial measurements has been
around for a relatively long time with gyroscopes being used as a way to
measure joint angles in 1999 [65]. Using gyroscopes on the surface of the
skin at the ankle and shank of the leg, a subject walked 4.5 meters and the
signals were compared in different scenarios.
1 Comparisons from gyroscopes sitting in two different positions.
2 Comparisons from gyroscopes and the signal from the motion analysis.
The results show valid data after it is processed by a 4th order butter-
worth low pass filter, and had a high correlation with the motion analysis
system (VICON).
This was continued and included the use of accelerometers to in order to
ascertain the gait [66]. The calculations required were too demanding and
the information needed to be transferred for live transmission and playback
couldn’t be done. The accuracy of the system was then verified against Vi-
con with the angle of the shank and its angular acceleration as well as the
thigh’s angular acceleration were used as a ’representative examples’. Kine-
matic Measurement of the human body begins with gait analysis and this
measurement of energy is done by tracking such movement using wearable
sensors such as in [67].
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The research done in [68] demonstrates the model of movement in a
full arm, covering the orientation, angles and subsequent movement using a
combination of VICON and IMU. It was found that the accuracy of mea-
surements was dependant on the distance of the markers, in particular, the
orientation of the arm joints that were being measured, of which there were
two.
Figure 4.15 Tong’s work regarding gyroscopes and shank angles demon-
strate that the movement of the human body can be quantified via data
measured from an inertial measurement unit
4.10 Muscle Energy Estimation
This section will cover the work done on electromyography and the energy
estimation that can be done based on the measurements from that.
Electromyography
In [87], the EMG sensors used were placed on the biceps femoris and the
rectus femoris. This was to complement the data received from the forceplate
as the subject walks with the frame. Optimum locations for EMG sensors
are generally located on the belly of the muscle. Differential sensors are used
for surface level detection of signals originating from the motor end plate.
There are several anomalies that need to be taken into account when dealing
with EMG Signals.
One of the most prolific of these are the presence of electrocardiogram
signals (ECG), located around the torso and the back especially [84, 85].
The separate works done by both Marque and Drake try to solve the same
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problem in two different ways. The adaptive filter proposed was to deal
with the variation of heart rate and therefore, the changes in the signal that
arises from that change.
Figure 4.16 The adaptive filter used by Marque et al. [84]
Figure 4.16 defines the surface EMG signal, where emg0(t) is signal that
is desired, ecg0(t) is simply noise from ECG with reference ECG noise being
ecgh(t). The final filtered resultant signal is defined as e(t).
Facial Electromyography
Facial EMG is short for facial electromyography, and focuses on muscle
activations in the face. It is important to note that EMG and especially
facial EMG, are considered noise artifacts in Electroencephalography. fEMG
and EMG are the same with the exception of the area of where the results are
collected from. The idea of fEMG comes from the measurement of electrical
activity from the peripheral nervous system as it interacts with muscles.
The face in terms of muscle structure, is a complex piece of anatomy
and because of the sheer number of muscles in the face, errors pertaining to
cross talk are commonly discussed in the research and literature regarding
fEMG.
Arm EMG Activity
With respect to the scope of this thesis, initial investigations were looked
in [89], where muscle activity in the human arm is monitored as it flexes
doing simple exercises are considered. The experiment involved use of EMG
sensors, which were placed on the middle of the upper arm muscles. The
EMG sensor was a differential sensor with the reference being placed on an
unrelated part of the arm. For the filtering, the experiment decided on a
band pass filter from 20 to 600 HZ tha ttook inherent and ambient noise
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into account, as well as being useful in the removal of motion artifacts and
the instability that makes up part of the signal below 20 Hz. This was
then amplified. Flex sensors were also applied. It was found that the EMG
sensor was useful in that it showed basic EMG activity and associated FFT
analysis.
The benefits from the measurement of facial EMG are many but it does
come with a downside - people getting measured do have the small problem
of muscle fatigue and exhaustion when it comes to producing excitations for
the sensors involved. This is inherent in everyone that do not use the relevant
muscles [88]. The paper looks at 4 female subjects at various ages and have
them do an exercise involving a gripping oral exercise device. The three main
attributes looked at during the experiment were the Mean Frequency (MF),
the Median Frequency (MdF) and the Power Spectral Density (PSD).
In [102], it was investigated whether foreign emotional stimuli influenced
reactions in facial EMG data. This is important as it could greatly influence
data recorded for the EMG side of things.
With the blurred faces, the results still showed up as emotional stimuli. In
terms of my thesis - the next step would be to look at different stimulus
categories as detailed in the paper. From that, it could be possible to detect
basic frontal lobe function from someone who is ’locked in’.
What makes the best set of placements for fEMG? This is an important
question that has to be answered. [103] has got the solution but only in the
domain of looking at two major groups of muscles called the frontalis and
corrugator muscles. The paper uses an EMG Model that is anatomically
correct 3D model and they argue the literature they have covered feature an
insufficient number of fEMG models.
The model that has been constructed takes into account the different
resistances of body tissue such as the scalp, eyes, muscles, the different
surfaces of the brain and so forth. The conductor model that was used as
well with the resistive body tissue model. The muscles were treated as a
source with facial muscles’ tension forces being observed by measuring the
variation of firing rates of the whole muscle.
The conclusion from this is that they have found that their model is
accurate enough to be used as a model for fEMG. THis is great, as a model
can help describe what sensors in other orientations and places on the face
will do and record, however there are other things that need to be covered
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before reliance on models can be done that would allow for studies to be
done without people using fEMG.
Figure 4.17 Nojd et al.’s solution to solution to placement of surface sensors
[103]
A quantitative analysis of electrode positions on the side of the face was
done in [104]. This looked at analysing the position of electrodes on the side
of the face using an in-house built machine that could detect ’bioelectric
signals distally in a continuous manner’. The device was designed so that
it would take EMG signals from the side of the face and capturing signals
without hindering the activities of daily life of a normal person. In addition,
software was created to analyse these signals and perform facial expression
recognition.
[103] begs the question for position optimization - how many sensors
are required, where and what orientation? [103] argues for an orthogonal
placement of sensors comprising of a very small amount of sensors to do so
and spans across the face of the subject.
[105] on the other hand argues that fEMG can be done using high
density sensors that read along the motor end plates of a muscle and extract
MUAPs. The method of doing so involves using the bridge of the nose as
a reference point for the voltage readings on the 120 channel electrode array
used. The data collected from these electrodes were then parsed through a
high pass 4th order Butterworth filter and then decomposed using a data
analysis procedure.
From both of these papers, the optimal position for a bipolar electrode is
where the sEMG signal is going to be at its highest. The way of achieving this
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Figure 4.18 From [105]’s Figure 3, shows what sensors were used and where,
and the reference node is easily seen on the bridge of the nose, the array is
circled
in [105] is to make sure the electrode ’pair’ is oriented in the same direction
of the signal propagation as it travels along the muscle fiber itself. The
sensor ’pair’ comes from the different sensors being placed along the muscle
fiber and recording the results before processing the signals via MATLab.
The noise and crosstalk from other MUAPs from [105] is hazardous to
navigate but because of the density of the array in question, could be very
effective. On the other hand, the solution of [103] uses only four sensors to
get an idea of what is going on. This could be more useful to get an overview
of how much someone could communicate - but is open to errors and would
require looking into and possibly a lot of processing to deal with.
Conductors for various sensor systems come in one of two major form
factors, divided further into two different sensor configurations. The first
one is an implanted sensor, these go under the skin, into the The second
major form is surface sensors. These are generally inaccurate compared to
the implanted sensors.
In regards to sensor configurations that are discussed in the literature,
most are bipolar differential sensors [106, 107], with some having a third
connection to ground. Schroeder et al.’s sensors used a 50 µm steel wire
attached to a small electrode.
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Figure 4.19 Tamietto et al.’s use of the bipolar differential sensor configu-
ration [106]
4.11 Accurate Motion Prediction
So far, energy expenditure estimation is a concept that takes inputs from
many sources to achieve a particular output. However, this output is totally
dependant on the precision and accuracy as defined in [108] of the measure-
ment of its different components. If these components are not calibrated,
then measurement error will result and incorrect conclusions could be made.
These conclusions would lead to faulty sensors and bad processes spawned
from misinformed development. Therefore, in this section, I will discuss this
very concept and the literature pertaining to it.
In a survey article done in 2003 [109], various techniques in software and
hardware were discussed for high-speed optics based motion analysis. Prin-
cipally, VICON is considered the gold standard in this area and is referred to
when using inertial measurement unit based results. The process workflow
is referred to in Figure 4.20.
VICON cameras involve the use of markers that are placed on the skin
using some form of adherence medium, however other optics-capture based
devices such as the Microsoft Kinect where software development has en-
abled Schmitz et al. to [110] and has seen success here and other places [111].
The applications of this allows to examine parts of human gait [112]. These
measurements from the Biokin were compared to a 3 dimensional motion
analysis system and and then used to examine the correlation between these
two systems and the measurements related to gait phase. The results were
deemed excellent in all areas , although results pertaining to variability. The
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Figure 4.20 Wang Et Al.’s process for IMUs [109]
conclusion of the paper was that it could be very good for measuring spa-
tiotemporal variables but not ones in the lower body in young people when
walking in stable and quick manner.
More trials using a kinect for running gate on a tread mill was done by
Macpherson [113]. The kinect cameras were placed at different angles to
attain a 3D image with VICON providing a gold reference. It was found
that the kinect can capture the pelvic and trunk regions for running tests.
For IMUs, in particular, gyroscopes and accelerometers, the issue of ac-
curacy and precision is of a similar importance in this field, especially when
applications involving them have a need to use them without requiring the
need for a gold reference such as VICON. One of the biggest problems with
using a gyroscope is the concept of drift [114,115]. Kalman filters were used
by to account for this drift but Jaiswal et al.’s study looked at how temper-
ature in the gyroscope’s unit affected the measurement of angular velocity
and how it could be corrected using the kalman filter. These temperature
studies of gyroscopes in IMUs were done in Xia et al.’s work [116]. For the
drift, the gyroscope data was first filtered using a median filter whilst the
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temperature was measured simulataneously whilst getting drift characteris-
tics [117]. If these characteristics were regarded as invalid, the data would
be discarded.
Chapter 5
Biokinematic Energy
Estimation
In this chapter, the concepts of energy estimation are explored. The main
issue explored here is how energy expenditure estimation from an IMU is
related to VO2 based energy measurement.
5.1 Review
In sports science, the measurement of how much energy someone has ex-
pended through exercise is recognized as a hard problem to solve. This is
due to many factors such as arm, head, leg or torso movement, individ-
ual rate of oxygen consumption statistics, muscle force needed to overcome
ground and wind forces and the energy needed to keep the body cool whilst
under duress.
A common form of exercise that would involve energy estimation is walk-
ing. This enabled an easy scenario for the proposed solution, which involves
the use of inertial measurement units and capturing the gyroscope data from
the movement of legs. Knowing this, the experiment performed involved us-
ing healthy subjects between the ages of 20 to 45 and were put on a treadmill
at various speeds for some time for each speed.
5.1.1 Biokin
The BioKin motion capture system ( www.biokin.com.au), a wireless system
utilising an inertial measurement unit, and an oxygen intake measurement
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device were used to measure limb movement and oxygen consumption levels.
Using the data collected, a correlation was sought and a linear model derived
so that energy estimation for running or similar activities can be measured
accurately using an angular speed ratio based device in place of a bulky rate
of oxygen consumption system.
How it was built
The Biokin was designed in various stages, starting in 2012. The idea be-
hind it was to localise limb movements using a corrected gyroscope and
accelerometer. These correction come in the form of a unique algorithm
that is closed source. This algorithm is the novel concept that is used in the
Biokin.
Board The PCB design is into its third iteration, with the form factor
being reduced constantly over time. The second variant in development
will keep the current PCB design dimensions so it will fit into the package
designed for the first variant.
Figure 5.1 The Biokin’s System Outline
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Software The biokin software comes in the form of two parts. These dif-
ferent software packages have a very different functionality from one another.
The first is simple generic software package that attains inertial measure-
ment unit data from all biokins whilst the more complex variant is a full
suite designed for gait analysis.
In addition, the software has a tablet variant, although this lacks the
clinical analysis tools. [118]
Basic Suite The basic Biokin suite uses a simplistic graphics user
interface to help facilitate the measurement and logging of IMU data from
each Biokin. The data is stored locally in a directory as a raw text file.
Gait Analysis Suite The Gait Analysis suite is the evolution of the
Basic Suite and adds realtime data feedback from any Biokin in use. The
Uses the Java3D engine to localise and ultimately visualise the gait of
the user of the biokin when worn properly.
Figure 5.2 Biokin Gait Analysis Suite UI
Variants THere are currently two builds in constant development. The
first one is the Wifi-enabled Biokin Sensor. This allows communication with
a router, which relays the recorded data to a connected computer. This is
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great to measure gait or physical activity in the hospital or clinical setting.
However, it is limited as it depends on a network for:
 Command and Control
 Data transferral
The need for a second variant was realised with the absence of a router in
the system setup. The SD Card variant of the Biokin will have a increased
battery life as well as independance from a network so it can be taken out
of a hospital environment and put in a residential one instead. This will
ensure that patients can do normal daily activities without being bound to
a hospital bed whilst still having
Design Processes The Biokin was developed at the start of 2012 with a
focus on localising a person’s movements using a multitude of sensors.
Figure 5.3 The Biokin Gait Suite
Use for rehabilitation
The Biokin is very useful as a rehabilitation device, measuring arm move-
ments, walking gaits and localisation of patients within a home quote well.
For either the clinical or home environment, the Biokin is very easy to op-
erate for this purpose.
Use as energy estimation device
The Biokin is showing promise, through the work being done at Deakin
University, as an energy expenditure estimation measurement device.
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Figure 5.4 The Gold standards for Biokin are the Gas mask measurement
system or the VICON. They are two different references for two different
outputs measured from the Biokin
The gold standard that is used to help reference the final results of the
Biokin are either VO2 gas mask measurement for indirect calorimetric based
experiments and VICON for localisation work. The gold standards are used
extensively in Chapter 7 and Chapter 6.
As discussed before, the gold standard used for indirect calorimetry is
the VO2 Gas mask sensor. There were two variants used in this thesis’
experiments; a wireless and a wired sensor. These don’t differ in function-
ality other than to give mroe freedom of movement for various activities.
However, the experiments involved were simply just walking/running on a
treadmill at fixed speeds.
5.2 IMU based Energy Estimation related Re-
view
Steps using a sensor placed on the chest in [27] utilized a full angular speed
ratio unit that comprised of accelerometer, gyroscope and magnetometer
(although the former two were used). However this was setup with the aim of
attaining Gait analysis of a person in various modes, the question of knowing
how much energy a person is using when walking is raised. The same issue
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was raised in [6] where a sensor using an angular speed ratio, albeit different
model from [26], and was placed on the hip. [6, 15–18] found that utilising
acceleration and rotation data as well as using a O2 breath sensor apparatus
to confirm energy measurement was accurate in some combinations but not
others.
The gold standard in evaluating the energy expenditure in a human body
is by means of a metabolic measurements system [68]. Energy expenditure
from the rate of oxygen consumption data is calculated using the following
equation [50]:
Em =
v˙o × 20900
60
(5.1)
where v˙o represents the oxygen consumption during the activity in l/min
and energy rate that is being measured Em is in watts.
In this study we are using angular rate of the lower limb to estimate the
energy expenditure during the activity as follows:
Er =
k
T
∑(‖ω‖2) . (5.2)
Here T is the duration of the activity in seconds, energy rate of the
activity level Er is in watts, ω = [ ωx ωy ωz ] represents the raw gyroscope
measurements around the respective local coordinate axis from the ankle
mounted sensor (see Fig. 5.5b) and k is a scalar function to transform the
angular rates into the energy.
Another method to evaluate energy in walking or running based exer-
cises is based on the assumption that the energy consumption is linearly
proportionate to the speed of walking or running [1]. The following empiri-
cal formula has been employed in calculating energy using speed of motion,
Es =
(vL ×m)
1000
, (5.3)
Therefore, this study is focused on measuring energy expenditure in walk-
ing and running based activities where the subject’s activity level has a close
relationship with the movement intensities of body segments. Based on a
preliminary feasibility study on activity levels on body segments while per-
forming treadmill based exercises, we have identified that the ankle based
sensors produce the highest sensitivity for the activity level.
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5.3 Experiment : Energy Expenditure Esti-
mation for Treadmill based Ambulation
using IMU Sensors
5.3.1 Experiment Details
The experiment was conducted in a laboratory environment with a speed
regulated treadmill for precise control of the activity intensity. The exper-
iment was performed with six subjects (five male and one female) without
any history of orthopedic or intramuscular impairments. All subjects are
non athletes and recruited from general population within the age bracket
of 20 to 45 years.
The oxygen intake measurement system was the Metamax 3B unit devel-
oped by Cortex-Medical. Time-stamped metabolic information was stored
in the device and later transferred to computer for analysis.
Inertial measurements, in particular the angular speed of the limb which
is of interest to this study, were recorded via a BioKin-WMS sensor attached
to ankle of the subject. BioKin is a purpose built wearable bio kinematic
motion capture sensor (www.biokin.com.au) consists of real-time wireless
data collection with 140Hz sample rate. Time-stamped inertial data was
directly stored in the host computer using the BioKin-GA software suite.
Figure 5.5 (a)- Experimental Setup: Metamax metabolic measurement
system was attached to the subject while performing the treadmill based
exercises. (b) - Capturing inertial data: BioKin-WMS inertial measurement
sensor was attached to the subject’s ankle while performing the treadmill
based exercises.
 
(a)
 
(b)
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5.3.2 Results
The following results showed a linear relationship with VO2, IMU based
measurements and the linear treadmill equation.
Figure 5.6 VO2 Energy Comparison
In the study, a correlation was sought using a gold standard and the pro-
posed energy expenditure system introduced in equation (5.2). The system
uses angular rate measurements recorded by a IMU sensor worn on the an-
kle. We investigated the subject based variation of the energy expenditure
relationships estimated with different methods. We employed an additional
energy expenditure estimation method using speed of walking or running as
introduced in equation (5.3).
5.3.3 Relationship of the proposed gyro based energy
expenditure with gold standard metabolic rate
In this section, we compare the proposed energy expenditure technique (see
equation (5.2)) with the gold standard oxygen consumption based system.
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Figure 5.7 IMU Energy Comparison
In order to maintain generality and comparability between two energy ex-
penditure calculation techniques we used the normalized energy expenditure
compared to the first level of activities. The normalized energy at ith activity
level is calculated as,
ψi =
Ei
E1
. (5.4)
Here, E1 is the energy for the base activity level of 3km/h walk and Ei is the
estimated energy at ith activity level. The mean energy across five subjects
for each activity level was calculated and Fig. 5.9 illustrates the comparison
of the proposed approach with gold standard. A linear regression line was
generated using least-square approximation of the data points and the lin-
ear relationship was evaluated using the sixth subject data. The evaluation
data set demonstrated a mean error of −0.0959 with a standard deviation of
0.2306. The hypothesis we are proposing in this study to explain such high
standard deviation is the subject specific variation of the energy expendi-
ture calculation from each method. In order to evaluate this hypothesis we
analyse the data for each subject to derive a pattern as shown in the next
section. In figures 5.8,5.6, 5.7, the activity level is synonymous with 3,5,7,9
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Figure 5.8 Treadmill Energy Comparison
and 11 km/hr.
5.3.4 Variation of energy expenditure pattern with
the subject
In this section, we investigate the variations in the normalized energy-
activity level relationship within each subject. Table 5.1 provides the weight
and height data collected from the participants of this study. We evaluated
the energy expenditure calculated from each method introduced in Section
II and are shown in Fig. 5.10a, 5.10b and 5.10c.The normalized energy-
activity level has been represented as a ratio ψi with ψr being the ratio
of limb based movements, ψm is VO2 based Energy Expenditure and ψs is
running speed. The ratio is useful as it allows to see these variations and
allows the observation of abnormalities in the individual ψs, ψm and ψr
readings that are unitless. The running speed based energy estimation ra-
tio ψs does not demonstrate any difference among the subjects as ψs only
depends on the speed. However, metabolic rate and lower-limb angular rate
based energy estimation techniques demonstrates a clear variation between
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Figure 5.9 Variation of treadmill speed derived, normalized energy expen-
diture (ψr) with activity levels for all test subjects
the subjects. This variation could be from the weight and height of each
subject, with Body Mass Index (BMI) seemingly effecting the VO2 Max of
those who run/walk. Therefore, further study will need to be performed
with more test subjects in order to confirm if these two variables can be
attributed to be an influence on the final results and then possibly define
the relationship between energy estimation and a person’s BMI.
It should be noted that subject 4 and 5 did not complete the run, with
subject 4’s VO2 result was not recorded in the final activity level. Subject 5
found the ambulation at the intensity level was too uncomfortable and had
to discontinue that part of the experiment.
5.4 Conclusion
In this chapter, we investigated the feasibility of employing a single inertial
sensor based energy expenditure estimation technique for treadmill based
exercises. Although we have limited the study to treadmill based exer-
cises to maintain a controlled experimental setup the same technique could
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Table 5.1: Weight and height of subjects
Subject Weight(kg) Height(m)
1 100.8 1.795
2 92.4 1.704
3 70 1.755
4 62.5 1.564
5 86.5 1.834
6 53.5 1.709
be used in out-door walking and running based exercises. The proposed
energy calculation method was evaluated with the industry standard Meta-
max metabolic rate measurement system, which is the gold standard form
of measurement in human energy expenditure.
Furthermore, we investigated the variations in energy expenditure be-
tween the activity levels across the participants, which demonstrated a dis-
tinguishable differences using both metabolic rate and angular rate based
approaches. This phenomena requires further investigation in order to derive
a relationship between the energy expenditure during a certain activity and
body mass properties of the subject. Our future research will investigate
this, evaluating more subjects with higher range of body mass properties.
Wearable sensors like the Biokin have a very interesting history and
have a future that is full of hope and wonder, despite the amount of current
legislation that restricts its deployment in the healthcare sector of the West.
Improvements to the Biokin are forthcoming in 2017 where the requirements
for full deployment will be met. Further work with the Biokin will include its
use in remote monitoring [119], where patients are monitored from the home
which conveniences both the healthcare professionals and patients involved.
From Karunarathne’s work regarding the Biokin, this is a pathway that will
open up reasonably quickly in many nations around the world as Internet
connectivity, of which the Biokin relies on, is now ubiquitous.
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Figure 5.10 (a)- Variation of rate gyro derived, normalized energy expendi-
ture (ψr) with activity levels for all test subjects, (b)- Variation of metabolic
measurement based, normalized energy expenditure (ψm) with activity lev-
els for all test subjects, (c)- Variation of treadmill speed derived, normalized
energy expenditure (ψs) with activity levels for all test subjects
(a)
(b)
(c)
Chapter 6
Electromyography based
Energy Estimation
6.1 Review
From the research done by Praagman et al. and Hamaoka et al., it was
realised that the energy expenditure of exercise in a human body is split
into different components [12,28], one of which is key is the thermal energy
produced by the contraction of the muscles as well as the activation and
maintenance heat rate. The final energy estimation equation used in the
paper includes the actual work rate that is mechanically done.
Praagman et al. investigated the [78] use of near infrared spectrocopy to
determine oxygen consumption in a muscle. They were open to the idea that
this method could be used to validate musculoskeletal models and acknowl-
edged that the the relation ship between surface EMG and VO2 is hardly
known but this in 2003. To measure an apparatus involving a Vo2 meter,
emg sensors and optic cables held near to the skin were used. It was found
that EMG and VO2 both increase linearly with load force. Praagman et al.
focused on triceps. It should be noted that NIRS is a common measurement
tool for muscle oxygenation [79].
The modelling for certain types of muscle movement has been explored
before using short time fourier transform [80]. An analogy was made between
parts of speech signals and EMG.
Energy Estimation from heart rate monitoring was found to have a 30%
error in previous trials [8]. However, the time taken to do heart rate moni-
toring was done over several weeks according to Ainslie et al. and could still
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be useful in an experiment involving energy estimation as a secondary form
of measurement.
Force can be estimated directly via SSI/Elastography observation [81].
In the experiment, EMG and Ergometers measurements were done. The
method of the SSI observation is done by inducing an ultrasonic force on
the muscle and its response is visually observed by instruments [82].
Models using EMG can also be used to obtain muscle force . The way in
which it is done is by defining various systems in the model and these systems
can vary from person to person. The main force that is being obtained is
the maximum voluntary contraction force Fom [83]. This is then used to test
a Hill-type model of an ankel joint.
The problem of energy estimation of kinetic movements of the arm can be
solved by measuring the torque and from that, the energy expenditure can
be calculated. This solved pretty easily the concept of energy estimation.
Muscle Energy Models have been found from [28] using the Hill type
muscle models described in [74].
6.2 Experiment : Energy Estimation using
Electromyography Sensors
Using the work reviewed, it has been found that the next step would be to
know how much energy has been expended by muscles in particular limbs
doing certain exercises [82, 83]. EMG sensors, a VO2 breath mask and will
be used to gather data for the purposes of energy estimation. The energy
estimation will be referenced by the VO2 breath mask. The data collected
from this will be considered as a gold standard. The EMG measurements
will be done with the Delsys Trigno Wireless sensor array. The heat model
of the muscles have been covered in various works [75,77,120–122].
6.2.1 Delsys Trigno
The experiment used the Delsys Trigno, an electromygraphy measurement
device. The Delsys Trigno is an attachable electromyography surface sen-
sor and data logger that takes the levels of activation from a user’s muscles
end plate junctions. In addition to these measurements, the Delsys Trigno
also records three dimensional accelerometer data. The Delsys Trigno is a
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commonly used device for research involving measurement of muscles un-
dergoing hypertrophy [123], being used to assist in the extraction of mean
absolute values neuromuscular activity via the processing applications of
wavelet transforms [124] and providing an interface for robotic control.
The computer suite
The computer suite is the EMGWorks software suite and is used in the
data acquisition, analysis and exporting of said data to different formats.
THe software is specially designed to dealing with the extremely large data
amounts that come from the high sampling rates and long recording times
inherent in the use of the Delsys Trignos during the experiments used in this
chapter.
Recording process
The recording of data is done using the surface sensor via a bluetooth con-
nection with a host station connected to a PC via serial port or USB port.
The actual recording is started via the EMGWorks suite. The sample rate
for the EMG component can be set up to a maximum of 2000 Hz. The
accelerometer’s sample rate can be set to 148 samples per second.
The placement of the sensors is done by attaching them using certified
double sided adhesive, it is placed on the ’belly’ of the muscle to be measured.
Sensors must be placed so that they are inline with the fibers of the muscle
so as to pick up signal with the best signal to noise ratio. Improvements to
the measurements include shaving the skin and applying alcohol to increase
conductivity for the skin-surface placed sensor interface.
6.2.2 Experiment
The first exercise will simply to get the subject to sit quietly for 5 minutes
after having done no physical activity prior and VO2 will be measured. The
EMG Sensors will be attached to the upper arm as well.
The exercises will be designed for movement of the arm. The exercises
will consist of concentric exercises that uses the Biceps brachii with differing
loads. The exercises will be done to exhaustion
The subjects for the experiment were aged between 18 to 45 and were in
a healthy condition. To ascertain their condition, a test will be done (the
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same one we did with the other paper).
The Delsys Trigno sensors were placed on the Rectus Femoris, Biceps
Femoris, Vastus Medialis, Gastrocnemius medial and lateral heads, Tibialis
Anterior muscles on each leg prior to running. This was done to measure
neuromuscular activity. The sensors for the experiment were chosen to be
as non-invasive as possible.
6.2.3 Hypothesis
The hypothesis is that through measurement and correlation between EMG,
VO2 and Inertial Measurement, energy expenditure can be estimated.
6.3 Experiment Setup
The experiment was run on a treadmill with willing subjects, similar to [25].
However, a control exercise was introduced at the start of the experiment
in order to establish a reference power measurement. The control exercise
involved each subject to stand on the treadmill. The duration of this was
two minutes long.
The IMU sensors used were the Biokin sensor suite, a set of devices
equipped with inertial measurement units. It collects data in real time and
transmits this wirelessly. The sample rate is 140Hz [25]. The devices were
equipped on the ankles of both legs on the subjects prior to running.
The EMG devices used in the experiment, were the Delsys Trigno de-
vices. The device is a series of sensors that contact the skin, parallel to the
muscle of interest. These sensors were placed on the rectus femoris, biceps
femoris, vastus medialis, gastrocnemius medial heads, gastrocnemius lateral
heads and the tibialis anterior of both legs prior to the run.
The VO2 gas measurement device was the VO2 Betamax wired metabolic
measurement system. This was used to establish measurements using a gold
standard [8].
After the control exercise was done, the subject ran at 3,5,7,9 and 11
kilometers per hour for two minutes respectively. The different running
speeds correspond to different activity levels.
The measurements for the VO2 were taken in the final minute of each
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activity level. The VO2 energy expenditure equation [50] is defined as
Em =
Vo × 20900
60
(6.1)
where Vo is the oxygen consumption and is in l/min and Em is the energy
rate and is in watts.
The energy expenditure equation for the gyroscopic measurements using
the Biokin is defined as
Er[ng] =
k
T
Ng∑
ng=1
(||ωg[ng]||2) (6.2)
Er is the energy rate in watts, ωg = [ ωx ωy ωz ] is the angular velocity,
calculated from the gyroscope and k is a scalar function, this is described in
previous works [25]. T is the total time of the particular exercise. ng is the
instantaneous sample number in the data. [ng] indicates the n
th
g sample. Ng
is the total amount of samples.
Figure 6.1 The Delsys Trigno sensors were placed on the legs and the
Biokin was strapped around the ankle securely
The two subjects for the experiment were aged between 18 to 45 and
were in a healthy condition. To ascertain their condition, the subjects read
and completed the adult pre-exercise screening tool [125], provided from
by the ESSA, to ensure people can do the experiment safely. All subjects
had given their consent to do the tasks involved in the experiment after
having the experiment explained in plain English. In addition to the EMG,
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gyroscope and VO2 measurements that were logged, the subjects had their
heights and weights recorded as well.
6.4 Results
The following are the results of the run. Table 6.1 lists the subjects for the
experiment above.
Table 6.1: Height and Weight of test subjects
Subject Weight(kg) Height(m)
10122015B 52.6 1.702
10122015E 111.9 1.856
Figure 6.2 VO2 Energy Comparation between VO2 , Gyroscope and EMG
readings.
Based on the works done previously [25], the Biokin was used to record
angular rate measurements based on the rotations around the ankle. This
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Figure 6.3 FFT of EMG and gyroscope readings for subject B
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was then normalized and analyzed in each activity level or speed of running.
The data from the Delsys Trigno was measured and analyzed. The activity
levels were then compared with the VO2 data by using energy ratios. Figure
6.8 shows the normalized values, where the method is determined in [25]
and equation (6.6).
The normalized energy at the ith activity level for the EMG is calculated
to be :
γEMG =
Ei
E1
(6.3)
where E1 is the first activity or speed, which is 3 km/hr. Ei is the i
th
activity level, which is at 3,5,7,9 and 11 km/h. The energy equation for the
EMG component is shown as follows
EEMG[nE] =
NE∑
nE=1
EMGnodes(ωE[nE]) (6.4)
where EEMG is the energy expenditure from the EMG sensors (EMGnodes),
which takes the energy estimated from all the EMG nodes that were placed
on the subjects’ legs. The frequency of the EMG signal was used to measure
energy expenditure and is denoted as ωE. [nE] indicates the n
th
E sample.
Finally, nE = 1, 2, 3, ..., NE, where nE is the instantaneous sample number
in the data. NE is the total amount of samples recorded from the EMG
sensors.
The EMG measurements were analyzed on the frequency domain and the
peaks between 8 and 25 Hz were analyzed [126]. The first peaks detected
between these frequencies in each of the activity levels were the detected
firing rate of the motor end plates of the selected muscle. This can be seen
in the first column of figure 6.3. As the subjects increased their ambulation
speed, the muscle firing rates increased. Between figures 6.3a and 6.3b, these
differences of frequencies are noticable and come from a possible increase
in gait. Interestingly, the signal was changed when the subject could not
maintain a fast walk and had to start jogging in figure 6.3c. This was changed
again when the ambulation style changed in both subjects when they had
to run at 9 and 11 km/hr. These changes in patterns were observed in
many of the EMG sensors. However, the gyroscope graphs in the second
column of figure 6.3 demonstrated an observable linear change caused by an
increase in speed. However, the difference between 9 and 11 km/hr sections
for gyroscope recordings were minimal or even decreased, despite the vastly
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increased activity in some EMG nodes, showing that energy expenditure
changes in the speed still occurred. This can be seen in both subjects in
figure 6.8. What can be seen here is a preliminary correlation with the
IMU’s gyroscope, the EMG, the treadmill speed. However, there is a dip
that can be seen in subject B’s IMU measurement from 9 to 11 km/hr. This
anomaly might be due to a change in gait as the EMG’s frequency bands
changed as well. However, the correlation still matches for subject B.
6.4.1 Gyroscope and Electromyography Correlation with
VO2
Figure 6.4 The VO2 with it’s offset removed and the offset shown seperately
The relationship between the gyroscope and VO2 in figure 6.8 is very
similar to the one that EMG was observed to have with VO2 . This can be
seen very easily when compared to the control activity level for the VO2 ,
where the subject is told to stand still for two minutes on the treadmill
before they start running. This is shown in figure 6.4, where the standing
activity was compared to the 3 km/h run activity for each subject’s VO2
measurements. What is left is the VO2 that factors into the movement of the
subject’s body as they run on the treadmill. From figure 6.4, the gradient
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between activity levels increases on the VO2 because the VO2 is picking up
an unknown energy source.
6.4.2 Energy Collection
VO2 measurement is deemed the reference point for energy estimation [8], but
requires intrusive sensors to be setup on the subject. The energy estimation
method could have been improved by placing more sensors on muscle groups
along the arms and the back. The use of the arms and back to stabilize
the body during running are a source of energy expenditure that can be
measured. The locations chosen for the Delsys Trigno were placed correctly,
as the measurements were relatively noiseless. This was observed from figure
6.3.
6.5 Results and Discussion
The following are the results of the run.
Table 6.3 lists the subjects for the experiment below;
Subject 10122015B 10122015D 10122015E
Weight(kg) 52.6 59.9 111.9
Height(m) 1.702 1.681 1.856
Gender M M M
Table 6.3: Subject’s tested in the running experiment
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Figure 6.5 FFT captured off of the Right Rectus Femoris from subject B
64
Figure 6.6 FFT captured off of the Right Rectus Biceps from subject B
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Figure 6.7 Time-Frequency graph of EMG for the first runner, notice the
highlighted sections of the experiment
6.5.1 Data Analysis
After observing the raw data delivered from the different EMG measure-
ments seen in figure 6.9 and 6.10, the data was processed and compared.
Based on the works done previously [25], the activity of the IMU compo-
nent was measured and analysed method described. Similarly the levels
measured from the EMG component was measured and analysed. The ac-
tivity levels were then compared with the VO2 data by using energy ratios.
The graph in figure 6.8 shows the normalised values.
The EMG measurements were submitted into a FFT and then the peaks
between 8 and 25 Hz were analysed [126]
Going further from equation 6.7, the equation governing the energy from
the EMG is
EEMG[n] =
∑
EMGnodes(ω) (6.5)
The objective here is correlation with the IMU’s gyroscope, the EMG,
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Figure 6.8 VO2 Energy Comparation between VO2, Gyroscope and EMG
readings.
the treadmill speed. The normalized energy at the ith activity level for the
EMG is calculated to be :
γi =
Ei
E1
(6.6)
E1 is the first activity or speed, which is 3 km/hr.
Biokinematic Model
From the chapter presented earlier in [25], a model can be derived using
space physics and high school mathematics.
The relationship between and Gyroscope and VO2 in Figure 6.7 is very
similar to the one that EMG was observed to have with VO2. This can
be seen very easily when the control activity level for the VO2, where the
subject is told to stand still for two minutes on the treadmill before they
start running. This is shown in Figure 6.4, where the standing activity was
compared to the 3 km/h run activity for each subject’s VO2 measurements.
What is left is the VO2 that factors into the movement of the subject’s body
as they run on the treadmill. From Figure 6.4, the gradient between activity
levels increases on the Vo2 because the VO2 is picking up an unknown energy
source, which is most likely the rest of the moving body, such as abdominal
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Figure 6.9 A raw data EMG graph, shown with 60 second intervals
Figure 6.10 Another raw EMG data graph, note the similarities between
this and Figure 6.9
muscles balancing the body as it runs as well as the swinging of the arms
and represents the unmeasured and unknown energy expenditure component
represented by Euk in Equation 6.7.
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6.5.2 Energy Collection
VO2 measurement is deemed the reference point for energy estimation [8],
but requires intrusive sensors to be setup on the subject. The energy esti-
mation method could’ve been improved by placing more sensors on muscle
groups along the arms and the back. The use of the arms and back to
stabilise the body during running are a source of energy expenditure that
can be measured. The locations chosen for the Delsys Trigno were placed
correctly, as the measurements were relatively noiseless.
The experiment was controlled with the only point of error that would
be an issue in the data would be the gait of the subjecrts who were running.
6.6 Conclusion
In this chapter, work was done to observe the energy activity based on
a unique electromyography based approach for treadmill walking, demon-
strating that there is a linear relationship with the measurements of VO2
and EMG, where was also very similar to the linear relationship that was
found previously with gyroscopic measurements [25] compared with the VO2 .
It was also found that EMG measurements can detect changes in energy ex-
penditure where a gyroscope measurement failed to do so.
Future work will endeavor to uncover the final energy expenditure using
the gyroscope and EMG sensors by integrating a more sophisticated way of
attaining the basal metabolic rate and its influence on the final results, which
will provide more accurate results. This final result will then be compared
to an energy expenditure estimation equation that splits different energy
expenditure components and compares the sum of those to a VO2 .
6.7 Future Work and concluding remarks
The data from the two runners indicate that there is increasing energy ex-
penditure in the VO2 , but this is not confirmed by a gyroscope measuring
stride rate alone. With the use of an EMG sensor suite, the increasing mus-
cle activity observed showed that there is an energy equation that would be
equivalent to the VO2 measurement. Such an equation can be described as
follows :
EV O2 = k1EIMU + k2EEMG + EBMR + k3Euk (6.7)
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The EBMR being the Basal Metabolic Rate using the VO2 as a control,
limiting the BMR error of the VO2 measurement device used. Euk is the
unknown energy expenditure, EIMU [n] is the energy from the IMU whilst
EEMG[n] is the energy of the electromyography sensors used. k1,2,3 are all
unknown constants. The moving body, such as abdominal muscles balancing
the body as it runs as well as the swinging of the arms whilst the subjects
were running can be attributed to the unknown energy expenditure from
6.7.
6.7.1 Future Work Hypothesis
The main objective for this future work is deducing when energy expenditure
occurs during a person’s walk cycle. The experiment will use an IMU for the
gyroscope, the Delsys Trigno for electromyography readings and a VO2 gas
mask device for reading the gold standard VO2 readings from the person as
they do their run.
The deduction of energy expenditure with the gyroscope and EMG sen-
sors is shown in Table 6.4. The occurence of energy expenditure is tied
to the readings of the electromyography devices situated on the limbs of a
person. The reason for this lies in how muscles have been modelled in the
past [74]. By measuring the activity in the muscles from surface sensors, the
exact instance of energy expenditure can be determined. To deduce when
energy expenditure has been observed by the EMG sensors, the sum of these
readings are taken. This is shown in equation 6.8.
EMGActivation[n] = α
∞∑
k=1
EMGk[n] (6.8)
where α is a constant, n is the sample number of the EMG sensors.
Combining the use of the EMG sensors and the IMU sensors, we can deduce
the energy expenditure.
There is a concern that just by using the EMG sensors, the energy expen-
diture can be deduced wholly from the one collective source. We propose
that the EMG sensors be used as a check for the gyroscopes, which will
measure the energy expenditure from leg rotational movements.
If there is no gyroscope activity yet the EMG sensors are detecting ac-
tivity from the muscles of the person, then they will estimate the energy.
This is particularly useful if the subject is not moving yet there is exertion
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of force from
These conditions are in line with those set out in table 6.4.
EMG Activity Gyroscope Activity Energy Expenditure Activity
No No No Energy Expenditure
Yes No Energy Expenditure Present
No Yes No Energy Expenditure
Yes Yes Energy Expenditure Present
Table 6.4: Energy Expenditure events can be measured from EMG and
Gyroscope activity being recorded
From table 6.4, the equation for IMU-EMG based energy estimation can
be defined as
E(Gyro, EMG) =

α
∑∞
k=1 IMUk[n] +MBR(h, a, w) + ζ if EMG > Y ∩Gyro > Y
β
∑∞
k=1 EMGk[n] +MBR(h, a, w) + ζ if EMG > Y ∩Gyro < N
MBR(h, a, w) + ζ if EMG < N ∩Gyro > Y
MBR(h, a, w) + ζ if EMG < N ∩Gyro < N
(6.9)
where ζ is an unknown source of energy expenditure, Y and N are a
threshold. n is the indicated sample number.
The study that will be conducted will be very similar to the experi-
ment conducted in this chapter. Subjects ran on a calibrated treadmill at
3,5,7,9,11 km/hr for two minutes each, with the EMG devices being attached
to the same areas of the leg as proposed in this chapter. The Biokin device
will be used as the IMU component, where the gyroscopes will be used to
gauge ambulatory based movement, and will be attached on the ankles of
the subjects. A VO2 Gas mask measuerment device will, again, be used as
the gold standard for total energy expenditure. For basal metabolic rate,
equations (7) and (8) will be used to model the BMR from Miﬄin et al.’s
work [127].
This work will be done to observe the energy activity based on a unique
electromyography based approach for treadmill walking, observing any pos-
sible relationship with the measurements of VO2 and EMG. It is hoped that
the EMG measurements can detect changes in energy expenditure where a
gyroscope measurement can fail to do so.
Chapter 7
Energy models using Extended
Kalman Filters and the
Microsoft Kinect
7.1 Introduction
In the world of sports, measuring an athlete’s energy expenditure doing their
general routine and practices for competition. This means that a measure-
ment of an athlete’s energy expenditure needed. These measurements are
collected by equipping a VO2 gas mask for indirect calorimetry based mea-
surement is required. However this not only brings in a huge amount of cost,
setting up time and the unwanted effects of loading the subjects body with
external loads that are unusual for their activity. Another way was to intro-
duce tracking movement with a Microsoft Kinect, where it has an in built
algorithm for tracking the human body. However, the Kinect cannot track
dynamic weights and the changes that occur whilst doing an exercise. To
track these weight changes and correct them, we simulated limbs of subjects
where they used a combination of structure and non-structured movements
using a system consisting of either a single or dual kalman filter.
Ainslie et al. [8] reviewed approaches to estimate human energy expendi-
ture. The different types of energy expenditure covered of note were the use
of inertial measurement units and heart rate monitoring (HR). IMUs con-
tain accelerometers, gyroscopes and magnetometers which measure linear
acceleration, angular velocity and heading relative to the earth’s magnetic
field respectively. Heart Rate monitors were found to measure total energy
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expenditure but could do so with an accuracy of 70%.
Work involving IMUs and estimating total energy expenditure was done
on treadmills with a seemingly strong correlation of speed of ambulation,
height and weight making an impact to the energy expenditure when refer-
enced with a VO2 gas mask measurement device [25]. Triaxial accelerometers
were used to measure the velocity of a person’s walk and total energy ex-
penditure [26].
Meamarbashi et al. [128] estimated the exercise intensity by comparing
different instrumental methods, including a PAMS data logger, a Suunto
heart rate monitor and a three-axis pedometer, during walking and running
in the field. In the experiment, ten male subjects were recruited and per-
formed walking and running exercises with different speeds. By employing
a linear regression, the relationship between the XYZ count of PAMS data
logger and MET estimated from ACSM equation was found. As a result,
the Pearson correlation between MET computed from ACSE equation and
PAMS was higher (0.968) than pedometer and Sunnto (both are 0.937). At
the same time, PAMS had shown the high reproducibility and validity in
different speeds.
Kim et al. [129] proposed to utilise the acceleration and joint position
calculated and collected from a Kinect to train a regression model with
Support Vector Regression (SVR). Simultaneously, acceleration data was
also collected from a accelerometer for comparison. As a ground truth,
the Cosmed K4b2 portable gas analysis system was used to collect EE in
Metabolic Equivalent of Task (MET). Two male subjects were involved in
the related experiment to perform various motions, including light and vig-
orous activities. Therefore, two regression models were trained for each type
of motions. For motion acceleration and spatial data, principle component
was used to avoid over-fitting, and for the latter, a view-invariant repre-
sentation scheme named joint-location-binning, was employed. Eventually,
they reported that by using Kinect, the MET’s predicted were within 17%
of the ground truth for light activity and within 7% for vigorous, where ac-
celerometers overestimate METs with 24% for the light and underestimate
METs with 28% for vigorous activity.
Liu et al. [130] proposed an approach to estimate the energy expenditure
during playing games by utilising the skeleton tracked by a Kinect. In
their model, each motion was decomposed into vertical and horizontal plane.
Energy expenditure of ith = [1, 2, ..., 10] moving body part with mass of mi in
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the former plane between frame t and t+1 was computed as Ev(i) = migδht
where δt was the change of height on z axis. For the motion component on
horizontal plane, Eh(i) = Ex(i) + Ey(i), which were computed with the aid
of movement speed and mass of each part. However, this chapter did not
give the accuracy of the estimation.
7.2 Problem Statement
Cameras that detect depth have been utilised increasingly in recent years as a
motion capture device to record the 3D positions of M joints throughout the
body of a subject. The trajectory of the mth joint (m = 1, 2, · · · ,M) can be
defined as a function of time t ∈ [0, T ] as rm(tk) = [xm(tk), ym(tk), zm(tk)]> ∈
R3×1, where xm(tk), ym(tk) and zm(tk) are trajectory functions of the mth
joint on X, Y and Z axis in a Cartesian coordinate system. Here, we assume
the direction of Y axis is opposite to the direction of the gravity.
Since it is easy to retain the kinematic information for joints throughout a
human body, if the weight on mth joint is assumed to be wm and
∑M
m=1wm =
Ξ (here, Ξ is the total mass of a subject), the mechanical energy possessed
by the mth joint at time t can be computed as
emd (tk) = wm
(
1
2
vm(tk)
2 + g (ym(tk)− ym(0))
)
, (7.1)
where we assume the initial mechanical energy of the body is zero and
the whole body mechanical energy at time t is ed(tk) =
∑M
1 e
m
d (tk). Here
vm(tk) = [v
x
m(tk), v
y
m(tk), v
z
m(tk)]
> ∈ R3×1 is the velocity of mth joint at time
t and vxm(tk), v
y
m(tk) and v
z
m(tk) are three components of vm(tk) on X, Y and
Z axes respectively. By differentiating the whole body mechanical energy
with respect to time, the instantaneous power of the system is
pd(tk) =
ded(tk)
dt
=
M∑
1
demd (tk)
dt
=
M∑
1
wm(am(tk)
>vm(tk) + gvym(tk)), (7.2)
where am(tk) = [a
x
m(tk), a
y
m(tk), a
z
m(tk)]
> ∈ R3×1 is the acceleration of
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mth joint at time t and axm(tk), a
y
m(tk) and a
z
m(tk) are three components of
am(tk) on X, Y and Z axes respectively.
Therefore, using the readings from a 3D depth camera to estimate hu-
man motion energy expenditure requires the knowledge of wm with m =
1, 2, · · · ,M , which, we assume, is a constant during a certain period of
time.
To estimate these parameters, a calibration phase with power data from
the other standalone device is required. Let’s notate the power captured
from the other device as pc(tk) under the assumption that the sampling rate
of the device is the same as that of the 3D depth camera. If not, the sampling
rate can be easily changed by various methods.
Eventually, the problem to be solved in this chapter is that
argmin
w1,w2,··· ,wM
‖pc(tk)− pd(tk)‖2 . (7.3)
7.3 Methodology
Since human movement is a time-series dynamic system, we propose to solve
this problem by using a dynamic model, rather than a conventional iterative
optimisation method.
7.3.1 Dynamic model
Based on the characteristics of human motion, a dynamic model can be built
as
S(tk + δt) = HS(tk) + σ(tk) (7.4)
Y (tk) = G(S(tk)) + ε(tk), (7.5)
where S(tk) ∈ R10M×1 is the state of the system at time t and Y (tk) ∈
R(3M+2)×1 is the observation at time t. Additionally, H ∈ R10M×10M is the
transition matrix and G(·) is the state to observation function that returns
a (3M + 2) × 1 vector. Moreover, σ(tk) ∈ R10M×1 and ε(tk) ∈ R(3M+2)×1
are system and measurement noise with mean of zero and covariance of
Q ∈ R10M×10M and R ∈ R(3M+2)×(3M+2) respectively.
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Furthermore, the state of the system is notated as
S(tk) = [P (tk), V (tk), A(tk),W (tk)]
> ∈ R10M×1 (7.6)
P (tk) = [x
1(tk), y
1(tk), z
1(tk), · · · , xM(tk), yM(tk), zM(tk)]>
V (tk) = [v
1
x(tk), v
1
y(tk), v
1
z(tk), · · · , vMx (tk), vMy (tk), vMz (tk)]>
A(tk) = [a
1
x(tk), a
1
y(tk), a
1
z(tk), · · · , aMx (tk), aMy (tk), aMz (tk)]>
W (tk) = [w
1(tk), w
2(tk), · · · , wM(tk)]>. (7.7)
Additionally, the observation of the system is notated as
Y (tk) =
[
P˜ (tk), pd(tk)
]>
, (7.8)
where P˜ (tk) is observed 3D positions of joints with the same format of
P (tk) in (7.6).
Moreover, the state transition matrix is
H =

I3M I3Mδtk
1
2
I3Mδt
2
k 0
0 I3M I3Mδtk 0
0 0 IM 0
0 0 0 IM
 ∈ R(9M)×(9M), (7.9)
As for G(·),
G(S(tk)) =
{
[I3M , 0, 0, · · · , 0]S(tk)
pd(tk)
(7.10)
During the calculation of pd(tk), we need the information from S(tk),
which provides am(tk), vm(tk) and wm(tk) with m = 1, 2, · · · ,M .
To apply an extended Kalman filter in our study, it is critical to linearise
the state-to-observation function G(·) with respect to the state. Here, we
notate H(tk) = J(G(S(tk))), where J(·) is the Jacobian function.
7.3.2 Constraints
There are two constraints for the estimated weights W (tk) in S(tk), where
tk = 1, 2, · · · , T .
Firstly, DW (tk) = Ξ(tk), where D = [1, 1, · · · , 1] ∈ R1×M and Ξ(tk) is
the total weight of the whole body. In other words, the sum of the weights
on all joints should be the same as the mass of the whole body.
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To integrate this constraint into the Kalman filter, the observation, ob-
servation matrix and measurement noise should be slightly changed as fol-
low [131].
1. For observation
On top of (7.8), Ξ(tk) is involved as an observation. So the observation
vector becomes
Y (tk) = [P˜ (tk), pv(tk),Ξ(tk)]
>, (7.11)
where Ξ(1) = Ξ(2) = · · · = Ξ(T ) because we assume the weight of a
subject is not changed during an exercise session.
2. For observation matrix
G(S(tk)) =

[I3M , 0, 0, · · · , 0]S(tk)
pc(tk)
[0, 0, · · · , 0, 1, 1, · · · , 1]S(tk)
(7.12)
For the last row in G(S(tk)), there are M ones for the purpose of sum
wm(tk) in S(tk) for m = 1, · · · ,M .
3. For measurement noise
(tk) = [(tk), 0]
>. Thus, we assume the weight in the observation has
no noise.
Secondly, we have to make sure that weight on each joint should be non-
negative. Therefore, an inequality constraint should be applied as wm(tk) >
0 for m = [1, 2, · · · ,M ]. To achieve this constraint, active set method [132]
is applied as follow.
In this algorithm, s is the original state shift vector from time t − 1 to
t, I is the maximum number of iteration, λ is the coefficient to adjust the
shift magnitude of the state along s and δ is the change rate of λ. In every
iteration, p is a temporary after-adjusted state, which is evaluated by the
constraint function c(·) ≥ 0. In our case, this constraint function actually
make sure the last M elements in the state are larger than 0. If p meets the
constraint, it is assigned to S(tk) and the loop is terminated. Otherwise, λ
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Algorithm 1 Active set method
1: s← S(t)− S(t− 1)
2: for i← 1, I do
3: p = S(t− 1) + λs
4: if c(p) ≥ 0 then
5: S(t)← p
6: else
7: λ← λ− δ
is reduced by δ and repeat the loop until the maximum iteration number is
hit.
7.4 Experiment Setup
The simulation was done to evaluate the feasibility of a practical approach
in estimating energy expenditure in daily activities. Here, we simulated the
three structured 2D movements of an upper extremity with the length of
upper and lower limbs as Lu and Ll to estimate the virtual weight on three
joints, including a wrist, en elbow and a shoulder. The extremity moves in
the X−Y plane with the direction of Y axis opposite to the direction to the
gravity. Both limbs move in the clockwise direction with different angular
velocities.
First of all, in this simulation, the position of the shoulder changes in Y
axis only with the velocity Vs(tk) = [0, vs sin(
t
T
pi), 0]> where T is the total
length of the movement and t ∈ [0, T ] and vs is the constant amplitude. As
a result, the position of the shoulder can be denoted as
Ps(tk) =
[
0,
∫ t
0
vs sin(
t
T
pi)dt, 0
]>
=
[
0,
T vs
pi
(1− cos(tpi
T
)), 0
]>
(7.13)
and its acceleration is
As(tk) = [0,
d
(
vs sin(
t
T
pi)
)
dt
, 0]> = [0,
vspi cos(
t
T
pi)
T
, 0]> (7.14)
Secondly, the movement of elbow is defined by the angles (αu(tk)) between
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Pe(tk) = [Lu cos(αu(tk)− pi
2
), Lu sin(αu(tk)− pi
2
), 0]> + Ps(tk)
Pw(tk) = [[Ll cos(αl(tk)− pi
2
), Ll sin(αl(tk)− pi
2
), 0]> + Pe(tk)
Ve(tk) = [Luβu sin
(
t
T
pi
)
cos (κu) , Luβu sin
(
t
T
pi
)
sin (κu) , 0]
>
Vw = [Llβl sin
(
t
T
pi
)
cos (κl) , Llβl sin
(
t
T
pi
)
sin (κl) , 0]
>
Ae = [ζu cos (κu) , ζu sin (κu) , 0]
>
Aw = [ζl cos (κl) , ζl sin (κl) , 0]
> (7.15)
the upper limb and the gravity, and that of wrist (αl(tk)) is between lower
limb and the gravity. We further define the angular velocity of αu(tk) and
αl(tk) as α˙u(tk) = βu sin(
t
T
pi) and α˙l(tk) = βl sin(
t
T
pi). As a result, the
positions (Pe(tk) and Pw(tk)), linear velocities (Ve(tk) and Vw(tk)) and linear
accelerations (Ae(tk) and Aw(tk)) can be calculated in (7.15).
where
κa =
∫ t
0
βa sin(
t
T
pi)dt (7.16)
and
ζa =
Laβapi cos
(
t
T
pi
)
T
(7.17)
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7.5 Results and Discussion
Figure 7.1 Results of the simulation using only one Kalman filter
(c) Single Kalman Filters with Single Kalman Filters
Non-structured Movement with structured Movement
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Figure 7.2 Results of the simulation involving two Kalman filters
(c) Parallel Kalman Filters with Parallel Kalman Filters
Non-structured Movement with structured Movement
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Table 7.1: Mean and standard deviation of errors of shoulder, elbow and
wrist estimated with four various approaches, as well as overall RMSE. The
format in the first three columns is Mean/STD and the unit is kilogram.
Shoulder Elbow Wrist Overall RMSE
SN 0.6934/1.5717 1.1462/1.4964 0.4528/1.5248 2.9664
SS 0.5083/1.9557 0.9743/1.0404 0.4659/1.7515 3.0222
DN 0.3195/0.4907 0.5401/0.5559 0.2206/0.4231 1.0710
DS 0.0578/0.4346 0.0601/0.5782 0.0023/0.2375 0.7531
7.5.1 Discussion
The purpose of the dual kalman filter is to deal with two important aspects
of optimisation. The first kalman filter is to estimate trajectory. The second
kalman filter is for weight estimation of the various limbs. The separate
kalman filters, when setup this way, influence each other in an extended
feedback loop.
The differences between Figures 7.1 and 7.2 shown in the use of struc-
tured movement make this obvious. There is also a marked difference in
its convergence when looked at its root mean square error over each index
completed. It can be said that the single kalman filter is relatively inef-
fective compared to the dual kalman filter. In addition, it can be said the
structured movement component of the simulation yielded less error than
the non-structured simulation.
7.5.2 Derivation of the Extended Kalman Filter
In this section, we sought to derive the extended kalman kalman filter used
in the experiment.
S(tk + δt) = HS(tk) + σ(tk) (7.18)
where W (tk) is the associated white noise at time k, S(tk) is the state
equation at time k.
z(tk) = HsmvS(tk) + ε(tk) (7.19)
where Hsmv is the noiseless connection between the state and measure-
ment vector. V (tk) is the associated measurement noise
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Q = E[σ(tk)σ(tk)
T ] (7.20)
R = E[ε(tk)ε(tk)
T ] (7.21)
where Q and R are the error equations for white and measurement noise.
E[e(tk)e(tk)
T ] = P (tk) (7.22)
Equation 7.22 is the mean squared error and
e(tk) = S(tk)− ˆS(tk) (7.23)
P (tk) = E[e(tk)e(tk)
T ] = E[(S(tk)− Sˆ(tk))] (7.24)
where Sˆ(tk) is the observed state and the prior estimate of Sˆ(tk) is Sˆ(tk)
′.
Sˆ(tk) = Sˆ(tk)
′ +K(tk)(z(tk)−HSˆ(tk)) (7.25)
where K(tk) is Kalman gain.
i(tk) = z(tk)−HSˆ(tk) (7.26)
is the innovation measurement residual equation.
Sˆ = Sˆ(tk)
′ +K(tk)(HS(tk) + ε(tk)−HSˆ(tk)′) (7.27)
substitute equation 7.24 into to equation 7.27
P (tk) = E[[(I −K(tk)H)(S(tk)− Sˆ(tk)′)−K(tk)ε(tk)]
[(I −K(tk)H)(S(tk)− Sˆ(tk)′ −K(tk)ε(tk))]T ]
(7.28)
where S(tk)− Sˆ(tk)′ is the prior estimate.
P (tk) = (I −K(tk)H)E[(S(tk)− Sˆ(tk))(S(tk)− Sˆ(tk)′)T ](I −K(tk)H)
+K(tk)E[ε(tk)ε(tk)
T ]K(tk)
T
(7.29)
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P (tk) = (I −K(tk)H)P (tk)′(I −K(tk)H)T +K(tk)RK(tk)T (7.30)
Pkk =

fPe(−1,−1) fPe(0,−1) fPe(1,−1)
fPe(−1, 0) fPe(0, 0) fPe(0, 0)
fPe(−1, 1) fPe(0, 1) fPe(1, 1)
 (7.31)
where
fPe(a, b) = E[e(tk − a)e(tk − b)T ] (7.32)
The trace of the matrix is also the mean squared error. We want to
minimise this by setting its derivative with respect to the Kalman gain to 0.
d(P (tk))
dK(tk)
= 0 (7.33)
P (tk) = P (tk)
′ −K(tk)HP (tk)′ − P (tk)′HTK(tk)T
+K(tk)(HP (tk)
′HT +R)K(tk)T
(7.34)
T [P (tk)] = T [P (tk)
′]− 2T [K(tk)HP (tk)′]
+T [K(tk)(HP (tk)
THT +R)K(tk)
T ]
(7.35)
dT [P (tk)]
dK(tk)
= −2(HP (tk)′)T + 2K(tk)(HP (tk)′HT +R) (7.36)
(HP (tk)
′)T = K(tk)(HP (tk)′HT +R (7.37)
K(tk) = P (tk)
′HT (HP (tk)′HT +R)−1 (7.38)
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S(tk) = HP (tk)
′HT +R (7.39)
P (tk) = P (tk)
′ − P (tk)′HT (HP (tk)′HT +R)−1HP (tk)′ (7.40)
Equation 7.40 is the update equation where the estimate of S(tk) is
developed. This is also helped along with equation 7.38. State projection is
achieved by
Sˆ(tk + 1)
′ = HSˆ(tk) (7.41)
The recursion is finished by the following equation
e(tk + 1)
′ = S(tk + δt)− Sˆ(tk) (7.42)
= (HS(tk) + σ(tk))−HSˆ(tk) (7.43)
= He(tk) + σ(tk) (7.44)
P (tk + 1)
′ = E[e(tk + 1)′e(tk + 1)′] (7.45)
P (tk + 1) = E[(He(tk) + σ(tk))(He(tk) + σ(tk))
T ] (7.46)
7.5.3 Derivation of the Jacobian for the Extended Kalman
Filter
Since the system is non-linear, some adjustments have to be made.
S(tk) = f(S(tk − 1), u(tk − 1), σ(tk − 1)) (7.47)
z(tk) = h(S(tk), ε(tk)) (7.48)
Both of these are assumed to be non-linear.
˜S(tk) = f(Sˆ(tk − 1), u(tk − 1), 0) (7.49)
z˜(tk) = h(S˜(tk), 0) (7.50)
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This is the posteriori estimate:
S˜(tk + 1) = f(Sˆ(tk), u(tk), 0) (7.51)
z˜(tk) = h(S˜(tk), 0) (7.52)
where S˜(tk) is the a posteriori estimate of the state at a previous time k.
The equations governing the filter are now modified using the taylor series
equations mentioned above. Function h is non-linear and relates the state
to the measurement component.
S(tk) ≈ Sˆ(tk) + A(S(tk − 1)− Sˆ(tk − 1)) +W (tk − 1) (7.53)
z(tk) ≈ z˜(tk) +H(S(tk)− S˜(tk − 1)) + V (tk − 1) (7.54)
where
x(tk) and z(tk) represent the state and measurement vectors respectively.
S˜(tk) and z˜(tk) are the approximate state and measurement vectors respec-
tively, taken from equations here and here. Sˆ(tk) is a posteriori estimate of
the system state at time k. ε(tk), σ(tk) represent the process and measure-
ment noise respectively.
A[i, j] =
∂f [i]
∂w[j]
(Sˆ(tk), u(tk − 1), 0) (7.55)
W [i, j] =
∂h[i]
∂x[j]
(Sˆ(tk − 1), u(tk − 1), 0) (7.56)
H[i, j] =
∂h[i]
∂x[j]
(S˜(tk), 0) (7.57)
V [i, j] =
∂h[i]
∂v[j]
(S˜(tk), 0) (7.58)
The prediction error’s new notation.
eˆx(tk) ≡ S(tk)− S˜(tk) (7.59)
Measurement residuals new notation is also given by
e˜z(tk) ≡ z(tk)− z˜(tk) (7.60)
86
The jacobian matrices don’t use the time step subscript t. They are
however, different at any point in t.
7.5.4 Simulation Discussion
There were four main simulations done, with 3 joints being considered for
weight correction and estimation using the extended kalman filter. The four
main simulations were then categorised with either a single extended kalman
filter or a dual kalman filter, with structure or non-structure movement
being applied. In each of the main simulations there were 500 iterations
performed with the single/dual extended kalman filter being applied to the
movement. From Table 7.1, it can be seen that the need for using two EKFs
being implemented is rather high as a single EKF with structure or non-
structure movement has too much error being introduced and is regarded as
an unstable system due to its lack of convergence as can be seen in Figure
7.2 in the Single Structured movement (SS); Single Kalman filter, Non-
structured movement (NS); Dual Kalman Filter, Non-structured Movement
(DN) simulations.
It can be seen from table 7.2 and figure 7.3, that the
Table 7.2: Comparison chart of the RMSE between the different setups used
in the simulation. In this case, the column setups are compared to the row
setups
SN SS DN DS
SN 1 0.981537 2.769748 3.938919
SS 1.018811 1 2.821849 4.013013
DN 0.361044 0.354378 1 1.422122
DS 0.25387 0.249189 0.703175 1
The problem with the analysis of this is that the amount of predictions
to correctly estimate the weights of individual components of the arm are
currently at a unrealistically high amount. This means the time taken to do
the analysis prohibits real time processing in a practical trial. The simulation
processing for each simulation takes approximately ten minutes to analyse
half a minute of movement.
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Figure 7.3 Root Mean Square Error of each simulation
7.6 Conclusion
Estimating weights of the components of the human arm is a difficult task,
with the need for strict control algorithms such as an extended kalman filter
being required due to its non-linear nature. However, the simulation results
from the experiment showed root mean squared (rms) error that is still too
high to use for results in a practical trial, which was being considered for
future work.
The other requirement for a successful simulation and subsequent prac-
tical trial is the use of structured movement. However, in a practical trial,
a subject might not be able to move their arms in a fashion where noise
generated from small involuntary movements in the arm and will have to be
dealt.
Chapter 8
Robust Estimation of Shoulder
Movements from Inertial
Measurements
8.1 Introduction
Capturing human pose in real time using wearable sensors is destined to
have far-reaching consequences in many practical applications. These ap-
plications range from rehabilitation and long-term monitoring in the health
care sector [133, 134], to performance evaluation and activity monitoring in
sports, to motion capture in movie and gaming industries. Readily available
IMU (Inertial Measurement Unit) sensors in an integrated and miniaturised
form are considered to be strong candidates for use in wearable sensors. In-
deed, the problem of capturing human movement amounts to estimating the
relative attitude of sensory (IMU) devices strategically positioned in differ-
ent parts of the human body. Attitude determination of a moving platform
with respect to a primary platform using common observation vectors in
each coordinate system has a multitude of applications, particularly in the
aerospace industry. These independent measurements can typically be a
unidirectional vectors to the stars, sun or the earth’s magnetic field. The
attitude (rotation matrix) of a secondary coordinate frame is sought with
respect to a primary coordinate frame using vector observations such as
magnetometer and accelerometer readings captured in each frame. It is well-
known that two measurements are sufficient to estimate the attitude [135]
in this context. Almost all algorithms for estimating attitude from vector
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measurements are mathematically constructed as minimising a loss function
that was proposed by Grace Wahba in 1965. Furthermore, non-linear rela-
tionships between observed directional cosine vectors are used to estimate
the quaternion. In [136] and [137], an extended Kalman filter based non lin-
ear approach was used to determine the unknown transformation between
a camera and an IMU in a Vision-aided inertial navigation system (V-INS).
The historical problem of identifying attitude using observed directional co-
sine vectors is known as Wahba’s problem which can be stated as follows
:
minA∈R3×3 12
∑
i αi|hi − Ari|2, (8.1)
where his are measurements made in the moving frame, ris are the corre-
sponding measurements made in the reference frame and αi are the non
negative weights. The solutions to Wahba’s problem was originally intro-
duced by Harold Black [138] and Paul Davenport in the form of the TRIAD
method [139], [140] and Davenport’s q method [135], [141] respectively. Un-
like the TRIAD method, Davenport’s q method accounts for noise and for
the first time, quaternion representation was used as opposed to Euler angles.
The QUEST algorithm and Singular Value Decomposition (SVD) method
in [135], [142] are mostly considered to be solutions to this problem. They in-
volve a number of applications, including computational efficiency of QUEST
due to the quaternion representation. Additionally, SVD uses Euler angles
to directly produce the rotation matrix, although the gimbal lock can be
a disadvantage. Subsequently, the Estimator of the Optimal Quaternion
(ESOQ) method is derived from the QUEST algorithm as a less computa-
tionally expensive method.
Magnetic Angular Rates and Gravity (MARG) sensor array based ap-
proach [143] was introduced by Sebastian et al.. They used a quaternion
based representation when minimising the gyroscopic drift via an analyt-
ically derived and optimised gradient descent algorithm on accelerometer
and magnetometer data. Indeed, the availability and affordability of MARG
sensors with integrated wireless communication capabilities have triggered
research and development for a number of wearable applications [144] in
recent times.
With 278 joints combing 308 bones, capturing the highly flexible human
pose is a challenge. Naturally ignoring inflexible fibrous joints, relatively
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flexible cartilaginous joints and highly flexible synovial joints allow complex
movements in the human body. Usually, human motion is identified through
carefully analysing spatial reconstruction, trajectory tracking, joint angle
determination and derivative computation [?,145,146]. Deviation from ideal
sensor behaviour due to external interferences and noise reduces the accuracy
of the determination of human kinematic components [36, 147]
In general, the orientation of the sensor attached to the human limb is
calculated with respect to the reference frame. As the earth’s magnetic field
orientation measurements are adversely affected by the surrounding mag-
netic disturbances (power lines and other electrical equipment), filters and
model based estimators, such as Kalman filter [136], [135], [148], Comple-
mentary filter [149], [150] and [151] are considered in many applications.
Azuma and Bizop in 1994, Foxlin et al. in 1996 - 1998 and Bachmann in
2000 considered the extended Kalman Filter on motion tracking and orien-
tation estimation. The extended Kalman Filter with the QUEST algorithm
based approach was used in [136] for real time monitoring of human arm
movements. The complementary filter minimises the effect of gyroscopic
drift with the use of acceleration or magnetic orientation, even though the
integration of angular rates in a longer time frame may cause a significant
drift where the complementary filter is not able to mitigate.
Robust Extended Kalman Filter (REKF) [152], [153] is preferred for
accounting for large uncertainties involved in system inputs. REKF char-
acteristically assumes a relatively generic uncertainty description and evi-
dently caters for larger variations, particularly when the initialisation un-
certainties are significant [148], [154]. However, filter parameter tuning is
required to achieve estimator convergence with realtime movement track-
ing [137]. Furthermore, as normalisation is required for recursive quaternion
use [137], [155], an optimised approach is required to further enhance the
robustness of the overall approach.
The main contributions of this paper are as follows:
1. A unified model for BioKinematic state estimation involving quater-
nions to avoiding gimble lock.
2. A theoretical justification for normalisation of quaternions required for
recursive estimators.
3. A converted measurement based approach for the formation of a quasi-
linear state estimation problem.
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4. Robust Extended Kalman Filter based approach to estimate the ori-
entation (attitude) of the human pose subjected to large uncertainties.
Figure 8.1 Wahba’s Problem
8.2 Dynamic Model
Generally superior performance in dynamic model based estimations in-
evitably provides a natural choice for human pose estimation. Identification
of a proper dynamic model which facilitates parameter estimation of a ro-
tating and translating frame is crucial. Indeed the model can be made more
advanced and complete by incorporating full body human bio-kinematic
modelling and here we try to keep the overall model simple to highlight the
key contributions of this work. In the proposed algorithm, a quartenion
based approach is preferred as it eliminates the need for using trigonometric
functions [156] which avoids singularities and gimble lock associated com-
plexities inherent to Euler angle based representations.
Denoting the orientation quaternion in the reference coordinate frame as
q, angular velocity ω, we state the following equation [157],
q˙ = 1
2
q ⊗ ω (8.2)
where, ⊗ denotes the quaternion multiplication with ω = [0 ω1 ω2 ω3]> used
as a pure quaternion. Defining the state vector as
x = [x1 x2 x3 x4 x5 x6 x7 x8 x9 x10]
>
where the [x1 x2 x3] = [ω1 ω2 ω3] = ω, [x4 x5 x6 x7] = [q1 q2 q3 q4] = q and
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[x8 x9 x10]
> = δ where, ω, q and δ are angular rates, quaternions and gyro
drift respectively, we can state the dynamic model as,
x˙ = A(x) +Ww,where
A(x) =

− 1
τx
x1
− 1
τy
x2
− 1
τz
x3
x3x5−x2x6+x1x7
2
√
x24+x
2
5+x
2
6+x
2
7
−x3x4+x1x6+x2x7
2
√
x24+x
2
5+x
2
6+x
2
7
x2x4−x1x5+x3x7
2
√
x24+x
2
5+x
2
6+x
2
7
−x1x4−x2x5−x3x6
2
√
x24+x
2
5+x
2
6+x
2
7
− 1
dx
x8
− 1
dy
x9
− 1
dz
x10

∈ R10×1
W =

I3 O3×3
O4×3 O3×3
O3×3 I3
 ∈ R
10×6
w = [Tx, Ty, Tz, B1, B2, B3]
> (8.3)
Here, Tx, Ty, Tz indicate the torque due to uncertain human movements and
B1, B2, B3 indicate the uncertainty in the bias responsible for the Gyroscopic
drift. Im and Om×n denotes identity and zero matrix of indicted sizes. The
measurement model can be stated as follows
y = Cˆ(x) + v, (8.4)
where y = [y1 · · · y9]> =
[
ωˆ1 ωˆ2 ωˆ3 aˆ1 aˆ2 aˆ3 hˆ1 hˆ2 hˆ3
]>
, is the IMU measure-
ment vector with angular rate from gyroscopes, acceleration from accelerom-
eters and orientation of the earth magnetic field from magnetometers. Here,
v = [v1 v2 v3 0 0 0 0 0 0]
> is the measurement noise. Further, the time
constant for the motion and variance of continuous white noise is denoted
93
respectively by τ = [τx τy τz]
> and d = [dx dy dz]
> [158].
Cˆ(x) =

x1 + x8
x2 + x9
x3 + x10
−2‖gˆ‖ (x5x7 − x4x6)
−2‖gˆ‖ (x4x5 + x6x7)
−‖gˆ‖ (x24 − x25 − x26 + x27)
2hˆe2 (x5x6 + x4x7) + 2hˆ
e
3 (x5x7 − x4x6)
hˆe2 (x
2
4 − x25 + x26 − x27) + 2hˆe3 (x6x7 + x4x5)
2hˆe2 (x6x7 − x4x5) + hˆe3 (x24 − x25 − x26 + x27)

Let the measurement in the reference frame have gˆ = [0 0 − ‖gˆ‖]> and
hˆe =
[
0 hˆe2 hˆ
e
3
]>
acceleration and magnetometer readings respectively.
Remark 1. Without the loss of generality we have aligned the X axis of
the stationary global co-ordinate frame in a perpendicular direction to the
magnetic direction to simplify the resulting expressions.
Referring to equation 8.4, we have a unique solution given by,
xˆm =
√
Km+
√
K2m+4L
2
m
2
m ∈ {4, 6}
xˆn =
√
−Kn+
√
K2n+4L
2
n
2
n ∈ {5, 7}
where
K4 = K5 =
p2+q3
2
, L4 = L5 =
q2−p3
2
,
K6 = K7 =
p2−q3
2
, L6 = L7 =
q2+p3
2
with
p2 =
hˆ2‖gˆ‖+aˆ2hˆe3
hˆe2‖gˆ‖
, p3 =
hˆ3‖gˆ‖+ aˆ3hˆe3
2hˆe2‖gˆ‖
q2 =
−aˆ2
2‖gˆ‖ , q3 =
−aˆ3
‖gˆ‖ . (8.5)
Considering the measurement uncertainty, let the measurement model for
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the converted measurements with respect to magnetometer and accelerom-
eter measurements be:
aˆi = ai + v
a
i , hˆ
e
j = h
e
j + v
e
j , hˆj = hj + v
h
j (8.6)
∀i ∈ {1, 2, 3} and j ∈ {2, 3}.
where aˆi, hˆ
e
j and hj indicates the accelerometer readings subjected to mea-
surement noise, magnetometer measurement in the reference frame and the
mobile frame respectively. The error bounds are described in the following
form:
Assumption 1. The following holds
1 For given constants α and β, let 0 ≤ vai ≤ βai, 0 ≤ vej ≤ αhej and
0 ≤ vhj ≤ αhj ∀i ∈ {1, 2, 3} and j ∈ {2, 3}.
In the case of converted measurements, let’s define the following:
µ = (1+α)(1+β)
(1−α)(1−β) , σ =
(1−α)(1−β)
(1+α)(1+β)
(8.7)
λ =
√
µ+σ
2
, φ =
√
µ−σ
2
, (8.8)
Now we can state the converted measurement,
xˆi = λxi + ni (8.9)
where
‖ni(t)‖ ≤ ‖φxi‖ ∀i ∈ [4, 5, 6, 7] . (8.10)
Denoting
C =
[
I3 O3×4 I3
O4×3 λI4 O4×3
]
and
K =
[
I3 O3×4 I3
O4×3 φI4 O4×3
]
the converted measurement model corresponding to the non-linear mea-
surement model in equation 8.4 can be stated in the following linear form:
yc(t) = Cx(t) + n(t). (8.11)
Here yc = [ω1 ω2 ω3 xˆ4 xˆ5 xˆ6 xˆ7]
>, n(t) , [n1(t) n2(t) n3(t) n4(t) n5(t) n6(t) n7(t)] .
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8.3 Robust Non Linear Filtering
Consider nonlinear uncertain systems of the form,
x˙ = A(x, u) +Dw
z = Kx
y = Cx+ n (8.12)
defined on [0, T ] with x(t) ∈ Rn denoting the state of the system and y(t) ∈
Rl the measurements vector. Further, z(t), u(t), w(t) denote the uncertainty
output and the uncertainty inputs respectively.
Assumption 2.
(x(0)− x0)>N (x(0)− x0)
+1
2
∫ T
0
[
w(t)>Qw(t) + n(t)>Rn(t)
]
dt
≤ d+ 1
2
∫ T
0
z(t)>z(t) (8.13)
Introduce the following Riccati Differential Equation(RDE)
S˙ +∇xA(x˜, u)>S + S∇xA(x˜, u) + SDQ−1D>S
−C>RC +K>K = 0, S(0) = N (8.14)
Then the state propagation is given by,
˙˜x(t) = A(x˜(t), u0)
+ S−1(t)
[
C>R [yc(t)− Cx˜(t)] +K>K
]
,
x˜(0) = x0. (8.15)
The reference frame is oriented with the following assumptions.
1. Accelerations apart from gravity are negligible
2. Reference frame is such that the direction of the magnetic field is
perpendicular to the X axis.
Remark 2. Notice here that there is a significant component of the earth’s
magnetic field in the Z direction in Australia and this cannot be neglected
unlike in the case of locations close to the equator.
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8.3.1 Robustness of the estimation
The approximate solution for the set of estimated states for the robust set
valued state estimation is :
χs ={
x ∈ Rn : 1
2
(x− x˜(s))>X(s) (x− x˜(s)) ≤ d− φ(s)
}
(8.16)
where
φ(t) ,
∫ t
0
[
1
2
(y − Cx˜)>R (y − Cx˜)− x˜>K>Kx˜
]
dτ
Therefore, the centroid of the ellipsoidal set is taken as the estimated state.
Let Φ and Θ denote the diagonalising and the resulting diagonal matrix
respectively while ai and aj denote the spectral densities of
1√
d−φ(s)Θ and√
d− φ(s) Θ−1 respectively. Taking, δ+ = [0 · · · ai · · · ]> ∈ Rn and δ− =
[0 · · · aj · · · ]> ∈ Rn and noticing Φ>X(s)Φ = Θ, xˆ+ = x(s) + Φδ+ and
xˆ− = x(s)+Φδ− indicate the major axis and the minor axis of the set values
state estimation. This provides a measure of the estimation bounds.
8.4 Robust optimisation based approach for
Orientation estimation
The x4, x5, x6 and x7 of the state vector denotes the orientation quaternian.
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With R+ denoting the set of non-negative real numbers, define,
F (x) = (x4 − P )2 + (x5 −Q)2 + (x6 −R)2 + (x7 − S)2,
G(x) = −2Px4 − 2Qx5 − 2Rx6 − 2Sx7,
x = [x4 x5 x6 x7]
T , A1 = [1 0 0 0]
T ,
A2 = [0 1 0 0]
T , A3 = [0 0 1 0]
T , A4 = [0 0 0 1]
T ,
Γ =
√
P 2 +Q2 +R2 + S2, p1 =
1
Γ
[P Q R S]> ,
p2 =
−1
Γ
[P Q R S]>
Ω = {x ∈ R4+ : x24 + x25 + x26 + x27 = 1},
Λ =
x ∈ R4+ :
x24 + x
2
5 + x
2
6 + x
2
7 ≤ 1
and
x4 + x5 + x6 + x7 ≥ 1
 ,
∂Λis a boundary ofΛ.
h4 = {x ∈ R4+| x4 = 0}, h5 = {x ∈ R5+| x5 = 0},
h6 = {x ∈ R4+| x6 = 0}, h7 = {x ∈ R5+| x7 = 0},
h8 = {x ∈ R4+| x4 + x5 + x6 + x7 = 1},
Λ4 = (∂Λ\Ω)
⋂
h4,Λ5 = (∂Λ\Ω)
⋂
h5,
Λ6 = (∂Λ\Ω)
⋂
h6,
Λ7 = (∂Λ\Ω)
⋂
h7,Λ8 = (∂Λ\Ω)
⋂
h8
Now we can state the following lemma
Lemma 1. The solution to the following problem of,
minF (x) subjected to x ∈ Ω
can be stated as follows:
1 If P = Q = R = 0 then
[
1
2
1
2
1
2
1
2
]>
is the optimal solution.
2 if P ≥ 0, Q ≥ 0, R ≥ 0, S ≥ 0 then optimal value of (OP )1 is
min{F (A1), F (A2), F (A3), F (A4), F (p1)}
3 if P ≤ 0, Q ≤ 0, R ≤ 0, S ≤ 0 then optimal value of (OP )1 is
min{F (A1), F (A2), F (A3), F (A4), F (p2)}
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4 Else the optimal value of (OP )1 is
min{F (A1), F (A2), F (A3), F (A4)}.
Proof. From lemma 3 and 4, we see that if x∗ ∈ Ω is an optimal point of
problem (OP )3 then it also is an optimal point of problem (OP )1. Therefore,
to solve problem (OP )3, we only need to find an optimal point x
∗ ∈ Ω for
problem (OP )3.
For γ ∈ R, we denote the γ-level set for linear functional G(x) as follows.
Gγ = {x ∈ R4| G(x) = γ}.
Clearly, Gγ, γ ∈ R are parallel hyperplanes. Therefore, if Gγ0 is a supporting
hyperplane of the convex set Λ at x0 ∈ ∂Λ then x0 is an optimal point
and G(x0) = γ0 is the optimal value of problem (OP )3. Similar to the
proof of lemma 3, if x0 belongs to one of five sets Λi, i = 4, 5, · · · , 8 then
one of four points A1, A2, A3, A4 is an optimal point of problem (OP )3.
On the other hand, Gγ0 is a supporting hyperplane of the convex set Λ at
x0 = [x04 x
0
5 x
0
6 x
0
7]
T ∈ Ω if
x04
P
=
x05
Q
=
x06
R
=
x07
R
(8.17)
(for case P 6= 0, Q 6= 0, R 6= 0.) In this case, (8.17) implies that
(x04)
2
P 2
=
(x05)
2
Q2
=
(x06)
2
R2
=
(x07)
2
R2
=
(x04)
2 + (x05)
2 + (x06)
2 + (x07)
2
P 2 +Q2 + 2R2
. (8.18)
If P > 0, Q > 0, R > 0 then by using (2) we have an unique solution that
belongs to Ω of (8.17) is p1. If P < 0, Q < 0, R < 0 then by using (2) we
have a unique solution that belong to Ω of (8.17) is p2. Note that if P = 0,
Q = 0, R = 0, then we conclude x04 = 0, x
0
5 = 0, x
0
6 = x
0
7 = 0, respectively.
Otherwise (8.17) has no solution belonging to Ω.
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8.5 Implementation of the Orientation esti-
mation
The process of pre filtering is to ensure the frequency bounded noise is fil-
tered out via simple low pass filtering. Using the empirical knowledge, we
set the bandwidth of the low pass filters. We use the converted measurement
as raw estimates, standard extended Kalman filtering and also the Robust
Extended Kalman filtering to evaluate the performance of our approach. In-
deed, all these use the optimisation framework we mathematically justified,
to ensure that the standard quarternion constraints are met. As depicted in
figure 8.2, in the first step, the converted measurement approach is used to
compute the quaternion using the magnetometer (h) and the accelerometer
readings (a). The magnetometer readings suffers scaling errors and offset bi-
ases. The errors are indeed device specific and hence the normalised readings
were used to calculate the quaternions.
8.5.1 Extended Kalman Filter based approach
The non-linear dynamic and measurement model described in equations 8.3
and 8.4 respectively are used in the standard extended Kalman filter imple-
mentation.
E(w>w) =
[
Q1I3 O3
O3 Q2I3
]
(8.19)
The numerical values for Q1 and Q2 are evaluated as given in [157].
8.5.2 Robust Extended Kalman Filter Implementa-
tion
The non-linear dynamic and measurement model described in equations 8.3
and 8.4 respectively are used under the norm bounded uncertainty assump-
tion given in inequality 8.13.
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Figure 8.2 Block Diagram of The Algorithm
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8.5.3 Robust Extended Kalman Filter with Linear Mea-
surements
The non-linear dynamic and measurement model described in equations 8.3
and 8.11 respectively are used under the norm bounded uncertainty assump-
tion given in inequality 8.13. The non-linear measurement model given in
equation 8.4 is converted to the underlying linear form with the measure-
ment assumptions in 8.6 resulting in 8.11. The quaternions obtained in
equation 8.5 as converted measurements are in fact considered as time wise
observation in the linear measurement model in equation 8.11. Hence the
measurement vector can be updated as:
y = [y1 · · · y13]> = [ω1 ω2 ω3 a1 a2 a3 h1 h2 h3 x˜4 x˜5 x˜6 x˜7]>
with the angular rates from gyroscopes, accelerations from accelerometers,
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orientation of the earth’s magnetic field from magnetometers and the mea-
surement converted quaternions from equation 8.5. Furthermore, the time
constants for the motion and variance of continuous white noise are denoted
by τ and d respectively.
8.6 Computer Simulations
Two hypothetical scenarios were considered to validate the underlying as-
sertions by employing torque Tx, Ty, Tz, and time constants τx, τy, τz in the
respective cartesian axes to emulate the relevant kinematics of human arm.
The torque gradually increases while the arm is being lifted then kept con-
stant prior to reducing to the resting state which corresponds to the upright
position. Gyroscope, accelerometer and magnetometer readings were cap-
tured as the simulated kinematics using equation 8.3, 8.4 and 8.5. The re-
sulting measurements were used with different estimators; Extended Kalman
filter (EKF), Robust Extended Kalman Filter (REKF) and Robust Extended
Kalman filter with Linear measurements (REKFLM) for real time estimation
of the arm orientation. The figure 8.4 shows the actual angle variation with
time and the estimated angle variation from each of the algorithms simulta-
neously for this hypothetical scenario. Notably, the shoulder pitch, yaw and
roll angles deduced from the estimated state is the same for each algorithm
compared to the simulated actual angles when the uncertainty is low. How-
ever when the gyroscopic bias uncertainty (
√
BTB) where B , [B1 B2 B3]>
and B1, B2 and B3 are taken as identical with at 0.00005 increments from
0.00001. The estimation error is increased significantly as depicted in figure
8.3. Further, Gaussian noise was introduced to the generated measure-
Figure 8.3 The error in estimated angle with against the uncertainty bias
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ments to validate the robustness of each algorithm in measurement noise
uncertainty. The signal to noise ratio between 60 dB to 20 dB was intro-
duced to the simulated accelerometer, magnetometer and gyroscope read-
ings with the kinematic model parameters of τx,τy and τz set to 0.25 s
−1 and[
B1 B2 B3
]
set to
[
0.0001 0.0001 0.0001
]
.
Figure 8.4 RMSE of the Estimated angle
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The second simulation is designed to investigate the optimisation al-
gorithm discussed in section 8.4. Unlike the previous case, the estimated
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Figure 8.6 Percentage Improvement due to Quaternion Optimization
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quaternion (
[
Xˆ4 Xˆ5 Xˆ6 Xˆ7
]
), prior to using as input to the estimator,
is optimised using the proposed algorithm. It is the standard practice to
normalise the quaternion and here we establish a mathematical justification
to this process. The model parameters such as time constant and uncer-
tainty constant are the same as they were for the first simulation. Gaussian
noise (60 dB - 20 dB Signal-to-noise ratios) was introduced to gyroscope,
magnetometer and accelerometer readings in the first simulation.
8.7 Experimental Setup
An inertial measurement sensor in an integrated system with wireless com-
munication was positioned on the wrist of the subject in order to capture
the movement of the shoulder joint. The validation of the underlying al-
gorithms was conducted through data captured from four healthy subjects
(two males and two females) using a Kinect©optical system and ten healthy
subjects (eight males and two females) using VICON optical system without
any history of joint or muscle impairments. Each subject was asked to do
three simple exercises :
1) Lifting the arm in front of the body by 90o (Forward Flexion-Extension
as sub-figures 8.7-(A) and 8.7-(B))
2) Lifting the arm along the side of the body (Abduction-Adduction as sub-
figures 8.7-(A) and 8.7-(C)) and
3) Lifting the arm to the back of the body (Backward Flexion-Extension as
sub-figures 8.7-(A) and 8.7-(D)).
Each exercise was repeated three times over approximately 10 minutes with
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the inertial sensor worn on the distal left arm. The experiment setup is
shown in Figure 8.7. The exercise routines were simultaneously recorded
using VICON optical motion capture system (VICON T40S System) and a
Microsoft Kinect© system. The subject is in the orthostatic position with
the sensor frames and reference frames are approximately aligned initially.
In the underlying formulation, the torques are considered to be uncertainty
inputs and the time constants are determined inline with the prior computer
simulations discussed in 8.6.
8.8 Results and Discussion
8.8.1 Computer Simulations
The Root Mean Squared Error (RMSE) was plotted in figure 8.5 for the
three estimators considered; EKF, REKF and REKFLM with the subjected
(60 dB -20 dB) noise levels. Irrespective of engaging optimised quaternion
(section 8.4), the RMSE was less for REKFLM. This is particularly observ-
able when the uncertainties are significant. Indeed the filter accuracy in
estimating the rotation angle improved when the noise level reduced from
20dB to 60dB. The error in EKF increased markedly and the error in REKF
was exaggerated compared to the REKFLM. In all the estimation algorithms
considered, quaternion optimisation had a positive yet reduced impact on
lower noise levels (50dB-60dB) on the angle estimation accuracy unlike for
larger noise levels (20dB-30dB). Indeed the superior estimation accuracy in
the Robust Extended Kalman filter with Linear Measurements (REKFLM)
is further enhanced with the use of quaternion optimisation as depicted in
figure 8.5.
As shown in figure 8.6, quaternion optimisation resulted in an approxi-
mately 30% RMSE improvement in the EKF implementation when the SNR
is 20 dB, in addition to a more prominent improvement when the SNR was
between 28 dB to 20 dB. In contrast, RMSE improvement in the REKF im-
plantation was 42% when the SNR is 20 dB with noticeable improvements
in the 20-30 dB noise range. The RMSE improvement in REKFLM due to
quaternion optimisation was relatively less in comparison to the other two
algorithms, approximately 9% improvement when the SNR is 20 dB. REK-
FLM outperforms the other estimators albeit all approaches proclaim the
benefit of quaternion optimization to varying degrees.
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Figure 8.7 Experiment Setup and Procedure: S1, S2 and S3 are sensor and
worn marker positions: distal end of elbow, wrist and palm respectively
(A) – Initial Position (B) - Flexion
(C) – Abduction (D) – Backward Extension
(E) – Biokin Sensor and MOCAP marker
Biokin 
Sensor
MOCap 
Marker
S1
S2
S3
S1 S2S3
S1 S2 S3
S1
S2
S3
8.8.2 Experiment
Figure 8.4 shows the RMSE in the estimated shoulder movement angles
for the simple exercise of forward extension, when the movement replicated
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the execution in a simulated environment. Here the physical movement is
carried out as close as possible to the simulated movement and the IMU
measurements were then used to estimate the actual angle turned. The arm
motion is along a planar trajectory in order to ensure minimal system com-
plexity. This allows the primary focus to be the assessment of the underlying
filtering algorithms. This indeed avoided more complex torques necessary
to generate arbitrary trajectories generally experienced in reality. Figure
8.8 shows the estimated angle (roll angle) difference compared to VICON
optical system for the same exercise. Here, figure (a) and (b) show the
RMSE in the corresponding angle differences optimised and non-optimised
quaternions respectively. Angles derived from REKFLM were similar to the
angles measured from the VICON system irrespective of the engagement
of quaternion optimisations (see figure 8.8). Quaternion optimisation im-
proved each estimation algorithm markedly reducing the angle estimation
error significantly. Table 8.1 lists the average RMSE for three exercises
(Forward Flexion-Extension, Abduction-Adduction and Backward Flexion-
Extension) when IMU measurements were compared to both Kinect© and
VICON systems. The bar charts in figure 8.9 and 8.10 show the perfor-
mance, in terms of RMSE, of each algorithm over four healthy subjects with
respect to Kinect© and VICON measurements. The last column indi-
cates the averaged performance as listed in table 8.1, and each performance
improvement due to quaternion optimisation is provided with each figure
concurrently. Similar to computer simulations, the EKF and REKFLM are
Table 8.1: Averaged RMSE Error in angle estimation for arm exercises in
comparison to Kinect© and VICON system based measurements
Averaged RMSE of Non- Optimization Quaternion Averaged RMSE of Optimized Quaternion
Compared to Kinect© Optical System Compared to VICON Optical System Compared to Kinect© Optical System Compared to VICON Optical System
EKF REKF REKFLM EKF REKF REKFLM EKF REKF REKFLM EKF REKF REKFLM
Forward Flexion-Extension 0.2576 0.1631 0.0712 0.1469 0.0833 0.0491 0.1476 0.0874 0.0613 0.0911 0.0574 0.0393
Abduction-Adduction 0.206 0.1242 0.0698 0.1181 0.0933 0.0531 0.1352 0.063 0.0537 0.0924 0.0569 0.0415
Abduction-Adduction 0.1622 0.117 0.0527 0.0904 0.058 0.0376 0.1475 0.1004 0.0417 0.0723 0.0438 0.0351
the least and most accurate algorithms respectively. Figures 8.11 and 8.12
depict improvement, in terms of RMSE and with respect to Kinect and VI-
CON measurements, due to the engagement of quaternion optimisation for
each filter and subject respectively. As depicted in table 8.1, the averaged
RMSE with respect to Kinect© when using EKF is reduced by 43%, 34%
and 10% for the three exercises respectively due to quaternion optimisa-
tion while the averaged RMSE in EKF algorithm is reduced by 36%, 21%,
and 19% with respect to VICON optical system. For the case of REKF
107
accuracy improved by 47%,49% and 14% with respect to Kinect© system
and 30%, 38% and 24% with respect to VICON optical system across the
aforementioned exercises. This result implies that the accuracy in EKF and
REKF methods improved significantly due to quaternion optimisation yet
the accuracy of REKFLM algorithm improved by about 14%, 23% and 21%
respectively for the above exercises with the Kinect© system. Accuracy
of the REKFLM approach is improved by 20%, 21% and 7% for forward
Flexion Extension exercise, Abduction Adduction exercise and Backward
Flexion-Extension exercise respectively compared to VICON optical system
when engaged with quaternion optimisation.
We notice that, generally, REKFLM algorithm outperforms EKF and REKF.
Furthermore, quaternion optimisation significantly improves the state esti-
mation irrespective of the estimator.
8.9 Conclusion
It has been demonstrated that adopting a linear formulation in the measure-
ment scheme provides improved results for real time human kinematic move-
ment estimation as opposed to the standard approach involving extended
Kalman filtering or even robust version of extended Kalman filtering. The
measurement conversion based linear approach does, in fact, result in im-
proved estimation accuracy. Indeed, the Quaternion normalisation improved
the estimation accuracy of all estimators in general and the mathematical
verification of the process completes the justification of the current practice
in place. Although there is relatively less improvement due to quaternion
estimation for the converted measurement Kalman filtering, the proposed
approach still outperforms traditional approaches. These assertions have
been verified by computer simulations as well as hardware experimentation.
Consider the following optimization problems :
OP1 : minF (x) subjected to x ∈ Ω
OP2 : minG(x) subjected to x ∈ Ω
OP3 : minG(x) subjected to x ∈ Λ
Lemma 2. Consider the problem OP3. Assuming that x
∗ is an optimal
point of the problem and two points z1 ∈ Ω2, z2 ∈ Λ. If there exists a real
number λ ∈ (0; 1) such that x∗ = λz1 + (1 − λ)z2 then z1 and z2 are also
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Figure 8.8 RMSE in angle estimation for Forward Extension Exercise in
comparison to VICON optical system
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Figure 8.9 RMSE in angle estimation for the upper arm exercises in com-
parison to Kinect© optical System
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Figure 8.10 RMSE in ante estimation for the upper arm exercises in com-
parison to VICON optical System
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Figure 8.11 Percentage Improvement due to quaternion optimization in
comparison to Kinect© optical system
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optimal points.
Proof. Since x∗ is an optimal point of problem and z1 ∈ Λ, z2 ∈ Λ, we have
G(x∗) ≤ G(z1) and G(x∗) ≤ G(z2). If z1 is not an optimal point of problem
(OP )3 then G(x
∗) < G(z1). By linearity of functional G(x), we have
G(x∗) = G(λz1 + (1− λ)z2)
= λG(z1) + (1− λ)G(z2)
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Figure 8.12 Percentage Improvement due to quaternion optimization in
comparison to VICON optical system
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< λG(x∗) + (1− λ)G(x∗)
= G(x∗). (8.20)
This is a contradiction. Thus, z1 is an optimal point. Similarly, we also
prove that z2 is an optimal point.
Lemma 3. Problem OP3 has at least an optimal point which belong to Ω.
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Proof. From lemma 2, we can imply that problem OP3 has a optimal point
x∗ which belongs to boundary of Λ. It means that x∗ ∈ ∂Λ. Note that
Λi ∩ Λj = ∅, λi ∩ Ω = ∅, i 6= j, i, j = 4 · · · 8 and
∂Λ = Ω ∪
( 8⋃
i=4
Λi
)
.
Therefore, if x∗ 6∈ Ω then there is an index i ∈ {4, 5, · · · , 8} such that
x∗ ∈ Λi. Without loss of generality, we assume that x∗ ∈ Λ4. By using
lemma 2, we can implies that one of three points A2, A3 and A4 must be
an optimal point. It means that problem OP3 has at least an optimal point
which belong to Ω. 
Now let’s recall the definition of equivalence of optimisation problems as
given in [159] as follows:
Definition Two optimisation problems are equivalent if from a solution of
one, a solution of the other is readily found and vice versa.
Lemma 4. The problems are equivalent
Proof. By expanding functional F (x) and using the constraint x24 + x
2
5 +
x26 + x
2
7 = 1, we can see that OP1 = 1 + P
2 + Q2 + R2 + S2 + OP2. This
implies that if x∗ is an optimal point of problem OP1 then it is also an
optimal point of problem OP2 and vice versa. Therefore, problem OP1 is
equivalent to problem OP2. On the other hand, it is easy to see that if
x∗ ∈ Ω is an optimal point of problem OP3 then it also is an an optimal
point of problem OP2. Note that in the case x
∗ 6∈ Ω then we can using
lemma 3 to find another optimal point x∗∗ ∈ Ω. Certainly, this point x∗∗
is an optimal point of problem OP2. The rest of the proof is to prove the
converse. It means that if x∗ ∈ Ω is an optimal point of problem OP2 then
we must prove that it also is an optimal point of problem OP3. If we assume
that x∗ is not an optimal point of problem OP3 then there is another point
z1 ∈ (Λ\Ω) such that G(z1) < G(x∗). By lemma 3, there exist z2 ∈ Ω such
that G(z2) = G(z1). This implies that G(z2) < G(x∗). This contradicts
with that x∗ is an optimal point of problem OP2. Therefore,x∗ must be an
optimal point of problem OP3. The proof of lemma 4 is completed.
Chapter 9
Entropy Based Method To
Quantify Limb Length
Discrepancy Using IMU
Sensors
Limb length is a useful parameter in the assessment of common muscu-
loskeletal disorders such as Limb Length Discrepancy. The measurement
variation among rates adversely affects the quantitative aspect of assess-
ments and introduces a greater subjectivity in the course of treatment.
Hence, it may affect the quality of care. Common practice for measuring
limb length is based on radiographic imaging techniques which are inconve-
nient, costly and require professional knowledge in a specific clinical setting.
Direct instruments such as callipers, anthropometers and measuring tapes
are difficult to use with patients due to susceptibility to human error in
determining the position of the rotational joint; especially in the case of
the lower extremity. In this chapter, the determination of limb length is
automated using a contemporary algorithm which applies curvature to the
measurements from a low-cost and miniaturised inertial sensor, primarily
used in the bio-kinematic research and development arena. Indeed the mo-
tion artefacts contribute to the ultimate estimations and, in this approach,
a least noise threshold model is employed to address the robustness. The
proposed estimation technique was validated with real data observed from
eight healthy subjects and compared with radiographic and direct measure-
ments. The experimental results indicate greater accuracy compared with
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manual measurements with low root mean squared error (RMSE) percent-
ages for arm length and lower limb lengths with values ranging from - 8.6%
to 14.4%. Additionally the mean limb length difference between our estima-
tor and both radiographic measurements and direct measurement was less
than 4.3 cm.
9.1 Introduction
Limb length discrepancy or anisomelia is defined as an anatomical condi-
tion in which paired limbs are noticeably unequal [160–162]. The possible
causes for this condition are infections, paralysis, tumors and consequences
of surgical procedures [160]. The most common form of the discrepancy,
Leg Length Discrepancy (LLD), occurs in the lower extremity [160]. LLD
results in muscle tightness or weakness, joint tightness and difficulty with
hip abduction/adduction due to tightness [160]. According to the studies
in [163,164], LLD is considered to be a common condition occurring in 40% -
70% of population. Statistically, one out of thousand people suffer from LLD
of greater than 20 mm, a condition that can develop either from childhood
or later in life.
The consequences such as low back pain (LBP), osteoarthritis (OA) of
the hip, stress fractures, aseptic loosening of hip prostheses, standing imbal-
ance, running and walking difficulties are associated with LLD. The affected
limb length discrepancy can be in the range between 9 mm to 60mm [160]
and the severity of LLD is determined based on limb length inequalities.
According to [165], treatments are defined as 1. mild (0-20 mm) - insignifi-
cant to treat, 2. moderate (20-60 mm) should be treated by using shoe lifts,
epiphysiodesis, or shortening and 3. severe (60-200 mm) should be treated
by combined surgical procedures with prosthetic fitting. However, quanti-
fying the magnitude of LLD for treatments is very subjective and accurate
detection of limb lengths plays a vital role in determining the appropriate
course of action [160,162].
A number of sensor technologies are used to estimate limb lengths. Ra-
diographic technology is considered to be the gold standard which measures
the leg length between markers: femur/pelvis to ankle [160]. There are essen-
tially three commonly used radiographic techniques: orthoroentgenogram,
scanogram and computerized digital radio-graph. These technologies have
shortcomings such as distortion by parallax error, radiation exposure, cost
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and the requirement of dedicated laboratory facilities restricting any use
in non-clinical settings. Some investigators have used direct measurements
such as measuring limb lengths using instruments such as anthropometric
callipers and measuring tapes [166–172]. However, they are cumbersome to
use and susceptible to human error especially when determining the pelvic
bone of LLD patients [160]. However, the development of reliable, accurate,
affordable and easy to use limb length measurement technique is a necessity
especially for LLD patients [162].
With the advancement in MicroElectroMechanical Sensors (MEMS), minia-
turised and low-cost sensors that can be packaged as wearable devices are
decorously considered for human motion capture [166–170, 172, 173]. More
importantly, MEMS sensory devices can be used in non-clinical settings
to provide continuous monitoring for an extended period of time. This is
considered to be a more cost-effective approach to deliver rehabilitation ser-
vices [174]. However, usage of MEMS sensors for limb length estimation
has not been considered. Furthermore, if this process could be automated
by using MEMS sensors, it would not only result in improved accuracy, but
also the ability to take measurements in the absence of specialised personnel,
thus enhancing the use in non-clinical settings and tele-rehabilitation.
There has not been any attempt to extract limb length using MEMS
sensors in the open literature. Thus, this chapter aims to provide a novel
and systematic approach to estimate limb length using MEMS sensors espe-
cially for applications such as the treatment of LLD. Only one IMU sensor
is required to facilitate the measurement of limb length. The rest of this
chapter is arranged as follows: section 9.2 introduces the novel approach of
estimating the limb length based on trajectory curvature ideas followed by
signal filtering. The following section discusses the Least Noise Threshold
(LNT) method to determine the least noisy portion of a dataset to increase
the estimation accuracy. The experimental setup and real data analysis are
explained in section 9.4.
9.2 Limb Length Estimator
The underlying approach is based on the following assumptions.
Assumption 1. Limb movement starts from a stationary posture. The
acceleration for initiating the movement is negligible with respect to gravity
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and accelerating time period is insignificant compared to the overall motion
time.
Assumption 2. The sensor frame is aligned with the joint coordinate frame
Assumption 3. The limb is rotated in a single plane (either in sagittal,
coronal or axial plane) as a rigid body between the rotation joint and the
sensor
Assumption 4. The sensor is attached at the distal end of the limb, distance
(L) away from the rotating joint
The angular velocities collected from three orthogonally mounted gyro-
scopes at time t = 1, 2, · · · , T is denoted as ωt = [ωxt , ωyt , ωzt ] where the
superscripts indicate the corresponding axes of the readings. The linear ac-
celeration at time t with respect to the sensor coordinate system is denoted
as ASt = [a
x
t , a
y
t , a
z
t ]
S. These measurements of an inertial device are fed into
our new estimator. The gyroscope readings are only used for excluding the
gravitational impact from accelerometer readings AS and converting AS into
AE. In this chapter, the superscript S and E denote the readings with re-
spect to the sensor frame and the earth frame respectively. Initially, the
sensor frame S and the earth frame E are well aligned. When the leg is
moved by an α angle, only the sensor frame is rotated.
Figure 9.1 Before movement : Relative change of sensor coordinate system
when leg is moved
A
AEz
AEx
ASx
S
z
ASy
ASy
Sensor 1
Sensor 2
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Figure 9.2 After movement: Relative change of sensor coordinate system
when leg is moved
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Furthermore, the quaternion (qt) is required to transform the accelerom-
eter readings in the sensor frame to the earth frame at time t. Hence the
quaternion derivative q˙t is calculated as
q˙t =
1
2
(qt−1 ⊗ ωS), (9.1)
where ωS = [0, ωt] is the pure quaternion of angular rates. The quaternion
qt is calculated using the quaternion propagation equation: qt = qt−1 + q˙t∆t
[175], [176]. The initial quaternion q0 is considered as [1, 0, 0, 0].
It is necessary to consider the gravity compensated linear acceleration
with respect to the earth frame AEt = [a
x
t , a
y
t , a
z
t ]
E to calculate the curvature
of the motion trajectory. We use the mean value of the accelerometer read-
ings during the static state as the gravitational acceleration g = [gx, gy, gz].
Due to static conditions, the measurements are entirely based on gravita-
tional force. According to assumption 2, the gravity readings from sensor gS
are with respect to the earth coordination system. In other words, gS = gE.
When the arm is moved, the sensor frame and earth frame are different.
Hence the accelerometer readings in the sensor frame at time t is trans-
formed to the earth frame as given in (9.2).
AEt = qtA
S
t q
−1
t . (9.2)
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Figure 9.3 Proposed Algorithm
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Since the accelerometer readings AEt is the resultant acceleration of both
kinematic acceleration AˆEt and g, the kinematic acceleration is calculated
using the relationship AˆEt = A
E
t − g.
As the limb is stationary at the outset, linear velocity (Vˆ E1 = [v
x
1 , v
y
1 , v
z
1]
E)
is zero and at each time stamp it is calculated by integrating kinematic
accelerations and the trajectory curvature is calculated using the equation
(9.3) [177].
Kt =
∥∥∥Vˆ Et × AˆEt ∥∥∥∥∥∥Vˆ Et ∥∥∥3 (9.3)
The trajectory curvature is constant and equal to reciprocal of radius in
a circular motion. Hence, the limb length is calculated as follows,
L =
∑T
t=1
1
Kt
T
. (9.4)
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We have used accelerometer readings for calculating curvature instead of de-
riving angular velocity from gyroscope recordings because the accelerometer
measures linear acceleration directly with respect to the earth frame instead
of the local frame. The mean of L is considered as limb length.
Our technique is illustrated in figure 9.3. However, with the noisy mea-
surements, the accuracy of curvature calculation is significantly affected
[178]. The following section describes the Least Noise Threshold (LNT) ap-
proach to computationally remove noisy measurements from the curvature
calculation.
9.3 Refinement of Estimator using Least Noisy
Threshold(LNT)
Accelerometer readings became noisy and irregular with the presence of
noise [179–181]. Noise can mostly be seen at the beginning of movements
due to the instantaneous acceleration required to start the limb movement
from a static status, as well in the end portion of the measurements due
to the decelerating force on the arm required to cease the motion. On
the other hand, the resultant acceleration is affected by white noise [181].
However, accelerometer readings are successfully used for physical activity
identification based on thresholds [182]. In this study, noisy portions of ac-
celeration readings are excluded from curvature calculation for accurately
estimating limb length. The exclusion of noisy data as in [178] can be con-
ducted by manual observation of initial and terminal phases for exclusion of
the uncertainty regions. This can be time consuming and requires technical
know-how. Therefore, a systematic method is required to exclude noisy data
to facilitate the overall implementation in a user-friendly manner.
Sample entropy (SampEn) is a technique used for determining the regu-
larity of data in complex systems [183], [184]. SampEn produces more consis-
tent outcomes than other entropy related techniques [185]. In this chapter,
SampEn is applied to each segment of curvature Kj with j = 1, 2, · · · , J
and the window size WSampEn to determine the LNT. Here j is the index of
curvature segments and J is the total number of segments.
The value of sampling entropy Hj is calculated with Kj as follow:
Hj = SampEn(dim, r,Kj) (9.5)
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where dim is the embedded dimension, r is the tolerance used to determine
the regularity of two subsets. The least entropy thresholds (ζ to η) are
determined by applying SampEn as pseudocode Algorithm 1: Determining
the mean length.
Algorithm 2 Determining the mean length
Input: H[], Lˆ
Output: L
1: Call Repetitive Section A:FindLocalMinimumH
2: L¯ =
(
Σ
η×WSampEn
i=ζ×WSampEnLi
)
/ ((η − ζ)×WSampEn)
3: if L¯ ' Lˆ : ±0.1 then
4: L = L¯
5: break
6: else
7: H¯1 = H.SubArray(η, length(H)), H¯2 = H.SubArray(1, ζ)
8: Repetitive Section A:FindLocalMinimumH¯1 || Repetitive Section
A:FindLocalMinimumH¯2
9: function Repetitive Section A: FindLocalMinimum(H˙)
10: for i = 2, length(H) do
11: if (H[i] ≤ H[i− 1])&&(H[i] ≥ H[i+ 1]) then
12: Hˆ[V al, J ].add(H[i], i)
13: break
14: ˆH[V al, j] = Sort(Hˆ, ASC)
15: for i =← Hˆ.getJIndex(1),−1 : 1 do . search start index
16: S = i
17: if (H[i] > Hˆ.getV alue(2)) then
18: break
19: for i =← Hˆ.getJIndex(1),+1 : Hˆ.getJIndex(2) do . search end
index
20: E = i
21: if (H[i] > Hˆ.getV alue(2)) then
22: break
23: H˙ ← H[S,E], ζ ← S, η ← E
24: if length(H˙) > 6 then . Narrow down the local minimum
25: M ← S+E
2
, ζ ←M − 3, η ←M + 3, H˙ ← H[M − 3,M + 3]
26: break
27: return H˙
In the pseudocode, the variables: entropy as an array, average adult’s
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limb length and the estimated optimal length are denoted as H [·], Lˆ and
L respectively. Repetitive section A is aimed at capturing ζ to η the global
minimum and most likely avoiding locals minimum recursively; based on a
condition that the L should be varied within ±10cm of Lˆ. Lˆ is the corre-
sponding average limb segment length of healthy adults in [186], [187]. We
denoted the start index, end index and middle index of local minimum H˙ as
S, E, M respectively. If the above condition is not satisfied in current local
minimum, the next local minimum H¯ will be considered.
In figure 9.4, sub figures (A) to (D) depicts the determined LNT re-
sults for limb segments: hip to ankle, hip to knee, shoulder to wrist and
shoulder to elbow respectively. For each limb segment, there are three sub-
figures (I to III) showing the sample entropy, kinematic acceleration and
trajectory curvature respectively. In II plots, the simulated linear accelera-
tions without the presence of noise are shown as a dotted line. According
to the protocol, the lower limbs were lifted approximately 34◦- 40◦ degrees
within 20-30 seconds and the upper limbs were moved approximately 80◦-
100◦ degrees within 60-80 seconds. The least entropy thresholds (ζ and η)
were determined by applying the algorithm 1. The examples of the least
entropy thresholds for various body segments are shown in figure 9.4. We
can see that the segment with the least entropies for hip to ankle, hip to
knee, shoulder to wrist and shoulder to elbow are 9 to 12, 14 to 16, 17 to 21
and 45 to 60 respectively.
The reasoning behind considering trajectory curvature to determine the
sample entropy, but not linear acceleration or linear velocity, is that the
curvature is independent from linear acceleration and linear velocity, even
though the curvature can be calculated using them.
9.4 Real-data Experiment
Computer simulations and feasibility studies were conducted (also in [178])
to estimate limb length using the underline algorithm without LNT. Exper-
imental evidence also validated the optimized algorithm using LNT, which
consisted of eight healthy subjects (six males and two females) without any
history of orthopaedic or intramuscular impairments. These subjects par-
ticipated in the experiment after gaining ethics clearance from Deakin Uni-
versity. BioKin [118] wireless inertial sensors were used in the experiment
to collect data. According to the experimental protocol, two sensors were
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Figure 9.4 Experiment result : Determined LNT using sampled calculated
curvature
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attached to two distinct positions in the upper and lower limbs (refer to fig-
ure 9.5). Subsequently, the corresponding distance from the rotation joint
to the sensors was manually measured using an anthropometer.
Figure 9.5 Experimental setup -From top left to top right : inertial sensors
were attached close to elbow and wrist on the left arm, From bottom left to
bottom right : - Lifting the leg: inertial sensors were attached close to knee
and ankle on the right leg
Inertial
Sensors Inertial
Sensors
Inertial 
Sensors 
Inertial
 Senors
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As for limb movement, each subject was asked to perform limb extension
exercises as indicated in figure 9.5. They were asked to stretch the upper
limb as much as possible and then slowly move in the sagittal plane to their
front as figure 9.5 from the initial static position (refer to figure 9.5). Then,
the subject was asked to slowly lift the lower limb wearing two sensors from
the initial position depicted in figure 9.5 to their front in the sagittal plane
shown as figure 9.5.
9.5 Result
Four limb sections: shoulder to elbow, shoulder to wrist, hip to knee and hip
to ankle were considered for validating the proposed estimator. We refer to
these four segments as target limbs in the remaining discussion. The corre-
sponding time duration for least entropy matching for target limb was deter-
mined. The limb lengths were estimated with the measurements bounded
by the thresholds (δ and ) determined using LNT technique. The esti-
mated lengths of the target limbs were then compared to the corresponding
measured limb lengths. As evident in figure 9.6, a higher degree of correla-
tion can be observed between the measured and the calculated limb lengths.
The information in figure 9.6 can be represented in terms of limb lengths
as shown in table 9.1. In this analysis, two types of errors were calculated
for each target limb to illustrate the performance of the proposed estima-
tor. Firstly, the root mean squared error (RMSE) between the estimated
and actual length of a target limb was calculated. Secondly, in order to
compensate for the varying lengths of the target limbs impacting the error,
normalised error percentage was calculated as follows.
P =
√∑N
n=1(
Ln−Lˆn
Lˆn
)2
N
× 100% (9.6)
Table 9.1: RMSEs, error percentages of the estimates with respect to the
actual measurements
Limb element RMSE Error percentage Mean of measured limb length Mean of estimated limb length
Shoulder to Elbow 0.061 27 % 0.2644 m 0.2991 m
Shoulder to Wrist 0.048 9.96% 0.4963 m 0.4806 m
Hip to Knee 0.058 14.4% 0.4369 m 0.4743 m
Hip to Ankle 0.067 8.6% 0.7888 m 0.8316 m
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Figure 9.6 comparison between measured length and calculated length for
the targeted limbs (A) to (D): (A) - Shoulder joint to elbow , (B) - Shoulder
joint to wrist, (C) - Hip joint to knee, (D) - Hip joint to ankle
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(B) Shoulder Joint to Wrist Joint
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Figure 9.7 The mean between measured length and calculated length: x
axis indicates the target limbs such as 1 - shoulder to wrist, 2 - shoulder to
elbow, 3 - hip to ankle and 4 - hip to knee
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The most common method for clinically determining limb length in-
equalities is radiographic analysis. Furthermore, these 2-D or 3-D (dimen-
sional) radiographic measurements are used to determine both functional
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and anatomical LLD. Hence, we have compared our estimator with the
measured anatomical and functional lower limb lengths using radiographic
images in the study [188]. The comparison between the estimator and other
measuring methods are as listed in table 9.2.
Table 9.2: Comparison of the estimator with direct measurements and ra-
diographic analysis
Method Mean (m) Maximum (m) Minimum (m) Standard Deviation (m)
Direct Measurements - Anthropometer based 0.788 0.815 0.75 0.022
2D Rediographic Measurements - Anatomical LLD 0.787 0.884 0.647 0.055
2D Rediographic Measurements - Functional LLD 0.789 0.887 0.651 0.055
3D Rediographic Measurements - Anatomical LLD 0.783 0.879 0.649 0.054
3D Rediographic Measurements - Functional LLD 0.789 0.883 0.64 0.054
Limb Length Estimator 0.831 0.889 0.703 0.059
9.6 Discussion
From table 9.1, shoulder to wrist was the most accurately estimated with
RMSE of 0.048 m and the lowest percentage error was observed in hip to
knee target limb. However, shoulder to elbow limb had the highest average
percentage error (27%), almost doubled compared to hip to knee, although
the percentage error for the other two limb segments were below 10%. This
was mainly due to the comparatively shorter limb lengths considered. For
example, the average measured length from shoulder to elbow was 0.2644 m
and the estimated length was 0.2991 m. Though the absolute error was only
0.0327 m, the percentage error reached 23%. In comparison, the absolute
error for hip to ankle was 0.0428 m because the limb length was 0.7888 m,
though the percentage error was only 5.4%.
Considering the RMSEs for each target limbs, our proposed approach
with LNT gave significantly accurate results with a low RMSE (approxi-
mately 0.06 m). However, a lesser percentage error (less than 15%) could be
obtained for the longer limb components such as hip to knee, hip to ankle
and shoulder to wrist. Furthermore, the mean length and standard devia-
tion of each target limb segments were calculated for the second analysis as
shown in figure 9.6. The box plot shown in figure 9.7 compares the aver-
age measured limb length to the estimated one of all subjects. According
to the statistical distribution shown in figure 9.7, the distributions of mea-
sured and estimated limb lengths were similar for each target limb. On the
other hand, the estimated and measured values were quite close for the mean
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limb length. According to figure 9.7 and table. 9.1, less deviation could be
observed for the limb from shoulder to wrist. The difference in mean val-
ues of measured and estimated shoulder to wrist length was 1.57 cm. The
differences in the mean values of measured and estimated limb lengths for
shoulder to elbow, hip to knee and hip to ankle were 3.47 cm, 3.74 cm and
4.28 cm respectively. From these results, we could see that the automated
approach could achieve very close results to the manual method, especially
for the longer limb lengths, such as shoulder to wrist and hip to ankle.
Table 9.2 showed the comparison of limb length estimator with alterna-
tive measuring methods such as anthropometer based direct measurements
and 2-D/3-D radiographic measurements for lower limbs. The difference
of mean length between the proposed estimator and radiographic analysis
was approximately 4 cm. Furthermore, the standard deviation of the pro-
posed estimator and radiographic analysis was approximately 5 cm or 9.26%.
Hence, the estimator had significant similarity in accuracy for lower limbs
compared to radiographic analysis which was the most widely using clinical
LLD determination method.
9.7 Conclusion
In this chapter, we introduced a novel method to estimate limb lengths using
measurements from inertial sensors. A curvature based approach is used in
the algorithm, which has not yet been presented in the open literature.
Additionally, we apply Least Noise Threshold with noisy measurements to
systematically determine the curvature to provide an optimised result. The
proposed algorithm along with LNT method was evaluated by comparing the
estimated limb length with that measured manually and radiographically.
The low RMSEs and error percentages confirmed the excellent performance
of the approach. As a result, the proposed algorithm has the potential
to automate the measuring process of individuals’ limb lengths, which is
important in assessing limb length discrepancy.
Chapter 10
Conclusion
This thesis presented work regarding energy expenditure and the measure-
ment of this energy expenditure using a combination of VO2, IMU, EMG,
visible light optical sensors in wearable and non-wearable applications. The
first chapter introduced the viability of using gyroscope measurements and
normalisation of this data to show differing levels of energy expenditure.
This was paired with the use of VO2 gas mask measurement device that
was equipped and running concurrently as the wearable sensors. From the
data from all the runs performed by the willing participants, it was demon-
strated that there was a linear relationship between the normalised energy
rates from these devices in addition to the of the antique ambulation equa-
tion referred to in the chapter 5. The work done opened up the eventual
experiment regarding electromyography performed in chapter 6, supporting
the thesis. The limitations of this work is that the accuracy of the algorithm,
demonstrating the need to investigate concepts relating to accuracy.
The second chapter discusses the addition of electromyography to sup-
plement the recording of energy expenditure on the basis that gyroscope
based measurements cannot take into account all forms of human activity
that can be done in a typical walking session. An experiment was done,
much like the first, where the willing subjects wore sensors for electromyo-
graphy and gyroscopes as well as the use of a VO2 gas mask measurement
device that was used as the gold standard reference. Wearing these devices
the participants walked at various speeds and it was found that the results
produced showed a linear correlation with each other. The significance of
this shows that the use of electromyography to help cover different situa-
tions in regards to ambulation was possible, meaning that the use of the
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model involving gyroscopes, EMG, basal metabolic rate and the unknown
amount of energy. The limitation of this experiment means that the data
was normalised. Another algorithm will need to be developed for absolute
data.
Chapter 7 investigated the utility of actively estimating limb weights us-
ing an electrical-optical device to observe both structured and non-structured
movements done by a willing participant. However the chapter focused on a
simulation based methodology, where the focus was on attaining the weights
of limb components using structured and non-structured movements, mea-
sured using a electrical optical sensor. The algorithm for attaining these
weights used a robust Kalman filter in its structure. This was used in con-
junction with another filter to evaluate both the limb component weight
as well as the error of this weight. The accurate measurement of human
limb components in movement is hard to achieve conventionally, but highly
important as weight features very strongly in energy calculations and the
algorithm designed will certainly improve the accuracy of those calculations
in terms of time and money. The limitations of this work is that it is yet
to be attempted on a wearable platform. The other limitation is that it
wasn’t used for the measurement of rotational kinetic energy and is a vital
connection in regards to ensuring accurate energy expenditure.
This connection was discussed in detail in chapter 8, with the applica-
tion of robust kalman filters featuring strongly in order to help achieve an
improvement of orientation estimation. This improvement came from the
use of a quaternion based approach as well as using an approach of optimi-
sation whilst taking into account the issue of Wahba’s problem and avoiding
gimbal lock. Computer simulations were performed of the orientation es-
timator using both an extended kalman filter using, a robust kalman filter
approach. The results from these simulations were measured using the Root
Mean Squared Error, demonstrating that the accuracy of the filter with the
Robust Kalman Filter using linear measurements being the best filter im-
plementation for the orientation simulations. From the results recorded, the
estimation accuracy of any one of these estimators is markedly improved in
both simulation and in implementations in practical hardware in realtime
situations. The ramifications of this allows for a more accurate measurement
of energy expenditure overall in addition to the clearly present improvements
of orientation estimation.
Despite the findings contained in both chapters 7 and 8 is reasonable but
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the final stage of this multiple stage process of corrections need to ensure that
limb length was taken into account and that was done in chapter 9. Limb
length on many people is slightly inconsistent and needs to be done with
specially trained people. The method for a solution for this was an algorithm
that incorporated measurements from both accelerometer and gyroscopic
data as well as using curvature. A least noise threshold was applied to
ensure the final set of results were optimised. The actual results yielded
excellent root mean square errors and demonstrated the algorithm was a
success with four out of the four limb sections measured had an error rate of
less then 15%. This demonstrates that the energy expenditure measurement
can be done far more accurately due to the localised limb lengths as it will
allow for more accurate calculations involving gyroscopes and torque based
energy associated with those limb length calculation improvements.
The collective conclusion from these thesis demonstrates that whilst con-
siderable progress has been done in regards to improving energy expenditure
of human motion, various aspects can always be improved to help bring it
closer to the gold standard of VO2 gas mask measurement devices.
Appendix A
Abbreviation Summary
EMG - Electromyography
MUAP - Motor Unit Action Potential
EEG - Electroencephalography
sEMG - see fEMG
fEMG - Facial Electromyography
MF - Mean Frequency
MdF - Median Frequency
PSD - Power Spectral Density
R&AT - Rehabilitative and Assistive Technologies
EE - Energy Expenditure
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