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Abstract
Let X be a complete n-dimensional simplicial toric variety with homogeneous coordi-
nate ring S. We study the multigraded Hilbert function HY of reduced 0-dimensional sub-
schemes Y in X . We provide explicit formulas and prove non-decreasing and stabilization
properties of HY when Y is a 0-dimensional complete intersection in X . We apply our
results to computing the dimension of some evaluation codes on 0-dimensional complete
intersection in simplicial toric varieties.
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1 Introduction
Let X be a complete simplicial toric variety of dimension n over an algebraically
closed field K, and S = K[x1, . . . , xr] =
⊕
α∈A
Sα be its homogeneous coordinate
ring, multigraded by A ∼= Cl(X), and let B ⊂ S be its irrelevant ideal. Given a re-
duced closed subscheme Y ⊂ X there is a unique radicalB-saturated ideal I(Y ) ⊂
S which defines Y (see [Cox(1995)]). In this paper we study the Hilbert function
HY (α) = dimK(S/I(Y )) where Y is a reduced 0-dimensional subscheme of X .
Although the general situation was previously considered in fundamental work by
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Maclagan and Smith [Maclagan and Smith (2004),Maclagan and Smith (2005)], our
goal is to better understand the multigraded regularity of Y (the set of degrees α
where HY (α) = |Y |) and to provide an explicit combinatorial formula for HY in
terms of the polytopes Pαi of the generators of I(Y ).
In particular, when Y is a 0-dimensional complete intersection lying in the dense
orbit Tn of X , our results imply the following (see Proposition 3.13 and Corollary
3.18).
Theorem. Let Y ⊆ Tn be a reduced complete intersection subscheme of X such
that I(Y ) is generated by n homogeneous polynomials with semi-ample degrees
α1, . . . , αn. Then for any α ∈ A we have
HY (α) =
n∑
s=0
(−1)s ∑
I⊆{1,...,n},|I|=s
|Pα−αI ∩M |,
where αI =
∑
i∈I αi. Moreover,
(i) if α 6 αi then HY (α) = |Pα ∩M |,
(ii) HY (α) ≤ HY (α′), for all α  α′,
(iii) HY (α) = |Y | for all α  α1 + · · ·+ αn.
In the above theorem, we write α  α′ if and only if α′ − α lies in Nβ, where
Nβ ⊂ A denotes the semigroup generated by the degrees of the variables xi.
As an application, we compute the dimension for a class of evaluation codes on 0-
dimensional complete intersections in a toric variety (see Theorem 4.5), answering
a question posed in [Soprunov(2013)]. The bound given in (iii) above is used to
eliminate trivial codes. Our results generalize the work of [Duursma et al.(2001)]
who used the classical Hilbert function to compute the dimension of evaluation
codes on 0-dimensional complete intersections in the projective space.
The paper is organized as follows. In Section 2 we collect all necessary preliminar-
ies as well as give certain sufficient conditions for a 0-dimensional subscheme ofX
to be a complete intersection. Section 3 contains the main results on the multigraded
Hilbert function of 0-dimensional subschemes of X . It builds on and generalizes
the existing literature and improves the known bound on the multigraded regularity.
This allows application of our results on the multigraded Hilbert function to the
dimension calculation for toric complete intersection codes, which we discuss in
Section 4.
2
2 Preliminaries
In this section, we recall some standard definitions and results from toric geometry
and fix some notation. For all unexplained concepts and for more details we refer
the reader to the wonderful books [Fulton(1993)] by Fulton or [Cox et al.(2011)]
by Cox, Little and Schenck. Although these books study toric varieties over the
complex numbers, the results we will be using carry easily to toric varieties over
algebraically closed fields. Throughout the paper K is an arbitrary algebraically
closed field and T = K∗ is its multiplicative group. Given a vector u ∈ Zr we use
xu to denote the Laurent monomial xu = xu11 . . . xurr . We also use [m] to denote the
set {1, . . . ,m} for any positive integer m ≥ 1.
Let M be a lattice of rank n and N be the dual lattice. By MR (resp. NR) we
denote the corresponding real n-dimensional vector space M ⊗ R (resp. N ⊗ R).
Let Σ ⊆ NR be a complete rational polyhedral fan and X be the n-dimensional
complete toric variety it determines. We assume that Σ (and, hence,X) is simplicial
without loss of generality, where needed we may also assume that X is smooth.
Recall the definition of the homogeneous coordinate ring S of the toric variety X .
Denote by ρ1, . . . , ρr the rays in Σ and v1, . . . ,vr ∈ N the corresponding primitive
lattice vectors generating them. Each ρi gives rise to a prime torus-invariant Weil
divisor Di. We introduce one variable xi for each Di and consider the polynomial
ring S = K[x1, . . . , xr]. Also, for each cone σ ∈ Σ we denote xσˆ = Πρi /∈σxi. This
gives rise to the irrelevant ideal B = 〈xσˆ : σ ∈ Σ〉 in S.
The collection v1, . . . ,vr ∈ N defines a map φ : M → Zr which sends m ∈ M
to the vector (〈m,v1〉, . . . , 〈m,vr〉) ∈ Zr. The class group Cl(X) of Weil divisors
on X modulo linear equivalence is generated by the classes of D1, . . . , Dr (see
[Fulton(1993), Sec.3.4]). Since X is complete v1, . . . ,vr spans NR which leads to
the following exact sequence:
P : 0 //M
φ //Zr deg //Cl(X) // 0 ,
where the degree map sends (a1, . . . , ar) to the class [
∑
j ajDj].
Applying Hom(−,T) we get the dual exact sequence
P∗ : 1 //Hom(Cl(X),T) i //Tr pi //Hom(M,T) // 1 .
It is convenient to write the above sequences in a more explicit way by fixing a
coordinate system. For this choose a basis {e1, . . . , en} for M and the dual basis
{e∗1, . . . , e∗n} for N . This allows us to represent elements of M by column vectors
and elements of N by row vectors in Zn. The map φ is now given by an integer
matrix with rows v1, . . . ,vr. We thus obtain
P : 0 //Zn φ //Zr deg //A // 0 ,
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where A = Zr/φ(Zn) ∼= Cl(X) and deg is the projection map.
As for the dual sequence, we get an isomorphism Hom(M,T) ∼= Tn and the map
pi becomes
pi : (ξ1, . . . , ξr) 7→ (ξu1 , . . . , ξun),
where u1, . . . ,un are the columns of φ. We get
P∗ : 1 //G i //Tr pi //Tn // 1 .
The map i is an injection and we identify G = Hom(A,T) with the kernel of pi.
Recall the definition of X as a GIT quotient. The map pi from P∗ is in fact the
restriction of the geometric quotient map (which we also denote by pi)
pi : Kr \ V (B)→ X
to the torus Tr ⊂ Kr. Here V (B) denotes the affine subvariety defined by the
irrelevant ideal B, so V (B) is a union of coordinate subspaces.
The exact sequence P endows the ring S with a multigrading by setting degrees
of variables as βj := degA(xj) := deg(ej), where ej is the standart basis element
of Zr for each j ∈ [r]. Thus, S = ⊕
α∈A
Sα, where Sα denotes the set of homoge-
neous polynomials in S of multidegree α. We note that the degrees of homoge-
neous polynomials of S actually lie in the semigroup Nβ generated by β1, . . . , βr,
i.e. dimK Sα = 0 when α /∈ Nβ.
The isomorphism A ∼= Cl(X) allows us to speak of degrees α ∈ A lying in
Pic(X) ⊆ Cl(X). Furthermore, given a Cartier divisor D on X we say that it
is semi-ample (or basepoint free as in [Cox et al.(2011)]) if the corresponding line
bundle O(D) is generated by global sections. Since the property of being ample
(resp. semi-ample) is preserved under linear equivalence we may speak of am-
ple (resp. semi-ample) degrees α in A. The fan Σ of X determines an important
subsemigroup K of the semigroup Nβ. Namely, K = ∩σ∈ΣNσˆ, where Nσˆ is the
semigroup generated by the subset {βj : ρj /∈ σ}. Geometrically, Nβ corresponds
to the subset of Cl(X) containing the classes of effective Weil divisors on X and
K corresponds to the subset of Pic(X) containing the classes of nef (numerically
effective) line bundles on X . By [Cox et al.(2011), Theorem 6.3.12],K is the set of
semi-ample degrees in Nβ ⊆ A.
Now letD =
∑r
j=1 ajDj be a torus-invariant Weil divisor onX . It defines a rational
polytope
PD := {m ∈MR : 〈m,vj〉 ≥ −aj, ∀j ∈ [r]}.
Note that equivalent divisors in α ∈ Cl(X) will have the same polytope up to a
lattice translation. We thus write Pα to denote any PD for D ∈ α. We will also
write Pα ⊆ Pα′ when PD ⊆ PD′ for some D ∈ α and D′ ∈ α′, and simply say that
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Pα is contained in Pα′ . According to [Cox(1995), Sec. 1] Sα is isomorphic to the
space of global sections of the sheaf O(D) which is spanned by characters of the
torus T:
Sα ∼=
⊕
m∈Pα∩M
Kχm. (1)
In particular, we obtain
dimK Sα = |Pα ∩M |. (2)
For semi-ample degrees α the situation is especially nice. First, Pα is a lattice poly-
tope. Second, one can reconstruct α from its polytope Pα by setting
α = [
r∑
j=1
ajDj] where aj = − min
m∈Pα∩M
〈m,vj〉.
This implies that for α, α′ semi-ample we have
Pα+α′ = Pα + Pα′ , (3)
where the sum on the right is the Minkowski sum of polytopes. See [Fulton(1993),
Sec.3.4] or [Cox et al.(2011)] for details.
Next we recall the ideal–scheme correspondence for simplicial toric varieties (for
details, see [Cox(1995), Sections 2 and 3]). Recall that the saturation of J with
respect to the irrelevant ideal B (or simply the B-saturation of J) is the ideal
J : B∞ := {F ∈ S : F ·Bk ⊆ J for some integer k ≥ 0}.
If J = J : B∞ we say that J is B-saturated. Furthermore, J is said to be Pic-
saturated if Jα = (J : B∞)α for all α ∈ Pic(X) and is called Pic-generated if
it is generated by polynomials whose degrees belong to Pic(X). It is clear that a
B-saturated homogeneous ideal is Pic-saturated, as Pic(X) ⊆ Cl(X) and the two
notions coincide when X is smooth in which case Pic(X) = Cl(X).
Proposition 2.1. Let X be a complete simplicial toric variety.
(1) For every closed subscheme Y of X there is a unique Pic-generated and Pic-
saturated homogeneous ideal I(Y ) of S defining Y .
(2) For every reduced closed subscheme Y of X there is a unique radical B-
saturated homogeneous ideal I(Y ) of S defining Y .
By [Cox(1995), Section 2] we identify a reduced closed subscheme Y ⊂ X defined
by I with the closed subset
VX(I) := {pi(x) ∈ X : f(x) = 0, ∀f ∈ I},
the image of the closed subset V (I) ⊂ Kr \ V (B) under the geometric quotient
map.
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Definition 2.2. We say that a closed subscheme Y ⊂ X is a complete inter-
section if I(Y ) is generated by a regular sequence of homogeneous polynomials
F1, . . . , Fk ∈ S where k is the codimension of Y in X .
Example 2.3. Let X = H` be the Hirzebruch surface which will be a running
smooth example. We identify M and N with Z2 and consider the fan in R2 with
rays generated by v1 = (1, 0), v2 = (0, 1), v3 = (−1, `), and v4 = (0,−1).
Writing the maps in the standard bases, we obtain the exact sequence P:
P : 0 //Z2 φ //Z4 deg //Z2 // 0 ,
where
φ =
1 0 −1 0
0 1 ` −1

T
and deg =
1 −` 1 0
0 1 0 1
 .
AsX is smooth,A = Cl(X) = Pic(X) = Z2. The ring S = K[x, y, z, w] is graded
by degA(x) = degA(z) = (1, 0), degA(y) = (−`, 1), degA(w) = (0, 1), and the
semigroup of semi-ample degrees K = N2 ⊂ Nβ = N{(1, 0), (−`, 1), (0, 1)} in
this case. The group G is parametrized by the columns of the matrix deg, hence,
G = {(t1, t−`1 t2, t1, t2) | t1, t2 ∈ T}.
We denote by [x : y : z : w] the homogeneous coordinates of points on H`, using
[x : y : z : w] := G · (x, y, z, w). For instance,
[0 : 0 : 1 : 1] := G · (0, 0, 1, 1) = {(0, 0, t1, t2) | t1, t2 ∈ T}.
Now consider J = 〈xz, yw〉. This is a B-saturated radical homogeneous ideal of
S, where B = 〈xy, yz, zw, wx〉. So, we have
Y = VX(J) = {[0 : 0 : 1 : 1], [0 : 1 : 1 : 0], [1 : 0 : 0 : 1], [1 : 1 : 0 : 0]}.
Note that VX(J) is a zero-dimensional complete intersection that does not lie in the
torus T4/G = {[1 : t`1t2 : t−11 : 1] | t1, t2 ∈ T} ∼= T2, where the last isomorphism
comes from the short exact sequence P∗.
We end this section with a theorem which provides us with certain sufficient con-
ditions for a zero-dimensional subscheme to be a complete intersection.
Theorem 2.4. Let X be a simplicial toric variety and Fi ∈ S be homogeneous
polynomials with degA(Fi) ∈ Pic(X), for 1 ≤ i ≤ n. Suppose that 〈F1, . . . , Fn〉 is
Pic-saturated and defines a zero-dimensional subscheme Y ⊂ X . Then
(1) I(Y ) = 〈F1, . . . , Fn〉,
(2) the minimal free resolution of I(Y ) is given by the Koszul complex ofF1, . . . , Fn,
(3) Y is a complete intersection in X .
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Proof. Part (1) follows from Proposition 2.1 since 〈F1, . . . , Fn〉 is Pic-generated
and Pic-saturated. Let SuppY = {p1, . . . , pN} be the support of Y and consider
the following preimage
pi−1(SuppY ) =
N⋃
i=1
pi−1(pi).
Since pi is a morphism of algebraic varieties, all the fibers are isomorphic to the
algebraic group G. This implies that pi−1(Y ) has dimension r − n = dimG as a
subvariety of Kr \ V (B). Thus, codim I(Y ) = n. Since S is Cohen-Macaulay, it
follows that depth I(Y ) = n, which together with [Eisenbud(1995), Theorem 17.4]
implies that the Koszul complex of F1, . . . , Fn gives a minimal free resolution of
I(Y ). This proves part (2). Finally, the Koszul complex of F1, . . . , Fn is exact if
and only if F1, . . . , Fn form a regular sequence in S which completes the proof of
part (3).
3 Multigraded Hilbert function
Let S = K[x1, . . . , xr] be the homogeneous coordinate ring of a complete simpli-
cial toric variety X over an algebraically closed field K. In this section, we investi-
gate the behavior of the multigraded Hilbert functions of zero-dimensional closed
subschemes Y of X . For the rest of the paper, we additionally assume that Cl(X)
has no torsion which is the case, for example, for smooth X by [Cox et al.(2011),
Proposition 4.2.5]. Under these circumstances, S =
⊕
α∈A
Sα is positively multi-
graded byA. In particular, every Sα is finite-dimensional. If I is anA-graded ideal
in S, it is called homogeneous, and the quotient ring S/I inherits the multigraded
structure yielding a decomposition S/I =
⊕
α∈A
(S/I)α, where (S/I)α = Sα/Iα is
a finite dimensional vector space spanned by monomials of degree α which do not
belong to I . This gives rise to the multigraded Hilbert function and series defined
respectively by
HS/I(α) := dimK(S/I)α = dimK Sα − dimK Iα
and HSS/I(t) =
∑
α∈A
HS/I(α)t
α.
Since the grading is positive, the semigroup Nβ is pointed by Corollary 8.8 in
[Miller and Sturmfels(2005)]. In this case the ordering  is a partial order, where
α  α′ if α′ − α ∈ Nβ. By Theorem 8.20 in [Miller and Sturmfels(2005)], the
Hilbert series is a rational function, that is, we have
HSS/I(t) =
pS/I(t)
(1− tβ1) · · · (1− tβr) ,
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for a unique Laurent polynomial pS/I(t) with integer coefficients.
Definition 3.1. Let Y be a closed subscheme of X and I(Y ) the corresponding ho-
mogeneous ideal in S as in Proposition 2.1. We define the multigraded Hilbert func-
tion HY of Y to be the multigraded Hilbert function of the quotient ring S/I(Y ).
As in the classical case the multigraded Hilbert function gives information about
the geometry of Y such as the degree of Y , denoted deg(Y ), which is defined to
be the length of Y as a subscheme. Recall that the length of Y is the dimension
of the K-vector space Γ(Y,OY ) Therefore, if Y has degree N and is supported at
points p1, . . . , ps, then Γ(Y,OY ) = OY,p1 × · · · × OY,ps and N = d1 + · · · + ds,
where the positive integer di = dimKOY,pi is called the multiplicity of Y at pi for
i = 1, . . . , s. In particular, deg(Y ) = |Y | = N , when Y is a reduced union of N
distinct points.
3.1 Behavior of the multigraded Hilbert function
We start with the classical case whenX = Pn and soA = Z,Nβ = N as all βi = 1.
Assume Y is a reduced zero-dimensional subscheme of Pn. Then the Hilbert func-
tion of Y has the following nice properties (see for instance [Duursma et al.(2001)]
or [Geramita and Maroscia(1984)]).
Proposition 3.2. Let Y ⊂ Pn be a reduced zero-dimensional subscheme. Let
I(Y ) =
⊕∞
k=k0
I(Y )k with I(Y )k0 6= 0. Then there is an integer aY called the
a-invariant of Y such that the following hold.
(i) HY (k) = dimK Sk if and only if k < k0,
(ii) HY (k) < HY (k + 1) < |Y | for 0 ≤ k < aY ,
(iii) HY (k) = |Y | for aY < k. 2
In the rest of the section, we investigate how much these properties of the clas-
sical Hilbert function extend to the multigraded setting. Namely, in Theorem 3.7
below we generalize properties (i) and (ii) (under an extra assumption) to zero-
dimensional subschemes of any simplicial toric variety X . Furthermore, Theo-
rem 3.16 provides a generalization of property (iii) for complete intersection sub-
schemes of X . In the important case when Y lies in the torus Tn the properties of
HY are summarized in Corollary 3.18.
To start with, let us mention that properties (ii) and (iii) need not hold without extra
assumptions as the following illustrates.
Example 3.3. Let X = P (1, 2, 3) be the weighted projective surface with homo-
geneous coordinate ring S = K[x, y, z] where degA(x) = 1, degA(y) = 2 and
degA(z) = 3. Consider the ideal J = 〈x, z〉 which gives rise to the irreducible
reduced complete intersection subscheme Y = {[0 : 1 : 0]}. As J is B-saturated,
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I(Y ) = J . The multigraded Hilbert function is HY (2α) = 1 and HY (2α+ 1) = 0,
for all non-negative integers α, since the Hilbert series is as follows
HSS/J(t) =
1− t− t3 + t4
(1− t)(1− t2)(1− t3) =
1
1− t2 .
Consider now the ideal J ′ = 〈y, z3〉 which gives rise to the triple point Y ′ =
{[1 : 0 : 0]}. Again I(Y ′) = J ′ and the multigraded Hilbert function is given by
HY ′(α) = 1, for α = 0, 1, 2, HY ′(α) = 2 for α = 3, 4, 5, and HY ′(α) = 3 =
deg(Y ′), for all integers α ≥ 6, since the Hilbert series is
HSS/J ′(t) =
1− t2 − t9 + t11
(1− t)(1− t2)(1− t3) =
1 + t3 + t6
1− t .
The example above indicates that the behavior of the Hilbert series and Hilbert
function depends on the smallest possible degree of a non-zerodivisor in the ring
S/I(Y ). In the first case this number is two and so HY reveals a non-decreasing
behavior in the even degrees and odd degrees, separately. In the second case this
number is one and HY is non-decreasing at each degree. The next lemma confirms
this observation and its proof is an extension of the proof of Proposition 3.5 in
[Van Tuyl(2002)].
Lemma 3.4. If I is a homogeneous ideal of S such that there is a non-zerodivisor
in S/I of degree α0 ∈ Nβ, then the following holds.
HS/I(α) ≤ HS/I(α + α0), for all α ∈ Nβ.
Proof. Let F0 ∈ Sα0 be a non-zerodivisor in S/I . Then the following complex is
exact:
0 //S/I
F 0 // (S/I)(α0) // (S/(I + 〈F0〉))(α0) // 0 ,
where (S/I)(α0) is a multigraded ring shifted by α0, i.e. ((S/I)(α0))α = (S/I)α+α0
for all α ∈ A. Restricting to a degree α ∈ Nβ, we get the exact sequence of the
corresponding vector spaces:
0 // (S/I)α
F 0 // (S/I)α+α0 // (S/(I + 〈F0〉))α+α0 // 0 .
The proof follows from the fact that the first map F 0 is injective.
Remark 3.5. We note that there exists a non-zerodivisor in S/I of degree α ∈ K, if
X is smooth and I isB-saturated, see Remark 2.5 in [Maclagan and Smith (2005)].
Sometimes K contains all of them as we see by taking X = H` and B-saturated
J = 〈xz, yw〉, as in example 2.3. There is no non-zerodivisor in S/J of degree
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α ∈ Nβ \ K, for if F ∈ Sα with α ∈ Nβ \ K, then y divides F , and thus wF ∈ J .
Recall that in this case VX(J) does not lie in Tn. On the other hand, if Y ⊆ Tn we
have more non-zerodivisors, as we record next.
Lemma 3.6. Let Y ⊆ Tn be a reduced subscheme of X . Then, for any α ∈ Nβ,
there exists a non-zerodivisor in S/I(Y ) of degree α.
Proof. Consider α = a1β1 + · · · + arβr, then we prove that the monomial xa =
xa11 . . . x
ar
r ∈ Sα is a non-zerodivisor in S/I(Y ). Suppose that xaF ∈ I(Y ) for
some polynomial F ∈ S. Then Y ⊆ V (x1) ∪ · · · ∪ V (xr) ∪ V (F ). Since Y ⊂ Tn,
it follows that Y ⊆ V (F ) which implies that F ∈ I(Y ), as I(Y ) is a radical
ideal.
The next result summarizes general properties of the multigraded Hilbert function
in the most general setup.
Theorem 3.7. Let Y ⊂ X be a reduced zero-dimensional subscheme. The multi-
graded Hilbert function HY has the following properties.
(i) If Pα does not contain any Pαi , for degrees αi of minimal generators of I(Y ),
then HY (α) = |Pα ∩M |,
(ii) If there is a non-zerodivisor in S/I(Y ) of degree βj , for each j ∈ [r], then
HY (α) ≤ HY (α′) for all α  α′.
(iii) HY (α) ≤ deg(Y ), for all α ∈ Nβ.
Proof. (i) Since dimK Sα = |Pα ∩M | by equation (2), it is enough to show that
I(Y ) ∩ Sα = {0} as in this case we have dimK I(Y )α = 0 and hence
HY (α) = dimK Sα − dimK I(Y )α = dimK Sα.
Let I(Y ) = 〈F1, . . . , Fm〉, where degA(Fi) = αi, for all i ∈ [m]. If Pα does not
contain any Pαi , then α − αi /∈ Nβ, as otherwise there would be some γi ∈ Nβ
such that α = αi + γi which would imply that Pα ⊇ Pαi + Pγi ⊇ Pαi . Therefore
Sα−αi = {0}. Now, take any element F ∈ I(Y ) ∩ Sα. Since F =
∑m
i=1GiFi, with
Gi ∈ Sα−αi it follows that F = 0, completing the proof.
(ii) If α  α′ then α′ − α ∈ Nβ, i.e. there are non-negative integers µj so that
α′ = α + µ1β1 + · · ·+ µnβn and the result follows from Lemma 3.4.
(iii) This inequality follows easily from the proof of [Maclagan and Smith (2004),
Proposition 6.7].
Remark 3.8. The first item in Theorem 3.7 above generalizes the first property
of Proposition 3.2. Indeed, note that the polytope Pk corresponding to degree k
polynomials is the simplex with vertices {0, ke1, . . . , ken}. Therefore k < k0 ≤ ki
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is equivalent to Pk ⊂ Pk0 ⊆ Pki , where k0 is the least degree among the degrees ki
of minimal generators of I(Y ).
Remark 3.9. If the toric variety is a product of projective spaces X = Pn1 × · · · ×
Pnr and Y = d1p1 +· · ·+dsps is the closed subscheme determined by the ideal J =
I(p1)
d1∩· · ·∩I(ps)ds , we haveA = Zr and Nβ = Nr, as the first n1 variables have
A-degree β1 = e1, and the second n2 variables have A-degree β2 = e2 and so on.
In this case Sidman and Van Tuyl proved stronger nondecreasing and stabilization
properties of the Hilbert function of Y . In particular, they showed that HY (α) ≤
HY (α + ej) for each j ∈ [r] and all α ∈ Nr. Moreover, if HY (α) = HY (α + ej)
for some j ∈ [r] and for some α ∈ Nr, then HY (α + ej) = HY (α + 2ej), i.e.
the Hilbert function stabilizes in that direction (see [Sidman and Van Tuyl (2006),
Proposition 1.9]).
By the virtue of [Maclagan and Smith (2004), Proposition 6.7], and to avoid unnec-
essary technicalities, we make the following
Definition 3.10. The multigraded regularity of Y , denoted reg(Y ), is the set of
α ∈ Nβ for which HY (α) = deg(Y ), where Y is any zero-dimensional closed
subscheme of X .
Multigraded regularity reg(Y ) is an interesting invariant measuring complexity of
the subscheme Y . As an application, we use a bound on reg(Y ) to eliminate trivial
toric (complete intersection) codes, see Section 4.
Remark 3.11. In the classical case of the projective space, Proposition 3.2 yields
reg(Y ) = 1+aY +N. On the other hand, by Proposition 2.1 in [Duursma et al.(2001)],
the a-invariant aY equals the degree of the rational function corresponding to the
Hilbert series of S/I(Y ), that is we have
aY = deg(pS/I(Y ))− (n+ 1).
If we recall Example 3.3, we see that the Hilbert series of S/I(Y ) has degree−2 as
a rational function, but HY (α) does not stabilize after −2, i.e. for α ≥ −1. Indeed
reg(Y ) = 2N 6= −1 + N. On the other hand, the Hilbert series of S/I(Y ′) has
degree 5 as a rational function and HY ′(α) stabilizes after 5, i.e. reg(Y ′) = 6 + N.
The following generalizes this to weighted projective spaces under a mild condition
which holds true in the most interesting case of subschemes lying inside the torus
if at least one weight is trivial, e.g. w1 = 1, see Lemma 3.6.
Proposition 3.12. Let X = P (w1, . . . , wn+1) be a weighted projective space and
Y be a subscheme such that S/I(Y ) has a non-zerodivisor of degree 1. Then, there
is an integer aY satisfying reg(Y ) = 1 + aY + N. Moreover, aY equals the degree
of the rational function corresponding to the Hilbert series of S/I(Y ), that is,
aY = deg(pS/I(Y ))− β1 − · · · − βn+1.
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Proof. By [Maclagan and Smith (2004), Proposition 4.4], the set reg(Y ) ⊆ N is
not empty. Let aY be the integer such that 1 + aY is the smallest element in this
set. The assumption together with Lemma 3.4 and Theorem 3.7 (iii) implies that
HY (α) ≤ HY (1 + α) ≤ deg(Y ) for all α ∈ N. Since HY (1 + aY ) = deg(Y ), the
first claim follows by taking α = 1 + aY to start with.
The second part can be done by adopting carefully the proof of Proposition 2.1 in
[Duursma et al.(2001)] and replacing |Y | with deg(Y ).
3.2 Multigraded Hilbert functions of complete intersections
In the rest of the section Y is a complete intersection subscheme of a simplicial
toric variety X as in Definition 2.2 which is cut out by hypersurfaces of degrees
α1, . . . , αn. In this case, we have the following nice combinatorial formula for
HY (α).
Proposition 3.13. Let Y be a complete intersection subscheme ofX such that I(Y )
is generated by n homogeneous polynomials with degrees α1, . . . , αn. Then for any
α ∈ A we have
HY (α) =
n∑
s=0
(−1)s ∑
I⊆[n],|I|=s
|Pα−αI ∩M |,
where αI =
∑
i∈I αi.
Proof. Since I(Y ) is a complete intersection, its minimal free resolution is given
by the Koszul complex so that we have the following exact sequence
0→ Wn → · · · → Ws → · · · → W1 → Sα → (S/I(Y ))α → 0,
where, for every s = 1, . . . , n, the vector space Ws is given by
Ws =
⊕
I⊆[n],|I|=s
S(−αI)α =
⊕
I⊆[n],|I|=s
Sα−αI .
Therefore, combining this with (2) we obtain:
HY (α) = dimK Sα +
n∑
s=1
(−1)s dimKWs
=
n∑
s=0
(−1)s ∑
I⊆[n],|I|=s
|Pα−αI ∩M |. (4)
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Remark 3.14. When Y is a complete intersection as above, by Proposition 8.23
in [Miller and Sturmfels(2005)], we have pS/I(Y ) =
∑n
s=0(−1)s
∑
I⊆[n],|I|=s tαI ,
where αI =
∑
i∈I αi. Hence, if X = Pn, then pS/I(Y ) has degree α1 + · · ·+αn, and
thus aY coincides with what is called the critical degree aY = α1+· · ·+αn−(n+1).
This formula can be extended to the case of weighted projective spaces as aY =
α1 + · · ·+αn− β1− · · · − βn+1 whenever the assumptions of Proposition 3.12 are
satisfied. The question of whether α1 + · · ·+ αn − β1 − · · · − βr +Nβ ⊆ reg(Y ),
for any simplicial toric variety X has an immediate negative answer provided by
the following example as the critical degree α1 + α2 − β1 − · · · − β4 = (4, 0) does
not give a lower bound for the multigraded regularity.
Example 3.15. Let X = H2 be the Hirzebruch surface and J = 〈F1, F2〉, where
F1 = x
3z − x2z2 − 2xz3 + z4 and F2 = x4y2 − w2. It is easy to see that J is
B-saturated and defines a zero-dimensional complete intersection not lying in T2,
VX(J) = {[1 : 1 : 0 : ±1], [1 : 1 : ζ1 : ±1], [1 : 1 : ζ2 : ±1], [1 : 1 : ζ3 : ±1]},
where ζi are three distinct solutions of ζ3−2ζ2− ζ+1 = 0 inK. One can see from
the following matrix that (3, 1) + Nβ = reg(Y ), where the value of the Hilbert
function at the origin is in red and reg(Y ) is in blue.
0 0 0 0 0 0 1 2 4 6 7 8 8 8 8 8 8 8 8 8 8
0 0 0 0 0 0 0 0 1 2 4 6 7 8 8 8 8 8 8 8 8
0 0 0 0 0 0 0 0 0 0 1 2 3 4 4 4 4 4 4 4 4
 .
Instead, we have the following lower bound for the multigraded regularity of com-
plete intersections of semi-ample hypersurfaces.
Theorem 3.16. Let Y be a complete intersection subscheme of X such that I(Y )
is generated by n homogeneous polynomials with semi-ample degrees α1, . . . , αn.
If there is a non-zerodivisor in S/I(Y ) of degree βj , for each j ∈ [r], then
α1 + · · ·+ αn + Nβ ⊆ reg(Y ).
Proof. Let F1, . . . , Fn be the generators of I(Y ). Their zero loci define divisors
E1, . . . , En on X . Note that deg Y equals the intersection number (E1, . . . , En).
On the other hand, each Ei is linearly equivalent to a T-invariant divisor Hi of
degree αi. By [Fulton(1993), Sec. 5.5] we have
(E1, . . . , En) = (H1, . . . , Hn) = n!V (Pα1 , . . . , Pαn).
Therefore, it is sufficient to prove that HY (α) = n!V (Pα1 , . . . , Pαn), whenever the
sum α1 + · · ·+ αn  α. We handle this in two steps.
Case (1): αn+1 := α− (α1 + · · ·+ αn) is semi-ample.
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For notational convenience, set Pi = Pαi , for i = 1, . . . , n + 1. As before let
PI =
∑
i∈I Pi and αI =
∑
i∈I αi for a subset I ⊆ [n].
By [Postnikov(2009), Proposition 9.8], we have the following formula for the n-
dimensional volume of z1P1 + · · ·+ zn+1Pn+1
Voln(z1P1 + · · ·+ zn+1Pn+1) =
∑
(i1,...,in)∈[n+1]n
V (Pi1 , . . . , Pin)zi1 · · · zin ,
where V (Pi1 , . . . , Pin) is the mixed volume of the polytopes Pi1 , . . . , Pin . Further-
more, let Ehr(z1, . . . , zn+1) be the Ehrhart polynomial that counts the number of
lattice points in the Minkowski sum z1P1 + · · · + zn+1Pn+1 for non-negative inte-
gers z1, . . . , zn+1. Asymptotically, as zi → ∞, the number of lattice points equals
the volume, so we have
Ehr(z1, . . . , zn+1) = Voln(z1P1+· · ·+zn+1Pn+1)+lower order terms in z1, . . . , zn+1.
Now consider the functions V (z1, . . . , zn) = Voln(z1P1 + · · ·+ znPn + Pn+1) and
E(z1, . . . , zn) = Ehr(z1, . . . , zn, 1). By above the coefficient of z1 · · · zn in V is
n!V (P1, . . . , Pn). Thus, we obtain
∂nV/∂z1 · · · ∂zn = n!V (P1, . . . , Pn). (5)
On the other hand, since E is a polynomial of degree n its partial derivative co-
incides with its discrete derivative when the order is n, i.e. ∂nE/∂z1 · · · ∂zn =
∆nE/∆z1 · · ·∆zn at (z1, . . . , zn) = (0, . . . , 0) which is nothing but
∆nE
∆z1 · · ·∆zn (0, . . . , 0) =
n∑
s=0
(−1)s ∑
I⊆[n],|I|=s
|(Pα − PI) ∩M |. (6)
Note that the polytope Pα − PI is well defined, as by the hypothesis α1, . . . , αn+1
are all semi-ample and thus Pα = P1 + · · · + Pn + Pn+1, by equation (3). In fact,
it follows that Pα − PI = Pα−αI .
Since we also have ∂nE/∂z1 · · · ∂zn = ∂nV/∂z1 · · · ∂zn, the combination of (5)
and (6) provides
n!V (P1, . . . , Pn) =
n∑
s=0
(−1)s ∑
I⊆[n],|I|=s
|Pα−αI ∩M |.
Now the statement HY (α) = n!V (P1, . . . , Pn), whenever α1 + · · · + αn  α,
follows from Proposition 3.13.
In particular, HY (α1 + · · ·+ αn) = n!V (P1, . . . , Pn) = deg Y.
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Case (2): αn+1 := α− (α1 + · · ·+ αn) is not semi-ample.
We claim that there is a semi-ample degree α′n+1 with αn+1  α′n+1. Indeed, note
that K corresponds to the set of the lattice points of a full-dimensional cone CK in
A ⊗ R ∼= Rr−n. Since CK ∩ (αn+1 + CK) is unbounded, it must contain a lattice
point α′n+1 ∈ K ∩ (αn+1 + K). (To see that CK ∩ (αn+1 + CK) is unbounded, one
can take any ray pointing to the interior of CK and show that it must eventually
intersect the shifted cone αn+1 + CK.)
Now α′ := α1 + · · ·+αn+α′n+1 is semi-ample and satisfies α  α′. Thus, by Case
(1) and Theorem 3.7 (ii), we have
deg Y = HY (α1 + · · ·+ αn) ≤ HY (α) ≤ HY (α′) = deg Y,
which completes the proof.
Remark 3.17. When X is smooth and Y is a complete intersection of semi-ample
hypersurfaces of degree α1, . . . , αn, the lower bound for reg(Y ) provided by the
proof of Proposition 2.10 in [Maclagan and Smith (2005)] is α1 + · · · + αn + K.
Thus, our bound improves this even for smooth toric varieties.
Let us finish the section by summarizing the previous results in the special case of
Y ⊆ Tn.
Corollary 3.18. If Y ⊆ Tn is reduced, then the following hold.
(i) If α 6 αi, for degrees αi of minimal generators of I(Y ), then
HY (α) = |Pα ∩M |.
(ii) HY (α) ≤ HY (α′), for all α  α′, α ∈ Nβ.
(iii) If Y is a complete intersection subscheme of X such that I(Y ) is generated
by homogeneous polynomials with semi-ample degrees α1, . . . , αn, then
HY (α) = |Y |, for all α  α1 + · · ·+ αn.
Proof. The first claim is just Theorem 3.7, part (i). By Lemma 3.6, there exists
a non-zerodivisor in S/I(Y ) of degree α, for any α ∈ Nβ. So, the second claim
follows from Theorem 3.7 (ii) and the third follows from Theorem 3.16.
4 Evaluation codes on complete intersections
In this section we apply our results in Section 3 to dimension calculation for eval-
uation codes on complete intersections in a toric variety.
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Recall the basic definitions from coding theory. Let Fq be a finite field of q ele-
ments and F∗q = Fq \ {0} its multiplicative group. A subspace C of FNq is called a
linear code, and its elements c = (c1, . . . , cN) are called codewords. The number
N is called the block-length of C. The weight of c in C is the number of non-zero
entries in c. The distance between two codewords a and b in C is the weight of
a − b ∈ C. The minimum distance between distinct codewords in C is the same as
the minimum weight of non-zero codewords in C. The block-length N , the dimen-
sion k = dimFq(C), and the minimum distance d = d(C) are the basic parameters
of C.
Let K = Fq be the algebraic closure of Fq. We let Φ ∈ Gal(K/Fq) denote the
Frobenius automorphism, so Φ(x) = xq for all x ∈ K and the restriction of Φ to
Fqk generates the cyclic group Gal(Fqk/Fq) for every k ∈ N.
Now, let X be a simplicial complete toric variety over K of dimension n with
torsion-free class group and S its homogeneous coordinate ring as in the previous
sections. Recall that Sα is spanned by characters of the torus Tn as in (1). The group
Gal(K/Fq) acting on the coefficients in the direct sum defines an action on Sα.
Thus the subset SΦα of Sα of elements invariant under the Frobenius automorphism
consists of the Fq-linear combinations of the characters:
SΦα
∼=
⊕
m∈Pα∩M
Fqχm. (7)
Note that the dimension of the Fq-vector space SΦα and the dimension of the K-
vector space Sα are the same.
Let Y = {p1, . . . , pN} be a zero dimensional reduced subscheme of X , contained
in (F∗q)n. Fix a degree α ∈ Nβ and a monomial F0 = xφ(m0)+a ∈ Sα, where
m0 ∈ M , a is any element of Zr with deg(a) = α, and φ as in the exact sequence
P. This defines the evaluation map
evY : SΦα → FNq , F 7→
(
F (p1)
F0(p1)
, . . . ,
F (pN)
F0(pN)
)
. (8)
The image Cα,Y = evY (SΦα ) is a linear code, called evaluation code on Y . It can
be readily seen that different choices of F0 ∈ Sα yield to equivalent codes. Clearly,
the block-length of Cα,Y equals N = |Y |.
In the special case of Y = (F∗q)n this construction produces toric codes which was
introduced for the first time by Hansen in [Hansen(2000),Hansen(2001)]. A way
to compute the dimension of a toric code is given in [Ruano(2007)]. For general
information about algebraic geometry codes we refer to [Tsfasman et al.(2007)]
and [Little(2008)].
Remark 4.1. We remark that the toric complete intersection code CL(P ),Y studied
in [Soprunov(2013)] is also a particular case of the above evaluation code. Indeed,
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in [Soprunov(2013)] the code CL(P ),Y is defined as the image of
evY : L(P )→ FNq , f 7→ (f(p1), . . . , f(pN)),
whereL(P ) is the subspace of the Laurent polynomial ring Fq[t±11 , . . . , t±1n ] spanned
by the monomials corresponding to the lattice points of P , and Y = {p1, . . . , pN} ⊂
(F∗q)n is the set of common zeroes of a Laurent polynomial system f1 = · · · = fn =
0 which meets the Bernstein–Kushnirenko bound. There is a standard procedure
of homogenizing a Laurent polynomial f with respect to its Newton polytope P ,
which produces a homogeneous polynomial F ∈ S of semi-ample degree α with
Pα = P (see [Cattani and Dickenstein(1997), p. 124]). In this case, f = F/F0 for a
certain monomial F0 ∈ Sα. It is not hard to show that under the conditions imposed
on Y in [Soprunov(2013)], the homogenizations F1, . . . , Fn of the fi generate an
ideal I ⊂ S defining Y , i.e. VX(I) = Y . On the other hand, for any semi-ample de-
gree α the space L(Pα) is identified with SΦα , by (7). Therefore, the toric complete
intersection code CL(P ),Y coincides with the evaluation code Cα,Y as defined above.
The advantage of the above observation is that when Y ⊆ (F∗q)n it helps us to see
why there is no harm in assuming without loss of generality that X is smooth. This
is because when X is singular, one can resolve its singularities by refining the fan
which changes the homogeneous coordinate ring S and thereby Sα but does not
effect the code because L(Pα) does not change.
The next proposition provides a way to calculate the dimension of the code as the
value of the Hilbert function HY (α).
Proposition 4.2. Let Y ⊆ (F∗q)n be a reduced closed subscheme of X . Then, for
any α ∈ A the dimension of Cα,Y equals HY (α).
Proof. Let evY : Sα → KN be the K-linear evaluation map extending the one
in (8). Since I(Y ) is radical, we have ker(evY ) = I(Y )α, which yields
dimK(evY (Sα)) = dimK(Sα)− dimK ker(evY ) = HY (α).
On the other hand, dimK(evY (Sα)) = dimFq(evY (SΦα )) as both maps are repre-
sented by the same matrix with entries in Fq in the monomial basis corresponding
to the lattice points of Pα. By definition dimFq(evY (SΦα )) is the dimension of the
code Cα,Y , which completes the proof of the proposition.
The behavior of the multigraded Hilbert function gives information about equiva-
lence of the corresponding codes as we discuss now.
Proposition 4.3. Let Y ⊆ (F∗q)n be a reduced closed subscheme of X as before. If
HY (α) = HY (α + α0) then the codes Cα,Y and Cα+α0,Y are equivalent. Therefore,
there are only finitely many non-equivalent codes Cα,Y .
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Proof. As Y ⊆ (F∗q)n, the monomial xa0 of degree α0 is a non-zerodivisor by the
proof of Lemma 3.6. Hence, we have the following exact sequence
0 // (S/I(Y ))α
xa0 // (S/I(Y ))α+α0 // (S/(I + 〈xa0〉))α+α0 // 0 .
When HY (α) = HY (α+α0), the injection above becomes an isomorphism and we
have
(S/I(Y ))α+α0 = x
a0 · (S/I(Y ))α.
On the other hand, since the kernel of the evaluation map evY : Sα → KN equals
I(Y )α we may identify (S/I(Y ))α with the code Cα,Y . Let xa1 , . . . ,xak be mono-
mials in Sα whose classes form a basis for (S/I(Y ))α and, hence, whose im-
ages under the evaluation map form a basis for Cα,Y . By above, the monomials
xa0xa1 , . . . ,xa0xak will yield a basis for Cα+α0,Y . In these bases the generating ma-
trix of Cα+α0,Y equals the product of a diagonal matrix (consisting of the values of
xa0 at the points of Y ) and the generating matrix of Cα,Y . Therefore, the two codes
are monomially equivalent.
As for the last assertion, we first recall that HY is non-decreasing in the direction
of βj for each j ∈ [r]. Second, it is bounded above by the number of points in Y ,
so it must eventually become constant, which completes the proof.
The following shows how this observation can be turned into a powerful method to
produce good codes.
Example 4.4. Let X = H2 be the Hirzebruch surface as in example 2.3 over the
field F5. Consider the homogeneous ideal J = 〈F1, F2〉, where F1 = x2 − z2 and
F2 = z
8y4 − w4. One can check that J is B-saturated and radical, so Y = VX(J)
is the following reduced union of 8 points lying inside the torus (F∗5)2:
[1 : 1 : 1 : 1], [1 : 1 : 1 : 2], [1 : 1 : 1 : 3], [1 : 1 : 1 : 4],
[1 : 1 : 4 : 1], [1 : 1 : 4 : 2], [1 : 1 : 4 : 3], [1 : 1 : 4 : 4].
In this case, the toric complete intersection codes have the following table for their
dimensions, where the value of the Hilbert function at the origin is in red, recorded
to be 1 at the bottom line, and the trivial codes correspond to the degrees in (1, 3)+
Nβ which is in blue,
0 0 1 2 3 4 5 6 7 8 8 8 8 8 8 8 8 8 8 8 8
0 0 0 0 1 2 3 4 5 6 7 8 8 8 8 8 8 8 8 8 8
0 0 0 0 0 0 1 2 3 4 5 6 6 6 6 6 6 6 6 6 6
0 0 0 0 0 0 0 0 1 2 3 4 4 4 4 4 4 4 4 4 4
0 0 0 0 0 0 0 0 0 0 1 2 2 2 2 2 2 2 2 2 2

.
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By Proposition 4.3, there are exactly 8 non-equivalent codes. Observe now that the
monomials (yz2)b, (xyz)b ∈ S0,b and x(yz2)b, x(xyz)b ∈ S1,b. By evaluating these
monomials at Y , we get the codewords (1 1 1 1 1 1 1 1) and (1 1 1 1 4 4 4 4)
which shows that the minimum distance is at most 4.
According to Markus Grassl’s Code Tables [Grassl] a best-known code withN = 8
has k + d = 8 or k + d = 9 (MDS codes). So, there is no need to consider codes
of degrees (0, 1) and (1, 0). As the codes of (0, 0) and (1, 3) are trivially MDS, we
look at the codes of degrees (1, 1), (0, 2), (1, 2) and (0, 3).
Take α = (1, 1) first and consider the toric complete intersection code Cα,Y . A
basis of (S/I(Y ))α is given by the classes of monomials {xyz2, yz3, xw, zw}. So,
the generating matrix of the code which is obtained by evaluating these monomials
at the 8 points of Y is as follows:
1 1 1 1 1 1 1 1
1 1 1 1 4 4 4 4
1 2 3 4 1 2 3 4
1 2 3 4 4 3 2 1
 .
It is now easy to check that the minimum distance is 3 and thus the code Cα,Y has
parameters [8, 4, 3]5, by using Magma, see [Bosma et al.(1997)]. In contrast, the
best known code according to [Grassl] has parameters [8, 5, 3]5.
For degree α = (0, 2), a basis of (S/I(Y ))α is given by the classes of monomials
{y2z4, xy2z3, yz2w, xyzw,w2}. In this case, the code Cα,Y has parameters [8, 5, 3]5
which is a best possible code according to [Grassl].
For degree α = (1, 2), a basis of (S/I(Y ))α is given by the classes of monomials
{y2z5, xy2z4, yz3w, xyz2w, zw2, xw2}. In this case, the code Cα,Y has parameters
[8, 6, 2]5 which is a best possible code according to [Grassl].
Finally, if α = (0, 3), a basis of (S/I(Y ))α is given by the classes of monomials
{y3z6, xy3z5, y2z4w, xy2z3w, yz2w2, xyzw2, w3}. In this case, the code Cα,Y has
parameters [8, 7, 2]5 which is an MDS code.
As a direct consequence of Proposition 4.2, Proposition 3.13, and Corollary 3.18
we obtain a nice formula for the dimension of the code Cα,Y .
Theorem 4.5. Let Y ⊆ (F∗q)n be a reduced complete intersection subscheme of
X such that I(Y ) is generated by n homogeneous polynomials with semi-ample
degrees α1, . . . , αn. Then for any α ∈ Nβ we have
dimFq(Cα,Y ) =
n∑
s=0
(−1)s ∑
I⊆[n],|I|=s
|Pα−αI ∩M |,
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where αI =
∑
i∈I αi. In particular, if α 6 αi for all 1 ≤ i ≤ n (i.e. Pα does not
contain any of Pαi) then
dimFq(Cα,Y ) = |Pα ∩M |.
Furthermore, if α  α1 + · · ·+αn then the dimension of Cα,Y equals its length |Y |
and, hence, the code is trivial.
Remark 4.6. [Soprunov(2013)] gives a bound on the minimum distance of eval-
uation codes Cα,Y for local complete intersections Y and for degrees less than or
equal to the critical degree, i.e. for
α  ρ := α1 + · · ·+ αn −
r∑
j=1
βj.
So, for degrees between ρ and α1 + · · ·+αn, the code Cα,Y may be non-trivial (see
examples in the third section) and currently no non-trivial bound for the minimum
distance is known.
We finish with an example illustrating the formula in Theorem 4.5.
Example 4.7. Let F5 be a field of 5 elements. Consider a 3-dimensional toric vari-
ety X defined by the normal fan to the polytope with vertices
{(0, 0, 0), (0, 1, 0)(1,−1, 1), (1, 2, 1), (−1, 2, 1), (−1,−1, 1)}.
The corresponding exact sequence P is:
P : 0 //Z3 φ //Z5 deg //Z2 // 0 ,
where
φ =

1 −1 0 0 0
0 0 1 −1 0
1 1 1 1 −1

T
and deg =
−1 −1 1 1 0
1 1 0 0 2
 .
We let S = K[x, y, z, w, t] be the homogeneous coordinate ring ofX . Now consider
the homogeneous ideal J = 〈F1, F2, F3〉, where F1 = x4 − y4, F2 = z4 − w4, and
F3 = (xyzw)
4 − t4. The corresponding degrees are α1 = (−4, 4), α2 = (4, 0),
and α3 = (0, 8). The ideal J is radical and B-saturated and defines a reduced
subscheme Y with |Y | = 64. The polytopes Pα1 and Pα2 are lattice segments of
length 4 with vertices {(−2, 0, 0), (2, 0, 0)} and {(0,−2, 0), (0, 2, 0)}, respectively.
The polytope Pα3 is a square pyramid with vertices
{(0, 0, 0), (4,−4, 4), (4, 4, 4), (−4, 4, 4), (−4,−4, 4)}.
20
One can check that the mixed volume 3!V (Pα1 , Pα2 , Pα3) = 64.
Now consider α = (−2, 7). Its polytope Pα has vertices{
(0, 0, 0), (−7, 0, 0), (−7,−5, 0), (0,−5, 0),
(
− 5
2
,−5
2
,−5
2
)
,
(
− 9
2
,−5
2
,−5
2
)}
,
and contains 80 lattice points. Furthermore, Pα−αI is empty for all I ⊂ {1, 2, 3},
but I = {1}, I = {2}, and I = {1, 2}.
With the help of polymake [Gawrilow and Joswig(2000)], we obtain |Pα−α1| = 32,
|Pα−α2| = 16, and |Pα−α1−α2| = 8. Therefore, the formula in Theorem 4.5 gives
dimFq(Cα,Y ) = 80− 32− 16 + 8 = 40.
This is confirmed by computing the Hilbert function of Y using Macaulay 2, see
[Grayson and Stillman].
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