Recently, there has been a great deal of work developing super-resolution reconstruction (SRR) algorithms. While many such algorithms have been proposed, the almost SRR estimations are based on L1 or L2 statistical norm estimation, therefore these SRR algorithms are usually very sensitive to their assumed noise model that limits their utility. The real noise models that corrupt the measure sequence are unknown; consequently, SRR algorithm using L1 or L2 norm may degrade the image sequence rather than enhance it. Therefore, the robust norm applicable to several noise and data models is desired in SRR algorithms. This paper first comprehensively reviews the SRR algorithms in this last decade and addresses their shortcomings, and latter proposes a novel robust SRR algorithm that can be applied on several noise models. The proposed SRR algorithm is based on the stochastic regularization technique of Bayesian MAP estimation by minimizing a cost function. For removing outliers in the data, the Lorentzian error norm is used for measuring the difference between the projected estimate of the high-resolution image and each low-resolution image. Moreover, Tikhonov regularization and Lorentzian-Tikhonov regularization are used to remove artifacts from the final answer and improve the rate of convergence. The experimental results confirm the effectiveness of our method and demonstrate its superiority to other super-resolution methods based on L1 and L2 norms for several noise models such as noiseless, additive white Gaussian noise (AWGN), poisson noise, salt and pepper noise, and speckle noise.
GENERAL INTRODUCTION
Traditionally, theoretical and practical limitations constrain the achievable resolution of any devices. super-resolution reconstruction (SRR) algorithms investigate the relative motion information between multiple low-resolution (LR) images (or a video sequence) and increase the spatial resolution by fusing them into a single frame. In doing so, SRR also removes the effect of possible blurring and noise in the LR images [1] [2] [3] [4] [5] [6] [7] [8] . Recent work relates this problem to restoration theory [4, 9] . As such, the problem is shown to be an inverse problem, where an unknown image is to be reconstructed, based on measurements related to it through linear operators and additive noise. This linear relation is composed of geometric warp, blur, and decimation operations. The SRR problem is modelled by using sparse matrices and analyzed from many reconstruction methods [5] such as the nonuniform interpolation, frequency domain, maximum likelihood (ML), maximum a posteriori (MAP), and projection onto convex sets (POCS). The general introduction of SRR algorithms in the last decade is reviewed in Section 1.1 and the SRR algorithm in estimation point of view is comprehensively reviewed in Section 1.2.
Introduction of SRR
The super-resolution restoration idea was first presented by Huang and Tsan [10] in 1984. They used the frequency domain approach to demonstrate the ability to reconstruct one improved resolution image from several downsampled noise-free versions of it, based on the spatial aliasing effect. Next, a frequency domain recursive algorithm for the restoration of super-resolution images from noisy and blurred measurements is proposed by Kim et al. [11] in 1990. The algorithm using a weighted recursive leastsquares algorithm is based on sequential estimation theory in the frequency-wavenumber domain, to achieve simultaneous 2 EURASIP Journal on Advances in Signal Processing improvement in signal-to-noise ratio and resolution from available registered sequence of low-resolution noisy frames. In 1993, Kim and Su [12] also incorporated explicitly the deblurring computation into the high-resolution image reconstruction process because separate deblurring of input frames would introduce the undesirable phase and high wavenumber distortions in the DFT of those frames. Subsequently, Ng and Bose [13] proposed the analysis of the displacement errors on the convergence rate to the iterative approach for solving the transform-based preconditioned system of equation in 2002, hence it is established that the use of the MAP, L2 norm or H1 norm regularization functional leads to a proof of linear convergence of the conjugate gradient method in terms of the displacement errors caused by the imperfect subpixel locations. Later, Bose et al. [14] proposed the fast SRR algorithm, using MAP with MRF for blurred observation in 2006. This algorithm uses the reconditioned conjugated gradient method and FFT. Although the frequency domain methods are intuitively simple and computationally cheap, the observation model is restricted to only global translational motion and LSI blur. Due to the lack of data correlation in the frequency domain, it is also difficult to apply the spatial domain a priori knowledge for regularization.
The POCS formulation of the SRR was first suggested by Stark and Oskoui [8] in 1987. Their method was extended by Tekalp [8] to include observation noise in 1992. Although the advantage of POCS is that it is simple and can utilize a convenient inclusion of a priori information, these methods have the disadvantages of nonuniqueness of solution, slow convergence, and a high computational cost. Next, Patti and Altunbasak [15] proposed an SRR using ML estimator with POCSbased regularization in 2001 and Altunbasak et al. [16] proposed a super-resolution restoration for the MPEG sequences in 2002. They proposed a motion-compensated, transform-domain super-resolution procedure that directly incorporates the transform-domain quantization information by working with the compressed bit stream. Later, Gunturk et al. [17] proposed an ML super-resolution with regularization based on compression quantization, additive noise and image prior information in 2004. Next, Hasegawa et al. proposed iterative SSR using the adaptive projected subgradient method for MPEG sequences in 2005 [18] .
The MRF or Markov/Gibbs random fields [19] [20] [21] [22] [23] [24] [25] [26] are proposed and developed for modeling image texture during 1990-1994. Due to markov random field (MRF) that can model the image characteristic especially on image texture, Bouman and Sauer [27] proposed the single image restoration algorithm using MAP estimator with the generalized Gaussian-Markov random field (GGMRF) prior in 1993. Schultz and Stevenson [28] proposed the single image restoration algorithm using MAP estimator with the Huber-Markov random field (HMRF) prior in 1994. Next, the super-resolution restoration algorithm using MAP estimator (or the Regularized ML estimator), with the HMRF prior was proposed by Schultz and Stevenson [29] in 1996. The blur of the measured images is assumed to be simple averaging and the measurements additive noise is assumed to be independent and identically distributed (i.i.d.) Gaussian vector. In 2006, Pan and Reeves [30] proposed single image MAP estimator restoration algorithm with the efficient HMRF prior using decomposition-enabled edge-preserving image restoration in order to reduce the computational demand.
Typically, the regularized ML estimation (or MAP) [2, 4, 9, 31] is used in image restoration, therefore the determination of the regularization parameter is an important issue in the image restoration. Thompson et al. [32] proposed the methods of choosing the smoothing parameter in image restoration by regularized ML in 1991. Next, Mesarovic et al. [33] proposed the single image restoration using regularized ML for unknown linear space-invariant (LSI) point spread function (PSF) in 1995. Subsequently, Geman and Yang [34] proposed single image restoration using regularized ML with robust nonlinear regularization in 1995. This approach can be done efficiently by Monte Carlo Methods, for example, by FFT-based annealing using Markov chain that alternates between (global) transitions from one array to the other. Latter, Kang and Katsaggelos proposed the use of a single image regularization functional [35] , which is defined in terms of restored image at each iteration step, instead of a constant regularization parameter, in 1995 and proposed regularized ML for SRR [36] , in which no prior knowledge of the noise variance at each frame or the degree of smoothness of the original image is required, in 1997. In 1999, Molina et al. [37] proposed the application of the hierarchical ML with Laplacian regularization to the single image restoration problem and derived expressions for the iterative evaluation of the two hyperparameters (regularized parameters) applying the evidence and maximum a posteriori (MAP) analysis within the hierarchical regularized ML paradigm. In 2003, Molina et al. [38] proposed the mutiframe super-resolution reconstruction using ML with Laplacian regularization. The regularized parameter is defined in terms of restored image at each iteration step. Next, Rajan and Chaudhuri [39] proposed superresolution approach, based on ML with MRF regularization, to simultaneously estimate the depth map and the focused image of a scene, both at a super-resolution from its defocused observed images in 2003. Subsequently, He and Kondi [40, 41] proposed image resolution enhancement with adaptively weighted low-resolution images (channels) and simultaneous estimation of the regularization parameter in 2004 and proposed a generalized framework [42] of regularized image/video iterative blind deconvolution/superresolution (IBD-SR) algorithm using some information from the more matured blind deconvolution techniques form image restoration in 2005. Latter, they [43] proposed SRR algorithm that takes into account inaccurate estimates of the registration parameters and the point spread function in 2006. In 2006, Vega et al. [44] proposed the problem of deconvolving color images observed with a single coupled charged device (CCD) from the super-resolution point of view. Utilizing the regularized ML paradigm, an estimate of the reconstructed image and the model parameters is generated.
Elad and Feuer [45] proposed the hybrid method combining the ML and nonellipsoid constraints for the superresolution restoration in 1997, and the adaptive filtering approach for the super-resolution restoration in 1999 [46, 47] . Next, they proposed two iterative algorithms, the R-SD and the R-LMS [48] , to generate the desired image sequence at the practically computational complexity. These algorithms assume the knowledge of the blur, the down-sampling, the sequences motion, and the measurements noise characteristics, and apply a sequential reconstruction process. Subsequently, the special case of super-resolution restoration (where the warps are pure translations, the blur is space invariant and the same for all the images, and the noise is white) is proposed for a fast super-resolution restoration in 2001 [49] . Later, Nguyen et al. [50] proposed fast SRR algorithm using regularized ML by using efficient block circulant preconditioners and the conjugate gradient method in 2001. In 2002, Elad [51] proposed the bilateral filter theory and showed how the bilateral filter can be improved and extended to treat more general reconstruction problems. Consequently, the alternate super-resolution approach, L1 Norm estimator and robust regularization based on a bilateral total variance (BTV), was presented by Farsiu et al. [52, 53] in 2004. This approach performance is superior to what was proposed earlier in [45, 46, 48] and this approach has fast convergence but this SRR algorithm effectively applies only on AWGN models. Next, they proposed a fast SRR of color images [54] using ML estimator with BTV regularization for luminance component and Tikhonov regularization for chrominance component in 2006. Subsequently, they proposed the dynamic super-resolution problem of reconstructing a high-quality set of monochromatic or color super-resolved images from low-quality monochromatic, color, or mosaiced frames [55] . This approach includes a joint method for simultaneous SR, deblurring, and demosaicing, this way taking into account practical color measurements encountered in video sequences. Later, we [56] proposed the SRR using a regularized ML estimator with affine block-based registration for the real image sequence. Moreover, Rochefort et al. [57] proposed super-resolution approach based on regularized ML [51] for the extended original observation model devoted to the case of nonisometirc interframe motion such as affine motion in 2006.
Baker and Kanade [58] proposed another superresolution algorithm (hallucination or recognition-based super-resolution) in 2002 that attempts to recognize local features in the low-resolution image and then enhances their resolution in an appropriate manner. Due to the training data-base, this algorithm performance depends on the image type (such as face or character) and this algorithm is not robust enough to be sued in typical surveillance video. Sun et al. [59] proposed hallucination super-resolution (for single image) using regularization ML with primal sketches as the basic recognition elements in 2003.
During 2004-2006, Vandewalle et al. [60] [61] [62] [63] have proposed a fast super-resolution reconstruction based on a nonuniform interpolation using a frequency domain registration. This method has low computation and can be used in the real-time system but the degradation models are limited therefore this algorithm can apply on few applications. In 2006, Trimeche et al. [64] proposed SRR algorithm using an integrated adaptive filtering method to reject the outlier image regions for which registration has failed.
Introduction of SRR estimation technique in super-resolution reconstruction
This section reviews the literature from the estimation point of view because the SRR estimation is one of the most crucial parts of the SRR research areas and directly affects the SRR performance. Bouman and Sauer [27] proposed the single image restoration algorithm using ML estimator (L2 Norm) with the GGMRF regularization in 1993. Schultz and Stevenson [28] proposed the single image restoration algorithm using ML estimator (L2 Norm) with the HMRF regularization in 1994 and proposed the SRR algorithm [29] using ML estimator (L2 Norm) with the HMRF regularization in 1996. The blur of the measured images is assumed to be simple averaging and the measurements additive noise is assumed to be independent and identically distributed (i.i.d.) Gaussian vector. Elad and Feuer [45] proposed the hybrid method combining the ML estimator (L2 Norm) and nonellipsoid constraints for the super-resolution restoration in 1997 [46, 47] . Next, they proposed two iterative algorithms, the R-SD and the R-LMS (L2 Norm) [48] , to generate the desired image sequence at the practically computational complexity in 1999. These algorithms assume the knowledge of the blur, the downsampling, the sequences motion, and the measurements noise characteristics, and apply a sequential reconstruction process. Subsequently, the special case of super-resolution restoration (where the warps are pure translations, the blur is space invariant and the same for all the images, and the noise is white) is proposed for a fast super-resolution restoration using ML estimator (L2 Norm) in 2001 [49] . Later, Nguyen et al. [50] proposed fast SRR algorithm using regularized ML (L2 Norm) by using efficient block circulant preconditioners and the conjugate gradient method in 2001. In 2002, Patti and Altunbasak [15] proposed an SRR algorithm using ML (L2 Norm) estimator with POCS-based regularization. Altunbasak et al. [16] proposed an SRR algorithm using ML (L2 Norm) estimator for the MPEG sequences in 2002. Rajan and Chaudhuri [39] proposed SRR using ML (L2 Norm) with MRF regularization to simultaneously estimate the depth map and the focused image of a scene in 2003. The alternate superresolution approach, ML estimator (L1 Norm), and robust regularization based on a bilateral total variance (BTV), were presented by Farsiu et al. [52, 53] in 2004. Next, they proposed a fast SRR of color images [54] using ML estimator (L1 Norm) with BTV regularization for luminance component and Tikhonov regularization for chrominance component in 2006. Subsequently, they proposed the dynamic super-resolution problem of reconstructing a high-quality set of monochromatic or color super-resolved images from low-quality monochromatic, color, or mosaiced frames [55] .
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This approach includes a joint method for simultaneous SR, deblurring, and Demosaicing, this way taking into account practical color measurements encountered in video sequences. Later, we [56] proposed the SRR using a regularized ML estimator (L2 Norm) with affine block-based registration for the real image sequence. Moreover, Rochefort et al. [57] proposed super-resolution approach based on regularized ML (L2 Norm) [51] for the extended original observation model devoted to the case of nonisometirc interframe motion such as affine motion in 2006. In 2006, Pan and Reeves [30] proposed single image restoration algorithm using ML estimator (L2 Norm) with the efficient HMRF regularization and using decomposition-enabled edge-preserving image restoration in order to reduce the computational demand.
The success of SRR algorithm is highly dependent on the accuracy of the model of the imaging process. Unfortunately, these models are not supposed to be exactly true, as they are merely mathematically convenient formulations of some general prior information. When the data or noise model assumptions do not faithfully describe the measure data, the estimator performance degrades. Furthermore, existence of outliers defined as data points with different distributional characteristics than the assumed model will produce erroneous estimates. Almost noise models used in SRR algorithms are based on additive white Gaussian noise model, therefore SRR algorithms can effectively apply only on the image sequence that is corrupted by AWGN. Due to this noise model, L1 norm or L2 norm errors are effectively used in SRR algorithm. Unfortunately, the real noise models that corrupt the measure sequence are unknown, therefore SRR algorithm using L1 norm or L2 norm may degrade the image sequence rather than enhance it. Therefore, the robust norm error is desired for using in SRR algorithm that can apply on several noise models. For normally distributed data, the L1 norm produces estimates with higher variance than the optimal L2 (quadratic) norm, but the L2 norm is very sensitive to outliers because the influence function increases linearly and without bound. From the robust statistical estimation [65] [66] [67] [68] , Lorentzian norm is designed to be more robust than L1 and L2. Whereas Lorentzian norm is designed to reject outliers, the norm must be more forgiving about outliers; that is, it should increase less rapidly than L2. This paper describes a novel super-resolution reconstruction (SRR) algorithm which is robust to outliers caused by several noise models, therefore the proposed SRR algorithm can apply on the real image sequence that is corrupted by unknown real noise models. For the data fidelity cost function, the Lorentzian error norm [65] [66] [67] [68] is used for measuring the difference between the projected estimate of the highresolution image and each low-resolution image. Moreover, Tikhonov regularization and Lorentzian-Tikhonov regularization are used to remove artifacts from the final answer and improve the rate of convergence. We demonstrate that our method's performance is superior to what was proposed earlier in [3, 15, 28, 29, 39, 45-49, 52-56, 69] , and so forth.
The organization of this paper is as follows. Section 2 reviews explain the main concepts of robust estimation technique in SRR framework. Section 3 introduces the proposed super-resolution reconstruction using L1 with Tikhonov regularization, L2 with Tikhonov regularization, Lorentzian norm with Tikhonov regularization and Lorentzian norm with Lorentzian-Tikhonov regularization. Section 4 outlines the proposed solution and presents the comparative experimental results obtained by using the proposed Lorentzian norm method and by using the L1 and L2 norm methods. Finally, Section 5 provides the summary and conclusion.
INTRODUCTION OF ROBUST ESTIMATION FOR SRR FRAMEWORK
The first step to reconstruct the super-resolution (SR) image is to formulate an observation model that relates the original HR image to the observed LR sequences. We present the observation model for the general super-resolution reconstruction from image sequences. Based on the observation model, probabilistic super-resolution restoration formulations and solutions such as ML estimators provide a simple and effective way to incorporate various regularizing constraints.
Regularization reduces the visibility of artifacts created during the inversion process. Then, we rewrite the definition of these ML estimators in the super-resolution context as the following minimization problem.
Observation model
In this section, we propose the problem and the model of super-resolution reconstruction. Define that a lowresolution image sequence is {Y k }, N 1 × N 2 pixels, as our measured data. An HR image X, qN 1 × qN 2 pixels, is to be estimated from the LR sequences, where q is an integer-valued interpolation factor in both the horizontal and vertical directions. To reduce the computational complexity, each frame is separated into overlapping blocks (the shadow blocks as shown in Figures 1(a) and 1(b)). For convenience of notation, all overlapping blocked frames will be presented as vector, ordered column-wise lexicographically. Namely, the overlapping blocked LR frame is Y k ∈ R M 2 (M 2 × 1) and the overlapping blocked HR frame is
. We assume that the two images are related via the following equation:
where X is blurred, decimated, down sampled, and contaminated by additive noise, giving Y k (t). The matrix F k (F ∈ R q 2 M 2 ×q 2 M 2 ) stands for the geometric warp (translation) between the images X and Y k . H k is the blur matrix which is a space and time invariant and
Typically, many available estimators that estimate an HR image from a set of noisy LR images are not exclusively based on the LR measurement. They are also based on many assumptions such as noise or motion models and these models are not supposed to be exactly true, as they are merely mathematically convenient formulations of some general prior information. When the fundamental assumptions of data and
The relation between overlapping blocked HR image and overlapping blocked LR image sequence noise models do not faithfully describe the measured data, the estimator performance degrades. Moreover, existence of outliers defined as data points with different distributional characteristics than the assumed model will produce erroneous estimates. Estimators promising optimality for a limited class of data and noise models may not be the most effective overall approach. Often, suboptimal estimation methods that are not as sensitive to modeling and data errors may produce better and more stable results (robustness). A popular family of estimators is the ML-type estimators (M estimators) [50] . We rewrite the definition of these estimators in the super-resolution reconstruction framework as the following minimization problem:
where ρ(·) is a robust error norm. To minimize (2), the intensity at each pixel of the expected image must be close to those of original image.
L1 norm estimator
A popular family of robust estimators is the L1 norm estimators (ρ(x) = x ) that are used in super-resolution problem [52] [53] [54] [55] . We rewrite the definition of these estimators in the super-resolution context as the following minimization problem:
The L1 norm is not sensitive to outliers because the influence function, ρ (·), is constant and bounded but the L1 norm produces an estimator with higher variance than the optimal L2 (quadratic) norm. The L1 norm function (ρ(·)) and its influence function (ρ (·)) are shown in Figures 2(a-1 ) and 2(a-2), respectively.
L2 norm estimator
Another popular family of estimators is the L2 norm estimators that are used in super-resolution problem [28, 29, [45] [46] [47] [48] [49] . We rewrite the definition of these estimators in the super-resolution context as the following minimization problem:
The L2 norm produces estimator with lower variance than the optimal L1 norm, but the L2 norm is very sensitive to outliers because the influence function increases linearly and without bound. The L2 norm function (ρ(·)) and its influence function (ρ (·)) are shown in Figures 2(b-1) and 2(b-2), respectively. 
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Robust norm estimator
A robust estimation is an estimated technique that is resistant to such outliers. In SRR framework, outliers are measured images or corrupted images that are highly inconsistent with the high-resolution original image. Outliers may arise from several reasons such as procedural measurement error, noise and inaccurate mathematical model. Outliers should be investigated carefully, therefore we need to analyze the outlier in a way which minimizes their effect on the estimated model. L2 norm estimation is highly susceptible to even small numbers of discordant observations or outliers. For L2 norm estimation, the influence of the outlier is much larger than the other measured data because L2 norm estimation weights the error quadraticly. Consequently, the robustness of L2 norm estimation is poor.
Much can be improved if the influence is bounded in one way or another. This is exactly the general idea of applying a robust error norm. Instead of using the sum of squared differences (4), this error norm should be selected such that above a given level of x its influence is ruled out. In addition, one would like to have ρ(x) being smooth so that numerical minimization of (5) is not too difficult. The suitable choice (among others) is so-called Lorentzian error norm [65] [66] [67] [68] that is defined in (6) . We rewrite the definition of these estimators in the super-resolution context as the following minimization problem:
The parameter T is Lorentzian constant parameter that is a soft threshold value. For values of x smaller than T, the function follows the L2 norm. For values larger than T, the function gets saturated. Consequently, for small values of x, the derivative of ρ (x) = ∂{ρ(x)}/∂x of ρ(x) is nearly a constant. But for large values of x (for outliers), it becomes nearly zero. Therefore, in a Gauss-Newton style of optimization, the Jacobian matrix is virtually zero for outliers. Only residuals that are about as large as T or smaller than that play a role.
From L1 and L2 norm estimation point of view, Lorentzian's norm is equivalent to the L1 norm for large value. But for normally distributed data, the L1 norm produces estimates with higher variance than the optimal L2 (quadratic) norm, so Lorentzian's norm is designed to be quadratic for small values. The Lorentzian norm function (ρ(·)) and its influence function (ρ (·)) are shown in Figures  2(c-1) and 2(c-2) , respectively.
ROBUST SUPER-RESOLUTION RECONSTRUCTION
This section proposes the robust SRR using L1, L2, and Lorentzian norm minimization with different regularization functions. Typically, super-resolution reconstruction is an inverse problem [45] [46] [47] [48] [49] thus the process of computing an inverse solution can be, and often is, extremely unstable in that a small change in measurement (such as noise) can lead to an enormous change in the estimated image (SR image). Therefore, super-resolution reconstruction is an ill-posed or ill-condition problem. An important point is that it is commonly possible to stabilize the inversion process by imposing additional constraints that bias the solution, a process that is generally referred to as regularization. Regularization is frequently essential to produce a usable solution to an otherwise intractable ill-posed or ill-conditioned inverse problem. Hence, considering regularization in super-resolution algorithm as a means for picking a stable solution is very useful, if not necessary. Also, regularization can help the algorithm to remove artifacts from the final answer and improve the rate of convergence.
L1 norm SRR with Laplacian regularized function [53]
A regularization term compensates the missing measurement information with some general prior information about the desirable HR solution, and is usually implemented as a penalty factor in the generalized minimization cost function.
From (3), we rewrite the definition of these estimators in the super-resolution context as the following minimization problem:
In general, Tikhonov regularization Υ(·) was replaced by matrix realization of the Laplacian kernel [53] , the most classical and simplest regularization cost function, and where the Laplacian kernel is defined as
Combining the Laplacian regularization, we propose the solution of the super-resolution problem as follows:
By the steepest descent method, the solution of problem (9) is defined as
where β is a scalar defining the step size in the direction of the gradient.
L1 norm SRR with BTV (Bitotal variance) function [52-55]
A robust regularization function called bilateral-TV (BTV) was introduced in [51, 53] , therefore the BTV regularization is defined as
where matrices (operators) S l x and S m y shift X by l and m pixels in horizontal and vertical directions, respectively, presenting several scales of derivatives. The scalar weight α, 0 < α < 1, is applied to give a spatially decaying effect to the summation of the regularization terms [51, 53] . Combining the BTV regularization, we rewrite the definition of these estimators in the super-resolution context as the following minimization problem:
By the steepest descent method, the solution of problem (13) is defined as
L2 norm SRR with Laplacian regularized function [28, 29]
From (4), we rewrite the definition of these estimators in the super-resolution context as the following minimization problem:
By the steepest descent method, the solution of problem (16) is defined as
L2 norm SRR with BTV (Bitotal variance) function [52-55]
Combining the BTV regularization, we propose the solution of the super-resolution problem as follows:
By the steepest descent method, the solution of problem (18) is defined as
Lorentzian norm SRR with Laplacian regularized function [69]
In this section, we propose the novel robust SRR using Lorentzian error norm. From (5), we rewrite the definition of these robust estimators in the super-resolution context as the following minimization problem:
By the steepest descent method, the solution of problem (22) is defined as
Lorentzian norm SRR with Lorentzian-Laplacian regularized function [69]
Combining the Lorentzian-Laplacian regularization, we propose the solution of the super-resolution problem as follows:
By the steepest descent method, the solution of problem (25) is defined as
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EXPERIMENTAL RESULT
This section presents the experiments and results obtained by the proposed robust SRR methods using Lorentzian norm with Laplacian and Lorentzian-Laplacian regularizations that are calculated by (23) and (27) . To demonstrate the proposed robust SRR performance, the results of L1 norm SRR with Laplacian and BTV regularizations calculated by (10) and (13) and the results of L2 norm SRR with Laplacian and BTV regularizations calculated by (17) and (19) are presented in order to compare the performance. These experiments are implemented in MATLAB and the block size is fixed at 8 × 8 (16 × 16 for overlapping block). In this experiment, we create a sequence of LR frames by using the 40th frame Susie sequence that is QCIF format (176 × 144) and using the Lena (standard image). First, we shifted this HR image by a pixel in the vertical direction. Then, to simulate the effect of camera PSF, this shifted image was convolved with a symmetric Gaussian low-pass filter of size 3 × 3 with standard deviation equal to one. The resulting image was subsampled by the factor of 2 in each direction. The same approach with different motion vectors (shifts) in vertical and horizontal directions was used to produce 4 LR images from the original scene. We added different noise model to the resulting LR frames. Next, we use 4 LR frames to generate the high-resolution image by the different SRR methods. (The criterion for parameter selection in this paper was to choose parameters which produce both most visually appealing results and highest PSNR. Therefore, to ensure fairness, each experiment was repeated several times with different parameters and the best result of each experiment was chosen [52] [53] [54] [55] .)
Susie sequence (the 40th Frame)

Noiseless
The original HR image is shown in Figure 3(a-1) and one of the corrupted LR images is shown in Figure 3(a-2) . Next, the results of implementing the super-resolution method using L1 estimator with Laplacian regularization, L1 estimator with BTV regularization, L2 estimator with Laplacian regularization, L2 estimator with BTV regularization, Lorentzian estimator with Laplacian regularization and Lorentzian estimator with Lorentzian-Laplacian regularization are shown in Figures 3(a-3)-3(a-8) , respectively. Due to noiseless effect, the results of SRR without regularization give a better result than the SRR with regularization. From the results, Lorentzian estimator can efficiently reconstruct the noiseless image than L1 and L2 estimator, about 1-3 dB, respectively.
Additive white Gaussian noise
This experiment is 5 AWGN cases at SNR = 25, 22.5, 20, 17.5, and 15 dB, respectively, and the original HR images are shown in Figures 3(b-1)-3(f-1) , respectively. The corrupted images at SNR = 25, 22.5, 20, 17.5, and 15 dB are show in Figures 3(b-2)-3(f-2) , respectively.
At the high SNR (SNR = 25 and 22.5 dB) or low-noise power, the L2 estimator results (with Laplacian and BTV regularizations) give slightly higher PSNR than Lorentzian estimator result (with Laplacian and Lorentzian-Laplacian regularizations). However, L2 and Lorentzian estimator result have higher PSNR than L1 estimator results. At SNR = 25 dB and SNR = 22.5 dB, the result of L1 estimator with Laplacian regularization, L1 estimator with BTV regularization, L2 estimator with Laplacian regularization, L2 estimator with BTV regularization, Lorentzian estimator with Laplacian regularization, and Lorentzian estimator with Lorentzian-Laplacian regularization estimation are shown in Figures 3(b-3)-3(b-8) and 3(c-3)-3(c-8) , respectively.
At low SNR (SNR = 20 dB, SNR = 17.5 dB, and SNR = 15 dB) or high-noise power, the Lorentzian estimator results (with Lorentzian-Laplacian regularization and Laplacian regularization) give the best performance than L2 estimator result (with Laplacian and BTV regularization) and L1 estimator results (with Laplacian and BTV regularization). At SNR = 20 dB, SNR = 17.5 dB, and SNR = 15 dB, the results of L1 estimator with Laplacian regularization, L1 estimator with BTV regularization, L2 estimator with Laplacian regularization, L2 estimator with BTV regularization, Lorentzian estimator with Laplacian regularization and Lorentzian estimator with Lorentzian-Laplacian regularization estimation are shown in Figures 3(d-3)-3(d-8), 3(e-3)-3(e-8), and 3(f-3)-3(f-8) , respectively.
From the results, the L2 estimator gives the best result for SRR estimation than Lorentzian or L1 estimator at lownoise power because the AWGN distributional characteristic is a quadratic model that is similar to L2 model. However, at high-noise power, the Lorentzian estimator will give the better result than L2 estimator since the L2 norm is very sensitive to outliers where the influence function increases linearly and without bound.
Poisson noise
The original HR image is shown in Figure 3(g-1) and one of corrupted LR images is shown in Figure 3(g-2) . The Lorentzian estimator results with Lorentzian-Laplacian regularization give the highest PSNR than the Lorentzian estimator results with Laplacian regularization, L2 estimator result with Laplacian and BTV regularizations, and L1 estimator result with Laplacian and BTV regularization. The result of implementing the super-resolution method using L1 estimator with Laplacian regularization, L1 estimator with BTV regularization, L2 estimator with Laplacian regularization, L2 estimator with BTV regularization, Lorentzian estimator with Laplacian regularization and Lorentzian estimator with Lorentzian-Laplacian Regularization are shown in Figures 3(g-3)-3(g-8) , respectively.
From the results, the Lorentzian estimator will give the best result than L1 and L2 estimators since the power of noise is slightly high and the distribution of noise is not quadratic model (the L2 estimator cannot estimate the no quadratic model effectively). From the results, the Lorentzian estimator with Laplacian regularization and the Lorentzian estimator with LorentzianLaplacian regularization can outstandingly efficiently reconstruct the image that is corrupted by salt and pepper noise than L1 and L2 estimator about 4-5 dB. The Lorentzian estimator gives the best result for SRR estimation than L1 or L2 estimator because the Lorentzian estimator is designed to be robustness and reject outliers, the norm must be more forgiving about outliers; that is, it should increase less rapidly than L2.
Salt and pepper noise
Speckle noise
The last experiment is 3 speckle noise cases for 40th frame From the results, the Lorentzian estimator can efficiently reconstruct the image that is corrupted by speckle noise at high-noise power than L1 and L2 estimators because Lorentzian estimator is more robust for estimation to the high-power outlier than L1 and L2 estimators.
Lena (the standard image)
Noiseless
The original HR image is shown in Figure 4 (a-1) and one of the corrupted LR images is shown in Figure 4(a-2) . Next, the results of implementing the super-resolution method using L1 estimator with Laplacian regularization, L1 estimator with BTV regularization, L2 estimator with Laplacian 
Poisson noise
The original HR image is shown in Figure 4(g-1) and one of corrupted LR images is shown in Figure 4(g-2) . The Lorentzian estimator result with Lorentzian-Laplacian regularization gives the highest PSNR than the Lorentzian estimator result with Laplacian regularization, L2 estimator result with Laplacian and BTV regularization and L1 estimator result with Laplacian and BTV regularization. The result of implementing the super-resolution method using L1 estimator with Laplacian regularization, L1 estimator with BTV regularization, L2 estimator with Laplacian regularization, L2 estimator with BTV regularization, Lorentzian estimator with Laplacian regularization and Lorentzian estimator with Lorentzian-Laplacian regularization are shown in Figures 4(g-3)-4(g-8) , respectively. 
Salt and pepper noise
Speckle noise
The last experiment is speckle noise cases and the original HR images are shown in Figure 4(k-1) . The corrupted image is shown in Figure 4 
CONCLUSION
In this paper, we propose an alternate approach using a novel robust estimation norm function (Lorentzian norm function) for SRR framework with Tikhonov and LorentzianTikhonov regularizations and the proposed robust SRR can be effectively applied on the images that is corrupted by various noise models. Experimental results conducted clearly that the proposed robust algorithm can well apply on the several noise models such as noiseless, AWGN, Poisson noise, and salt and pepper noise, and speckle noise and the proposed algorithm can obviously improve the result in using both subjective and objective measurements.
