Abstract: In this paper a new approach for cancellation of a biased harmonic disturbance is proposed. Compared with a number of known results in this paper the disturbance compensation problem is solved when the output variable is measured only, a relative degree of the plant is arbitrary and the control channel has delay. The reaction wheel pendulum on a movable platform is considered as the plant to demonstrate how proposed approach can be plugged. Created by hand disturbance moves the platform in horizontal surface and the pendulum is oscillating. The second goal of this work is the development of mechatronic applications using in education.
INTRODUCTION
In this article a new approach for rejection of the biased harmonic disturbance with unknown parameters acting on a nonlinear plant is proposed. There are a number of papers dealing with control in condition of an uncertain disturbance ±(t) = ¾ 0 + ¾ sin(!t + Á) using only the input and the output measurable signals.
The paper is focused on the design of the adaptive scheme to identify the frequency of the sinusoid. For plants with no input delay many different approaches exist for adaptive identification of unknown sinusoid, see, for example, (Bobtsov, 2008 , 2009 , 2011 Hou, 2005; Hsu et al., 1999; Marino et al., 2003; Xia, 2002) . Some of these approaches are not restricted to the case of a single sinusoid, in particular, a biased sinusoidal signal is considered in (Bobtsov et al., 2005; Pyrkin et al., 2010 Pyrkin et al., , 2011 Bobtsov, 2008; Hou, 2005) , and the case of multiple sinusoids with different frequencies is presented in (Xia, 2002; Bobtsov et al., 2010) .
This approach is based on the ideas introduced in (Aranovskiy et. al., 2010; Bobtsov, 2008; Bobtsov et al., 2008 Bobtsov et al., , 2009 Nikiforov, 1998; Pyrkin, 2010) and removes various limitations of these designs. In particular, (Nikiforov, 1998) and (Bobtsov et. al., 2008 (Bobtsov et. al., , 2011 deal with a minimum-phase plant, the scheme from (Bobtsov et al., , 2011 ) is limited to strictly minimum phase plants but for unknown plant, and the result presented in (Bobtsov et al., 2009; Pyrkin 2010) applies to plants of any relative degree. Here, our disturbance rejection scheme applies to unstable plants with non-minimum phase and arbitrary relative degree, while the dynamic order of the adaptive law is equal to three, which compares favorably with known results (Hou, 2005; Marino et al., 2003; Xia, 2002) .
For demonstrating efficiency of proposed algorithm the reaction wheel pendulum on a movable platform is considered as plant and disturbance is created by hand moving platform in horizontal plane. Complex of Mechatronics system Inc., disposable of Cybernetics and Control System Laboratory of Saint Petersburg State University of Information Technologies Mechanics and Optics has been used to demonstrate efficiency of proposed algorithm (see Fig. 1 ). Mechanical part of the plant represents a single-link pendulum fixed at the pivot pin with the reaction wheel situated at the opposite end of the pendulum. The platform of the pendulum is movable (see Fig. 2 ). Pendulum oscillation is provided by changing a direction and turn rate of the reaction wheel. Wheel rotation is controlled by regulating an input voltage in DC-motor fixed together with the wheel. It is necessary to note, that the platform of the system possesses high inertia in compassion with the pendulum itself. 
where the vector of state variables x 2 R n is not measured, u(t ¡ h) is scalar control signal, h > 0 is the known constant delay, y(t) is the scalar output variable, f (y(t)) is the known nonlinear function.
The input disturbance ±(t) has a view:
where ± 1 (t) = ¾ is the unknown bias, ± 2 (t) = ¹ sin(!t + Á) is a sinusoid with the unknown amplitude ¾, the frequency !, and the phase shift Á.
Together with the model (2) consider an input-output model
, and e(p) = e r p r + ¢ ¢ ¢ + e 0 are corresponding polynomials described by expressions: 
II. MAIN RESULT
This section deals with design the "ideal" control that able to compensate the disturbance effect under assumption that the disturbance is full known.
With respect to assumption 6 the purpose (8) will be achieved by the control law providing the following relation:
By assumptions 4 and 5 the following relations are true
a0 is a positive transfer coefficient for the constant term in the disturbance, L ±2 =¯e
a(j!) are correspondingly a positive transfer coefficient and a phase shift in a harmonic term with frequency ! in the disturbance, " 1 and " 2 are exponentially decaying functions of time (Bobtsov et al., 2009; Pyrkin, 2010) . Let us to neglect the exponentially decaying terms " 1 and " 2 , so ¹ ± 1 (t) is constant and ¹ ± 2 (t) has sinusoidal form. Let us consider functions:
Neglecting terms " 1 and " 2 , we choose u(t) in the form
where functions ± 1 (t + h) and ± 2
we have
is constant, and ¹ ± 2 (t) is harmonic, the following series of equations is true:
Thus, the control law (11) provides full compensation of disturbance and achieving the purpose with regard to assumption 6. Then it is necessary to design an observer providing equations (12). R e m a r k 1 . The control law (11) includes predicted functions that is not realizable. So, it is necessary to design a predictor, i.e. preceding observer.
III. IDENTIFICATION OF DISTURBANCE
In this section the frequency identification problem is solved.
Temporarily, we assume that signal
is measured, where ¹ ¾ 0 is a bias, ¹ ¾ is a amplitude and ¹ Á is a initial phase. It is known that for generating signal ¹ ±(t) it is possible to use the differential equation
is a constant parameter. We rewrite equation (14):
Passing to Laplace images in (15) we obtain:
, and the polynomial D(s) denotes sum of all terms containing nonzero initial conditions.
After the transformation we have
After the inverse Laplace transformation we obtain: (17) where
o is an exponentially decaying function of time caused by nonzero initial conditions. R e m a r k 3 . Since the exponentially decaying function
o depends on parameter ®, it is possible to accelerate its convergence to zero by increasing the parameter ®. Consider an auxiliary filter:
Plugging (18) in (17) we obtain:
We assume that the function _ ¹ ±(t) is measured. Neglecting by the exponentially decaying term " ± (t) we write the ideal identification scheme in the following view:
where the function
and the number k > 0.
P r o p o s i t i o n .
Let the estimation algorithm of unknown parameter µ has the following view
Then lim
µ ¡μ(t)¯= 0.
P r o o f o f p r o p o s i t i o n .
Consider the estimation error:
After the differentiation (22) we obtain 
Similarly to (10) we have:
where L »1 = Neglecting by the exponentially decaying functions regard to (10) and (26) we have for »(t):
where ¾ » is a bias, ¹ » is an amplitude and Á » is a phase shift.
After differentiating (27) we obtain
Substituting (28) in (24) we have
where the function R e m a r k 3 . From (30) it is straightforward to show that convergence of function μ (t) to µ can be accelerated by increasing of the parameter k.
R e m a r k 4. From equation (30) it is possible to show that the system (23) is exponentially stable. Consequently the estimation scheme is robust with respect to an external unconsidered disturbances.
However the algorithm (20) is not realizable, because the function 
(34) Represent the equation (5) in the following way
(35) Then from (18), (33) and (34) we have the realizable identification scheme
(38) The frequency of the disturbance can be calculated from (14):
Basing on (26) and neglecting by the exponentially decaying functions " »1 and " »2 , we obtain expressions for ¹ ± 1 (t) and ¹ ± 2 (t):
where
is the estimate of L »2 ,
(j!+®) 2 is the estimate of ' »i , functions » 1 (t) and » 2 (t) are constant and sinusoidal with frequency !.
Differentiating (27) two times yields:
hence
Observers for functions » 1 (t) and » 2 (t) looks like:
IV. REALIZABLE CONTROL LAW
Since the equation lim
relations (12) are true, hence the control law (11) provides the purpose (8). Regard to (40) the control law (11) has a view:
It is easy to show, that functions L u2 and ' u2 can be calculated as
To finalize the control law, consider functions
Then it is necessary to design the predictor for variables
We use the fact that functions » 1 (t) is constant and » 2 (t) is periodical. Consider variable:
Since the function » 1 (t) is constant we get: » 1 (t + h) = » 1 (t). For constructing the predictor for the harmonic variable » 2 (t + h 0 ) we consider a variable ¹ » 2 (t) and a linear operator
where jW u (j!)j is a transfer coefficient, arg W u (j!) is a phase shift, " u is an exponentially decaying term. Neglecting exponentially decaying term " u we choose coefficients k p and
Rewrite (49) in realizable form:
where ! 6 = 0 and L u 6 = 0. The ideal control law looks like:
Differentiating (25) yields
hence the observer for signal _ » 2 (t) is constructed as _ » 2 (t) = _ »(t).
(53) Since relations (12) are achieved, then the control law (11) provides purpose of control (8). Thus, we obtain the regulator (36) - (38), (45), (50), (51), (53) solving the problem of disturbance rejection for the nonlinear plant with the input delay.
V. EXPERIMENTAL RESULT
To demonstrate the efficiency of control law (36) - (38), (45), (50), (51), (53) consider the stabilization problem for a mechatronic plant represented by the reaction wheel pendulum on movable platform.
Control of the pendulum angle is provided by changing a direction and turn rate of the reaction wheel. Wheel rotation is controlled by regulating an input voltage in DC-motor fixed together with the wheel.
Mathematical model describes physical character of the mechanical part of the plant without movement of the platform. It looks like:
where µ is an angle of the pendulum and the measured output, a = 60, b p = 0:5 b p = 0:5 are complex parameters of the pendulum, received from preliminary identification procedure. Signal u(t) enters to DC-motor.
Control signal we make from two parts:
where stabilizing control u s (t) is necessary to satisfy assumption 4, the partial control u c (t) is like u(t) u(t) in this paper and used to compensate external disturbance. The main goal is stabilizing the pendulum at the bottom equilibrium without oscillation, i.e. rejection of disturbance effect:
We use the program buffer to imitate the input delay. Actually one can ask why authors make artificial delay. The answer is to built all conditions of the considered problem statement from mathematical point of view and to apply proposed control scheme to such system. In general we demonstrate the appropriate result from practical point of view.
Calculated signal u c (t) enters to buffer and the output signal from the buffer u c (t ¡ h) goes to DC-motor, where the delay h depends on the buffer size.
Using the stabilizing control u s (t) = ¡4°_ µ(t) ¡ 2°2µ(t), where °> 0, _ µ(t) is an estimate of turn rate of the pendulum obtained from estimator (Astrom et al., 2001) we obtain the plant model corresponding to (4):
, where e(p) is a polynomial with unknown parameters that denotes the disturbance input point.
In Fig. 3 -Fig. 5 results of our experiment for closed-loop system are shown when the pendulum fixed on stationary platform and disturbance is modeled in program putting in control channel omitting delay buffer. Model of plant:
(p 2 + 2°p +°2)µ(t) = ¡60 sin µ(t) + 0; 5(u c (t ¡ h) + ±(t)). On Fig. 6 -Fig. 8 results of experiment for closed-loop system are shown when the pendulum fixed on movable platform and the disturbance is created by hand. Fig. 6 -Fig. 8 show that proposed algorithm works properly. The amplitude of oscillation is less if disturbance rejection control is applied than without control. 
VI. CONCLUSION
In this paper the new approach for compensation of the non-measurable uncertain biased harmonic disturbance is proposed for the nonlinear plant. For extending existing results and approaches we consider the nonlinear plant with an arbitrary relative degree and the input delay. For demonstrating the efficiency of proposed algorithm the reaction wheel pendulum on the movable platform is considered as a plant where the disturbance is created by hand moving the platform in horizontal surface.
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