City University of New York (CUNY)

CUNY Academic Works
Dissertations, Theses, and Capstone Projects

CUNY Graduate Center

9-2021

Learning Deep Visual Features from Limited Labeled Data
Longlong Jing

How does access to this work benefit you? Let us know!
More information about this work at: https://academicworks.cuny.edu/gc_etds/4635
Discover additional works at: https://academicworks.cuny.edu
This work is made publicly available by the City University of New York (CUNY).
Contact: AcademicWorks@cuny.edu

Learning Deep Visual Features from
Limited Labeled Data

by
Longlong Jing

A dissertation submitted to the Graduate Faculty in Computer
Science in partial fulfillment of the requirements for the degree of
Doctor of Philosophy, The City University of New York.

2021

© 2021

Longlong Jing
All Rights Reserved

ii

This manuscript has been read and accepted by the Graduate Faculty in Computer

Science in satisfaction of the dissertation requirement for the degree of Doctor of
Philosophy.

Professor Yingli Tian

Date

Chair of Examining Committee

Professor Ping Ji

Date

Executive Officer

Supervisory Committee
Professor Zhigang Zhu
Professor Ioannis Stamos
Professor Charles Qi

The City University of New York

iii

Abstract
Large-scale labeled datasets are generally required to train deep neural networks in
order to obtain better performance in visual feature learning for computer vision
applications. To reduce the extensive cost of collecting and annotating large-scale
labeled datasets, various machine learning methods are proposed to learn general visual features including semi-supervised methods which learn visual features
from a small size of labeled data and a large amount of unlabeled data, weakly
supervised methods which learn visual features from coarse-grained labeled data,
and self-supervised methods which learn visual features from large-scale unlabeled
data. In this thesis, we investigate a number of approaches to learn robust deep
visual features from data with different level of supervisions including a weakly
supervised method, a semi-supervised learning method, and several self-supervised
learning methods. To demonstrate the generalization ability of the proposed methods to learn from limited supervisions, we validate the proposed methods on different tasks and demonstrate that the proposed methods indeed can learn robust
visual features from limited labeled data.
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Chapter 1
Introduction

1.1

Background

Human perceives the world through different ways of perceptions such as vision,
sound, touch, taste, and smell while the vision is the primary human sense among
them. Nowadays people spent a significant amount of time on different types
of visual data such as photos and videos. For example, there are more than 95
millions of photos are uploaded to Instagram while more than 720, 000 hours of
videos are uploaded to YouTube every day.
With the flouring of the visual data on the Internet, there has been an emerging
need to design powerful algorithms to automatically understand the content of
visual data such as images, videos, point cloud, meshes, etc. Various tasks have
been proposed by researchers including image classification, object detection, segmentation, etc. For example, image classification is to recognize the category of
objects in each image, object detection is to localize and classify each object in
images, and semantic segmentation is to identify the semantic categories for each
pixel in images. These tasks are designed to understand the visual data from
different levels.
The visual data such as images and videos normally have very high dimension and
contains much low-level information. Taking the image data as an example, a high
1
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resolution image with a size of 1, 024 × 2, 048 has 2, 097, 152 pixels. The computers
will suffer from decoupling the high-level semantic features that are necessary
for the tasks from the trivial low-level information among the 2 million pixels.
Therefore, the key of the visual task is how to effectively abstract the raw visual
data such as images and videos into compact feature vectors. In general, there are
mainly three types of visual features including image features, video features, and
3D features. The image features refer to deep features that encode the context
and appearance information extracted from images, the video features refers to
deep features that encode both spatial and temporal information extracted from
a sequence of video frames, and the 3D features that encode the 3D geometric
information of the scene which are normally extracted from point cloud or mesh.
Prior to the deep learning era, researchers put significant efforts on hand-craft
feature extractors such as Scale-Invariant Feature Transform (SIFT) [7], SpeededUp Robust Features (SURF) [8], Binary Robust Independent Elementary Features
(BRIEF) [9], and Oriented FAST and Rotated BRIEF (ORB) [10], Histograms of
Oriented Gradients features (HoG) [11], etc. The hand-craft features are manually engineered and are normally extracted based on information presented in
images such as color distributions or gradients. Instead of designing rules for feature extractions, nowadays popular and more efficient solutions are to train deep
neural networks to automatically learn features from large-scale datasets. The
milestone work is the AlexNet [12] proposed by Krizhevsky te al. which achieved
unprecedented performance on the ImageNet benchmark uses a multi-layer hierarchy deep convolution neural network. Relying on large-scale labeled datasets and
efficient network architectures, the deep learning-based methods keep breaking the
benchmark for both low-level (such as super-resolution [13]) and high-level (such
as detection [14] and segmentation [15]) vision tasks.

3

1.2

Deep Visual Feature Learning

The deep visual features, extracted by deep convolutional neural networks from
visual data, play a critical role in computer vision tasks. Due to the powerful
ability to learn different levels of visual features, deep neural networks have been
used as the basic structure to many computer vision applications such as object
detection [14, 16, 17], semantic segmentation [15, 18, 19], image captioning [20],
etc. The performance of deep convolutional neural networks (ConvNets) greatly
depends on their capability and the amount of training data. Different kinds of
network architectures were developed to increase the capacity of network models,
and more larger datasets were collected these days. Various networks including
AlexNet [12], VGG [21], GoogLeNet [22], ResNet [23], and DenseNet [24] and large
scale datasets such as ImageNet [25], OpenImage [26] have been proposed to train
very deep ConvNets. With the sophisticated architectures and large-scale datasets,
the performance of ConvNets keeps breaking the state-of-the-art performances for
many computer vision tasks [12–15, 20, 27–29].
The common practice is to learn visual features through supervised learning in
which the networks for the corresponding tasks are trained with the humanannotated datasets. For each data sample in the dataset, a fine-grained label
is annotated by human labors. For example, category-level labels are required
for each image for classification task, box-level labels are required for detection
task, while pixel-level labels are required for segmentation task. The deep neural
networks normally have millions or sometimes billions of parameters, therefore,
large-scale labeled datasets are required for training. For example, the benchmark
for image classification task ImageNet [25] has over 1 million images with category
labels and Kinetics [30] is a benchmark for video classification task has more than
half a million video clips with category-level labels. Collecting datasets with such
scales is time-consuming and expensive, and sometimes it may even require special
skills for some tasks such as medical images.
Although the supervised learning techniques achieved remarkable progress, the assumption of having a large-scale labeled dataset sometimes is impractical and may
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affect the ability to scale deep learning models to larger datasets. To reduce the
time and cost for collecting and annotating labeled datasets, many methods were
proposed to learn visual features from limited labeled data including weakly supervised learning methods, semi-supervised learning methods, and self-supervised
learning methods. These three types of methods are ordered based on the amount
of supervisions that are required during training.
Weakly-supervised Learning: From the perspective of the amount of supervision, the weakly-supervised methods still require certain types of labels for each
data sample. It refers to methods that learn visual features with coarse-grained labels such as inaccurate labels. Normally the cost of the coarse-grained labels is less
than the fine-grained labels, and networks and losses can be specifically designed
to learn from coarse-grained labels. A typical example of this type is learning semantic segmentation using box-level labels. Normally semantic segmentation task
requires pixels-level annotations which are time-consuming and cost expensive to
collect large-scale datasets. Compared to the pixel-level labels, the box-level labels encode the rough position and category of the objects. By directly training
networks with box-level labels, the cost and time can be significantly reduced.
The key challenge of the weakly-supervised learning methods is how to reduce the
impact of noise brought by the coarse-grained labels.
Semi-supervised Learning: Semi-supervised learning refers to methods using a
small amount of labeled data in conjunction with a large amount of unlabeled data.
The networks are jointly trained by both labeled data and unlabeled data while
the networks are normally optimized by minimizing the entropy of the predictions
on the unlabeled data. A typical example is Pseudo-Labeling [31] which uses the
confident predictions on the unlabeled data as labels to train networks. Due to
its simplicity and effectiveness, the concept of pseudo-labeling has been widely
used in many tasks. Semi-supervised learning provides a way to utilize unlabeled
datasets to boost up performance, and the key challenge is how to design networks
and losses to effectively learn features from the unlabeled data.
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Table 1.1: Summary of the approaches presented in the thesis. Based on the
level of supervisions, these approaches can be categories into three categories:
weakly-supervised methods, semi-supervised methods, and self-supervised
methods.

Chapter
2
3
4
5
6

Supervision
Coarse-grained Labels
Partially Label Data
Unlabeled Data

Data Type
Image
Video
3D Multimodal Data
3D Multimodal Data
Video

Application
Segmentation
Classification
Classification
Classification
Classification

Self-supervised Learning: Self-supervised learning refers to learning methods
in which networks are explicitly trained with supervisory signals that are generated
from the data itself (self-supervision) by leveraging their structures. Normally a
pretext task is designed and the networks are trained by solving the pre-defined
pretext task. When trained with pretext tasks, the shallower blocks of ConvNet
focus on the low-level general features such as corners, edges, and textures, while
the deeper blocks focus on the high-level task-specific features such as objects,
scenes, and object parts [32]. Since it does not require any human annotated
labels, the self-supervised learning methods can be easily extended to billion-scale
datasets. The key challenge of the self-supervised learning methods is how to
design efficient pretext tasks.

1.3

Contributions

The contributions of this thesis can be summarized as learning visual features
from three different perspectives including learning from coarse-grained labels,
learning jointly from labeled data and unlabeled data, and learning from unlabeled
data. By learning from different levels of supervisions, our proposed methods can
significantly reduce the cost of data collection and annotation for feature learning
and can be easily scaled to larger datasets. A summary of the approaches can be
found in Table 1.1. The details of these approaches are illustrated as:
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Chapter 2. Learning from Coarse-grained Labels. Chapter 2 describes a
novel method to learn image features from coarse-grained labels for semantic segmentation task. Normally, the segmentation networks are trained with pixel-level
labels while each image may need hours to annotate. To reduce the cost of data
collection and annotation, we propose a novel recursive coarse-to-fine semantic
segmentation framework based on only image-level category labels. By training
with image-level labels, our model can produce accurate pixel-level semantic segmentation masks.
Chapter 3. Jointly Learning from Labeled and Unlabeled Data. Chapter
3 describes a method to learn visual features from limited labeled samples and a
large amount of unlabeled samples. The proposed methods are evaluated for the
video classification task. To minimize the dependence on a large annotated video
dataset, our proposed method trains from a small number of labeled examples
and exploits different regulatory signals from unlabeled data. We demonstrate
that the performance can be significantly improved by leveraging the guidance
from the unlabeled data.
Chapters 4 and 5. Learning Multimodal Features from Unlabeled Data.
Chapters 4 and 5 present two different methods to learn multimodal features from
unlabeled 3D multimodal data. We propose to use the cross-modal correspondence
among the multimodal data as the source of supervision signals and demonstrate
the learned features can significantly improve the performance on other applications such as 3D object classification and retrieval.
Chapter 6. Learning Spatiotemporal Features from Unlabeled Data.
Chapter 6 presents an approach to learn spatiotemporal features from unlabeled
videos by using geometry as the supervision signal for self-supervised learning. The
features can be learned by training networks to recognize a set of pre-defined geometry transformations, and the self-supervised learned features can significantly
boost the performance for action recognition.
Chapter 7. At last, we summarize the contributions of this dissertation and
discuss future directions for learning visual features from limited labeled data.

Chapter 2
Weakly Supervised Image Feature
Learning
In this chapter, we aim to learn deep visual features from coarse-grained labels.
As a case study, we investigate how to learn semantic segmentation networks with
less supervision such as category-level labels. Deep neural network-based semantic
segmentation generally requires large-scale cost extensive annotations for training
to obtain better performance. To avoid pixel-wise segmentation annotations which
are needed for most methods, recently some researchers attempted to use objectlevel labels (e.g. bounding boxes) or image-level labels (e.g. image categories).
In this chapter, we propose a novel recursive coarse-to-fine semantic segmentation
framework based on only image-level category labels. For each image, an initial
coarse mask is first generated by a convolutional neural network-based unsupervised foreground segmentation model and then is enhanced by a graph model.
The enhanced coarse mask is fed to a fully convolutional neural network to be
recursively refined. Unlike existing image-level label-based semantic segmentation
methods which require to label all categories for images contain multiple types of
objects, our framework only needs one label for each image and can handle images
contains multi-category objects. With only trained on ImageNet, our framework
achieves comparable performance on PASCAL VOC dataset as other image-level
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label-based state-of-the-arts of semantic segmentation. Furthermore, our framework can be easily extended to foreground object segmentation task and achieves
comparable performance with the state-of-the-art supervised methods on the Internet Object dataset.

2.1

Introduction

Semantic segmentation, the task of assigning semantic labels to each pixel in images, is of great importance in many computer vision applications such as autonomous driving, human-machine interaction, and image search engines. The
community has recently made promising progress by applying Convolutional Neural Network (CNN) due to its powerful ability to learn image representations.
Various networks such as FCN [15], DeepLab [18], PSPNet [33], SegNet [34] and
datasets such as PASCAL VOC [35], CityScape [36], CamVid [37], ADE20K [38]
have been proposed for semantic segmentation.
The performance of deep neural network (DNN) greatly depends on the capability
of the network and the amount of training data. Different kinds of network architectures were developed to increase the capacity of the models, and larger and
larger datasets were keeping proposed these days. However, even though several
datasets have been annotated for semantic segmentation, the amount of training
data for semantic segmentation is still relatively small compared to the datasets
for other tasks such as ImageNet [25] and YouTube Bounding Box [39]. Semantic
segmentation generally requires pixel-wise semantic annotation which makes the
cost of annotation process time-consuming and expensive.
To mitigate the limitation of the annotations, weakly supervised and semi-supervised
semantic segmentation methods were proposed [40], [41], [42], [43], [44]. By utilizing annotations that cheaper than pixel-wise annotation such as object-level
labels including bounding boxes, scribbles, spots, or image-level labels to train the
semantic segmentation models greatly reduce the cost of data annotation. Furthermore, these annotations can be easily obtained to produce large weakly supervised
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datasets. Trained with the weak labels, these models achieve promising performance and the gap between the weakly supervised and supervised methods in
performance are getting smaller. However, these methods still need cumbersome
labors such as accurate bounding boxes [42], [45], [46] and scribbles [44], [47]. For
example, in the model trained with the bounding boxes, all the interested category
of objects must be annotated with accurate bounding boxes.
In this chapter, we propose a novel semantic segmentation framework to be trained
with images directly retrieved from a subset of the ImageNet dataset while only
the image category labels are available. The cost of obtaining image-level labels
is much lower than object-level annotations such as bounding boxes, spots, and
scribbles. Unlike other weakly supervised methods, it is worth mentioning that
the category information of the images in our training dataset is very simple and
inaccurate. In others’ work such as [40], [41], [43] [48], one image usually has
multiple labels of the interested object categories appeared in the image, however,
one image has been labeled only one category in ImageNet even when the image
contains objects of multiple categories. Even though trained on the dataset with
simple and inaccurate labels, our model can generate semantic segmentation masks
for images containing multi-category objects.

Input Image

Coarse Mask

Round 1

Round 2

Round 3

Final Mask

Figure 2.1: Two sets of images and their corresponding refinement masks of
different training rounds. Trained with simple image category labels and
coarse masks, our framework can finally predict fine segmentation masks for
the input images.

Our goal is to train the segmentation network only with image-level labels. Specifically, we train the model with images directly from the ImageNet dataset [25],
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which is collected and labeled for image classification task. Some example images
and the corresponding coarse-to-fine masks generated by our framework are illustrated in Fig. 2.1. Firstly, the student network is employed to generate a coarse
mask for each image which was proposed for unsupervised learning foreground
segmentation in images by Croitoru et al. [49]. Since the coarse masks generally are very rough and have many holes and their locations are inconsistent with
the object locations, a graphical model is employed to enhance the coarse masks.
Then, the enhanced masks, the input images, and the category labels of the images
are used to recursively train the semantic segmentation network which is a fully
convolutional network. Trained with only category information, the network can
finally generate pixel-wise semantic masks for the input images.
In summary, our main contributions are:
• We propose a new weakly supervised framework for semantic segmentation
only depends on image category level annotations.
• Trained with images that each has only one category label, the proposed
framework can automatically learn to generate final pixel-wise semantic fine
masks for images containing multiple category objects.
• The proposed framework can be generalized cross datasets.

With only

trained on a subset of the ImageNet dataset, and it achieves comparable performance on PASCAL VOC dataset as other image-level label-based stateof-the-arts.
• The proposed framework can be easily extended to image foreground object
segmentation and it achieves comparable performance with the state-of-theart supervised methods on the Internet Object dataset.
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2.2
2.2.1

Background
Semantic Segmentation

Recently, many semantic segmentation methods have been proposed. Based on
the level of annotations used, these methods fall into three categories: fully supervised pixel-wise annotation-based methods that trained with pixel-wise labels annotated by human labors [15], [18], [33], [34]; weakly supervised objectlevel annotation-based methods that trained with object-level annotations such
as bounding boxes, spots, and scribbles [42], [44], [46], [47]; and weakly supervised image-level annotation-based methods that trained with image category labels [40], [41], [43]. Trained with accurate pixel-labels, fully supervised pixel-wise
annotation-based methods have the best performance.
Fully supervised pixel-wise annotation-based methods: Long et al. [15]
made the first attempt to apply fully convolutional network (FCN) in semantic
segmentation and achieved the milestone break. Badrinarayanan et al. proposed
a symmetric auto-encoder architecture by utilizing the convolution and deconvolution layers [34]. Chen et al. [18] employed the atrous convolution, atrous spatial
pyramid pooling, and fully-connected Conditional Random Field (CRF) in semantic segmentation, which was widely used in other networks later. Zhao et al. [33]
proposed to employ the pyramid pooling model to aggregate the context information of different regions in an image and achieved the state-of-the-art performance
on various semantic segmentation datasets.
Weakly supervised object-level annotation-based methods: Object bounding boxes, as a relatively cheaper yet quite accurate annotation, are used to train
weakly supervised semantic segmentation models. In this way, bounding boxes
annotated for other tasks such as object detection can be directly used to train segmentation models. Papandreou et al. [46] developed an Expectation-Maximization
(EM) method for semantic image segmentation model trained on the bounding
boxes annotations and obtained competitive results. Dai et al. [45] proposed a
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CNN model trained on bounding boxes of automatically generated region proposals. Khoreva et al. [42] proposed to train with bounding boxes for semantic
and instance segmentation. With the relatively accurate annotations and powerful model, they achieved the state-of-the-art results in weakly supervised semantic
segmentation. Lin et al. proposed to train a network with scribbles which are the
minimum object-level annotations [44].
Weakly supervised image-level annotation-based methods: Wei et al. [43]
proposed to train the model with image-level labels by transferring the image classification models into segmentation model via adversarial training. Hong et al. [41]
proposed to utilize videos collected by web engines, along with the weakly annotated images to train the models. Taking the advantages of Generative Adversarial
Networks (GANs), fake images generated by GAN along with some real images
with image-level labels are used to train a segmentation model by Souly et al.
[40]. Hong et al. [50] proposed to train a segmentation network with some auxiliary segmentation annotations for different categories and image-level class labels.
Kolesnikov and Lampert [51] proposed a new loss function for weakly supervised
semantic segmentation by constraining the segmentation to coincide with object
boundaries. Qi et al. proposed to implicitly utilize the stronger supervision to
guide the weakly segmentation model [48]. Wei et al. [52] proposed to employ
dilated convolution to generate reliable object localization maps. Zhang et al.
[53] proposed a decoupled spatial neural attention network to generate pseudoannotations by localizing the discriminative parts of the object region.

2.2.2

Foreground Segmentation

The semantic segmentation is a task to discover objects and assign a pixel-level
class label to each pixel, while the foreground segmentation is a task to discover
the generic objects shown in images and to assign a pixel-level label to indicate
whether the pixel belongs to foreground object or belong to the background. The
only difference between the two tasks is that the semantic segmentation needs
to assign the semantic labels of objects. Therefore, the networks designed for
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semantic segmentation can be easily extended to handle the foreground segmentation task. Recently, many methods have also been proposed for the foreground
segmentation. There are three main strategies for generic foreground object segmentation: joint segmentation-based methods which use the prior knowledge as
the supervision [54], [55], [56], [57], [58], [59], saliency prediction-based methods
which identify regions likely to capture human attention [60], [61], [62], [63], and
object proposal-based methods which localize all the objects in images [64], [65],
[66]. Jiang et al. proposed to formulate saliency detection via absorbing Markov
chain on an image graphical model [62]. Zhang and Sclaroff proposed a Boolean
map-based model to predict the saliency. Each image is characterized by a set
of binary images, and then saliency maps are generated by analyzing the topological structure of these Boolean maps [63]. Since low-level cues or priors do
not produce good enough saliency detection, Zhao et al. employed multi-context
deep learning framework to model saliency of objects in images by utilizing multicontext features[60]. Arbeláez et al. proposed a Multiscale Combinatorial Grouping (MCG) for bottom-up hierarchical image segmentation and object candidate
generation [64]. Pinheiro et al. proposed to train a discriminative convolutional
neural network with multiple objectives, while one of them is to generate a classagnostic segmentation mask [65]. Jain et al. proposed to train a fully convolutional
neural network, which was originally designed for semantic segmentation, for the
foreground object segmentation [67].
Different from other image-level based methods that need multi-category information for each image, we propose a new coarse-to-fine framework for semantic
segmentation by using images with only one category label and achieves comparable performance with the state-of-the-art weakly supervised semantic segmentation methods. Furthermore, our framework can be easily extended to foreground
segmentation task and achieves comparable performance with the state-of-the-art
supervised methods on the Internet Object dataset [54].
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2.3

The Proposed Approach

2.3.1

Overview

(a) Coarse Mask Generation

(c) Recursive Mask Refinement

Coarse mask

Enhanced mask
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Train
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CNN

…
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CNN

…

Refined mask Image label
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Input image

…

(b) Coarse Mask Enhancement

Figure 2.2: The main components of the proposed method: (a) coarse mask
generation; (b) coarse mask enhancement; and (c) recursive mask refinement.

As shown in Fig. 2.2, our framework contains three main components: coarse mask
generation, coarse mask enhancement, and recursive mask refinement. Firstly, a
trained 8-layer CNN is employed to generate the initial coarse masks for images.
Secondly, a graph-based model is employed to enhance the quality of the initial
coarse masks based on the object prior. Finally, these enhanced masks together
with the input images and their category labels are used to recursively train a
fully convolution network designed for semantic segmentation.

2.3.2

Coarse Mask Generation

The core intuition behind this step is to generate coarse masks without using any
class labels. Many methods can generate the coarse masks such as VideoPCA [68],
Non-Local Consensus Voting (NLC) [69], Unsupervised Foreground Segmentation(UFS) [49], and Unsupervised Object Segmentation (UOS) [70]. These methods can segment moving objects in videos or generate saliency maps for images.
Different from other methods that perform unsupervised object discovery in videos
or in collections of images at testing time [68], [69], [70], the framework in [49] is a
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CNN-based network that trained with millions of unlabeled images and achieves
the state-of-the-art in unsupervised object segmentation. Moreover, the student
network, an 8-layer CNN trained on large scale video frames, in [49] is two orders of
magnitude faster than other previous methods at testing. The coarse masks can
be obtained by applying a standard feed-forward processing along the network.
Therefore, the student network is employed to generate the coarse masks in our
framework.
However, the generated coarse masks are very noisy and inaccurate. As shown
in Fig. 2.1, usually there are many holes and the locations of the masks are inconsistent with the locations of the objects. The quality of masks is essential to
the performance of the semantic segmentation. Inspired by [42], [44], a graphical model is employed to enhance the masks to train the semantic segmentation
network.

2.3.3

Coarse Mask Enhancement

The semantic segmentation network would have an inferior performance if directly
trained with noisy and inaccurate coarse masks. Therefore, a mask enhancement
is conducted before the recursive training of semantic segmentation network.
Following [42], [44], [49], GrabCut [71] is employed as an unsupervised mask enhancement technique to improve the quality of the initial coarse masks. GrabCut
is an efficient interactive foreground/background segmentation method based on
graph cuts [71]. The model employs a Gaussian Mixture Model to estimate the
color distribution of the foreground objects and that of the background. These
distributions are then used to construct a Markov Random Field over the pixel
labels (i.e. foreground or background). A graph cut-based optimization method is
run to minimizing the energy function that prefers connected regions having the
same label. By repeating the two-step procedure until it converges, the enhanced
coarse masks are obtained. There are two steps to apply GrabCut to enhance
the coarse masks: (1) finding the smallest bounding box of the foreground region
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from the coarse mask and (2) generating a refined mask based on the bounding
box and the RGB image. For all the experiments in the chapter, we use the default parameters of GrabCut [71] which leads to the best quality of masks in our
datasets.
Some example images and their corresponding coarse masks, the enhanced masks
are shown in Fig. 2.2. The location and shape of the enhanced masks are more
accurate and compact than the coarse masks. These enhanced masks are used to
recursively train the semantic segmentation network.

2.3.4

Recursive Mask Refinement

+ Bird

(a) Input Image

(b) Coarse Mask

(c) Enhanced Coarse Mask

(d) Training Mask

(d) Round 2

(e) Final Mask

Figure 2.3: The process of semantic mask generation. The training mask is
obtained by assigning the image category to the foreground pixels in the
enhanced masks. The training mask is then used to train DeepLab. The
Round 2 image is obtained by applying DeepLab which is trained with the
training masks on original RGB images. At each training round, even trained
with noisy masks, the network can automatically learn to generate better
masks which can be used to further training the network. With the recursive
training, our network can finally generate high-quality segmentation masks.

So far for each image, both the generated coarse mask and enhanced mask are obtained as foreground by unsupervised learning without semantic category labels.
We propose a recursive semantic segmentation network to obtain the pixel-wise
semantic segmentation mask by combining the image category label with the enhanced coarse mask as the initial semantic labels for training. Our semantic segmentation network is trained on a subset of the ImageNet dataset. Since ImageNet
dataset is designed for image classification problem with the main object usually
occupies a large space in the image, the enhanced coarse masks can cover most
part of the main object. Based on this assumption, the category label of each image is assigned to all the pixels belong to the foreground object, and the category
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for the rest of the pixels is set to the background. This process is demonstrated
in Fig. 2.3. These generated enhanced masks are taken as the initial input in the
next training round of our recursive semantic segmentation network.
We choose DeepLab [18] as the semantic segmentation network due to its practical
merit and effectiveness. By using the atrous convolution to increase the receptive
field of neurons, employing the atrous spatial pyramid pooling (ASPP) to consider
the objects at multiple scales, and using the Fully Connected CRF to improve the
localization performance of object boundaries, Deeplab achieved the state-of-theart in semantic segmentation benchmarks. At the end of the first training round,
we obtain a semantic segmentation model that can be applied to any image to
predict the semantic mask. Since the quality of the enhanced masks is low and
the model can hardly reach its capacity just in one training round, we propose to
recursively train the network to continue to refine the semantic masks by taking
the output masks from the last training round as the input masks of the current
training round. This process repeats for several iterations until the network converges. Some example images and their corresponding masks after each training
round can be found in Fig. 2.8. We only keep the pixels have the same category
as the image as the new mask, the category of the rest of the pixels is set to
background. Then GrabCut is applied on this new mask to enhance it based on
the object prior. Finally, these enhanced masks are used as the semantic labels to
continue to train the network.
When the training finished, we obtain the segmentation network that can segment
the interested category out for any given image. In the training phase of the
semantic segmentation model, the only annotation needed is the image-level labels
which designed for image classification. Also, no human-made labels are needed
to train the student network in [49]. Therefore, our method is complete weakly
supervised.
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2.3.5

Model Parametrization

Fig. 2.4 illustrates the overall training process including the coarse mask generation, the coarse mask enhancement, and the recursive mask refinement. Let img
denotes training images from ImageNet dataset in which each image is paired
with one category label, maskc denotes the coarse masks generated by applying
the unsupervised learned student model on RGB images from ImageNet [49], mske
denotes the enhanced masks by applying GrabCut over the coarse masks, maskr
denotes the refined masks generated by our DeepLab model which is trained with
the enhanced masks.

Figure 2.4: Coarse-to-fine Semantic Segmentation.

After the recursive training finished, the network can generate high-quality semantic segmentation masks.

2.3.6

Extend to Foreground Segmentation

In order to demonstrate the generalization of the proposed framework, we further
extend it to foreground segmentation task. Compared to the semantic segmentation which needs to recognize the category of each pixel, the general foreground
object segmentation only needs to identify whether the pixel belongs to foreground
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objects or not. Therefore, by only replacing the network in the ”recursive mask refinement” step with the network that designed for foreground object segmentation,
our framework can be applied to foreground segmentation task.
Inspired by dilated convolution and multi-scale feature learning, we propose the
Dilated Feature Pyramid Network (DFPN) for foreground segmentation task as
shown in Fig. 2.5. The proposed DFPN has the same architecture as FPN [72]
except adding the dilated convolution layers for three branches to enlarge the
receptive field of the network. Each branch contains three dilated convolution
layers with different dilated rates. The dilated features of three branches are then
aggregated and concatenated together to make the prediction.

Figure 2.5: The network of our proposed Dilated Feature Pyramid Network
(DFPN) for foreground object segmentation. The dilated convolution layers
enlarge the receptive field of the network and can significantly improve the
performance of foreground segmentation.

2.4

Experiments

To evaluate our proposed framework, we conduct several experiments including
the impact of quality of masks, the effect of the number of training round, and
compared with others work. All our experiments are trained on the subset of the
ImageNet dataset with only category labels and evaluated on the PASCAL VOC
dataset with the same set of parameters.
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2.4.1

Datasets

ImageNet: ImageNet is an image collection organized according to the WordNet
hierarchy, described by multiple words or word phrase, is called a “synonym set”
or “synset”, each expressing one concept. There are more than 100, 000 synsets in
WordNet. The ImageNet aims to provide an average of 1, 000 images to illustrate
each synset, which is quality-controlled and human annotated with image-level
labels.
VOC: The semantic segmentation network is evaluated on the PASCAL VOC
2012 segmentation benchmark dataset [35] containing 21 object categories including the background. The dataset is split into three subsets: 1, 464 images for
training, 1, 449 images for validation and 1, 456 images for testing. For a fair comparison with other weakly supervised image-level based state-of-the-art semantic
segmentation methods [43], [45], [48], [51], [73], we use the same validation and test
datasets to as others to obtain the segmentation results. Since the ground truth
masks for the VOC testing dataset is not released, the testing accuracy is obtained
by submitting the predicted results to the PASCAL VOC evaluation server. Each
class in VOC dataset is related to at least one fine-grained class in ImageNet. We
select the categories in ImageNet dataset that are closest to the 20 categories in
the VOC dataset as the training dataset. Take the car as an example, there are
6 classes of images related to the car in ImageNet dataset which are racing car,
car mirror, carriage, wagon, freight car, dodgem. We only select the images under
racing car and wagon categories as the training data since they are more similar
to the cars in VOC dataset.
Two datasets are collected from ImageNet dataset as the training data for our
networks: ImageNet-Sub1 and ImageNet-Sub2. The ImageNet-Sub1 consists of
38, 000 images that are selected purely based on the names of the categories.
Since the ImageNet-Sub1 is collected only by using the category name, images
of one category have very large variations. For example, the aeroplane class in
ImageNet dataset has many images of various propeller and many of them are not
even from aeroplane. However, in the VOC dataset the aeroplane is only about
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aircraft. Therefore, ImageNet-Sub2 dataset (consists of 9, 000 images) is formed
by removing images that are unrelated to VOC categories from the ImageNet-Sub1
dataset.
MIT Object Discovery Dataset: The foreground object segmentation network
is evaluated on the MIT Object Discovery Dataset which contains 2, 488 images
belonging to three categories of foreground objects: Airplanes, Cars, and Horses.
The images in this dataset were collected from Internet search, and each image is
annotated with pixel-level labels for the evaluation purpose. This dataset is most
widely used for evaluating weakly supervised foreground segmentation methods.
For a fair comparison with other weakly supervised methods [67], the performance
on the same test set and a subtest set of this dataset are reported and compared
with others.

2.4.2

Training Details for Recursive Mask Refinement

We use mini-batch Stochastic Gradient Descent (SGD) with a batch size of 12
images. The learning rate is set to 0.00025, momentum to 0.9, and weight decay to 0.0005. This network is trained with images from our collected subset of
the ImageNet. The refined masks of each image are generated by our recursive
semantic segmentation network followed by GrabCut [71] process. Training is
completed for 5 training rounds and the masks are updated at the end of each
training round. During training, random crop and resize are applied for data augmentation. Specifically, each image is resized to 321 × 321, then random cropped
to the size of 256×256. The results in Table II and Table IV are obtained by training networks on ImageNet-Sub2 dataset and testing on VOC dataset, while the
rests are obtained by training networks on ImageNet-Sub1 dataset and testing on
VOC dataset. For all the experiments, we use the non-foreground regions within
these images as the background in the training phase. The ResNet101 is used as
the backbone for both the semantic segmentation and foreground segmentation
networks.

22
Table 2.1: The performance of semantic segmentation networks trained with
four kinds of masks evaluated in the validation split of PASCAL VOC dataset
in mean IOU.

2.4.3

Training Mask Type

IOU (%)

Coarse Masks
Bounding Boxes
Enhanced Masks
Refined Masks

32.5
35.2
47.7
50.4

Evaluation Metrics

Following others [40], [41] [42], [45], [46], Intersection over Union (IOU) which is
averaged across 21 categories (20 for objects and one for background) are computed to evaluate the performance for the semantic segmentation. We conduct
experiments on the validation split to guide our experiment design. Final results
are reported and compared with other methods on the test split of PASCAL VOC
dataset. For the foreground object segmentation task, the IOU of the predicted
binary mask of the foreground object and the ground truth mask is calculated and
compared with the state-of-the-art methods.

2.4.4

Semantic Segmentation Results

2.4.4.1

Impact of the Mask Quality.

To evaluate the impact of the quality of the mask to the performance, we compare the mean IOU of DeepLabs trained with four kinds of masks: coarse masks,
enhanced masks, bounding boxes of enhanced masks, and refined masks at the
end of the first training round. During the training, these masks are taken as the
semantic labeled masks. These experiments are only for evaluating the impact of
the quality of masks on the performance, we do not recursively train the models
in these experiments.
As shown in Table 2.1, among all the methods, the network trained with coarse
masks has the worst performance due to the very low mask quality (many holes
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and inaccurate). By applying the enhancement with GrabCut, the IOU improves
15.2% which comes from the quality improvement. This demonstrates the importance of the quality of masks and the effectiveness of enhancement. The mean
IOU of bounding box method is 2.7% higher than that of using the coarse masks.
This is probably because the enhanced masks are more compact than the coarse
masks, and the locations are aligned more closely to the objects. The performance
of refined masks is 2.7% higher than that of the network trained on the enhanced
masks. This validates our idea that the network can refine the masks from coarse
to fine. Based on this observation, we recursively train the semantic segmentation
network to refine the masks.

2.4.4.2

Effectiveness of Recursive Refinement.

To evaluate the effectiveness of the recursive refinement, we recursively train the
models with the two kinds of masks respectively: with and without GrabCut postprocessing. At each training round, the masks are updated with the processed
output of the network from the last round. Between each training round, the
masks are improved by a post-processing with three strategies: a) If less than 1%
pixels or more than 80% pixels are foreground, then this image would not be used
to train the network in next training round. b) Since one image has only one label,
if network predicts multiple categories for an image, only the pixels belonging to
the original category would be valid, all other pixels would be set as background.
c) For the recursive training, the GrabCut is applied on the predicted masks by
DeepLab to refine the masks. At the end of each training round, the network
predicts the masks of all the training images, then the three strategies are applied
on all the predicted masks to update the masks.
Fig. 2.6 shows the importance of recursive refinement. The performance of all
the networks improves as the training round increase and saturates after 3 or 4
training rounds. Fig. 2.6 also shows that the performance of recursive training
with different quality of masks: 1) by directly using the last round masks without
any post-processing, and 2) by applying Grabcut on the last round masks. With
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Figure 2.6: The performance of semantic segmentation with and without
GrabCut on the validation split of PASCAL VOC dataset. The mask
refinement process can significantly improve the performance.

GrabCut as the post-processing, the performance is better than directly using the
masks from the last round due to the error propagation. This phenomenon is
consistent with the experiment in [42].

2.4.4.3

Comparison with Others.

The performance of comparison on PASCAL VOC 2012 validation and test split
is shown in Table 2.2. Based on the level of annotations, these methods fall into
two categories: object-level annotation-based methods and image-level annotationbased methods. The methods trained with accurate annotation of bounding box
or spot for each object belong to the object-level annotation-based methods. Since
the object-level annotations are more accurate and comprehensive than image-level
annotations, these methods usually have better performance. For example, the
methods trained with accurate bounding boxes have performance more than 60%
IOU, while most of the methods with image-level labels have the performance less
than 60%. Some image-level based methods implicitly use pixel-level supervision
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Table 2.2: Comparison of weakly-supervised semantic segmentation methods
on PASCAL VOC 2012 test and validation dataset. (* indicates the methods
implicitly use pixel-level or other supervisions.)

Methods

mIoU (val)

mIoU (test)

Supervision: Bounding Box
WSSL (ICCV 2015) [46]
BoxSup (ICCV 2015) [45]
SDI (CVPR 2017) [42]

60.6
62.0
65.7

62.2
64.2
67.5

Supervision: Scribbles
Scribblesup (CVPR 2016) [44]

63.1

—

Supervision: Spot
1 Point (ECCV 2016) [47]
Scribblesup (CVPR 2016) [44]

46.1
51.6

—
—

Supervision: Image-level Labels
MIL-seg* (CVPR 2015) [74]
TransferNet* (CVPR 2016) [50]
AF-MCG* (ECCV 2016) [48]
WSSS* (CVPR 2017) [41]

42.0
52.1
54.3
58.1

40.6
51.2
55.5
58.7

MIL-FCN (ICLR 2015) [75]
CCNN (ICCV 2015) [76]
MIL-sppxl (CVPR 2015) [74]
MIL-bb (CVPR 2015) [74]
EM-Adapt (ICCV 2015) [46]
DCSM (ECCV 2016) [77]
BFBP (ECCV 2016) [73]
STC (PAMI 2017) [78]
SEC (ECCV 2016) [51]
AF-SS (ECCV 2016) [48]
WebSeg (CVPR 2017) [79]
AE-PSL (CVPR 2017) [43]
WebCoSeg (BMVC 2017) [80]
DSNA (Arxiv 2018) [53]
MDC (CVPR 2018) [52]
MCOF (CVPR 2018) [81]
DSRG (CVPR 2018) [82]
AffinityNet (CVPR 2018) [83]
Boostrap(CVPR 2018) [84]
Ours

25.7
35.3
36.6
37.8
38.2
44.1
46.6
49.8
50.7
52.6
53.4
55.0
56.4
58.2
60.4
60.3
61.4
61.7
63.0
61.9

24.9
35.6
35.8
37.0
39.6
45.1
48.0
51.2
51.7
52.7
55.3
55.7
56.9
60.1
60.8
61.2
63.2
63.7
63.9
62.8
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Table 2.3: Per-class results on PASCAL VOC 2012 validation and test set.
Method aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mIoU
Val
77.1 25.9 75.3 59.8 62.3 80.2 73.9 79.7 16.9 70.7 32.5 73.1 72.2 67.8
69.2 45.0 72.6 42.6 72.3 41.9 61.9
Test
74.2 29.6 81.7 53.2 58.1 75.4 73.6 80.2 18.1 71.3 40.8 75.7 76.1 72.8
67.7 51.5 74.4 47.7 67.4 39.7 62.8

in their models such as [48], [50], therefore their models can achieve relatively
higher performance than those only using image-level labels.
Our method only uses the image-level annotations and achieves 61.9% on the
validation split and 62.8% on the test split of Pascal VOC dataset. However,
most of the image-level annotation-based methods are trained on PASCAL VOC
dataset with accurate category label, while each image has multiple labels (see the
examples of categories of Bird and Horse in Fig. 2.8). Trained only with simple
and inaccurate category label annotations, our model outperforms most of the
image-level based methods.
In addition to the final mean IOU result, we compute the per-class IOU as listed
in Table 2.3 and the confusion matrix of our model as shown in Fig. 2.7. Our
model can accurately classify the pixels of most categories such as Aeroplane,
Bird, Horse, Train, and Sheep, but has more errors in several categories including
Bicycle, Chair, and Plant. For example, the pixel accuracy for Bird, Sheep, and
Train categories is more than 80%. This demonstrates the effectiveness of the
proposed method.

2.4.5

Qualitative Results

The recursive training the semantic segmentation network is a process of mask
refinement. The coarse masks of training data are recursively refined by the semantic segmentation network. Some qualitative results of masks at different round
are shown in Fig. 2.8. Each image has only one category in the dataset. However, the trained semantic segmentation network can identify multi-categories in
the training image. As shown in Fig. 2.8, the categories of Bird and Horse, with
only one category label for each image, the final semantic segmentation masks can
distinguish the birds and the chair, and the horse from persons.
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Figure 2.7: The confusion matrix of our recursive semantic segmentation
model. Our network can accurately classify the pixels of the most categories.

The qualitative results on PASCAL VOC dataset are shown in Fig. 2.9. Even
though the coarse masks are very noisy, our network can predict the final pixel-wise
semantic masks with only one category label available for each image. However,
the results show that our network can handle images contain multi-category objects. There are objects belonging to multi-categories, but our trained model can
distinguish the pixels of different categories (e.g. The first two rows in Fig. 2.9).

2.4.6

Foreground Segmentation Results

The performance comparison on the test split of the MIT Object Discovery dataset
[54] is shown in Table 2.4. Following [67], our proposed method is compared
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Figure 2.8: Example semantic segmentation results from coarse to fine. As
shown in the last three rows, our model can obtain the semantic masks for
multiple category objects appear in the same image even though only one
image category label is available in the training data. It shows that the neural
network has the ability to learn to recognize multiple categories of objects in
images when trained with images only have one category label. Different
colors within one image mask represent different category objects.

with 14 existing state-of-the-art methods belonging to three categories: Joint
Segmentation-based methods [54], [55], [56], [57], [58], [59], saliency detectionbased methods [60], [61], [62], [63], and object proposal-based methods [64], [65],
[66], [67]. With the dilated convolution modules to enlarge receptive fields, the
proposed DFPN significantly improves the performance by around (2.5%) for foreground segmentation task on MIT Object Discovery dataset. Trained with noisy
masks, our proposed method achieves comparable performance as the state-of-theart methods including the models trained with accurate pixel-level human-labeled
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Figure 2.9: More qualitative segmentation results by our semantic
segmentation network. Different colors within one image mask represent
different category objects.

masks.
Among all the methods, the performance of UnsupervisedSeg [49] and PixelObjectness [67] are most close to our method. The network in UnsupervisedSeg is
trained with masks generated by an unsupervised method. Our model outperforms
UnsupervisedSeg by 5.28% on the MIT Object Discovery dataset [54]. The PixelObjectness is a supervised method in which a fully convolutional neural network
is trained with accurate human-annotated masks to predict the masks. However,
even trained with noisy masks, our proposed method achieves 69.9% which is only
2.06% lower than the supervised method.
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Table 2.4: Quantitative results of foreground segmentation on MIT Object
Discovery dataset. Our proposed weakly supervised method achieves
comparable performance as several state-of-the-art supervised methods. “*”
indicates the method uses pixel-level annotations. “N/A” stands for not
available.
Methods
# Images
DiscrCoseg [55]
MCoSeg [56]
CoSegmentation [57]
MITObject [54]
EVK [58]
ActiveSeg [59]
MarkovChain [62]
BooleanMap [63]
DeepMC [60]
DeepSaliency [61]
MCG [64]
DeepMask [65]
SalObj [66]
UnsupervisedSeg [49]
PixelObjectness* [67]
FPN-Baseline
DFPN (Ours)

2.5

Airplane
82
15.36
11.72
7.9
55.81
54.62
58.65
37.22
51.84
41.75
69.11
32.02
71.81
53.91
61.37
66.43
61.09
64.92

MIT dataset (subset)
Car Horse
Average
89
93
N/A
37.15 30.16
27.56
35.15 29.53
25.47
0.04
6.43
4.79
64.42 51.65
57.26
69.2
44.46
56.09
66.47 53.57
59.56
55.22 47.02
46.49
46.61 39.52
45.99
59.16 39.34
46.75
83.48 57.61
70.07
54.21 37.85
40.27
67.01 58.80
65.87
58.03 47.42
53.12
70.52 55.09
62.32
85.07 60.85
70.78
76.22 57.89
65.06
77.60 60.36 67.63 (+2.57)

Airplane
470
N/A
N/A
N/A
55.62
60.87
62.27
41.52
54.09
42.84
69.11
35.32
68.89
55.31
N/A
66.18
61.93
65.88

MIT dataset (full)
Car Horse
Average
1208
810
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
63.35 53.88
57.62
62.74 60.23
61.28
65.3
55.41
60.99
54.34 49.67
48.51
47.38 44.12
48.53
58.13 41.85
47.61
83.48 67.26
73.28
52.98 40.44
42.91
65.4
62.61
65.63
55.83 49.13
53.42
N/A
N/A
N/A
84.80 64.90
71.96
75.94 64.03
67.3
77.07 65.82 69.59 (+2.29)

Discussion

We have proposed a novel coarse-to-fine semantic segmentation framework that
can be trained from only image-level category labels and then iteratively refine the
segmentation masks to pixel-wise level. The initial coarse mask is generated by a
convolution neural network-based unsupervised foreground detection. Then a fully
convolution neural network is recursively trained to continue to refine the masks.
Finally, the final semantic segmentation mask is predicted by only use the simple image category label annotation. Our framework can handle images contains
multiple categories of objects. With only trained on ImageNet, our framework
achieves comparable performance on PASCAL VOC dataset as other image-level
label-based state-of-the-arts of semantic segmentation and achieves comparable
performance with the state-of-the-art supervised methods for the foreground object segmentation task.

Chapter 3
Semi-Supervised Video Feature
Learning
In this chapter, we aim to learn deep visual features jointly from both labeled and
unlabeled data. As a case study, we investigate how to use the unlabeled videos to
boost the performance of video classification task. We propose a semi-supervised
learning approach for video classification, VideoSSL, using convolutional neural
networks (CNN). Like other computer vision tasks, existing supervised video classification methods demand a large amount of labeled data to attain good performance. However, annotation of a large dataset is expensive and time consuming.
To minimize the dependence on a large annotated dataset, our proposed semisupervised method trains from a small number of labeled examples and exploits
two regulatory signals from unlabeled data. The first signal is the pseudo-labels
of unlabeled examples computed from the confidences of the CNN being trained.
The other is the normalized probabilities, as predicted by an image classifier CNN,
that captures the information about appearances of the interesting objects in the
video. We show that, under the supervision of these guiding signals from unlabeled
examples, a video classification CNN can achieve impressive performances utilizing a small fraction of annotated examples on three publicly available datasets:
UCF101, HMDB51, and Kinetics.
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Figure 3.1: Video classification accuracy as a function of the fraction of
labeled videos. With a small percentage of labeled examples, the 3D CNN
trained by our proposed semi-supervised method significantly outperforms
that trained in supervised setting.

3.1

Introduction

Video understanding has been a topic of interest in computer vision community
for many years. Although video understanding and analytic tasks such as action
recognition have been pioneered by early classical vision studies [85, 86], the more
recent methods have gained much success with CNNs [27, 87]. Among many CNN
based algorithms for video classification exploiting different types of information
extracted from the video (RGB values or optical flow) and various network architectures (Two stream [88], LSTM [89–91], 3D CNN [92]), the variants of 3D
CNNs utilizing the spatiotemporal features have produced the state-of-the-art results [3, 27, 87, 93–95].
Similar to other machine learning problems, a large annotated dataset is critical for
training CNNs (comprising millions of parameters) to achieve good performance
for video classification. In spite of seemingly unlimited number of videos available
on the internet, categorizing and curating these videos to create a useful video
dataset such as [30, 96, 97] is still expensive and tedious [98]. The labels associated with the videos from social media are often noisy and need to be corrected
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manually. In addition, some videos require trimming as the action or video event
often does not span through the video length [30].
In order to reduce the dependence on annotated datasets, several studies have
investigated pretraining features with millions of web videos in a weakly supervised
fashion where the video labels are noisy [97, 99, 100]. After feature learning, these
methods finetune the overall network on the target dataset in a fully supervised
fashion. Others have employed self-supervision for video feature learning [101,
102].
However, both finetuning (after pertaining) and self-supervised methods assume
the existence of a high quality labeled dataset which incurs the aforementioned
costs. A semi-supervised learning (SSL) method, on the other hand, can reduce
these costs by requiring fewer annotated training examples from target dataset.
Several methods for semi-supervised learning in 2D image domain have reported
very promising results [103, 104]. A recent survey by [98] compares the performances of these methods as well as suggests scenarios where SSL is a better choice
than pretraining or self-supervised methods. However, the 3D video domain has
not observed significant interest/number of works in semi-supervised setting. Yalniz et al. [105] utilized pseudo-labels for 3D classification although the algorithm
heavily relies on a large annotated dataset (e.g., Kinetics [30]) to train a strong
teacher model.
In this chapter, we propose a semi-supervised method, VideoSSL, for video classification with spatiotemporal networks. Given a small fraction of the annotated
training samples, our proposed method leverages two supervisory signals extracted
from the unlabeled data to enhance classifier performance. As the first supervisory
signal, we use pseudo-labels [31] of the unlabeled data – a technique that has been
demonstrated to be highly effective on 2D images – for semi-supervised learning
of 3D video clips. We utilize the appearance cues of objects of interest, distilled
by the prediction of a 2D image classifier CNN on a random video frame, as the
second regularizer for VideoSSL.
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Playing Piano

Playing Harp

Playing Cello

Playing Guitar Playing Basketball

Eating Ice Cream

Eating Chips

Eating Cake

Eating Burger Eating Watermelon

Figure 3.2: A single frame from some selected videos in Kinetics dataset.
For these categories, object appearance in one single frame provides sufficient
information to categorize them as playing instrument or sport (top row) and
eating (bottom row) [1, 2].

Many, if not all, actions can be decomposed as one or more objects (noun) performing an activity (verb) [99]. Consequently, a hint about the object (noun)
appearance can offer a very strong indication of the actions being performed in
the video clip [1, 2]; we illustrate this insight with examples of actions in Figure 3.2. Girdhar et al. [100] harnessed the appearance information in the form of
the output probabilities of a 2D image classifier for pretraining the spatiotemporal
feature representation. Our algorithm proposes to use the predictions of 2D image classifiers as regulatory information for semi-supervised training of 3D CNNs
or their variants. In addition, we show that the capability of the video classifier
can be further magnified by the incorporation of a semi-supervised technique, in
particular the pseudo-label method [31].
We have tested our method on three most widely used datasets UCF101 [106],
HMDB51 [107] and Kinetics [30]. On all the datasets, our proposed algorithm
consistently outperforms those trained by the supervised algorithm from a small
fraction of annotated examples. The video classifiers learned by the proposed
method can attain up to 20% higher accuracy than those of the classifiers trained
by a fully supervised approach from limited data. Figure 3.1 depicts a sample
comparison between the performances of two networks trained by the proposed
and supervised strategies. More interestingly, our proposed method needs only
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10 ∼ 20% of the labeled data to produce a 3D CNN to match or supersede the
accuracy of another network with the same architecture but trained from the whole
dataset in a previous study [3]. Our proposed technique can be generally applied
to learn any 3D CNN variants for video classification.
This model contributes to the overall effort of video event recognition in multiple
directions. We propose an accurate and robust semi-supervised training algorithm
for 3D CNNs (or its variants) for video classification. We experimentally demonstrate that a straightforward execution of semi-supervised method does not yield a
3D video classifier with satisfactory performance. On the other hand, a calibrated
utilization of the object appearance cues for semi-supervised learning profoundly
improves the accuracy of the resulting model. We validate the utility and consistency of our technique by reporting improved performances on different public
datasets through rigorous testing under many different configurations.

3.2

Background

Video Classification: Early studies on action recognition relied on hand designed features and models [85, 86, 108–111]. Recently various networks have
been proposed to capture both the spatial and temporal information for video
classification tasks including: 2D CNN-based methods [88, 97, 112], RNN-based
methods [89], and 3D CNN-based methods [27, 87, 93–95, 113]. Some interesting analytical studies have recently investigated which categories of videos require
temporal information for recognition [1, 2].
The 3D CNNs and their variants have made significant progress in video classification by simultaneously capturing spatial and temporal information [27, 87, 93–
95, 114]. However, due to the extra temporal dimension, the 3D CNNs usually
have millions of parameters which may leads over-fitting when trained on small
datasets. For that, in addition to learning from larger datasets like Kinetics [30],
there have been multiple efforts to pretrain the feature representations from millions of weakly annotated videos [99, 100].
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Semi-Supervised Learning: Semi-supervised learning is a technique to train
the network both with labeled and unlabeled data [31, 98, 103, 104, 115, 116].
Recently, several semi-supervised learning methods have been proposed for image
classification. Considering the different random data augmentations to input data
and CNN configurations under dropout selection as noise to the learning process,
[115, 116] introduced a consistency loss between the network outputs from the
same input sample at different training iterations, or their moving averages, as
a regularization term for semi-supervised learning. In addition, Tarvainen and
Valpola [103] proposed to utilize a teacher model obtained from moving averages
of past network weights to calculate a more ‘stable’ prediction. VAT is proposed
by Miyato et al. to model the perturbations that added to the data which most
significantly affect the output of the prediction function [104]. Grandvalet and
Bengio suggested minimizing entropy of the model predictions to generate more
confident predictions [117] whereas pseudo-label proposed to use the label predicted with highest confidence as the true label of the example for training [31].
Most of these methods have been tested on small datasets including CIFAR10
[118] and SVHN [119], but their ability to adapt to large datasets has not been
investigated yet.
Semi-supervised learning of CNNs for 3D tasks has not yet received considerable
interest in the community. A preliminary study by Zeng et al. [120] employed an
encode-decoder framework for action recognition but tested only on toy datasets
containing few tens of images. The work of [121] pretrains the feature representation through adversarial training and fine-tunes the discriminator on the target
dataset; it does not learn the CNN in a semi-supervised manner. Yalniz et al.
proposed to employ pseudo-label methods for semi-supervised learning while the
teacher network is trained on large-scale weakly labeled videos or images to obtain
better performance [105]. In our experiments, we experimentally demonstrate that
the 2D semi-supervised learning techniques do not yield a satisfactory performance
when directly extended to 3D network and therefore not useful.
Self-Supervised Learning: Self-supervised learning is another trend of approach
to learn visual features from unlabeled data [102, 122–124]. For learning video
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features from unlabeled videos, a network is trained to solve a pretext task and
the label for pretext tasks are generated based on the attribute of the data. Various
pretext tasks have been proposed to learn visual features from videos. Misra et
al. [102] proposed to train a network to verify whether the input frame sequence is
in correct temporal order or not. Korbar et al. [122] proposed to train a network
by verifying whether the input video segment and audio segment are temporally
correspondent or not. A recent study by Zhai et al., combines the self-supervision
with semi-supervised learning [125]. However, this method was designed for and
tested on 2D images only.
Knowledge Distillation: Hinton et al. [126] originally proposed to transfer
the knowledge from several deep networks to one smaller network by optimizing
the KL divergence of the distributions of the networks. Radosavovic et al. [127]
proposed to distill knowledge from unlabeled data by using the prediction of a network whereas Garcia et al. [128] propose to jointly transfer knowledge of different
modalities to one modality. The work of [100] suggested distilling the appearance
information of the objects of interest in the video through the output of a 2D
image classification network for pretraining the 3D features of a video classifier.
The 3D classifier is then finetuned on the target dataset using all its annotation.
The proposed algorithm, on the other hand, uses the appearance information for
semi-supervised training with a small fraction annotated samples from a dataset
– it does not require the target dataset to be exhaustively annotated. Such an
approach could be beneficial for scenarios where collecting and annotating data is
difficult and costly [98].

3.3

VideoSSL Training

Our proposed algorithm VideoSSL trains a 3D CNN for video classification in a
semi-supervised fashion. Motivated by the impressive performance of spatiotemporal 3D CNNs and their variants [3, 87, 93–95], we used a 3D ResNet [3] that
computes the (softmax) probabilities of different video classes. It is worth pointing
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Figure 3.3: The framework of the proposed video semi-supervised learning
approach. The 3D network is optimized with three loss functions: 1) CE Loss:
the video cross-entropy (CE) loss on the labeled data which paired with
human-annotated labels, 2) Pseudo CE Loss: the pseudo cross-entropy loss on
the pseudo-labels of unlabeled data, and 3) Soft CE Loss: the soft
cross-entropy loss on both unlabeled and labeled data to teach the video
classification network to capture the appearance information.

out that VideoSSL method can be used to learn any 3D CNN and its variants. In
our semi-supervised setting, the softmax probabilities from a 2D image classifier
are utilized as a teaching signal to the training of 3D CNN. In the learning phase,
the 3D CNN is designed to produce another output, which we also referred to as
an embedding, with the same dimensionality as the 2D network output.
The 3D CNN is trained by jointly minimizing three loss functions. The crossentropy loss with respect to the labels of a small percentage of data points is
backpropagated to update the weights of the 3D CNN. In addition, we also backpropagate the loss against the pseudo-labels [31] computed by the 3D CNN on
unlabeled examples. The third loss, which facilitates the knowledge distillation, is
computed between the 2D image network prediction and the embedding from the
3D CNN computed for both labeled and unlabeled data. A schematic diagram of
the whole training process is presented in Figure 3.3 and we describe the losses
used in VideoSSL in the following sections.
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3.3.1

Learning from Labeled Data

Let X = {x1 , . . . , xK } denote the annotated video clips with corresponding category indicators {y1 , . . . , yK } and Z = {z1 , . . . , zU } be the unlabeled data in a batch
of training examples. If there are C video categories, i.e., yi ∈ {0, 1}C , for any
input video clip xi , the 3D network produces a softmax probability p(xi ) ∈ RC
for xi to belong to any of the C classes. Given the small set of examples X, the
first loss 3D ResNet training minimizes is the cross-entropy loss.
Ls = −

XX
xi ∈X

yic log pc (xi )

(3.1)

c

Here we omit the weight/parameter variables from the loss functions for better
readability.

3.3.2

Learning with Pseudo-Labels of Unlabeled Data

Given a set of unlabeled examples Z, the method of pseudo-label computes an
estimate of their true labels from the prediction of a classifier and use it to train
the classifier itself [31]. In our proposed training, the estimated label ŷic of zi for
class c is assigned 1 if the prediction confidence pc (zi ) from 3D CNN on unlabeled
sample zi exceeds δ. A large δ enforces the algorithm to select highly confident
samples; for such samples, predictions for less confidence classes become extremely
small. As explained later (Section 3.3.4), we learn the network for a sufficient
number of iterations before using its predictions for the pseudo-label approach.
The resulting cross-entropy loss against the pseudo-labels can be formulated as
follows.
ŷic =



1,

if pc (zi ) ≥ δ

(3.2)


pc (zi ), otherwise
Lu = −

XX
zi ∈Z

T ŷic log pc (zi ).

(3.3)

c

In Equation 3.3, T is a predefined weight we use to emphasize on the impact
of confident samples (i.e., pc (zi ) ≥ δ). We randomly select half of the examples
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in a batch from annotated examples and remaining half from examples without
annotation.

3.3.3

Knowledge Distillation for All Data

As several studies have already reported, appearance information can provide a
strong cue for video/action recognition [1, 2, 100]. Our method seeks to distill
the information about the appearances of the objects of interest in the video by
exploiting the softmax predictions of a 2D ResNet [129] image classifier. The 2D
ResNet we apply has already been trained on the ImageNet dataset [25] and its
weights stay fixed throughout training and testing. For our VideoSSL approach,
we distill the appearance information from both labeled and unlabeled video clips.
Given an image (or frame) a from any video, let us denote the output of the 2D
ResNet as h(a) ∈ RM , where M = 1000 for networks trained on ImageNet. In
our experiments, we have randomly selected the frame a from a video clip, both
for training and testing.
For each video v ∈ {X ∪ Z}, the 3D ResNet also produces another embedding
q(v) ∈ RM whose dimension matches that of the output of h(a). During training
we enforce the embedding from video classifier q(v) to match the output of image
classifier h(a) when a is a frame selected from v. The distillation loss utilized for
this purpose is a soft cross-entropy loss that treats the 2D ResNet predictions as
soft labels.
Ld = −

X

M
X

hl (a) log q l (v)

(3.4)

v∈{X∪Z} l=1
a∈v

We are using a knowledge distillation formula similar to that employed in [100].
However, as we explain in Section 3.3.4, our proposed VideoSSL method learns
the overall 3D CNN (not just the features) by minimizing the distillation loss
in conjunction with the supervised and pseudo-label losses in a semi-supervised
fashion. This approach is fundamentally different from the feature learning of [100]
for pretraining video classifiers.
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3.3.4

Combined Loss Function

The overall training process trains the 3D network with a combined loss.
L = Ls + λu Lu + λd Ld .

(3.5)

The balancing weight for the pseudo-labels uses warm-up so that λu = 1 after a
certain number of training iterations τ . With a sufficiently large τ , we can train the
3D CNN long enough to produce some meaningful predictions for pseudo-labels.
The λd = 1 for all our experiments.

3.4

Experimental Results

In this section, we conduct extensive experiments to evaluate the proposed approach and compare with other semi-supervised learning methods from 2D image domain applied to video data. Our semi-supervised learning framework is
trained and tested on several widely used datasets for video classification including: UCF101 [106], HMDB51 [107], Kinetics [30]. In the following, we first describe
our experimental setting and network architecture & training before reporting performances on these 3 datasets.

3.4.1

Implementation Details

We have used 3D ResNet-18 [3] as a video classifier in all our experiments. This
3D ResNet architecture is very similar to the 2D ResNet [129], except all the convolutions are performed in 3D. That is, it has 4 convolutional blocks with different
numbers of 3D convolutions (within the block) based on the ResNet. We have
primarily experimented to 3D ResNet-18 (each block with two 3D convolutions)
with 64, 128, 256, 512 feature maps. The 3D ResNet-18 has a C class output for
video categories. During training, it also produces a M = 1000 length embedding
for each video. The 2D ResNet-50 image classifier is collected from the Pytorch
repository. Our implementation was built around the code released by [3].
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The videos from all the datasets are resized to a spatial resolution at 136 × 136.
During training, 16 consecutive frames are randomly selected from each video as a
training clip and a 112 × 112 patch is randomly cropped from each frame to form
an input clip. The size of the input becomes 3 channels × 16 frames × 112 ×
112 pixels. The input to the 3D ResNet-18 was also normalized by the mean and
variance of the sport-1M dataset. We used random crop and temporal jittering for
data augmentation in all our experiments. The input size and data preprocessing
strategies are very similar to existing studies [87, 99, 100].
All the models are trained on different percentage of labeled data. We have
randomly selected different percentages P of labeled examples from each of the
datasets, e.g., P ∈ {5, 10, 20, 50}. In our VideoSSL training, we used P percentage
of labeled data to compute the supervised loss in Equation 3.1. Annotations for
all remaining examples were ignored in the semi-supervised setting and treated as
unlabeled examples. Given the split of annotated and unannotated examples, our
VideoSSL learning minimizes the joint loss in Equation 3.5 to learn a 3D CNN
from scratch. For all the experiments on the same dataset, the same testing splits
are used for fair comparison.
We have used the Stochastic Gradient Descent (SGD) with momentum 0.9 and
weight decay 0.001 as a minimizer for the joint loss. The initial learning rate
during learning was set to 0.01 and was decreased by a factor of 10 every 40000
iterations. The batch size for every optimization step was 128 distributed among
multiple GPUs. For pseudo-label technique, T and τ were set to 10 and

2
3

of the

total iterations respectively. Also, the prediction threshold was set to δ = 0.95
based on the suggestion of [98]. In practice, any value ≥ 0.9 produced very similar
accuracy values.
For all the experiments below, we report the Top-1 clip and video accuracy values
on the validation or test datasets. After training, the prediction of the 3D ResNet
on the center video clip (both spatial and temporal) is reported as the clip Top-1
accuracy. The video accuracy is the average of the classifier confidences on all
consecutive non-overlapping clips within the video.
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3.4.2

Baseline Methods

In all our experiments on different datasets, we have compared the performance of
the CNN trained by the proposed algorithm to those trained by different methods
as well as their combinations listed below. Unless otherwise mentioned, the same
experimental setup was maintained for all the experiments.

1. Supervised baseline (Supervised) learns the 3D Resnet18 [3] from only the
labeled examples.
2. MeanTeacher (MT) applies the method of [103] on video data.
3. PseudoLabel (PL) applies the technique of [31] on video data.
4. Supervised with Distillation (SD) uses the knowledge distillation loss, as
described in Section 3.3.3, along with the supervised loss for the training.
5. The self-supervised and semi-supervised learning method (S4 L) of [125] extended to video data. We adopt the S4 L-rotate strategy originally proposed
for 2D images for 3D videos. In particular, we minimize the cross-entropy
loss on labels and rotations of the annotated and unlabeled videos respectively in our experiments.

For supervised learning, we used only the labeled examples, as given by the percentage P , to train the CNN from scratch.

3.4.3

Results on UCF101 Dataset

Dataset: UCF101 is a widely used dataset for human action recognition [106]. It
consists of 13, 320 videos belong to 101 action classes and contains approximately
130 videos for each class. Although relatively small in size, it is a balanced dataset
and each class has around 100 videos for training. Videos have the spatial resolution of 240 pixels and 25 FPS frame rate. There are three training/testing splits
available for this dataset, and the split 1 is used for all the experiments in this
chapter.
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Table 3.1: The performance comparison on UCF-101 dataset. All values
reported are Top-1 accuracy values. The proposed method consistently
outperforms all the other methods.
%Label
5
10
20
50

Supervised[3]
clip
video
15.1
16.9
21.6
24.0
30.0
32.2
35.1
38.3

PL[31]
clip video
17.2 17.6
23.5 24.7
33.9 37.0
43.9 47.5

MT[103]
clip video
15.3 17.5
24.0 25.6
33.4 36.3
42.5 45.8

clip
29.3
38.6
42.1
49.8

SD
video
31.2
40.7
45.4
53.9

MT+SD
clip video
28.4 30.3
37.5 40.5
41.7 45.5
49.2 53.0

S4 L
clip
21.0
27.1
34.7
44.9

[125]
video
22.7
29.1
37.7
47.9

Ours
clip video
30.9 32.4
40.2 42.0
46.2 48.7
51.5 54.3

Performance Comparison: Table 3.1 shows the clip and video Top-1 accuracy
of our proposed method and the baselines for video classification with 3D ResNet18. As shown in the table, our proposed strategy amplifies the video Top-1 accuracy of the 3D ResNet-18 by more than 16% with {5%, 10%, 20%, 50%} annotated
samples. Across all percentages of labeled data, our algorithm produces the most
accurate classifier among all other techniques. These experiments also suggest that
the straightforward application of the existing semi-supervised methods PL [31]
and MT [103] to 3D video classifier is not beneficial. It is interesting to observe
that the accuracy of MT is similar or worse than PL, which contrasts the findings
of [98] albeit for 2D images. However, as [125] points out, such an outcome has
been observed in practice before. The adaptation of knowledge distillation [100] is
instrumental in achieving good performances for semi-supervised learning from a
limited percentage of data. The combination of the semi-supervised PL technique
to knowledge distillation further improves the accuracy of the resulting 3D CNN
by contributing additional information to the training process.
Perhaps the most compelling outcome of our experiments is, with only 10% of
annotated data the proposed method can achieve the same video Top-1 accuracy
of the 3D ResNet-18 trained from scratch in a fully supervised manner in [3]. With
50% labeled examples, the proposed approach produces a 12% more accurate CNN.

3.4.4

Results on Kinetics Dataset

Dataset: Kinetics is a large-scale dataset for video understanding tasks [30].
The Kinetics-400 version provides 306, 245 10-second training videos for 400 action classes. Since many videos are not available on the YouTube any more, we
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Table 3.2: The performance comparison on Kinetics-100 dataset. The
proposed method consistently improves both the clip and video Top-1
classification accuracy and outperforms all other methods.
%Label
5
10
20
50

Supervised[3]
clip
video
23.6
27.2
31.2
36.3
40.7
46.8
49.6
55.5

PL[31]
clip video
24.8 27.8
34.6 38.9
41.8 48.0
51.2 59.0

MT[103]
clip video
23.8 27.8
31.5 36.4
40.8 47.1
51.2 59.3

clip
40.2
44.7
49.8
57.3

SD
video
45.2
49.8
55.6
63.8

MT+SD
clip video
40.8 46.6
43.9 49.4
50.0 55.3
57.6 63.9

S4 L
clip
29.6
37.5
44.7
49.1

[125]
video
33.0
43.3
51.1
54.6

Ours
clip video
43.1 47.6
48.4 52.6
51.3 57.7
58.2 65.0

Table 3.3: The performance comparison on the whole Kinetics-400 dataset.
The proposed method outperforms multiple baselines.

%
10
20
50

Supervised[3]
clip video
17.3
20.7
24.2
29.6
34.8
41.8

MT[103]
clip video
16.2 19.5
23.3 20.0
34.3 41.8

clip
25.1
30.4
37.0

SD
video
31.5
35.9
46.6

MT+SD
clip video
26.3 30.6
31.9 37.0
39.4 46.1

Ours
clip video
30.0 33.8
33.3 38.5
40.2 47.0

were able to download 226, 127 and 18, 613 videos for training and validation respectively. This dataset is significantly larger than UCF-101 and has become
increasingly popular in the action recognition community [3, 99, 100, 114].
The distribution of videos across different categories is not balanced in Kinetics400. Some classes in this dataset contain over 900 videos whereas more than 80
classes contain less than 300 videos. We compared the performances of the proposed and the baseline methods in two settings. The first experiment attempts to
create a data subset where each activity class has at least 700 training videos. Consequently, the training methods working on this (more) balanced subset will have
access to substantial amount labeled examples. This subset of Kinetics dataset
contains 100 classes and is referred to as Kinetics-100 in this chapter. The second
experiment compares the performances of the proposed algorithm and baselines
on the whole Kinetics-400 dataset.
Performance Comparison: As shown in Table 3.2, our method consistently
improve the accuracy of the 3D ResNet over that trained by the supervised method
by a significant amount on the Kinetics-100 subset. The improvement over the
supervised method reduces from roughly 20% to 10% in video Top-1 accuracy when
the labeled data increases from 5% to 50%. It is expected that the difference in

46
Table 3.4: The performance comparison on HMDB51 dataset. The proposed
method consistently improves both the clip and video Top-1 classification
accuracy.
%Label
40
50
60

Supervised[3]
clip video
17.1
18.0
29.1
30.7
30.0
31.2

PL[31]
clip video
26.3 27.3
30.9 32.4
31.4 33.5

MT[103]
clip video
26.4 27.2
29.2 30.4
31.1 32.2

clip
31.6
34.1
35.4

SD
video
32.6
35.1
36.3

MT+SD
clip video
32.1 32.3
30.8 33.6
34.5 35.7

S4 L
clip
28.8
28.9
32.5

[125]
video
29.8
31.0
35.6

Ours
clip video
32.6 32.7
34.9 36.2
35.7 37.0

accuracy between semi and fully supervised methods will decrease with the increase
of labeled data. The results suggest that the off the shelf application of the existing
semi-supervised methods (PL and MT) offer little benefit to video classification of
Kinetics dataset as well.
The proposed method can achieve a higher video Top-1 accuracy of the 3D ResNet18 trained by fully supervised training in [3] with only 20% of annotated data in
the Kinetics dataset. The accuracy of the proposed method is higher than all the
other baselines evaluated on Kinetics-100 on all fraction of labels used.
Table 3.3 shows that our proposed semi-supervised training algorithm can improve
the performance of the 3D CNN over those trained by baseline techniques on the
whole Kinetics-400 as well. Since many categories in the full Kinetics-400 dataset
contain fewer than 300 videos, we conduct our experiments on ≥ 10% samples.
With the experimental setup unchanged, the PL [31] strategy produced unacceptably low accuracy on Kinectics-400. Consequently, we excluded PL results in
Table 3.3 as we cannot explain this outcome.

3.4.5

Results on HMDB51 Dataset

Dataset: HMDB51 is another widely used dataset for human action recognition
[107]. It consists of 6, 770 videos belong to 51 action classes and each class has
roughly 70 videos for training. There are three splits available for this dataset and
we used split 1 for all our experiments. In spite of the smaller size compared to
UCF101 and Kinetics, the performances of the existing techniques have been lower
than those on the other two datasets [3, 27, 126]. This implies a higher complexity
to deal with HMDB51 with respect to the other datasets.
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Figure 3.4: Progression of clip and video Top-1 accuracy of 3DCNN trained
by the proposed algorithm on the unlabeled training samples (solid lines) and
test split (dashed lines) of UCF101 dataset with training iterations.

Performance Comparison: Due to the relatively small size of HMDB51 dataset,
the performances of our proposed method compared against the baseline methods
on {40%, 50%, 60%} annotated examples instead.
Table 3.4 compares the performances of the proposed algorithm and the baseline methods. The findings from this experiment conform almost exactly to those
from the UCF101 and Kinetics – our VideoSSL trained 3D CNNs from different percentages of annotations that are consistently superior to those trained by
the supervised, exiting semi-supervised and also the semi-supervised techniques.
Likewise, our approach produced a 3D ResNet-18 more accurate than that trained
by [3] with only 50% of annotations.

3.4.6

Analysis of Training

The success of a semi-supervised method relies heavily on how well it learns to
classify the unlabeled samples during the training process. In Figure 3.4, we plot
the accuracy progression of the CNN under training on the unlabeled training
data as well as the test data at different training iterations. This experiment was
performed on 10% labeled examples of UCF101 dataset. The plot clearly illustrates
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how the performance of the CNN was improved by the proposed method over the
training process on both clip and video classifications.
50
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Figure 3.5: Per-class (x-axis) accuracy improvements (y-axis) on UCF101
dataset between the network trained by the baseline supervised and our
proposed method. For 90% of the classes, the proposed algorithm can
significantly boost the performance of the learned model.

Figure 3.5 plots the category-wise increase the classification accuracy (clip Top-1)
of the network trained by our method compared to that trained by the supervised
approach with 10% labels of UCF101. As seen on the plot, the performance of the
3D ResNet learned by our method improved for 90% of the categories. Example
classes such as Boxing Speed Bag (+48.6), Playing Tabla (+48.4), Sumo Wrestling
(+44.1), Rafting(+42.3), Bench Press (+39.6) imply the appearance information
of the objects of interest in the video played a major role in this improvement.
There are categories in both the UCF101 and Kinetics100 datasets where the proposed VideoSSL obtained better classifiers (with 10% labels) than the SD method
that partially utilizes the object appearance cues. Figure 3.6 shows some representative frames from these classes from both these datasets. As can be expected,
the mis-classification of the supervised method [3] appears to be rather arbitrary
with respect to the actual categories. SD, on the other hand, classifies these video
into (wrong) categories with very similar scene characteristics. Examples of SD
misclassification predict throwing frisbee for passing football or jetskiing for canoeing. The proposed technique utilized additional knowledge supplied by the

49

Figure 3.6: Qualitative comparison of our algorithm with baseline methods,
top row: Kinetics100, bottom row: UCF101. Each image is a frame from a
video that was correctly classified by the 3D CNN learned by the proposed
method from 10% examples. Sup, SD, and ours refer to the predictions of the
supervised [3], SD and proposed method respectively. The predictions from
supervised CNN appear to be arbitrary compared to the video category
whereas those from SD seem to capture and exploit the scene characteristics.

pseudo-label method to resolve the confusion and achieve a superior performance
on these categories.

3.5

Discussion

In this chapter, we have proposed a new algorithm for semi-supervised learning of video classifier and demonstrated that a straightforward application of the
existing semi-supervised methods (that are originally developed for 2D images)
cannot achieve satisfactory performance for 3D video classification. The proposed
method exploits the appearance information of the object of interest in video to
produce highly accurate 3D classifiers given limited annotated examples. From
only 20 ∼ 50% annotated samples, the proposed approach can learn CNNs that
can potentially outperform those trained in a fully supervised manner. We have
tested the accuracy and robustness of our algorithm on three most widely used
datasets with different percentages of training labels and compared against the
several baseline combinations. We hope that our proposed learning strategy will
be useful for reducing the costs for creating a training dataset for video understanding and will instigate more efforts on semi-supervised video training.

Chapter 4
Self-supervised Feature Learning
by Cross-modality and
Cross-view Correspondences
In this chapter, we aim to learn deep multimodal visual features purely from unlabeled data. As a case study, we investigate how to use the correspondence between
the data of multi-modalities as supervision signal for the self-supervised learning.
The success of supervised learning requires large-scale ground truth labels which
are very expensive, time-consuming, or may need special skills to annotate. To address this issue, many self- or un-supervised methods are developed. Unlike most
existing self-supervised methods to learn only 2D image features or only 3D point
cloud features, this chapter presents a novel and effective self-supervised learning
approach to jointly learn both 2D image features and 3D point cloud features by
exploiting cross-modality and cross-view correspondences without using any human annotated labels. Specifically, 2D image features of rendered images from
different views are extracted by a 2D convolutional neural network, and 3D point
cloud features are extracted by a graph convolution neural network. Two types
of features are fed into a two-layer fully connected neural network to estimate the
cross-modality correspondence. The three networks are jointly trained (i.e. crossmodality) by verifying whether two sampled data of different modalities belong to
50

51
the same object, meanwhile, the 2D convolutional neural network is additionally
optimized through minimizing intra-object distance while maximizing inter-object
distance of rendered images in different views (i.e. cross-view). The effectiveness of
the learned 2D and 3D features is evaluated by transferring them on five different
tasks including multi-view 2D shape recognition, 3D shape recognition, multi-view
2D shape retrieval, 3D shape retrieval, and 3D part-segmentation. Extensive evaluations on all the five different tasks across different datasets demonstrate strong
generalization and effectiveness of the learned 2D and 3D features by the proposed
self-supervised method.

4.1

Introduction

The deep convolutional neural networks for computer vision tasks (e.g. classification [28, 130], detection [29], segmentation [131], etc.) are highly relied on
large-scale labeled datasets [132, 133]. Collecting and annotating the large-scale
datasets are usually expensive and time-consuming. To facilitate 3D computer
vision research, more and more 3D datasets such as mesh and point cloud data
have been recently proposed. Compared to the annotation process of 2D image
data, 3D point cloud data are especially harder to annotate and the cost is more
expensive.
To learn features from unlabeled data, many self-/un-supervised learning methods
are proposed for images, videos [134–136], and 3D point cloud data [137] by training deep neural networks to solve pretext tasks with automatically generated labels
based on attributes of the data such as clustering images [138, 139], playing image
jigsaw [140], predicting geometric transformation of images or videos [141, 142],
image inpainting [143], reconstructing point cloud [144], etc. The learned features
through these processes are then used as pre-trained models for other tasks to
overcome over-fitting and speed up convergence especially when training data is
limited.
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…
V views
V views
multi-view rendered image set

…
Example object from mesh dataset

cross-modality correspondence

cross-view correspondence

Sampled point cloud set

Figure 4.1: Training set generation. From 3D mesh datasets, multi-view
rendered image set and sampled point cloud set are generated. The relations
of the different data representations are employed as supervision signal
(cross-view and cross-modality correspondences) to learn both 2D and 3D
features without using any human annotated labels.

Recently self-supervised feature learning on 3D point cloud data attract more attention including auto-encoders-based methods [144–147], generative model-based
methods [148–150], and context-based pretext task method [5, 137]. The autoencoders-based and generative-based methods learn features by generating or reconstructing the point cloud data and have obtained very competitive performance
on the 3D recognition benchmark [144]. However, by optimizing the loss for generation or reconstruction tasks, these networks suffer from modeling low-level features and compromising their ability to capture high-level features from the point
cloud data.
In this chapter, as shown in Fig. 4.1, we propose a novel idea to explore how to use
the abundant relations of different views and modalities of 3D data (e.g. mesh,
point cloud, rendered shading images, rendered depth images, etc.) as supervision
signal to learn both 2D and 3D features without using any human annotated labels.
The main contributions of this chapter are summarized as follows:

• We design a new schema to jointly learn both 2D and 3D features through
solving two parallel pre-defined pretext tasks: 1) Cross-modality task - to
recognize whether two data in different modalities (3D point cloud and 2D
image) belong to the same object; 2) Cross-view task - to minimize the
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distance of 2D image features in different views of the same object while
maximizing the distance of 2D image features from different objects.
• The discriminative 2D and 3D features learned by the self-supervised schema
are used as pre-trained models for other down-stream tasks such as classification, retrieval, and 3D part segmentation, etc.
• Extensive experiments on five different tasks (i.e. multi-view 2D shape recognition, 3D shape recognition, multi-view 2D shape retrieval, 3D shape retrieval, and 3D part-segmentation) demonstrate the effectiveness and generalization of the proposed framework. For the recognition tasks, our 2D
and 3D models outperform the existing state-of-the-art unsupervised methods and achieve comparable performance as the supervised methods on the
ModelNet40.

4.2

Related Work

3D Point Cloud Understanding: Various methods have been proposed for
point cloud data understanding and they can be categorized into three types:
hand-crafted methods [151, 152] which use hand-designed feature extractors to
model the geometric features; deep neural networks on regular 3D data [153–161]
in which the network usually operates on multi-view rendered images [159, 160]
or volumetric voxelized data [153, 156–158, 161]; and deep neural networks on
unordered 3D data in which the network operates directly on the unordered point
cloud data [28, 130, 162–166]. 3D point cloud data can be rendered into 2D
images from different views to create multi-modality data. To utilize the multiview images, Su et al. proposed to tackle the 3D shape recognition by multi-view
CNN operating on multiple 2D images that rendered from different views of the
3D data [159]. To directly learn 3D features on unordered point cloud data, Qi
et al. proposed the milestone work PointNet by using a deep neural network to
classify 3D shape data, and later this work was extended to many other networks
[130, 163, 165]. Wang et al. proposed the EdgeConv with Multilayer Perceptron
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(MLP) to modal local features for each point from its k nearest neighbor (KNN)
points.
2D Unsupervised Feature Learning: Recently, many self-supervised learning
methods (also known as unsupervised learning) have been proposed to learn features from unlabeled data [134–136, 138–143]. Usually, a pretext task is defined
to train a network with automatically generated labels based on the attributes of
the data. These methods fall into four groups: correspondence-based method (i.e.
using the correspondence of two different modalities like visual and audio streams
in videos as supervision signals) [167]; context-based methods (i.e. using context
structure or similarity of the data as supervision signals) [138–141]; generationbased methods (i.e. using the learned features in the process of generating images
or videos such as Generative Adversarial Networks and Auto-encoder) [143]; and
free semantic label-based methods (i.e. using the automatically generated labels by
game engines or some traditional methods) [168]. The 2D self-supervised learning
has been well studied recently, and some methods have been successfully adapted
to the 3D self-supervised feature learning [5, 137, 169].
3D Self-supervised Feature Learning: Several self-supervised learning methods have been proposed to model features from unlabeled 3D point cloud data
[144, 146–152]. Most of these methods are auto-encoder based [144–147] to learn
the features in the process of reconstructing the point cloud data or generativebased methods [148–150, 170] to learn the features in the process of generating
plausible point cloud data. Recently, a few work attempted to learn features by
designing novel pretext tasks [5, 137, 169]. Sauder et al. proposed to learn features by recognizing the relative position of two segments from point cloud data
[169]. Zhang et al. proposed EdgeConv to learn features by verifying whether
two segments are from the same object and then boosting the performance of
a cluster task [5]. Hassani et al. proposed a multi-task learning framework to
learn features by optimizing three different tasks including clustering, prediction,
and reconstruction [137]. However, all these methods only focus on learning one
type of feature for 3D shape data while ignoring the inherent multi-modalities of
different data representations. In this chapter, we propose to learn two different
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Figure 4.2: The proposed framework for self-supervised 2D and 3D feature
learning by cross-modality and cross-view correspondences. It consists of an
image feature
extracting
2DCNN
(Fimg ) taking
different
views,
a
Triplet loss
optimizing rendered
Cross Entropy
Loss optimizing
Image
features
Point cloud feature
graph neural network (Fp ) taking unordered point cloud data, and a two-layer
fully connected neural network (Ff ) taking the concatenation of two types of
features extracted by Fimg and Fp to predict the cross-modality
correspondence. Fimg , Fp , and Ff are jointly trained (i.e. cross-modality, the
blue solid arrow) by verifying whether two sampled data of different modalities
belong to same object, meanwhile, Fimg is additionally optimized through
minimizing intra-object distance while maximizing inter-object distance of
rendered images in different views (i.e. cross-view, the green solid arrow).

types of features, 2D image features, and 3D point cloud features, by exploiting
the correspondences of cross-modality and cross-view attributes of 3D data.

4.3

Method

Preparing 2D images in multiple views and 3D point cloud data from mesh objects is essential for our proposed self-supervised 2D and 3D feature learning. The
details of the data generation, the architecture of the framework, and model parameterization are introduced in the following sections.
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4.3.1

Data Generation

As shown in Fig. 4.1, two types of training sets are generated from 3D object
datasets, i.e., multi-view rendered image set and sampled point cloud set, for
learning 2D and 3D features. 3D objects are typically represented in polygon
meshes as collections of vertices, edges, and faces, etc. See Section 4.3.3 for specific
input samples for the framework.
Multi-view image generation: Following [159], the Phong reflection model
[171] is employed as the rendering engine to generate rendered images in different views from 3D polygon meshes. By given a 3D polygon mesh m from a 3D
object set M , a spherical coordinate system is defined with the centroid of m as
the center for the system. The centroid for each m is calculated as the average
of all mesh face geometric centers of m, while the mesh face centers are weighted
by the corresponding mesh face areas. To project m to multi-view 2D planes, V
virtual cameras (viewpoints) around m are randomly placed for each object along
a sphere surface with radius R (see Fig. 4.1). Each virtual camera is arranged by
an azimuthal angle (randomly selected from 10 to 340 degrees) and a polar angle
(randomly selected from 10 to 165 degrees) of the spherical coordinate system. All
virtual cameras point toward the centroid of m, and one image is rendered for each
camera. The intensities of pixels in the rendered images are determined by interpolating the reflected intensities of the polygon vertices. Due to the randomness of
the sampled views, some parts of objects would be dark following the traditional
settings if only one light source is placed during rendering. To avoid the problem,
in our rendering process, two light sources are placed facing each other, while the
mesh object is in between. The model shapes are uniformly scaled to fit into the
perspective view. Note that V images at different views are rendered for each
3D object, and up to two of the rendered images are used in each input training
sample, and v ≤ V images are used in the testing phase.
Point cloud sampling: Following [28], we adopt the Farthest Point Sampling
(FPS) algorithm to sample point clouds from each mesh object surface in the mesh
datasets. Starting from a randomly chosen point, the next point is sampled in turn
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according to the average distance to all sampled points, that is, the farthest point.
Each mesh object is uniformly sampled 2,048 points to keep the shape information
of the object as much as possible. All sampled points are then normalized into a
unit sphere.

4.3.2

Framework Architecture

As illustrated in Figure 4.2, there are three networks in our framework: a 2DCNN
(Fimg ) to extract 2D features from images cross different views, a graph neural network (Fp ) to extract 3D features from unordered point cloud data, and a two-layer
fully connected neural network Ff to predict the cross-modality correspondence
based on the two types of features extracted by Fimg and Fp . The three networks
are jointly optimized by cross-modality correspondence, meanwhile, the network
Fimg is optimized by cross-view correspondence (see details in Section 4.3.3).
The 2D image feature learning network (Fimg ) employs ResNet18 [172] as the
backbone network with four convolution blocks with a number of {64, 128, 256, and
512} 3×3 kernels. Each convolution block includes two convolution layers followed
by a batch-normalization layer and a ReLU layer, except the first convolution block
which consists of one convolution layer, one batch-normalization layer, and one
max-pooling layer. A global average pooling layer, after the fourth convolution
blocks, is used to obtain the global features for each image. Unless specifically
pointed out, a 512-dimensional vector after the global average pooling layer is
used for all our experiments.
The 3D point cloud feature learning network (Fp ) employs dynamic graph convolutional neural network (DGCNN) [165] as the backbone model due to its capability
to model local structures of each point by dynamically constructed graphs and
its good performance on classification and segmentation tasks. There are four
EdgeConv layers and the number of kernels in each layer is 64, 64, 64, and 128, respectively. Each convolution graph consists of one KNN graph layer which builds
the KNN graph for each point and two convolution layers. Each convolution layer
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is followed by a batch-normalization layer and a leaky ReLU layer. The EdgeConv
layers aim to construct graphs over k nearest neighbors calculated by KNN and
the features for each point are calculated by a MLP over all the k closest points.
After the four EdgeConv blocks, a 512-dimension fully connected layer is used to
extract per-point features for each point and then a max-pooling layer is employed
to extract global features for each object.
The two-layer fully connected neural network Ff is employed for cross-modality
classification, which consists of a 256-dimensional fully connected layer and a 2dimensional fully connected layer. Each feature vector feeding into Ff is extracted
by Fimg and Fp and concatenated together as a 1024-dimension vector. The output
of Ff is a binary classification value.

4.3.3

Model Parameterization

In our proposed self-supervised learning schema, two types of constraints are used
as supervision signals to optimize the networks: cross-modality correspondence
and cross-view correspondence. The cross-modality correspondence requires networks to learn modality-invariant features extracted from two different modalities
Fimg and Fp , while the cross-view correspondence requires the subnetwork Fimg
to capture semantic 2D image features to match objects from random views. We
formulae the cross-modality task as a classification task and the cross-view task
as a metric learning task.
Let D = {sample(1) , ..., sample(N ) } denotes training data of size N . The i-th input
(i)

(i)

(i)

(i)

(i)

(i)

(i)

sample sample(i) = {p(i) , img1 , img2 , img3 , y1 , y2 , y3 }, where p(i) and img1 ,
(i)

img2 represent the point cloud and two different rendered views generated from
(i)

the same 3D mesh object respectively, and img3 is an image rendered from a
(i)

different object. The labels yj ∈ {0, 1} indicates whether the point cloud p(i) and
(i)

the rendered image imgj are from same object where 1 for same object and 0 for
(i)

(i)

different objects. Note that img1 and img2 are randomly selected in V rendered
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(i)

views from a 3D mesh object same as the sampled point cloud p(i) , while img3 is
from a different one.
Cross-view correspondence: The objective of the cross-view task is to train
the network Fimg to learn view invariant features from rendered images. When
an object observed from different views, the visible parts may look differently,
however, the semantic features for images in different views should be similar.
Therefore, triplet loss [173] is employed here to train the network to minimize
distance of features of positive pairs (i.e. from same object) and maximize distance
of features of negative pairs (i.e. from different objects):
(i)

(i)

Ltriplet =max(kFimg (img1 ) − Fimg (img2 )k2
(i)

(i)

(4.1)

− kFimg (img1 ) − Fimg (img3 )k2 + α, 0),
(i)

(i)

(i)

where the triple samples img1 , img2 and img3 correspond to anchor, positive
and negative rendered images, α is the margin hyper-parameter to control the
differences of intra- and inter- objects.
Cross-modality correspondence: The cross-modality learning is modeled as a
binary classification task by employing the cross-entropy loss to optimize all the
three networks. After obtaining image features by Fimg from rendered images and
point cloud features by Fp from point clouds, the network Ff predicts whether
the two input data of different modalities are from same object by discovering the
high-level modality invariant features. The positive samples are the point cloud
and image pairs from same 3D mesh object, while the negative samples are from
different objects. The loss function for jointly optimizing networks Fimg , Fp , and
Ff is:

Lcross = −

3
X

(i)

(i)

(yj log(Ff (Fimg (imgj ), Fp (p(i) )))
(4.2)

j=1
(i)

(i)

+ (1 − yj ) log(1 − Ff (Fimg (imgj ), Fp (p(i) )))),
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Algorithm 1 The proposed self-supervised feature learning algorithm.
mini-batch size: B; 2D image features:f i; 3D point cloud features: f p; binary prediction: ŷ;
for all sampled mini-batch {sample(b) }B
b=1 do
for all b ∈ {1, . . . , B} do
# feature extraction
(b)
(b)
(b)
(b)
(b)
(b)
f i1 = Fimg (img1 ); f i2 = Fimg (img2 ); f i3 = Fimg (img3 );
(b)
(b)
f p = Fp (p );
# classification prediction
(b)
(b)
(b)
(b)
(b)
(b)
ŷ1 = Ff (f i1 , f p(b) ); ŷ2 = Ff (f i2 , f p(b) ); ŷ3 = Ff (f i3 , f p(b) );
# loss calculation
(b)
(b)
(b)
(b)
(b)
Ltriplet = max(kf i1 − f i2 )k2 − kf i1 − f i3 k2 + α, 0)
P3
(b)
(b)
(b)
(b)
(b)
Lcross = − j=1 (yj log(ŷj ) + (1 − yj ) log(1 − ŷj ))
(b)

(b)

(b)

Lself = Ltriplet + βLcross
end forP
(b)
B
1
L= B
b=1 Lself
update networks Fimg , Fp and Ff to minimize L
end for
return pre-trained networks Fimg and Fp

The input features of Ff are extracted by Fimg and Fp , and Ff learns the correlation
of the features extracted from two different data modalities.
When jointly train the three networks, a linear weighted combination of the loss
functions Ltriplet and Lcross are employed to optimize the whole framework. The
final self-learning loss is combined as:
Lself = Ltriplet + βLcross ,

(4.3)

where β is the weight for the cross-modality loss.
The details of the joint training process are illustrated in Algorithm 1. After the
jointly training finished, two networks Fimg and Fp are obtained as pre-trained
models for two different modalities. The joint training enables the two feature
extractors to learn more discriminative and robust features cross different data
domains.
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4.4
4.4.1

Experimental Results
Experimental Setup

Self-supervised learning: The proposed framework is optimized end-to-end
using the SGD optimizer with an initial learning rate of 0.001, the moment of
0.9, and weight decay of 0.0005. The learning rate decreases by 90% every 40, 000
iteration. The networks for self-supervised learning are trained on the ModelNet40
dataset for 120, 000 iterations using a mini-batch size of 32. To learn more robust
features, data augmentation is applied to both images and point clouds. The
images are randomly cropped and randomly flipped with 50% probability in the
horizontal direction, while the point clouds are randomly rotated between [0, 2π]
degrees along the up-axis, randomly jittered the position of each point by Gaussian
noise with zero mean and 0.02 standard deviation. The rendering views V is 180
for each 3D mesh object in the dataset. During the testing, we randomly select
2D-2D and 2D-3D testing pairs from the test split of ModelNet40 and ModelNet10.
The amount of two types of pairs is ten times the test split including half positive
pairs and half negative pairs.
Evaluation of learned 2D and 3D features: To evaluate the effectiveness and
generalization of the learned 2D and 3D features by the proposed self-supervised
learning schema, five different tasks are designed as follows. For the multi-view
2D shape recognition and 3D shape recognition tasks, the image and point cloud
features are extracted by two pre-trained networks Fimg and Fp , then trained on
corresponding SVMs with one class linear kernel, respectively. For the 3D part
segmentation task, additional fully connected layers are added on top of the pretrained Fp and then fine-tuned on the ShapeNet [153] dataset. The network is
optimized with Adam optimizer [174] using an initial learning rate of 0.003 and
decreased by 90% every 20 epochs. For the 2D and 3D shape retrieval tasks,
Euclidean distance over the global features of two objects is used as a metric to
measure the similarity of two objects.
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Datasets: All the experiments are conducted on two 3D object benchmarks:
ModelNet40 [175] and ShapeNet [153]. The ModelNet40 dataset contains 12, 311
meshed models covering 40 classes, of which 9, 843 are used for training and 2, 468
for testing. The ModelNet40 is used to train our proposed self-supervised learning
framework as well as for the evaluation tasks of multi-view 2D shape recognition
and 3D shape recognition. The ModelNet10, a subset of ModelNet40, is also used
as a testing set, which contains 10 classes. The ShapeNet contains 16 object
categories including 12, 137 models for training and 2, 874 for testing and it is
employed to evaluate the task of 3D part segmentation. In all experiments, 2, 048
points are sampled for each 3D mesh object as the input point cloud data.

4.4.2

Cross-modality and Cross-view Correspondence Evaluation

A straightforward evaluation of the effectiveness of our proposed self-supervised
learning framework is to recognize the cross-modality and cross-view correspondence with ModelNet40 and ModelNet10 datasets. Table 4.1 and 4.2 report the
cross-modality recognition accuracy and cross-view feature Euclidean distance of
testing image pairs.
Table 4.1: Performance on pretext task: cross-modality recognition. CM
indicates network training with cross-modality correspondence. CV indicates
network training with cross-view correspondence.
Testing Set
ModelNet40
ModelNet10

Network
Fp -CM
Fp -CM-CV
Fp -CM
Fp -CM-CV

Cross-modality Acc (%)
93.5
91.8
92.0
91.5

For the cross-modality recognition task in Table 4.1, our networks accomplish over
90% accuracy which shows that the self-supervised learning successfully learns
modality invariant features. For the cross-view correspondence recognition in Table 4.2, the margins between the mean distance of positive pairs and that of
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Table 4.2: Performance on pretext task: cross-view feature distance analysis.
mPD indicates mean Pair Distance with corresponding standard deviation in
brackets.

Testing set
ModelNet40
ModelNet10

Network
Fimg -CM
Fimg -CM-CV
Fimg -CM
Fimg -CM-CV

Positive mPD

Negative mPD

6.43 (2.38)
2.56 (0.56)
6.83 (2.36)
2.571 (0.52)

12.07 (3.46)
4.33 (1.37)
11.29 (3.15)
4.304 (1.06)

Features from Images of v views

v=1

v=4

v=8

Features from Point Cloud

v = 80

Figure 4.3: Visualization of 2D and 3D features of the top 10 object
categories (ten different colors) on the ModelNet40 test set. When more views
in the testing phase are used to represent 3D objects, the distribution of 2D
image features for different category objects is more discriminative, and is
more similar to 3D point cloud feature distribution.

negative pairs are very large which demonstrates that the networks indeed learn
the view-invariant features. When the networks trained jointly with cross-modality
and cross-view correspondence, although the performance of cross-modality recognition decreases a little bit, the standard deviations for the distances of both positives and negatives are significantly improved (see rows 2 and 4) which validate
that the cross-view correspondence enforces the learning of view-invariant features.
One common problem of self-supervised learning is that the network can easily
learn trivial features (e.g. corners, edges, or other low-level features) instead of
high-level semantic features. To further analyze the features extracted by Fimg
and Fp , we use T-distributed Stochastic Neighbor Embedding (TSNE) [176] to
visualize the learned 2D and 3D features of the top 10 object categories in ten
different colors on ModelNet40 as shown in Fig. 4.3. Each point indicates one
feature that is max-pooled from v extracted features of v views. In the feature
space, the features belong to the same class are closer than the features from
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different object classes, which show that the network indeed can learn high-level
semantic features.

4.4.3

Transfer to 2D and 3D Shape Recognition tasks

Our proposed framework effectively learns both 2D and 3D features and achieves
high performance on the pretext task. Here, we further evaluate the learned 2D
and 3D features (i.e. Fimg and Fp ) as pre-trained models on other down-stream
supervised tasks: 2D and 3D shape recognition on ModelNet40 dataset. Two
linear SVM classifiers are trained based on the extracted 2D and 3D features by
Fimg and Fp , respectively. Same as in subsection 4.4.2, each extracted feature for
2D recognition task is max pooled from v extracted features of v random views,
except when v = 1.
Table 4.3: The performance of using the self-supervised learned models as
feature extractors on the 2D and 3D shape recognition tasks on the
ModelNet40 dataset. Both 2D and 3D shape recognition tasks are benefited
from jointly training with cross-view and cross-modality correspondences.
When multiple views (#Views = 12, 36, or 80) are available for testing, the
performance of 2D shape recognition is significantly improved.

Modality

2D Image

3D
Point Cloud

Network
Fimg -CM
Fimg -CM-CV
Fimg -CM-CV
Fimg -CM-CV
Fimg -CM-CV
Fp -CM
Fp -CM-CV

Testing
#Views
1
1
12
36
80
-

Recognition
Acc (%)
66.1
72.5 (+6.4)
87.3 (+21.1)
88.7 (+22.6)
89.3 (+23.2)
87.5
89.8 (+2.3)

As shown in Table 4.3, both the pre-trained Fimg and Fp can achieve high accuracy
on the 2D and 3D shape recognition tasks (89.3% and 89.8%) to recognize 40 object
categories on ModelNet40 dataset which show that the two networks learn discriminative semantic features through the self-supervised learning process. When only
trained with cross-modality correspondence, the 3D features learned by Fp -CM
achieve 87.5% accuracy while the performance of 2D features by Fimg -CM is only
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66.1%. The joint training of cross-view and cross-modality correspondence significantly improves the performance of Fimg on 2D recognition (+6.4%) and Fp on
3D recognition (+2.3%). The accuracy of 2D recognition is further boosted by
more discriminative image features max pooled from multi-testing-view features,
achieving 89.3% with 80 views from each data.

4.4.4

Transfer to 2D and 3D Shape Retrieval

To evaluate the generalization ability of the learned features, we further evaluate
both 2D and 3D features extracted by Fimg and Fp on shape retrieval tasks on the
ModelNet40 dataset and Top-K accuracy are reported in Table 4.4.
Table 4.4: Performance of the learned 2D and 3D features on the 2D and 3D
shape retrieval tasks on ModelNet40 dataset. When only using 1 view for each
image, our self-supervised model Fimg -CM-CV outperforms the ImageNet
pre-trained model.
Network
Fp -CM
Fp -CM-CV
ImageNet [172]
Fimg -CM
Fimg -CM-CV
ImageNet [172]
Fimg -CM
Fimg -CM-CV
ImageNet [172]
Fimg -CM
Fimg -CM-CV

#Views
—
—
1
1
1
12
12
12
80
80
80

Top1 (%)
82.9
84.0
61.4
54.6
66.9
83.6
75.5
83.5
87.6
82.7
84.7

Top5 (%)
94.2
94.3
82.1
79.2
85.8
94.7
91.2
94.2
95.7
93.9
94.7

Top10 (%)
96.0
96.5
88.5
87.1
91.1
96.7
95.0
96.2
97.4
96.4
96.6

Since no other self-supervised learning methods for point cloud or multi-view images have reported performance on this task, we directly compare with ImageNet
pre-trained models on the retrieval task. The 3D network Fp -CM and Fp -CM-CV
can accomplish the retrieval task with high accuracy. As for the 2D network Fimg ,
the performance is significantly improved when more views are used to represent
each object. When only using 1 view for each image, our self-supervised model
Fimg -CM-CV outperforms the ImageNet pre-trained model. When more views
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(12 or 80) are available, our model achieves comparable performance with the
supervised model which is pre-trained on the ImageNet dataset.

4.4.5

Transfer to 3D Part Segmentation

To further verify the quality of 3D features learning by the pre-trained Fp for
point cloud data, we conduct the transfer learning on the 3D part segmentation
task with the ShapeNet dataset. To adapt Fp on the 3D part segmentation task,
four fully connected layers are added on the top of Fp , and the output from all
the four blocks and the global features are used to predict the pixel-wise labels.
Three sets of experiments are studied: (1) Only update the four newly added
layers with frozen Fp , (2) Fp and newly added layers are randomly initialized and
supervised trained from scratch [28], (3) The learned features by Fp are used as
pre-trained models and all the layers are fine-tuned (unfrozen). The extensive
studies of train/fine-tune strategies with different amounts of training data on the
ShapeNet dataset for the 3D part segmentation are shown in Table 4.5.
Table 4.5: The performance of the three types of settings on different
amount of data from the ShapeNet dataset. Fp with parameter-unfrozen setup
outperforms the supervised method. When only a very small amount of data
(2%) is available for training, all our models outperform the supervised model.

Network
Fp -CM-Frozen
Fp -CM-CV-Frozen
Fp -Supervised [28]
Fp -CM-Unfrozen
Fp -CM-CV-Unfrozen
Fp -CM-Frozen
Fp -CM-CV-Frozen
Fp -Supervised [28]
Fp -CM-Unfrozen
Fp -CM-CV-Unfrozen
Fp -CM-Frozen
Fp -CM-CV-Frozen
Fp -Supervised [28]
Fp -CM-Unfrozen
Fp -CM-CV-Unfrozen

Training
data
100%
100%
100%
100%
100%
20%
20%
20%
20%
20%
2%
2%
2%
2%
2%

Class
mIOU (%)
71.2
74.7
77.6
78.1 (+0.5)
79.1 (+1.5)
65.6
68.5
69.9
70.9 (+1.0)
72.2 (+2.3)
57.1 (+0.9)
58.4 (+2.2)
56.2
60.6(+4.4)
60.7 (+4.5)

Instance
mIOU (%)
78.6
80.8
83.0
83.4 (+0.4)
83.7 (+0.7)
75.4
77.8
79.1
80.0 (+0.9)
80.3 (+1.2)
69.2 (+0.2)
72.1 (+3.1)
69.0
72.6 (+3.6)
74.0 (+5.0)
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As shown in Table 4.5, training with cross-view correspondence can improve the
ability of Fp to recognize object parts. When 100% of the training data are available, even without updating the parameters of Fp on the new task, it still achieves
80.8% instance mIOU which is only 2.2% lower than the supervised model. It
validates that Fp can learn semantic features from the proposed pretext task and
transfer them across datasets and tasks. When the full network is initialized with
the pre-training weights and further fine-tuned, the instance mIOU improves by
0.4% and the class mIOU improves by 0.5% showing that the learned weights for
Fp from self-supervised pretext task can be served as a good starting point for
the optimization. When using only 20% data, the parameter-unfrozen setup can
significantly (+2.3% on class mIOU, and +1.2% on instance mIOU) boost up the
performance than the supervised setup. When using only 2% of the data, the
performance of both parameter-frozen setup (+2.2% on class mIOU, and +3.1%
on instance mIOU) and parameter-unfrozen setup (+4.5% on class mIOU, and
+5.0% on instance mIOU) are better than the supervised setup. Our pre-trained
Fp performs well when fine-tuned on small-scale 3D shape datasets.

4.4.6

Comparison with the State-of-the-Art methods

In this section, we further compare our pre-trained Fimg and Fp with the stateof-the-art methods for 3D shape recognition on ModelNet40 dataset including
2D image-based methods [159, 177, 177] and 3D methods of both unsupervised
learning models [137, 144–147, 150–152, 178, 179] and supervised learning models [130, 146, 148, 165, 180–183]. The setups of our models are same as in subsection 4.4.3. The comparisons are shown in Table 4.6.
Compared to other unsupervised feature learning methods in Table 4.6, our approach achieves the state-of-the-art accuracy on the ModelNet40 shape recognition task with pre-trained Fp and a linear SVM. The performance of Fp trained
with both cross-modality and cross-view correspondences is 89.8% which is 0.7%
higher than the previous state-of-the-art method. Even trained without using any
human-annotated labels, the features learned by our network achieve comparable

68
Table 4.6: The comparison with the state-of-the-art methods for 3D shape
recognition on ModelNet40 dataset. * indicates the image-based methods.
Unsupervised feature learning
Network
Acc (%)
SPH [152]
68.2
75.5
LFD [151]
T-L Network [178]
74.4
VConv-DAE [179]
75.5
Fisher Vector* [177]
78.8
83.3
3D-GAN [150]
Latent-GAN [145]
85.7
MRTNet-VAE [146]
86.4
Contrast-Cluster [5]
86.8
FoldingNet [144]
88.4
PointCapsNet [147]
88.9
MultiTask [137]
89.1
Fp -CM
87.5
Fimg -CM-CV*
89.3
Fp -CM-CV
89.8

Supervised feature learning
Network
Acc (%)
PointNet [148]
89.2
PointNet++ [130]
90.7
PointCNN [180]
86.1
DGCNN [165]
92.2
KCNet [182]
91.0
KDNet [181]
91.8
MRTNet [146]
91.7
SpecGCN [183]
91.5
DeCAF* [184]
88.6
MVCNN* [159]
90.1

performance as the supervised methods on the ModelNet40 dataset. Moreover,
almost all the existing self-supervised learning methods can learn only 2D image
features or only 3D point cloud features, while our method can jointly learn both
the discriminative 2D and 3D features that outperform previous state-of-the-art
self-supervised learning methods.

4.5

Discussion

In this chapter, we have proposed a self-supervised learning schema that can jointly
learn discriminative 2D and 3D features by using the cross-view and cross-modality
correspondences on the 3D point cloud datasets. The learned features from both
the 2D image-based network and the 3D point cloud-based graph neural network
have been extensively tested across different tasks including multi-view 2D shape
recognition, 3D shape recognition, multi-view 2D shape retrieval, 3D shape retrieval, and 3D part-segmentation, showing strong generalization abilities of the
learned features. Our results demonstrate a promising direction to learn features
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by exploiting cross-modality correspondence among different modalities derived
from 3D data including mesh, rendered multi-view data, voxel, point cloud, Phong,
depth, Silhouette, etc.

Chapter 5
Self-Supervised
Modality-Invariant and
Modality-Specific Feature
Learning
In this chapter, we aim to learn features with different attributes from unlabeled
3D data. As a case study, we investigate how to learn both modality-invariant
and modality-specific features from unlabeled data of multiple modalities include
image, point cloud, and mesh. While most existing self-supervised 3D feature
learning methods mainly focus on point cloud data, this chapter explores the
inherent multimodal attributes of 3D objects. We propose to jointly learn effective features from different modalities including image, point cloud, and mesh
with heterogeneous networks from unlabeled 3D data. Our proposed novel selfsupervised model learns two types of distinct features: modality-invariant features
and modality-specific features. The modality-invariant features capture high-level
semantic information across different modalities with minimum modality discrepancy, while the modality-specific features capture specific characteristics preserved
in each modality. These two types of features provide a more comprehensive representation for 3D data. The quality of the learned features are evaluated on different
70
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downstream tasks including 3D object recognition, 3D within-modal retrieval, and
3D cross-modal retrieval tasks with three data modalities including image, point
cloud, and mesh. Our proposed method significantly outperforms the state-of-theart self-supervised methods for all the three tasks and even achieves comparable
performance with the state-of-the-art supervised methods on the ModelNet10 and
ModelNet40 datasets.

5.1

Introduction

Self-supervised learning methods learn visual features from large-scale datasets
without requiring any manual annotations. The core of self-supervised learning is
to define a pretext task and learn visual features through the processing of accomplishing the pretext task. Since it can be easily scaled up to large-scale datasets,
recently some self-supervised methods achieved comparable or even better performance on some downstream tasks than supervised methods [135, 185–188].
Most of the existing self-supervised learning methods focus on learning features
for only one modality. As a rising trend to model 3D visual features, various
methods were proposed to learn point cloud features from point cloud either by
reconstructing point cloud [144–147], by generating point cloud with Generative
Adversarial Networks [148–150], or by accomplishing pre-defined pretext tasks [5,
137]. Recently a few work started to explore multimodal correspondence of 3D
data as a supervision signal for 3D self-supervised feature learning [4].
Generally, 3D data are inherently multimodal such as mesh, point cloud, multiview images, etc. The correspondence among multiple modalities is a rich source
of supervision signals for self-supervised learning. However, only a few work [4]
attempted to utilize the multimodal correspondence for self-supervised learning.
To fully explore the potential of using it for self-supervised learning, as shown in
Fig. 5.1, we propose a novel framework to jointly learn modality-invariant and
modality-specific features for 3D objects.
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Figure 5.1: The proposed self-supervised model jointly learns two types of
distinct features: modality-invariant features and modality-specific features.
The modality-invariant features capture features for multiple modalities in the
same metric space making the cross-modal retrieval task possible, while the
modality-specific features encode complementary information among different
modalities and the fusion of these features can be used for downstream tasks
such as recognition.

The modality-invariant features aim to reduce modality gaps. For each object,
no matter its modality, the features from different modalities are firstly extracted
by different encoders and then mapped into the same universal space to reduce
the modality discrepancy. Although these features are extracted from different
modalities, the features for each object share the same underline high-level semantic information such as the context and structure of the objects. Mapping
these features to the same space helps the network to capture the shared correlated features that are invariant to different modalities. The modality-invariant
features can be directly compared making the 3D cross-modal retrieval task feasible.
Different from the modality-invariant features, our proposed model also learns
modality-specific features that preserve specific characteristics of each modality.
For each object, each modality has distinctive characteristics such as images explicitly encode texture information while point clouds explicitly encode the 3D
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local structure of the objects. The representations from different modalities encode features from different perspectives and might be complementary to each
other. Therefore, the features from different modalities can be fused to form a
more robust and comprehensive representation for the data samples which can
potentially benefit downstream tasks such as 3D object recognition.
These modality-specific features along with the modality-invariant features in a
common space jointly provide a comprehensive multimodal representation of 3D
objects. To learn both modality-invariant and modality-specific features, we propose three different constraints: cross-modal invariant constraint enforces the
network to maximize the similarity of features from different modalities for the
same object, cross-view invariant constraint enforces the network to maximum
similarity of features from different views of data for objects in the same modality, and soft orthogonal constraint avoids the redundancy between the modalityinvariant and modality-specific features. Our proposed framework is evaluated
on different downstream tasks including 3D object recognition, 3D within-domain
retrieval, and 3D cross-modal retrieval tasks using two popular 3D object benchmark datasets (i.e. ModelNet40 and ModelNet10) with three different modalities
(i.e. image, point cloud, and mesh). In both datasets with all the downstream
tasks, our proposed framework significantly outperforms the state-of-the-art selfsupervised models. The main contributions of this chapter are summarized as
follows:

• We propose a novel self-supervised learning framework to jointly learn modalityinvariant and modality-specific features for 3D objects without using any
manual labels.
• To the best of our knowledge, we are the first to extensively explore the
self-supervised 3D cross-modal retrieval for 3D objects with three modalities
including image, point cloud, and mesh.
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• Our proposed method significantly outperforms the state-of-the-art self-supervised
methods on multiple downstream tasks and even achieves comparable performance with the state-of-the-art supervised methods on the ModelNet10
and ModelNet40 datasets.

5.2

Related Work

Self-supervised 2D Feature Learning: Many methods have been proposed to
learn visual features from unlabeled 2D data including videos and images. Based
on the source of supervision signal, there are four types of self-supervised learning
methods: generation-based method, context-based method, free semantic labelbased method, and cross-modal-based method. The generation-based methods
learn features by reconstructing the data including Auto-encoder, Generative Adversarial Networks [189], super-resolution [13], colorization [190], and video future
prediction [191]. The context-based methods learn features by using spatial context or temporal context including Jigsaw puzzle [192], geometric transformation
[142, 193], clustering [194], frame order reasoning [102]. The free semantic labelbased methods learn features either by data generated by game engines or to distil
features from other unsupervised learning features [195]. The cross-modal-based
methods learn features by the correspondence between a pair of channels of data
including video-audio [196] or video-text. Recently, more researchers explore to
apply these self-supervised learning methods to 3D point cloud data [4, 5, 137, 169].
Self-supervised 3D Feature Learning: Several self-supervised learning methods have been proposed to learn features for 3D point cloud objects by reconstructing point cloud data [144–147], by generating point cloud with GANs [148–
150, 170], or by training networks to solve pre-defined pretext tasks [4, 5, 137, 169].
Sauder et al. proposed to learn point cloud features by training networks to recognize the relative position of two segments of point cloud [169]. Zhang et al.
designed clustering and contrastive as pretext task to train networks to learn
point cloud features [5]. Hassani et al. proposed to train networks with multiple
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pre-defined pretext tasks including clustering, prediction, and reconstruction for
point cloud data [137]. The approach presented in the Chapter 5 utilizes crossmodal relations of point clouds and multi-view images as the supervision signal
to jointly learn image and point cloud features for 3D objects [4]. However, the
point cloud and image features learned by the network in [4] are not modalityinvariant. To thoroughly utilize the cross-modal coherent attributes of 3D data,
here we propose to learn modality-invariant and modality-specific features for 3D
objects with three different modalities including image, point cloud, and mesh.
Contrastive Self-supervised Learning: The basic principle of contrastive
learning is to learn representations by contrasting positive and negative pairs [197].
By maximizing the similarity between an anchor sample and a positive sample
while minimizing similarity to all other (negative) samples, contrastive learning
has shown empirical success in self-supervised learning methods of which the key
is to generate positive and negative training pairs [186–188, 198–204]. Normally,
heavy data augmentation is applied for networks to learn the features that invariant to these augmentations such as color jittering, cropping, cutout, and flipping on original images [186, 187, 198]. Most of the work employ contrastive
learning in the image domain, while researchers are recently applying it to other
domains [199, 202, 203, 205]. In our method, we propose to use the natural multimodal correspondence in 3D data as the supervision signal for self-supervised
learning.
Multimodal Feature Learning: The multimodal feature learning has been
widely studied in other research fields including video action recognition [206–208],
video captioning [209], cross-modal retrieval [210–212], etc. The features from
different modalities usually capture features from different perspectives, therefore,
these features might be complementary to each other. However, the multimodal
feature learning has not been widely explored in 3D object recognition task which
is a fundamental task for 3D applications. Our model can learn modality-specific
features and the fusion of the modality-specific features from multiple modalities
can provide a more comprehensive representation for 3D objects.

76
Cross-Modal Retrieval Task: The cross-modal retrieval aims to retrieval data
from one modality by using the query from another modality (e.g. retrieval image
using text) [6, 210–213]. The challenge for this task is to learn features with minimum modality discrepancy for data from multiple modalities. Many deep learning
methods have been proposed for retrieval task such as adversarial cross-modal retrieval (ACMR) [213] and deep supervised cross-modal retrieval (DSCMR) [6].
Normally, all these methods require large-scale labelled datasets for training. In
this chapter, we explore a less studied task, 3D cross-modal retrieval, in a selfsupervised learning way. Our model can learn modality-invariant features without
using any manual labels while achieves comparable performance to the state-ofthe-art supervised methods.

5.3

Method

An overview of the proposed framework is shown in Fig. 5.2. The core of our
method is to optimize heterogeneous networks to jointly learn both modalityinvariant and modality-specific features. The framework contains three heterogeneous feature encoders to extract hidden features for three different data modalities. Then these hidden features for each modality are mapped into two types of
spaces: one is the universal feature space for the modality-invariant features and
the other is the modality-specific space of each data modality for the modalityspecific features. The entire framework is jointly trained end-to-end with a combination of our proposed constraints. The general formulation of our proposed
method is described in the following subsections.
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Figure 5.2: An overview of the proposed self-supervised modality-invariant
and modality-specific feature learning for 3D objects. The hidden features for
mesh, point cloud, and image are extracted by corresponding encoders, then
these hidden features for each modality are mapped into two spaces including
a universal space for capturing modality-invariant features and a private
feature space for each modality for capturing modality-specific features. The
self-supervised learned features can be further used for various downstream
tasks such as 3D cross-modal retrieval and multimodal fusion for 3D
recognition.

5.3.1

Problem Setup

For a dataset D contains N unlabeled instances where the i-th instance di is a set
of M modalities, it can be formulated as:
m M
D = {di }N
i=1 , di = {xi }m=1 .

(5.1)

Here, each data instance di consists of {x1i , x2i , · · · , xM
i } in M different modalities.
Normally the learned representations for these M modalities are in different feature
spaces and their similarities cannot be directly measured. Our proposed model
learns two types of distinct features for each modality xm
i : modality-invariant
m
features Im
i which are invariant to the modality, and modality-specific features Si

which model the specific characteristics preserved in each modality. The modality1
2
m
invariant features Im
i and the modality-specific features Si , Si , ..., Si provide a

more comprehensive representations for the object di . All these features are jointly
learned with our proposed framework for each modality from unlabeled data.
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5.3.2

Multimodal Feature Encoding

For each data instance di , each modality sample xm
i is firstly mapped into a hidden
vector Fm
i by a feature encoder Gm specifically designed for the modality m:
m
Fm
i = Gm (θm , xi ),

(5.2)

while θm is the learnable parameters of Gm . Normally, this hidden representation Fm is in a separate modality specific space. Given a dataset with M different
modalities, there are M different feature encoders as G1 (θ1 , x1i ), G2 (θ2 , x2i ), ..., Gm (θM , xM
i ).
Therefore, for each instance di , the hidden vectors {F1i , F2i , ..., Fm
i } are obtained
by M encoders.
To jointly learn both modality-invariant and modality-specific features, our model
m
maps the hidden representation Fm
i for each modality xi into two feature spaces

(i.e. the universal feature and the modality-specific spaces.) To learn these two
distinct feature spaces, two parallel heads with neural networks are added on each
feature encoder Gm (θm , xm
i ) to map this hidden vector into both modality-invariant
and modality-specific features. The mapping process for hidden vector Fm
i of data
xm
i can be formulated as:
m
Im
i = Em (ωm , Fi ),

(5.3)

m
Sm
i = Hm (δm , Fi ),

(5.4)

while Hm maps the hidden representation Fm
i to the universal feature space and
m
Em maps Fm
i into the modality-specific feature space. During the learning, Ii

and Sm
i can be obtained by training the entire network with a combination of our
proposed three different constraints.

5.3.3

Modality-Specific Feature Learning

The modality-specific features aim to model the specific characteristics preserved
in each modality. We propose the cross-view invariant constraint to learn the
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modality-specific features for each modality. The cross-view constraint maximizes
the similarity of features from different views of the same object while minimizes
the similarity of features from the data of different objects. Inspired by the recent
remarkable progress achieved by contrastive learning [186], we employ contrastive
loss to capture the modality-specific features.
m1
m2
Given each data sample xm
i from modality m, the data of two views {xi , xi }

can be obtained by performing a set of data augmentation techniques over the
m1
m2
data xm
i . The general hidden vectors {Fi , Fi } are firstly extracted by feature

encoder Gm (θm ), then the modality-specific features are extracted by the network
m2
Hm (δm ). Suppose the extracted modality-specific features for data {xm1
i , xi } are

Sm1
and Sm2
i
i , the cross-view invariant constraint is optimized by the contrastive
loss over the extracted modality-specific features among a batch as:
LS =

X

m2
Ls (Sm1
i , Si ),

(5.5)

1≤m≤M


m2
h Sm1
i ,Si
,
 B

m1 m2 P
m1 m2
h Si ,Si + 1{k6=i} h Si ,Sk

m2
Ls (Sm1
i , Si )= −log

(5.6)

k=1

where h(u, v) = exp

u> v
||u||2 ||v||2 /τ



is the exponential of cosine similarity measure and τ

is the temperature hyper-parameter.
This objective function enforces the networks to capture mutual information across
different views of the data from the same modality. After the training finished, the
encoder Gm (θm ) and the modality-specific heads Hm (δm ) can capture modality-specific
features for each modality.

5.3.4

Modality-Invariant Feature Learning

For modality-invariant feature learning from data of multiple modalities, the cross-modal
invariant constraint is proposed to enforce the network to capture the high-level semantic
information that exists across all the modalities and learns the features that invariant to
the modality. For each object, we have a collection of m modalities {M1 , . . . , Mm }. To
capture the modality-invariant features across different modalities, we train the network
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with pair-wise multimodal pairs and to maximize the high-level semantic information
that co-exists between two different pairs. For any two different modalities of Ma and Mb ,
the high-level semantic information across the modalities Ma and Mb can be captured
by maximizing the feature similarity between the features from Ma and Mb . Given any
two modalities of data from the same object, the network is optimized over the features
a
b
extracted by learning the contrastive loss over the features IM
and IM
extracted by
i
i

the modality invariant feature encoder Em (ωm ).
To fully utilize the multimodal correspondence, we train the network with all the pair
combinations (a, b) from M modalities. In this way, the high-level semantic information
across all the modalities can be captured by learning the relations among the modality
pairs. By considering all the pairs of different modalities, the entire modality-invariant
objective function that we optimize is:

a Mb
h IM
i ,Ii
LI = −
log B
.
P Ma Mb
1≤a<b≤M
h Ii ,Ik
X

(5.7)

k=1

By optimizing with all the pairs, the high-level semantic information across all the
modalities is maximized through the learning process. Ideally, more modalities of data
provide more supervision signal from the correspondences and potentially can lead to
better performance. With this objective function, the features from different modalities
are directly optimized in the same universal space, therefore, are modality-invariant.

5.3.5

Soft Orthogonal Feature Learning

Ideally, our model jointly learns the modality-invariant and modality-specific features.
However, without other constraints, the model may learn redundant features between
the two types of features. To further ensure the model to learn different aspects of the
data for each modality, we further constrain the relation between the modality-invariant
m
features Im
i and modality-specific features Si by enforcing a soft orthogonality constraint

between a pair of features. For each batch of data, both the modality-invariant and
modality-specific features are firstly normalized to zero mean and unit l2 norm. Let HIm
m
and HSm be the matrices whose rows denote the hidden vectors Im
i and Si for modality

m of each object. Then the orthogonality constraint between the invariant and specific
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feature vectors for modality m is calculated as:
2

>

HIm HSm

F

.

(5.8)

Here, k · k2F is the squared Frobenius norm. In addition to the constraints between
the invariant and specific vectors, we also add orthogonality constraints between the
modality-specific vectors. The overall difference loss is then computed as:
LO =

X

>

HIMi HSMi

1≤i≤M

5.3.6

2
F

X

+

1≤i<j≤M

>

HSMi HSMj

2
F

.

(5.9)

Jointly Learning

When jointly trained with the above three objective functions, a linear weighted combination of all the loss functions is employed to optimize the entire framework. The final
loss to optimize the framework is as:
L = αLI + βLS + λLO .

(5.10)

After the jointly training finished, the network encoder for each modality is obtained as
the pre-trained model and can be used for other downstream tasks. The joint training
enables the feature encoders of different modalities to learn comprehensive and robust
features.

5.3.7

Framework Architecture

The effectiveness and generalizability of our proposed model are evaluated on 3D datasets
with three different modalities including image, point cloud, and mesh. As shown in
Fig. 5.2, our framework consists of three heterogeneous backbone networks including
an image feature encoder, a point cloud feature encoder, and a mesh feature encoder.
he MeshNet [214], dynamic graph convolutional neural network (DGCNN) [165], and
ResNet [172] are employed as backbone networks to extract representation features from
mesh, point cloud, and rendered images, respectively. The image feature encoder takes
N images of size H × W × C as input, the point cloud feature encoder takes a random
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set of points of size n × 3 as input, and the mesh feature encoder takes n faces and
its normal vectors as inputs. Two distinct parallel MLP layers are employed over the
output of each feature encoder to produce the modality-invariant and modality-specific
features for each modality.

5.4
5.4.1

Experimental Results
Experimental Setup

Self-supervised learning: The proposed framework is jointly trained on ModelNet40
and ModelNet10 datasets using SGD optimizer with an initial learning rate of 0.001, the
moment of 0.9, and weight decay of 0.0005. The network is optimized with a mini-batch
size of 96 for 90, 000 iterations and the learning rate decreases by 90% every 30, 000
iterations. Data augmentation used for point cloud network includes randomly rotated
between [0, 2π] degrees along the up-axis, randomly jittered the position of each point
by Gaussian noise with zero mean and 0.02 standard deviation. Data augmentation for
images includes randomly cropped and randomly flipped with 50% probability. Data
augmentation for mesh includes random rotation with a degree between [0, 2π].
Datasets: Two 3D object benchmarks including ModelNet40 [175] and ModelNet10 [175]
are used to evaluate the proposed method. The ModelNet40 dataset contains about
12.3k objects covering 40 object classes, while about 9.8k are used for training and
about 2.5k for testing [175]. The ModelNet10 consists of 4, 900 objects belong to 10
categories with 3, 991 for training and 909 for testing [175].

5.4.2

Benchmarking Self-Supervised 3D Object Recognition

Following the prior state-of-the-art self-supervised learning methods [4, 137, 144–147,
150–152, 178, 179], we compare the performance with them on 3D object recognition
task reporting the TOP-1 classification accuracy of a Support Vector Machine (SVM)
over the self-supervised learned features. Compared to the existing methods which
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mainly learn features for one modality, our method jointly learns features from multiple
modalities which makes it possible to fuse the multimodal features for more robust
representations. To thoroughly evaluate the performance, we compare the performance
by using the single modality and by using the features fused from multiple modalities on
the ModelNet40 dataset. For the results of using multiple modalities, the features from
these modalities are extracted and then concatenated together to represent the object,
and the TOP-1 classification accuracy over the concatenated features are reported for
comparison.

Method
SPH [152]
T-L Network [178]
LFD [151]
VConv-DAE [179]
3D-GAN [150]
FV [177]
Latent-GAN [145]
MRTNet-VAE [146]
Contrast [5]
FoldingNet [144]
PointCapsNet [147]
MultiTask [137]
XMV [4]
ContextPred [169]
Orientation [215]
Ours
Ours
Ours
Ours
Ours
Ours
Ours

Modality
Mesh
Point
Image
Point
Point
Image
Point
Point
Point
Point
Point
Point
Point
Point
Point
Image
Point
Mesh
Image & Point
Image & Mesh
Mesh & Point
Mesh & Point & Image

Acc (%)
68.2
74.4
75.5
75.5
83.3
84.8
85.7
86.4
86.8
88.4
88.9
89.1
89.8
90.6
90.7
87.0
89.7
90.4
90.6
91.5
92.3
92.9

Table 5.1: The comparison with the state-of-the-art self-supervised methods
for 3D object recognition on the ModelNet40 dataset. With the advantage of
jointly learning complementary features from multiple modalities, the fusion of
three modalities (image, point cloud, and mesh) achieves the best performance.
The performance comparison against other state-of-the-art self-supervised methods is
shown in Table 5.1. The overall performance of our method are much better. When
only one modality is used, our performance based on mesh modality or point cloud
modality is comparable to the-state-of-the-art methods. Compared to the other two
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modalities, the performance based on image modality is lower and the performance
can be improved if more multi-view images are used to represent each object. When
fusing any two modalities of features, the performance is consistently improved, while
the highest performance is achieved when all the modalities are used. These results
demonstrate that the features from multiple modalities are indeed complementary to
each other while validating the hypothesis of our method.

Method
3DShapeNets [175]
VoxNet [157]
Subvolume [158]
PointNet [28]
MVCNN [159]
Pairwise [216]
MeshNet [214]
PointNet++ [130]
SpecGCN [183]
PointCNN [217]
DGCNN [163]
PointWeb [218]
SpiderCNN [219]
PointConv [166]
KPConv [164]
InterpCNN [220]
PointTransformer [221]
Ours

Modality
Voxel
Voxel
Voxel
Point
Image
Image
Mesh
Point
Point
Point
Point
Point
Point
Point
Point
Point
Point
3 Modalities

Acc (%)
84.7
85.9
89.2
89.2
90.1
90.7
91.9
91.9
92.1
92.2
92.2
92.3
92.4
92.5
92.9
93.0
93.7
92.9

Table 5.2: Performance comparison of our self-supervised learning method
over the state-of-the-art supervised learning methods on 3D object recognition
on ModelNet40 dataset.
To demonstrate the strength and potential of our method, we further compare the
performance of our self-supervised method with the state-of-the-art supervised methods
on 3D object recognition on the ModelNet40 dataset in Table 5.2. With the advantage
of utilizing multimodal features, our proposed self-supervised method even outperforms
most of the supervised learning methods and the performance is only 0.8% lower than
the most recent Transformer-based method PointTransformer [221]. This demonstrates
the potential of utilizing the multimodal features for the fundamental 3D understanding
tasks.
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5.4.3

Benchmarking Self-Supervised 3D Cross-Modal and
Within-Modal Retrieval

Another advantage of our proposed method is that the learned modality-invariant features from different modalities can be directly compared in the universal space. To
thoroughly evaluate the performance of the learned modality-invariant features, we verify the effectiveness with the self-supervised 3D cross-modal and within-modal retrieval
tasks among the modalities including image, point cloud, and mesh. The Euclidean distance over the normalized modality-invariant features is used to measure the similarity
of data from different modalities. Following the convention, the Mean Average Precision
(mAP) score is used to indicate the performance as:
R
1 X
mAP =
p(r) · δ(r),
N

(5.11)

r=1

where N is the number of relevant data in the retrieved set, p(r) is the precision of first
r retrieved data, and δ(r) is the relevance of the r-th retrieved data (1 if relevant and 0
otherwise).
The learned modality-invariant features in the universal feature space for three different
data modalities make the cross-modal retrieval for 3D objects possible, which is, as far as
we know, not explored by any other self-supervised methods. To demonstrate the ability
of our proposed method, we compare with two types of methods: (1) other self-supervised
3D feature learning methods including XMV [4] and Contrast [5]; (2) the supervised
cross-modal retrieval model DSCMR [6] which achieved the state-of-the-art performance
on four image-text retrieval benchmarks including Wikipedia [222], Pascal [223], NUSWIDE-10k [224], and XMediaNet [225, 226] datasets. We conduct 6 pairs of cross-modal
retrieval tasks (Mesh2Point, Mesh2Image, Point2Mesh, Point2Image, Image2Point, and
Image2Mesh) and 3 pairs of within-modal retrieval tasks (Mesh2Mesh, Point2Point, and
Image2Image) on the ModelNet40 dataset.
The performance comparison is shown in Table 5.3. The existing self-supervised learning
methods normally only learn modality-specific features for one or two modalities like
Contrast [5] and XMV [4], the learned features of these methods cannot be applied to
cross-modal retrieval tasks, and their performance for the within-modal retrieval tasks
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are much lower due to lacking carefully designed constraints. Our model learns modalityinvariant features for multiple modalities and the performance for all the retrieval tasks
are much higher than these self-supervised learning methods [4, 5] and even outperform
the supervised method DSCMR [6] on some tasks such as Mesh2Point and Point2Point.
The performance comparison with these models demonstrates the effectiveness of the
modality invariance ability of the learned features.

Task

Self-Supervised
XMV Contrast
Method
Ours
[4]
[5]
3D Cross-Modal Retrieval
Image2Mesh
—
—
69.3
Image2Point
—
—
69.8
—
—
70.5
Point2Image
Mesh2Point
—
—
71.0
—
—
71.0
Point2Mesh
Mesh2Image
—
—
71.2
3D Within-Modal Retrieval
Image2Image 36.3
—
71.2
Point2Point
48.4
45.3
71.4
Mesh2Mesh
—
—
71.6

Supervised
DSCMR
[6]
76.9
73.8
72.7
70.2
71.6
75.2
81.1
70.8
74.8

Table 5.3: The performance comparison with the self-supervised learning
methods XMV [4] and Contrast [5] and a state-of-the-art supervised method
DSCMR [6] for the 3D cross-modal and within-modal retrieval tasks on the
ModelNet40 dataset.

5.4.4

Ablation Study for Loss Functions

Our entire framework is trained with a combination of three objective functions. To
thoroughly evaluate the impact of each objective function, we perform ablation studies
on three downstream tasks including cross-modal retrieval, within-modal retrieval, and
recognition on the ModelNet40 dataset and report the performance in Table 5.4.
The LI is to enforce the network to capture modality-invariant features, and it alone
achieves relative high performance for both retrieval and recognition tasks. The LS is
to enforce the network to capture modality-specific features and the learned features
are not modality-invariant which leads to low performance for the cross-modal retrieval
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Task

LI
LS LI , LS LI , LS , LO
3D Cross-Modal Retrieval
Image2Mesh 66.1 7.2
65.8
69.3
Image2Point 66.7 4.5
66.3
69.8
67.8
70.5
Point2Image 68.3 6.5
69.6 5.8
70.6
71.0
Mesh2Point
Point2Mesh
69.6 5.1
70.6
71.0
68.6
71.2
Mesh2Image 68.9 6.9
3D Within-Modal Retrieval
Image2Image 69.2 60.9
68.4
71.2
Point2Point
69.8 60.3
70.7
71.4
70.7 25.1
71.8
71.6
Mesh2Mesh
3D Multimodal Recognition
Multimodal
92.3 90.9
92.8
92.9
Table 5.4: Ablation study for evaluating impact of each loss function to 3D
cross-modal retrieval, 3D within-modal retrieval, and 3D multimodal
recognition tasks on ModelNet40 dataset.
task. When the two objective functions LI and LS are jointly employed, the performance of the recognition and most of the retrieval tasks are improved indicating the
two objective functions are complementary with each other. When all three objective
functions are used, our model achieves the best performance for all tasks demonstrating
the effectiveness of our objective function design.

5.4.5

Ablation Study of Different Modalities

Our entire framework is jointly trained on the data with three modalities including
image, point cloud, and mesh. Ideally, more modalities of data can provide the network
with more multimodal correspondences and can potentially lead to better performance.
To thoroughly evaluate the impact of the number of modalities, we conduct ablation
studies by only training our framework with two modalities and report the performance
on both the recognition and retrieval tasks in Tables 5.5 and 5.6 respectively. When
only trained with two modalities, the performance for both the retrieval and recognition
tasks are lower than all the three modalities are used during training. These results are
consistent with our hypothesis that more modalities of data can provide more supervision
signals which can lead to better performance on downstream tasks.
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Task
Image2Mesh
Image2Point
Point2Image
Point2Mesh
Mesh2Point
Mesh2Image
Image2Image
Point2Point
Mesh2Mesh

Mesh-Image Image-Point Point-Mesh
3D Cross-Modal Retrieval
60.2
—
—
—
62.9
—
—
64.9
—
—
—
62.4
—
—
62.7
61.7
—
—
Within-Modality 3D Retrieval
63.2
64.8
—
—
70.3
62.0
67.3
—
64.1

All
69.3
69.8
70.5
71.0
71.0
71.2
71.2
71.4
71.6

Table 5.5: Ablation study for the number of modalities for object retrieval
task on the ModelNet40 dataset. ‘All’ indicates all the three modalities are
used.

Modality
Image
Point
Mesh
Image & Point
Mesh & Image
Mesh & Point
All

Mesh-Image
83.4
—
90.1
—
90.9
—
90.9

Image-Point
85.0
88.8
—
89.9
—
89.9

Point-Mesh
—
86.8
89.8
—
—
91.5
91.5

All
87.0
89.7
90.4
90.6
91.5
92.3
92.9

Table 5.6: Ablation study for the number of modalities to 3D object
recognition task on the ModelNet40 dataset. ‘All’ indicates all the three
modalities are used.

5.4.6

Transfer to Low-shot Object Recognition Task

To further evaluate the generalizability of the learned features, we transfer the selfsupervised learned features to the low-shot 3D object recognition task by using 1, 5,
10, and 20 labelled data for each object category respectively. The recognition results
are reported in Table 5.7. With even only a few labelled data for each class, the performance for each modality is pretty high which demonstrates the robustness of the
learned features. It is worth noting that the best performance is achieved when all the
modalities are used. This further demonstrates the advantage of learning features from
multi-modalities for 3D objects.
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Modality
Point
Mesh
Image
3 Modalities

S-1 (%)
79.74
79.74
78.30
81.17

S-5 (%)
83.92
84.69
84.14
84.91

S-10 (%)
83.92
85.35
84.91
86.78

S-20 (%)
84.69
89.87
90.75
92.07

Table 5.7: The performance of low-shot object recognition on the
ModelNet10 dataset. ”S-N” indicates N samples of data for each class are
used for training the linear classifier.

5.4.7

Comparing with Multimodal Supervised Methods
Method
DGCNN [163]
MeshNet [214]
MVCNN [159]
3 Modalities

Supervised (%)
91.85
83.70
92.51
93.83

Ours (%)
92.62
92.62
91.07
94.05

Table 5.8: Performance comparison of our self-supervised learning method
over the supervised counterparts for 3D object recognition on the ModelNet10
dataset.
To demonstrate the advantage of the multimodal self-supervised learning, we compare
supervised learning and our proposed self-supervised learning method with the same
backbone networks for 3D object recognition on the ModelNet10 dataset. For the supervised training, we follow the exact setting as proposed in the papers [159, 163, 214].
For the self-supervised learning, the features are extracted by our learned models and
then a Support Vector Machine (SVM) is used for performing the recognition.
The performance comparison are shown in Table 5.8. Even with a linear classifier,
our proposed self-supervised learning method achieves comparable performance with
the supervised method using the same backbone network. When the features from
multiple modalities are fused together, the performance is significantly improved for
both methods. These results confirm the potential of self-supervised multimodal feature
learning.

5.4.8

Qualitative Visualization of Cross-Modal Retrieval

Fig. 5.3 shows the top-10 retrieval results for four different queries from the ModelNet40
dataset. The similarity between two objects are measured by Euclidean distance over
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Figure 5.3: The Top-10 ranking for four query samples on cross-modal
retrieval on the ModelNet40 dataset by our models. All the top-10 selected
samples have very similar appearance as the query data.
the L1 normalized modality-invariant features. The results show that the objects with
similar appearance are closer in the feature space even though they are from different
modalities which confirm that the network indeed can learn modality-invariant features
from unlabeled data.

5.5

Discussion

In this chapter, we have proposed a novel self-supervised learning method to jointly learn
both modality-invariant and modality-specific features from unlabeled 3D datasets. The
features learned from different modalities have been extensively evaluated on different
tasks. Our method significantly outperforms other self-supervised learning methods on
multiple downstream tasks. The multimodal features learned by our model even achieves
comparable performance with the most recent state-of-the-art supervised methods on
some tasks, indicating that the self-supervised multimodal feature learning for 3D object
is a promising research direction.

Chapter 6
Self-Supervised Spatiotemporal
Feature Learning

6.1

Overview

In this chapter, we aim to learn spatiotemporal features from unlabeled video dataset.
As a case study, we investigate how to use the geometry as the supervision signal for
self-supervised spatiotemporal feature learning. To alleviate the expensive cost of data
collection and annotation, many self-supervised learning methods were proposed to learn
image representations without human-labeled annotations. However, self-supervised
learning for video representations is not yet well-addressed. In this chapter, we propose a novel 3DConvNet-based fully self-supervised framework to learn spatiotemporal
video features without using any human-labeled annotations. First, a set of pre-designed
geometric transformations (e.g. rotating 0, 90, 180, and 270) are applied to each video.
Then a pretext task can be defined as ”recognizing the pre-designed geometric transformations.” Therefore, the spatiotemporal video features can be learned in the process of
accomplishing this pretext task without using human-labeled annotations. The learned
spatiotemporal video representations can further be employed as pre-trained features
for different video-related applications. The proposed geometric transformations (e.g.
rotations) are proved to be effective to learn representative spatiotemporal features in
our 3DConvNet-based fully self-supervised framework. With the pre-trained spatiotemporal features from two large video datasets, the performance of action recognition is
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(a) 0° rotation

(b) 90° rotation

(c) 180° rotation

(d) 270° rotation

Figure 6.1: Video frames and their corresponding attention maps generated
by our proposed 3DConvNet-based fully self-supervised model at each
rotation. Note that both spatial (e.g. locations and shapes of different
persons) and temporal features (e.g. motions and location changes of persons)
are effectively captured. The hottest areas in attention maps (corresponding
to the bounding boxes in images) indicate the person with the most significant
motion. The attention map is computed by averaging the activations of the
first convolution layer in each grid which reflects the importance of that grid.
significantly boosted up by 20.4% on UCF101 dataset and 16.7% on HMDB51 dataset
respectively compared to that from the model trained from scratch. Furthermore, our
framework outperforms the state-of-the-arts of fully self-supervised methods on both
UCF101 and HMDB51 datasets and achieves 62.9% and 33.7% accuracy respectively.

6.2

Introduction

With more videos flourishing on the internet, video-based applications such as action
recognition, action localization, and video captioning [27, 93, 94, 227–229] have drawn
more and more attention. Due to the powerful ability to learn rich hierarchy visual
features, both 2DConvNets and 3DConvNets have been widely applied to video action
recognition [3, 27, 92–94, 227].
However, training of deep ConvNet generally requires a large-scale dataset with expensive and time-consuming human-labeled annotations. To make the training of very deep
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CNN feasible, larger and larger video datasets are collected and labeled. For example, the Sport-1M dataset contains about 1.1 million videos which have been annotated
with 487 categories [97]. The Kinetics dataset consists of approximately 500, 000 videos
belong to 600 human actions [30].
To mitigate the cost of large-scale dataset collection and annotation, many self-supervised
methods have been proposed to learn image features with deep convolution neural networks (ConvNets) without using human-labeled annotations [102, 192, 195, 230–234].
In these self-supervised learning methods, a pretext task is usually designed, and visual features that represent image semantic context information are learned by CNNs
through the process of accomplishing the pretext task [102, 192, 194, 195, 230–234]. For
example, in the pretext task of image inpainting, Pathak et al. designed a self-supervised
2DConvNet to predict the missing regions in an image by learning the concept and the
structure of the image [233]. These self-supervised image representation learning methods are proved to be very effective and the gap of the performance between supervised
and self-supervised learning is getting smaller. However, almost all of those methods
focus on learning image representations by 2DConvNets. Fully self-supervised learning
for video representations is not yet well-addressed. Although a few work attempted to
utilize video temporal orders, they only focused on the image representation learning
without learning the spatiotemporal video features [102, 235].
Due to the powerful ability to simultaneously capture both spatial and temporal representations, 3DConvNets showed a great potential for video understanding tasks [3, 27,
94, 227, 236]. However, millions of training videos are needed for 3DConvNets to obtain
a good performance [3, 27]. The pre-trained model on large-scale datasets [30, 97] generally can boost up the testing performance on small datasets compared to directly train
from scratch [3, 27]. Few work has been done about fully self-supervised learning the
spatial-temporal representations with 3DConvNets [237, 238]. Inspired by image-based
self-supervised learning methods [102, 192, 195, 233, 239], in this chapter, we propose
a very effective 3DConvNet-based fully self-supervised learning framework to learn the
spatiotemporal representations from video geometric transformations. For simplicity,
we refer our fully self-supervised model as 3DRotNet in the following sections.
In order to learn spatiotemporal representation from videos without using human-labeled
annotations, we first apply a set of geometric transformations (e.g. 0, 90, 180, and 270)
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to videos as shown in Fig. 6.1. Then a pretext task can be defined as ”recognizing the set
of geometric transformations.” The 3DRotNet is trained for the pretext task to recognize
how many degrees each input video is rotated. During the process of recognizing the
rotation geometric transformations of input videos, 3DRotNet is able to learn the video
representations including spatial appearance features in image frames (e.g. location,
shape, and color of objects), as well as temporal features during frames (e.g. motion of
objects). Fig. 6.1 illustrates the video frames and their corresponding attention maps
generated by our 3DRotNet at each rotation. It demonstrates the effectiveness of our
proposed framework to capture spatiotemporal video features. In order to quantitatively
evaluate the quality of the learned features by our models, we further transfer the learned
features to human action recognition task on two datasets and obtained very good
performance, which demonstrate that geometric transformations (e.g. rotation) are
effective and efficient to learn representative spatiotemporal features in the proposed
3DConvNet-based fully self-supervised framework. In summary, our main contributions
are:

• We propose a novel and effective 3DConvNet-based fully self-supervised framework
to learn spatiotemporal features in videos.
• By only using video geometric transformations without any human-labeled annotations, both spatial and temporal video features can be captured.
• The video features learned in an unsupervised manner can be served as pre-trained
models to be transferred to other video processing tasks when only small datasets
are available. With the pre-trained spatiotemporal features from Moment in Time
and Kinetic datasets, the performance of action recognition is significantly boosted
up by 20.4% on the UCF101 dataset and 16.7% on HMDB51 dataset respectively
compared to that from the models trained from scratch.
• Compared to the state-of-the-art of fully self-supervised methods, the proposed
model outperforms them on both UCF101 and HMDB51 datasets.
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6.3

Related Work

Recently, many self-supervised learning methods were proposed to learn image representations [102, 230, 233, 234, 240, 241]. Based on the pretext tasks, these methods
fall into two categories: texture-based methods which mainly utilize the texture information of images as the supervision information such as the boundary of the objects
[234, 242], the context of images [232, 233], and the similarity of two patches from an
image [192, 230, 243–245], and temporal-based methods which mainly utilize the temporal connection between consecutive frames from videos as the supervision information
[102, 195, 231, 246–248].
Self-supervised learning from images: The similarity between two patches from
the same image is often used as a supervision signal for the self-supervised image feature learning [192, 230, 243, 249]. Noroozi and Favaro proposed an approach to learn
visual representations by solving Jiasaw puzzles with 9 patches from same image [192].
Doersch et al. proposed to learn visual features by predicting the relative positions of
two patches from same image [230]. Li et al. proposed to mine the positive and negative
image pairs with graph constraints in the feature space and the mined pairs are used to
train the network to learn visual features [249]. Caron et al. proposed the DeepCluster
to iteratively train the network with categories that are generated by clustering [194].
The context information of images such as structure [233], color [232] and relations of
objects is another type of supervision signal for self-supervised image feature learning.
Gidaris et al. proposed to learn visual features by training a ConvNet to recognize 2D
image rotations which is proved to be a powerful supervision signal for image feature
learning [239]. Larsson et al. proposed to use the image colorization as the pretext
to learn semantic features of images [232]. Zhang et al. proposed the split-brain autoencoder to predict a subset of image channels from other channels [250]. Ren and
Lee proposed to learn image features from synthetic images generated by a game engine
based on a generative adversarial network [234]. All these methods focus on the image
representation learning.
Self-supervised learning from videos: Although there are some work about selfsupervised learning from videos, most of them still employed 2DConvNets to learn image
representations by using temporal information in videos as the supervision information.
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Pathak et al. proposed to train a 2DConvNet to segment moving objects that unsupervised segmented from videos [195]. Misra et al. proposed to train a 2DConvNet to
verify whether a sequence of frames is in a correct temporal order [102]. Wang and
Gupta proposed a Siamese-triplet network with a ranking loss to train a 2DConvNet
with the patches from a video sequence [235]. Fernando et al. proposed to learn the
video representation by odd-one-out networks to identify the odd element from a set of
related elements with a 2DConvNet [231]. Lee et al. proposed to take shuffled frame
sequence as input to a 2DConvNet to sort the sequences [246]. In addition, LSTM can
also be used to learn the visual features from videos especially to model the temporal
information among frames [247, 248].
3DCovnNets have been widely used to simultaneously model both spatial and temporal information in videos [3, 27, 92–94], however, only Vondrick and his colleagues
recently attempt to apply it for self-supervised learning [237, 238]. Vondrick et al. proposed a method by employing Generative Adversarial Network to generate videos with
a 3DCovnNet without human-annotated labels [237]. They also proposed to learn video
features by colorizing videos with 3DConvNet [238]. Compared to image self-supervised
learning, the spatiotemporal feature learning with 3DConvNet is lacking of study. In this
chapter, we propose a novel 3DConvNet-based fully self-supervised framework, called
3DRotNet, to learn spatiotemporal video features from unlabeled videos and further
transfer the learned video features for action recognition task. Our self-supervised model
outperforms the state-of-the-arts on UCF101 and HMDB51 datasets among existing fully
self-supervised methods.

6.4
6.4.1

The Proposed Method
Model Parametrization

In this chapter, we employ 3DConvNets F (X, θ) to learn spatiotemporal features from
a set of pre-applied videos geometric transformations G(y), while X denotes the input
video, θ represents the parameters of the network, and y indicates the parameters of the
geometric transformations.
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Geometric Transformations

Network Training
64

g(X, y=0)

128

256 512

64

4

3DConvNet Architecture

Rotated 0°

Predict 0° rotation (y=0)

Shared Parameters

Maximize prob.
F(X) = 1

g(X, y=1)
Rotated 90°

Video

Maximize prob.
F(X) = 0

Predict 90° rotation (y=1)

Maximize prob.
F(X) = 2

g(X, y=2)

Predict 180° rotation (y=2)
Rotated 180°

Maximize prob.
F(X) = 3

g(X, y=3)
Rotated 270°

Predict 270° rotation (y=3)

Figure 6.2: The pipeline of the proposed self-supervised spatiotemporal
representation learning. Each video is rotated with four different degrees
(0, 90, 180, 270), and a 3DConvNet is trained to recognize the geometric
transformations that applied to input videos.
This schema can be implemented in two ways: regression or classification. For the
regression task, the network predicts the parameters of the geometric transformations
that are applied to videos as a continuous variable. For the classification task, a set
of discrete geometric transformations are pre-defined, then the network is trained to
recognize the types of geometric transformations that are applied to videos. We will
describe each implementation respectively.
For a given transformation G(y), the schema of the regression implementation can be
formulated as:
loss(Xi , θ) = (F (g(Xi |y)|θ) − y)2 ,

(6.1)

while Xi is the input video, y is the parameter of the geometric transformation, and
g(Xi |y) is the video after applying the geometric transformation. The network F (X, θ)
is trained to predict each type of the geometric transformation respectively, while usually
L1 loss or L2 loss is computed as the regression loss to optimize the network.
When formulate the problem as a classification task, a set of K discrete geometric
transformations G = {g(.|y)}K
y=1 is defined while g(.|y) is the operator that is applied
to a video X with label y that yield output video X y = g(X|y). In this case, the
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network F (.) is optimized by minimizing the cross entropy loss between the predicted
probability distribution over K categories and the geometric transformation type y. The
loss function is:
loss(Xi , θ) = −

K
1 X
log(F y (g(Xi |y)|θ)),
K

(6.2)

y=1

while Xi is the input video of size t × c × h × w (t is the total number of frames in each
video, c is the number of channels, h is the frame height, and w is the frame width),
g(Xi |y) is the operator that transform the input video clip Xi , and θ is the parameter
of the network.
In both scenarios, given a set of N training videos D = {Xi }N
i=0 , the training loss
function is defined as:

N
1 X
loss(Xi , θ).
loss(D) = min
θ N

(6.3)

i=1

Generally, classification loss performs better than regression loss on many tasks such as
image colorization [251], saliency prediction [252], and depth estimation [253]. Therefore,
we choose the classification loss for our self-supervised model.

6.4.2

Geometric Transformation Design

Different kinds of image transformations are designed as supervision information to train
2DConvNets for image representation learning including image colorization [232], image
rotation [239], and image denoise [254]. In this chapter, we propose to use video rotation
as the supervision signal to learn video features. Specifically, 3DConvNets are trained to
model both the spatial and temporal features which are representative for the semantic
context of videos. Inspired by [232, 239], we formulate the problem as a classification
task in which the network is to recognize K types of discrete rotations that are applied
to videos.
Choosing rotations as the geometric transformations for learning video features has the
following advantages: (1) The problem is well-defined. Most of the videos in real-world
environments are filmed in an upright way that the objects in the videos tend to be
upright. (2) Compared to other pretext tasks, the rotation is easy to implement by the
flip and transpose operations without adding much time complexity to the network. (3)
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Unlike other self-supervised learning methods need to take a lot of efforts to avoid the
network to learn trivial solutions [230], the rotation operation leaves no artifacts in an
image which can ensure the network learn meaningful semantic features through the
process of accomplishing this pretext task. Following [239], we design a set of discrete
video geometric transformations G as four types of rotations at 0, 90, 180, and 270.
Therefore, for each video X with the type of rotation y, the output video after the
transformation is G = {g(X|y)}4y=1 , where g(X|y) = Rot(X, (y − 1)90). The Rot(X, ω)
is the rotation operation that rotates all the frames in a video with ω degrees.

6.4.3

Proposed Framework

Fig. 6.2 illustrates the pipeline of the proposed 3DRotNet to learn spatiotemporal video
features by predicting rotation geometric transformations. In our implementation, four
kinds of rotations G = {Rot(X, (y − 1)90)}4y=1 are applied to each video respectively.
Then these four types of videos along with their rotation categories y are used to train
the 3DRotNet which predict the probability over all possible rotations for each video.
The cross entropy loss is computed between the predicted probability distribution F (X)
and the rotation categories y and is minimized to update the weights of the network.
We choose the 18-layer 3DResNet since it has fewer parameters but is capable to learn
spatiotemporal features for large-scale datasets [3]. There are five convolution blocks,
while the first one consists of one convolution layer, one batch normalization layer, one
Relu layer followed by one a max-pooling layer, and the rest four convolution blocks
are 3D residual blocks with skip connection. The number of kernels in each convolution
block is illustrated in Fig. 6.2. After the five convolution blocks, the average pooling
is applied to the activation of the fifth convolution block to obtain a 512-Dimension
vector. During the rotation prediction training, this 512-Dimension vector is followed
by two fully connected layers with the dimensions of 64 and 4 to generate the prediction
probability, while in the fine-tuning on action recognition task, this 512-Dimension vector
is followed by only one fully connected layer of size equals to the number of action classes
in the dataset of action recognition.
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Unlike other self-supervised learning methods [102, 192, 195] which usually involve massive data preparation, our framework is very straightforward to implement without massive data preparation. As in [195], masks of moving objects need to be generated in
advance, while heavy data augmentation is applied to avoid the network learn trivial
solutions [230]. Furthermore, there is no extra effort needed to avoid trivial solutions
since the rotation operations do not generate image artifacts.

6.5

Evaluation Metrics

To evaluate the quality of the learned image features, previous self-supervised learning
methods for image representations usually use the learned image features as a start point
and fine-tune on other visual tasks such as image classification, object detection, and
semantic segmentation. The performance of the transfer learning on these high-level
visual tasks is compared to evaluate the generalization ability of the self-supervised
learned features. If the self-supervised learning model can learn representative semantic
features, then it can be served as a good start point and leads to better performance
on these high-level visual tasks. In addition to the quantitative evaluation, the previous
method also analyzes the kernels and features to provide qualitative visualization results
[102, 194, 230, 234].
Following the image self-supervised learning evaluation metrics [192, 195, 232, 233], we
evaluate the quality of the learned video features with the following evaluation metrics:
1. Qualitatively analyze the kernels of the first convolution layer in the 3DResNet
learned with the proposed method and compare the kernels with that of the state-ofthe-art supervised models.
2. Analyze the feature maps produced by the proposed models and compare them with
that of the state-of-the-art supervised models.
3. Transfer the pre-trained 3DRotNet to video action recognition tasks and compare
the performance with the existing self-supervised methods on public benchmarks.
4. Conduct ablation studies to evaluate the impact of the configuration of the geometric
transformations on the quality of the features learned by 3DRotNet.
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6.6

Experimental Results

In this section, we conduct extensive experiments to evaluate the effectiveness of the
proposed framework and the quality of learned spatiotemporal features for action recognition task from videos.

6.6.1

Datasets

For the self-supervised video feature learning, the network is trained on videos from
two large-scale datasets: Moment in Time [255] and Kinetics [30] without using any of
their annotations. During the transfer learning to action recognition task, the network
is trained on two action recognition benchmark datasets respectively: UCF101 [106] and
HMDB51 [107].
Moment in Time (MT): The MT dataset is a large balanced and diverse dataset
for video understanding [255]. The MT dataset consists of around 1 million videos that
cover 339 Moment classes, and each video lasts around 3 seconds. The average number
of videos for each class is 1, 757 with a median of 2, 775. This data is used to train our
self-supervised learning model without using the class labels.
Kinetics: The Kinetics is a large-scale and high-quality video dataset collected from
YouTube [30]. The dataset consists of around 500, 000 videos belong to 600 human
action classes with at least 600 videos for each class. Each video lasts around 10 seconds
and is assigned with a single class label. We downloaded around 480, 000 videos and all
of them are used to train our self-supervised model without using the class labels.
UCF101: The UCF101 is a widely used benchmark for action recognition task. It
consists of 13, 320 videos that cover 101 human action classes. Videos in this dataset
have a spatial resolution of 320 × 240 pixels.
HMDB51: The HMDB51 is another widely used benchmark for action recognition. It
consists of 6, 770 videos belong to 51 actions. Each video has a spatial resolution of
320 × 240.
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6.6.2

Implementation Details

Self-supervised learning: The videos in Kinetics and MT datasets are evenly downsampled into 160 and 90 frames respectively and then are re-sized to a spatial resolution
at 136 × 136. During training, 16 consecutive frames are randomly selected from each
video as a training clip, and a 112 × 112 patch is randomly cropped from each frame to
form a clip of size 3 channels × 16 frames ×112 × 112 pixels. Each video is horizontally
flipped with 50% probability to augment the dataset. For each video, all the frames are
rotated with four different degrees, and the four rotated videos are simultaneously fed
to the network. Similar to 3DResNet [3], we also perform the mean subtraction, which
means each channel is subtracted with the mean value of all videos from the dataset. The
network is optimized by the Stochastic Gradient Descent (SGD) with 10, 4000 iterations
and with a batch size of 32. The initial learning rate is set to 0.1 and is multiplied by
0.1 every 2, 4000 iterations.
Transfer learning: To evaluate the quality of the learned features, we fine-tune the
learned model to conduct action recognition task on two public datasets: HMDB51 [107]
and UCF101 [106]. During training, 16 consecutive frames are randomly selected from a
video and resized to a spatial size of 136 × 136 pixels, then a 112 × 112 patch is cropped
from each frame within the clip to form a tensor of size 3 channels × 16 frames × 112 ×
112 pixels. The cross entropy loss is computed and optimized by SGD with 100 epochs.
The initial learning rate is set to 0.008 and is multiplied by 0.1 every 4, 000 iterations.

6.6.3

Can 3DRotNet Recognize Video Rotations?

The hypothesis of our idea is that if a network can recognize video rotations, then it
should be able to capture the semantic information in videos which is essential to other
visual tasks such as action recognition. Therefore, we first test the performance of
recognizing four types of different video rotations (0, 90, 180, and 270). The proposed
3DRotNet is trained on two large-scale video datasets, Kinetics [30] and MT [255], to
recognize video rotations. During training, the class labels of the videos in the two
datasets are discarded and videos after applied with the four rotations are used to train
the 3DRotNet.
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Training dataset
Kinetics
MT

UCF101 (%)
92.79
93.21

HMDB51 (%)
93.66
89.88

Table 6.1: Accuracy of recognizing video rotation on UCF101 and HMDB51
datasets. The 3DRotNet can accomplish this task with a accuracy of more
than 89%.
After trained on the two large-scale datasets, the network is tested on the UCF101 and
HMDB51 datasets. During testing, all the videos in UCF101 and HMDB51 datasets
are first applied with the four types of rotations. Then these rotated videos are fed
to the 3DRotNet to predict the rotation degrees. The rotation recognition accuracy
is shown in Table 6.1. The accuracy of video rotation recognition on the two small
datasets are higher than 89% which demonstrate that the proposed 3DRotNet is able to
capture representative spatial appearance features for videos to recognize their rotations.
However, it is still unclear if the 3DRotNet can effectively capture the temporal features.

6.6.4

Can 3DRotNet Learn Spatiotemporal Video Features?

In order to verify whether the 3DRotNet learned from video rotations can capture both
spatial and temporal features from videos such as moving objects, or whether the 3DRotNet may learn trivial solutions such as using the lines in videos to determine their
rotations instead of meaningful features, we visualize the attention maps of our selfsupervised 3DRotNet by averaging the activations of the first convolution layer in each
grid which reflect the importance of that grid.
As shown in Fig. 6.3, we visualize the attention maps of the proposed self-supervised
model and compare with that from the supervised model. Both the proposed 3DRotNet
and the supervised 3DConvNet are trained on the Kinetics dataset and tested on the
UCF101 dataset. The only difference is that the 3DRotNet trained without the humanannotated category labels. The attention maps show that the 3DRotNet mainly focuses
on important objects in the videos and can capture moving objects as the supervised
model. As shown in the first two images of the video of baby crawling (the right-bottom
video in Fig. 6.3,) the network can capture the moving baby on the ground. This
confirms that our 3DRotNet can capture spatiotemporal information within videos.
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Figure 6.3: Sampled video frames and their corresponding attention maps
generated by our proposed self-supervised 3DRotNet and by supervised model.
The attention maps show that our model can capture both spatial and
temporal information within videos. Moreover, the proposed self-supervised
model can capture the main objects and their motions in a video as the
supervised model.

6.6.5

Transfer to Action Recognition Task

In order to evaluate the generalization of the learned video features by our self-supervised
models from simple geometric transformations, we further conduct action recognition
task on two different datasets (UCF101 and HMDB51) by using the learned video features as a start point and then finetuned on the action recognition datasets. The experimental results on the first split of UCF101 and HMDB51 datasets are shown in
Table 6.2.

Models
3DResNet (scratch) [3]
Ours (Kinetics)
Ours (MT)

UCF101 (%)
42.5
62.9 (+20.4)
62.8 (+19.2)

HMDB51 (%)
17.0
33.7 (+16.7)
29.6 (+12.6)

Table 6.2: Results of transfer learning of the self-supervised model on the
action recognition task on UCF101 and HMDB51 datasets. With the
pre-trained spatiotemporal features from the Kinetics dataset, the
performance of action recognition is significantly boosted up by 20.4% on
UCF101 dataset and 16.7% on HMDB51 dataset respectively compared to
that from the model trained from scratch.
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Figure 6.4: Finetune results on UCF101 and HMDB51 datasets. Cn means
the n-th convolution block. >Cn means the blocks before the n-th convolution
block are frozen during fine-tune.
As shown in Table 6.2, when the 3DResNet is trained from scratch on the two action
recognition datasets it only achieves 42.5% on UCF101 and 17.0% on HMDB51 due
to over-fitting. However, when fine-tuned our self-supervised models on each dataset
with using the learned video features, the performance has a significant improvement of
20.4% (achieves 62.9%) on UCF101 and 16.7% (33.7%) on HMDB51 which proves that
the proposed self-supervised learning method is effective and indeed can provide a good
start point for the 3DResNets on the small datasets.
Following other self-supervised methods [195], the performance of ConvNets layers frozen
with different extent are compared and shown in Fig. 6.4. The models are pre-trained
on Kinetics dataset and then finetuned on HMDB51 and UCF101 datasets. For UCF101
dataset, the network has the best performance when the first convolution block is frozen,
and has the worst performance when all the convolution blocks are frozen during training. For HMDB51 dataset, the network has the best performance when the first two
convolution blocks are frozen, and has the worst performance when all the convolution
blocks are frozen. This probably is because the lower layers learn the general low-level
feature, while deeper layers learn the high-level task-specific features. When fine-tuned
on the small dataset, the parameters of lower layers need to be preserved and deeper
layers need to be further tuned for specific tasks. We also study the relationship between the accuracy of rotation recognition and the accuracy of action recognition on
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Figure 6.5: Plot the accuracy of the rotation recognition accuracy and the
action recognition accuracy as a function of training iterations. The
performance of action recognition increases along with the improvement of the
accuracy of rotation recognition.
UCF101 dataset. The results are shown in Fig. 6.5. The performance of action recognition increases along with the improvement of the accuracy of rotation recognition which
validates that the proposed 3DRotNet can learn meaningful features for high-level video
tasks through simple recognition of rotation geometric transformations.

6.6.6

Ablation Study of Impact of Rotations

We further conduct experiments on the Kinetics dataset to evaluate the impact of the
combination of different geometric transformation degrees to the accuracy of action
recognition task under four situations: (a) Combining 0 and 90 rotations, (b) Combining
0, 90, and 180 rotations, (c) Combining 0, 90, 180, and 270 rotations, and (d) Combining
90, 180, and 270 rotations. These networks are trained on Kinetics dataset and finetuned
on UCF101 dataset.
Table 6.3: The comparison of the performance of networks to recognize
different number of rotations on UCF101 dataset. The network that recognizes
4 kinds of rotations has the best performance among all the networks.
Rotations
Combination
√
√
√
0 rotation
√
√
√
√
90 rotation
√
√
√
180 rotation
√
√
270 rotation
Performance 50.94% 59.24% 62.90% 58.79%
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Table 6.3 illustrates the effects of the number of rotations to the transfer learning. The
network trained for four rotations has the best performance on the transfer learning,
and the network based only two rotations has the worst performance. When only two
kinds of rotations are available, the finetune performance on the UCF101 dataset is only
50.94% which is 11.96% lower than the performance of the network trained with four
rotations. This is because the network trained to recognize 4 rotations received more
supervision signal than the network trained to recognize 2 rotations.

6.6.7

Kernel Comparison between Supervised and Selfsupervised Models

Here, we visualize all the kernels of the first convolution layer of the proposed selfsupervised 3DRotNet and the kernels of the fully supervised model in Fig. 6.6. Both the
proposed 3DRotNet and the supervised 3DConvNet are trained on the Kinetics dataset.
The only difference is that the 3DRotNet is trained without the human-annotated category labels. As shown in Fig 6.6, the self-supervised model learned the similar kernels
as the supervised model.

(a) Kernels of the supervised model

(b) Kernels of our self-supervised model

Figure 6.6: All the kernels of the first convolution block of our
self-supervised 3DRotNet and fully supervised 3DResNet.

6.6.8

Compare with Other Self-supervised Methods

In this section, we compare our 3DRotNet with other self-supervised methods on action
recognition task including the 2DConvNet-based [102, 235, 256, 257] and the 3DConvNetbased methods [237]. Following [102, 258, 259], the performance of the RGB models of
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these methods on the first split of the two datasets are compared.
Table 6.4: Comparison with the existing self-supervised methods for action
recognition on the UCF101 and HMDB51 datasets. Our proposed method
outperforms all the existing self-supervised methods on both datasets.

2DConvNet
(RGB)

3DConvNet
(RGB)

Method
Wang et al. [235]
Mobahi et al. [257]
Hadsell et al. [256]
Misra et al. [102]
Purushwalkam et al. [258]
Lee et al. [246]
Büchler et al. [260]
Wei et al. [259]
Sayed et al. [261]
Vondrick et al. [237]
Ours

UCF101
40.7
45.4
45.7
50.9
55.4
56.3
58.6
58.6
59.3
52.1
62.9

HMDB51
15.6
15.9
16.3
19.8
23.6
22.1
25.0
—
27.7
—
33.7

Table 6.4 shows the recognition accuracy on UCF101 and HMDB51 datasets. Our
3DRotNet outperforms the state-of-the-arts of fully self-supervised methods on both
UCF101 and HMDB51 datasets and achieves 62.9% and 33.7% accuracy respectively.
The supervised models of the 2DConvNet-based and 3DConvnet-based methods have
the state-of-the-art performance of over 90% on the UCF101 dataset [3, 112]. These
models usually involve the fusion of different modalities such as the Optical Flow, RGB,
and the difference between the two frames. It is unfair to directly compare with the
supervised model or compare with different modalities. Therefore, we only compare
with the RGB models with these state-of-the-art self-supervised methods.
Most of the 2DConvNet-based methods were trained to learn image representations with
temporal supervision such as [102, 246, 258, 261]. During testing, these 2DCvonNetbased methods process RGB frames and the predictions of all the frames are fused to get
the final prediction of a video. Fernando et al. [231] also explored to train the network
with a stack of frame differences for action recognition. Büchler et al. proposed to learn
the features with Deep Reinforcement Learning from videos and achieved very good
performance on the two datasets [260]. Sayed et al. proposed to learn the features from
videos with the optical flow and RGB pairs and achieved the state-of-the-art performance
among the 2DConvNet-based methods [261].
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Due to the powerful ability of 3DConvNets to simultaneously capture both the spatial
and temporal information, the 3DConvNet-based methods achieve the state-of-the-art
performance on many video understanding tasks [93]. However, only Vondrick and his
colleagues recently attempted to apply it for self-supervised learning [237, 238]. Vondrick
et al. [237] employed the Generative Adversarial Network to generate videos and the
discriminator network can learn the spatiotemporal features through the process without using human-labeled annotations. However, this model is not specifically designed
for the self-supervised learning of spatiotemporal features, therefore, has a inferior performance. Compared to the existing self-supervised learning methods, our framework is
very straightforward to implement and our network is able to simultaneously learn the
spatial and temporal information.

(a) 0° rotation

(b) 90° rotation

(c) 180° rotation

(d) 270° rotation

Figure 6.7: Sampled video frames and their corresponding attention maps
generated by our proposed self-supervised 3DRotNet model at each rotation.
The network focuses on the moving baby at all rotations.

6.7

Discussion

In this chapter, we have proposed a straightforward and effective 3DConvNet-based approach for fully self-supervised learning of spatiotemporal features from videos. The
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(a) 0° rotation

(b) 90° rotation

(c) 180° rotation

(d) 270° rotation

Figure 6.8: Sampled video frames and their corresponding attention maps
generated by our proposed self-supervised 3DRotNet model at each rotation.
The network focuses on the moving person in this video.

(a) 0° rotation

(b) 90° rotation

(c) 180° rotation

(c) 270° rotation

Figure 6.9: Sampled video frames and their corresponding attention maps
generated by our proposed self-supervised 3DRotNet model at each rotation.
The network can capture the multiple persons at the same time among all the
frames.
experiment results demonstrate that video geometric transformations are able to provide essential information for the network to learn both spatial and temporal features
for videos. The effectiveness of the learned video features has been evaluated on action
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(a) 0° rotation

(b) 90° rotation

(c) 180° rotation

(d) 270° rotation

Figure 6.10: Sampled video frames and their corresponding attention maps
generated by our proposed self-supervised 3DRotNet model at each rotation.
The network can capture the two persons at the same time and focuses on the
person with the most significant movement.
recognition task, and the proposed framework has achieved the state-of-the-art performance on two benchmarks among all existing fully self-supervised methods.

Chapter 7
Conclusion

7.1

Summary

In summary, we have presented several methods for learning visual features from different levels of supervision signals. The learned features have been evaluated on different
applications and demonstrating competitive performances. These approaches were validated on different tasks and our extensive experiments have shown that these methods
indeed can significantly reduce the cost of data annotation.

7.2

Future Work

In this section, we further discuss several future directions about visual feature learning
from limited labeled data.
Multi-task Learning: The three types of methods including weakly-supervised, semisupervised and self-supervised learning methods can be combined in a way of multi-task
learning to learn more robust visual features. For example, the self-supervised task can
be used as an auxiliary loss for other tasks since it does not require any human annotated
labels, while the semi-supervised learning can also be jointly used with the weaklysupervised learning method. More work can be done by studying how to effectively
combine them together to learn from limited labeled data.
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Learning Features from Synthetic Data: A rising trend is to train networks with
synthetic data which can be easily rendered by game engines with very limited human
involvement [262–265]. With the help of game engines, millions of synthetic images and
videos with accurate pixel-level annotations can be easily generated. With accurate
and detailed annotations, various pretext tasks can be designed to learn features from
synthetic data. One problem needed to solve is how to bridge the domain gap between
synthetic data and real-world data. With more available large-scale synthetic data, more
methods will be proposed.
Learning from Web Data: Another rising trend is to train networks with web collected data [266–270] based on their existing associated tags. With the search engine,
millions of images and videos can be downloaded from websites like Flickr and YouTube
at negligible cost. In addition to its raw data, the title, keywords, captions, and reviews
can also be available as part of the data which can be used as extra information to
train networks. With carefully curated queries, the web data retrieved by reliable search
engines can be relatively clean. The associated metadata for the web data can be used
as coarse-grained labels. One open problem about learning from web data is how to
handle the noise in web data and their associated metadata.
Learning from Multimodal Data: Most existing visual feature learning methods
focused on learning features for only one modality. However, if other modalities of data
from different sensors are available, the constraint between different modalities of data
can be used as additional sources to train networks to learn features. Self-driving cars
usually are equipped with various sensors including RGB cameras, gray-scale cameras,
3D laser scanners, and high-precision GPS measurements and IMU accelerations. Very
large-scale datasets with different modalities can be easily obtained through driving, and
the correspondence of data captured by different devices can be used as a constraints to
improve the quality of visual features from limited labeled datasets.
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