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Abstract
A robust and automated protocol for the derivation of sound force field parame-
ters, suitable for condensed phase classical simulations, is here tested and validated
on several halogenated hydrocarbons, a class of compounds for which standard force
fields have often been reported to deliver rather inaccurate performances. The ma-
jor strength of the proposed protocol is that all the parameters are derived from
first principles only, since all the information required is retrieved from quantum
mechanical data, purposely computed for the investigated molecule. This a priori
parameterization is carried out separately for the intra- and inter-molecular con-
tributions to the force fields, respectively exploiting the Joyce and Picky pro-
grams, previously developed in our group. To avoid high computational costs, all
quantum mechanical calculations were performed exploiting the density functional
theory. Since the choice of the functional is known to be crucial for the description
of the intermolecular interactions, a specific procedure is proposed, which allows
for a reliable benchmark of different functionals against higher level data. The in-
tramolecular and intermolecular contribution are eventually joined together, and
the resulting quantum mechanically derived force field is thereafter employed in
lengthy molecular dynamics simulations to compute several thermodynamic prop-
erties that characterize the resulting bulk phase. The accuracy of the proposed
parameterization protocol is finally validated by comparing the computed macro-
scopic observables with the available experimental counterparts. It is found that,
on average, the proposed approach is capable of yielding a consistent description of
the investigated set, often outperforming the literature standard force fields, or at
least delivering results of similar accuracy.
2
1 Introduction
The success of molecular simulations, which are nowadays routinely adopted in many
fields of chemistry, ranging from simple liquids1,2 to advanced materials3 and biological
systems,4,5 is certainly rooted in their capability to bridge the gap between an atomistic
description and the macroscopic observables exhibited by the condensed phase. Despite
the most accurate framework to handle atoms and molecules is certainly quantum mechan-
ics (QM), accurate estimates of the macroscopic properties often require the exploration
of a wide portion of a complex phase space, and their convergence is reached only when
a large number of particles is included in the calculations. Therefore, computational con-
venience and feasibility suggest to resort to techniques based on classical mechanics, as
Monte Carlo (MC) and molecular dynamics (MD).1,2 In these approaches, the chemical
identity of the investigated system under study is encoded in the force field (FF): a col-
lection of analytical functions of the positions of the nuclei aimed to describe the energy
of the simulated system.
In the past decades, mainly because of the unavailability of proper computational
resources, the majority of popular FFs1,2, 4, 6–12 were first parameterized using very sim-
ple functional forms and heavily relying on experimental data. On the one hand, the
main advantage of such procedures was to set up a collection of transferable parame-
ters, which in principle made simulations possible for any target system, without any
additional computational expense other the the simulation itself. On the other hand the
reliance on empirical parameterization does not ensure the same level of accuracy when
the system of interest is characterized by chemical (as peculiar substituents or different
solvation) or physical (e.g. not standard thermodynamic conditions or external fields)
features different from those for which they were developed. This drawback often requires
a refinement4,11,13–15 of the original set of empirical parameters, or, at least, extensive
comparative benchmarks,16–20 to a posteriori select the FF giving the best performances.
In this framework, the massive increase of computational resources has given new im-
pulse to an alternative route, which relies on the possibility to parameterize the whole
FF solely based on information retrieved through QM calculations, specifically performed
on the target systems. As recently noted by Jorgensen’s group,15 such a choice implies
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abandoning the idea of transferability in favor of the higher accuracy21 that should derive
from the FF specificity. From a more fundamental point of view, these quantum mechan-
ically derived force fields (QMD-FF)22,23 enforce, in a certain sense, the aforementioned
bridging role of computer simulations between the micro- and macro-scales. The growing
attention to novel and automated parameterization strategies, either based solely on QM
data, 15,22–45 or including also experimental information ( see for instance [ 46–48] and
references therein) is testified by the increasing number of papers concerning this sub-
ject. Besides increasing the accuracy of the standard pairwise additive FFs, more complex
FF expressions have been recently introduced,34,36,37,43–45,49,50 which are capable of going
beyond the two body approximation, and explicitely accounting for many-body effects.51
Clearly, although promising, most of the procedures that lead to QMD-FFs should be
thoroughly validated, by comparing their performances both with transferable FFs and
the available experimental data.
In this work a QMD-FF parameterization protocol is tested and validated through the
aforementioned comparison for a number of target molecules. Despite the dimensions of
the molecules considered for validating the approach are rather small, it might be worth
mentioning that the here discussed QMD-FF procedure was developed in view of applica-
tions on much more complex and large systems. For this reason, since the vast majority of
MD studies on condesed phase systems is carriedout through standard FFs, second order
(albeit important) effects, as many body contributions, and FF expressions more complex
than the formulae implemented in popular MD engines were not considered in this work.
TheConcretely, the QMD-FF is obtained essentially by joining the intra- and inter-
molecular FF parameters derived solely from QM data by means of the Joyce 22,33and
Picky 32 schemes, implemented in recent years in our laboratory. This procedure was
first40 tested on the benzene molecule, finding thermodynamic, structure and dynamic
properties of the liquid phase in good agreement with both experimental measures and
the recently reviewed16 results obtained with popular empirical FFs. Here we continue the
validation process, applying our QMD-FF parameterization route to a new set of target
molecules, chosen among a more challenging class of compounds. The aim of the present
study is three-fold:
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i) To test the validity of the Joyce/Picky protocol in producing QMD-FFs whose
performances should be comparable or, hopefully, better than empirical transferable
FFs.
ii) To further40 investigate on the relationship between the quality of the QM de-
scription of the two body interaction potential energy surface (IPES) and the final
thermodynamic properties of the connected condensed phase.
iii) To apply the protocol on a class of rather similar compounds, and investigate how
the fitted parameters reflect chemical diversity/similarity, thus verifying the degree
of transferability of the proposed QMD-FFs within this class.
While Joyce has been tested for many different compounds and in several appli-
cations,22,30,32,33,52–58 the Picky protocol has been validated only for pyridine32 and,
more recently, benzene.40 Yet, one of the strengths of the proposed protocol and, more in
general, of any QMD-FF, is the intrinsic capability to predict the thermodynamic macro-
scopic properties of a given substance in its condensed phases, regardless of the availability
of experimental data. One step forward along this path may be traced by verifying if and
at what level of accuracy QMD-FFs are able to handle those compounds where empirical
FFs fail or at least give inaccurate results.
A comprehensive benchmark of the performances of three different popular FFs (namely
GAFF,10 OPLS11 and CGenFF21) was performed on more than 150 small organic molecules,
recently17,59 reported in literature and published in the http://virtualchemistry.org web-
site, thus building an extremely useful reference database for the development of new
FFs. Therein, the accuracy and reliability of each of the investigated FFs are assessed
from the comparison of a selected set of computed thermodynamic properties with their
experimental counterparts. From the analysis of these published results, it appears that
a challenging class of compounds is constituted by the halogenated hydrocarbons. For
these compounds, the benchmarked FFs yield very sparse results, with performances that
remarkably depend on the specific molecule, the choice of the parameters set and the con-
sidered property. For instance, the standard deviation computed on all investigated liquid
compounds with respect to the experimental density is 88, 43 and 39 kg/m3, for GAFF,
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OPLS and CGenFF respectively, whereas it increases 188, 81 and 56 kg/m3 when the
calculation is limited to halogenated compounds. Despite CGenFF, where halogenated
C1 C2 C3 C4
N1 N2 B1 B2
B3 B4 I1 I2
C
H
N
Cl
Br
I
Figure 1: Benchmark set of halogenated hydrocarbons employed in this work. Top row: chlorinated com-
pounds (C1: chloroform, CHCl3; C2: dichloromethane, CH2Cl2; C3: 1,1-dichloro-ethene, CH2=Cl2; C4:
chloroethane, CH3CH2Cl); middle row: chlorinated acetonitriles (N1: trichloro-acetonitrile, CCl3CN and
N2: dichloro-acetonitrile, CHCl2CN) and brominated compounds (B1: bromo-methane, CH3Br and B2:
dibromo-methane, CH2Br2); bottom row: brominated (B3: 1,2-dibromo-ethane, BrCH2CH2Br and B4:
1-bromo-propane, CH3(CH2)2Br) and iodinated alkanes (I1: iodo-ethane, CH3CH2I and I2: 2-iodo-
propane, CH3CHICH3).
hydrocarbons were explicitely included21 in the set of molecules employed in the parame-
terization, seems to give on average the best results on the benchmarked properties,17,59
for several of these compounds the reported accuracy is worse than that found for similar
organic substances, as alkanes or alcohols.
In this work, exploiting the reference data17 available on the http://virtualchemistry.org
website, we intend to verify if and to what extent QMD-FFs are able to accurately repro-
duce the thermodynamic properties of a representative ensemble of halogenated hydro-
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carbons. To this end, ten compounds, whose molecular formulas are displayed in Figure
1, have been selected among the halogenated hydrocarbons reported in References [17,59].
In effect, besides their importance as rather common substituents in both biological
and synthetic compounds as dyes, drugs, etc., part of the interest gained in recent years
by halogenated compounds among computational chemists60 is due to the challenging
interpretation of the capability of atoms in group 17 to establish a specific type of inter-
action, namely the halogen bond.61 Within these interactions, despite being substituents
of high electronegativity, halogens attract Lewis base atoms or establish directional con-
tacts among themselves, behaving both as donor and as acceptors.62 The presence of
a nucleophilic and an electrophilic region on the halogen’s surface has been explained
in terms of σ-hole:63 a region of positive electrostatic potential located on top of the
halogen along the axis of the covalent Carbon-Halogen bond, surrounded by a negative
(nucleophilic) region. Nevertheless, the point charges used for halogens in literature FFs
are generally negative (in the -0.1 – -0.2 range), at least for single or double-substituted
compounds, and are incapable of describing also the acid character of the σ-hole. To
circumvent this problem, several different methods, that account for polarization64,65 or
an explicit σ-hole (ESH) through an additional massless interacting center66–68 have been
proposed and recently reviewed.60 Nonetheless, as the authors of Ref. [67] have observed
(see for instance Figure 5 therein), further tuning of the LJ terms seems to be required, as
in general the repulsive branch of dimer interaction energy curves still suffers of a remark-
able inaccuracy.67,69 To overcome this difficulty, in Ref. [68] the LJ potential parameters
are set to zero.
In this context, a QMD-FF parameterization route, which minimizes theobjective func-
tions based on the difference between the FF and QM IPES (which correctly consider
the halogen bond properties) could yield good average interaction potentials, through
the simultaneous modification of both LJ parameters and partial charges. In particular,
even without the exploitation of an ESH, the balance between the spherical short-ranged
LJ term and the long-ranged electrostatic potential given by both the halogen and the
nearest carbon atom, should be able to add part of the required anisotropy to the descrip-
tion of the system. To further investigate the behavior of QMD-FFs, based on standard
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model potential functions (i.e. without considering polarization nor ESH), in presence of
halogen bond forming molecules, two more targets were included in the benchmark set,
i.e. trichloro- and dichloro-acetonitrile. In fact, in addiction to the interactions between
halogens, already accounted for in the rest of the benchmark set, these compounds pro-
vide an example of intermolecular contributions that stem from C-H· · · N and C-Cl· · · N
contacts.70 Standard transferable FFs parameters are not able to mimic such interactions,
thus a more accurate FF seems required. Aside from this aspect, once the reliability of
the present QMD-FF is validated, most of the thermodynamics properties that will be
computed forN1 andN2 can be considered as reliable predictions, filling the gap caused
by limited number of experimental data available for these last targets.
2 Computational Details
2.1 Parameterization Protocol
As previously reported,22,32,33,40 the QMD-FF parameterization here proposed is based
on optimizing the FF parameters which allow for a classical description of a given system
of target molecules versus the representation obtained at a QM level. This is separately
done for one isolated molecule (A) and for an interacting dimer (AB), exploiting the
classical partition of the total FF energy (EFFtotAB )of a pair of molecules:
EFFtotAB = E
FFintra
A (b¯A, θ¯A, ψ¯A) + E
FFintra
B (b¯B, θ¯B, ψ¯B) + E
FFinter
AB (r¯AB) (1)
EFFintraA and E
FFintra
B drive respectively molecule A and molecule B flexibility, which
in turn depends only on the collection of internal coordinates (bonds (b¯), angles (θ¯) or
dihedrals (ψ¯)) of the related monomer. On the contrary, EFFinterAB depends on the relative
position and orientation of the two monomers, being a function of the set of distances
r¯AB between all interaction sites of molecule A and those of molecule B. According to
the procedures devised in our group, the intramolecular part of the QMD-FF, EFFintra is
obtained through the Joyce protocol,22,33 while the intermolecular contribution, EFFinter ,
is optimized through the Picky approach.32,40 Both software packages are freely available
at http://www.pi.iccom.cnr.it/joyce and at http://www.pi.iccom.cnr.it/picky. As shown
in Figure 2, once parameterized, the intramolecular contribution (blue path on the left
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Figure 2: The parameterization route to QMD-FF proposed in this work for halogenated hydrocarbons.
The intramolecular and intermolecular parameterization steps are highlightened with blue and red frames,
while the (optional) CCSD(T)@cbs validation is displayed in green on the right.
side) and the intermolecular term (red path on the right side) are then joined together to
build a QMD-FF. A brief description of the parameterization route to QMD-FF illustrated
in Figure 2 is given in the following. Further details can be found in the Supporting
Information and in previous works.22,32,33,40
i) For each compound, EFFintra is parameterized by means of the Joyce protocol,22,33
using the optimized geometry, its Hessian matrix and, when required, a number of
torsional energy scans as reference QM data. Further details of the intramolecular
parameterization and objective function can be found in the Supporting Informa-
tion.
ii) Considering the scarce flexibility of most of the investigated compounds, the param-
eterization of EFFinter is performed following Picky route II,40 i.e. based on rigid
MC simulations. Within this framework, the QMD-FF intermolecular parameters
are obtained through an iterative procedure, which consists in minimizing at each
step the squared difference between the QM interaction energies (∆Einter) com-
puted over a set of dimer geometries extracted from MC simulations and the ones
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computed by means of the QMD-FF intermolecular term (EFFinter), parameterized
in the previous cycle. In other words, a non linear fitting of the functionalobjective
function
I inter =
∑Ngeom
k=1 [(∆E
inter
k − E
FFinter
k )
2]e−α∆E
inter
k
∑Ngeom
k=1 e
−α∆Einter
k
(2)
is performed, where Ngeom is the number of geometries considered for the target
dimer, α a Boltzmann-like weight. The convergence of the iterative procedure is
monitored by means of the quantity ∆P , which is defined as
∆P =

 1
Ngeoms
Ngeoms∑
i
[
(EFFinteri )c − (E
FFinter
i )c−1
]2


1
2
(3)
where (EFFinteri )c is the intermolecular energy computed with the QMD-FF param-
eters obtained in cycle c. Thus ∆P measures the difference between the intermolec-
ular energies obtained with the FF parameters of in two consecutive cycles. Further
details for Picky parameterization can be found in the original papers32,40 and in
the Supporting Information.
iii) Once both the intra-molecular and the intermolecular contributions have been pa-
rameterized, they are joined together to form a QMD-FF, suitable for MD simula-
tions.
iv) Eventually, extended MD simulations are performed with the resulting QMD-FF,
on systems composed of a large number of molecules in the NPT ensemble. Several
macroscopic properties are then computed on the resulting bulk phases, and the
reliability and the accuracy of the employed QMD-FF is validated by comparing
the simulated properties with those computationally obtained adopting literature
FFs and with their experimental counterparts.
2.2 QM Calculations
All QM calculation are performed with the Gaussian09 package.71 Energy optimizations
on isolated monomers are carried out for each of the compounds displayed in Figure 1 at
10
DFT level, employing the standard B3LYP functional with the Dunning’s correlation con-
sistent cc-pv-Dz basis set. The global minimum is obtained by simultaneously optimizing
all internal coordinates, storing the resulting Hessian matrix, necessary for Joyce pa-
rameterization. When required, relaxed energy scans are performed by an optimization
of all degrees of freedom, but the scanned coordinate.
Like the intramolecular term, also the intermolecular energy of a pair of monomers
is computed at DFT level, but an empirical correction72 is applied to the benchmarked
functionals, to take dispersion interactions into account, exploring several combinations
of functional, dispersion correction and basis set. Additional details and the specific
combinations are given in Table A in the Supporting Information.
For a restricted number of the investigated species, namely C1, C2, N1 and B3,
the performances of each of the considered DFT-D functionals are benchmarked over a
large set (50) of dimer arrangements against high level QM data. As reference, the so
called ”gold standard”73 of quantum chemistry is here adopted, i.e. the Coupled Cluster
method, considering single, double and (perturbatively) triple excitations, estimated at
the complete basis set limit (CCSD(T)@cbs). Additional details regarding QM calcula-
tions can be found in the Supporting Information.
2.3 Simulations
All MC simulations are carried out on systems of 216 molecules with an ”in house” code,
named MCgblj.74 All runs are performed in the isothermal isobaric ensemble (NPT),
and the shape and the volume of the computational box is changed, by attempting to vary
a randomly selected edge of the box. Only trial displacements of molecular centers of mass
and rotations of main inertia axes are attempted during each MC run, in order to maintain
the starting internal geometry of each monomer. All the aforementioned trial moves
are selected randomly and not sequentially, to preserve the detailed balance condition.
During all runs, the short range intermolecular interactions were truncated at Rc= 12
A˚, employing the standard energy correction. Charge-charge long range interactions are
handled with the Ewald method, using a convergence parameter α of 5.36/2Rc.
MD simulations are performed resorting to the Gromacs5.1 engine.75 Systems of
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1000 molecules are first equilibrated for 1 ns in the NPT ensemble at a chosen temperature
and at a pressure of 1 atm, keeping them constant through the Berendsen thermostat and
barostat, respectively. Thereafter, 5 ns NPT production runs are carried out for each
species, employing the velocity rescale with a stochastic term 76 and Parrinello-Rahman77
schemes, setting τT and τP to 0.1 and 5.0 ps. In all simulations, given the larger number
of molecules (hence larger simulation box) considered in MD with respect to MC runs a
cut-off of 13 A˚ was employed for both charge-charge and LJ terms, whereas long-range
electrostatics was accounted through the particle mesh Ewald (PME) procedure. In most
runs, bond lengths are constrained at their equilibrium value using the Lincs algorithm,
allowing for a 1 fs time step.
Finally, two additional 1 ns runs are carried out for each compound, saving the trajec-
tories every 4 fs, one in the NPT and one in the NVE ensemble, in order to compute the
specific heat and the viscosity, respectively, as detailed in the Supporting Information.
In both simulations, the constraints on the bond lengths ere removed, and the time step
consequently decreased to 0.1 fs.
2.4 Thermodynamic Properties
The quality of the QMD-FFs is assessed by computing bulk density (ρ), vaporization
enthalpy (∆Hvap), volumetric expansion coefficient (α), isothermal compressibility (κT ),
specific heat at constant pressure (cP ) and viscosity (η) for each of the investigated sys-
tems. Details on the calculations of the above quantities from the MD trajectories can be
found in the Supporting Information.
3 Results
3.1 Preliminary CAM-B3LYP-D results
The first attempt to parameterize halogenated compounds was performed on the two
smallest molecules of the benchmark set displayed in Figure 1, namely C1 (CHCl3) and
C2 (CH2Cl2). In the light of the good results recently achieved with the benzene liq-
uid,40 this preliminary parameterization was carried out adopting the same combination
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of DFT functional (CAM-B3LYP), basis set (6-311+G(2d,2p)) and dispersion correction
(D3 Grimme’s correction78) adopted therein to describe the QM IPES. As far as the
C2 is concerned, dichloromethane condensed phase was reproduced rather well by the
Picky QMD-FF. For instance, NPT simulations at 298 K and 1 atm yielded an average
density of 1297 kg/m3 and a vaporization enthalpy of 28.5 kJ/mol, which well compares
with the experimental79 values (1327 kg/m3 and 28.8 kJ/mol), and increases the accu-
racy17,59 of the empirical FFs (1258 or 1200 kg/m3 and 26.5 or 23.4 kJ/mol with GAFF
or OPLS).
Unfortunately, a very different situation raised during the parameterization of chloro-
form (C1). In fact, after the fifth parameterization cycle, the MC density was stabilized
around 1260 kg/m3, against an experimental80 value of 1479 kg/m3, showing an error (>
15%) even worse (∼8%) than the one found with empirical FFs. This could be interpreted
as a failure of the chosen functional in describing the chloroform IPES. Once again,40 the
problem is then shifted on assessing the quality of the IPES given by a certain func-
tional. A straightward route to solve this dilemma could stand in carrying out a number
of Picky parameterizations based on different functionals and choose the one giving
the best agreement with the target properties. This procedure has however at least two
drawbacks. First, it is very time-consuming, given the plethora of DFT functionals avail-
able and the fact that the whole parameterization protocol has to be repeated for each
of the benchmarked ones. Next, and probably more important from our point of view, a
FF validation against experimental measures would somehow renege on the intention of
maintaining the a priori nature of QMD-FFs, that could instead be exploited when such
experimental information is scarce, hardly available or totally missing.
An alternative route can be devised though, resorting to the DFT benchmarking pro-
posed in Ref. [40]. Therein, the performance of different DFT functionals with respect
to reference CCSD(T)@cbs data was connected to the accuracy of the macroscopic bulk
phase properties predicted by the MD simulations carried out with QMD-FFs parame-
terized over the tested functionals. The results reported in Ref. [40] showed that a sound
validation of a given functional should not be assessed by comparing with higher level
data for only one or few dimer arrangements, but instead carefully evaluated over a sig-
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nificant number of geometries, possibly sampled taking into account their thermodynamic
accessibility. Accordingly, a CCSD(T)@cbs database was built40 therein for the investi-
gated molecule, by computing the interaction energies of the 50 dimers sampled in the
first Picky cycle. Following this idea, a Picky sampling is here performed on the final
configuration of the initial MC run (see Section 2.1) of four test molecules, chosen among
Figure 1 benchmark set, namely C1, C2, N1 and B3.
3.2 DFT benchmarking
DFT benchmarking against CCSD(T)@cbs data was first performed on the two com-
pounds already investigated, C1 and C2. For each of the 50 dimer conformations se-
lected in Picky’s first cycle, the intermolecular energy was computed at CCSD(T)@cbs
level and, thereafter, through a number of different combinations of DFT functionals,
basis set and dispersion correction schemes. Among the tested combinations, the most
significative have been selected and labeled CAM-B3LYP-D, B2PLYP-D, B97-D, PBE0-
D and B3LYP-D (see Table A). As briefly discussed in the Supporting Information, all
DFT-D calculations were performed with and without applying the CounterPoise81 (CP)
correction.
The results for both molecules are shown in the first two panels of Figure 3 and
summarized in Table 1, where the quality of the DFT-D description is assessed based on
the relative error with respect to reference intermolecular energies averaged over the 50
sampled dimers,
〈δ〉 =
1
50
50∑
k=1
(
∆EDFTk −∆E
CC
k
)
and on the achieved standard deviation σDFT (σDFT = (〈δ
2〉 - 〈δ〉2)
1
2 ). Since the CP
corrected results are systematically better than the uncorrected ones in almost all cases,
only the former have been reported in Table 1. For dichloromethane, the best descriptions
are given by CAM-B3LYP, PBE0 and B3LYP dispersion corrected functionals. The first
and the third slightly overestimate (i.e. less attractive interactions) the reference energies
(by 0.08 and 0.02 kJ/mol, respectively), while PBE0-D underestimates CCSD(T)@cbs by
almost the same extent (0.07 kJ/mol). On the contrary, for chloroform, CAM-B3LYP-
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Figure 3: DFT benchmarking against reference CCSD(T)@cbs intermolecular energies (∆ECC , blue
circles in top panels) computed on the first 50 dimers extracted by Picky. From left to right: C1 , C2 ,
B3 and N1. For each molecule, the error achieved with the chosen functional (δXX = ∆EXX - ∆ECC ;
XX = CAM-B3LYP-D, B2PLYP-D, B97-D, PBE0-D and B3LYP-D) is shown in the first four panels
with red triangles and green squares for CP uncorrected and corrected results, respectively.
D’s 〈δ〉 and σDFT are significantly high (+0.59 and 0.84 kJ/mol), while the two best
IPES descriptions are given by PBE0-D (〈δ〉 = -0.11 kJ/mol) and B3LYP-D (〈δ〉 = +0.11
kJ/mol) functionals. However, B3LYP-D shows less sparse data, yielding a standard
deviation of 0.32 kJ/mol against 0.42 kJ/mol achieved with PBE0-D.
Since B3LYP-D appears to be the most accurate among the tested functionals, at
least for the first two investigated halogens, two full parameterizations were carried out
with the Picky protocol described in Section 2, sampling the QM IPES by means of
such functional. The resulting B3LYP-D based QMD-FFs, for C1 and C2 respectively,
were thereafter employed in MD simulations. The final bulk densities achieved from these
15
C1 C2
Functional 〈δ〉 σDFT 〈δ〉 σDFT
(kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol)
CAM-B3LYP-D +0.59 0.84 +0.08 0.28
B2PLYP-D +1.03 1.34 +0.29 0.60
B97-D -0.19 0.76 -0.12 0.26
PBE0-D -0.11 0.42 -0.07 0.15
B3LYP-D +0.11 0.32 +0.02 0.15
N1 B3
Functional 〈δ〉 σDFT 〈δ〉 σDFT
(kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol)
CAM-B3LYP-D +0.82 1.05 +0.47 1.02
B2PLYP-D +1.23 1.48 +1.02 1.39
B97-D -0.04 0.73 -0.25 0.89
PBE0-D +0.06 0.40 +0.11 0.44
B3LYP-D +0.10 0.45 -0.11 0.49
Table 1: DFT benchmark against reference CCSD(T)@cbs data, computed for C1 (top left), C2 (top
right), N1 (bottom left) and N1 (bottom right). Both 〈δ〉 and σDFT (see text for definition) refer to
CP corrected energies. All functional labels refer to Table A in the Supporting Information.
simulation were compared to the ones obtained with the previous CAM-B3LYP-D based
QMD-FFs. While details of these parameterizations are given in Tables L and M in the
Supporting Information, in Table 2 shows the difference (δρ) between the bulk density
achieved with the QMD-FFs and the experimental one.
molecule 〈δ〉CAM−B3LYP−D 〈δ〉B3LYP−D δρCAM−B3LYP−D δρB3LYP−D
(kJ/mol) (kJ/mol) (%) (%)
C1 +0.59 +0.11 -17.4 -4.3
C2 +0.08 +0.02 -2.6 -0.7
Table 2: Columns 2 and 3: average error < δ > of the investigated functional with respect to reference
CCSD(T)@cbs energies, computed over the 50 dimer sets extracted by Picky. Columns 4 and 5: per-
centage error δρ of the final MD density with respect to its experimental counterpart. ρ was obtained
from 5 ns NPT simulations at 298 K and 1 atm, carried out with QMD-FFs parameterized on either
CAM-B3LYP-D (fourth column) or B3LYP-D (last column) data.
As far as the C2 compound is concerned, the aforementioned slight overestimation of
the reference IPES (i.e. less attractive interaction energies) reflects, as could be expected,
in a small underestimation of the condensed phase density. Despite the good performances
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of both functionals, B3LYP-D shows a better agreement with the CCSD(T)@cbs data and
it’s worth noticing that this in turn reflects in a better reproduction of the experimental
liquid density. Turning to chloroform (C1), the surprisingly scarce performances of the
CAM-B3LYP-D functional when compared to the reference energies (< δ >≃ 0.6 kJ/mol)
lead to the already mentioned unacceptable error in the predicted density (more than 15%
lower than the experiment). On the contrary, the simulations performed with the B3LYP-
D parameterized QMD-FF yielded a significant improvement, being the final density
underestimated by only ∼ 4%, again consistently with the overestimation of the reference
interaction energy.
These data seem to indicate that the proposed protocol to evaluate DFT accuracy can
give important a priori hints on the reliability of a given functional to lead to accurate
predictions of bulk properties. To confirm this idea, the DFT benchmarking protocol
was applied to two additional molecules, B3 and N1: the former allows for extending
the B3LYP-D based QMD-FFs to Bromine containing compounds, while the latter may
serve to evaluate B3LYP-D accuracy in presence of cyano-groups. As for the former
benchmark compounds, the results for these latter molecules are displayed in Figure 3
(last two columns) and their most important features summarized in Table 1.
As found for chloroform, the two best IPES descriptions for the brominated-alkane
B3 are given by PBE0-D and B3LYP-D functionals, but their behavior is reversed,
because they respectively slightly overestimate (+0.11 kJ/mol,) and underestimate (-
0.11 kJ/mol) the reference energies. Conversely, the CAM-B3LYP-D description again
severely overestimates the energies with respect to the CCSD(T) values. Similar results
were obtained for the trichloro acetonitrile (N1), where again both PBE0-D and B3LYP-
D give the best results. It is worth recalling that both the average error and the standard
deviation should be considered in the evaluation of each benchmarked functional. This
becomes apparent, for instance, when handling the B97D-D functional: despite for N1 it
shows the best 〈δ〉, it is evident from both Figure 3 and the computed σDFT that the small
〈δ〉 value comes from the compensation of severely underestimated and overestimated
energies rather than from a consistent agreement. In conclusion, considering the more
consistent results achieved on the first tested molecules, the B3LYP-D functional was
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adopted in all Picky parameterizations presented in this work.
3.3 QMD-FF results for halogenated hydrocarbons
Another aim of the present work is to further validate the protocol for QMD-FF param-
eterization here adopted and sketched in Figure 2. It is worth recalling that most of the
QMD-FF approaches tend to favor accuracy over transferability. In other words, rather
than attempting to find ”universal” parameters or at least parameters shared by a very
broad class of similar molecules (e.g. small organic liquids, bio-molecules, polymers, etc.),
QMD-FFs can be exploited to account in some detail for chemical diversity, specifically
tailoring FF parameters on each target molecule. For this reason, rather than evaluating
the same set of parameters on a very broad class of benchmark molecules, one can focus
on a relatively small number of molecules, here the one displayed in Figure 1, validating
the procedure that leads to a specific parameter set for each individual molecule.
3.3.1 Intramolecular Parameterization
As shown in the scheme displayed in Figure 2, the proposed QMD-FF parameterization
starts for each molecule by building an intra-molecular FF through the Joyce proce-
dure. The Joyce standard protocol (see References [22,33] and Supporting Information
for additional details), was applied to all the molecules in the benchmark set displayed
in Figure 1. An example of the achieved accuracy is shown for 2-iodo-propane (I2) in
Figure 4. The comparison between QM and QMD-FF computed vibrational frequencies,
displayed in the central panel, highlights the accuracy of the intramolecular FF descrip-
tion achieved for each normal mode. Nonetheless, it might be interesting to notice that
once again33,82 the best agreement with QM frequencies is achieved for high frequency
(localized) and low frequency (affected by the torsional profiles) modes, while a some-
what smaller accuracy is obtained for intermediate frequencies, where coupling effects
can play some role. However, by looking at Figure 4 top panel, the projection coeffi-
cients of each QMD-FF normal mode over its QM counterpart appear to indicate a rather
reliable matching between the QM and MM descriptions. A very similar accuracy was
achieved along the whole benchmark set, as confirmed by Table 3, which reports for each
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Figure 4: Joyce parameterization results achieved for I2 (2-iodo-propane). Top panel: overlap of
QM and QMD-FF normal modes; middle panel: vibrational frequencies computed at QM level and by
means of the Joyce parameterized QMD-FF; bottom panel: QM and QMD-FF torsional energy profile
along the principal dihedral angle.
compound σJ (Joyce standard deviation
22,33) and σν (the standard deviation computed
from the squared differences between the vibrational frequencies computed at QM level
and the ones computed with the QMD-FF).
The final intramolecular parameters obtained for all molecules are reported in detail
in Table 4 and in Tables B - E. By looking at Table 4, where the intramolecular har-
monic parameters are reported for the first four investigated molecules, the QMD-FF
capability to specifically account for chemical diversity, even within a class of rather sim-
ilar molecules, clearly appears. For instance, the C-Cl bond, which takes place in the
C1-C4 compounds within different chemical surroundings, is described by Joyce with
different force constants ks and equilibrium positions R0, respectively spanning a range
between 962 - 1624 kJ/mol A˚−2 and 1.75 and 1.83 A˚. On the same foot, the Carbon -
Halogen bond is consistently described along the series, being (see Supporting Informa-
tion for details) ∼ 1000 kJ/mol A˚−2, 800 kJ/mol A˚−2 and 500 kJ/mol A˚−2 the average
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molecule σJ (kJ/mol) σν (cm
−1)
C1 0.016 55
C2 0.016 46
C3 0.011 59
C4 0.018 60
N1 0.005 66
N2 0.010 29
B1 0.020 40
B2 0.016 53
B3 0.036 55
B4 0.028 46
I1 0.025 42
I2 0.057 52
Table 3: σJ and σν (see text for definitions) standard deviations obtained for each investigated molecules
by Joyce intramolecular parameterizations.
force constants found for Cl, Br and I, respectively, and ∼ 1.80 A˚, 2.00 A˚ and 2.20 A˚ the
equilibrium bond lengths.
3.3.2 Intermolecular Parameterization
Once all the intramolecular QMD-FFs were prepared, the next step consisted in obtaining
the parameters for the intermolecular description. As previously detailed, this was done
through the Picky package, optimizing the QMD-FF dimer IPES against the reference
one, sampled through B3LYP-D QM calculations, following the results of Section 3.2.
Table 5 contains the final values of selected quantities monitored during the parame-
terization cycles. By looking at the third and fourth column, it appears that all parame-
terizations successfully ended within 5 to 8 cycles, reaching the selected ∆P threshold of
0.5 kJ/mol. The bulk densities (ρMCF ) achieved in the last parameterization cycle through
the MC simulations and reported in Table 5 cover a broad range of values, from 952 kg/m3
(chloroform at 273K) to 2549 kg/m3 (dibromomethane at 298K). This can be interpreted
as a first indication that the QMD-FFs are able to maintain the capability of the parent
QM description in accounting for chemical diversity. In particular, different densities were
predicted by the QMD-FF also for compounds with a very similar chemical formula (e.g.
C1 and C2 or B1 and B2). Indeed it may be worth recalling that, as shown in Figure 2,
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C1 C2
Bond ks (kJ/mol A˚−2) R0 (A˚) Bond ks (kJ/mol A˚−2) R0 (A˚)
C-H 3288.76 1.09 C-H 3261.98 1.10
C-Cl 961.87 1.79 C-Cl 1181.66 1.80
Angle kb (kJ/mol rad−2) θ0 (degr) Angle kb (kJ/mol rad−2) θ0 (degr)
H-C-Cl 365.29 108 H-C-H 310.14 112
Cl-C-Cl 820.48 111 H-C-Cl 367.81 113
Cl-C-Cl 1006.94 113
C3 C4
Bond ks (kJ/mol A˚−2) R0 (A˚) Bond ks (kJ/mol A˚−2) R0 (A˚)
C1-H 3418.30 1.10 C1-H1 3139.17 1.10
C1-C2 5063.38 1.33 C1-C2 2340.74 1.52
C2-Cl 1623.78 1.75 C2-H2 3181.66 1.11
C2-Cl 1140.61 1.83
Angle kb (kJ/mol rad−2) θ0 (degr) Angle kb (kJ/mol rad−2) θ0 (degr)
H-C1-H 885.93 114 H1-C1-H1 318.76 108
H-C1-C2 301.95 120 H1-C1-C2 374.33 111
C1-C2-Cl 248.23 123 C1-C2-H2 395.09 112
Cl-C2-Cl 243.64 120 C1-C2-Cl 707.99 111
Dihed. ks (kJ/mol rad−2) φ0 (degr)
H-C1-C2-Cl 85.13 0
Table 4: Harmonic intramolecular parameters obtained through the Joyce procedure for chloroform
(C1), dichloro-methane (C2), 1,1-dichloro-ethene (C3) and chloro-ethane (C4). The labels for force
constants and equilibrium position correspond to the quantities entering equations (S4)-(S7) in the
Supporting Information.
the only information needed to build a QMD-FF through the proposed parameterization
route for a given target molecule is its chemical formula. Since the individual chemical
specificity is accounted for at QM level, the adherence to the reference QM description of
the final QMD-FF IPES is a key quantity to initially evaluate the FF quality. Here, this
first evaluation is achieved through the Picky standard deviation σP , computed in the
last cycle over the functionalobjective function I inter of equation (2) and reported in the
second column of Table 5.
Different performances were registered for the investigated molecules, with the best
and the worst agreement reached for compound C4 (0.83 kJ/mol) and B2 (2.26 kJ/mol).
The not negligible difference between these limit values suggests that the employed stan-
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Molecule σP (kJ/mol) NP ∆P (kJ/mol) T(K) ρ
MC
F (kg/m
3)
C1 1.25 6 0.14 298 1408
C2 1.04 7 0.11 298 1310
C3 1.21 7 0.36 298 1248
C4 0.83 6 0.14 273 952
N1 1.37 6 0.28 298 1426
N2 1.27 8 0.40 298 1356
B1 1.18 5 0.49 298 1782
B2 2.40 7 0.48 298 2549
B3 2.26 7 0.41 298 2282
B4 1.20 5 0.39 298 1415
I1 1.60 8 0.10 298 2074
I2 1.40 7 0.17 298 1777
Table 5: Computed densities (last column) achieved during Picky parameterization in MC runs at
1 atm and temperature T (fifth column). In the second, third and fourth column are reported the final
fitting standard deviation (σP ), the number of cycles (NP ) and the final convergence index (∆P).
dard FF model functions (i.e. LJ and charge-charge potentials only) might not always be
sufficiently flexible to accurately mimic the IPES. Although there is no clear systematic
distribution of the error over the investigated targets, it may be worth to outline some
general trends that can be observed along the investigated set. First, the Chlorine con-
taining compounds, C1-C4 and N1-N2, showed the best agreement (∼1.1 kJ/mol and
∼1.3 kJ/mol in average, respectively) with the QM reference data. About the same accu-
racy (∼1.2 kJ/mol) was found for those Bromo-hydrocarbons, bearing only one Bromine
atom. Conversely, the largest deviations (∼2.3 kJ/mol) appeared for the two di-bromo
alkanes, suggesting that more complex functions should be adopted in this case to improve
the adherence to the QM IPES. Finally, I1 and I2 show an intermediate error (∼1.50
kJ/mol) between the aforementioned two groups. It could be hypothesized that these
errors are connected to the limited capability of the adopted model functions to account
for halogen bond. On this basis, ad hoc modifications of the standard FF functions (e.g.
the addition of auxiliary interacting sites like ESHs), could possibly solve the problem.
Alternatively, the inclusion of many-body effects through, for instance, polarization func-
tions or even more complex algorithms to compute the FF could also be tempted, at least
in the case of the rather small molecules here considered. Nonetheless, the inclusion of
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ESHs and/or three-body contributions in a QMD-FF protocol is beyond the aims of this
work, and it will be the object of future investigations.
A deeper insight can be gained by monitoring the behavior of the same key quantities
along the parameterization cycles, as displayed in Figure 5. In the bottom row the
ratio between the bulk density achieved in the MC simulation of the monitored cycle
and the final one (ρF ) is displayed for all compounds. In almost all cases, convergence
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Figure 5: Selected properties monitored along the cycles of Picky parameterization, achieved for
compounds C1-C4 (left panels), B1-B4 (center panels), N1-N2 and I1-I2 (right panels). From top
to bottom: Picky standard deviation (σP ), convergence index (∆P ) and the ratio between the MC
density at each cycle and the final MC density. In the central panels, the ∆P threshold (0.5 kJ/mol) is
displayed with a black dashed line.
on density is reached after few cycles, being the changes after the fifth cycle almost
negligible. Conversely, as shown in the middle rows, the shape of the QMD-FF IPES
converges more slowly, as it often requires two or more additional cycles to fall under the
selected threshold. However, the largest ∆P variations are made in most cases within
the first cycles, confirming the efficiency of the Picky sampling algorithm to extract
representative samples even with a relatively small number of dimers.
The final intermolecular parameters achieved through Picky parameterization are
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reported for compounds C1-C4 in Table 6, and in Tables Tables I-K, for the rest of the
benchmarked molecules. Here, the improved capability of the QMD-FF, with respect to
Molecule prm C1 C2 H1 H2 Cl
C1 σ 3.44 - 2.00 - 3.61
ǫ 2.255 - 0.048 - 0.647
q -0.236 - 0.259 - -0.008
C2 σ 3.09 - 2.85 - 3.53
ǫ 2.114 - 0.005 - 1.020
q -0.405 - 0.254 - -0.052
C3 σ 3.13 3.66 2.91 - 3.42
ǫ 1.618 0.105 0.005 - 1.306
q -0.028 -0.221 0.098 - 0.026
C4 σ 3.55 3.25 2.83 2.77 3.52
ǫ 0.598 1.659 0.005 0.0050 1.106
q 0.005 -0.011 0.021 0.077 -0.209
Table 6: Picky parameters for all investigated chloro-hydrocarbons: σ (A˚), ǫ (kJ/mol) and q (a.u.).
transferable FFs, to preserve chemical identity even at atomic level emerges even more
clearly than for the intramolecular parameters. To not overwhelm the reader with undue
information, the comparison with literature parameter sets will be discussed only with
respect to OPLS11 parameters, since it covers the largest number of the molecules here
investigated, while GAFF and CGenFF data were available17,59 only for few compounds.
For instance, the QMD-FF LJ’s σ values for the carbon atoms reported in Table 6, show
very different values, going from 3.09 A˚, found for dichloromethane to 3.55 A˚, obtained for
the methyl atom in chloroethane. This range is even more extended (3.68 A˚, for molecule
I1) if one takes into account all the investigated compounds. On the contrary, empirical
FFs (see for instance OPLS, in Tables F-H), to preserve transferability, tend to adopt the
same σ value for all (alkane) carbons, with a consequent loss of precision in the IPES. On
the same foot, the strength of the LJ interaction for carbon atoms is constrained to 0.28
kJ/mol, whereas in QMD-FF, ǫ may vary from a minimum of 0.1 kJ/mol to a maximum
value of 2.3 kJ/mol, only considering the small C1-C4 set. Similar conclusions can be
drawn by extending such comparative analysis to all compounds and all intermolecular
parameters, reported in detail in the Supporting Information.
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Figure 6: Visual 2D comparison (minimap) of the OPLS11 and QMD-FF descriptions of molecules C1,
C4, B2, I1. Each molecule is displayed on the molecular plane containing the X-C-C or X-C-H triplet
(X = halogen). For each atom, the assigned charge is reported; LJ parameters are displayed through
white (repulsive) circles with radius = σ, and grey (attractive) rings, whose opacity is proportional to ǫ.
The electrostatic potential (EPS) is plotted along the intersection between the molecular plane and the
VdW spheres of radii σ, with colors varying from dark blue (0.7 a.u.) to dark red (-0.4 a.u.). The same
values of ESP are also plotted, projected onto the x axis, below each minimap.
Some of the parameterized QMD-FFs are visualized in Figure 6 (2D diagrams), along
with their OPLS counterparts. As concerns the treatment of the halogen atoms, B2 and
I1 provide interesting insights about the aforementioned σ-hole problem (which is known
to be more evident in the heaviest halogens). By looking at the Bromine atom in B2,
it may be worth noticing that the charge assigned by QMD-FF is close to zero (-0.010
a.u.), while it is more negative in OPLS (-0.110 a.u.). Indeed, the electrostatic potential
(EPS, red and blue curves), which is expected to be negative on the nucleophilic side of
the atom’s VdW surface, is now determined by the strongly negative charge assigned to
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the carbon atom: as seen from above the C-Br bond, the EPS around the halogen goes
from -0.3 a.u. near the center of the bond to -0.1 on the polar site of the σ-hole, correctly
reproducing the electrostatic imbalance between the VdW sphere’s side and pole. The
OPLS description shows an inverted trend, with a more negative EPS on top of the Br
atom. In the case of I1, on the other hand, both the OPLS and QMD-FF descriptions yield
a more negative potential in the σ-hole with respect to the surrounding region, however
the strongly negative value of ≃ -0.3 a.u. for OPLS is reduced to ≃ 0.2 a.u. by QMD-
FF, and its value is almost constant throughout all the Iodine’s surface, as compared
to a steeper slope in OPLS. From these examples, it is evident that the information
about the σ-hole is present in the IPES sampled at the QM level, and that the QMD-FF
parameterization route is capable of getting close to the expected interaction profile, by
adjusting simultaneously the parameters of the halogen and its neighboring atoms. It is
also clear, however, that the inclusion of an ad hoc center, like a ESH, would be essential
for a proper treatment of Iodine and Bromine’s anisotropy.
3.3.3 Validation against experiment
Since the ultimate goal of any FF is to deliver accurate prediction of the macroscopic
properties, the performances in MD simulations of the twelve QMD-FFs, obtained by
joining the parameterized intra- and inter-molecular parts, were eventually tested against
available experimental data, as well as compared to those achieved with popular trans-
ferable FFs, reported in References [17,59]. For all compounds, extended MD simulations
were performed in the NPT ensemble, on systems of one thousand molecules, at 1 atm and
at several temperatures. Unless otherwise stated, to make consistent comparisons with
literature results, all MD parameters were set as suggested by Caleman and coworkers.17
Further details concerning the MD runs can be found in the Supporting Information.
The final values of the computed thermodynamic properties for compounds C1-I2 are
reported in Tables 7-11. By looking at the last row of Table 7, where the standard
deviation of the computed bulk densities with respect to the experiment is displayed, it
appears as the overall performance of the QMD-FF (98 kg/m3) is comparable to the one
delivered by OPLS (94 kg/m3) and remarkably better than the one given by GAFF (254
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kg/m3). Within the chosen set of benchmark molecules, CGenFF yields instead a better
standard deviation (47 kg/m3), but it is worth recalling that many of these compounds
were included in the CGenFF’s21 training set, and their parameters tuned to reproduce
experimental density and vaporization enthalpy. More specifically, the QMD-FF yields the
bulk densities closest to the experiment for C1, C2, N1, N2 and I2, while the percentage
error oscillates from a minimum value of less than 1% (C2) to a maximum one of ∼9 %
(I1). As already pointed out, also the performances of the transferable FFs appear to
depend on the chosen target: for instance GAFF outperforms OPLS for C2, while the
opposite is true for I2. The good agreement with the experiment found for QMD-FF and
its performance versus transferable FFs is more than encouraging, especially considering
both the a priori origin of the former and the fact the the experimental bulk density is
one of the target properties on which transferable FFs are tuned.
Molecule ρ (kg/m3)
GAFF17 OPLS17 CGenFF59 QMD-FF Exp.
C1 1375 1373 - 1420 147980- 148083
C2 1258 1200 1241 1328 131680- 132779
C3 1054 1176 1217 1261 121379
C4(273 K) 898 915 912 969 92480
N1 - 1410 - 1439 144079
N2 - 1265 - 1378 136979
B1 1326 1740 - 1813 166283 - 167579
B2 1946 2474 2402 2570 246979- 248480
B3 1807 2335 2170 2311 216983 - 217979
B4 1229 1408 1398 1446 134580- 135479
I1 - 2042 - 2107 193679
I2 1599 1835 - 1818 169583- 173780
St. Dev. (kg/m3) 254 94 47 98 -
Table 7: Bulk density (ρ, kg/m3): comparison between experiment and data computed from MD
simulations performed with popular FFs and the QMD-FF. Unless otherwise stated, all values refer to T
= 298 K.
The other property usually employed in empirical FF tuning is the vaporization en-
thalpy. In Table 8 the ∆Hvap computed and experimental values are compared for each
compound. By looking at the standard deviations, reported as usual in the last row, it
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Molecule ∆Hvap (kJ/mol)
GAFF17 OPLS17 CGenFF59 QMD-FF Exp.
C1 28.4 29.2 - 30.4 31.384
C2 26.5 23.4 25.3 31.0 28.879 -29.985
C3 24.9 24.3 29.9 27.7 26.579
C4(273 K) 22.9 26.9 24.0 28.9 27.886
N1 - 35.8 - 42.3 41.770
N2 - 35.5 - 34.5 33.070
B1 18.5 25.2 - 25.5 22.879
B2 28.6 34.2 43.1 40.3 37.484
B3 34.7 48.8 40.1 51.3 41.784
B4 31.4 34.8 35.3 39.4 32.279
I1 - 29.0 - 39.8 32.079
I2 33.7 33.8 - 40.6 34.179
St. Dev. (kJ/mol) 4.6 3.7 3.7 4.8 -
Table 8: Vaporization enthalpy (∆Hvap, kJ/mol): comparison between experiment and data computed
from MD simulations performed with popular FFs and the QMD-FF. Unless otherwise stated, all values
refer to T = 298 K.
appears as the QMD-FF error is slightly larger than the one computed with GAFF and
∼1 kJ/mol worse than OPLS and CGenFF. Consistently with ρ, where most values were
overestimated with respect of the experiment, there is a general overestimation of the
total energy of the system given by the QMD-FF. In the previous parameterizations per-
formed on pyridine32 and benzene40molecules, this issue was traced back to the absence
of three body effects, given the pure two-body nature of the QMD-FF. As a matter of
fact, the effect of the inclusion of three-body interactions , in the FFs has been recently
reported toin the FF, which has been recently 44 quantified to account for 15-20% of the
total interaction energy of water bulk phase (hence causing not negligible inaccuracies),
was found to contribute only for a 2-5%, when organic molecules, more similar to the
ones here considered, are taken into account. 36 In turn, consistently with the present
results, tha absence of three-body effects was reported36 to cause a ∼ 5% overestimation
of the bulk density and to lower the ∆Hvap by 6 to 12%. Here, itthese inacurracies
could be also connected to a only partial reproduction of the halogen bond. Indeed, the
worst QMD-FF performances are registered essentially for Bromine (B1, B3 and B4)
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and Iodine (I2) containing compound, where the halogen bond is expected to play a more
significant role. This notwithstanding, the QMD-FFs are capable of yielding the most
accurate predictions on seven over the twelve compounds, reaching a high precision for
most of the chlorinated targets.
A more fair playground for QMD and transferable FFs can be set by comparing the
performances delivered by the two approaches in the prediction of thermodynamic prop-
erties outside the set of target observables employed in the empirical FF tuning. To
this end, specific heat at constant pressure (cP ), volumetric expansion coefficient (αP )
and isothermal compressibility (κT ) were computed for all compounds and shown in Ta-
bles 9, 10 and 11, respectively, together with the ones available in the literature17,59 for
transferable FFs. As far as cP is concerned, despite a systematic underestimation of the
experimental values is evident for every compound, in almost all cases when the data are
available for comparison, QMD-FFS pair or outperform the standard FFs, resulting in a
standard deviation with respect to the experiment of 21 J K−1 mol−1, against 42 J K−1
mol−1 and 26 J K−1 mol−1, obtained for GAFF and OPLS, respectively.
Molecule cP (J K−1 mol
−1)
GAFF17 OPLS17 CGenFF59 QMD-FF Exp.
C1 88 113 - 93 11479
C2 69 75 - 77 10179
C3 - - - 82 11179
C4 140 91 - 92 10479
N1 - 104 - 107 -
N2 - 123 - 122 -
B1 - - - 66 -
B2 - - - 83 -
B3 73 93 - 118 13679
B4 - - - 127 -
I1 - - - 98 11579
I2 - - - 129 -
St. Dev. (kJ/mol) 42 26 - 21 -
Table 9: Specific heat at constant pressure (cP , J K−1 mol−1): comparison between experiment and
data computed from MD simulations performed with popular FFs and the QMD-FF.
Besides employing αP in the FF validation, the volumetric expansion coefficient was
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also exploited to evaluate the internal consistency of the MD runs. As detailed in equa-
tions (S13) and (S14) in the Supporting Information, αP was computed in two different
manners, either from the fluctuations of the MD run at 298 K (273 K for C3) or from
the variation of the density evaluated over three runs, purposely carried out at different
temperatures. From the values reported in the fifth column of Table 10, it appears than
the two estimates are in fairly good agreement, which ranges from 0.03 (found for B1,
B3 and I1) to 0.60 10−3 K−1 (N1). Turning to the comparison with the experimental val-
ues, again the QMD-FF yields the best results with respect to the other investigated sets
Molecule αP (10
3 K−1)
GAFF17 OPLS17 CGenFF59 QMD-FF Exp.
C1 1.91 2.28 - 1.29 (1.06) 1.3084
C2 1.73 2.31 1.71 1.31 (1.52) 1.3584-1.4483
C3 1.79 2.07 1.47 1.47 (1.65) 1.4683
C4 2.90 2.23 1.77 1.43 (1.23) 1.3083
N1 - 1.3 - 1.20 (1.81) -
N2 - 1.2 - 1.10 (1.30) -
B1 2.86 1.79 - 1.47 (1.50) 1.6783
B2 1.48 1.44 1.01 0.98 (1.07) 1.0284
B3 1.42 1.06 1.10 0.84 (0.81) 0.9284
B4 1.56 1.28 1.29 1.07 (1.13) 1.2379
I1 - - - 0.97 (0.80) 1.1779
I2 0.91 1.13 - 1.03 (1.11) 1.1583
St. Dev. (103 K−1) 0.76 0.61 0.25 0.12 -
Table 10: Volumetric expansion coefficient (α, 103 K−1): comparison between experiment
and data computed from MD simulations performed with popular FFs and the QMD-FF.
In the fourth column, the number between parenthesis is the α value computed from the
volume and enthalpy fluctuations.
of parameter, remarkably increasing the quality of the prediction. Similar performances
were encountered when dealing with κT , as reported in Table 11. In fact, the QMD-FF
yield data in better agreement with the experiment with respect to the transferable FFs,
being 0.12 GPa−1 the QMD-FF standard deviation, and 0.19 GPa−1 the maximum error,
found for compound C4. On the same compound, GAFF, OPLS and CGenFF give an
error of 2.86, 1.11 and 0.42 GPa−1, respectively, whereas their standard deviation is 1.29,
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Molecule κT (GPa
−1)
GAFF17 OPLS17 CGenFF59 QMD-FF Exp.
C1 1.79 2.16 - 1.09 1.0384
C2 1.47 2.22 1.42 0.95 1.0379
C3 1.64 1.68 1.22 1.03 -
C4 3.88 2.13 1.44 1.21 1.0279
N1 - - - 1.55 -
N2 - - - 0.80 -
B1 4.15 1.36 - 0.91 -
B2 1.45 0.91 0.56 0.58 0.7084
B3 1.17 0.54 0.70 0.70 0.6484
B4 1.47 0.99 0.96 1.29 1.1317
I1 - - - 0.58 -
I2 1.26 1.01 - 0.74 -
St. Dev. (GPa−1) 1.29 0.82 0.28 0.12 -
Table 11: Isothermal compressibility (κT , GPa
−1): comparison between experiment and
data computed from MD simulations performed with popular FFs and the QMD-FF.
0.82 and 0.28 GPa−1
Molecule η (10−9 m−1 s−1)
QMD-FF Exp.
C1 0.34 0.5487
C2 0.42 0.4179
C3 0.32 0.3388
C4(273K) 0.32 0.2889
N1 0.44 -
N2 0.86 -
B1 0.45 0.3290
B2 0.79 0.9879
B3 1.32 1.5979
B4 0.67 0.5391
I1 0.86 0.5892
I2 0.77 0.7092
St. Dev. 10−9 m−1 s−1() 0.20 -
Table 12: Shear viscosity (η, 10−9 m−1 s−1): comparison between experiment and data computed from
MD simulations performed with popular FFs and the QMD-FF. Unless otherwise stated, all values refer
to T = 298 K.
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Finally, the shear viscosity has also been computed, to assess the performances of
the QMD-FF on a collective, dynamic property. Results are reported in Table 12, and
compared with their experimental counterparts. No data regarding the behavior of trans-
ferable FFs in delivering viscosity estimates for this compounds were instead found. The
overall standard deviation of 0.20 10−9 m−1 s−1 originates from very different perfor-
mances, which remarkably depend on the investigated compound, and the maximum
error ranges from 0.01 10−9 m−1 s−1, found for C2, to 0.28 10−9 m−1 s−1 for I1.
An overview of the comparison between the QMD-FF predictions and the experimental
properties for all considered observables reveals some trends in the distribution of the
error, that can be connected with the accuracy of the reproduction of the QM IPES given
by the QMD-FF. Indeed, as emerges from Table 5, the compounds showing the worst
agreement with the QM reference IPES are those potentially more subjected to establish
strong halogen bonds, as B3 (σP = 2.26 kJ/mol), B2 (2.26 kJ/mol), I1 (1.60 kJ/mol)
and, to a minor extent, I2 (1.40 kJ/mol). Interestingly, these compounds are also among
those giving the larger error in the prediction of either density (171, 142, 123 and 101
kg/m3 for I1, B3, I2 and B2, respectively), vaporization enthalpy (9.6, 7.2, 6.5, and
2.8 kJ/mol for B3, I1, I2 and B2) and viscosity (0.07, 0.28, 0.27, 0.19 −9 m−1 s−1 for
I1, B3, B2and I2). On the one side this finding further confirms the close connection
between the adherence to the QM IPES and the quality of the QMD-FF in reproducing
macroscopic properties. On the other side, the implementation of non-standard potential
functions, to better mimic the presence of halogen bonds, could in principle increase the
quality of QMD-FF prediction, and certainly deserves further investigation.
4 Conclusions
The first of the aims of the present work was to validate the Joyce/Picky protocol, by
comparing the QMD-FF predictions in terms of macroscopic properties with the available
experimental and computed data. In this regard, the overall performance of the QMD-
FF over the explored compounds was more than encouraging. In fact, the QMD-FF
computed values were not only in rather good agreement with the experimental ones, but
in many cases also more accurate than the considered literature computational estimates,
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even for those properties, like density and vaporization enthalpy, that transferable FFs
were empirically tuned to reproduce. In second place, a connection was found between
the ability of a given QMD-FF to yield reliable predictions of macroscopic properties
and how precisely it represents the QM IPES. In fact, the somewhat lesser accuracy in
the QM IPES description, achieved for those compounds potentially involved in strong
halogen bonds, was shown to reflect in the largest errors in terms of density, vaporization
enthalpy and viscosity. This suggests that even more reliable predictions of macroscopic
properties could be obtained by increasing the quality of the IPES description through the
implementation of more complex and flexible potentials (as for instance ESH or polarizable
charges) in the analytical functions of the QMD-FF. Finally, the third goal of this study
was to address the capability of the proposed parameterization procedure to incorporate
the chemical detail, intrinsic in the parent QM description, into the more simple FF
model. The subtle differences between apparently similar compounds (as the C1/C2,
N1/N2 and B1/B2 pairs) were found to be accounted for by the QMD-FF, both at
intra- an inter-molecular level. Indeed, the variety of bonded and non bonded parameters
further testifies the higher specificity of the QMD-FF, remarkably increased with respect
to its transferable counterparts. On the same foot, the reliable description of the halogen
bond features, intrinsically contained in the QM description, was shown to be partially
transferred to the QMD-FF, albeit limited by the simplicity of the standard potential
function adopted.
From a more general point of view, this work can be considered a further step of a
long-lasting project, started in our group several years ago, aimed to the development
of a sound and accurate QMD-FF parameterization procedure, for computer simulations
of advanced materials and complex systems. Based on the findings of the present study,
three complementary tasks should be pursuited in forthcoming work. First, given the
good results achieved for the simple molecules investigated in this work, the protocol
should be extended to larger molecules, implementing novel solutions to diminish the
consequent computational burden (in particular in the QM level), without a significant
loss of accuracy. The second task is connected to the former, and concerns the choice
of the QM level adopted to sample the dimer IPES. Despite computational feasibility
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suggests to resort to DFT based techniques, the proposed (and necessary) benchmarking
against CCSD(T) data becomes rapidly infeasible with the growing molecular dimensions.
The search and development of new dispersion corrections and/or QM methods able to
balance accuracy and computational cost is in this context of the foremost importance.
Finally, as mentioned throughout the result discussion, the need of more flexible potential
FF functions clearly emerges from this study. In the case of halogenated hydrocarbons,
the implementation of an ESH model, whose parameters could be inserted in the QMD-
FF and optimized together with the standard LJ and charges, could certainly improve the
final results. More in general, the adoption of more complex functions, especially those
describing the repulsive branches of the interaction curves, can also be a key strategy
to dramatically improve the future QMD-FF performances. In this framework, further
research could involve the implementation also of many body terms, beyond the pure two-
body approximation here adopted. On the one hand, this could allow for a more sound
representation of the interactions that take place in the bulk, but on the other hand the
computational effort to account for such terms during simulations could serioulsy under-
mine the possibility to extend the approach to large molecules and complex systems.
Supporting Information
Additional data and several details about the reported calculations not included in
this paper.
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