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Abstract-This paper examines a variation on Newton’s method in which the Euclidian norm 
of the residue vector is reduced at each step by a projection method which depends on the Jaco- 
bian matrix. Rather than inverting the full Jacobian at each step, this method solves a projection 
problem on a (possibly) lower dimensional subspace. We examine the suitability of the method for 
underdetermined or overdetermined problems as well. Convergence criteria are developed for certain 
subspace selection methods and numerical examples are given. 
Keywords-Projection methods, Newton methods, Nonlinear systems, Preconditioners, Moore- 
Penrose inverse. 
1. INTRODUCTION 
The purpose of this note is to analyze a general version of a linear projection method proposed 
by D. Georg and R. Keller [l] which is used to solve the nonlinear system 
F(x) = 0, (1) 
where z is a p-vector. Georg and Keller examined equation (1) in the case of a square system 
of p equations in p unknowns. The method they developed is a nonstationary iterative method 
based on subspace projections. This is in contrast to the stationary projection methods which 
have precedents in [2, p. 98ff]; different examples of this type of method can be found in [3,4]. 
The method of [l] can be viewed as a modification of Newton’s method 
x,+1 = % - F’(xJ9yxn). (2) 
Denote the change vector by yn = x,+1 -2,. Rather than invert the full Jacobian F’(x,), which 
has the effect of modifying every component of the change vector, a set of coordinates to be 
modified is selected, say B, = {il, i2, . . . , ik}. One then solves the system 
c 6% Ji)y; = -(F(G), J;), j E B,, (3) 
iEB, 
where Jk is the lcth column of F’(z,) and (a, b) denotes the inner product of vectors. Finally, 
only the coordinates corresponding to indices in B, are updated. The crucial ingredient in this 
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approach is the method of determining the set B,. Georg and Keller present several methods for 
dynamic selection of the coordinates to be modified. We shall focus on one of these, the so-called 
angle algorithm. This algorithm calculates the cosine of the angle 8 between the current residual 
vector T, = F(a,) and the rth column J,’ via the formula 
cosZ(e) = (rn, 5;)’ 
(rn, r&J;, J,‘) ’ 
The index r is then accepted into B, if this value is larger than a prescribed tolerance T, between 0 
and 1. If no such indices are found, a full Newton step is executed. 
In this note, we examine generalizations and variants on this algorithm. Convergence criteria 
are established and we report on some numerical experiments. The first variant is to allow the 
system (I) to be singular, ovl’r-, or underdetermined. Therefore, we will assume throughout the 
paper that equation (1) represents a not necessarily square system of m equations in p unknowns. 
Following the terminology of [5], in the case of overdetermined or underdetermined systems, an 
approximate solution of (1) is understood to be an 2 at which is the norm of the residual F(z) 
is a local minimum. In case z is not unique, then a value of z for which the norm of 5 is a local 
minimum is called a locally best approximate solution of (1). It is these solutions that we are 
interested in computing, although most of the results of this paper relate to the case in which the 
equation (1) is consistent and the approximate solution under consideration is, in fact, an exact 
solution. 
Another variant on the angle algorithm that we explore is to allow for preconditioning of the 
Jacobian matrix by right multiplying the Jacobian at each step by a matrix before the angle 
criterion is applied. We show that this algorithm converges with any nonsingular preconditioner, 
under essentially the same hypotheses as Newton’s method, and suggest some possible choices for 
the preconditioner; in fact, for the nonsingular problem, this variant turns out to be an inexact 
Newton method in the sense of [6], from which convergence follows from results of [6]. Finally, we 
examine a variation which imposes an upper bound on the number of accepted columns; this may 
be useful for large or sparse systems. The Moore-Penrose inverse of a matrix plays a prominent 
role in these algorithms; for a discussion of basic results, we refer the reader to [7]. 
2. CONVERGENCE RESULTS 
We study the following generalization of the Georg-Keller algorithm. Equation (1) is under- 
stood to represent a possibly nonsquare system of m equations in p unknowns. We also use a 
p x k matrix Y to play the part of column selection. By a preconditioned projection method, we 
mean an algorithm of the following type for solving (1): 
(1) Start with an initial guess $0. 
(2) Repeat until convergence: 
(i) Select a p x k preconditioner Y,, where k 5 p, and form the matrix J, = F’(x,)Y,. 
(ii) Find the best approximate solution yn to the linear system 
J,Y, = -F(Q. 
(iii) Set x,+1 = 2, + Y, yn. 
In the case that, for each matrix J,, either some column of J, meets the angle criterion of 
equation (4) for some fixed tolerance T or Y, is invertible, this algorithm is called a preconditioned 
angle algorithm. Note that the latter case amounts to a full Newton step for (1). Also, if at each 
stage F’(z,) is invertible and Y, is either a set of columns of the identity matrix (corresponding 
to the columns of F’(s,) that satisfy the angle criterion of equation (4)) or the identity matrix 
in case of full inversion, then the resulting algorithm is exactly the angle algorithm of Georg and 
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Keller [l]. The framework of preconditioned projection methods is very broad. An example of 
the flexibility it allows is given in Section 3. 
A number of authors have considered convergence of related algorithms. Keller [8] shows that 
a one-dimensional projection algorithm with change components chosen cyclicly converges when 
applied to affine problems (Ax = b) with nonsingular coefficient matrix A. MacEachern and 
Keller [9] report some partial results when a cyclicly chosen one-dimensional projection is ap- 
plied to a nonlinear system with nonsingular Jacobian. These results assume the Jacobian near 
the solution to be adequately approximated by the Jacobian at some fixed iteration. House- 
holder [2] provides a unified framework for a wide class of projection algorithms applied to the 
afFine problem. Included in this discussion is the equivalent of a preconditioner. Householder 
generally does not discuss explicit algorithms and does not show general convergence, although a 
few one-dimensional projection algorithms are shown to converge at a rate dependent upon the 
condition number of the coefficient matrix A. We now turn to our convergence results, beginning 
with the case of affine problems. 
For affine problems, the preconditioned angle algorithm is globally convergent under modest 
hypotheses on the preconditioner. Also note that the matter of convergence is not easily resolved 
in the case of an inconsistent system; in this case, we cannot expect the residuals F(x,) to tend 
to 0. In what follows, A+ denotes the Moore-Penrose inverse of the matrix A. As is well known, 
the best approximate solution to Ax = b is x = A+b. Observe that in the following result, the 
system in question need not be square. 
THEOREM 1. A preconditioned angle algorithm applied to the affine problem Ax = b yields a 
sequence convergent to an approximate solution provided that the numbers l\Y, )) and 1) (AY,)+ 11, 
n 2 0, are uniformly bounded. 
PROOF. Let Cpo be the tolerance angle, i.e., cos2 40 = T and 0 I (bo I $. The analysis now 
proceeds along the lines of Householder [2, p. 981. Set F(x) = b - Ax. Here the Jacobian 
matrix is -A, and the preconditioner Y,. Let x+ be the best approximate solution to AZ = b, 
- x+ - x, and r, = F(x,). According to the algorithm, xn+l = zn + Y,y,, where yn is 
2 ii (2ii) of the algorithm. Note that the least squares problem’represented by (3) is to find a 
vector 1~n that minimizes 
llrn - AYn~nll~ = Ilb - 4~ + Y,~n)ll~, (5) 
and the best approximate solution is given by 
yn = (&Jfrn. (6) 
Let Pw(x) denote the projection of the vector x into the column space of the matrix W. Multiply 
each side of (6) by AY,, and we see from the iteration formula of the algorithm that 
Axn+l = Ax, + PAY,& (rd. (7) 
Combining these, we obtain that 
T n+l = rn - PAY,, (rn). 
Take the inner product of each side of (8) with itself to obtain 
whence 
llr~l12 - llrn+1112 = rTpAY,,,(rn), 
Ilr,+l II2 -= 
llml12 
1 _ r?ipAY,, cm) 
lb II2 
= 1 - cos2(#) = sin2(4), 
(8) 
(9) 
00) 
lxwA 27:a-0 
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where 4 is the angle between T, and Pry,. Note that if no column of J, meets the angle 
criterion, then Y, must be invertible by definition of preconditioned angle algorithm. In this case, 
we can, in view of (5), find yn so that the residual r,+i is actually minimized and the algorithm 
terminates at a solution. Otherwise, the error residuals T,‘S converge linearly to zero (even with 
no hypotheses on the preconditioner matrices). 
Now consider the xn themselves in the case where the angle criterion is met at every step. 
From the iteration formula for the xn and hypotheses on the Y,, we obtain that 
llxn+~ - 4 I IIYnII IIb%)+ll llrnll 6 ~211~nll, (11) 
for a suitable positive constant M. Since the residuals converge linearly, the telescoping series 
x0 + (xi - xc) + . . . + (cc, - xn_l) is convergent by comparison, whence the sequence of xn’s is 
convergent, say to a limit x*. It follows that b - Ax* = lim, r, = 0. Hence, x* is a solution to 
Ax = b, which completes the proof. 
The preceding proof indicates that a preconditioned angle algorithm may be of limited value 
when applied to an inconsistent system: in this case, the residuals T, cannot tend to 0 and the 
algorithm must terminate in a full Newton step at some point. 
The conditions on Y, and (AY,)+ of the preceding theorem are rather confining. In some 
special cases, they can be dispensed with altogether. In particular, note that in the case of the 
Georg-Keller angle algorithm, the Yn’s are formed by combining selected columns of the identity 
matrix. Since there are only a finite number of such possibilities, the hypotheses of Theorem 1 
are automatically satisfied. Thus, we obtain the following result. 
COROLLARY 2. A preconditioned angle algorithm whose preconditioner matrices have orthonor- 
ma1 columns, when applied to an affine problem, yields a sequence convergent to an approximate 
solution to the problem. 
With a little more work we can find a richer set of preconditioners which includes the Georg- 
Keller preconditioner as a special case, and for which the norm conditions of Theorem 1 can be 
omitted. The price of this generality is to require A to have full column rank. Observe that 
in this case, the affine problem Ax = b has a unique approximate solution, namely, the best 
approximate (i.e., least squares) solution. 
LEMMA 3. Let A be a full column rank m x p matrix and Y a p x r matrix whose columns form 
an orthonormal set. Then II( 5 IIA+II. 
PROOF. By the full column rank hypothesis, ATA is symmetric positive definite. Moreover, its 
eigenvalues are exactly the squares of the singular values of A, say 01 2 cr2 2 . . 2 up > 0. 
It follows from a corollary to the Cauchy Interlacing Theorem [7, p. 1981 that the eigenvalues 
2 of YTATAY are sandwiched between a: and ap. But these eigenvalues are the squares of the 
singular values of AY. From elementary properties of Moore-Penrose inverses [7, p. 1041, it 
follows that for any nonzero matrix B, IIB+II is th e reciprocal of the smallest positive singular 
value of B. Consequently, it follows that II(AY)+ll 5 IIA+II, as required. 
COROLLARY 4. A preconditioned angle algorithm whose preconditioner matrices have ortho- 
normal columns, when applied to a full rank overdetermined affine problem, yields a sequence 
convergent to the best approximate solution to the problem. 
For nonlinear F(x), local convergence theorems can be obtained. In the case of a nonsingular 
(nonlinear) system, local convergence can be obtained under essentially the same restrictions as 
the classical Newton’s method. Note that convergence of the Georg-Keller angle algorithm ensues 
from the following theorem. 
THEOREM 5. Let F(x) be continuously differentiable in a neighborhood of a solution x* to 
F(x) = 0 with F/(x*) nonsingular. Then there is a neighborhood of x* such that for any x0 in 
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the neighborhood, the sequence {x~} of iterates generated by a preconditioned angle algorithm 
converges to x* . 
PROOF. In view of [6, Theorem 2.31, we need only show that the preconditioned angle algorithm 
is an inexact Newton method for which the relative residuals are uniformly bounded by a constant 
less than 1. Specifically, if the algorithm satisfies x,+1 = xn + s, and the residual t, is given by 
tn = F’(xn)sn + qGL)> (12) 
then there must be a constant c < 1 such that for all n, 
In our case, equations (6) and (7) of the linear case are still valid with A = -F/(x,) and 
r - F(x,). We obtain from (6) that 11- 
s n = A-‘pAy,(r,), (14) 
whence 
t, = F’(X,)s, + r, = T, - pAY,(T,). 
It follows as in the proof of Theorem 1, with t, in place of rn+lr that 
(15) 
Iltn II 
lpqxa)ll 5 sin(h)7 (16) 
which is what was required to complete the proof. 
For singular systems, the situation is much less clear. This is hardly surprising, since conver- 
gence results are difficult to obtain even for variants of the full Newton method. A discussion of 
variants that give linear or even superlinear convergence in the case of simple singularities can be 
found in [lo], where the region of convergence is a starlike domain rather than a neighborhood 
of the root. The use of generalized inverses in Newton methods is discussed in [11,12], where 
convergence to a root of F’(x*)F(x*) = 0 ma occur. In subsequent discussions, we allow the y 
system (1) to be singular. In such cases, the inverse F’(x,)-’ term in Newton’s method (2) 
should be replaced by the Moore-Penrose inverse, so that Newton’s method becomes 
x,+1 = 57% - F’(xn)fF(xn). (17) 
The following result can be applied to some singular problems. Although we have stated the 
hypotheses in terms of neighborhoods, it is sufficient that the hypotheses hold for the sequence 
of points generated by the method. 
THEOREM 6. Let F(x) be continuously differentiable in a neighborhood of a solution x* to 
F(z) = 0. If a preconditioned angle algorithm is applied for which the numbers IIY,II and 
/l(F’(xn)Y,)+Ij are uniformly bounded by M, and if there is a neighborhood of x* such that 
for any fo in the neighborhood, the sequence {&} of iterates generated by Newton’s method 
converges to X* and satisfies IIF(2n+l)ll 5 kl)lF(f,)ll f or some constant ICI < 1, then there exists 
a neighborhood of x* such that for any x0 in the neighborhood and for 0 sufficiently small, the 
sequence {xn} of iterates generated by the preconditioned angle algorithm converges to x*. 
PROOF. Let 2’n+l be the point obtained when a Newton step is applied to x, and let F, = F(x,) 
and pn = F(?i&). Then 
IIFn+lII = IIF,+ - Fn+l + k+lII 5 IF’,+1 - &+dl + IlPn+~ll. (18) 
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But xn+i is the approximation obtained by one step of the preconditioned angle algorithm applied 
to the linear system to which ~~+i is the exact solution. Thus, by the convergence shown in 
Theorem 1, we have 
llFn+~ - Fn+~ll 5 k2llE - &,+~ll I ~2llFnll + ~2ll~n+~ll, 0% 
where k2 can be made as small as is desired by choosing the angle tolerance 0 sufficiently small. 
Also, by the hypothesis on convergence of Newton’s method, ]]F,,+r]] < kr]]Fn]], provided zn 
remains within the appropriate neighborhood of x*. Together, these facts give llF,+1ll 5 (kz + 
lc~lcl + Icl)IIFnll and the Fn’s converge linearly to 0. Now 
1)x,+1 - x,ll = IlYn(F,!&>+FnII I IIK.(F;)+II IlFnll 5 f’,f2ilFnll 
for some constant M. As in Theorem 1, we now have convergence of the series 20 + (x1 -x0) i-e . . 
+ (2, - x,_~) by comparison with a geometric series, whence we obtain convergence of zn to x*. 
Note that for IIF II 0 su ffi ciently small, ]]xn - x0]] remains small: in fact, we have that 
llx n+l - x011 I A. 
1 
(21) 
Hence, one can insure x, remains within the neighborhood in which Newton’s method exhibits 
appropriate convergence by intersecting it with a sufficiently small neighborhood of x* to obtain 
the neighborhood for starting points x* of the iteration. This completes the proof. 
The hypothesis of linear convergence of the F,‘s for the full Newton method seems awkward. 
The following theorem gives a useful special case-that of full rank overdetermined systems. 
THEOREM 7. Let F(x) = 0 be a system of equations with solution x* such that F’(z*) is of 
full column rank. Suppose F is twice continuously differentiable in a neighborhood of x*. If a 
preconditioned angle algorithm with ]]Y,]] and II(F’(x,)Y,)+(( uniformly bounded is applied to 
the system, then there exists a neighborhood of x* such that for any x0 in the neighborhood 
and for 0 sufficiently small, the sequence {xcn} of iterates generated by the preconditioned angle 
algorithm converges to x* .
PROOF. In view of Theorem 6, we need only show that the F,‘s generated by Newton’s method 
are linearly convergent to 0, and that Newton’s method itself is convergent in some neighborhood 
of x*. The latter statement is immediate from a standard fixed point argument: let G(x) = 
x - F’(x)+F(x) and note that G’(x) is continuous in a neighborhood of x* since F’(x)+ = 
(F’(x)~F’(x))-‘F’(x)~. We also have that 
G/(x*) = I - (F’(x*)+)‘F(x*) - F’(x*)+F’(x*) = 0. (22) 
It follows from Ostrowski’s Theorem [13, p. 3001 that x* is a point of attraction for G(s) and 
that Newton’s method converges in a neighborhood of x*. 
To show the Fn’s generated by Newton’s method are linearly convergent, let R(A) and N(A) 
denote the range and nullspace of A, respectively, and ang(x, S) denote the angle between x and 
its projection onto the subspace S. From Taylor’s theorem, we have 
F(x) = F(x*) -t F’(z*)(x - x*) + o(I(x - x*11) = F’(x*)(x - x*) +0(11x - x*11). (23) 
From the hypothesis of full column rank, it follows that there is a positive constant (T, namely, the 
smallest singular value of F/(x*), such that for all vectors y, llF’(x*)yll 1 c~llyll. Set y = x - x* 
and we obtain that 
IF’(x) - F’(x*)~ll < o(ll~ll) 
llF’b*)~ll -alJy(l’ 
(24) 
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which can be made arbitrarily small by choosing x sufficiently near x*. So for specified E > 0 and 
for all 2 sufficiently near x*, 
ang (F(z), WF’(z’))) < 6, (25) 
i.e., 
ang (F(x),JW’(X*)~)‘) I e, (26) 
so that 
ang (F(x)Jv(F’(x*jr)) > ; - E. (27) 
Now the projection map into the space ~/(F’(x*)~)) is I- F’(x*)F’(x*)+, which is continuous 
at x* by the rank hypotheses. It follows that for any E > 0, there is a neighborhood of x* for 
which, given x and y in the neighborhood, 
ang (F(x),N(F’(Y)~)) L 4 - 6. (28) 
Now let F,, = F(xn), J,, = F’(xn), and J* = F/(x*). From the Newton formula (17) and 
an application of Taylor’s formula, we see that (as before, Ps denotes the projection onto the 
subspace S) 
F n+l = Fn + Jn(xn+l - 2,) + 411x,+1 - znll) 
= Fn - JnJ,% + 4llJ,+Kzll> 
= Cv(.q$‘n + 4IIFnllb 
Now take norms of each side, divide by IIFnll, and observe that the projection map P,v(~(~.T) is 
continuous at x*, whence we obtain that 
m < cos(ang(F,,N(J*)) + CL, 
IKII - 
where p is a term that tends to 0 with F,. Given that F, is nearly orthogonal to b!(J*)T) as 
seen above, we have that IIF,+ 11 I kllF,II f or some k < 1, provided that the starting point is in 
a sufficiently small neighborhood of x*. This completes the proof. 
3. IMPLEMENTATION AND EXAMPLES 
The direct implementation of the angle algorithm has shown some promise in numerical exper- 
iments performed in [l]. At least for some choices of initial guess, it appeared to be more efficient 
than Newton’s method and, in some cases, gave convergence where Newton’s did not. One can, 
of course, produce examples where the angle algorithm diverges, but Newton’s method converges. 
The angle algorithm is also capable of solving some singular problems which are not covered by 
the theory developed in the preceding sections. In this section, we exhibit some numerical results 
for a few representative examples. In all the following examples, we used a least squares system 
solver based on the QR factorization throughout in place of the usual Gaussian elimination, for 
both the angle algorithm and the full Newton method. Specifically, the routines SQRDC and 
SQRSL from LINPACK were employed. Calculations were done in single precision. In all of the 
examples below, the stopping criterion was based on the size of the residual f(x): convergence 
was attained if ]]f(x)]] < 10m6. 
EXAMPLE 8. (Nonsingular systems). The following example is one that was developed by Broy- 
den [14] and used by Georg and Keller [I] to illustrate the angle algorithm in the case n = 10 
and T = 0.25. The system is as follows: 
fi = (-3 + (YXl) Xl + 2x2 - B, 
fi = xi-1 + (-3 + oxi) xi + 2xi+i - B, i=2,3 ,..., n-l, 
fn = X,-l + (-3 + (Yx,) 271 - B. 
Step Subspace 
1 (2, 4, 6, 8, 10, 12, 14, 16, 18) 
2 (18, 20) 
3 (2, 3, 13) 
4 (5, 6, 7, 8, 9, 10, 20) 
5 (15, 16, 17) 
6 (4, 12) 
7 (18, 19) 
8 (full) 
9 (full) 
10 (full) 
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We took n = 20 for the size of the system, tolerance T = 0.12 in the algorithm, B = 1, and 
(Y = 0.5. Table 1 is a table of subspaces (spanned by the list of columns) taken by the angle 
algorithm at each step. In case of a full Newton step, the columns are indicated as (full). The 
initial point was Q = (-1, 1, -1, 1, . . . , ) and initial residual norm was llr0 11 M 26.3. The stopping 
criterion was that llrnll 5 10e6. 
Table 1. Subspaces chosen by angle algorithm in Example 8. 
Newton’s method also converged when applied to this problem. By way of comparison, New- 
ton’s method required 13 iterations. A crude complexity comparison can be obtained as follows: 
each iteration has flops complexity roughly proportional to nk2 flops, where k is the number 
of columns chosen at the iteration. Thus, in this case, Newton’s method had complexity 28561 
flops versus 8671. It should be reported, however, that comparisons are not very clear cut. For 
example, when the same problem was run with tolerance T = 0.25, the angle algorithm took 15 
steps, with 12 of those being full Newton steps. 
EXAMPLE Y. (Overdetermined systems). In order to generate an overdetermined system, we 
modified Example 8 as follows: 10 additional equations were obtained by adding the first and 
second to get equation 21, the second and third to obtain equation 22, etc. The result is a 
full rank overdetermined system of 30 equations in 20 unknowns. Of course, Newton’s method 
cannot be applied to this nonsquare system. The results for the angle algorithm with the same 
parameters as in Example 8 are given in Table 2. 
Table 2. Subspaces chosen by angle algorithm in Example 9. 
Step Subspace 
(3, 5, 7, 9, 11, 13, 15, 17) 
(1, 19, 20) 
(2, 3, 4, 16, 17) 
(7, 8, 10, 12, 13) 
(full) 
(full) 
(full) 
EXAMPLE 10. (Singular systems). In order to create a completely singular system, we modified 
the Broyden example (Example 8) as follows: replace the last equation by the sum of the preceding 
equations. Thus, the Jacobian matrix will be singular for every value of x. We attempted to 
compare the full Newton method with the angle algorithm with the same parameters as in 
Example 8, but the Newton method failed to converge (even with a line search added in), from 
the starting point of Example 8. As an alternate problem, we reduced n to 10 and changed 
the starting point to xi = 1, i = 1,. . . ,n. How we could apply the Newton method at all? 
Although the Jacobian is theoretically singular, numerically it is only nearly so. We used a least 
(1) 
(2) 
Step Subspace 
1 (1, 10) 
2 
~ 
(9) 
3 (full) 
4 (4, 5, 6, 7, lo) 
5 (2, 3) 
6 (full) 
7 (3, 4, 5, 10) 
a (1) 
9 (full) 
10 (5, 3, 10) 
11 (4, 9) 
12 (3) 
13 (full) 
Our final examples deal with situations in which a full Jacobian inversion is to be avoided. 
One way to do so is to employ an iterative method if applicable. We will examine one possible 
approach to solving a (possibly large) sparse system by way of preconditioned angle methods 
which incorporate an iterative method. Consider the following algorithm for solving (1) in the 
nonsingular case: 
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squares system solver based on the QR factorization throughout in place of the usual Gaussian 
elimination. With the modified version of Example 8, the full Newton method converged in 6 
steps. The data for the angle algorithm is given in Table 3. 
Table 3. Subspaces chosen by angle algorithm in Example 10. 
Start with an initial guess xc, tolerance T and upper bound M 5 p on the number of 
columns to be selected for a projection subspace. 
Repeat until convergence: 
6) 
(ii) 
(iii) 
Observe 
Select a p x k preconditioner Y,, where k 5 M, as follows: if some column of F’(z,) 
meets the angle tolerance condition, let H be the identity matrix. Otherwise, apply a 
convergent iterative algorithm on the system F’(x,) y = -F(x,) until a vector y* is 
obtained such that the angle between F’(xn) y* and -F(x,) meets the angle criterion 
with respect to tolerance T; then let H be the Householder matrix that maps some 
standard vector ei to y*. Now apply the angle criterion to the columns of AH and 
accept up to M of these columns, and let Y, be formed from the corresponding 
columns of H. Form J, = F’(x,)Y,. 
Find the best approximate solution yn to the linear system 
J* yn = -F(%). 
Set x n+l = &I + yn Y7Z. 
that in the case that it is necessary to apply an iterative algorithm, the ith column of 
F’(x,)H is simply y*, so that one is assured of finding at least one acceptable column. 
EXAMPLE 11. (Sparse systems). We applied this algorithm to the Broyden problem of Example 8 
with the same parameters as above and Gauss-Seidel as the iterative method required in 2(i), 
which we call the inner iteration. We took M = 5. Table 4 gives the results. The third column of 
the table gives the number of inner iterations required, if any. Note that these iterations would be 
done first, and then the subspace of the second column would be selected. The column number 7 
reappears because it was the point at which it was determined that acceptable columns for the 
angle algorithm could not be found. 
It would appear by the repeated return to inner iterations as the solution is neared, that the 
algorithm might profit from some refinement. We do not pursue this matter further here. The 
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Table 4. Subspaces chosen by angle algorithm in Example 9. 
Step Subspace 
1 (2, 4, 6, 8, 10) 
2 (12, 13, 14, 15, 16) 
3 (16, 18, 19, 20) 
4 (2, 3, 9, 10, 11) 
5 (13, 14, 17, 5, 6) 
6 (15, 19) 
7 (12) 
8 (7, 14) 
9 (7) 
10 (7) 
11 (7) 
12 (7) 
13 (7) 
14 (7) 
15 (7) 
Inner Iterations 
2 
6 
1 
11 
12 
18 
21 
27 
point is that it is possible to utilize a variant on the angle algorithm in such a situation and avoid 
full inversion of a Jacobian. Recall from the preceding example that the full Newton method 
required 13 steps to converge. 
EXAMPLE 12. (Sparse systems). Our last example is an expanded version of Example 11. Specifi- 
cally, we take n = 80 and n = 200. Sparseness could be significantly utilized in an implementation 
of this example. Because behavior at the Keller-Georg initial point ~0 = (-1, 1, -1, 1, . . . , -1, l)T 
was highly erratic (sudden jumps in the residual which sometimes caused overflow problems in 
both methods), we report on the behavior with the initial point 20 = xg = (-1, -1,. . . , -l)T 
of Broyden [ll] and the initial point xe = XN = (O,O, . . . , O)T, which is further from the basin 
of quadratic convergence of Newton’s method for this problem. Computational experiments sug- 
gested the following heuristics for setting the parameters T and M: set T = l/n and M = n/10. 
Results are summarized in Table 5. The third column of this table refers to the number of 
Newton iterates required by Newton’s method for convergence, the fourth is the number of steps 
without inner iterates, the fifth is the number of steps with inner iterations, and the last is the 
total number of inner iterates. 
Table 5. Iterations for Newton’s method and angle algorithm in Example 12. 
Newton Steps Without Steps With Total # of 
n x0 
Steps Inner Iterates Inner Iterates Inner Iterates 
80 zjq 4 37 7 106 
80 IN 10 78 8 155 
200 ZB 4 86 6 80 
200 XN 11 110 8 270 
Although the preconditioned angle algorithm required considerably more iterations than New- 
ton’s method, each iteration is relatively inexpensive. Solving the least squares problem of an 
iteration without inner iterates is roughly no worse than l/lOOth of a full Newton step if one 
uses QR factorization to solve each system. If sparsity is exploited, then each inner iteration 
and computation of angles is of order n, so roughly l/n2 the work of a full Newton step. These 
numbers do not take into account function evaluations. In the full Newton step and the start of 
a step with inner iterates, a full Jacobian must be calculated, while the number of columns of the 
Jacobian required by a step of the preconditioned angle algorithm without inner iterates depends 
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on the number of columns that were searched. The worse case is all columns, but generally the 
searches were much more limited. 
It should also be observed that the class of preconditioned angle algorithms is quite broad. 
Any iterative scheme can be used as an inner iterate. By setting a strict angle criterion, one can 
force inner iterations every step, essentially using the angle criterion to update the Jacobian. In 
this case, one would set the column limit M = 1. 
4. CONCLUSIONS 
The angle algorithm shows some promise as a useful variant on Newton’s method. The basin 
of convergence seems to be somewhat different for each method. (However, we have found in 
some experiments that these methods, when coupled with a line search, tend to have similar 
basins of convergence.) Moreover, as iterations bring an approximate solution closer to the actual 
solution, the angle algorithm has a tendency to take full Newton steps. Given the inherently linear 
convergence rate of approximate Newton methods, this tendency can be viewed as a strength of 
the method. Of course, full Newton steps lessen any computational advantage that the angle 
algorithm might have, unless they are replaced by something like an inner iterative method. 
Preconditioned projection algorithms have the potential of significant computational advantage 
when applied to large sparse systems. As evidenced in our last examples, there is a considerable 
latitude for customizing a method to a particular problem and fine tuning parameters such as 
the angle tolerance and column limit. These algorithms also have the virtue that they may be 
applied to underdetermined or overdetermined systems to which the classical Newton method 
may not be applied. 
We have focused in this paper on angle criteria for projection; it is possible that some other 
criteria for selection projection subspaces might be more fruitful. (Keller and Georg actually 
considered one other type of projection algorithm in [l].) In all cases, more work needs to be 
done to find better preconditioners, whether they are tied to an iterative method or otherwise. 
Finally, we note that another direction for future research is the potential for parallelization 
implicit in preconditioned projection methods. Both inner iterations and searches for acceptable 
columns are amenable to parallel methods. 
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