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We develop a methodology for analyzing the percolation phenomena of two mutually coupled
(interdependent) networks based on the cavity method of statistical mechanics. In particular, we
take into account the influence of degree–degree correlations inside and between the networks on the
network robustness against targeted (random degree-dependent) attacks and random failures. We
show that the developed methodology is reduced to the well-known generating function formalism in
the absence of degree–degree correlations. The validity of the developed methodology is confirmed
by a comparison with the results of numerical experiments. Our analytical results indicate that
the robustness of the interdependent networks depends on both the intranetwork and internetwork
degree–degree correlations in a nontrivial way for both cases of random failures and targeted attacks.
I. INTRODUCTION
There are many kinds of complex systems in both natu-
ral and artificial worlds, and recently these systems have
come to be studied in various fields by being handled
as networks. Networks are expressed mathematically as
graphs in which the constituent elements and interactions
among these elements are expressed as sites (nodes, ver-
tices) and bonds (links, edges), respectively. Random
networks in particular [1, 2], which are randomly gen-
erated networks characterized only by their macroscopic
properties, have been widely examined because of their
analytical tractability.
One major concern surrounding networks is the robust-
ness against random failures (RFs) or targeted attacks
(TAs). The size of the largest subset of sites that are con-
nected to one another, which is often referred to as the
giant component (GC) [3], generally becomes smaller as
more sites and/or bonds are removed. A standard mea-
sure to characterize the network robustness is the critical
rate of failure at which the fraction of the GC against
the size N of the original network vanishes from O(1) to
zero; this is often referred to as the percolation threshold
[4, 5]. In general, a network becomes more tolerant to
RFs/TAs as each site in the network increases in degree,
a parameter that represents the number of bonds directly
connected to the site. On the other hand, increasing the
number of bonds is generally costly in terms of various
aspects. Therefore, several earlier studies examined the
robustness of random networks that are specified by only
the degree distribution while keeping the average degree
fixed [6, 7]. However, the properties of real-world net-
works cannot be fully characterized by the degree distri-
bution. As a logical step to take other statistical prop-
erties into account, the influences of degree correlations
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between two directly connected sites (degree–degree cor-
relations) were also recently examined [8–10].
More recently, a new type of model that considers in-
terdependent networks was proposed [11, 12] and has at-
tracted significant attention [13–24]. In this model, the
system is composed of two sub-networks in which the
sites in one network are coupled with those in the other
on a one-to-one basis. The two sites of a pair are de-
pendent on each other, so that neither of the sites is
functional (active) when either is broken (inactive). This
interdependence between the two networks can facilitate
a chain of failures, which is sometimes referred to as cas-
cade phenomena; removal of sites in one network leads to
the emergence of new isolated sites in the other, which
then acts as a trigger of new failures in the first network
and the process repeats itself. This mechanism can re-
sult in guidelines for constructing a robust system that
are different from those known for single networks. For
example, it is known that a broad degree distribution
makes a network more robust against random site failures
in the case of single networks [17], but in interdependent
networks, the degrees in a network should be uniform
to increase the network robustness when the interdepen-
dent site pairs are randomly coupled between the two
networks because sites of a lower degree tend to cause
catastrophic breakdowns that amplify the cascade phe-
nomena [11]. In a similar manner to the single-network
case, the influences of degree–degree correlations in each
network (intranetwork degree–degree correlations) have
also been examined numerically [19]. However, as far
as the authors know, analytical examinations of the in-
tracorrelations and correlations between networks (inter-
network degree–degree correlations) have not yet been
reported.
It is against this background that we develop here an
analytical methodology for investigating the influences of
the intra- and internetwork degree–degree correlations on
the robustness of interdependent networks. Our method
is based on the statistical mechanics cavity method de-
2veloped for disordered systems [25–27] and evaluates the
probability that a pair of interdependent sites character-
ized by their degrees belongs to the GC by utilizing the
tree approximation under the assumption that a GC of
size O(N) is formed.
The resultant methodology can be regarded as a gener-
alization of the well-known generating function formalism
(GFF) [28] that systematically evaluates various topolog-
ical quantities by converting a graph into a transcenden-
tal equation of a single variable. One can analytically
show that our methodology is reduced to the GFF in the
absence of any degree correlations; solving a set of non-
linear equations with respect to multiple variables, which
cannot be achieved with the standard GFF, is indispens-
able for evaluating the size of the GC in the presence of
degree–degree correlations.
The remainder of this paper is organized as follows.
In Sec. II, we briefly summarize the elemental concepts
necessary for our investigation. In Sec. III, we develop
our analytical methodology on the basis of the cavity
method and discuss its relationship with the GFF. In Sec.
IV, which is the main part of this paper, we demonstrate
how the developed method is applied to interdependent
networks, with the results for simple examples shown in
Sec. V. We end the paper with a summary.
II. PRELIMINARIES ON NETWORKS
We introduce here the definitions of several concepts
that are necessary for our analysis of interdependent net-
works. We denote the degree distribution by p(k), which
indicates the fraction of sites of degree k in a network.
Based on this, we can define the degree distribution of
a bond r(k), which represents the probability that one
terminal of a randomly chosen bond has degree k:
r(k) =
kp(k)∑
l lp(l)
=
kp(k)
〈k〉
, (1)
where 〈k〉 is the average degree when a site in the network
is chosen randomly.
Although the degree distribution is a fundamental fea-
ture, it is not sufficient to fully characterize the network
properties [29]. For instance, social networks exhibit
the assortative tendency that high-degree sites attach to
other high-degree sites. In contrast, technological and bi-
ological networks exhibit the disassortative tendency that
high-degree sites preferentially connect with low-degree
sites, and vice versa. To introduce such tendencies in a
simple manner, we characterize our network ensembles
by utilizing the joint degree–degree distribution r(k, l),
which is the probability that the two terminal sites of a
randomly chosen bond have degrees k and l. From this
definition, one can relate r(k, l) to p(k) and r(k) as
∑
l
r(k, l) = r(k) =
kp(k)∑
l lp(l)
, (2)
for ∀k.
Furthermore, the joint distribution is used to evaluate
the conditional distribution r(k|l), i.e., the probability
that one terminal site of a randomly chosen bond has
degree k given that the other terminal site has degree l,
as
r(k|l) =
r(k, l)
r(l)
=
〈k〉r(k, l)
lp(l)
. (3)
When the condition
r(k|l) = r(k) (4)
holds for ∀k, l, the degrees of the directly connected sites
are statistically independent. To macroscopically quan-
tify the degree–degree correlations, the Pearson coeffi-
cient
C =
1
σ2r
∑
kl
kl(r(k, l)− r(k)r(l)), (5)
where
σr =
∑
k
k2r(k)−
(∑
k
kr(k)
)2
(6)
is often used. If C is zero, then the random network is re-
garded as uncorrelated. A positive (negative) C indicates
assortative (disassortative) mixing.
In a pair of interdependent networks, labeled A and B,
we assume that each site in A is coupled with a site in B
on a one-to-one basis. We represent the probability that
a randomly chosen interdependent pair is composed of a
site of degree kA in A and a site of degree kB in B as
P (kA, kB). Let us denote the joint degree–degree distri-
bution for networks A and B as rA(kA, lA) and rB(kB, lB),
respectively, For consistency, the identities
pA(kA) =
∑
kB
P (kA, kB) (7)
rA(kA) =
∑
lA
rA(kA, lA) =
∑
kB
kAP (kA, kB)∑
kA,kB
kAP (kA, kB)
(8)
for network A, and those for network B, must hold. Using
Bayes’ formula, the conditional distribution that a site in
A has degree kA under the condition that the coupled site
in B has degree kB is evaluated as
PA(kA|kB) =
P (kA, kB)∑
kB
P (kA, kB)
, (9)
and
PB(kB|kA) =
P (kA, kB)∑
kA
P (kA, kB)
. (10)
Equations (8) and (10) are used for assessing the condi-
tional distributions for site pairs; namely, the probability
that a site pair of degrees lA in A and lB in B is connected
3with another site pair of degrees kA in A and kB in B by
a link in A, which is evaluated as
rA(kA, kB|lA, lB) = PB(kB|kA)rA(kA|lA), (11)
and rB(kA, kB|lA, lB) = PA(kA|kB)rB(kB|lB). These con-
ditional distributions play an important role in analyzing
interdependent networks.
In addition to this statistical characterization, we also
handle a single realization of randomly generated net-
works. To specify such a network, we introduce the nota-
tion ∂i for the set of all adjacent sites that are connected
directly to site i and |∂i| for the number of elements in
∂i. We use X\x to represent a set defined by removing
an element x from the set X . Therefore, ∂i\j refers to a
set of sites that is defined by removing site j ∈ ∂i from
∂i. For a pair of interdependent networks A and B, ∂Ai
is used to represent the set of site pairs that are linked
directly to the site pair i in network A, with ∂Bi being
that for network B.
We can also represent a network as a bipartite graph.
For this, we denote site i as a circle, an undirected link
a between two sites i and j as a square, and make a
link for a related circle and square pair. This generally
yields a bipartite graph in which each square has two
links, while the number of links connected to a circle
varies following a certain degree distribution (Fig. 1). In
the bipartite graph expression, we denote ∂a as the set
of two circles connected to square a and ∂i as the set of
squares connected to circle i. For a pair of interdependent
networks A and B, ∂Aa and ∂Ai are used to represent the
bipartite graph expression of the connectivity of site pairs
in network A, and ∂Ba and ∂Bi are used for network B.
III. CAVITY APPROACH TO SINGLE
NETWORKS
We review here the cavity approach to the robustness
analysis of single complex networks, which was devel-
oped in an earlier study [8]. The relationship with the
GFF [28], another representative technique in research
on complex networks, is also discussed.
A. Message passing algorithm: microscopic
description
Let us suppose that a network that is sampled from an
ensemble characterized by p(k) and r(k, l) suffers from
RFs or TAs. We employ the binary variable si ∈ {0, 1}
to represent whether site i is active (si = 1) or inactive
(si = 0) due to the failure. To take the connectivity
into account, we introduce the state variable σi ∈ {0, 1},
which indicates whether ∃j ∈ ∂i belongs to the GC (σi =
0) or does not (σi = 1) when i is left out. Using these
definitions, i is regarded as belonging to the GC if and
only if si(1 − σi) becomes unity, which gives the size of
the GC as
S =
1
N
N∑
i=1
si(1− σi). (12)
Our analysis is based on the random-network property
that the lengths of the closed paths between two ran-
domly chosen sites (cycles) typically increase as O(lnN)
as the size of the network N tends to infinity, as long as
the variance of the degree distribution is finite. This pre-
sumably holds even when the degree–degree correlations
are introduced and indicates that we can locally handle
a sufficiently large random network as a tree.
To incorporate this property in our analysis, we intro-
duce the concept of an i-cavity system, which is defined
by removing site i from the original system. Let us define
mj→i = 0 when ∃h ∈ ∂j belongs to the GC in the i-cavity
system, and mj→i = 1, otherwise. Then, σi vanishes if
and only if there exists a j ∈ ∂i that is active (sj = 1)
and has mj→i = 0. This offers the basic equation
σi =
∏
j∈∂i
(1− sj + sjmj→i) . (13)
Given an i-cavity system, we remove a site j ∈ ∂i
and switch i back on instead, which yields a j-cavity
system. Then, mi→j vanishes if and only if ∃h ∈ ∂i\j
belongs to the GC in the j-cavity system. A general
and distinctive feature of trees is that when i is removed,
∀j ∈ ∂i are completely disconnected with one another.
This indicates that mi→j becomes unity if and only if
none of h ∈ ∂i\j belongs to the GC in the i-cavity system.
These definitions then provide the cavity equation:
mi→j =
∏
h∈∂i\j
(1− sh + shmh→i) . (14)
This equation defined for all links over the network de-
termines the cavity variables mj→i necessary for evalu-
ating Eq. (13) for every site i. Solving Eq. (14) by the
method of iterative substitution given the initial condi-
tion of mj→i = 0 and substituting the obtained solution
into Eq. (13) give the size of the GC, Eq. (12).
B. Bipartite graph expression
In general, the cavity equations are expressed as mes-
sage passing algorithms on the bipartite graph corre-
sponding to a given network [25]. For this, we denote
1 − sj + sjmj→i in two ways: Mj→a and Ma→i, where
a represents a square connected to two circles i and j.
Using these, Eqs. (14) and (13) can also be expressed as
Ma→i =Mj→a (∂a = {i, j}) (15)
Mi→a = 1− si + si
∏
b∈∂i\a
Mb→i, (16)
and
σi =
∏
a∈∂i
Ma→i, (17)
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FIG. 1. (a) Graph expression of a network. (b) Bipartite
graph expression of the graph in (a). A square node is as-
signed for each edge in (a). (c) Bipartite graph expression
of a damaged network. Black square nodes attached to each
circle represent whether site i, denoted by the circle, is active
(si = 1) or inactive (si = 0).
respectively.
One advantage of this expression is that the influence
of si can be expressed graphically as an additional square
node attached to circle i (Fig. 1 (c)), which enables us to
interpret Eqs. (15) and (16) as an algorithm that com-
putes an outgoing message along a link from a node on
the basis of incoming messages along the other links to
the node. This type of interpretation is useful for con-
structing cavity equations to handle more advanced set-
tings such as interdependent networks.
C. Macroscopic description
We turn now to an evaluation of the typical size of
the GC when the networks are generated from an en-
semble and damaged by RFs or TAs. We assume that,
as a consequence of the failures, each site of degree l
is active only with a degree dependent probability ql.
We employ the bipartite graph expression, classify ev-
ery site by its degree l, and define Il to be the fre-
quency that sites of degree l receive Ma→i = 1 among
all links of the bipartite graph. Namely, Il is evaluated
as Il =
(
l
∑
i δ|∂i|,l
)−1∑
i(δ|∂i|,l
∑
a∈∂iMa→i), where the
denominator is the number of links that connect to sites
of degree l, and the numerator is the number of links for
which Ma→i = 1 is received by sites of degree l.
Although Il has sample-to-sample fluctuations that de-
pend on the network realizations, the strength of the fluc-
tuations tends to zero as N becomes larger. For typical
samples, this indicates that the samples are expected to
converge to their average as N → ∞, a property known
as self-averaging [25]. In the current problem, because of
the tree-like property of the random networks, Il can be
evaluated as the expectations with respect to the graph
and failure generations. In the bipartite graph expres-
sion, given a circle of degree l, the conditional distri-
bution that the circle is coupled to a circle of degree k
through a square is given by r(k|l). In addition, the
probability that the circle of degree k is active is qk. Av-
eraging Eq. (16) with respect to r(k|l) and qk for a fixed
value of l and utilizing Eq. (15) leads to
Il =
∑
k
r(k|l)(1 − qk + qkI
k−1
k ). (18)
Here, we have employed the property that the average of∏
b∈∂i\aMb→i on the right-hand side of Eq. (16) can be
taken independently of the indices b ∈ ∂i\a because of
the tree-like nature of random graphs. The whole set in
Eq. (18) determines Il for ∀l. After solving the equations,
the typical size of the GC is evaluated as
µ =
∑
l
p(l)ql(1 − I
l
l ), (19)
which corresponds to Eq. (12).
Equation (18) always allows a trivial solution Il = 1
for ∀l yielding µ = 0. The local stability of this trivial
solution can be evaluated by linearizing the equations,
which gives
δIl =
∑
k
(k − 1)qkr(k|l)δIk, (20)
or the alternative expression
δI = AδI, (21)
where A is a matrix defined as
Alk = (k − 1)qkr(k|l). (22)
Equation (21) states that the trivial solution is stable
provided µ = 0 if and only if all eigenvalues of A are
placed inside the unit circle centered at the origin in the
complex plane. As Alk ≥ 0 is guaranteed for ∀l and ∀k,
the Perron-Frobenius theorem indicates that the critical
condition changing this situation is given as
det (E−A) = 0, (23)
which determines the percolation threshold for a given set
of control parameters, where E is the identity matrix.
When the active probabilities ql are sufficiently small
for ∀l, the absolute values of the eigenvalues of A be-
come so small that the trivial solution is guaranteed to
be stable, yielding a vanishingly small GC size of µ = 0.
However, as the values of ql become larger in a certain
manner, Eq. (23) is satisfied at the percolation thresh-
old, and a solution of µ > 0 comes continuously from the
trivial solution. In this way, the emergence of a large GC
is always described as a continuous phase transition for
single networks.
5D. Connection between the cavity method and
generating function formalism
Before proceeding further, we mention briefly the rela-
tionship between the cavity method and the GFF.
Consider the cases of no degree correlations r(k|l) =
r(k) for arbitrary pairs of k, l and no site dependence
of the active probability ql = q for ∀l. In such cases,
Eq. (18) becomes independent of l, and therefore we can
set Il = I. This makes it possible to summarize Eq. (18)
as
∑
l
r(l)I l−1 =
∑
l
r(l)
(
1− q + q
∑
k
r(k)Ik−1
)l−1
,(24)
which can be expressed more concisely as
f = H(1− q + qf), (25)
where we have defined
G(x) =
∑
k
p(k)xk, (26)
H(x) =
∑
k
r(k)xk−1 =
G′(x)
G′(1)
, (27)
and set f ≡
∑
k r(k)I
k−1 = H(I). Using the solution of
Eq. (25), Eq. (19) is evaluated as
µ = q (1−G(1− q + qf)) . (28)
Equation (25) is nothing but a transcendental equa-
tion for the GFF [17]. Namely, the cavity method is re-
duced to the GFF in the simplest cases. However, when
degree–degree correlations exist, Il generally depends on
the degree l, and therefore the cavity equations, Eq. (18),
cannot be summarized as a nonlinear equation of a sin-
gle variable. As a consequence, one cannot exploit the
compact expression of the GFF and has to directly deal
with the cavity equations for evaluating the size of the
GC [8, 10]. A similar idea has been implemented in the
GFF by handling a set of coupled generating functions
for evaluating the GC of networks free from failures [29].
IV. CAVITY APPROACH FOR
INTERDEPENDENT NETWORKS
In this section, we develop the cavity method for an-
alyzing the cascade phenomena in interdependent net-
works that occurs as a result of RFs or TAs.
A. Cascade phenomena of interdependent networks
Consider the pair of interdependent networks intro-
duced in Sec. II. Each pair of sites in networks A and
B is interdependent so that both sites become inactive
and lose their functions if one site becomes inactive. In
addition, each active site in A also loses its function if
it is disconnected from the GC of A, which brings about
functional failure of the coupled site in B, and vice versa.
In each network, the GC is defined as the largest subset
of functional sites.
We assume initial conditions of all sites being active
and functional in both networks. In the initial step, sites
in A suffer from RFs or TAs, and only a portion of the
sites remain active. Further, an additional portion of
sites lose their functions because they were disconnected
from the GC of A. In the second step, the sites in B
that are coupled with the sites in A that were discon-
nected from the GC also lose their functions due to the
properties of interdependent networks noted above. This
reduces the size of the GC in B, and an extra potion
of sites in B lose their functions. In the third step, func-
tional failure in B is propagated back to A causing further
functional failure in A, and this process is repeated until
convergence. This is the cascade phenomena.
At convergence, every site of the GC in A is coupled
with a site of the GC in B on a one-to-one basis. The
resulting GC of the site pairs is often termed the mu-
tual GC. Earlier studies reported that unlike the case of
single networks, the size of the mutual GC relative to
the network size vanishes discontinuously from O(1) to
zero at a critical condition as the strength of the failures
in the initial step becomes larger [11, 12]. We develop
here a methodology for examining this phenomena on
the basis of the cavity method by taking degree–degree
correlations into account.
B. Microscopic description
Let us denote a site pair of the interdependent net-
works as i. We employ a binary variable si ∈ {0, 1}
to represent whether i is kept active in the initial stage
(si = 1) or fails (si = 0). We also introduce the state
variable σtA,i ∈ {0, 1} that indicates whether ∃j ∈ ∂Ai be-
longs to the GC in A (σAi = 0) or does not (σ
A
i = 1) when
i is left out after the t-th (t = 1, 2, . . .) step, with σB,i
being the equivalent state variable for B. Using these, the
size of the mutual GC after the 2t-th step is expressed as
S2t =
1
N
N∑
i=1
si(1− σ
2t−1
A,i )(1− σ
2t
B,i). (29)
For a given t, σ2t−1A,i and σ
2t
B,i can be obtained by
the cavity method. To do this, we note that the state
variables in A after the 2t − 1-th step can be eval-
uated by the scheme for single networks by handing
τ2t−1A,i = si(1−σ
2t−2
B,i ) as a binary variable for representing
whether i is active (τ2t−1
A,i = 1) or inactive (τ
2t−1
A,i = 0),
where σ0B,i is set to zero from the assumption. Using the
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FIG. 2. (a) Bipartite graph expression of interdependent
networks. Double circles represent site pairs connected by
internetwork links. White squares represent links in each net-
work, while each black square represents whether the site in
A of the site pairs is removed in the initial failure or not.
(b) Graphical expression of Eq. (30) in A and Eq. (33) in B.
(c) Graphical expression of Eq. (31) in A and Eq. (34) in B.
Shaded squares indicate square nodes in the counterpart net-
work, messages from which are evaluated in the previous step
and fixed in the current update. Messages from the black
squares are fixed as si in all steps. Contributions from the
shaded and black squares are summarized as τ 2t−1
A,i and τ
2t
B,i
in Eq. (31) and Eq. (34), respectively. In (b) and (c), the
message of the full line is computed from message(s) of the
broken line(s).
bipartite graph expression (Fig. 2), we get
MAa→i = M
A
j→a (∂Aa = {i, j}) , (30)
MAi→a =1−τ
2t−1
A,i +τ
2t−1
A,i
∏
b∈∂Ai\a
MAb→i, (31)
and the solution of these yields
σ2t−1A,i =
∏
a∈∂Ai
MAa→i. (32)
Similarly, those in B after the 2t-th step are
MBa→i = M
B
j→a (∂Ba = {i, j}) , (33)
MBi→a =1−τ
2t
B,i+τ
2t
B,i
∏
b∈∂Bi\a
MBb→i, (34)
and
σ2tB,i =
∏
a∈∂Bi
MBa→i, (35)
where we set τ2tB,i = si(1−σ
2t−1
A,i ). Solving these with the
initial conditions MAi→a = 0 or M
B
i→a = 0 at each step
and inserting the resultant values of Eqs. (32) and (35)
into Eq. (29) offer the size of the GC after the 2t-th step
for a given sample of interdependent networks and initial
failures.
C. Macroscopic description
To evaluate the typical size of the mutual GC when
the interdependent networks are generated as mentioned
in Sec. II and suffer from RFs or TAs, we assume that
each site pair of degrees lA in A and lB in B is kept
active with a degree pair dependent probability qlAlB as
a consequence of the failures that are brought about in
network A at the initial stage. For RFs, we set
qlAlB = q, (36)
which implies that failures are generated randomly irre-
spectively of the values of lA and lB. On the other hand,
TAs are made preferentially for sites of the larger degrees
in network A. Therefore, for a given value of the average
active rate q, we assign the values of qlAlB as
qlAlB =


0 (lA > Θ)
∆ (lA = Θ),
1 (lA < Θ)
(37)
where Θ and ∆ are uniquely determined so that
q =
∑
lB
(
∆P (Θ, lB) +
∑
lA<Θ
P (lA, lB)
)
(38)
holds.
The key idea of our analysis is basically the same
as that for single networks; namely, we describe
the system using conditional frequencies that a site
pair characterized by a pair of degrees lA in A
and lB in B receives messages of unity from con-
nected links in A and B. For this, we define IAlAlB =(
lA
∑
i δ|∂Ai|,lAδ|∂Bi|,lB
)−1(∑
iδ|∂Ai|,lA
∑
a∈∂iM
A
a→i
)
, and
similarly define IBlAlB for B.
Let us denote q2t−1
A,lAlB
as the conditional probability
that τ2t−1
A,i takes a value of unity for site pairs of degrees
lA in A and lB in B at the 2t − 1-th step. The self-
averaging property and the tree-like nature of random
graphs allow us to macroscopically describe Eqs. (30) and
(31) as
IAlAlB =
∑
kA,kB
rA(kA,kB|lA,lB)
×
(
1−q2t−1
A,kAkB
+q2t−1
A,kAkB
(IAkAkB)
kA−1
)
. (39)
Equation (32) states that the conditional probability of a
site pair of degrees lA in A and lB in B having σ
2t−1
A,i = 1
after the 2t − 1-th step is
(
IAlAlB
)lA
. Among these sites,
only the fraction of qlAlB is active. Therefore, the condi-
tional probability that a site pair of degrees lA in A and
lB in B has τ
2t
B,i = 1 in B at the 2t-th step is evaluated as
q2tB,lAlB = qlAlB
(
1−
(
IAlAlB
)lA)
, (40)
using the solution of Eq. (39). Equation (40) makes it
possible to macroscopically describe the cavity equation
7in B at the 2t-th step in a similar manner to Eq. (39) as
IBlAlB =
∑
kA,kB
rB(kA,kB|lA,lB)
×
(
1−q2tB,kAkB+q
2t
B,kAkB
(IBkAkB)
kB−1
)
. (41)
Using the solution of Eq. (41), the conditional probability
that a site pair of degrees lA in A and lB in B has τ
2t+1
A,i =
1 in A at the 2t+ 1-step is evaluated as
q2t+1
A,lAlB
= qlAlB
(
1−
(
IBlAlB
)lB)
. (42)
Equation (29) gives the expectation of the size of the
mutual GC after the 2t-th step as
µ2t =
∑
lA,lB
P (lA, lB)qlAlB
(
1−
(
IAlAlB
)lA)
×
(
1−
(
IBlAlB
)lB)
=
∑
lA,lB
P (lA, lB) (qlAlB)
−1
q2t−1
A,lAlB
q2tB,lAlB . (43)
Equations (39)–(43) constitute the main result of the
present paper.
One thing is noteworthy here. Similar to the case of
single networks, Eq. (39) always allows a trivial solution
of IAlAlB = 1, which becomes stable when sufficiently small
q2t−1
A,lAlB
values are set for all pairs of lA and lB. This yields
q2tB,lAlB = 0 for all pairs of lA and lB in Eq. (40), which
makes IBlAlB = 1 the unique and stable solution of Eq. (41)
at the 2t-th step, offering µ2t = 0. In addition, at the
subsequent 2t+ 1-th step, q2t+1
A,lAlB
= 0 holds for all pairs
of lA and lB, which once more guarantees that the trivial
solution is stable. This means that unlike the case of sin-
gle networks, the trivial solution of µ∗ = limt→∞ µ
2t = 0
is always locally stable in the dynamics of Eqs. (39)–(42)
irrespective of the strength of the RFs. A finite µ∗ is ob-
tained when sufficiently large q1A,lAlB = qlAlB values are
set in the initial step for all pairs of lA and lB. As a
consequence, the transition of a finite value of µ∗ to zero
generally occurs in a discontinuous manner for interde-
pendent networks even when degree–degree correlations
are taken into account. Earlier studies, however, have al-
ready reported the occurrence of the discontinuous tran-
sition for a few specific examples [11, 17, 19].
D. Relationship with earlier studies
In Ref. [17], the case involving the highest in-
ternetwork degree–degree correlation (P (kA, kB) =
δkB,kAp(kA)) and no intranetwork degree–degree corre-
lation (rA(k, l) = rB(k, l) = r(k)r(l)) is examined for
degree-independent RFs characterized by qlAlB = q. In
such a case, we can assume that IAlAlB = I
B
lAlB
= I,
ignoring the dependence on the degree and network.
Further, we can set limt→∞ q
2t−1
A,ll = limt→∞ q
2t
B,ll =
q(1 − I l) because of the symmetry between networks A
and B. Inserting these into Eq. (39), in conjunction with
rA(kA, kB|lA, lB) = δkB,kAr(kA)δlA,lB , we obtain an equa-
tion concerning I:
I = 1− q (1− IH(I)) + q
(
H(I)− IH(I2)
)
= 1− q
(
1− (I + 1)H(I) + IH(I2)
)
, (44)
which is equivalent to Eq. (36) in Ref. [17]. The size
of the mutual GC for t → ∞ is evaluated by insert-
ing IAlAlB = I
B
lAlB
= I into Eq. (43) for P (kA, kB) =
δkB,kAp(kA). This provides the expression
µ∗ = q
(
1− 2G(I) +G(I2)
)
, (45)
which is also equivalent to Eq. (35) in Ref. [17].
In Ref. [11], the case of no intranetwork degree–
degree correlation (rA(k, l) = rA(k)rA(l), rB(k, l) =
rB(k)rB(l)) and no internetwork degree–degree correla-
tion (P (kA, kB) = pA(kA)pB(kB)) is discussed. In such a
case, one can set IAlAlB = IA and I
B
lAlB
= IB by ignoring
the site dependence. Let us focus on the case of degree
independent RFs qlAlB = q and the convergent state. In-
serting rA(kA, kB|lA, lB) = pB(kB)rA(kA) into Eq. (39)
yields
IA = 1− qB + qB
(∑
kA
rA(kA)I
kA−1
A
)
= 1− qB + qBfA, (46)
or alternatively
fA = HA(1− qB + qBfA), (47)
where HA(x) =
∑
k rA(k)x
k−1 and fA = HA(IA). In a
similar manner, Eq. (41) offers
fB = HB(1− qA + qAfB), (48)
where HB(x) =
∑
k rB(k)x
k−1. Equations (42) and
(40) provide qA and qB in Eqs. (47) and (48) in a self-
consistent manner as
qA = q
(
1−
∑
k
pA(k)I
k
A
)
= q (1−GA(1− qB + qBfA)) (49)
and
qB = q (1−GB(1− qA + qAfB)) , (50)
respectively, where GA(x) =
∑
k pA(k)x
k and GB(x) =∑
k pB(k)x
k. Equations (47)–(50) constitute a set of con-
ditions for determining four variables: fA, fB, qA, and qB.
Using these variables, the size of the mutual GC is eval-
uated as
µ∗ = q (1−GA(1− qB + qBfA))
× (1−GB(1− qA + qAfB)) . (51)
For Erdo¨s-Renyi ensembles in particular, which are
characterized by pA(k) = e
−aak/k! and pB(k) =
e−bbk/k!, Eqs. (47)–(50) can be summarized as two equa-
tions, since GA(x) and GB(x) accord to HA(x) and
8HB(x), respectively, as GA(x) = HA(x) = exp(a(x − 1))
and GB(x) = HB(x) = exp(b(x− 1)). The resultant cou-
pled equations can be read as
fA = exp (−a(fA − 1)(fB − 1)) (52)
and
fB = exp (−b(fA − 1)(fB − 1)) , (53)
which are identical to Eq. (14) in the Supplemental Ma-
terial of Ref. [11].
These two examples show that our scheme can be ex-
pressed compactly using the generating functions when
the macroscopic cavity variables IAlAlB and I
B
lAlB
are in-
dependent of the degrees lA and lB as a consequence of
the assumed statistical features of objective systems and
failures. However, correlations of the degrees and/or site
dependence of the failures induces degree dependence of
the macroscopic cavity variables. In such cases, one has
no choice but to directly handle Eqs. (39)–(43) to theoret-
ically describe the behavior of interdependent networks.
V. NUMERICAL TESTS AND RESULTS
A. The flow
To confirm the validity of the analytical scheme, we
carried out numerical experiments using interdependent
networks of N = 10000 characterized by a set of joint de-
gree distributions P (kA, kB), rA(kA, lA), and rB(kB, lB)
on the basis of the Monte Carlo algorithm proposed in
Ref. [29]. We measured the size of the GC, using the
algorithm proposed in Ref. [30, 31]. To trigger the cas-
cade phenomena, sites in the constructed network A were
removed randomly (RF) or preferentially (TA). In each
case, we evaluated the size of the mutual GC after con-
vergence and compared it with the analytical solution
obtained by the cavity method.
As a simple but nontrivial example, we focused on two-
peak models where the fractions of larger and smaller
degrees are fifty-fifty. We set the values of the larger
and smaller degrees as 6 and 4, respectively, for both
of networks A and B. In such models, the intranetwork
degree–degree correlations can be uniquely specified by
the Pearson coefficient, which is denoted as CA and CB
for sub-networks A and B, respectively. However, the in-
fluence of the internetwork degree–degree correlations be-
tween networks A and B cannot be fully characterized by
only the Pearson coefficient of P (kA, kB), denoted as CI,
because pairs of (kA = 4, kB = 6) and (kA = 6, kB = 4)
are affected by the initial removal in different ways for
TAs. However, for brevity, we suppose that the fraction
of these pairs are the same, which enables us to character-
ize the intra- and internetwork degree–degree correlations
by three parameters” (CA, CB, CI).
The manner in which the failures occur also influences
the size of the mutual GC. In the case of RF, the random-
ness of the initial removal means that the initial survival
probability of the site pairs does not depend on their de-
gree pairs. For a TA, however, site pairs that have a
higher degree in A are removed preferentially, and how
the removal influences the sites in B in the first stage
depends on the internetwork degree–degree correlation.
This implies that the robustness of the interdependent
networks can depend on the internetwork degree–degree
correlations in a nontrivial manner.
B. Results and discussion
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FIG. 3. (Color online) Cascade phenomena of two-peak in-
terdependent networks triggered by a TA. Each symbol repre-
sents the size of the mutual GC evaluated from 50 experiments
for networks of N = 10000. Statistical errors are smaller than
the size of the symbols.
Figures 3 and 4 show how the size of the mutual GC de-
pends on the fraction of initial failures in the cases of TAs
and RFs, respectively. The solid lines represent estimates
obtained from the cavity method, while the symbols de-
note the results of the numerical experiments. The re-
sults are in agreement with an excellent accuracy, which
validates our cavity-based analytical scheme. The figures
indicate that the percolation transition of the interdepen-
dent networks remains discontinuous irrespective of the
introduction of the intra- and/or internetwork degree–
degree correlations.
Figures 5 (a)–(c) show how the percolation threshold
depends on the intranetwork degree correlations for a TA.
The results indicate that the percolation threshold de-
pends strongly on the various degree correlations, and
the interdependent networks become more tolerant by
introducing assortative intranetwork degree–degree cor-
relations to each network in the presence of the inter-
network degree–degree correlations, whether they are as-
sortative [Fig. 5 (a)] or disassortative [Fig. 5 (c)]. In
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FIG. 4. (Color online) Cascade phenomena of two-peak inter-
dependent networks triggered by a RF. Each symbol repre-
sents the size of the mutual GC evaluated from 50 experiments
for networks of N = 10000. Statistical errors are smaller than
the size of the symbols.
the absence of internetwork degree–degree correlations
[Fig. 5 (b)], however, the networks are the most tolerant
when the intranetwork degree–degree correlations in A
are assortative and those in B are disassortative.
A significantly different dependence on the intranet-
work degree–degree correlations is observed for RF. Fig-
ures 6 (a)–(c) indicate that whatever type of internetwork
degree–degree correlation is introduced, disassortative in-
tranetwork degree–degree correlations in both networks
A and B provide the highest robustness. However, as a
whole, the change in the percolation threshold as a func-
tion of the various degree–degree correlations is relatively
small. This indicates that the role of the degree–degree
correlations is not significant in the case of RF, which is
in contrast to the case of TA.
Finally, we tested cases of various degree combinations
using the cavity method. Tables I and II show the ob-
tained values of the percolation threshold for TA and RF,
respectively. The results indicate the network robustness
depends on the inter- and intranetwork correlations and
the degree combinations in a complicated manner.
First, we focus on the effects of the internetwork corre-
lations. Table I indicates that the strong assortative in-
ternetwork correlations raise the robustness for RF lower-
ing the threshold values except for the case of the minimal
degree difference (k1A,B = 5, k
2
A,B = 6). Due to the inter-
dependency, a site pair is disconnected from the mutual
GC unless it belongs to the GCs in the both networks.
For RF, sites of the larger degrees are more likely to be-
long to GC in each sub-network. The internetwork assor-
tativity increases the fraction of the site pairs that have
the larger degrees in both networks A and B. These im-
ply that the probability that a site pair randomly picked
(b)
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FIG. 5. (Color online) Percolation threshold as a function
of the Pearson coefficient of network A, CA, in the case of
a TA; (a), (b), and (c) correspond to three different values
of the Pearson coefficient for the internetwork degree–degree
correlations CI = 0.5, 0, and −0.5, respectively. Results are
shown for different values of the Pearson coefficient of network
B CB: 0.7 (solid red line; assortative), 0 (dashed green line;
neutral), and −0.5 (dash-dotted blue line: disassortative).
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FIG. 6. (Color online) Percolation threshold as a function of
the Pearson coefficient of network A, CA, in the case of RF.
The same lines as those described in the legend of Fig. 5 are
used.
k
1
A(k
1
B) k
2
A(k
2
B) CA CB CI survival ratio
3 8 0.3 0.3 1 0.361
3 8 0.3 0.3 0 0.475
3 8 0.3 0.3 -1 0.543
3 8 -0.3 -0.3 1 0.389
3 8 -0.3 -0.3 0 0.432
3 8 -0.3 -0.3 -1 0.512
4 7 0.3 0.3 1 0.413
4 7 0.3 0.3 0 0.457
4 7 0.3 0.3 -1 0.466
4 7 -0.3 -0.3 1 0.419
4 7 -0.3 -0.3 0 0.428
4 7 -0.3 -0.3 -1 0.458
5 6 0.3 0.3 1 0.431
5 6 0.3 0.3 0 0.444
5 6 0.3 0.3 -1 0.436
5 6 -0.3 -0.3 1 0.431
5 6 -0.3 -0.3 0 0.426
5 6 -0.3 -0.3 -1 0.435
TABLE I. Percolation thresholds of two-peak interdependent
networks for RF
up belongs to the mutual GC gets higher as the inter-
network assortativity is stronger and, therefore, the in-
terdependent network becomes more robust. However,
the role of such effects becomes weaker as the degree dif-
ference is smaller. This is probably the reason why the
strongest internetwork assortativity (CI = 1) does not
yield the highest robustness for the case of disassorta-
tive intranetwork correlations (CA = CB = −0.3) of the
minimal degree difference.
The robustness for RFs sometimes leads to the fragility
for TAs in the case of single networks, e.g., scale free
networks [32]. Table II shows that this is also the case as
a whole for the interdependent networks. However, the
case of the minimal degree difference again exhibits an
exceptional behavior. This is supposed to be due to a
similar reason as mentioned for RF.
Next, let us turn to the influences of the intra-network
correlations and the degree combinations. Table I indi-
cates that the network robustness for RF does not depend
significantly on the intranetwork assortativity (CA = CB)
for all degree combinations, which is consistent with the
results suggested in Fig. 6. On the other hand, Ta-
ble II shows that the robustness for TA can be influ-
enced largely by the intranetwork assortativity. As a
rule of thumb, the stronger intranetwork assortativity
is likely to raise the robustness for TA, which however
does not hold for the case of the large degree difference
(k1A,B = 3, k
2
A,B = 8) and the strongest internetwork as-
sortativity (CI = 1).
The results obtained above imply that designing the
most robust interdependent network taking into account
the various degree–degree correlations is a highly non-
trivial and challenging task.
11
k
1
A(k
1
B) k
2
A(k
2
B) CA CB CI survival ratio
3 8 0.3 0.3 1 0.659
3 8 0.3 0.3 0 0.626
3 8 0.3 0.3 -1 0.577
3 8 -0.3 -0.3 1 0.657
3 8 -0.3 -0.3 0 0.639
3 8 -0.3 -0.3 -1 0.631
4 7 0.3 0.3 1 0.538
4 7 0.3 0.3 0 0.495
4 7 0.3 0.3 -1 0.397
4 7 -0.3 -0.3 1 0.633
4 7 -0.3 -0.3 0 0.6
4 7 -0.3 -0.3 -1 0.585
5 6 0.3 0.3 1 0.383
5 6 0.3 0.3 0 0.408
5 6 0.3 0.3 -1 0.339
5 6 -0.3 -0.3 1 0.582
5 6 -0.3 -0.3 0 0.546
5 6 -0.3 -0.3 -1 0.550
TABLE II. Percolation thresholds of two-peak interdependent
networks for TA
VI. SUMMARY
In summary, we have developed an analytical method-
ology for evaluating the size of the mutual GC for basic
interdependent networks composed of two sub-networks
A and B. The methodology is based on the cavity
method, which makes it possible to evaluate the size of
the GC against TAs and RFs by solving a set of macro-
scopic nonlinear equations derived from a local tree ap-
proximation in conjunction with the self-averaging prop-
erty. We have shown that the cavity-based methodology
is reduced to the widely known GFF in the absence of
any degree correlations and that solving the full cavity
equations is indispensable for evaluating the size of the
GC in the presence of degree–degree correlations.
We compared the estimates of the size of the mutual
GC with the results of numerical experiments on two-
peak degree distribution models for site removal pro-
cesses of TAs and RFs; there was excellent consistency
between the theory and experiments, which validated the
developed methodology. The utility of the methodol-
ogy was demonstrated by analyzing the degree correla-
tion dependence of the percolation threshold, which in-
dicated that the network robustness for TAs is sensitive
to the intra- and internetwork degree–degree correlations,
whereas the significance of the degree–degree correlations
is relatively small for RFs.
Promising directions for future work include explor-
ing the most robust structure of an interdependent net-
work system and more general models that exemplify
real-world systems.
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