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A theory of a thermally induced single-electron “shuttling” instability in a magnetic nano-
mechanical device subject to an external magnetic field is presented in the Coulomb blockade regime
of electron transport. The model magnetic shuttle device considered comprises a movable metallic
grain suspended between two magnetic leads, which are kept at different temperatures and assumed
to be fully spin polarized with antiparallel magnetizations. For a given temperature difference shut-
tling is found to occur for a region of external magnetic fields between a lower and an upper critical
field strength, which separate the shuttling regime from normal small-amplitude “vibronic” regimes.
We find that (i) the upper critical magnetic field saturates to a constant value in the high tempera-
ture limit and that the shuttle instability domain expands with a decrease of the temperature; (ii)
the lower critical magnetic field depends not only on the temperature independent phenomenolog-
ical friction coefficient used in the model but also on intrinsic friction (which vanishes in the high
temperature limit) caused by magnetic exchange forces and electron tunneling between the quantum
dot and the leads. The feasibility of using thermally driven magnetic shuttle systems to harvest
thermal breakdown phenomena is discussed.
PACS numbers: 85.85.+j, 85.75.-d
I. INTRODUCTION
Mechanically promoted electric transport, being one
of the most interesting features of nanoelectromechan-
ics (NEM), offers a new functionality to devices on the
nanometer length scale. Shuttling of electrons, as pre-
dicted in Ref. 1 and actively studied both theoretically
and experimentally, is a prominent example of this state-
ment (see, e.g., the review [2]).
Heat transport in nanostructures is a subject of en-
hanced interest3 especially due to the importance of heat
removal on a nanometer length scale. Electrically in-
duced mechanical shuttling of electrons results in an ex-
ponential decrease of electric resistance (electric break-
down) and this new type of electric conductivity also
significantly affects the heat transport through a NEM
device. An intriguing question occurring in this context
is whether or not the similar shuttle instability can be
induced thermally at zero bias voltage applied to the de-
vice. In other words — is there a room for mechanically
induced thermal breakdown in NEM shuttle devices?
The electric force, which drives a charged movable
quantum dot, vanishes in the zero voltage limit, imply-
ing that the coupling between mechanical and electronic
degrees of freedom of the NEM device disappears. No
pumping energy can be extracted from an electrically un-
biased device. In what follows we will show that in a mag-
netic shuttle4 the magnetic exchange force can provide
the necessary work to induce a mechanical instability.
Therefore a thermal breakdown in a magnetic unbiased
shuttle device can take place.
In a mechanically soft NEM shuttle device, where a
quantum dot (QD) is coupled by electron tunneling to
source and drain electrodes, an onset of a mechanical
instability occurs when the bias voltage exceeds a criti-
cal value known as the instability threshold. When this
happens a limit cycle of mechanical oscillations is reached
(self-oscillation regime) and a steady state electrical cur-
rent, which provides mechanical transportation of charge,
is established. This current, which typically exceeds the
tunnel current in the absence of a shuttle instability by
several orders of magnitude, is called an electrical shuttle
current (see Refs. [4] and [5]).
In an electric shuttle device both the energy source
and the driving force are electrical in nature: the energy
source is a bias voltage applied between the leads and the
driving force is the Coulomb force between charges in the
dot and the leads. In a magnetic shuttle device with spin
polarized electrons in the leads the energy source and
the driving force may have a different physical nature:
the energy source could still be a bias voltage while the
driving force could be the magnetic (exchange) force be-
tween electron spins in the dot and the magnetic leads.
(For a nanometer size geometry the exchange force may
be as strong as the Coulomb force6.) Therefore, it is in
principle possible to employ a thermal rather than an
electrical energy source in a magnetic shuttle device, i.e.
to apply a temperature difference between leads kept at
the same chemical potential. In this paper we show that
such thermally induced magnetic shuttling is possible.
The action of the spin force is different from that of
the Coulomb force. While the Coulomb force tends to
repel electrons transferred to the dot from the lead they
2were injected from (Coulomb repulsion), the magnetic
force, caused by the spin of the injected electron, acts
in the opposite direction.7 Therefore the work done by
the magnetic force has the opposite sign compared to
the work performed by the Coulomb force. Hence, the
exchange force itself can not pump energy into the me-
chanical subsystem. However, if an external magnetic
field H perpendicular to the magnetization in the leads
is applied, this becomes possible. Such a field forces elec-
trons in the dot to flip their spins and the densities of
spin-up and spin-down electrons in the dot oscillate with
a frequency determined by the magnetic field. Therefore
the direction of the magnetic exchange force may change.
As a result it becomes possible to trigger a shuttle in-
stability in a magnetic device by applying an external
magnetic field.
In what follows we will assume for simplicity that the
magnetic leads are fully spin-polarized and that their
magnetizations are anti-parallel. Under this condition
the electrical current is blocked completely until “spin
flips”8 are induced by the external magnetic field (which
is assumed to be oriented perpendicularly to the mag-
netization of the leads). The influence of a partial spin
polarization on the shuttle instability was considered in
Refs. [9] and [10].
The model we use to study a thermally induced mag-
netic shuttle is sketched in Fig. 1. It is the standard shut-
tle device (see, e.g., Refs. [4] and [11]), the only difference
being that a temperature drop δT is applied to the leads
instead of an electrical bias voltage and that one is inter-
ested in the heat flow Jq in response to this temperature
drop. The thermal resistance RT can be defined in anal-
ogy with the electrical resistance as RT = δT/Jq. An
exponential decrease in the thermal resistance (thermal
breakdown) is possible due to transduction of thermal
energy into the mechanical energy stored in the shuttle
vibrations.
Below we will show that a mechanical shuttle insta-
bility occurs within a finite interval of external magnetic
fields strengths, (Hc1 < H < Hc2). The dependence of
the upper, Hc2, and lower, Hc1, threshold magnetic fields
[which separate the shuttle and tunnel (outside this inter-
val) regimes of electron transport] on the large tempera-
ture difference δT close to the temperature T of the “hot”
lead is the main result of our paper. The lower threshold
field Hc1 is determined by the dissipation (friction) coef-
ficient in the mechanical subsystem. The friction coeffi-
cient γf = γ0+γJ (T ) is the sum of a (phenomenological)
friction coefficient γ0 (see e.g. Ref. 12) and the intrinsic
friction coefficient13 γJ(T ) induced in our case by mag-
netic exchange forces and electron tunneling between the
dot and the leads at finite temperatures. We will call
this coefficient the magnetic friction coefficient. We will
show that the phenomenological friction coefficient can
be neglected for a mechanical system with a high qual-
ity factor. The main contribution to magnetic friction
is due to the hot electron reservoir (we assume a large
temperature difference). We show that magnetic friction
exists even in the absence of an external magnetic field
and that it is a non-monotonic function of temperature:
it is exponentially small at low temperatures, becomes
temperature-independent in the region T ≃ Γ (where Γ
is the characteristic energy of the dot-lead coupling) and
scales as 1/T in the high temperature limit. Since the
pumping of energy into the mechanical subsystem in our
model is triggered by the external magnetic field (the cor-
responding rate of increase of the oscillation amplitude
in low magnetic fields being proportional to H2) a lower
threshold magnetic field Hc1 with a nontrivial tempera-
ture dependence appears. As we have shown before4 the
mechanical instability disappears in high magnetic fields.
This is why an upper threshold field Hc2 appears in the
temperature driven shuttle as well.
Our calculations do not give any information about the
low temperature limit, (δT ≪ Γ), since we use an approx-
imation where the thermal energy is large compared to
the width of the energy levels on the dot (sequential elec-
tron tunneling) and since in our model δT = T . However,
our previous results (see, e.g., [14]) allows us to expect
that the instability occurs at temperature differences not
smaller than a value of the order of ~ω. Therefore one
may expect a non-monotonic dependence of the upper
threshold field on the temperature difference with a max-
imum at δT ∼ Γ).
This paper is organized as follows. In Section II the
model system we use to discuss thermo-induced single-
electron shuttling is introduced; an equation for the re-
duced density operator of the QD and an equation of mo-
tion for the classical coordinate of the dot are obtained.
In Section III the domain where a magnetic shuttle in-
stability occurs in the adiabatic regime of electron trans-
port is characterized. In the concluding Section IV we
highlight the main results obtained and discuss possible
applications of a temperature induced shuttle instability.
II. THERMO-INDUCED SINGLE-ELECTRON
SHUTTLE
The system under consideration (see Fig. 1) consists
of a single-level quantum dot that is coupled by elec-
tron tunneling to two ferromagnetic electrodes (leads).
The leads are fully spin-polarized with their magnetiza-
tion pointing in opposite directions. There is an external
magnetic field
−→
H in the gap between the source and drain
leads, which is directed perpendicular to the magnetiza-
tion in the leads. We assume that the leads are kept at
equal chemical potentials (µL = µR ≡ µ) but at different
temperatures TL 6= TR, so that a temperature gradient
δT = TL − TR is applied to the system. The proposed
design of the electrodes (suitable for thermal transport
measurements as in Ref. 15) allows one to maintain a
temperature difference between the leads, while keeping
their chemical potentials equal. To simplify calculations
in what follows we will assume that TL = T and TR = 0.
It follows that in our system the temperature difference
3FIG. 1: Sketch of the nanomagnetic device studied: a mov-
able spin-degenerate single-level (with energy ε0) quantum
dot is coupled by electron tunneling to two fully spin-polarized
ferromagnetic leads. The leads are kept at the same chem-
ical potential µ but at different temperatures TL = T and
TR = 0. Here tL(x), tR(x) and JL(x), JR(x) are dot position-
dependent tunneling amplitudes and exchange energies. An
external magnetic field H induces flips between the spin-up
and spin-down states on the dot.
δT = T and the mean temperature Tm = T/2 are not
independent quantities.
The Hamiltonian of the system has three terms,
Hˆ = Hˆl + Hˆd + Hˆt. (1)
The Hamiltonian, Hˆl, describes non-interacting electrons
in the electrodes,
Hˆl =
∑
k,κ
εk,κa
†
k,κak,κ, (2)
where a†k,κ(ak,κ) is the creation (annihilation) operator
of electron with momentum k (energy εk,κ) in the lead
κ = (L,R). The quantum dot Hamiltonian reads (σ =
(↑, ↓) = (+,−) is the spin projection index),
Hˆd =
∑
σ
εσc
†
σcσ −
gµBH
2
(
c†↑c↓ + c
†
↓c↑
)
+
+Uc†↑c↑c
†
↓c↓ + Hˆv, Hˆv =
p2
2m
+
mω2x2
2
, (3)
where εσ = ε0 − (σ/2)J(x) is spin- and position-
dependent energy of quantum dot split levels (ε0 is the
level energy), J(x) = JL(x)−JR(x) ≃ J0−αx (α > 0 and
we consider only small deviations, x, of the dot center-
of-mass coordinate from its equilibrium position) is the
coordinate-dependent exchange energy produced by the
ferromagnetic coupling between the dot and the leads,
the operator c†σ(cσ) creates (annihilates) an electron with
spin projection σ in the dot; H is the external magnetic
field directed along the z-axis (see Fig. 1), g is the gy-
romagnetic ratio, µB is the Bohr magneton, U is the
Coulomb repulsion energy in the dot. Vibrations of the
dot are described by the harmonic-oscillator Hamiltonian
Hˆv (m and ω are the mass and angular vibration fre-
quency of the dot). In what follows we will consider x
and p as classical time-dependent variables.
Tunneling of electrons between dot and leads is de-
scribed by the standard tunneling Hamiltonian
Hˆt = tL(x)
∑
k
c†↑ak,L + tR(x)
∑
k
c†↓ak,R +H.c., (4)
where tκ(x) = tκ exp[∓x/(4λ)] is the tunneling ampli-
tude, which has an exponential dependence on the dot
center-of-mass coordinate (λ > 0 is the tunneling length,
the signs “∓” correspond to the left and right electrodes
respectively).
The quantum description of the electron subsystem is
based on the assumption that the density matrix of the
system can be factorized,
ρˆ(t) = ρˆd ⊗ ρˆl, (5)
where ρˆl is the equilibrium density matrix (Gibbs distri-
bution function) of the leads. This assumption is always
valid for T ≫ Γ (Γ is the tunnel coupling energy – level
width), when sequential electron tunneling is the main
process of electron transport. In Eq. (5) ρˆd is the density
matrix of the quantum dot interacting with the magnetic
leads.
In a general case one has to pay attention to the ap-
pearance of an implicit time dependence of both the un-
perturbed Hamiltonian, Hˆ0 = Hˆl + Hˆd, and the tunnel-
ing Hamiltonian, Hˆt, due to the time dependence of the
dot coordinate (and momentum), x(t), p(t). Therefore
the derivation of the kinetic equations in Ref. 16 requires
some modifications.
The equation for the density operator (in units where
~ = 1),
∂ρˆ(t)
∂t
+ ı
[
Hˆ0 + Hˆt, ρˆ(t)
]
= 0, (6)
has the formal solution
ρˆ(t) = ρˆ(t = −∞)−ı
∫ t
−∞
dt′uˆ(t, t′)
[
Hˆt(t
′), ρˆ(t′)
]
uˆ†(t, t′),
(7)
where uˆ(t, t′) is the evolution operator of the unperturbed
Hamiltonian,
uˆ(t, t′) = e−ıHˆl(t−t
′)uˆd(t, t
′), uˆd(t, t) = 1. (8)
In Eq. (8) uˆd(t, t
′) is a dot evolution operator. After
substitution of Eqs. (5) and (7) into Eq. (6) and tracing
out the electronic degrees of freedom in the leads one gets
4∂ρˆd(t)
∂t
+ ı
[
Hˆd, ρˆd
]
= −Tr
∫ t
−∞
dt′
[
Hˆt(t), e
−ıHˆl(t−t
′)uˆd(t, t
′)
[
Hˆt(t
′), ρˆ(t′)
]
eıHˆl(t−t
′)uˆ†d(t, t
′)
]
. (9)
The term on the r.h.s. of Eq. (9) has the sense of a
collision integral, Iˆ = IˆL + IˆR, due to the interaction
between the dot and the leads. The kernel of this integral
is expressed through the function Kκ(t, t
′) that can be
evaluated exactly in the wide-band approximation limit,
when one assumes that the density of states in the leads
is energy independent,
Kκ(t, t
′) = Kκ(t− t′) ≡ Kκ(τ) =
=
∑
k
e−ıεk,κτf(εk,κ) =
ıpiνκTκe
−ıµτ
sinhpi(Tκτ + ı0)
. (10)
In Eq. (10) νκ = const, Tκ(= β
−1
κ ) are the density of
states and the temperature (inverse temperature) in the
lead κ, f(ε) is the Fermi-Dirac distribution function, µ
is the chemical potential. As stated above we restrict
ourselves to the case of zero temperature in the right
lead, TR = 0. Then using the well-known formula from
the theory of distribution functions,
eıτz
τ − ı0 =
{
2ıpiδ(τ) , z →∞,
0 , z → −∞,
one readily gets the following expression for the collision
integral IˆR in the regime of non-resonant tunneling, (ε0−
µ)/Γκ ≫ 1,
IˆR = ΓR(x)
[
c↓ρˆd(t)c
†
↓ −
1
2
[
ρˆd(t), c
†
↓c↓
]
+
]
, (11)
where [Aˆ, Bˆ]+ = AˆBˆ + BˆAˆ is an anticommutator and
Γκ(x) = 2piνκt
2
κ(x) is the partial level width.
The reduced density operator ρˆd(t) acts in Fock space,
which in our case is the finite dimensional space of a
single electron level on the dot. Matrix elements of the
density operator are
ρ0 = 〈0|ρˆd|0〉, ρσ = 〈σ|ρˆd|σ〉,
ρσσ′ = 〈σ|ρˆd|σ′〉, ρ2 = 〈2|ρˆd|2〉, (12)
where |σ〉 = c†σ|0〉, |2〉 = c†↑c†↓|0〉, ρσ ≡ ρσσ , σ 6= σ′. In
what follows we restrict ourselves to the Coulomb block-
ade regime, U ≫ T . Under this condition the doubly
occupied state is forbidden, ρ2 = 0.
In a classical description of the vibrational degrees of
freedom, Eq. (3), the Hamilton equations for the dot co-
ordinate and momentum take the form
∂x
∂t
= Tr
{
ρˆd(t)
∂Hˆd
∂p
}
=
p
m
, (13)
∂p
∂t
= −Tr
{
ρˆd(t)
∂Hˆd
∂x
}
= −mω2x− α
2
(ρ↑ − ρ↓) . (14)
The oscillator coordinate x(t) obeys the integro-
differential equation
∂2x
∂t2
+ ω2x = − α
2m
(ρ↑ − ρ↓) , (15)
where ρ↑,↓ are functionals of coordinate, ρ↑,↓ =
ρ↑,↓{x(t)}.
III. ADIABATIC REGIME OF DOT
OSCILLATIONS
In the adiabatic limit ω ≪ Γκ when evaluating the
collision integral IˆL one can neglect the dependence of
coordinate on time. Then the evolution operator of the
dot takes the form,
uˆd(t, t
′) = exp
[
−ıHˆd(t− t′)
]
. (16)
After straightforward calculations the collision integral
IˆL in Eq. (9) can be represented in the form (we omit
the index ”d” in ρˆd(t), Hˆd and index ”L” in βL, TL):
IˆL =
ΓL(x)
2
[
c†↑ρˆ(t)c↑ + c↑ρˆ(t)c
†
↑ − ρˆ(t)
]
+
ıΓL(x)
4
×
×
{∫ ∞
−∞
dτ
eıβµτ
sinhpiτ
c↑e
−ıβHˆτ
[
ρ(t− βτ), c†↑
]
+
eıβHˆτ +
∫ ∞
−∞
dτ
e−ıβµτ
sinhpiτ
c†↑e
−ıβHˆτ [ρ(t− βτ), c↑]+ eıβHˆτ −H.c.
}
(17)
(here τ is the dimensionless integration variable). In Eq. (17) the singular integrals are understood in the sense
5of the principal value. In the limit of high temperatures,
ΓL ≪ T , one can neglect the retardation effects and re-
place ρ(t− βτ)→ ρ(t) in Eq. (17).
From Eqs. (9), (11), (17) one gets the following sys-
tem of equations for the matrix elements of the density
operator (note, that the Hamiltonian Hˆd is not diagonal
in σ-representation, but it can be easily diagonalized by
unitary transformation):
∂ρ0
∂t
= ΓL(x) (1− f+) ρ↑ − ΓL(x)f+ρ0 + ΓR(x)ρ↓ −
−Υ1(x) (ρ0 + ρ↑)−Υ2(x)
(
ρ↑↓ + ρ
∗
↑↓
)
, (18)
∂ρ↑
∂t
= −ΓL(x) (1− f+) ρ↑ − ıΩH
(
ρ↑↓ − ρ∗↑↓
)
+ (19)
+ΓL(x)f+ρ0 +Υ1(x) (ρ0 + ρ↑) + Υ2(x)
(
ρ↑↓ + ρ
∗
↑↓
)
,
∂ρ↓
∂t
= −ΓR(x)ρ↓ + ıΩH
(
ρ↑↓ − ρ∗↑↓
)
, (20)
∂ρ↑↓
∂t
= ıJ(x)ρ↑↓ − ıΩH (ρ↑ − ρ↓)− ΓL(x)
2
(1− f+) ρ↑↓
−ΓR(x)
2
ρ↑↓ − Υ1(x)
2
ρ↑↓ +Υ2(x) (ρ0 + ρ↑) , (21)
where ΩH = gµBH/2 and
Υ1(x) = f−
J(x)ΓL(x)√
J2(x) + 4Ω2H
, (22)
Υ2(x) = f−
ΩHΓL(x)√
J2(x) + 4Ω2H
, (23)
f± =
f(E−)± f(E+)
2
, (24)
E± = ε0 ±
√
J2(x) + 4Ω2H
2
. (25)
To simplify the problem we consider the symmetric
quantum dot, J0 = 0, ΓL(0) = ΓR(0) = Γ. We are inter-
ested in the conditions when the stationary position of
the dot (x = 0) is not stable. In this case it is sufficient
to consider small deviations x/λ≪ 1 and to linearize the
coordinate dependence of Γκ(x) ≃ Γ (1∓ x/2λ).
At first we solve the problem in the high temperature
limit, β → 0 (f− = 0, f+ = 1/2). It is convenient to
rewrite the system, Eqs. (18) – (21), in new variables,
R1,2 = ρ↑ ± ρ↓, R3 = −ı
(
ρ↑↓ − ρ∗↑↓
)
, R4 = ρ↑↓ + ρ
∗
↑↓.
(26)
In what follows we will assume that the dimensionless pa-
rameter α˜ = α/(mλω2) is small, α˜ ≪ 1. Since we study
small vibrations of the dot, one can solve the system,
Eqs. (18) – (21) by perturbations, |R〉 = |R(0)〉+ |R(1)〉+
..., where |R〉 = (R1, R2, R3)T (note, that the equation
for R4 is decoupled from the other equations and it is not
relevant). In zero order of perturbation theory one gets
〈R(0)| = 1
2∆
(
3Γ2
4
+ 4Ω2H ,
3Γ2
4
,−2ΓΩH
)
,
∆ =
3Γ2
4
+ 5Ω2H . (27)
In the first order of perturbation theory the equation for
|R(1)〉 takes the form
∂|R(1)〉
∂t
= Aˆ|R(1)〉+ Γ
2λ
x(t)|g〉, (28)
where
Aˆ = −Γ
4

 5 −1 01 3 −8ΩH/Γ
0 8ΩH/Γ 3

 , |g〉 = ΩH
4∆

 −8ΩH0
Γ

 .
(29)
Substituting the solution of Eq. (28) into the r.h.s. of
Eq. (15) we derive the desired equation for single electron
shuttle coordinate
∂2x
∂t2
+ ω2x = − αΓ
4λm
∫ ∞
0
dτ〈e0|eAˆτ |g〉x(t− τ), (30)
where 〈e0| = (0, 1, 0).
In the adiabatic limit ω ≪ Γ one can expand x(t−τ) ≃
x(t)−τx˙(t). We see that the electro-mechanical coupling
results in (small) additive renormalization of vibrational
frequency ω and the appearance of damping (or pump-
ing) term γx˙ in the mechanical equation, where the co-
efficient γ(Γ,ΩH) reads
γ(Γ,ΩH) = − αΓ
4λm
∫ ∞
0
dττ〈e0|eAˆτ |g〉 =
=
~αΓΩ2H
4λm∆3
(
Ω2H −
7Γ2
4
)
(31)
(we restored the dimension in the last formula). It is easy
to find from Eq. (31) that in weak magnetic fields,
∣∣∣∣gµBH2
∣∣∣∣ < gµBHc22 =
√
7
2
Γ, (32)
the shuttle instability occurs. Note, that the increment
r(Γ,ΩH) = −γ(Γ,ΩH)/2 of the exponential growth of
shuttle oscillations amplitude in the limit ω ≪ Γ does
not depend on the dot frequency ω.
For finite temperatures the calculations are similar to
the previous ones but they are more lengthy. For sim-
plicity we restrict ourselves to the case of relatively large
magnetic fields, |ΩH | ≫ αλ. Under this condition for the
damping (pumping) coefficient one gets the expression
γT (Γ,ΩH) = − αΓ
8λm
∫ ∞
0
dττ〈e1|eAˆT τ |g1〉, (33)
where 〈e1| = (0, 1, 0, 0) and
AˆT = −Γ
2


2 + f+ f+ 0 −f−
−f+ 2− f+ 2ΩH/Γ f−
0 −2ΩH/Γ 2− f+ 0
f− −f− 0 2− f−

 ,
(34)
6|g1〉 = 4
∆T


−4Ω2H
[
f+(2 − f+) + f2−
]
0
ΓΩH
[
f+(2 − f+) + f2−
]
f+[
Γ2(2 − f+) + 8Ω2H
]
f−

 , (35)
∆T = Γ
2(2− f+)2 + 4Ω2H(4 − f2+ + f2−). (36)
The shuttle instability condition is given by the inequal-
ity
C1 (ΩH/Γ)
4 − C2 (ΩH/Γ)2 + C3 < 0, (37)
where
C1 = 2f
3
+(2− f+)3 − f+f2−(2− f+)2(4− 5f+)−
−4f4−(2− f+)(1− f+)− f4−(4− f2−), (38)
C2 =
2− f+
2
[
f2+(2− f+)2(4− f+)−
−f2−(2 − f+)(4 − f+)(1− 2f+) + f4−(5− f+)
]
, (39)
C3 =
(2 − f+)3(4− f+)f2−
16
. (40)
As a consequence, the shuttle instability region is defined
by the (transcendental) relation
Ω2Hc1 < Ω
2
H < Ω
2
Hc2, (41)
where
Ω2Hc1(c2) = Γ
2C2 ∓
√
C22 − 4C1C3
2C1
. (42)
The lower critical magnetic field ΩHc1 lies outside the
range of applicability of our calculations. (We neglected
the amplitude of shuttle oscillations compared to ΩH/α.)
Physically the existence of the lower critical magnetic
field can be easily explained. Even in the absence of
an external magnetic field (and in the absence of phe-
nomenological friction) at finite temperature there is dis-
sipation in the mechanical subsystem induced by mag-
netic forces and back-tunneling of electrons to the hot
lead. The corresponding friction coefficient γJ (T ) (in
what follows we will call it magnetic friction) can be es-
timated from simple physical considerations. Magnetic
friction appears due to a finite work performed by mag-
netic driving force along the closed trajectory of oscil-
lating quantum dot and therefore it is proportional to
the coordinate derivative of Fermi distribution function
f [ε↑(x) − µ]. Since magnetic force is nonzero only when
the electron level is occupied, magnetic friction depends
on the dot-lead coupling energy Γ. By taking into ac-
count retardation effects17 this contribution to magnetic
friction is represented by a factor Γ/(Γ2+(~ω)2). As the
result friction coefficient takes the form
rJ(T ) ∼ −~α
2
m
Γ
Γ2 + (~ω)2
1
T
cosh−2
(
δε
2T
)
, (43)
where δε = ε0 − µ. Note that friction coefficient is
defined as γJ (T ) = −2rJ(T ). The calculation of the
decrement of shuttle vibrations in the absence of exter-
nal magnetic field (ΩH = 0) by using Eqs. (15), (18–
25) leads to Eq. (43) with the numerical prefactor 1/32.
We see that in high-T limit T ≫ δε magnetic friction is
decreased with the growth of temperature. At temper-
atures Γ ≪ T ≪ δε dissipation is exponentially small,
rJ ∝ exp(−δε/T ). Our calculations are not valid at
temperatures T ≪ Γ where resonant electron tunneling
takes place. However it is evident from physical consid-
erations that dissipation vanishes when T → 0. Anoma-
lous temperature behavior of rJ (T ) is a specific feature
of magnetic dissipation which takes maximum value at
T ∼ Γ ∼ δε and it vanishes in the limits of both small
and high temperatures.
The shuttle instability appears when the increment of
exponential growth of dot oscillations amplitude exceeds
the decrement γJ(T )/2. For small magnetic fields, ΩH →
0, the increment reads
r(Γ,ΩH → 0) ≃ 14~α
3mλΓ3
Ω2H . (44)
Therefore, by comparing Eqs. (43) and (44) we can esti-
mate the lower critical magnetic field in the high-T limit
as
ΩHc1 ≃ 0.1
√
αλ
T
Γ . (45)
The phenomenological friction coefficient γ0 = ω/Q can
be neglected in comparison with the optimal intrinsic
friction coefficient γJ(T ) if the quality factorQ of the me-
chanical subsystem is sufficiently large. We estimate the
minimal quality factor required to be Qmin ∼ 102 ÷ 103
for Γ ∼ ~ω ∼ 1meV, JL(0) ∼ JR(0) ∼ 10meV, val-
ues taken from experimental work [6, 18] on C60-based
molecular transistors.
The shuttle instability domain (shaded region in Fig. 2)
is plotted in T/Γ, gµBH/2Γ parameter space for δε/Γ =
2. The shuttle domain is shown only for T ≥ Γ be-
cause we solved the problem in the perturbation theory in
small parameter βΓ ≪ 1. Although our calculations are
not valid at low temperatures, at T → 0 the increment
r(Γ,ΩH) behaves as r ∼ exp [−2β (δε− ΩH)]. Exponen-
tial smallness of rT (ΩH) for T → 0 is physically reason-
able result. In the high temperature limit, T → ∞, we
return to the result of Eq. (32) for Hc2. Leaving the next
term in expansion in small parameter βδε, we obtain such
an asymptotic behaviour of the critical magnetic field at
large temperatures,
gµBHc2
2
≃
√
7
2
[
1 +
2
7
δε
T
]
Γ. (46)
In adiabatic limit (ω ≪ Γ) we used the evolution oper-
ator of the dot, uˆd(t, t
′), in the form of Eq. (16). However
the criterion of validity of the expression for the evolution
operator in this form for magnetic shuttle is not equiva-
lent to condition ω ≪ Γ. In fact, the analysis shows that
7FIG. 2: The lower (Hc1, dashed curve) and upper (Hc2, full
curve) threshold magnetic fields plotted as functions of nor-
malized temperature, T/Γ, for δε/Γ = 2 in the adiabatic
regime, ω ≪ Γ/~. These fields define the border between
the shuttle regime (Hc1 < H < Hc2, shaded region) and the
vibronic regime (outside this interval). For T →∞ the lower
threshold field Hc1 saturates to a constant value determined
by the phenomenological friction coefficient γ0.
the criterion of the validity of Eq. (16) is (ΩH ,Γ 6= 0)
ω
Γ
αλΩH
Ω2H + (αλ)
2
≪ 1. (47)
Therefore, in the limit αλ/ΩH ≪ 1 the ratio ω/Γ can
take large values (ω/Γ ≥ 1) without violation of adia-
baticity of mechanical motion.
Besides in our consideration we assume that the pa-
rameter α˜ = α/(mλω2) is small, α˜ ≪ 1. When both
inequalities are taken into account one gets upper bound
for frequencies
ω ≪ ωm =
[
ΩHΓ
mλ2
]1/3
(48)
when the evolution operator can be considered in the
form corresponding to adiabatic motion.
When the conditions of Eqs. (47), (48) are fulfilled one
can use the system of kinetic equations, Eqs. (18) – (21),
and to analyze the behavior of the system at high fre-
quencies similar to the previous calculations. As a result
the shuttle instability at frequencies higher than Γ is de-
fined by the inequality
|ΩH |/ω < C(ΩH , T ), (49)
where
C(ΩH , T ) =√
(2− f+)(4− f+)(2f2+ − f2−) + f2−(2f+ − f2−)
4(f2+ − f2−)[2f+(2− f+) + f2−]
. (50)
(In formulas (49) – (50) we assumed ω ≫ Γ.)
The shuttle instability domain plotted in
T/~ω, gµBH/2~ω parameter space has the same form
as the shuttle instability domain at small frequencies
plotted in Fig. 2.
We would like to note here another interesting fact.
In the limit T → ∞ the problem under consideration
can be solved exactly for arbitrary relationship between
the model parameters ΩH ,Γ, ω. Physically the consid-
ered infinite temperature limit is realized for tempera-
tures T ≫ max(~ω,Γ). In this limit the kernel of col-
lision integral in Eq. (9) can be replaced by δ-function
and the integro-differential equation for density operator
becomes local in time. Indeed at T →∞
lim
T→∞
T
sinhpi (Tτ + ı0)
= −ıδ(τ) (51)
and the function KL(t, t
′) that defines the kernel of colli-
sion integral, Eq. (9), is reduced to KL(t, t
′) = piνLδ(t−
t′). As a consequence the evolution operator of the dot is
trivial (unit operator) and the system of kinetic equations
for the components of the density operator has a Marko-
vian form. It is obvious that in the limit Γ < ω ≪ ωm
this system coincides with Eqs. (18) – (21) for adiabatic
case in the limit T →∞. Therefore the dot dynamics is
described by Eq. (30) and the criterion of shuttle insta-
bility (the range of magnetic field) for high frequencies
is ∣∣∣∣gµBH2
∣∣∣∣ < gµBHc22 =
√
7
2
~ω. (52)
This result is in agreement with Eqs. (49), (50).
The increment r(Γ,ΩH , ω) of the exponential growth
of shuttle center of mass coordinate in the limit of high
temperatures (note that in our model δT = T ) takes the
form (we restore the dimensions)
r(Γ,ΩH , ω) =
α˜Γ3Ω2H
8~∆D
[
7
4
(~ω)
2 − Ω2H
]
, (53)
where ∆ is defined by Eq. (27) and
D =
[
(~ω)
2 − 4Ω2H
]2
+
(
Γ
~ω
)2 [
11
4
(~ω)
2 − 5Ω2H
]2
.
(54)
The maximal value of the increment is reached at ΩH =
~ω/2 when rmax(Γ,ΩH = ~ω/2, ω) = α˜Γ/60~.
IV. CONCLUSIONS
We have shown that in a magnetic shuttle structure4
a temperature gradient between the leads can trigger a
shuttle instability, which leads to an exponential growth
of the amplitude of shuttle oscillations, even in the ab-
sence of a voltage bias. This leads to a “mechanically
supported thermal breakdown” in the form of an expo-
nential growth of the heat current (as well as of the elec-
trical current) through the device. In our model5 of fully
8(and oppositely) spin polarized electrons in the leads a
spin blockade prevents a current to flow in the absence
of an external magnetic field. Lifting the spin blockade
by applying such a field results in a shuttle instability if
the field strength exceeds a certain threshold value, Hc1,
determined by the amount of dissipation in the mechan-
ical subsystem. When the leads are kept at finite tem-
peratures, there is an intrinsic dissipation mechanism13
(“magnetic friction”; independent of magnetic field for
low field strengths) caused by the magnetic force and
the exchange of electrons between the quantum dot and
the leads. In addition there is phenomenological fric-
tion, which can be neglected if the quality factor of the
mechanical subsystem is large enough. The amount of
magnetic friction in our model is determined by the tem-
perature of the “hot” lead, the level energy δε = ε0 − µ,
the dot-lead coupling energy Γ, and the dot vibration
frequency. In the general case of an asymmetric junc-
tion, ΓL 6= ΓR, and nonzero temperatures in both leads,
TL 6= TR 6= 0, the magnetic friction is the sum of contri-
butions produced by each lead. We predict that a specific
feature of the magnetic friction is its anomalous temper-
ature dependence. It vanishes in the limits of small and
high temperatures and attains a maximum value at tem-
peratures T ∼ Γ ∼ δε. No shuttle instability occurs in
such high magnetic fields, H > Hc2, that the spin-flip
time exceeds the characteristic time scale determined by
the maximum of the mechanical (∼ ω−1) or electronic
(∼ ~/Γ) time scales. For sequential electron tunneling
Hc2 saturates at T ≫ Γ and slightly increases with the
decrease of temperature (see Fig. 2).
It is useful to qualitatively discuss the dependence of
Hc1 on the temperature difference between the two heat
reservoirs when they are held at almost equal tempera-
tures, δT ≪ T . In this case the rate of increase, r, of the
amplitude of the shuttle oscillations after an instability
has occurred has a linear dependence on δT (for an elec-
tric shuttle the dependence of the corresponding rate on
bias voltage V and model parameters, r ∝ V Γ, was cal-
culated in Ref. 19). If TL ≃ TR ≫ Γ our approach (using
the density operator method) is valid and from physical
considerations one can deduce that the rate of energy
pumping is proportional to H2c1δT . The temperature de-
pendence of the magnetic friction is still determined by
an equation similar to Eq. (43) and therefore the friction
coefficient γJ (T ) ∝ 1/T , where T is the average temper-
ature. We see that now Hc1 ∝ 1/
√
TδT and that it is
much larger than the corresponding field calculated for
δT ≃ T . Therefore, it may be an unrealistic proposition
to use such high values of the static external magnetic
field in experiments.
The exponential increase of the amplitude of the
center-of-mass oscillations of the dot saturates when the
energy pumped into the dot vibrations equals the energy
dissipated by the magnetic friction. From a general point
of view our device works as a spintronic quantum heat
engine20. A spin-polarized (spin-“up”) electron tunnels
from the hot lead to the vibrating quantum dot and for
a certain time it is localized in the dot. In the absence
of an external magnetic field the only further dynamics
of the spin-up electron allows it to tunnel back to the
“source” electrode. In this case the work done by the
exchange forces results in the dot motion being damped.
An external magnetic field induces coherent electron
spin dynamics in the dot (spin-up/down oscillations) and
therefore a new channel of electron tunneling (from the
dot to the “drain” lead) is opened. This process results in
positive work being done by the exchange forces, which
amounts to pumping energy from the hot lead to the me-
chanical motion of the quantum dot (the device becomes
a spintronic single-electron heat engine). Note that the
transformation of heat into mechanical energy in our de-
vice is carried out by strongly nonequilibrium and non-
linear processes. The shuttle instability is an intrinsically
threshold phenomenon (there is a minimum temperature
difference δT ∼ ~ω for which a mechanical instability can
occur). Therefore it can not be described by thermoelec-
tric coefficients obtained using linear response theory.
We speculate that the predicted phenomenon of a me-
chanically induced thermal breakdown could find useful
applications in spintronic devices, when it is essential to
avoid high temperature gradients on a chip.
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