Abstract. We prove a formula, conjectured by Zagier, for the Sn-equivariant Euler characteristic of the top weight cohomology of Mg,n.
Introduction
Fix an integer g ≥ 2. For each n ≥ 0, let M g,n denote the moduli space of complex algebraic curves of genus g with n distinct marked points. The cohomology H * (M g,n ; Q) carries a weight filtration supported in degrees from 0 to 2d, where d = 3g − 3 + n is the dimension of M g,n . The group S n acts by permuting the marked points. Our main result is a formula for the S n -equivariant Euler characteristic of the induced action on the top weight cohomology Gr W 2d H * (M g,n ; Q). It may be stated as follows.
For any partition λ ⊢ n, we have the corresponding irreducible representation V λ of S n , and the Schur function s λ in the ring of symmetric functions Λ = lim ← −n Q[x 1 , . . . , x n ] Sn . Decompose the top weight cohomology of M g,n into irreducible representations as
Then the generating function for the S n -equivariant top weight Euler characteristic of M g,n in the ring of formal symmetric power series Λ = lim ← −n Q x 1 , . . . , x n Sn is
it simultaneously encodes the integers i (−1) i c i λ for all n and all λ ⊢ n. This formula for z g is most conveniently expressed in terms of the inhomogeneous power sum functions P i = 1 + p i , where p i = j x i j . Let B r ∈ Q denote the Bernoulli number, characterized by Similar arguments give the analogous generating functions z 0 and z 1 (summing over n ≥ 3 and n ≥ 1, respectively); these look slightly different from the higher genus cases. Proposition 1.4.
Proposition 1.5.
Here, φ denotes the Euler totient function. The second author first derived these formulas from Getzler's work [Get98b] . In Section 9 we rederive them by combining our method with the work of Robinson and hence (k − 1)m ≤ 2g − 2. This proves the claim for k = 1. If k = 1, then r ∈ {0, 1} and a i , s ∈ {1, 2}. These cases may be checked by hand.
In particular, we see that z g lies in the subring Q[P ±1 1 , . . . , P
±1
2g+2 ] ⊂ Λ when g ≥ 2.
Remark 1.7. Gorsky has computed a formula for the S n -equivariant Euler characteristic of the full cohomology H * (M g,n ; Q) [Gor14] . The formula (1) for the S n -equivariant top weight Euler characteristic may also be rewritten in a form more closely analogous to Gorsky's; see Remark 8.2.
Remark 1.8. The formula of Theorem 1.1 originates in a sense from the intriguing remark "Unfortunately, our formula for e Sn (M 1,n ) does not render [Poincaré] duality manifest" of Getzler [Get98b, p. 489] and from his use of Poincaré duality in the proof of Prop. 16 in [Get98a] . In several further computations, Poincaré duality provided a nontrivial check, which led to the question of what it implies for the cohomology of M g,n . The formalism of modular operads [GK98, Thm. 8.13] for computing the S n -equivariant Euler characteristics of moduli spaces of stable pointed curves from those of moduli spaces of smooth pointed curves (or vice versa) is compatible with weights. Since the top weight Euler characteristic of M g,n is trivial, the top weight Euler characteristic of M g,n can in principle be determined. A further study of the underlying geometry by the second author led to the (computer-aided) computation of z g for 2 ≤ g ≤ 8. At a conference in 2008, he shared these results with Zagier, who then conjectured the formula of Theorem 1.1. Although the case g = 9 could be verified a little later, no further progress was made since then. The proof of Theorem 1.1 given here was obtained by the first, third, and fourth authors. Deformation (DNRF92). SP was supported by NSF DMS-1702428 and a Simons Fellowship. He thanks UC Berkeley and MSRI for their hospitality and ideal working conditions.
Preliminaries
All of the representations, symmetric functions, and graph complexes that we consider are with rational coefficients. We begin by recalling a few basic facts that will be used throughout.
Equivariant Euler characteristics.
For any partition λ ⊢ n, let V λ denote the corresponding irreducible representation of S n , and s λ the corresponding Schur function, which is an element of the ring of symmetric functions. Then n≥0 {s λ : λ ⊢ n} is a vector space basis for Λ, where
Sn is the ring of symmetric functions (the inverse limit is calculated in the category of graded rings). Another natural basis for the ring of symmetric functions is given by the power sum symmetric functions: for each i > 0, let p i = j>0 x i j ; and for any n ≥ 0 and partition λ = (λ 1 ≥ · · · ≥ λ r ) ⊢ n, let p λ = p λ 1 · · · p λr . Then n≥0 {p λ : λ ⊢ n} is also a basis for Λ.
It will also be convenient to define the inhomogeneous power sum symmetric functions as
Let V = {V n } n≥0 be a sequence of graded virtual S n -representations, where V n has graded pieces V n = i≥0 V n i , and
Definition 2.1. The Frobenius characteristic of V is the symmetric function
A useful expression for z V in terms of power sum symmetric functions is as follows. Given σ ∈ S n with cycle type a 1 ≥ a 2 ≥ · · · ≥ a ℓ , let
Then it is well known that
where χ V n i (σ) denotes the character of V n i on the conjugacy class σ of S n .
Graphs and graph complexes.
To us a graph G is given by two finite sets V (G) and H(G), an involution s : H(G) → H(G) without fixed points, and a map r :
we also considered some noninvertible morphisms between graphs, but in this paper we shall only need the isomorphisms. The elements of V (G) are called vertices, the elements of H(G) are called half-edges, and we let E(G) = H(G)/(x ∼ s(x)) whose elements we call edges. The geometric realization of G is the topological space |G| = (V (G) ∐ ([−1, 1] × H(G))/ ∼, where the equivalence relation is generated by (t, x) ∼ (−t, s(x)) and r(x) ∼ (1, x) for x ∈ H(G) and t ∈ [−1, 1]. See op. cit. for more details and motivation. An n-marked graph is a pair (G, m) where G is a graph and m is a function {1, . . . , n} → V (G) which we call the marking. It is stable if |r −1 (v) ∐ m −1 (v)| ≥ 3 for all v ∈ V (G), and connected and genus g if |G| is connected and has Euler characteristic 1 − g. Definition 2.2. Let J • g,n be the groupoid whose objects are stable, connected, genus g, n-marked graphs (G, m) as above, satisfying additionally that m : {1, . . . , n} → V (G) is injective.
Isomorphisms
This groupoid is essentially small, and we shall tacitly replace it with an equivalent small subcategory. In the category J g,n defined in [CGP19, Section 2.2] we did not require m to be injective, and we also included the data of a weighting w : V (G) → N. We may identify J • g,n with a subcategory of J g,n by setting w = 0. We also set the notation J • g = J • g,0 . Definition 2.3. For a graph G and an automorphism τ : G → G, we write sgn(τ E ) ∈ Z × for the sign of the induced permutation τ E on E(G).
A graph G has alternating automorphisms if sgn(τ E ) = 1 for all automorphisms τ .
Finally, let us recall the chain complex K (g,n) associated to the category J • g,n . It has generators [G, m, ω] where (G, m) ∈ J • g,n is an object and ω is a total order on E(G), of homological degree the cardinality of E(G). These generators are subject to the relation that [G,
g,n ; the sign "±" is the sign of the permutation determined by the bijection τ E : E(G) → E(G ′ ) and the total orders ω and ω ′ . In particular we obtain a basis of K (g,n) by choosing one object (G, m) in each isomorphism class with alternating automorphisms, and for each such choosing a total order of E(G). The boundary homomorphism on K (g,n) is given by signed sum of one-edge contractions and has degree −1. Its precise definition, which we do not need here, is in [CGP19, §5.2].
The following proposition is proved in [CGP19, Proposition 5.3]. The proof given there provides an explicit isomorphism. Briefly, we identified ∆ g,n , the moduli space of tropical curves of volume 1, with the dual complex of the boundary divisor in the stable curves compactification M g,n . Then we proved that the cellular chain complex on ∆ g,n , with degrees shifted by one, is quasi-isomorphic to K (g,n) .
Proposition 2.4. With the (S
Corollary 2.5. The S n -equivariant top weight Euler characteristic of M g,n is given by
Proof. The Frobenius characteristic of the homology of K (g,n) is equal to the Frobenius characteristic on the chain level, as for any Euler characteristic.
Remark 2.6. Note that z g is also the generating function for the S n -equivariant weight zero compactly supported Euler characteristics of M g,n , since Frobenius characteristics are invariant under duality.
For later use we define a larger groupoid, whose morphisms are allowed to permute the markings.
Definition 2.7. Let J • g,n /S n be the groupoid with the same objects as J • g,n , but whose isomor-
We shall write τ |m ∈ S n for the (uniquely determined) permutation satisfying
2.3. Orbi-counting and orbi-summation. Let us make some elementary observations about counting objects with automorphisms. We shall use these as organizing principles for later arguments in this paper. By a finite groupoid we mean a groupoid that is equivalent to one with a finite number of objects and morphisms. Let π 0 (G) denote the set of isomorphism classes in a finite groupoid G, let V be a rational vector space, and let f : π 0 (G) → V be a function. We denote the orbisum of f by
In particular, the rational number G 1 is the groupoid cardinality of G.
is finite for all i, then the definition of G f still makes sense, and the lemmas and discussion below extend essentially verbatim. We will use orbisummation in this level of generality as needed, without further mention.
If F : G → H is a functor between finite groupoids and f : π 0 (G) → V is a function, we define the push-forward (F * f ) : π 0 (H) → V by the formula
where the subscript denotes the "comma category" (F ↓ h). Recall that the objects of (F ↓ h) are pairs (g, φ) with g an object of G and φ : F (g) → h a morphism in H, and morphisms
Lemma 2.9. The push-forward F * f is equivalently characterized by
where the sum is over objects g i ∈ G, one in each isomorphism class of G with
Proof. Reduce to the case that H has one object h and G is skeletal, and let g ∈ G. Under the
, and the orbit of φ bijects with the isomorphism class [(g, φ)]. So
as required.
The following lemma is a straightforward consequence of (7).
Lemma 2.10. Let F : G → G ′ and F ′ : G ′ → G ′′ be functors between finite groupoids and let f : π 0 (G) → V be a function to a rational vector space. Then
In particular, letting G ′′ be trivial,
If F : G → H is a functor between finite groupoids and α : π 0 (H) → Q is a function, we similarly define
The sets of functions π 0 (H) → Q and π 0 (G) → Q are rings under pointwise product, and the sets of functions π 0 (H) → V and π 0 (G) → V are modules over those two rings, respectively. Then F * is a ring homomorphism, and it is easily verified that F * is a homomorphism of modules over Map(π 0 (H), Q), i.e., that the equation
Example 2.11. For a finite groupoid G, let Fun(Z, G) be the groupoid whose objects are functors from the group Z, regarded as a one-object groupoid, to G and whose morphisms are the natural isomorphisms. Objects shall be written (x, τ ), where x is the image of the one object, and τ ∈ Aut G (x) is the image of the generating morphism 1 ∈ Z. There is a forgetful functor
, which depends only on the conjugacy class of τ ∈ Aut(x) and the isomorphism class of x. Then from (6), we see that
because the comma category (U ↓ x) is equivalent to the set Aut G (x), regarded as a discrete category, i.e., a category in which all morphisms are identities. The orbisum of f then becomes
where the first sum ranges over objects x ∈ G, one in each isomorphism class, and the second over all automorphisms of x.
Example 2.12. Let V be a sequence of graded S n representations, regarded as functor from (a skeletal subcategory of) finite sets and bijections to finite-dimensional graded rational vector spaces, and let f V : π 0 (Fun(Z, FinSet)) → Q be the function that sends a finite set S and a bijection σ : S → S to the supertrace of σ acting on V (i.e., alternating sum of the traces in each degree). Then the Frobenius characteristic is
where ψ : π 0 (Fun(Z, FinSet)) → Λ is the function given by (5).
For later use we record the following observation, whose proof we leave as an exercise.
Lemma 2.13. Let F : G → H be a functor between finite groupoids, and assume that (F ↓ h) is equivalent to a discrete category for all objects h ∈ H. Then the induced functor
given by composing with F , has the same property: the comma category (LF ↓ (h, τ )) over any object (h, τ ) ∈ Fun(Z, H) is equivalent to a discrete category. Moreover, the set π 0 (LF ↓ (h, τ )) may be identified with the τ -fixed elements of the set π 0 (F ↓ h).
We will apply this lemma in the proof of Proposition 3.2.
3. The contribution of a graph as a sum over automorphisms
has a basis with one generator for each isomorphism class of stable, connected, genus g, n-marked graphs with i edges, and alternating automorphisms. This basis is not quite canonical; the sign of each element depends on a choice of ordering of the edges, up to alternating permutation, but these signs will not affect our calculations.
Definition 3.1. For a bijection τ : S → S of a finite set S, write
where λ 1 ≥ · · · ≥ λ s is the cycle type of τ and P a = 1 + p a ∈ Λ for a ∈ Z >0 . Proposition 3.2. The element z g ∈ Λ may be expressed as
where the sum is over one G in each isomorphism class, and
where τ V , τ E , and τ H denote the permutations τ induces on the finite sets V (G), E(G), and
Note that, by Example 2.11, the two sums G 1 | Aut(G)| τ ∈Aut(G) may be combined into one orbisum over the groupoid Fun(Z, J g ). We shall prove the proposition by finding a formula for z g as an orbisum over a different groupoid, and then applying Lemma 2.10. We shall employ this language of orbisums over groupoids here as a warmup for later arguments.
Proof. In this proof, notation like x∈π 0 (G) f (x) shall always mean the sum over one object x ∈ G in each isomorphism class in the groupoid G.
Let J + g,n ⊂ J • g,n be the full sub-groupoid whose objects are those with alternating automorphisms. A permutation σ ∈ S n defines a functor J + g,n → J + g,n which we shall denote G → G.σ, and this functor in turn permutes the set π 0 (J + g,n ) of isomorphism classes. The chain complex K (g,n) has one basis element for each isomorphism class in J + g,n , canonically determined up to a sign, and with respect to this basis the action of σ is a signed permutation. Non-zero diagonal entries appear for G ∈ J + g,n when there exists an isomorphism φ : G ∼ = G.σ, and in this case the entry is sgn(φ E ) ∈ Z × . The condition that G has alternating automorphisms ensures that this sign is well defined, independent of the choice of φ. Then the supertrace of σ :
so we get
When an isomorphism φ : G ∼ = G.σ exists, then there exist precisely | Aut J • g,n (G)| many such isomorphisms each with the same value of sgn(φ E ), and if G has non-alternating automorphisms, then φ∈Iso(G,G.σ)
| Aut G| vanishes because sgn(φ E ) is negative for exactly half of the isomorphisms from G to G.σ. Hence the formula for z g may be rewritten as
The set of pairs (σ, φ) with σ ∈ S n and φ ∈ Iso(G, G.σ) is in bijection with Aut
. . , n} by restricting along the injective marking m : {1, . . . , n} → G. Hence we get, by collecting the two inner summations into one,
The forgetful functor v : J • g,n → J • g,n /S n satisfies v * v * 1 = n!, since the comma category (v ↓ G) is equivalent to an n! element set. That is,
by Example 2.11. Let us write α 0 (G, τ ) = (−1) |E(G)| sgn(τ E ) and for later use point out that α 0 (G, τ ) equals (−1) |E(G)/τ | , where E(G)/τ denotes the set of orbits for the action of τ on E(G). If we also write β 0 (G, τ ) = ψ(τ |m ), we have proved that z g is the orbisum of the function
For each object (G, m) of J • g,n /S n we may forget the marking m : {1, . . . , n} → V (G): the resulting graph G may not be stable, but it may be stabilized by smoothing all 2-valent vertices, leading to a functor
) as in Lemma 2.13. Taking coproduct over all n, we assemble to two "forget markings" functors (10) u :
to which we will apply Lemma 2.10 (see also Remark 2.8).
The groupoid (u ↓ G) is equivalent to a discrete groupoid, namely the set
regarded as a discrete groupoid, where the function h x associated to an object
records the cardinalities of the inverse image of the function m :
. By Lemma 2.13, the groupoid (U ↓ (G, τ )) may be identified with the set N (G) τ of τ -invariant such functions.
For brevity, let us in the rest of this proof write V = V (G) and E = E(G), and let us write E = E + ∐ E − where E − consists of the edges that are reversed by some power of τ (i.e., fixed points of τ i E that do not lift to fixed points of τ i H for some i ∈ Z) and E + are those that are not. To each τ -invariant function h ∈ N (G) we may associate two other functions
) for e ∈ E + , and
) for e ∈ E − . This sets up a bijection
Subdividing b([e]) many times each edge in the τ E -orbit of an e ∈ E + will change the number of τ E -orbits by precisely b([e]), while subdividing 2b([e]) + a([e]) many times each edge in the τ E -orbit of an e ∈ E − changes the number of τ E -orbits by b([e]). Hence the composition
By a similar argument, the composition
where we have written |x| for the size of a τ -orbit x, when regarded as a subset x ⊂ V ∐ E. Hence we get
By collecting terms, we get
.
After multiplying denominator and numerator by x∈E + /τ (1 + p |x| ), we recognize this as
Now, Lemma 2.10 and Example 2.11 imply
which finishes the proof of Proposition 3.2.
The conceptual significance of the sets (V ∐ E − )/ τ and (E + ∐ E − )/ τ associated to (G, τ ) is suggested by considering the quotient |G| → |G|/ τ by the action of τ on the topological space |G|. The quotient is a "topological graph" in the sense that there exists a homeomorphism |G|/ τ ≈ |X| for some graph X. We will see next that there is a canonical way to choose X so that there are canonical bijections of sets V (X) ∼ = (V ∐ E − )/ τ and E(X) ∼ = (E + ∐ E − )/ τ . In fact a graph X with these properties may be functorially associated to (G, τ ); the next step in our proof of Theorem 1.1 exploits this.
From graphs with automorphisms to orbigraphs
, and let E − (G) ⊂ E(G) consist of those edges that are reversed by some power of τ (as in the proof of Proposition 3.2). Let G ′ be the graph obtained by barycentrically subdividing each e ∈ E − (G) once. Then we have a τ -equivariant homeomorphism |G| ∼ = |G ′ |, but no power of τ reverses any edge of G ′ . Define a new graph X = X(G, τ ) by
and structure maps s X and r X induced from those on G ′ . The fact that no power of τ reverses any edge of G ′ implies that s X is again fixed-point free, and the property s X •s X = Id is inherited from G ′ . Hence X is indeed a graph. We have canonical homeomorphisms
We shall also need the function
that measures cardinality of inverse image under the quotient map
It satisfies f (r(x))|f ([x]) for all x ∈ H(X). The pair (X, f ) is an example of an orbigraph, defined as follows.
Definition 4.1. An orbigraph is a pair (X, f ) where X is a graph and f :
compatible with all structure maps r, s, and f .
, and is stable if it satisfies
. Let OG g be the groupoid whose objects are stable, connected, genus g orbigraphs, and whose morphisms are the isomorphisms of orbigraphs.
), then the orbigraph (X, f ) defined by (13) and (14) is a stable connected orbigraph of genus g. We shall denote it by O(G, τ ). In this way we have defined a functor between groupoids
We emphasize that χ(X, f ) is of course usually different from the Euler characteristic of the underlying graph X, which we shall denote χ(X).
, where
Proof. We have previously noted that (−1) |E(G)| sgn(τ E ) = (−1) |E(G)/ τ | . But the cardinality of E(G)/ τ equals that of E(X), establishing the sign. The formula for
was already established as part of the proof of Proposition 3.2, since V (X) = (V ∐ E − )/ τ and E(X) = (E + ∐ E − )/ τ , in the notation of that proof. 
Proof. We already saw that z g = Fun(Z,J • g ) α 0 · β 0 , and that α 0 = O * α and β 0 = O * β. The claim now follows from (8).
For later use, we give the following description of Q(X, f ), although it will only be useful after further simplifications. A Z-set is a finite set S with a specified action of Z; or, equivalently, with a specified bijection S → S.
Definition 4.7. Let Orb denote the category whose objects are finite sets with a specified transitive action of Z, and whose morphisms are Z-equivariant set maps.
let P(X) be the category whose object set is V (X) ∐ E(X), and whose non-identity morphisms are in bijection with H(X), where x ∈ H(X) is regarded as a morphism from [x] ∈ E(X) to r(x) ∈ V (X). (If X has no loops, this is the "poset of simplices" in X, ordered by reverse inclusion). An identification
which by abuse of notation we shall also denote φ. To such an identification we associate a functor
This association defines a fully faithful functor from Q(X, f ) to the groupoid (15) Fun f (P(X), Orb) ∼ whose objects are functors j from P(X) to Orb, satisfying |j(x)| = f (x) for all x ∈ V (X) ∐ E(X), and whose morphisms are natural isomorphisms of such functors.
The notation ∼ records that the morphisms of the category are natural isomorphisms as opposed to all natural transformations. Figure 1 illustrates a genus 2 graph G with an involution τ reversing each of the two loops, the associated orbigraph O(G, τ ), as well as the quotient map |G| → |G|/ τ ∼ = |X|. In this case the category P(X) has five objects and looks like (• ← • → • ← • → •). The inverse image in |G| of x ∈ |X| ∼ = |G|/ τ is canonically identified with the value of the functor j on the vertex or edge of X given by x. Informally, the lemma asserts that if we know all inverse images of x ∈ |X| as Z-sets, not just their cardinalities, then we may reconstruct G up to canonical isomorphism of graphs.
Proof. The subdivided graph G ′ from the definition of O(G, τ ) may be reconstructed from j as The structure map r : H(G ′ ) → V (G ′ ) comes from functoriality of j, while s = s G ′ : H(G ′ ) → H(G ′ ) uses some extra structure on P(X). Namely, the map s X : H(X) → H(X) associates to each f : x → y a morphism s(f ) : x → y ′ with the same source, which induces s
It is easily verified that this recipe gives a graph G ′ , with Z-action induced from the actions on each j(x), and a canonical isomorphism G ′ / τ ∼ = X for any functor j : P(X) → Orb with the cardinality restriction as above. The graph G obtained from G ′ by smoothing 2-valent vertices will be an object of J • g provided it is connected, and in this case we have produced an element of Q(X, f ). It is easily checked that this process gives an inverse functor to the one described in the lemma.
The correspondence between Q(X, f ) and the functors j : P(X) → Orb satisfying the cardinality condition is not essentially surjective, because some functors correspond to disconnected G. In fact, we can say exactly what the essential image is.
Lemma 4.9. The above correspondence gives an equivalence of groupoids to the functors j satisfying in addition that colim P(X) j is a singleton.
Proof. Let G ′ be the graph associated to the functor j, as in the above proof. Then E(G ′ ) may be identified with ∐ x∈E(X) j(x). Up to canonical homeomorphism, the topological space |G ′ | ∼ = |G| is obtained from V (G ′ ) ∐ E(G ′ ) by gluing an edge for each element of H(G ′ ). Hence π 0 (|G|) is written as the coequalizer of two particular maps H(G ′ ) −→ −→ V (G ′ ) ∐ E(G ′ ), which then by definition is colim P(X) j.
A useful condition under which Q(X, f ) and Q(X ′ , f ′ ) are equivalent categories is as follows. Proof. Define
and restricting j otherwise. We used that a morphism S → S ′ of finite transitive Z-sets is an isomorphism if and only if |S| = |S ′ |; therefore j(h) is an isomorphism.
Then j can be recovered from j ′ , up to natural isomorphism, by setting j(e)
to define the two morphisms j(h ′ ) and j(s(h)). Such a factorization exists since f (w)|f (v). Moreover colim P(X) j = colim P(X ′ ) j ′ and in particular one is a singleton Z-set if and only if the other is. Thus F restricts to an equivalence of categories between Q(X, f ) and Q(X ′ , f ′ ).
From orbigraphs to static orbigraphs
We now introduce a notion of exhalations and inhalations for orbigraphs, and show that the total contribution to z g coming from orbigraphs that admit a nontrivial exhalation or inhalation is zero. This will reduce our computation of z g to a sum over static orbigraphs, i.e., those that admit no nontrivial exhalations or inhalations.
, and if at least one of v, v ′ has valence 2 and the other edge e ′ at that vertex has f (e ′ ) > f (e). Let Exh(X, f ) ⊂ E(X) be the set of exhalable edges.
If e ∈ Exh(X, f ) we define the exhalation to be the orbigraph (X ′ , f ′ ) obtained by collapsing e to a new vertexṽ and setting f (ṽ) = f (e). See Figure 3 .ṽ Lemma 5.2. Let (X ′ , f ′ ) be the exhalation of (X, f ) ∈ OG g along some e ∈ Exh(X, f ). Then
and the exhalation of (X ′ , f ′ ) along some e ′ ∈ Exh(X ′ , f ′ ) is canonically isomorphic to the exhalation performed in the other order.
Definition 5.3. For an orbigraph (X, f ), let Ex(X, f ) be the orbigraph obtained by iterated exhalation of (X, f ) along all exhalable edges. This defines a functor
which we call the maximal exhalation.
Recall that we wish to calculate z g = OGg α · β · γ, in the notation of Corollary 4.6. As we shall see, the function α · β · γ simplifies drastically by pushing it forward along Ex. To study the comma categories (Ex ↓ (X, f )), we note that exhaling can be reversed:
Definition 5.4. Let (X, f ) be an orbigraph.
(
i) An element v ∈ V (X) is inhalable if it has valence 2 in X and f (h) > f (v) for both half-edges h ∈ H(X) incident to v. (ii) An element h ∈ H(X) is inhalable if v has valence at least 3 and if f (h) > f (v), for the
vertex v = r(h) incident to h. In either case the inhalation of (X, f ) along h or v is the orbigraph (X ′ , f ′ ) obtained by expanding v into an edge e = vv ′ , with v ′ incident to h and v incident to the other half-edges at v, and
be the set of inhalable elements.
which case it is equivalent to the power set of Inh(X, f ), regarded as a discrete category: the equivalence is defined by sending a subset to the orbigraph obtained by iterated inhalation along those elements.
See Figure 4 for an example where |Inh(X, f )| = 3 so (Ex ↓ (X, f )) is equivalent to a set with 2 3 = 8 elements, regarded as a discrete groupoid.
Proof. An object of (Ex ↓ (X, f )) consists of an (X ′ , f ′ ) ∈ OG g and an isomorphism Ex(X ′ , f ′ ) ∼ = (X, f ). Each e ∈ Exh(X, f ) is collapsed to a vertex v ′ in X. If the valence of v ′ is at least 3, it comes with a distinguished incident half-edge h, corresponding to the 2-valent vertex of e. Hence we associate to e an element of Inh(X, f ), either v ′ , if it is 2-valent, or h. By inhaling all these elements, we get back an orbigraph with a canonical isomorphism to (X ′ , f ′ ): the identity map of the non exhaled/inhaled elements of H(X ′ , f ′ ) ∐ V (X ′ , f ′ ) extends uniquely to an isomorphism.
Note the following special case of Lemma 4.10.
Lemma 5.6. For any orbigraph (X, f ), there is a (canonical) equivalence of categories
Corollary 5.7. Let α, β, and γ be as in Corollary 4.6. Then
Proof. If (X, f ) admits an exhalation then it is not in the essential image of Ex. Hence that case is obvious, and we assume (X, f ) = Ex(X, f ).
Lemma 5.6 shows that γ is invariant under exhalations, and it is easy to check that β is also invariant under exhalations: this is because β(X, f ) depends only on the numbers χ(X d ) and these are preserved by exhalations. Hence β · γ = Ex * (β · γ), so by (8)
The function α is not preserved by inhalations, and in fact it changes sign once for each inhalation. Therefore Lemma 5.5 implies that
which is zero when Inh(X, f ) = ∅. Corollary 5.9. Let α, β, and γ be as in Corollary 4.6. Then
Static orbigraphs
We now give a structural classification of static orbigraphs.
is 2-valent and equals r • s(h i−1 ), for i = 1, . . . , k, and
, where e i = {h i , s(h i )} ∈ E(X), for i = 0, . . . , k − 1. In that case we write d = f (v 0 ) and
The length of the tail is the number k. The tail is maximal if it cannot be extended to a longer tail (h 0 , . . . , h k , h k+1 ).
It is easily seen that any tail is part of a unique maximal tail, and that distinct maximal tails
, and restricting f otherwise.
In particular, cropping a tail of length zero results in an orbigraph canonically isomorphic to the input. Cropping a maximal tail leaves a length-zero tail, ending in a 1-valent vertex. The original orbigraph (X, f ) may be reconstructed up to canonical isomorphism from the data of (X ′ , f ′ ), the marked point v k ∈ V (X ′ ), and the sequence d|x 1 | . . .
Lemma 4.10, and induction on length of tail, immediately give the following; compare with Lemma 5.6 for exhalation.
The following proposition classifies static orbigraphs. Proof. Notice that cropping tails does not change the inhalable or exhalable sets. Therefore we may assume (X, f ) = (X ′ , f ′ ) has no positive length tail. If (X, f ) admits an inhalation or exhalation, then f cannot be constant away from 1-valent vertices. Now suppose (X, f ) is static. Consider the set of vertices v ∈ V (X) of valence at least 2, such that f ([h]) > f (v) for some h ∈ H(X) with r(h) = v. It suffices to show this set is empty. Suppose not, and choose a vertex v in that set, with f (v) minimal. Now if v has valence at least 3 then h would be inhalable. Therefore v has valence 2. The other half-edge
. This contradicts the choice of v unless v ′ is 1-valent. But then (X, f ) has a positive length tail, contradiction. , so we get a splitting according to this data. The number k defined by (3) may be interpreted as minus the Euler characteristic of X relative to the tail points. Since |G| → |G|/ τ ∼ = |X| is an m-fold cover away from the tail points, we get (4) by "graph-theoretic Riemann-Hurwitz".
Contribution from reduced static orbigraphs
We have seen z g = OG stat g α · β · γ. In this section we study some properties of the functions α, β, and γ with respect to the functor R : OG 
i.e., γ = R * γ and β = R * β, in the notation of §2.3.
depends only on the numbers χ(X d ) which are invariant under cropping tails. The number γ(X, f ) is the groupoid cardinality of Q(X, f ), but by Lemma 6.3 this is preserved by cropping tails.
We can also evaluate the functions β and γ on reduced static orbigraphs, using the classification in Lemma 6.6. Proof. The formula for β(X, f ) ∈ Λ comes directly from the formula in Corollary 4.6. The number γ(X, f ) ∈ Q is defined as the groupoid cardinality of Q(X, f ), which we identify as in the proof of Lemma 5.6 with a full subcategory of (16) Fun f (P(X), Orb) ∼ , the groupoid whose objects are functors j : P(X) → Orb satisfying |j(x)| = f (x) for all x, and whose morphisms are natural isomorphisms of such functors. Recall that in general, Q(X, f ) is only a subgroupoid because objects of J • g are required to be connected. As in the proof of Lemma 6.3, the values of such j at the 1-valent vertices of X are canonically determined by the values at the incident edges, up to unique isomorphism. Away from the 1-valent vertices f is constantly m, so all morphisms must go to isomorphisms between finite transitive Z-sets of cardinality m. Therefore the groupoid (16) may be identified with the groupoid of m-fold cyclic covering spaces of |X| (i.e., principal Z/mZ-bundles over |X|; given such a bundle the corresponding functor j is given on objects by sending x ∈ V (X) ∐ E(X) to the fiber over the corresponding point in |X| and on morphisms by monodromy of the bundle). After picking a basepoint in |X| and a basis for the free group π 1 (|X|), the groupoid (16) may therefore be identified with Fun(F r , Z/mZ), where F r denotes the free group on r letters and Z/mZ the cyclic group with m elements, regarded as groupoids with one object. The objects of Fun(F r , Z/mZ) are identified with group homomorphisms F r → Z/mZ, and given A, B : F r → Z/mZ, there is a natural isomorphism from A to B for every z ∈ Z/mZ such that B(x) = zA(x)z −1 for every x. Since Z/mZ is abelian, π 0 (Fun(F r , Z/mZ)) = Hom Gp (F r , Z/mZ) and the automorphism group of any functor is cyclic of order m.
It remains to understand the connectivity condition: we only want covering spaces q : P → |X| whose total space P becomes connected after taking the quotient by the action of τ f (x) on each fiber q −1 (x), as x ∈ |X| ranges over the 1-valent vertices. Therefore such covering spaces are in correspondence with the set (17) {(z 1 , . . . , z r ) ∈ (Z/mZ) r | the mod D reductions of the z i generate Z/DZ}, which has cardinality
The groupoid cardinality of the subgroupoid of (16) corresponding to Q(X, f ) is obtained by dividing that quantity by m.
Unlike β and γ, the number α(X, f ) = (−1) |E(X)| is not invariant under cropping tails. Instead we have the following. 
where µ is the Möbius function.
Proof. The groupoid (R ↓ (X, f )) may be identified with the product, over i = 1, . . . , s, of the sets of chains between 1 and m/d i in the poset (divisors of m/d i , divisibility), regarded as a discrete groupoid. The function to be summed may be identified with α(X, f ) times the product of (−1) 1+length of ith chain . It is well known that the sum, over chains from 1 to a of divisors of a natural number a, of (−1) length of chain gives the Möbius function µ(a).
We can also evaluate the number α(X, f ) for reduced static orbigraphs, by appealing to a calculation of a certain orbifold Euler characteristic, due to Kontsevich. 
where B r is the Bernoulli number and n = |a| = a 1 + · · · + a s .
Proof. First dispense with a special case that (r, n) = (0, 2). Then either s = 1, a 1 = 2, and both sides are −1/2, or s = 2, a 1 = a 2 = 1, and both sides are −1.
Otherwise, an object of OG stat,red (g,m,r,s,a,d) has n many tails, each of which consists of an edge ending in the tail point, which is a valence-1 vertex. If we pick a total ordering of the set of the a 1 many tails with value d 1 , a total ordering of the set of the a 2 many tails with value d 2 , etc, we arrive at an object of the groupoid J p r,n defined exactly as J • r,n , except that we do not require the marking function m : {1, . . . , n} → V to be injective. The superscript p stands for "pure," as in [CGP19] . Accounting for the choices of orderings of marked points, and the n many extra edges where the tails are attached, we therefore get
The lemma now follows from the formula
valid when 2r − 2 + n > 0. The case n = 0, r ≥ 2 of this formula was given by Kontsevich [Kon93] ; see [Ger04, §7.1] for a proof. The general case is easily deduced by induction on n; see Appendix 10.
Conclusion
In light of Lemma 7.1, we may apply (8) to the functor R : OG
to rewrite the formula in Corollary 5.9 as
We may now replace OG stat,red g by the coproduct in Lemma 6.6, and observe by Proposition 7.2 that α and β are constant functions on each π 0 (OG stat,red (g,m,r,s,a,d) ).
Combining with the formula in 7.4 then finishes the proof of Theorem 1.1.
We deduce a formula for the ordinary numerical (non-equivariant) top weight Euler characteristic of M g,n , for large n. This agrees, surprisingly, with the "orbifold Euler characteristic" of the category J p g,n , as computed in Proposition 10.1. In particular, although this orbifold Euler characteristic is a priori rational, since objects in J • g,n have nontrivial automorphisms even when n is large, it is an integer when n > g + 1. We would be interested to have a more conceptual proof of these facts. 
for n > g + 1.
Proof. The Euler characteristic of the top weight cohomology of M g,n is (20) n! · coeff p n 1 z g .
In the expression for z g in Theorem 1.1, the term − is the only term with a negative power of P 1 . Moreover, it is easy to see that the maximum exponent of P 1 equals g + 1. Therefore for n > g + 1, (20) equals −n! · B g g(g − 1)
· coeff p n ) in terms of the orbifold (nonequivariant) Euler characteristics of the same pair. This is conceptually quite similar to [Gor14] , whose main result is a formula for the S n -equivariant (non-orbifold) Euler characteristic of M g,n in terms of the orbifold (non-equivariant) Euler characteristic of M g,n .
Example 8.3. This is an example illustrating the computation of z g from the contributions of pairs (G, τ ) given by Proposition 3.2, in the case g = 2. Note that there are only three isomorphism classes in J • 2 , namely the theta graph, the dumbbell graph, and the figure 8 graph. We claim that the contributions of the dumbbell G ′ and figure 8 G ′′ sum to zero. To see this, note that every automorphism τ ′ of the dumbbell maps the bridge to itself, and hence descends to an automorphism τ ′′ of the figure 8. The induced map is an isomorphism Aut G ′ ∼ = − → Aut G ′′ , and the contribution of (G ′ , τ ′ ) is minus the contribution of (G ′′ , τ ′′ ).
It remains to compute the contribution of the theta graph G, with edges 1, 2, 3 and vertices v, w. It has 12 automorphisms:
(1) Identity: φ V = (v)(w), φ E = (1)(2)(3).
Contribution:
P 2 1 P 3 1 P 6 1 = − 1 12 1 P 1 .
(2) Exchange 2 edges: φ V = (v)(w), φ E = (12)(3), 3 in this conjugacy class Contribution: 1 4 P 2 1 P 1 P 2 P 2 1 P 2 2 = 1 4 P 1 P 2 . (5) Exchange 2 edges and flip: φ V = (vw), φ E = (12)(3), 3 in this conjugacy class Contribution: 1 4 P 2 P 1 P 2 P 3 2 = 1 4 P 1 P 2 .
(6) Cycle 3 edges and flip: φ V = (vw), φ E = (123), 2 in this conjugacy class Contribution:
− 1 6 P 2 P 3 P 6 .
The total z 2 = − 1 12 1 agrees with Theorem 1.1.
Genus 0 and 1
We recall (see [Sun96, Lemma 3 .6]) the following formula for Frobenius characteristics of induced representations of S n . 
Proof of Proposition 1.4. Recall from [CGP19] that Gr
W 2d H 2d− * (M g,n ; Q) ∼ = H * −1 (∆ g,n ; Q)), where d = 3g − 3 + n and ∆ g,n is the moduli space of tropical curves of volume one. For g = 0 and n ≥ 4 the space ∆ 0,n is a shellable simplicial complex, homotopy equivalent to a wedge sum of (n − 2)! spheres of dimension n−4. (It is a point for n = 3, and empty for n < 3.) In [RW96] , Robinson and Whitehouse show that the character of the S n -action on H n−4 (∆ 0,n ; Q) ∼ = Gr Lie n−1 − Lie n ) where ǫ denotes the alternating character, and Lie n is the character of the S n -action on the component of the free Lie algebra on x 1 , . . . , x n spanned by words involving each generator exactly once. Recall that Lie n = Ind Sn Cn ρ n for ρ n any primitive character of C n := Z/nZ, i.e., one sending the generator 1 ∈ Z/nZ to a primitive n th root of unity. Writing ch for Frobenius characteristic, we deduce the following formulas by applying Lemma 9.1 and using that ch(V ) and ch(ǫ · V ) are related by the involution of Λ given by p a → (−1) a−1 p a . 
