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Resumo
Neste trabalho, discutimos inicialmente resultados de explos~ao no tempo T  <1 para a soluc~ao
(u;b)(; t) (denida em [0; T )), como tambem para as suas derivadas, do sistema Magnetohi-
drodina^mico (MHD). Estes foram obtidos por uma extens~ao de resultados similares encontrados
para as classicas equac~oes de Navier-Stokes. Em ordem a citarmos um exemplo, provamos que
k(u;b)(; t)kq explode a uma taxa (T    t) 
q 3
2q ; para todo t 2 [0; T ) e 3 < q < 1. Em se-
guida, avaliamos algumas condic~oes sucientes para a existe^ncia de soluc~ao global no tempo para
as equac~oes de Navier-Stokes e MHD. Por m, generalizamos observac~oes de explos~ao, tambem em
tempo nito, da soluc~ao das equac~oes MHD, envolvendo espacos de Sobolev Homoge^neos, para o
sistema Magneto-micropolar. Mais precisamente, provamos que se a soluc~ao (u;w;b)(; t) apre-
senta explos~ao em T  <1, ent~ao k(u;w;b)(; t)k _Hsk(u;w;b)(; t)k
2s
1+2
 1
2 e limitado inferiormente
por C(T    t) s1+2 , para todo t 2 [0; T ), se  2 (0; 1) e s  12 + :
Palavras-chave: Equac~oes de Navier-Stokes; Equac~oes MHD; Equac~oes Magneto-micropolares;
Explos~ao de Soluc~ao.
Abstract
In this work, we study blow-up results in nite time for the solution (u;b)(; t) (dened in
[0; T )), as well as for their spacial derivatives, of the Magnetohydrodynamic (MHD) system. These
results are obtained by extending some statements found in the literature for the classical Navier-
Stokes equations. In order to cite an example, we prove that k(u;b)(; t)kq explodes at a rate
(T    t)  q 32q ; for all t 2 [0; T ) and 3 < q < 1. In addition, we prove some sucient conditions
for the existence of global solution (in time) for the Navier-Stokes and MHD equations. Finally, we
generalize some results established from the MHD equations, involving Sobolev Spaces Homogene-
ous, to the Magneto-micropolar system. More precisely, we show that if the solution (u;w;b)(; t)
presents blow-up in T  <1, then k(u;w;b)(; t)k _Hsk(u;w;b)(; t)k
2s
1+2
 1
2  C(T    t)
s
1+2 , for all
t 2 [0; T ), where  2 (0; 1) and s  12 + :
Keywords: Navier-Stokes Equations; MHD Equations; Magneto-micropolar Equations; Blow-up
of Solution.
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Introduc~ao
Neste trabalho, derivamos propriedades de soluc~ao para o seguinte sistema de equac~oesmagneto-
micropolar incompressvel:8>>>>>>>>>><>>>>>>>>>>:
ut + u  ru + r(p+ 12 jb j2) = (+ )u + b  rb + rw;
wt + u  rw = w + r(r w) + ru   2w;
bt + u  rb = b + b  ru;
r  u = r  b = 0;
u(; 0) = u0; w(; 0) = w0; b(; 0) = b0;
(1)
onde u(x; t) = (u1(x; t); u2(x; t); u3(x; t)) 2 R3 denota o campo velocidade incompressvel,w(x; t) =
(w1(x; t); w2(x; t); w3(x; t)) 2 R3 descreve a velocidade micro-rotacional, b(x; t) = (b1(x; t); b2(x; t),
b3(x; t)) 2 R3 o campo magnetico e p(x; t) 2 R a press~ao. As constantes positivas ; ; ; , e  est~ao
associadas a propriedades especcas do uido; mais precisamente,  e a viscosidade cinematica,
 e a viscosidade do vortice,  e  s~ao as viscosidades de rotac~ao e, por ultimo,  1 e o numero
magnetico de Reynolds. Os dados iniciais para os campos velocidade e magneticos, dados por u0 e
b0 em (1), s~ao assumidos livres de divergente, i.e., r  u0 = r  b0 = 0:
O problema de existe^ncia de soluc~ao forte para o sistema magneto-micropolar (1) foi discutido
por J. Yuan [48] em 2008. Tal artigo garante a existe^ncia de soluc~ao (unica) (u;w;b)(; t) 2
C([0; T );Hs0(R3)) \ C1((0; T );Hs0(R3)) \ C((0; T );Hs0+2(R3)); denida no intervalo maximal
[0; T ), com 0 < T   1 dependendo dos para^metros ; ; ;  e do dado inicial (u0;w0;b0),
atraves do teorema a seguir:
Teorema 0.1 (ver [48]). As seguintes armac~oes s~ao validas:
1. (Existe^ncia local). Seja s0 >
3
2 . Assuma que (u0;w0;b0) 2 Hs0(R3), com r  u0 = r  b0 =
0, ent~ao existe um instante positivo T  = T (k(u0;w0;b0)kHs0 ), com 0 < T   1, tal
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que existe uma unica soluc~ao (u;w;b)(; t) 2 C([0; T );Hs0(R3)) \ C1((0; T );Hs0(R3)) \
C((0; T );Hs0+2(R3)) para o sistema (1).
2. (Criterio de explos~ao). Suponha que para s0 >
3
2 , (u;w;b)(; t) 2 C([0; T );Hs0(R3)) \
C1((0; T );Hs0(R3)) \ C((0; T );Hs0+2(R3)) e uma soluc~ao suave para o sistema (1). Se
existe uma constante absoluta M > 0 tal que
lim
!0
sup
j2Z
Z T 
T  
kj(r u)(; t)k1 dt :=  < M;
ent~ao  = 0, e a soluc~ao pode ser estendida alem de t = T . Se
lim
!0
sup
j2Z
Z T 
T  
kj(r u)(; t)k1 dt M;
ent~ao a soluc~ao (u;w;b)(; t) explode em t = T .
Ver denic~ao de j em [48].
Tal como acontece com as equac~oes de Navier-Stokes (5), n~ao sabemos se e verdade que T  <1.
De qualquer forma, e facil ver que, pela primeira parte do Teorema 0.1, conclui-se (u;w;b)(; t) 2
C1(R3  (0; T )), com (u;w;b)(; t) 2 C((0; T );Hs(R3)) para qualquer s  s0. Mas, a partir da
desigualdade
k(u;w;b)(; t)k2  k(u;w;b)(; t0)k2; 8 0  t0  t < T ; (2)
ver Lema 3.1, obtem-se que (u;w;b)(; t) 2 C([0; T );Hs(R3)) para cada 0  s  s0, pois
k(u;w;b)(; t)k _Hs  k(u;w;b)(; t)k
1  s
s0
2 k(u;w;b)(; t)k
s
s0
_Hs0
;
para cada s. Consequentemente, k(u;w;b)(; t)kHs , s  0, esta bem denida para cada 0 < t < T .
Alem disso, por aplicar a desigualdade (2) e o Teorema 0.1, chegamos a
lim sup
t%T 
k(u;w;b)(; t)k _Hs0 =1; T  <1: (3)
Em ordem a citar alguns outros resultados envolvendo existe^ncia de soluc~oes para as equac~oes
magneto-micropolares, referimos [6, 27, 30, 36].
Apresentamos detalhadamente, a partir de agora, quais artigos foram estudados, e o que foi
descoberto neste trabalho.
No Captulo 2, exibimos detalhadamente alguns resultados que foram obtidos por J. Lorenz e P
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R. Zingano [31] para as equac~oes de Navier-Stokes (5) abaixo; como tambem, estendemos a maioria
das informac~oes estabelecidas neste mesmo artigo para o caso mais geral do sistema que descreve
um uido magnetohidrodina^mico (MHD), i.e.,8>>>>>>><>>>>>>>:
ut + u  ru + r(p+ 12 jb j2) = u + b  rb;
bt + u  rb = b + b  ru;
r  u = r  b = 0;
u(; 0) = u0(); b(; 0) = b0():
(4)
E facil ver que tal sistema e um derivativo das equac~oes magneto-micropolares (1), basta considerar
w = 0 e  = 0.
Permita-nos discutir os resultados principais apresentados em [31], os quais foram estudados
e estendidos nesta dissertac~ao. Mais especicamente, J. Lorenz e P. R. Zingano [31] provaram
algumas propriedades de soluc~oes, em tempo de explos~ao, para as classicas equac~oes de Navier-
Stokes 8>>><>>>:
ut + u  ru + rp = u;
r  u = 0;
u(; 0) = u0():
(5)
E importante ressaltar que, o sistema acima segue do fato de considerarmos o campo magnetico b
como sendo nulo em (4).
A primeira informac~ao dada em [31] diz respeito a norma Lq do gradiente da soluc~ao u(; t)
para o sistema de Navier-Stokes (5). Mais precisamente, temos o seguinte Teorema:
Teorema 0.2 (ver [31]). Seja u(; t) soluc~ao forte do sistema (5) denida no intervalo maximal
[0; T ). Assuma que T  <1, ent~ao os seguintes itens s~ao validos:
i) Seja 32 < q  1. Ent~ao,
sup
0t<T 
kDu(; t)kq =1: (6)
ii) Para cada 32 < q  3, existe uma constante Cq > 0, independente de t e u0, tal que
kDu(; t)kq  Cq(T    t) 
q  32
q ; 8 0  t < T : (7)
O Corolario 2.9 e a desigualdade (2.78) nos informam que e possvel estender o Teorema 0.2
3
para o contexto das equac~oes MHD (4) (o caso q = 3 e obtido a uma taxa (T    t)  12+ para  > 0
qualquer).
Teorema 0.3 (ver [31]). Seja u(; t) soluc~ao forte do sistema (5) denida no intervalo maximal
[0; T ). Assuma que T  <1 e que 3  q  1, existe uma constante Cq > 0, independente de t e
u0 tal que
ku(; t)kq  Cq(T    t) k; 8 0  t < T : (8)
com
k =
q   3
2q
se 3  q <1; k = 1
2
se q =1: (9)
Em particular, por (8) e (9), temos lim
t%T 
ku(; t)kq =1, se T  <1, para cada 3 < q  1:
Nesta dissertac~ao, e provado que o Teorema 0.3 pode ser estendido, exceto q = 3 e q =1, em
um caminho natural para o sistema MHD (4). Os casos q = 1 e q = 3 n~ao foram generalizados
neste trabalho. O problema quanto ao caso q = 3 reside no fato que o limite
lim
t%T 
ku(; t)k3 =1; T  <1; (10)
o qual foi provado por G. Seregin [42], parece n~ao ter sido provado para o caso das equac~oes MHD
(4). O caso q = 1 foi estabelecido por Leray [28]; assim sendo, como n~ao tratamos este artigo
aqui nesta dissertac~ao, ent~ao foi decidido n~ao acrescentarmos o caso em quest~ao. Apesar disto,
detalhamos estes dois casos especcos para as equac~oes de Navier-Stokes (5). Para mais detalhes
ver Teorema 2.6.
J. Lorenz e P. R. Zingano [31] tambem provaram o seguinte criterio para garantia de existe^ncia
global no tempo da soluc~ao no caso das equac~oes de Navier-Stokes (5).
Teorema 0.4 (ver [31]). Seja u(; t) soluc~ao forte do sistema (5) denida no intervalo maximal
[0; T ). Assuma que 3  q  1. Ent~ao, se existe uma constante Cq > 0 apropriada, dependendo
somente de q, tal que
ku0k
2q 6
3q 6
2 ku0k
q
3q 6
q < Cq; (11)
tem-se T  =1.
Pelos mesmos motivos expostos acima, estendemos o Teorema 0.4 para o caso do sistema MHD
(4) no caso em que 3 < q <1 (ver Corolario 2.13).
Por m, um limite de explos~ao envolvendo a norma kDnukq (n  2 natural) foi encontrado em
[31]. Mais precisamente, J. Lorenz e P. R. Zingano [31] demonstraram o seguinte teorema.
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Teorema 0.5 (ver [31]). Seja u(; t) soluc~ao forte do sistema (5) denida no intervalo maximal
[0; T ). Seja n  2 um numero inteiro. Se T  <1, ent~ao
lim
t%T 
kDnu(; t)kq =1 (12)
para cada 1  q  1.
Somente o caso q = 1 e n = 2 do Teorema 0.5 n~ao foi estendido, nesta dissertac~ao, para o
sistema MHD (4) (ver Corolario 2.15). Este problema tambem segue da ause^ncia do limite (10)
para as equac~oes MHD (4).
Por m, permita-nos listar alguns artigos que serviram de inspirac~ao para a realizac~ao deste
trabalho. Referimos a [1, 2, 3, 4, 5, 7, 10, 14, 16, 17, 18, 31, 24, 25, 28, 31, 32, 34, 39, 42, 44, 45,
46, 47, 50, 51] quando discutimos as equac~oes de Navier-Stokes (5).
No Captulo 3, estendemos os limites inferiores obtidos por D. Marcon, W. G. Melo, L. Schutz
e J. S. Ziebell [12] a partir de uma soluc~ao do sistema MHD (4) para a soluc~ao do sistema de
equac~oes magneto-micropolar (1). Neste ultimo artigo foi provado o seguinte resultado:
Teorema 0.6 (ver [12]). Fixe s0 >
3
2 e seja (u0;b0) 2 Hs0(R3) tal que r  u0 = r  b0 = 0.
Considere (u;b)(; t) 2 C([0; T ); Hs(R3)) e a soluc~ao forte de (4), denida no intervalo maximal
[0; T ). Se T  <1, ent~ao
i) Para cada  2 (0; 1) e s  12 + , temos
k(u;b)(; t)k _Hsk(u;b)(; t)kp(s;)2 
Cs;;
q(s;)
(T    t)r(s;) ; (13)
onde
p(s; ) :=
2s
1 + 2
  1; q(s; ) := (2  )s
1 + 2
e r(s; ) :=
s
1 + 2
:
ii) Para todo t 2 [0; T ), tem-se
k(bu; bb)(; t)k1  (2)3 12
3
p
6
(T    t)  12 ; (14)
iii) Para cada s > 32 , conclui-se
k(u;b)(; t)k
2s
3
 1
2 k(u;b)(; t)k _Hs 
Cs;
s
3
(T    t) s3 ; (15)
5
onde  = minf; g.
A prova da extens~ao do Teorema 0.6 para o enredo das equac~oes magneto-micropolares (1) e
dada ao longo dos Teoremas 3.1, 3.5 e 3.6 abaixo. Em ordem a listar alguns outros trabalhos que
est~ao diretamente relacionados as equac~oes MHD (4), temos [8, 13, 22, 40, 41, 43, 49]. Em adic~ao,
e importante ressaltar que a famosa Desigualdade de Leray (ver [28])
kDu(; t)k2  C(T    t)  12 ; (16)
e conseque^ncia imediata do Teorema 0.6 i).
O esboco do restante do trabalho e dado como segue: no Captulo 1, apresentamos as notac~oes,
as denic~oes e os resultados basicos necessarios para um bom entendimento do conteudo; no
Captulo 2, acrescentamos as extens~oes obtidas a partir do artigo [31]; no Captulo 3, coloca-
mos as generalizac~oes das armac~oes dadas no artigo [12] e, por ultimo, no Captulo 4, provamos
alguns resultados que foram aplicados nos Captulos 2 e 3 desta dissertac~ao.
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Captulo 1
Preliminares
Neste captulo, estamos interessados em estabelecer uma introduc~ao para as notac~oes, denic~oes
e alguns resultados (sem provas) que est~ao expostos ao longo do trabalho.
1.1 Notac~oes e denic~oes para o Captulo 2
Nesta sec~ao, apresentamos algumas notac~oes, denic~oes e alguns resultados que est~ao introdu-
zidas no Captulo 2.
 A norma Euclidiana de um vetor a = (a1; :::; aN ) 2 RN e denotada e dada por
jaj2 =
NX
i=1
a2i : (1.1)
 Para uma aplicac~ao f sucientemente diferenciavel temos
f =
3X
i=1
D2i f; rf = (D1f;D2f;D3f) e r  f =
3X
i=1
Difi: (1.2)
 Seja f 2 Lp(RN ). A norma Lp de f e dada por
kfkp =
Z
R3
jf(x)jp dx
 1
p
; 1  p <1: (1.3)
Para p =1, temos
kfk1 = supessx2RN fjf(x)jg: (1.4)
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 Denimos o produto interno-L2 (; )2 entre duas func~oes vetoriais por
(a;b)2 :=
Z
R3
a(x)  b(x) dx; (1.5)
onde c  d := c1d1 + :::+ cNdN para c = (c1; :::; cN );d = (d1; :::; dN ) 2 RN ; e a;b : R3 ! RN
(N 2 N) s~ao func~oes mensuraveis.
 Para qualquer multi-ndice , temos
jj =
3X
i=1
i;  = (1; 2; 3): (1.6)
 Denotamos
D = D11 D
2
2 D
3
3 ; (1.7)
onde as derivadas parciais s~ao dadas por
Di =
@
@xi
: (1.8)
 Denotamos e denimos
k(Du; Db)k22 = kDuk22 + kDbk22 (1.9)
e tambem
kuk1 = maxfjuij : 1  i  3g: (1.10)
 Temos
J2n(t) =
X
jj=n
k(Du; Db)(; t)k22; 8n 2 N [ f0g; (1.11)
onde
kDnukp =
0@ 3X
i=1
3X
j1=1
: : :
3X
jn=1
jDj1 : : : Djnui(x)pj dx
1A 1p ; 1  p <1; (1.12)
e
kDnuk1 = supfjDui(x)j : x 2 R3; 1  i  3; jj = ng: (1.13)
 Dadas duas aplicac~oes f e g, denimos para cada j 2 N, o seguinte produto interno
(f; g)Hj =
X
jjj
(Df;Dg)2: (1.14)
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Desse produto interno, para cada j 2 N, a norma Hj de uma func~ao f e dada por
kfk2Hj =
X
jjj
kDfk22: (1.15)
 Denimos a Transformada de Fourier de u por
bu(k) := (2)  32 Z
R3
e ikxu(x)dx;
onde k  x :=P3j=1 kjxj , com k = (k1; k2; k3) e x = (x1; x2; x3).
 Sejam f e g func~oes reais e p e q expoentes conjugados, 1  p  1. A Desigualdade de
Holder nos diz que Z
R3
jf(x)g(x)j dx  kfkpkgkq: (1.16)
 Dados dois numeros reais positivos a e b. Ent~ao,
ab  1
p
ap +
1
q
bq; (1.17)
onde p e q s~ao expoentes conjugados. A desigualdade (1.17) e conhecida como Desigualdade
de Young.
 Se 1p + 1q = 1 + 1r ; u 2 Lp(RN ) e v 2 Lq(RN ), ent~ao u  v 2 Lr(RN ) e
ku  vkr  kukpkvkq: (1.18)
A desigualdade acima e conhecida como Desigualdade de Young para convoluc~oes.
 Para f 2 Lp(RN ) e 1  p  2, temos
k bfkp0  Ckfkp; 1
p0
+
1
p
= 1: (1.19)
Essa e a conhecida Desigualdade de Hausdor-Young.
 Se f e g s~ao func~oes diferenciaveis n-vezes, ent~ao a regra de Leibniz estabelece que a n-esima
derivada do produto fg e dada por
(f  g)(n) =
nX
k=0

n
k

f (k)g(n k); (1.20)
onde
 
n
k

e o coeciente binomial de Newton.
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 Para qualquer 0 < s  r  1; 1  p  1; temos
kvkr  Ckvk1 s krvkp; 8v 2 C10 (R3); (1.21)
onde C e uma constante positiva que depende de r; s; p;N ; e  satisfaz
1
r
= 

1
p
  1
N

+ (1  )1
s
:
A desigualdade (1.21) e conhecida como Desigualdade de Gagliardo-Nirenberg (para mais
detalhes ver [37]).
 Assuma que m > n. Ent~ao vale a seguinte desigualdade:
J2n(t)  Cn(J2m(t) + J20 (t)); 8 t  0; (1.22)
onde Cn e uma constante positiva que depende somente de n: Sua prova e dada no ape^ndice
do livro [26].
 Seja v : R3 ! R3 um dado campo vetorial. Ent~ao existe uma simples decomposic~ao de v em
um campo livre de divergente w e um campo gradiente r;
v = w  r; r  w = 0: (1.23)
Ent~ao, em espacos de func~oes adequadas, a aplicac~ao v ! w := PHv dene o operador
projec~ao PH , chamado Projec~ao de Helmholtz. Um importante e n~ao trivial resultado e a
limitac~ao de PH em L
q para cada q com 1 < q <1,
kPHvkq  Cqkvkq; v 2 C10 (R3;R3); (1.24)
onde Cq e uma constante positiva que depende somente de q (para mais detalhes ver [11, 18,
29, 31]).
 As constantes, neste trabalho, podem mudar linha por linha, mas ser~ao denotadas da mesma
maneira. Colocaremos Cq;r;s para denotar constantes que dependem de q, r e s, por exemplo.
C sera sempre constante positiva absoluta. Tambem, em alguns momentos, n~ao nos preocu-
paremos com a notac~ao de depende^ncia em x e t, por exemplo, kuk2 ou ku(t)k2 signicara
ku(; t)k2.
 Introduziremos algumas func~oes regularizantes que ser~ao utilizadas no decorrer do trabalho.
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Consideremos uma func~ao S 2 C(R) tal que8><>:
S0(v)  0; 8v 2 R;
S(0) = 0;
S(v) = sgn(v); jvj  1 :
e para cada  > 0, construiremos a func~ao regularizadora
S(v) := S
v


e deniremos a func~ao aproximac~ao para juj por
L(u) :=
Z u
0
S
v


dv: (1.25)
Observemos que, quando  ! 0, temos que S  u  ! sgn(u) e L(u) ! juj, uniformemente
em u. Alem disso, dado u 2 R e  > 0 xo, temos
0  L(u)  juj; (1.26)
L0(u)  C
juj

(1.27)
e tambem
0  L00 (u) 
C

: (1.28)
Outra importante propriedade de L(u) e
L(u)  L00 (u)! 0; quando  ! 0: (1.29)
Denamos tambem a seguinte func~ao auxiliar:
(u) :=
(
u2; se q = 2
(L(u))
q; se q > 2;
onde p0  q <1. Para q > 2, temos
0(u) = q(L(u))
q 1L0(u) (1.30)
e tambem
00 (u) = q(q   1)(L(u))q 2(L0(u))2 + q(L(u))q 1L00 (u): (1.31)
11
 Sejam f : [0; T ]! R uma func~ao de classe C1([0; T ]) e g; h : [0; T ]! R func~oes contnuas n~ao
negativas, onde [0; T ]  R e um intervalo (com T > 0). Se
f 0(t)  g(t)f(t) + h(t); 8 t 2 [0; T ]; (1.32)
ent~ao
f(t)  exp
Z t
0
g() d

f(0) +
Z t
0
h() d

; 8 t 2 [0; T ]: (1.33)
Este e conhecido como o Lema de Gronwall, ver [15].
 A desigualdade abaixo e importante na prova do Lema 4.3. Seja v 2 C10 (R3), ent~ao
kvk1  CkvkH2 ; (1.34)
onde C e uma constante positiva. A prova da desigualdade acima e dada em [38].
1.2 Notac~oes e denic~oes para o Captulo 3
Agora descreveremos as notac~oes e denic~oes que ser~ao utilizadas no Captulo 3. Algumas
das denic~oes e notac~oes do Captulo 2 continuam sendo validas para este captulo. Alem disso,
exibiremos (sem provas) dois resultados que ser~ao utilizados neste trabalho.
 Para s 2 R, o espaco de Sobolev Homoge^neo _Hs(R3;R3) e o espaco das aplicac~oes f tais que
kfk _Hs =
sZ
R3
jkj2sjbf(k)j2 dk < +1; (1.35)
onde jbf j2 =P3i=1 j bfij2.
 Para (u;w;b) 2 _Hs(R3;R3), temos
k(u;w;b)k _Hs =
q
kuk2_Hs + kwk2_Hs + kbk2_Hs : (1.36)
 O produto interno- _Hs e dado por
(f ;g) _Hs =
Z
R3
jkj2sbf(k)  bg(k) dk: (1.37)
onde bf  bg =P3i=1 bfibgi.
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 Se u = (u1; u2; u3) e v = (v1; v2; v3) denimos o produto tensorial u
 v por
u
 v := (v1u; v2u; v3u): (1.38)
 Seja ' 2 C1[0;1). Sejam y(t) e y0(t) func~oes de classe C1[0;1), n~ao-negativas, denidas
para todo t 2 [0; T ]. Se y0(t)  '(y(t)); y00(t) = '(y0(t)); 8 t 2 [0; T ] e y(0)  y0(0), ent~ao
y(t)  y0(t); 8 t 2 [0; T ]: (1.39)
Essa e uma vers~ao n~ao linear para o Lema de Gronwall (para mais detalhes ver [35]).
 Sejam ; 0 dois numeros reais positivos tal que  < 32 e +0 > 0: Se f; g 2 _H(R3)\ _H
0
(R3),
ent~ao
kfgk
_H+
0  32 (R3)
 C(; 0)

kfk _H(R3)kgk _H0 (R3) + kfk _H0 (R3)kgk _H(R3)

; (1.40)
onde C(; 0) e uma constante positiva que depende somente de  e 0. Alem disso, se 0 < 32 ,
ent~ao
kfgk
_H+
0  32 (R3)
 C(; 0)kfk _H(R3)kgk _H0 (R3); (1.41)
para mais detalhes ver [4, 9].
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Captulo 2
Propriedades de Soluc~oes para as
Equac~oes MHD
2.1 Limitac~ao da Norma do Sup Implica Limitac~ao das Derivadas
na Norma L2
Nesta sec~ao, supondo que o supremo sup
0t<T
k(u;b)(; t)k1 e nito, estamos interessados em
provar a seguinte limitac~ao:
k(Du; Db)(; t)k2  Kn; 8 0  t < T;
qualquer que seja  multi-ndice tal que jj = n (n 2 N). Para este m, vamos provar o resultado
a seguir, o qual garante um resultado de desigualdade de energia para uma soluc~ao de (4).
Lema 2.1. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Portanto,
1
2
d
dt
k(u;b)(; t)k22   k(Du; Db)(; t)k22; 8 0  t < T : (2.1)
Em particular,
k(u;b)(; t)k2  k(u0;b0)k2 e
Z t
0
k(Du; Db)(; s)k22ds 
1
2
k(u0;b0)k22; (2.2)
para todo 0  t < T : Aqui  = minf; g.
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Demonstrac~ao. Primeiramente, notemos que
1
2
d
dt
J20 (t) :=
1
2
d
dt
k(u;b)(; t)k22 =
1
2
d
dt
ku(; t)k22 +
1
2
d
dt
kb(; t)k22; (2.3)
para todo 0  t < T : Agora, realizando o produto interno (u; )2 na primeira equac~ao do sistema
(4), obtemos
1
2
d
dt
kuk22 = (u;ut)2
= (u;u)2   (u;u  ru)2 + (u;b  rb)2   (u;r(p+ 1
2
jbj2))2: (2.4)
Permita-nos analisar algumas das parcelas encontradas no lado direito das igualdades acima. Assim
sendo, usando integrac~ao por partes, e facil concluir que
(u;u)2 :=
3X
i=1
(u; D2i u)2 =  
3X
i=1
(Diu; Diu)2 =  kDuk22 (2.5)
e tambem
(u;u  ru)2 =
3X
i=1
(u; uiDiu)2
=  
3X
i=1
(u; Di(uiu))2
=  
3X
i=1
(u; (Diui)u+ ui(Diu))2
=  (u; (r  u)u)2  
3X
i=1
(u; uiDiu)2
=  
3X
i=1
(u; uiDiu)2
=  (u;u  ru)2; (2.6)
onde na quinta igualdade utilizamos o fato ru = 0 (ver (4)). Consequentemente, (u;u ru)2 = 0:
Alem disso, tambem por integrac~ao por partes, encontramos
(u;r(p+ 1
2
jbj2))2 =
3X
i=1
(ui; Di(p+
1
2
jbj2))2 =  
3X
i=1
(Diui; p+
1
2
jbj2)2
=  (r  u; p+ 1
2
jbj2)2 = 0; (2.7)
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desde que u e livre de divergente. Por substituir os resultados obtidos em (2:5), (2:6) e (2.7) em
(2.4), obtemos
1
2
d
dt
kuk22 + kDuk22 = (u;b  rb)2: (2.8)
Agora vamos analisar o termo em (2.3) envolvendo a derivada do campo magnetico. Aplicando o
produto interno (b; )2 a segunda equac~ao do sistema (4), inferimos
1
2
d
dt
kbk22 = (b;bt)2
= (b;b)2   (b;u  rb)2 + (b;b  ru)2: (2.9)
Analogamente ao que foi feito em (2.5), chegamos a
(b;b)2 =  kDbk22; (2.10)
desde que r  b = 0. Notemos ainda que,
(b;u  rb)2 =
3X
i=1
(b; uiDib)2
=  
3X
i=1
(b; Di(uib))2
=  
3X
i=1
(b; (Diui)b+ ui(Dib))2
=  (b; (r  u)b)2   (b;u  rb)2
=  (b;u  rb)2; (2.11)
onde usamos o fato que r  u = 0 na ultima igualdade. Da, (b;u  rb) = 0: Assim, substituindo
(2.10) e (2.11) em (2.9), obtemos
1
2
d
dt
kbk22 + kDbk22 = (b;b  ru)2: (2.12)
Por m, somando as igualdades (2.8) e (2.12), encontramos
1
2
d
dt
J20 (t) + kDuk22 + kDbk22 = (u;b  rb)2 + (b;b  ru)2; (2.13)
ver denic~ao (1.11).
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A seguir vamos provar que o lado direito da igualdade (2.13) e nulo. Com efeito,
(u;b  rb)2 + (b;b  ru)2 =
3X
i=1
(u; biDib)2 +
3X
i=1
(b; biDiu)2
=  
3X
i=1
(Di(biu);b)2 +
3X
i=1
(b; biDiu)2
=  
3X
i=1
((Dibi)u+ bi(Diu);b)2 +
3X
i=1
(b; biDiu)2
=  
3X
i=1
((r  b)u;b)2  
3X
i=1
(biDiu;b)2 +
3X
i=1
(b; biDiu)2
= 0;
pois b e livre de divergente. Logo,
1
2
d
dt
J20 (t) + kDu(; t)k22 + kDb(; t)k22 = 0; 0  t < T :
Se considerarmos que  = minf; g > 0 e possvel obter
1
2
d
dt
J20 (t) + (kDu(; t)k22 + kDb(; t)k22)  0; 0  t < T ;
ou equivalentemente, por (1.11),
1
2
d
dt
J20 (t)   J21 (t); 8 0  t < T : (2.14)
A desigualdade acima prova (2.1).
Agora, veriquemos que (2.2) vale. De fato, integrando de 0 a t (t 2 [0; T )) a desigualdade
(2.14), chegamos, atraves do Teorema Fundamental do Calculo, a
1
2
J20 (t) 
1
2
J20 (0)   
Z t
0
J21 (s)ds  0: (2.15)
Deste modo,
J0(t)  k(u0;b0)k2; 8 0  t < T ;
ver (1.11). Analisando (2.15) de outra maneira, podemos alcancar as seguintes desigualdades:
 k(u0;b0)k22  J20 (t)  k(u0;b0)k22   2
Z t
0
J21 (s)ds:
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Com isso, Z t
0
J21 (s)ds 
1
2
k(u0;b0)k22; 8 0  t < T ;
o que prova (2.2). Por conseguinte, nalizamos a prova do Lema 2.1.
Usando o Lema 2.1, vamos mostrar que quando e possvel limitar, em algum intervalo de tempo,
a norma do sup da soluc~ao dada pelo sistema (4), inferimos uma limitac~ao para todas as derivadas
espacias na norma L2 desta mesma soluc~ao no mesmo intervalo de tempo. Mais precisamente,
temos o seguinte resultado.
Teorema 2.1. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que
sup
0t<T
k(u;b)(; t)k1 <1: (2.16)
Ent~ao,
Jn(t)  Kn; 8 0  t < T e n 2 N;
onde Kn e uma constante positiva que depende somente de n; sup
0t<T
k(u;b)(; t)k1; T; ;  e k(u0;b0)kHn.
Demonstrac~ao. A prova deste resultado e feita por induc~ao sobre n. Primeiramente, segue das
denic~oes (1.11) e (1.9), que
1
2
d
dt
J2n(t) =
1
2
d
dt
X
jj=n
k(Du; Db)(; t)k22
=
1
2
d
dt
X
jj=n
kDu(; t)k22 +
1
2
d
dt
X
jj=n
kDb(; t)k22;
para todo 0  t < T e n 2 N. Permita-nos examinar as duas somas do lado direito da igualdade
acima separadamente. Assim sendo,
1
2
d
dt
X
jj=n
kDuk22 =
X
jj=n
(Du; Dut)2
=
X
jj=n
[(Du; Du)2   (Du; D(u  ru))2 + (Du; D(b  rb))2
  (Du; D(r(p+ 1
2
jbj2)))2]: (2.17)
Nosso intuito agora e estudar alguns dos termos do lado direito das igualdades acima. Portanto,
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use integrac~ao por partes em ordem a obter
X
jj=n
(Du; Du)2 =
X
jj=n
3X
i=1
(Du; DD2i u)2
=  
X
jj=n
3X
i=1
(DiD
u; DiD
u)2
=  
X
jj=n+1
kDuk22: (2.18)
Integrando por partes e usando o fato que r  u = 0, encontramos
X
jj=n
(Du; D(r(p+ 1
2
jbj2)))2 =
X
jj=n
3X
i=1
(Dui; D
Di(p+
1
2
jbj2))2
=  
X
jj=n
3X
i=1
(DDiui; D
(p+
1
2
jbj2))2
=  
X
jj=n
(D(r  u); D(p+ 1
2
jbj2))2
= 0: (2.19)
Da, substituindo (2.18) e (2.19) em (2.17), inferimos
1
2
d
dt
X
jj=n
kDuk22+
X
jj=n+1
kDuk22 =
X
jj=n
[ (Du; D(u ru))2+(Du; D(b rb))2]: (2.20)
Similarmente a (2.18), podemos demonstrar que
1
2
d
dt
X
jj=n
kDbk22 =
X
jj=n
(Db; Dbt)2
=
X
jj=n
[(Db; D(b))2   (Db; D(u  rb))2 + (Db; D(b  ru))2]
=  
X
jj=n+1
kDbk22 +
X
jj=n
[ (Db; D(u  rb))2 + (Db; D(b  ru))2];
isto equivale a,
1
2
d
dt
X
jj=n
kDbk22+ 
X
jj=n+1
kDbk22 =
X
jj=n
[ (Db; D(u  rb))2+(Db; D(b  ru))2]: (2.21)
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Somando as igualdades (2.20) e (2.21), obtemos
1
2
d
dt
J2n(t) + 
X
jj=n+1
kDuk22 + 
X
jj=n+1
kDbk22 =
X
jj=n
[ (Du; D(u  ru))2
+(Du; D(b  rb))2   (Db; D(u  rb))2 + (Db; D(b  ru))2]:
Assumindo que  := minf; g, temos
1
2
d
dt
J2n(t) + J
2
n+1(t)  Sn(t); (2.22)
onde
Sn(t) :=
X
jj=n
[ (Du; D(uru))2+(Du; D(brb))2 (Db; D(urb))2+(Db; D(bru))2]:
Agora estamos aptos a provar que Jn(t) e limitado em [0; T ), para todo n 2 N.
Comecemos estimando J1(t) em [0; T ). Para este m, a desigualdade (2:22) nos diz que e su-
ciente estimar S1(t). Mais minuciosamnete, conferindo a denic~ao de S1(t), vemos que a limitac~ao
de J1(t) segue da parcela (Du; D(b rb))2, ja que os demais termos que denem S1(t) contribuem
de maneira semelhante nas estimativas que seguem. Com isso exposto, note que
(Du; D(b  rb))2 =
3X
i=1
(Du; D(biDib))2
=
3X
i=1
(Du; DbiDib)2 +
3X
i=1
(Du; biDDib)2
=  
3X
i=1
(Di(DuDbi);b)2 +
3X
i=1
(Du; biDDib)2
=  
3X
i=1
((DiDu)Dbi;b)2  
3X
i=1
(DuDDibi;b)2 +
3X
i=1
(Du; biDDib)2
=  
3X
i=1
((DiDu)Dbi;b)2   (DuD(r  b);b)2 +
3X
i=1
(Du; biDDib)2
=  
3X
i=1
((DiDu)Dbi;b)2 +
3X
i=1
(Du; biDDib)2;
pois r  b = 0: Assim, e suciente analisarmos os termos da forma (Db;bD2u)2 e (Du;bD2b)2.
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Vejamos que, pela Desigualdade de Holder, (1.11) e (2.16), temos
j(Db;bD2u)2j  kbk1kDbk2kD2uk2 MJ1(t)J2(t);
onde M = sup
0t<T
k(u;b)(; t)k1. Analogamente,
j(Du;bD2b)2j MJ1(t)J2(t):
Da,
j(Du; D(b  rb))2j  CMJ1(t)J2(t):
Do mesmo modo,
j(Du; D(u  ru))2j; j(Db; D(u  rb))2j; j(Db; D(b  ru))2j  CMJ1(t)J2(t):
Com isso, a partir de (2.22) e Desigualdade de Young (1.17), chegamos a
1
2
d
dt
J21 (t) + J
2
2 (t) MJ1(t)J2(t)  CM 1J21 (t) +
1
2
J22 (t):
Logo,
1
2
d
dt
J21 (t) +

2
J22 (t)  CM 1J21 (t):
Assim, pelo Lema de Gronwall, ver (1.33), encontramos
J21 (t)  expfCM 1tgJ21 (0)
 expfCM 1Tg
X
jj=1
k(Du0; Db0)k22
 expfCM 1Tgk(u0;b0)k2H1 ;
para todo 0  t < T: Portanto, J1(t) esta limitada em [0; T ) por uma constante
K1 := expfCM 1Tgk(u0;b0)kH1
que depende somente de M;T; ;  e k(u0;b0)kH1 .
Agora vejamos que J2(t) e limitada em 0  t < T (esta limitac~ao e importante para a utilizac~ao
da hipotese de induc~ao a seguir). Por (2.22), temos que
1
2
d
dt
J22 (t) + J
2
3 (t)  S2(t):
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Para estimar S2(t) e necessario encontrar uma limitac~ao para o termo (D
2u; D2(b  rb))2, desde
que as outras parcelas de S2(t) seguem de modo analogo.
A Regra de Leibniz para derivadas nos informa que
(D2u; D2(b  rb))2 =
3X
i=1
(D2u; D2(biDib))2
=
3X
i=1
2X
j=0

2
j

(D2u; DjbiD
2 jDib)2
=
3X
i=1
h2
0

(D2u; biD
2Dib)2 +

2
1

(D2u; DbiDDib)2 +

2
2

(D2u; D2biDib)2
i
=
3X
i=1
h2
0

(D2Dib; biD
2u)2  

2
1

(D(D2uDDib); bi)2  

2
2

(Di(D
2uD2bi);b)2
i
=
3X
i=1
h2
0

(D2Dib; biD
2u)2  

2
1
h
(D3u; biDDib)2 + (D
2Dib; biD
2u)2
i
 

2
2

(DiD
2u;bD2bi)2
i
 

2
2

(D2uD2(r  b);b)2
=
3X
i=1
h2
0

(D2Dib; biD
2u)2  

2
1
h
(D3u; biDDib)2 + (D
2Dib; biD
2u)2
i
 

2
2

(DiD
2u;bD2bi)2
i
;
pois r  b = 0. Assim, e suciente analisarmos os termos da forma (D3b;bD2u) e (D3u;bD2b).
Pela Desigualdade de Holder e hipotese (2.16), chegamos a
j(D3b;bD2u)2j  kbk1kD3bk2kD2uk2 MJ2(t)J3(t):
Analogamente,
j(D3u;bD2b)2j MJ2(t)J3(t):
Da,
j(D2u; D2(b  rb))2j  CMJ2(t)J3(t):
Do mesmo modo,
j(D2u; D2(u  ru))2j; j(D2b; D2(u  rb))2j; j(D2b; D2(b  ru))2j  CMJ2(t)J3(t):
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Com isso, pela Desigualdade de Young (1.17) e (2.22), obtemos
1
2
d
dt
J22 (t) + J
2
3 (t)  CMJ2(t)J3(t)  CM 1J22 (t) +
1
2
J23 (t):
Portanto,
1
2
d
dt
J22 (t) +
1
2
J23 (t)  CM 1J22 (t):
Pelo Lema de Gronwall, inferimos
J22 (t)  expfCM 1tgJ22 (0)  expfCM 1Tgk(u0;b0)k2H2 ;
para todo 0  t < T . Portanto, J2(t) esta limitada em [0; T ) por uma constante positiva
K2 := expfCM 1Tgk(u0;b0)kH2
que depende somente de M;T; ;  e k(u0;b0)kH2 .
Agora, consideremos n  3 e Jn(t) limitada para 0  t < T . Veriquemos que Jn+1(t) e
limitada neste mesmo intervalo. Vimos em (2.22) que
1
2
d
dt
J2n+1(t) + J
2
n+2(t)  Sn+1(t): (2.23)
Em ordem a estimar Sn+1(t) e suciente limitarmos o termo (D
n+1u; Dn+1(b  rb))2, pois as
demais parcelas em Sn+1(t) seguem de modo analogo. Por integrac~ao por partes e pela Regra de
Leibniz para derivadas, temos
(Dn+1u; Dn+1(b  rb))2 =  (Dn+2u; Dn(b  rb))2
=  
3X
i=1
(Dn+2u; Dn(biDib))2
=  
nX
j=0
3X
i=1

n
j

(Dn+2u; DjbiD
n jDib)2:
Assim, e suciente analisarmos o termo da forma (Dn+2u; DjbDn+1 jb)2; onde 0  j  n: Exa-
minemos tre^s casos:
1o Caso: Considere que 0  j  n  2.
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Pela Desigualdade de Holder, temos que
j(Dn+2u; DjbDn+1 jb)2j  kDjbk1kDn+2uk2kDn+1 jbk2
 kDjbk1Jn+2(t)Jn+1 j(t)
 Cj(Jn(t) + J0(t))Jn+2(t)Cn(Jn+1(t) + J0(t))
 Kn(Jn+1(t) + J0(t))Jn+2(t);
onde na terceira passagem utilizamos os Lemas 4.3 e 1.22 e na ultima aplicamos a hipotese de
induc~ao e o fato de que J0(t) e limitado (ver Lema 2.1).
2o Caso: Assuma que j = n  1.
Aplicando a Desigualdade de Holder, o Lema 4.3 e o fato que J2(t) e limitado, encontramos
j(Dn+2u; DjbDn+1 jb)2j = j(Dn+2u; Dn 1bD2b)2j
 kDn 1bk1kDn+2uk2kD2bk2
 Cn(Jn+1(t) + J0(t))Jn+2(t)J2(t)
 Cn(Jn+1(t) + J0(t))Jn+2(t):
3o Caso: Considere, por m, que j = n.
Novamente pela Desigualdade de Holder, obtemos
j(Dn+2u; DjbDn+1 jb)2j = j(Dn+2u; DnbDb)2j
 kDbk1kDn+2uk2kDnbk2
 Cn(J3(t) + J0(t))Jn+2(t)Jn(t)
 Kn(Jn+1(t) + J0(t))Jn+2(t);
onde na segunda desigualdade usamos o Lema 4.3, na desigualdade seguinte aplicamos o Lema 1.22
e a hipotese de induc~ao.
Observando os tre^s casos estudados acima, conclumos que
j(Dn+1u; Dn+1(b  rb))2j  Kn(Jn+1(t) + J0(t))Jn+2(t); 8 0  t < T; (2.24)
onde Kn e uma constante positiva que depende de n;M; T; ; ; k(u0;b0)kHn :
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Analogamente, prova-se que
(Dn+1u; Dn+1(u  ru))2; (Dn+1b; Dn+1(u  rb))2; (Dn+1b; Dn+1(b  ru))2
podem ser estimados, no mesmo intervalo de tempo, pelo mesmo limite dado em (2.24).
Deste modo, usando a Desigualdade de Young (1.17), (2.23) torna-se
1
2
d
dt
J2n+1(t) + J
2
n+2(t)  Kn(Jn+1(t) + J0(t))Jn+2(t)
 Kn 1(Jn+1(t) + J0(t))2 + 1
2
J2n+2(t):
Logo,
d
dt
J2n+1(t) + J
2
n+2(t)  Kn 1(J2n+1(t) + J20 (t)):
Da, pelo Lema 2.1, obtemos
d
dt
J2n+1(t) + J
2
n+2(t)  Kn 1(J2n+1(t) + k(u0;b0)k22):
Por m, pelo Lema de Gronwall, chegamos a
J2n+1(t)  expfKn 1tg

J2n+1(0) +Kn
 1
Z t
0
k(u0;b0)k22d

 expfKn 1tg
k(u0;b0)k2Hn+1 +Kn 1k(u0;b0)k22t
 Kn+1;
para todo 0  t < T e
Kn+1 := k(u0;b0)k2Hn+1 expfKn 1Tg

1 +Kn
 1T

:
Portanto, Jn+1(t) esta limitada por uma constante positiva que depende somente de n;M; T; ;  e
k(u0;b0)kHn+1 . Deste modo, por induc~ao, o resultado e valido.
2.2 A Aplicac~ao Ilimitada k(Du; Db)kq; 32 < q  2
Nesta sec~ao, vamos assumir que a soluc~ao (u;b)(; t) do sistema (4) em [0; T ), com T  < 1,
apresenta explos~ao em ordem a provar que
sup
0t<T 
k(Du; Db)(; t)kq =1; 3
2
< q  2: (2.25)
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E importante destacar que se k(u;b)(; t)k1 e limitada em 0  t < T para algum T nito, ent~ao
(u;b)(; t) pode ser continuada a uma soluc~ao suave alem de T . Isto desempenha um papel impor-
tante na demonstrac~ao de (2.25). Mais especicamente, garantiremos que sup0t<T k(u;b)(; t)k1
e limitado por uma constante se (2.25) n~ao for verdadeira e, por conseguinte, este resultado nos
levara a uma contradic~ao.
Comecamos as justicativas desta discuss~ao com o caso especco q = 2.
Teorema 2.2. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que
sup
0t<T
k(Du; Db)(; t)k2 <1; (2.26)
ent~ao
sup
0t<T
k(u;b)(; t)k1  K2;
onde K2 e uma constante positiva que depende somente de sup
0t<T
k(Du; Db)(; t)k2; T; ; ; k(bu0; bb0)k1.
Em particular, se T  <1, ent~ao
sup
0t<T 
k(Du; Db)(; t)k2 =1:
Demonstrac~ao. Aplicando a Transformada de Fourier a primeira equac~ao do sistema (4), temos
but(k; t)  du(k; t) + \u  ru(k; t) \b  rb(k; t) + [r(p+ 1
2
jbj2)]^(k; t) = 0; (2.27)
para todo k = (k1; k2; k3) 2 R3 e t 2 [0; T ). Consequentemente,
but + \u  ru \b  rb+ [r(p+ 1
2
jbj2)]^ =  jkj2bu;
desde que
du = 3X
i=1
dD2i u =   3X
i=1
k2i bu =  jkj2bu: (2.28)
Agora, considerando a denic~ao
Q(x; t) :=  u  ru(x; t) + b  rb(x; t) r(p+ 1
2
jbj2)(x; t); 8x 2 R3; 0  t < T;
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podemos reescrever (2.27) da seguinte forma:
but =  jkj2bu+ bQ: (2.29)
Por outro lado,
\u  ru \b  rb =  bQ  [(r(p+ 1
2
jbj2)]^
e a decomposic~ao ortogonal do vetor \u  ru \b  rb em um vetor ortogonal a k e um vetor paralelo
a k, respectivamente. De fato, por (2.29), temos que
bQ  k = but  k+ jkj2(bu  k)
= (bu  k)t + jkj2(bu  k)
=  i[([r  u)t + jkj2([r  u)]
= 0;
pois r  u = 0: Logo, bQ e ortogonal a k. Alem disso,
[r(p+ 1
2
jbj2)]^ = ([D1(p+ 1
2
jbj2)]^; [D2(p+ 1
2
jbj2)]^; [D3(p+ 1
2
jbj2)]^)
= (ik1(p+
1
2
jbj2)^; ik2(p+ 1
2
jbj2)^; ik3(p+ 1
2
jbj2)^)
= [i(p+
1
2
jbj2)^]k:
Assim sendo, [r(p+ 12 jbj2)]^ e paralelo a k. Pelo Teorema de Pitagoras, segue que,
j\u  ru \b  rbj2 = jbQj2 + j[r(p+ 1
2
jbj2)]^j2:
Da,
jbQj2 = j\u  ru \b  rbj2   j[r(p+ 1
2
jbj2)]^j2
 j\u  ru \b  rbj2
 (j\u  ruj+ j\b  rbj)2: (2.30)
Aplicando o semigrupo do calor e jkj2(t s) a igualdade (2.29) e integrando de 0 a t, obtemosZ t
0
e jkj
2(t s)bus ds =  jkj2 Z t
0
e jkj
2(t s)bu ds+ Z t
0
e jkj
2(t s) bQ ds;
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onde 0  s  t < T . Assim, integrando por partes, chegamos a
bu(; t) = e jkj2tbu0 + Z t
0
e jkj
2(t s) bQ ds:
Passando ao modulo, obtemos, atraves de (2.30), que
jbuj  e jkj2tjbu0j+ Z t
0
e jkj
2(t s)jbQj ds
 jbu0j+ Z t
0
e jkj
2(t s)(j\u  ruj+ j\b  rbj) ds:
Integrando em relac~ao a k 2 R3 a desigualdade acima, inferimosZ
R3
jbu(k; t)j dk  Z
R3
jbu0(k)j dk+ Z t
0
Z
R3
e jkj
2(t s)(j\u  ruj+ j\b  rbj) dkds
= kbu0k1 + Z t
0
Z
R3
e jkj
2(t s)(j\u  ruj+ j\b  rbj) dkds:
Sabemos que
kuk1  1
(2)
3
2
kbuk1:
Consequentemente,
kuk1  1
(2)
3
2
Z
R3
jbuj dk
 1
(2)
3
2
kbu0k1 + 1
(2)
3
2
Z t
0
Z
R3
e jkj
2(t s)(j\u  ruj+ j\b  rbj) dkds: (2.31)
Observemos que, pela Desigualdade de Holder,
Z
R3
e jkj
2(t s)j\b  rbj dk 
Z
R3
e 2jkj
2(t s) dk
 1
2
Z
R3
j\b  rbj2 dk
 1
2
: (2.32)
Sabemos que Z 1
 1
e r
2
dr = 
1
2 :
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Portanto, por utilizar o Teorema de Mudanca de Variaveis para integrais, temosZ
R3
e 2jkj
2(t s) dk =
Z 1
 1
Z 1
 1
Z 1
 1
e 2(k
2
1+k
2
2+k
2
3)(t s) dk1dk2dk3
=
Z 1
 1
e 2k
2
1(t s) dk1
Z 1
 1
e 2k
2
2(t s) dk2
Z 1
 1
e 2k
2
3(t s) dk3
=
 
1p
2(t  s)
!3 Z 1
 1
e u
2
1du1
Z 1
 1
e u
2
2du2
Z 1
 1
e u
2
3du3
=


2
 3
2
(t  s) 32 : (2.33)
Alem disso, usando a Identidade de Parseval, temos que
Z
R3
j\b  rbj2 dk =
Z
R3
jb  rbj2 dx  C
Z
R3
3X
i=1
jbiDibj2dx
 Ckbk21
3X
i=1
Z
R3
jDibj2 dx = Ckbk21kDbk22
 Ck(u;b)k21k(Du; Db)k22  K21k(u;b)k21;
onde
K1 := sup
0t<T
k(Du; Db)(; t)k2; (2.34)
ver (2.26). Aplicando essas estimativas em (2.32), conclumos que,Z
R3
e jkj
2(t s)j\b  rbj dk  K1C(t  s)  34 k(u;b)k1: (2.35)
Analogamente, conclui-seZ
R3
e jkj
2(t s)j\u  ruj dk  K1C(t  s)  34 k(u;b)k1; (2.36)
ver (2.26). Assim, por (2.31), chegamos a
kuk1  1
(2)
3
2
kbu0k1 +K1C Z t
0
(t  s)  34 k(u;b)k1 ds
 1
(2)
3
2
k(bu0; bb0)k1 +K1C Z t
0
(t  s)  34 k(u;b)k1 ds (2.37)
Agora apliquemos o mesmo processo a segunda equac~ao do sistema (4). Passando a Transformada
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de Fourier nesta mesma equac~ao, obtemos
bbt(k; t) = db(k; t) \u  rb(k; t) + \b  ru(k; t); (2.38)
para todo k 2 R3, 0  t < T: Similarmente a (2.28), encontramos
bbt =  jkj2bb \u  rb+ \b  ru: (2.39)
Aplicando o semigrupo do calor e jkj2(t s) a (2.38) e, em seguida, integrando de 0 a t, obtemosZ t
0
e jkj
2(t s)bbs ds =  jkj2 Z t
0
e jkj
2(t s)bb ds+ Z t
0
e jkj
2(t s)( \ u  rb+ \b  ru) ds;
onde 0  s  t < T: Deste modo,
bb(; t) = e jkj2tbb0 + Z t
0
e jkj
2(t s)( \ u  rb+ \b  ru) ds:
Passando ao modulo, infere-se
jbbj  e jkj2tjbb0j+ Z t
0
e jkj
2(t s)j \ u  rb+ \b  ruj ds
 jbb0j+ Z t
0
e jkj
2(t s)(j\u  rbj+ j\b  ruj) ds:
Integrando em relac~ao a k 2 R3, obtemosZ
R3
jbbj dk  Z
R3
jbb0j dk+ Z t
0
Z
R3
e jkj
2(t s)(j\u  rbj+ j\b  ruj) dkds
= kbb0k1 + Z t
0
Z
R3
e jkj
2(t s)(j\u  rbj+ j\b  ruj) dkds:
Usando a desigualdade
kbk1  1
(2)
3
2
kbbk1;
conclumos que
kbk1  1
(2)
3
2
Z
R3
jbbj dk
 1
(2)
3
2
kbb0k1 + 1
(2)
3
2
Z t
0
Z
R3
e jkj
2(t s)(j\u  rbj+ j\b  ruj) dkds: (2.40)
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Pela Desigualdade de Holder e argumentos analogos aos encontradados em (2.33) e (2.34), temos
Z
R3
e jkj
2(t s)j\u  rbj dk 
Z
R3
e 2jkj
2(t s) dk
 1
2
Z
R3
j\u  rbj2 dk
 1
2
 C(t  s)  34 kuk1kDbk2
 C(t  s)  34 k(u;b)k1k(Du; Db)k2
 K1C(t  s)  34 k(u;b)k1;
Analogamente, Z
R3
e jkj
2(t s)j\b  ruj dk  C(t  s)  34 kbk1kDuk2
 K1C(t  s)  34 k(u;b)k1:
Aplicando estas estimativas em (2.40), temos que
kbk1  1
(2)
3
2
kbb0k1 +K1C Z t
0
(t  s)  34 k(u;b)k1 ds
 1
(2)
3
2
k(bu0; bb0)k1 +K1C Z t
0
(t  s)  34 k(u;b)k1 ds: (2.41)
Deste modo, por (2.37) e (2.41), chegamos a
k(u;b)k1  1
(2)
3
2
k(bu0; bb0)k1 +K1C; Z t
0
(t  s)  34 k(u;b)k1 ds:
Por m, pelo Lema do tipo Gronwall 4.1, conclumos que
k(u;b)(; t)k1  1
(2)
3
2
k(bu0; bb0)k1 expfK1C;Tg; 8 0  t < T:
Portanto,
sup
0t<T
k(u;b)(; t)k1  K2; 8 0  t < T;
onde K2 depende somente de K1; T; ; ; k(bu0; bb0)k1.
Em particular, se T  < 1 e K1 < 1 (ver (2.26)) ent~ao, pela desigualdade acima a soluc~ao de
(4) pode ser continuada alem de T . Isto contradiz a maximalidade de T .
E importante ressaltar que, a prova do Corolario 2.3 abaixo segue facilmente de uma leve
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reformulac~ao da demonstrac~ao do Teorema 2.2. Contudo, para a comodidade do leitor, expomos
tal modicac~ao a seguir.
Corolario 2.3. Seja 32 < q  2. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo
maximal [0; T ). Assuma que
sup
0t<T
k(Du; Db)(; t)kq <1: (2.42)
Ent~ao
sup
0t<T
k(u;b)(; t)k1  K2;q;
onde K2;q e uma constante positiva que depende somente de k(bu0; bb0)k1; sup
0t<T
k(Du; Db)(; t)kq;
q; T; ; . Em particular, se T  <1, ent~ao
sup
0t<T 
k(Du; Db)(; t)kq =1:
Demonstrac~ao. Por (2.31) e (2.40), temos que
k(u;b)(; t)k1  1
(2)
3
2
k(bu0; bb0)k1 + 1
(2)
3
2
Z t
0
Z
R3
e jkj
2(t s)(j\u  ruj+ j\b  rbj) dkds
+
1
(2)
3
2
Z t
0
Z
R3
e jkj
2(t s)(j\u  rbj+ j\b  ruj) dkds:
Vamos estimar as integrais do lado direito da desigualdade acima. Primeiramente, pela Desigual-
dade de Holder e por (2.33), chegamos a
Z
R3
e jkj
2(t s)j\u  rbj dk 
Z
R3
e qjkj
2(t s) dk
 1
q
Z
R3
j\u  rbjq0 dk
 1
q0
= Cq;(t  s) 
3
2q k\u  rbkq0 ;
onde 1q +
1
q0 = 1: Da, pela Desigualdade de Hausdor-Young (1.19),Z
R3
e jkj
2(t s)j\u  rbj dk  Cq;(t  s) 
3
2q ku  rbkq
= Cq;(t  s) 
3
2q
Z
R3
ju  rbjq dx
 1
q
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= Cq;(t  s) 
3
2q
 Z
R3

3X
i=1
uiDib

q
dx
! 1
q
 Cq;(t  s) 
3
2q
 Z
R3
3X
i=1
juiDibjq dx
! 1
q
= Cq;(t  s) 
3
2q
 Z
R3
3X
i=1
juijqjDibjq dx
! 1
q
 Cq;(t  s) 
3
2q kuk1
 
3X
i=1
Z
R3
jDibjq dx
! 1
q
= Cq;(t  s) 
3
2q kuk1kDbkq: (2.43)
Analogamente, Z
R3
e jkj
2(t s)j\b  ruj dk  Cq;(t  s) 
3
2q kbk1kDukq;Z
R3
e jkj
2(t s)j\u  ruj dk  Cq;(t  s) 
3
2q kuk1kDukq;Z
R3
e jkj
2(t s)j\b  rbj dk  Cq;(t  s) 
3
2q kbk1kDbkq:
Deste modo,
k(u;b)(; t)k1  1
(2)
3
2
k(bu0; bb0)k1 + Cq;;K1;q Z
R3
(t  s)  32q k(u;b)k1ds;
onde
K1;q := sup
0t<T
k(Du; Db)(; t)kq; (2.44)
ver (2.42). Pelo Lema 4.1,
k(u;b)(; t)k1  K2;q; 8 0  t < T;
onde K2;q := 2(2)
  3
2 k(bu0; bb0)k1 expf2Cq;;K1;qTg: Por m,
sup
0t<T
k(u;b)(; t)k1  K2;q:
Em particular, se T  <1 e K1;q <1 (ver (2.42)) ent~ao, pela desigualdade acima a soluc~ao de
(4) pode ser continuada alem de T . Isto contradiz a maximalidade de T .
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O Teorema 2.2 nos diz que e possvel encontrar uma limitac~ao para k(u;b)(; t)k1; no intervalo
de tempo [0; T ), sempre que sup0t<T k(Du; Db)(; t)k2 for nito. Modicando a prova deste mesmo
teorema, e possvel garantir que t
3
4 k(u;b)(; t)k1 tambem e limitado em (0; T ) se considerarmos a
mesma hipotese sobre a derivada da soluc~ao (u;b)(; t) do sistema (4).
Proposic~ao 2.1. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que
sup
0t<T
k(Du; Db)(; t)k2 <1: (2.45)
Ent~ao a seguinte estimativa se faz verdadeira:
sup
0<t<T
t
3
4 k(u;b)(; t)k1  K2;
para alguma constante positiva K2 que depende somente dos valores de sup
0t<T
k(Du; Db)(; t)k2; T; ; 
e k(u0;b0)k2:
Demonstrac~ao. Aplique s
3
4 e jkj2(t s) (0 < s  t < T ) em (2.29) e, em seguida, integre o resultado
sobre [0; t] em ordem a obterZ t
0
s
3
4 e jkj
2(t s)bus ds = Z t
0
s
3
4 e jkj
2(t s)[ jkj2bu+ bQ] ds:
Com isso, integrando por partes, chegamos a
t
3
4 bu(; t) = 3
4
Z t
0
s 
1
4 e jkj
2(t s)bu ds+ Z t
0
s
3
4 e jkj
2(t s) bQ ds:
Da, podemos inferir, a partir de (2:30), que
jt 34 buj  3
4
Z t
0
s 
1
4 e jkj
2(t s)jbuj ds+ Z t
0
s
3
4 e jkj
2(t s)jbQj ds
 3
4
Z t
0
s 
1
4 e jkj
2(t s)jbuj ds+ Z t
0
s
3
4 e jkj
2(t s)(j\u  ruj+ j\b  rbj) ds:
Integrando sobre R3, obtemos
t
3
4
Z
R3
jbuj dk  3
4
Z
R3
Z t
0
s 
1
4 e jkj
2(t s)jbuj dsdk
+
Z
R3
Z t
0
s
3
4 e jkj
2(t s)(j\u  ruj+ j\b  rbj) dsdk:
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Sabemos que,
kuk1  1
(2)
3
2
kbuk1:
Assim sendo,
t
3
4 kuk1  3
4(2)
3
2
Z t
0
s 
1
4
Z
R3
e jkj
2(t s)jbuj dkds
+
1
(2)
3
2
Z t
0
s
3
4
Z
R3
e jkj
2(t s)(j\u  ruj+ j\b  rbj) dkds: (2.46)
Utilizando a Desigualdade de Holder para estimar as integrais sobre R3 acima, temos
t
3
4 kuk1  3
4(2)
3
2
Z t
0
s 
1
4
Z
R3
e 2jkj
2(t s) dk
 1
2
Z
R3
jbuj2 dk 12 ds
+
1
(2)
3
2
Z t
0
s
3
4
Z
R3
e jkj
2(t s)j\u  ruj dk

ds
+
1
(2)
3
2
Z t
0
s
3
4
Z
R3
e jkj
2(t s)j\b  rbj dk

ds:
Analogamente ao que foi feito em (2.33), (2.35) e (2.36), e tambem por utilizar a Identidade de
Parseval, conclumos que
t
3
4 kuk1  C
Z t
0
s 
1
4 (t  s)  34 kuk2ds+K1C
Z t
0
s
3
4 (t  s)  34 k(u;b)k1 ds;
onde K1 e dado em (2.34) (ver (2.45)). Usando o Lema 2.1, encontramos
t
3
4 kuk1  Ck(u0;b0)k2
Z t
0
s 
1
4 (t  s)  34 ds+K1C
Z t
0
s
3
4 (t  s)  34 k(u;b)k1 ds: (2.47)
Observemos que,Z t
0
s 
1
4 (t  s)  34 ds =
Z t
2
0
s 
1
4 (t  s)  34 ds+
Z t
t
2
s 
1
4 (t  s)  34 ds:
Vamos estimar cada uma das parcelas do lado direito da igualdade acima. Sendo assim, para a
primeira parcela temos o seguinte:
Z t
2
0
s 
1
4 (t  s)  34ds 

t
2
  3
4
Z t
2
0
s 
1
4 ds =
4
3

t
2
  3
4

t
2
 3
4
=
4
3
:
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Para segunda parcela, temos
Z t
t
2
s 
1
4 (t  s)  34ds 

t
2
  1
4
Z t
t
2
(t  s)  34ds = 4

t
2
  1
4

t
2
 1
4
= 4:
Deste modo, Z t
0
s 
1
4 (t  s)  34ds  16
3
: (2.48)
Com isso, substituindo esta estimativa em (2.47), chegamos a
t
3
4 kuk1  Ck(u0;b0)k2 +K1C
Z t
0
(t  s)  34 s 34 k(u;b)k1 ds: (2.49)
Apliquemos o mesmo processo a segunda equac~ao do sistema (4). Por usar (2.39), obtemosZ t
0
s
3
4 e jkj
2(t s)bbs ds =  jkj2 Z t
0
s
3
4 e jkj
2(t s)bb ds+ Z t
0
s
3
4 e jkj
2(t s)( \u  rb+ \b  ru) ds:
Assim,
t
3
4 bb(; t) = 3
4
Z t
0
s 
1
4 e jkj
2(t s)bb ds+ Z t
0
s
3
4 e jkj
2(t s)( \u  rb+ \b  ru) ds:
Passando ao modulo, encontramos
jt 34 bb(; t)j  3
4
Z t
0
s 
1
4 e jkj
2(t s)jbbj ds+ Z t
0
s
3
4 e jkj
2(t s)j  \u  rb+ \b  ruj ds:
Integrando sobre R3, inferimos
t
3
4
Z
R3
jbbj dk  3
4
Z
R3
Z t
0
s 
1
4 e jkj
2(t s)jbbj dsdk
+
Z
R3
Z t
0
s
3
4 e jkj
2(t s)(j\u  rbj+ j\b  ruj) dsdk:
Consequentemente,
t
3
4 kbk1  t
3
4
(2)
3
2
kbbk1
 3
4(2)
3
2
Z t
0
s 
1
4
Z
R3
e jkj
2(t s)jbbj dkds
+
1
(2)
3
2
Z t
0
s
3
4
Z
R3
e jkj
2(t s)(j\u  rbj+ j\b  ruj) dkds: (2.50)
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Analogamente a (2.49), obtemos
t
3
4 kbk1  Ck(u0;b0)k2 +K1C
Z t
0
(t  s)  34 s 34 k(u;b)k1 ds; (2.51)
onde K1 e dado em (2.34). Por (2.49) e (2.51), chegamos a
t
3
4 k(u;b)k1  C;k(u0;b0)k2 +K1C;
Z t
0
(t  s)  34 s 34 k(u;b)k1 ds:
Pelo Lema 4.1, encontramos
t
3
4 k(u;b)(; t)k1  K2; 8 0 < t < T;
onde K2 = C;k(u0;b0)k2 expfK1C;Tg. Portanto,
sup
0<t<T
t
3
4 k(u;b)(; t)k1  K2:
Modicando a prova da Proposic~ao 2.1 e possvel garantir que t
3
4 k(u;b)(; t)k1 e limitado em
(0; T ) se considerarmos sup
0t<T
k(Du; Db)(; t)kq, com 32 < q  2, nito.
Proposic~ao 2.2. Seja 32 < q  2: Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo
maximal [0; T ). Assuma que
sup
0t<T
k(Du; Db)(; t)kq <1; (2.52)
ent~ao
sup
0<t<T
t
3
4 k(u;b)(; t)k1  K2;q;
para algum limite positivo K2;q que depende somente dos valores de k(u0;b0)k2; sup
0t<T
k(Du; Db)(; t)kq;
q; ; ; T:
Demonstrac~ao. Em (2.46) vimos que
t
3
4 ku(; t)k1  3
4(2)
3
2
Z t
0
s 
1
4
Z
R3
e jkj
2(t s)jbuj dkds
+
1
(2)
3
2
Z t
0
s
3
4
Z
R3
e jkj
2(t s)(j\u  ruj+ j\b  rbj) dkds:
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Portanto, pela Desigualdade de Holder, inferimos
t
3
4 kuk1  3
4(2)
3
2
Z t
0
s 
1
4
Z
R3
e 2jkj
2(t s) dk
 1
2
Z
R3
jbuj2 dk 12 ds
+
1
(2)
3
2
Z t
0
s
3
4
Z
R3
e qjkj
2(t s) dk
 1
q
Z
R3
(j\u  ruj+ j\b  rbj)q0 dk
 1
q0
ds;
onde 1q +
1
q0 = 1. Por (2.33) e (2.43), obtemos
t
3
4 kuk1  C
Z t
0
s 
1
4 (t  s)  34 kbuk2 ds+K1;qCq; Z t
0
s
3
4 (t  s)  32q k(u;b)k1 ds;
onde K1;q e dado em (2:44) (ver (2.52)). Usando Identidade de Parseval e o Lema 2.1, conclumos
que
t
3
4 ku(; t)k1  Ck(u0;b0)k2
Z t
0
s 
1
4 (t  s)  34ds+K1;qCq;
Z t
0
(t  s)  32q s 34 k(u;b)k1 ds:
Por (2.48), chegamos a
t
3
4 kuk1  Ck(u0;b0)k2 +K1;qCq;
Z t
0
(t  s)  32q s 34 k(u;b)k1 ds:
Aplicando um processo analogo a segunda equac~ao do sistema (4), obtemos
t
3
4 kb(; t)k1  Ck(u0;b0)k2 +K1;qCq;
Z t
0
(t  s)  32q s 34 k(u;b)(; s)k1 ds;
ver (2.50). Assim,
t
3
4 k(u;b)(; t)k1  C;k(u0;b0)k2 +K1;qCq;;
Z t
0
(t  s)  32q s 34 k(u;b)(; s)k1 ds:
Pelo Lema 4.1, chegamos a
t
3
4 k(u;b)(; t)k1  K2;q; 8 0 < t < T;
onde K2;q := C;k(u0;b0)k2 expfK1;qCq;;Tg: Portanto,
sup
0<t<T
t
3
4 k(u;b)(; t)k1  K2;q:
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2.3 Desigualdade de Leray para o Sistema MHD
Nesta sec~ao, considerando que (u;b)(; t) e a soluc~ao do sistema (4) no intervalo [0; T ), pro-
varemos o limite inferior (conhecido no caso das equac~oes (5) como Desigualdade de Leray (ver
[28])).
k(Du; Db)(; t)k2  C;
(T    t) 14
; 8 0  t < T ;
se T  <1, o qual nos garante que
lim
t%T 
k(Du; Db)(; t)k2 =1:
Com esta meta em mente, apresentaremos um resultado que estabelece uma desigualdade diferencial
envolvendo k(Du; Db)k2. Mais precisamente, temos o seguinte lema:
Lema 2.2. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Ent~ao,
d
dt
k(Du; Db)(; t)k22  C 3k(Du; Db)(; t)k62; 8 0  t < T ;
onde C e uma constante positiva e  := minf; g.
Demonstrac~ao. Vamos direto a prova. Primeiramente, notemos que a primeira equac~ao de (4) nos
permite informar que
1
2
d
dt
kDu(; t)k22 =
1
2
d
dt
(Du; Du)2
=
3X
j=1
(Dju; Djut)2
=
3X
j=1
[(Dju; Dj(u))2   (Dju; Dj(u  ru))2 + (Dju; Dj(b  rb))2
  (Dju; Djr(p+ 1
2
jbj2))2]:
Vamos estudar separadamente algumas das parcelas do lado direito das igualdades acima. Assim
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sendo, por integrac~ao por partes, obtemos
3X
j=1
(Dju; Dj(u))2 =
3X
i;j=1
(Dju; D
2
iDju)2
=  
3X
i;j=1
(DiDju; DiDju)2
=  kD2uk22 (2.53)
e tambem
3X
j=1
(Dju; Dj(r(p+ 1
2
jbj2)))2 =
3X
i;j=1
(Djui; DjDi(p+
1
2
jbj2))2
=  
3X
i;j=1
(DiDjui; Dj(p+
1
2
jbj2))2
=  
3X
j=1
(Dj(r  u); Dj(p+ 1
2
jbj2))2
= 0;
pois r  u = 0: Deste modo,
1
2
d
dt
kDuk22 + kD2uk22 =  
3X
j=1
(Dju; Dj(u  ru))2 +
3X
j=1
(Dju; Dj(b  rb))2: (2.54)
Por outro lado, avaliando a segunda equac~ao de (4), conclumos
1
2
d
dt
kDb(; t)k22 =
3X
j=1
(Djb; Djbt)2
=
3X
j=1
[(Djb; Djb)2   (Djb; Dj(u  rb))2 + (Djb; Dj(b  ru))2]
=  kD2bk22  
3X
j=1
(Djb; Dj(u  rb))2 +
3X
j=1
(Djb; Dj(b  ru))2;
onde nesta ultima igualdade usamos (2.53). Logo,
1
2
d
dt
kDbk22 + kD2bk22 =  
3X
j=1
(Djb; Dj(u  rb)) +
3X
j=1
(Djb; Dj(b  ru)): (2.55)
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Somando as igualdades (2.54) e (2.55), obtemos
1
2
d
dt
k(Du; Db)k22 + kD2uk22 + kD2bk22 =
3X
j=1
[ (Dju; Dj(u  ru))2 + (Dju; Dj(b  rb))2
  (Djb; Dj(u  rb))2 + (Djb; Dj(b  ru))2]:
(2.56)
Agora, permita-nos examinar os termos do lado direito da igualdade acima.
(Dju; Dj(b  rb))2 =
3X
i;k=1
Z
R3
DjukDj(biDibk) dx
=
3X
i;k=1
Z
R3
DjukDjbiDibk dx+
3X
i;k=1
Z
R3
(Djuk)biDjDibk dx

3X
i;k=1
Z
R3
jDjukjjDjbijjDibkj dx+
3X
i;k=1
Z
R3
(Djuk)biDjDibk dx
 C
Z
R3
jDujjDbj2 dx+
3X
i;k=1
Z
R3
(Djuk)biDjDibk dx:
Alem disso, por integrac~ao por partes, podemos armar que
(Djb; Dj(b  ru))2 =
3X
i;k=1
Z
R3
DjbkDj(biDiuk) dx
=
3X
i;k=1
Z
R3
DjbkDjbiDiuk dx+
3X
i;k=1
Z
R3
(Djbk)biDjDiuk dx

3X
i;k=1
Z
R3
jDjbkjjDjbijjDiukj dx 
3X
i;k=1
Z
R3
Di((Djbk)bi)Djuk dx
 C
Z
R3
jDbj2jDuj dx 
3X
i;k=1
Z
R3
((DiDjbk)bi +DjbkDibi)Djuk dx
= C
Z
R3
jDbj2jDuj dx 
3X
i;k=1
Z
R3
(DiDjbk)biDjuk dx;
onde na ultima igualdade usamos o fato que b e livre de divergente. Portanto, obtemos
(Dju; Dj(b  rb))2 + (Djb; Dj(b  ru))2  C
Z
R3
jDujjDbj2 dx: (2.57)
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Notemos ainda que,
 (Djb; Dj(u  rb))2 =  
3X
i;k=1
Z
R3
DjbkDj(uiDibk) dx
=  
3X
i;k=1
Z
R3
DjbkDjuiDibk dx 
3X
i;k=1
Z
R3
(Djbk)uiDjDibk dx
Mas, novamente por integrac~ao por partes, chegamos a
 
3X
i;k=1
Z
R3
(Djbk)uiDjDibk dx =
3X
i;k=1
Z
R3
Di((Djbk)ui)Djbk dx
=
3X
i;k=1
Z
R3
((DiDjbk)ui +DjbkDiui)Djbk dx
=
3X
i;k=1
Z
R3
(DiDjbk)uiDjbk dx;
pois, r  u = 0: Dessa forma,
 
3X
i;k=1
Z
R3
(Djbk)uiDjDibk dx = 0:
Consequentemente,
  (Djb; Dj(u  rb))2 =  
3X
i;k=1
Z
R3
DjbkDjuiDibk dx

3X
i;k=1
Z
R3
jDjbkjjDjuijjDibkj dx
 C
Z
R3
jDujjDbj2 dx: (2.58)
Analogamente, pode-se provar que
(Dju; Dj(u  ru))2  C
Z
R3
jDuj3 dx: (2.59)
Substituindo (2:57), (2.58) e (2.59) em (2.56), conclumos que
1
2
d
dt
k(Du; Db)k22 + kD2uk22 + kD2bk22  Ck(Du; Db)k33:
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Utilizando a Desigualdade de Gagliardo-Nirenberg (1.21),
kvk3  Ckvk
1
2
2 kDvk
1
2
2 ; 8 v 2 H1(R3);
temos que
1
2
d
dt
k(Du; Db)k22 + kD2uk22 + kD2bk22  Ck(Du; Db)k
3
2
2 k(D2u; D2b)k
3
2
2 :
Assuma que  := minf; g. Com isso, conclumos que
1
2
d
dt
k(Du; Db)k22 + k(D2u; D2b)k22  Ck(Du; Db)k
3
2
2 k(D2u; D2b)k
3
2
2 :
Agora, usando a Desigualdade de Young, encontramos
1
2
d
dt
k(Du; Db)k22 + k(D2u; D2b)k22  C 3k(Du; Db)k62 +

2
k(D2u; D2b)k22:
Por conseguinte,
1
2
d
dt
k(Du; Db)k22 +

2
k(D2u; D2b)k22  C 3k(Du; Db)(; t)k62:
Portanto,
d
dt
k(Du; Db)(; t)k22  C 3k(Du; Db)(; t)k62; 8 0  t < T :
Como queramos demonstrar.
O proximo teorema nos mostra como limitar inferiormente a norma L2 do gradiente da soluc~ao
do sistema (4), em seu intervalo de tempo maximal, assumindo que esta apresenta explos~ao em
tempo nito. E importante ressaltar que o Teorema 2.4 abaixo remete a Leray no caso em que
b = 0 (ver [28]).
Teorema 2.4 (Desigualdade de Leray). Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no
intervalo maximal [0; T ). Assuma que T  <1, ent~ao
k(Du; Db)(; t)k2  C 34 (T    t)  14 ; 8 0  t < T ;
onde C e uma constante positiva e  = minf; g:
Demonstrac~ao. Usando o fato que T  <1, conclumos, atraves do Teorema 2.2, que
sup
0t<T 
k(Du; Db)(; t)k2 =1:
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Assim, pelo Lema 2.2 e Lema 4.2, chegamos a
k(Du; Db)(; t)k2 

1
C 3
 1
4
(T    t) 14 ; 8 0  t < T :
Isto completa a prova do Teorema 2.4.
2.4 A Aplicac~ao Ilimitada k(u;b)(; t)kq, 3 < q  1
Nesta sec~ao, estamos interessados em provar que a soluc~ao (u;b) de (4) tem norma Lq, para
3 < q  1, ilimitada em seu intervalo de existe^ncia, se esta apresenta explos~ao em tempo nito.
Mais precisamente, permita-nos enunciar o seguinte resultado.
Teorema 2.5. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Seja 3 < q  1. Assuma que
sup
0t<T
k(u;b)(; t)kq <1: (2.60)
Ent~ao
sup
0t<T
k(Du; Db)(; t)k2  K2;q;
onde K2;q e uma constante positiva que depende somente de sup
0t<T
k(u;b)(; t)kq; k(Du0; Db0)k2; q; T;
; . Em particular, se T  <1, ent~ao
sup
0t<T 
k(u;b)(; t)kq =1:
Demonstrac~ao. Primeiramente considere que 65 < r  2 e tal que 1q + 12 = 1r : Como
r  (u  ru  b  rb+r(p+ 1
2
jbj2)) =  r  (ut   u) = 0;
ja que r  u = 0, temos que a projec~ao de Helmontz PH esta bem denida e
PH(u  ru  b  rb) = u  ru  b  rb+r(p+ 1
2
jbj2);
ver (1.23). Da, pela primeira equac~ao do sistema (4), chegamos a
ut = u  PH(u  ru  b  rb):
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Aplicando o semigrupo do calor e(t s) a primeira equac~ao de (4) e integrando de 0 a t, obtemosZ t
0
e(t s)us ds = 
Z t
0
e(t s)uds 
Z t
0
e(t s)PH(u  ru  b  rb) ds:
Assim,
u(; t) = etu0 +
Z t
0
e(t s)PH(u  ru  b  rb) ds: (2.61)
Aplicando Dj a equac~ao acima, encontramos
Dju(; t) = Djetu0 +
Z t
0
Dje
(t s)PH(u  ru  b  rb) ds:
Dessa forma, pelos Lemas 4.7 e 4.12, podemos inferir
kDju(; t)k2  ketDju0k2 +
Z t
0
kDj [e(t s)PH(u  ru  b  rb)]k2 ds
 CkDju0k2 + Cr;
Z t
0
(t  s)   12 kPH(u  ru  b  rb)]kr ds;
onde  = 32
 
1
r   12

: Logo, para k = 32
 
1
r   12

+ 12 ; conclumos, por (1.24), que
kDju(; t)k2  CkDju0k2 + Cr;
Z t
0
(t  s) kku  ru  b  rbkr ds:
Notemos que,
ku  ru  b  rbkrr  Cr[ku  rukrr + kb  rbkrr]
= Cr
Z
R3
ju  rujr dx+
Z
R3
jb  rbjr dx

= Cr
"Z
R3

3X
i=1
uiDiu

r
dx+
Z
R3

3X
i=1
biDib

r
dx
#
 Cr
"Z
R3
 
3X
i=1
juiDiuj
!r
dx+
Z
R3
 
3X
i=1
jbiDibj
!r
dx
#
 Cr
3X
i=1
Z
R3
juiDiujr dx+ Cr
3X
i=1
Z
R3
jbiDibjr dx
= Cr
3X
i=1
Z
R3
juijrjDiujr dx+ Cr
3X
i=1
Z
R3
jbijrjDibjr dx:
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Pela Desigualdade de Holder, temos que
ku  ru  b  rbkrr  Cr
3X
i=1
kuikrqkDiukr2 + Cr
3X
i=1
kbikrqkDibkr2
 CrkukrqkDukr2 + CrkbkrqkDbkr2
 Crk(u;b)krqk(Du; Db)kr2:
Consequentemente,
ku  ru  b  rbkr  CrK1;qk(Du; Db)k2;
onde
K1;q := sup
0t<T
k(u;b)(; t)kq: (2.62)
(Ver (2.60)). Logo,
kDju(; t)k2  CkDju0k2 + Cr;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds
 Ck(Dju0; Djb0)k2 + Cr;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds:
Passando a soma, quando j = 1; 2; 3, obtemos
kDu(; t)k2  Ck(Du0; Db0)k2 + Cr;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds: (2.63)
Apliquemos o mesmo processo a segunda equac~ao do sistema (4). Assim sendo, considerando o
semigrupo do calor e(t s)chegamos aZ t
0
e(t s)bs ds =
Z t
0
e(t s)b ds+
Z t
0
e(t s)( u  rb+ b  ru) ds:
Dessa forma,
b(; t) = etb0 +
Z t
0
e(t s)( u  rb+ b  ru)(; s) ds: (2.64)
Logo, aplicando Dj (1  j  3) a igualdade acima, encontramos
Djb(; t) = etDjb0 +
Z t
0
Dj [e
(t s)( u  rb+ b  ru)] ds:
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Usando os Lemas 4.7 e 4.12, obtemos
kDjb(; t)k2  ketDjb0k2 +
Z t
0
kDj [e(t s)( u  rb+ b  ru)]k2 ds
 CkDjb0k2 + Cr;
Z t
0
(t  s)   12 ku  rb  b  rukr ds;
Portanto,
kDjb(; t)k2  CkDjb0k2 + Cr;
Z t
0
(t  s) kku  rb  b  rukr ds:
Agora, observe que, pela Desigualdade de Holder, encontramos
ku  rb  b  rukrr  CrkukrqkDbkr2 + CrkbkrqkDukr2
 Crk(u;b)krqk(Du; Db)kr2:
Por (2.62), chegamos a
ku  rb  b  rukr  CrK1;qk(Du; Db)k2:
Logo,
kDjb(; t)k2  CkDjb0k2 + Cr;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds:
Passando a soma, quando j = 1; 2; 3, temos que
kDb(; t)k2  Ck(Du0; Db0)k2 + Cr;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds: (2.65)
Por (2.63) e (2.65), obtemos
k(Du; Db)k22 = kDu(; t)k22 + kDb(; t)k22


C;k(Du0; Db0)k2 + Cr;;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds
2
:
Por m,
k(Du; Db)(; t)k2  C;k(Du0; Db0)k2 + Cr;;K1;q
Z t
0
(t  s) kk(Du; Db)k2 ds:
Pelo Lema 4.1, encontramos
k(Du; Db)(; t)k2  K2;q; 8 0  t < T;
47
onde K2;q := C;k(Du0; Db0)k2 expfCr;;K1;qTg: Por conseguinte,
sup
0t<T
k(Du; Db)(; t)k2  K2;q:
Em particular, se T  <1 eK1;q <1 (ver (2.62)) ent~ao a limitac~ao acima gera uma contradic~ao
com o enunciado do Teorema 2.2. Isto completa a prova do Teorema 2.5.
2.5 Explos~ao de k(u;b)(; t)kq e k(Du; Db)(; t)kr; q 2 (3;1), r 2 (32 ;1]
Nesta sec~ao, nossa meta e estudar k(u;b)(; t)kq e k(Du; Db)(; t)kr, quando 3 < q < 1 e
3
2 < r  1, em tempo de explos~ao nito. Alem disso, tambem discutiremos o que ocorre com estas
mesmas normas quando discutimos as equac~oes de Navier-Stokes (5).
O lema abaixo estabelece uma desigualdade integral que sera util na busca por uma limitac~ao
para k(u;b)(; t)kq.
Lema 2.3. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Sejam 3 < q <1 e
k =
3
2q
+
1
2
< 1:
Ent~ao,
k(u;b)(; t)kq  ( 32 +  32 )k(u;b)(; t0)kq + Cq;;
Z t
t0
(t  s) kk(u;b)(; s)k2q ds;
sempre que 0  t0  t < T , onde Cq;; e constante positiva que so depende de ;  e q.
Demonstrac~ao. Considerando r = q2 temos que k =
3
2

1
r   1q

+ 12 : Alem disso, passando a norma
Lq em (2.61) obtemos
ku(; t)kq  ke(t t0)u(; t0)kq +
Z t
t0
ke(t s)PH(u  ru  b  rb)kq ds
  32 ku(; t0)kq +
Z t
t0
kPHe(t s)(u  ru  b  rb)kq ds
  32 ku(; t0)kq + Cq
Z t
t0
ke(t s)(u  ru  b  rb)kq ds;
onde na primeira desigualdade acima usamos o fato que PH comuta com o semigrupo e
(t s), na
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segunda utilizamos o Lema 4.7 e, por ultimo, a desigualdade (1.24). Observemos que,
ke(t s)(u  ru  b  rb)kq = ke(t s)
3X
i=1
(uiDiu  biDib)kq

3X
i=1
ke(t s)Di(uiu  bib)kq
=
3X
i=1
kDie(t s)(uiu  bib)kq
 Cq;(t  s)   12
3X
i=1
kuiu  bibkr;
onde  = 32

1
r   1q

: Na primeira desigualdade acima usamos que r  u = r  b = 0, na igual-
dade seguinte usamos o fato que a derivada comuta com o semigrupo e(t s) e na ultima das
desigualdades utilizamos o Lema 4.12. Pela Desigualdade de Minkowski, chegamos a
ke(t s)(u  ru  b  rb)kq  Cq;(t  s) k
3X
i=1
(kuiukr + kbibkr):
Mas,
kuiukr  k(u;b)k2q e kbibkr  k(u;b)k2q ; 8 i = 1; 2; 3: (2.66)
Com efeito, analisando a primeira desigualdade acima, encontramos, pela Desigualdade de Holder,
o seguinte:
kuiukr =
Z
R3
juijrjujr dx
 1
r

Z
R3
juij2r dx
 1
2r
Z
R3
juj2r dx
 1
2r
= kuik2rkuk2r  kuk2rkuk2r
= kuk2q  k(u;b)k2q ; (2.67)
desde que q = 2r. Do mesmo modo, verica-se a segunda desigualdade em (2.66). Logo,
ke(t s)(u  ru  b  rb)kq  Cq;k(u;b)k2q(t  s) k:
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Portanto,
ku(; t)kq   32 ku(; t0)kq + Cq;
Z t
t0
(t  s) kk(u;b)k2q ds
  32 k(u;b)(; t0)kq + Cq;
Z t
t0
(t  s) kk(u;b)k2q ds:
Analogamente, atraves de (2.64), chega-se a
kb(; t)kq  ke(t t0)b(; t0)kq +
Z t
t0
ke(t s)( u  rb+ b  ru)kq ds
  32 kb(; t0)kq +
Z t
t0
ke(t s)( u  rb+ b  ru)kq ds;
Notemos que,
ke(t s)( u  rb+ b  ru)kq = ke(t s)
3X
i=1
( uiDib+ biDiu)kq

3X
i=1
ke(t s)Di( uib+ biu)kq
=
3X
i=1
kDie(t s)( uib+ biu)kq
 Cq;(t  s)   12
3X
i=1
k   uib+ biukr;
onde  = 32

1
r   1q

: Na primeira desigualdade acima usamos que r  u = r  b = 0, na igual-
dade seguinte usamos o fato que a derivada comuta com o semigrupo e(t s) e na ultima das
desigualdades utilizamos o Lema 4.10. Por conseguinte,
ke(t s)( u  rb+ b  ru)kq  Cq;(t  s) k
3X
i=1
(kuibkLr + kbiukr)
 Cq;(t  s) kk(u;b)k2q ;
onde na ultima desigualdade aplicamos estimativas analogas a (2.67). Consequentemente,
kb(; t)kq   32 kb(; t0)kq + Cq;
Z t
t0
(t  s) kk(u;b)k2q ds
  32 k(u;b)(; t0)kq + Cq;
Z t
t0
(t  s) kk(u;b)k2q ds:
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Por m,
k(u;b)(; t)kq =
 ku(; t)kqq + kb(; t)kqq 1q
 ku(; t)kq + kb(; t)kq
 ( 32 +  32 )k(u;b)(; t0)kq + Cq;;
Z t
t0
(t  s) kk(u;b)k2q ds:
Portanto,
k(u;b)(; t)kq  ( 32 +  32 )k(u;b)(; t0)kq + Cq;;
Z t
t0
(t  s) kk(u;b)(; s)k2q ds; 8 0  t < T :
Obs 2.1. E importante ressaltar aqui que o caso q =1 no Lema 2.3 e verdadeiro no caso b = 0,
i.e., quando estamos estudando as classicas equac~oes de Navier-Stokes (5). Para mais detalhes ver
[28].
O teorema a seguir nos garante que uma soluc~ao (u;b) do sistema (4) satisfaz o limite
lim
t%T 
k(u;b)(; t)kq =1; 3 < q <1; (2.68)
se esta apresenta tempo de explos~ao nito. Se considerarmos o caso das equac~oes de Navier-Stokes,
o caso q =1 tambem e valido, ou seja,
lim
t%T 
ku(; t)kq =1; 3 < q  1;
se u e uma soluc~ao de (5) que explode em T  <1: (Ver (2.75)).
Teorema 2.6. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 3 < q < 1. Se T  < 1, ent~ao existe uma constante positiva Cq;; , a qual depende
somente de q; ; , tal que
k(u;b)(; t)kq  Cq;;(T    t) 
q 3
2q ; 8 0  t < T :
Demonstrac~ao. Vimos no Lema 2.3 que
k(u;b)(; t)kq  ( 32 +  32 )k(u;b)(; t0)kq + Cq;;
Z t
t0
(t  s) kk(u;b)(; s)k2q ds; (2.69)
onde t0  t < T ; 3 < q < 1 e k = 32q + 12 < 1. Alem disso, pelo Teorema 2.5, tambem sabemos
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que
sup
0t<T 
k(u;b)(; t)kq =1; (2.70)
desde que T  <1.
Agora seja
 = min
(
T ; t0 +

(1  k)(  1)
C;2Cq;;k(u;b)(; t0)kq
 1
1 k
)
; (2.71)
onde C; = 
3
2 + 
3
2 e  = 1 + C 1; : Armamos que
k(u;b)(; t)kq < C;k(u;b)(; t0)kq; 8 t0  t < : (2.72)
Com efeito, suponha, por absurdo, que existe t2 2 [t0; ) tal que
k(u;b)(; t2)kq  C;k(u;b)(; t0)kq:
Pela denic~ao de , temos que
C;k(u;b)(; t0)kq > k(u;b)(; t0)kq:
Agora usufruindo do fato que k(u;b)(; t)kq e contnua, temos que existe t1 < t2 tal que
k(u;b)(; t1)kq = C;k(u;b)(; t0)kq (2.73)
e tambem
k(u;b)(; t)kq < C;k(u;b)(; t0)kq; 8 t0  t < t1: (2.74)
Por aplicar (2.74) a (2.69), encontramos
k(u;b)(; t1)kq  C;k(u;b)(; t0)kq + Cq;;
Z t1
t0
(t1   s) kk(u;b)(; s)k2q ds
< C;k(u;b)(; t0)kq + Cq;;2C2;k(u;b)(; t0)k2q
Z t1
t0
(t1   s) k ds:
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Dessa forma, por (2.73), obtemos
C;k(u;b)(; t0)kq < C;k(u;b)(; t0)kq + Cq;;2C2;k(u;b)(; t0)k2q
(t1   t0)1 k
1  k
< C;k(u;b)(; t0)kq + Cq;;2C2;k(u;b)(; t0)k2q
(   t0)1 k
1  k :
Por outro lado, por nossa escolha de , ver (2.71), temos que
C;k(u;b)(; t0)kq < C;k(u;b)(; t0)kq + C;k(u;b)(; t0)kq(  1)
= C;k(u;b)(; t0)kq;
o que e um absurdo. Isto prova (2.72).
Observe que por (2.70), k(u;b)(; t)kq e ilimitada em [0; T ) e, por continuidade, esta mesma
aplicac~ao e limitada em [0; t0]. Portanto, k(u;b)(; t)kq e ilimitada em [t0; T ). Assim sendo, como
(2.72) nos informa que k(u;b)(; t)kq e limitada em [t0; ) conclumos que  < T , i.e.,
 = t0 +

(1  k)(  1)
C;2Cq;;k(u;b)(; t0)kq
 1
1 k
;
ver (2.71). Com isso,
T  > t0 +

(1  k)(  1)
C;2Cq;;
k(u;b)(; t0)kq
 1
1 k
;
ou equivalentemente,
k(u;b)(; t0)kq  (1  k)(  1)
C;2Cq;;
(T    t0) (1 k); 8 0  t0 < T :
Isto completa a prova do Teorema 2.6.
O caso q =1 no Teorema 2.6 e verdadeiro se considerarmos que o campo magnetico b e nulo,
ou seja, e valida a seguinte desigualdade:
ku(; t)k1  C1;(T    t)  12 ; 8 0  t < T ; (2.75)
onde u e soluc~ao das equac~oes de Navier-Stokes (5), se T  <1. Esta armac~ao segue da prova do
Teorema 2.6 juntamente com a Observac~ao 2.1. Como conseque^ncia imediata deste limite inferior
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temos que
lim
t%T 
ku(; t)k1 =1;
se T  <1: Alem disso, pela Desigualdade (1.21)
kvk1  Cqkvk1 2 kDvkq; 8 v 2 C10 (R3);
onde  = 3q5q 6 e 3 < q  1, podemos concluir
kDu(; t)kq  C 
1

q ku(; t)k
 1

2 ku(; t)k
1
1:
Usando o Lema 2.1 e (2.75), temos que
kDu(; t)kq  Cq;ku0k
  2q 6
3q
2 (T
   t)  5q 66q ; 8 0  t < T ; (2.76)
se T  <1 para 3 < q  1.
O resultado abaixo estabelece limites inferiores para k(Du; Db)(; t)kq, quando 32 < q  3:
Corolario 2.7. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 0 <  < 12 . Se T
 < 1, ent~ao existe uma constante positiva C;; , a qual depende
somente de ; ;  e k(u0;b0)k2, tal que
k(Du; Db)(; t)k3  C;;(T    t)  12+; 8 0  t < T : (2.77)
Alem disso, para 32 < q < 3; tem-se
k(Du; Db)(; t)kq  Cq;;(T    t) 
2q 3
2q ; 8 0  t < T ; (2.78)
onde Cq;; e uma constante positiva que depende somente de q;  e .
Demonstrac~ao. Seja 0 <  < 12 . Assuma que r =
1+4
2 (3 < r < 1). Pela Desigualdade de
Gagliardo-Nirenberg
kvkr  Crkvk
2
r
2 kDvk
1  2
r
3 ;
onde 3  r <1 (ver 1.21), inferimos que
kukr  Crkuk
2
r
2 kDuk
1  2
r
3
 Crk(u;b)k
2
r
2 k(Du; Db)k
1  2
r
3
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e de forma analoga
kbkr  Crk(u;b)k
2
r
2 k(Du; Db)k
1  2
r
3 :
Somando estas duas desigualdades acima, chegamos a
k(u;b)kr  Crk(u;b)k
2
r
2 k(Du; Db)k
1  2
r
3 :
Assim sendo, pelos Lemas 2.1 e Teorema 2.6, obtemos
k(Du; Db)(; t)k3  C;;k(u0;b0)k 42 (T    t) 
1
2
+; 8 0  t < T ; (2.79)
se T  <1: Isto completa a prova de (2.77).
Vamos utilizar a seguinte Desigualdade de Sobolev:
kvk 3q
3 q
 CqkDvkq; 3
2
 q < 3: (2.80)
Pelo Teorema 2.6, temos que
k(u;b)(; t)kr  Cr;;(T    t) 
r 3
2r ; 8 0  t < T ;
sempre que T  <1 e 3 < r <1 Portanto, aplicando a Desigualdade de Sobolev (2.80), obtemos
k(Du; Db)(; t)kq  Cqk(u;b)(; t)k 3q
3 q
 Cq;;(T    t) 
2q 3
2q ;
para qualquer 0  t < T  (T  <1). Aqui 3 < 3q3 q <1, se 32 < q < 3: Isto estabelece (2.78).
Como conseque^ncia imediata do Corolario 2.7, temos que
lim
t%T 
k(Du; Db)(; t)kq =1; 3
2
< q  3; (2.81)
se T  <1. No caso das equac~oes de Navier-Stokes, temos o seguinte limite relacionado ao tempo
nito de explos~ao:
lim
t%T 
kDu(; t)kq =1; 3
2
< q  1; (2.82)
basta utilizar (2.76), (2.78) e (2.79).
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Segue diretamente das desigualdades (2.76), (2.78) e (2.79) que, para as equac~oes de Navier-
Stokes (5), o seguinte resultado e valido:
sup
0t<T 
kDu(; t)kq =1; 3
2
< q  1;
se T  <1.
Corolario 2.8. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 3 < r <1 e T  <1. Ent~ao,
k(Du; Db)(; t)kq  Cr;q;;(T    t) 
(r 3)(5q 6)
6q(r 2) ; 8 0  t < T ; (2.83)
sempre que 3rr+3  q  1, onde Cr;q;; e uma constante positiva que depende somente de r; q; ; 
e k(u0;b0)k2.
Demonstrac~ao. Pela Desigualdade de Gagliardo-Nirenberg
kvkr  Cr;qkvk1 2 kDvkq;
onde  = 6q(r 2)2r(5q 6) e
3r
r+3  q  1, tem-se que
k(u;b)kr  Cr;qk(u0;b0)k1 2 k(Du; Db)kq;
e suciente aplicar o Lema 2.1. Consequentemente,
k(Du; Db)kq  Cr;qk(u0;b0)k
 1

2 k(u;b)k
1

r :
Ja que 3 < r <1 e T  <1, conclumos, pelo Teorema 2.6, que
k(Du; Db)kq  Cr;q;;k(u0;b0)k
 1

2 (T
   t) 
(r 3)(5q 6)
6q(r 2) ; 8 0  t < T ;
sempre que 3rr+3  q  1. Isto completa a prova do resultado.
O Corolario 2.8 acima implica o seguinte limite:
lim
t%T 
k(Du; Db)(; t)kq =1; 8 3  q  1;
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se T  <1. Portanto, por (2.81), chegamos a
lim
t%T 
k(Du; Du)(; t)kq =1; 8 3
2
< q  1;
no caso T  <1:
Corolario 2.9. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 32 < q  1: Se T  <1, ent~ao
sup
0t<T 
k(Du; Db)(; t)kq =1:
Demonstrac~ao. A prova segue imediatamente das desigualdades (2.77), (2.78) e (2.83).
2.6 Condic~oes Sucientes para Existe^ncia Global e Explos~ao de
k(Dnu; Dnb)kq
Nesta sec~ao, demonstraremos algumas condic~oes sucientes para que as soluc~oes dos sistemas
(4) e (5) sejam globalmente denidas no tempo. Alem disso, exibiremos limites inferiores para as
normas ku(; t)k3, kDu(; t)k3 e kDu(; t)k 3
2
, onde a soluc~ao u(; t) das equac~oes (5) goza de explos~ao
em tempo nito. Por m, mostraremos alguns limites inferiores, em tempo nito, para as normas
k(Dnu; Dnb)(; t)kq nos casos n  3 com 1  q  1, e n = 2 com 1 < q  1 (valendo q = 1 no
caso das equac~oes de Navier-Stokes (5)). Tais estimativas implicar~ao em explos~ao destas mesmas
normas. Comecemos com uma desigualdade diferencial que desempenhara papel importante neste
topico.
Lema 2.4. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 3 < q <1. Ent~ao,
d
dt
k(u;b)(; t)kqq  Cq;;k(u;b)(; t)k
q(q 1)
q 3
q ; 8 0  t < T ;
onde Cq;; e uma constante positiva que depende somente de q;  e .
Demonstrac~ao. Notemos que, aplicando o divergente a primeira equac~ao de (4), podemos escrever
 (p+ 1
2
jbj2) = r  (u  ru  b  rb);
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pois u e livre de divergente. Assim,
 (p+ 1
2
jbj2) = r  (u  ru  b  rb)
=
3X
i;j=1
Di(ujDjui   bjDjbi)
=
3X
i;j=1
(DiujDjui + ujDiDjui  DibjDjbi   bjDiDjbi)
=
3X
i;j=1
[DiDj(uiuj) DiDj(bibj)]
=
3X
i;j=1
DiDj(uiuj   bibj);
pois ru = rb = 0. Pela teoria de Calderon-Zygmund aplicada a equac~ao de Poisson acima (ver
[19]), temos que
kp+ 1
2
jbj2kr  Cr
 3X
i;j=1
[uiuj   bibj ]

r
 Cr
h 3X
i;j=1
(kuiujkr + kbibjkr)
i
 Cr(kuk22r + kbk22r)
 Crk(u;b)k22r; (2.84)
onde 1 < r < 1 (ver (2.67)). Dado  > 0, sejam L0() uma func~ao sinal regularizada e () :=
L()q ver (1.25). Multiplicando a linha i da primeira equac~ao do sistema (4) por 0(ui(; t)) e
integrando em R3, temosZ
R3
0(ui)uit dx  
Z
R3
0(ui)ui dx+
Z
R3
0(ui)(u  r)ui dx
 
Z
R3
0(ui)(b  r)bi dx+
Z
R3
0(ui)Di(p+
1
2
jbj2) dx = 0: (2.85)
Analisemos cada uma das integrais exibidas no lado esquerdo da igualdade acima. Com isso,Z
R3
0(ui)uit dx =
Z
R3
d
dt
((ui)) dx =
d
dt
Z
R3
(ui) dx:
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Fazendo  ! 0 e usando o Teorema da Converge^ncia Dominada, obtemos
lim
!0
Z
R3
0(ui)uit dx =
d
dt
kui(; t)kqq; (2.86)
ver (1.25)-(1.31). Agora, notemos que
Z
R3
0(ui)ui dx =
3X
j=1
Z
R3
0(ui)D
2
jui dx
=  
3X
j=1
Z
R3
Dj [
0
(ui)]Djui dx
=  
3X
j=1
Z
R3
00 (ui)(Djui)
2 dx
=  
Z
R3
00 (ui)jruij2 dx:
Passando ao limite, quando  ! 0, e usando o Teorema da Converge^ncia Dominada, conclumos
que
lim
!0
Z
R3
0(ui)ui dx =  q(q   1)
Z
R3
juijq 2jruij2 dx; (2.87)
ver (1.25)-(1.31).
Observemos, agora, que, por integrac~ao por partes, chegamos a
Z
R3
0(ui)(u  r)ui dx =
3X
j=1
Z
R3
0(ui)ujDjui dx
=
3X
j=1
Z
R3
Dj [(ui)]uj dx
=  
3X
j=1
Z
R3
(ui)Djuj dx
= 0;
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pois r  u = 0: Alem disso,
Z
R3
0(ui)(b  r)bi dx =
3X
j=1
Z
R3
0(ui)bjDjbi dx
=  
3X
j=1
Z
R3
Dj [
0
(ui)bj ]bi dx
=  
3X
j=1
Z
R3
[00 (ui)(Djui)bj +
0
(ui)Djbj ]bi dx
=  
3X
j=1
Z
R3
00 (ui)(Djui)bjbi dx;
pois b e livre de divergente. Passando ao limite, quando  ! 0, e usando o Teorema da Converge^ncia
Dominada, encontramos
lim
!0
Z
R3
0(ui)(b  r)bi dx =  q(q   1)
3X
j=1
Z
R3
juijq 2(Djui)bjbi dx;
ver (1.25)-(1.31). Mas, pela Desigualdade de Cauchy-Schwarz, temos que
 q(q   1)
3X
j=1
Z
R3
juijq 2(Djui)bjbi dx =  q(q   1)
Z
R3
juijq 2
 3X
j=1
(Djui)bj

bi dx
 q(q   1)
Z
R3
juijq 2
 3X
j=1
jDjuijjbj j

jbij dx
 q(q   1)
Z
R3
juijq 2
 3X
j=1
jDjuij2
 1
2
 3X
j=1
jbj j2
 1
2 jbij dx
= q(q   1)
Z
R3
juijq 2jruijjbjjbij dx:
Alem disso, pela Desigualdade de Holder,Z
R3
juijq 2jruijjbjjbij dx 
Z
R3
juijq 2jruijjbj2 dx

Z
R3
jbj4juijq 2 dx
 1
2
Z
R3
juijq 2jruij2 dx
 1
2
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
h Z
R3
jbjq+2 dx
 4
q+2
Z
R3
juijq+2 dx
 q 2
q+2
i 1
2

Z
R3
juijq 2jruij2 dx
 1
2
= kbk2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
 k(u;b)k2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
:
Portanto, passando ao limite, quando  ! 0, obtemos
lim
!0
Z
R3
0(ui)(b  r)bi dx =  q(q   1)
3X
j=1
Z
R3
juijq 2(Djui)bjbi dx
 q(q   1)k(u;b)k2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
:
A ultima das integrais em (2.85) nos diz queZ
R3
0(ui)Di(p+
1
2
jbj2) dx =  
Z
R3
00 (ui)(Diui)(p+
1
2
jbj2) dx:
Passando ao limite, quando  ! 0, e usando o Teorema da Converge^ncia Dominada, temos
lim
!0
Z
R3
0(ui)Di(p+
1
2
jbj2) dx =  q(q   1)
Z
R3
juijq 2(Diui)(p+ 1
2
jbj2) dx:
Mas, pela Desigualdade de Holder, e verdade que
 
Z
R3
juijq 2(Diui)(p+ 1
2
jbj2) dx 
Z
R3
juijq 2jDiuijjp+ 1
2
jbj2j dx

Z
R3
juijq 2jruijjp+ 1
2
jbj2j dx

Z
R3
jp+ 1
2
jbj2j2juijq 2 dx
 1
2

Z
R3
juijq 2jruij2 dx
 1
2
:
Utilizando a Desigualdade de Holder novamente, obtemos
Z
R3
jp+ 1
2
jbj2j2juijq 2 dx
 1
2 
h Z
R3
jp+ 1
2
jbj2j q+22 dx
 4
q+2
Z
R3
juijq+2 dx
 q 2
q+2
i 1
2
= kp+ 1
2
jbj2k q+2
2
kuik
q 2
2
q+2 :
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Assim sendo,
 
Z
R3
juijq 2(Diui)(p+ 1
2
jbj2) dx  kp+ 1
2
jbj2k q+2
2
kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
:
Pela desigualdade (2.84), chegamos a
 
Z
R3
juijq 2(Diui)(p+ 1
2
jbj2) dx  Cqk(u;b)k2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
:
Por m,
lim
!0
Z
R3
0(ui)Di(p+
1
2
jbj2) dx =  
Z
R3
q(q   1)juijq 2(Diui)(p+ 1
2
jbj2) dx
 q(q   1)Cqk(u;b)k2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
:
(2.88)
Deste modo, substituindo (2.86)-(2.88) em (2.85), obtemos
d
dt
kuikqq + q(q   1)
Z
R3
juijq 2jruij2 dx  q(q   1)Cqk(u;b)k2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
:
(2.89)
Agora apliquemos o mesmo processo a segunda equac~ao do sistema (4). Multiplicando a linha
i desta equac~ao por 0(bi(x; t)) e integrando em R3, obtemosZ
R3
0(bi)bit dx  
Z
R3
0(bi)bi dx+
Z
R3
0(bi)(u  r)bi dx 
Z
R3
0(bi)(b  r)ui dx = 0: (2.90)
Por (2.86) e (2.87), obtemos
lim
!0
Z
R3
0(bi)bit dx =
d
dt
kbi(; t)kqq
e tambem
lim
!0
Z
R3
0(bi)bi dx =  q(q   1)
Z
R3
jbijq 2jrbij2 dx:
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Analisemos as duas integrais restantes em (2.90). Notemos que,
Z
R3
0(bi)(u  r)bi dx =
3X
j=1
Z
R3
0(bi)ujDjbi dx
=  
3X
j=1
Z
R3
Dj [
0
(bi)uj ]bi dx
=  
3X
j=1
Z
R3
00 (bi)(Djbi)ujbi dx;
pois ru = 0: Passando ao limite, quando  ! 0, e usando o Teorema da Converge^ncia Dominada,
obtemos
lim
!0
Z
R3
0(bi)(u  r)bi dx =  q(q   1)
3X
j=1
Z
R3
jbijq 2(Djbi)ujbi dx:
Mas, pela Desigualdade de Cauchy-Scharwz,
 q(q   1)
3X
j=1
Z
R3
jbijq 2(Djbi)ujbi dx  q(q   1)
Z
R3
jbijq 2jDjbijjuj jjbij dx
 q(q   1)
Z
R3
jbijq 2jrbijj(u;b)j2 dx:
Utilizando a Desigualdade de Holder, chegamos a
q(q   1)
Z
R3
jbijq 2jrbijj(u;b)j2 dx  q(q   1)k(u;b)k2q+2kbik
q 2
2
q+2
Z
R3
jbijq 2jrbij2 dx
 1
2
:
Assim sendo,
lim
!0
Z
R3
0(bi)(u  r)bi dx =  q(q   1)
3X
j=1
Z
R3
jbijq 2(Djbi)ujbi dx
 q(q   1)k(u;b)k2q+2kbik
q 2
2
q+2
Z
R3
jbijq 2jrbij2 dx
 1
2
:
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Para ultima integral em (2.90), temos
Z
R3
0(bi)(b  r)ui dx =
3X
j=1
Z
R3
0(bi)bjDjui dx
=  
3X
j=1
Z
R3
Dj [
0
(bi)bj ]ui dx
=  
3X
j=1
Z
R3
00 (bi)(Djbi)bjui dx;
desde que r  b = 0: Passando ao limite, quando  ! 0, e usando o Teorema da Converge^ncia
Dominada, encontramos
lim
!0
Z
R3
0(bi)(b  r)ui dx =  q(q   1)
3X
j=1
Z
R3
jbijq 2(Djbi)bjui dx:
Mas, pela Desigualdade de Cauchy-Scharwz, sabemos que
 q(q   1)
3X
j=1
Z
R3
jbijq 2(Djbi)bjui dx  q(q   1)
Z
R3
jbijq 2jrbijj(u;b)j2 dx:
Pela Desigualdade de Holder, temos que
q(q   1)
Z
R3
jbijq 2jrbijj(u;b)j2 dx  q(q   1)k(u;b)k2q+2kbik
q 2
2
q+2
Z
R3
jbijq 2jrbij2 dx
 1
2
:
Assim sendo,
lim
!0
Z
R3
0(bi)(b  r)ui dx =  q(q   1)
3X
j=1
Z
R3
jbijq 2(Djbi)bjui dx
 q(q   1)k(u;b)k2q+2kbik
q 2
2
q+2
Z
R3
jbijq 2jrbij2dx
 1
2
:
Deste modo,
d
dt
kbikqq + q(q   1)
Z
R3
jbijq 2jrbij2 dx  2q(q   1)k(u;b)k2q+2kbik
q 2
2
q+2
Z
R3
jbijq 2jrbij2 dx
 1
2
:
(2.91)
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Somando as desigualdades (2.89) e (2.91), obtemos
d
dt
k(ui; bi)kqq + q(q   1)
Z
R3
juijq 2jruij2 dx+ q(q   1)
Z
R3
jbijq 2jrbij2 dx
 q(q   1)Cqk(u;b)k2q+2kuik
q 2
2
q+2
Z
R3
juijq 2jruij2 dx
 1
2
+2q(q   1)k(u;b)k2q+2kbik
q 2
2
q+2
Z
R3
jbijq 2jrbij2 dx
 1
2
: (2.92)
Sejam v(x; t) = (v1(x; t); v2(x; t); v3(x; t)) e r(x; t) = (r1(x; t); r2(x; t); r3(x; t)) dados por
vi(x; t) := jui(x; t)j
q
2 e ri(x; t) := jbi(x; t)j
q
2 ; 1  i  3;
Notemos que,
kvik22 = kuikqq e krik22 = kbikqq:
Logo,
k(ui; bi)kqq = kuikqq + kbikqq:
= kvik22 + krik22
= k(vi; ri)k22:
Passando a soma, quando consideramos i = 1; 2; 3, obtemos
k(u;b)kqq = k(v; r)k22: (2.93)
Notemos ainda que,
jrvij2 = q
2
4
juijq 2jruij2: (2.94)
Analogamente,
jrrij2 = q
2
4
jbijq 2jrbij2: (2.95)
Aplicando as igualdades (2.94) e (2.95) em (2.92), obtemos
d
dt
k(vi; ri)k22 + 4

1  1
q

krvik22 + 4

1  1
q

krrik22
 2q

1  1
q

Cqk(u;b)k2q+2kuik
q 2
2
q+2krvik2 + 4q

1  1
q

k(u;b)k2q+2kbik
q 2
2
q+2krrik2:
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Por outro lado, e facil checar, para  := 2 + 4q , que
kuk2q+2 =
Z
R3
jujq+2 dx
 2
q+2
=
0@Z
R3
 
3X
i=1
u2i
! q+2
2
dx
1A
2
q+2
=
0@Z
R3
 
3X
i=1
v
4
q
i
! q+2
2
dx
1A
2
q+2
 Cq
 
3X
i=1
Z
R3
jvij2+
4
q dx
! 2
q+2
= Cqkvk
4
q
 :
Alem disso, segue diretamente da denic~ao de vi que
kuik
q 2
2
q+2 = kvik
q 2
q
 ; 8 i = 1; 2; 3:
Analogamente, tem-se
kbk2q+2  Cqkrk
4
q
 e kbik
q 2
2
q+2 = krik
q 2
q
 ; 8 i = 1; 2; 3:
Assim,
k(u;b)kq+2q+2 := kukq+2q+2 + kbkq+2q+2
 Cq

kvk
2(q+2)
q
 + krk
2(q+2)
q


= Cqk(v; r)k
2(q+2)
q
 :
Por conseguinte,
k(u;b)k2q+2  Cqk(v; r)k
4
q
 :
Deste modo,
d
dt
k(vi; ri)k22 + 4

1  1
q

krvik22 + 4

1  1
q

krrik22
 q

1  1
q

Cqk(v; r)k
4
q
 k(vi; ri)k
q 2
q
 k(rvi;rri)k2:
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Tomando  := minf; g, conclumos que
d
dt
k(vi; ri)k22 + 4

1  1
q

k(rvi;rri)k22  q

1  1
q

Cqk(v; r)k
q+2
q
 k(rvi;rri)k2:
Somando em 1  i  3, obtemos
d
dt
k(v; r)k22 + 4

1  1
q

k(rv;rr)k22  q

1  1
q

Cqk(v; r)k
q+2
q
 k(rv;rr)k2:
Utilizando a desigualdade
kvk  Ckvk
q 1
q+2
2 krvk
3
q+2
2 ; 8 v 2 C10 (R3);
onde C e uma constante positiva depende somente de , temos que
d
dt
k(v; r)k22 + 4

1  1
q

k(rv;rr)k22  q

1  1
q

Cqk(v; r)k
q 1
q
2 k(rv;rr)k
3+q
q
2 : (2.96)
(Note que a prova da desigualdade acima vale para 2 < q < 1). Pela Desigualdade de Young,
chegamos a
q

1  1
q

Cqk(v; r)k
q 1
q
2 k(rv;rr)k
3+q
q
2  Cq;;k(v; r)k
2(q 1)
q 3
2 + 2

1  1
q

k(rv;rr)k22:
Portanto,
d
dt
k(v; r)k22 + 2

1  1
q

k(rv;rr)k22  Cq;;k(v; r)k
2(q 1)
q 3
2 :
Por m,
d
dt
k(u;b)(; t)kqq  Cq;;
 k(u;b)(; t)kqq q 1q 3 ; 8 0  t < T ;
ver (2.93). Isto completa a prova do Lema 2.4.
O resultado a seguir mostra que se o dado inicial de uma soluc~ao (u;b)(; t) para o sistema
(4) tem norma L3 apropriadamente pequena ent~ao k(u;b)(; t)k3 e estritamente decrescente no seu
intervalo de existe^ncia.
Corolario 2.10. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que
k(u0;b0)k3 < 4
3
C 13 ;
onde  = minf; g e C3 e a constante dada em (2.96). Ent~ao, k(u;b)(; t)k3 e decrescente em
0  t < T .
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Demonstrac~ao. Tomando q = 3 em (2.96), encontramos
d
dt
k(v; r)k22 +
8
3
k(rv;rr)k22  2C3k(v; r)k
2
3
2 k(rv;rr)k22; 8 0  t < T ; (2.97)
Por hipotese, temos que
k(v; r)(; 0)k2 <
4
3
C 13
 3
2
;
ver denic~oes de v e r. Por continuidade, existe t1 2 (0; T ) tal que
k(v; r)(; t)k2 <
4
3
C 13
 3
2
; 8 0  t  t1:
Substituindo a estimativa acima em (2.97), obtemos
d
dt
k(v; r)k22 +
8
3
k(rv;rr)k22 <
8
3
k(rv;rr)k22; 8 0  t  t1;
ou seja,
d
dt
k(v; r)k22 < 0; 8 0  t  t1:
Com isso, k(v; r)k2 e decrescente para 0  t  t1. Logo,
k(v; r)(; t1)k2 < k(v; r)(; 0)k2 <

4
3
C 13
 3
2
:
Por continuidade, existe t2 2 (t1; T ) tal que
k(v; r)(; t)k2 <
4
3
C 13
 3
2
; 8 t1  t  t2:
Substituindo a estimativa acima em (2.97), chegamos a
d
dt
k(v; r)k22 +
8
3
k(rv;rr)k22 <
8
3
k(rv;rr)k22; 8 t1  t  t2;
isto e,
d
dt
k(v; r)k22 < 0; 8 t1  t  t2:
Com isso, k(v; r)(; t)k2 e decrescente para 0  t  t2. Seguindo esse processo teremos que
k(v; r)(; t)k2 sera decrescente em 0  t < T : De forma equivalente, usando as denic~oes de v
e r, teremos que k(u;b)(; t)k3 e decrescente para 0  t < T :
O Corolario 2.10 arma que uma soluc~ao u(; t) das classicas equac~oes de Navier-Stokes (5)
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existe globalmente se
ku0k3 < 4
3
C 13 :
De fato, se T  <1, teramos, pelo Corolario 2.10, que
ku0k3 > ku(; t)k3; 8 0 < t < T :
Isto e uma contradic~ao com o fato que
lim
t%T 
ku(; t)k3 =1; T  <1; (2.98)
ver [42].
Vejamos abaixo mais algumas implicac~oes provinientes desse mesmo limite acima
Corolario 2.11. Seja u(; t) soluc~ao forte das equac~oes de Navier-Stokes (5) denida no intervalo
maximal [0; T ). Assuma que T  <1. Ent~ao, s~ao validas as seguintes desigualdades:
i) ku(; t)k3  4
3
C 13 ; 8 0  t < T ;
ii) kDu(; t)k 3
2
 4
3
CC 13 ; 8 0  t < T ;
iii) kDu(; t)k3  C
4
3
C 13
3ku0k 22 ; 8 0  t < T ;
iv) sup
t2[0;T )
kDu(; t)k3 =1:
onde C3 e a constante dada em (2.96) e C provem da Desigualdade de Gagliardo-Nirenberg (2.99).
Demonstrac~ao. Para provarmos i) suponhamos, por absurdo, que existe t1 2 [0; T ) tal que
ku(; t1)k3 < 43C 13 . Como T  <1, ent~ao
lim
t%T 
ku(; t)k3 =1;
ver [42]. Dessa forma, escolha t2 2 (t1; T ) tal que ku(; t2)k3 = 43C 13 e
ku(; t)k3  4
3
C 13 ; 8 t1  t  t2:
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Substituindo a desigualdade acima em (2.97), temos que
d
dt
ku(; t)k33  0; 8 t1  t  t2:
Consequentemente,
4
3
C 13 = ku(; t2)k3  ku(; t1)k3:
Isto e um absurdo.
Vamos agora estabelecer uma prova para ii). Por aplicar a Desigualdade de Sobolev
kvk3  CkDvk 3
2
; 8 v 2 C10 (R3);
temos, por i), que
kDu(; t)k 3
2
 Cku(; t)k3  C 4
3
C 13 ; 8 0  t < T :
Consideremos, agora, uma demonstrac~ao para iii). Pela Desigualdade de Gagliardo-Nirenberg
kvk3  Ckvk
2
3
2 kDvk
1  2
3
3 ; 8 v 2 C10 (R3); (2.99)
e pelo Lema 2.1, temos que
ku(; t)k3  Cku(; t)k
2
3
2 kDu(; t)k
1  2
3
3
 Cku0k
2
3
2 kDu(; t)k
1
3
3 : (2.100)
Deste modo, por i), conclui-se que
kDu(; t)k3  C
4
3
C 13
3ku0k 22 ; 8 0  t < T :
E facil ver que iv) segue diretamente de
lim
t%T 
ku(; t)k3 =1
e (2.100), ver [42]. Isto completa a prova do Corolario 2.11.
E importante ressaltar aqui que se u(; t) e a soluc~ao para as equac~oes de Navier-Stokes (5) em
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[0; T ), com T  <1, ent~ao o Teorema 2.6, o limite inferior (2.75) e o Corolario 2.11 nos garantem
que
ku(; t)kq  Cq;(T    t) 
q 3
2q ; 8 0  t < T ; (2.101)
para todo 3  q  1: Este mesmo teorema, (2.76), (2.77) e (2.78) nos mostram que
kDu(; t)kq  Cq;ku0k
  2q 6
3q
2 (T
   t)  5q 66q ; 8 0  t < T ;
onde 3 < q  1,
kDu(; t)kq  Cq;(T    t) 
2q 3
2q ; 8 0  t < T ;
onde 32  q < 3, e tambem que
kDu(; t)k3  C;(T    t)  12+; 8 0  t < T ;
0 <  < 12 :
Alem disso, o Corolario 2.11 juntamente com (2.82) implicam
lim
t%T 
kDu(; t)kq =1; 3
2
 q  1:
O resultado abaixo exibe uma hipotese suciente para termos existe^ncia global, com relac~ao ao
tempo, para as equac~oes de Navier-Stokes (5).
Corolario 2.12. Seja u(; t) soluc~ao forte das equac~oes de Navier-Stokes (5) denida no intervalo
maximal [0; T ). Assuma que T  <1. Ent~ao,
3X
i=1
Z T 
0
Z
R3
jui(x; t)jjrui(x; t)j2 dxdt =1:
Demonstrac~ao. Considere q = 3 em (2.96), assim
d
dt
kvk22 +
8
3
kDvk22  2C3kvk
2
3
2 kDvk22
= 2C3kvk
2
3
2 kDvk
2
3
2 kDvk
4
3
2 :
Da, pela Desigualdade de Young, temos que
d
dt
kvk22 +
8
3
kDvk22  Ckvk22kDvk22 +
2
3
kDvk22:
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Logo,
d
dt
kvk22 + 2kDvk22  Ckvk22kDvk22:
Assim,
d
dt
kv(; t)k22  Ckv(; t)k22kDv(; t)k22; 8 0  t < T :
Pelo Lema de Gronwall, obtemos
ku(; t)k33 = kv(; t)k22  kv(; 0)k22 exp

C
Z t
0
kDv(; )k22d

; 8 0  t < T :
Com isso, se kDv(; t)k22 fosse integravel em [0; T ), ent~ao ku(; t)k3 seria limitada neste mesmo
intervalo, o que n~ao ocorre por (2.98), desde que T  < 1. Deste modo, kDv(; t)k22 n~ao pode ser
integravel em [0; T ), se T  <1. Em termos de u(; t) temos
3X
i=1
Z T 
0
Z
R3
jui(x; t)jjrui(x; t)j2 dxdt =1;
ver (2.94).
O corolario abaixo nos mostra como estabelecer uma condic~ao suciente para termos existe^ncia
global no tempo para as equac~oes (4).
Corolario 2.13. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 3 < q <1 e
k(u0;b0)k
2q 6
3q 6
2 k(u0;b0)k
q
3q 6
q < (qCqC
0
q)
 1; (2.102)
onde  = minf; g e Cq e a constante dada em (2.96) e C 0q provem da desigualdade de Gagliardo-
Nirenberg (2.103) abaixo. Ent~ao, k(u;b)(; t)kq e decrescente em 0  t < T . Em particular,
T  =1 se (2.102) for valida.
Demonstrac~ao. Notemos que, para q > 3, tem-se
k(v; r)k
q 1
q
2 k(Dv; Dr)k
q+3
q
2 = k(v; r)k
2
3q 6
2 k(v; r)k
3q 2
3q 6

1  3
q

2 k(Dv; Dr)k
q+3
q
2
 C 0qk(v; r)k
2
3q 6
2 k(v; r)k
4
q
 q 3
3q 6
4
q
k(Dv; Dr)k22;
onde na ultima desigualdade usamos o fato que
kvk2  C 0rkvk
1  3r 6
3r 2
4
r
kDvk
3r 6
3r 2
2 ; 8 v 2 C10 (R3): (2.103)
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(Aqui 2  r <1): Aplicando (2.96) e o Lema 2.1, obtemos
d
dt
k(v; r)k22 + 4

1  1
q

k(Dv; Dr)k22  q

1  1
q

CqC
0
qk(v; r)k
2
3q 6
2 k(v; r)k
4
q
 q 3
3q 6
4
q
k(Dv; Dr)k22
= q

1  1
q

CqC
0
qk(u;b)k
2q 6
3q 6
2 k(u;b)k
q
3q 6
q k(Dv; Dr)k22
 q

1  1
q

CqC
0
qk(u0;b0)k
2q 6
3q 6
2 k(u;b)k
q
3q 6
q k(Dv; Dr)k22;
ver denic~oes de v e r. Pelo mesmo argumento de continuidade usado na prova do Corolario 2.10,
conclumos que k(u;b)(; t)kq e decrescente em [0; T ) se
k(u0;b0)k
2q 6
3q 6
2 k(u0;b0)k
q
3q 6
q < 2(qCqC
0
q)
 1:
Por m, suponha, por absurdo, que T  <1 e
k(u0;b0)k
2q 6
3q 6
2 k(u0;b0)k
q
3q 6
q < (qCqC
0
q)
 1:
Dessa forma, pelo que foi provado acima, conclumos que
k(u0;b0)kq > k(u;b)(; t)kq; 8 0 < t < T :
Isto e uma contradic~ao com o fato que
lim
t%T 
k(u;b)(; t)kq =1;
onde 3 < q <1; T  <1; ver (2.68).
O Corolario 2.13 tambem e valido para uma soluc~ao u(; t) das classicas equac~oes de Navier-
Stokes (5) no caso q =1, ou seja,
ku0k
2
3
2 ku0k
1
31 < 1 ) T  =1;
onde 1 e apropriadamente pequeno (para mais detalhes ver [28]).
O corolario abaixo nos informa que o limite
lim
t%T 
k(D2u; D2b)kq =1; 8 1 < q < 3
2
;
e verdadeiro para uma soluc~ao (u;b)(; t) do sistema (4).
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Corolario 2.14. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que 1 < q < 32 e T
 <1. Ent~ao,
k(D2u; D2b)kq  Cq;;(T    t) 
3q 3
2q ; 8 0  t < T ;
Cq;; e a constante positiva que depende somente de q; ; .
Demonstrac~ao. Para 1 < q < 32 , usando a desigualdade
k(u;b)k 3q
3 2q
 Cqk(D2u; D2b)kq;
e o Teorema 2.6, temos que
k(D2u; D2b)kq  Cq;;(T    t) 
3
2
 q 1
q ; 8 t 2 [0; T ):
Se u(; t) e uma soluc~ao das equac~oes de Navier-Stokes (5) temos tambem, pela desigualdade
kuk3  CkD2uk1 (2.104)
e pelo Corolario 2.11, que
kD2u(; t)k1  C; 8 0  t < T ;
se T  <1. Passando ao limite, quando t% T  (com T  <1), em (2.104) encontramos
lim
t%T 
kD2u(; t)k1 =1;
basta usar o fato que lim
t%T 
ku(; t)k3 =1.
Provaremos, logo a seguir, que os seguintes limites inferiores para uma soluc~ao (u;b)(; t) do
sistema (4) s~ao verdadeiros:
k(Dnu; Dnb)kr  Cq;r;n;;(T    t) 
(q 3)(3r+2nr 6)
6r(q 2) ; 8 0  t < T ;
onde n  3, 3 < q < 1, 1  r  1 e Cq;r;n;; e uma constante positiva que depende somente de
q; r; n; ;  e k(u0;b0)k2: No caso n = 2, obtemos
k(D2u; D2b)kr  Cq;r;;(T    t) 
(q 3)(7r 6)
6r(q 2) ; 8 0  t < T ;
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3 < q < 1, r  3q2q+3 e Cq;r;; e uma constante positiva que depende somente de q; r; ;  e
k(u0;b0)k2:
Corolario 2.15. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que T  <1. Ent~ao, se n  3, tem-se
lim
t%T 
k(Dnu; Dnb)kq =1; 8 1  q  1:
Tambem vale
lim
t%T 
k(D2u; D2b)kq =1; 8 1 < q  1:
Demonstrac~ao. A seguir usaremos a seguinte Desigualdade de Gagliardo:
kvkq  Cq;rkvk1 2 kDnvkr; 8 v 2 C10 (R3);
onde  =
1
2
  1
q
1
2
+n
3
  1
r
; r  max
n
1; 3qnq+3
o
; n  2 e 3  q  1; se (n; q; r) 6=  2;1; 32 e (n; q; r) 6=
(3;1; 1): Pelo Lema 2.1, temos que
k(u;b)kq  Cq;rk(u0;b0)k1 2 k(Dnu; Dnb)kr:
Da,
k(Dnu; Dnb)kr  Cq;r;nk(u;b)k
1

q k(u0;b0)k
 1

2 ; 8 r  max

1;
3q
nq + 3

: (2.105)
Se n  3, temos que
k(Dnu; Dnb)kr  Cq;r;nk(u0;b0)k
 1

2 k(u;b)k
1

q ; 8 r  1:
Pelo Teorema 2.6 (considerando 3 < q <1), conclumos que
lim
t%T 
k(Dnu; Dnb)kr =1;
onde 1  r  1; n  3.
Se n = 2 e 3 < q <1, ent~ao, por (2.105) e Teorema 2.6 novamente, obtemos
lim
t%T 
k(D2u; D2b)kr =1;
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onde r  3q2q+3 . Por m, no Corolario 2.14, vimos que
k(D2u; D2b)kr  Cr;;(T    t) 
3r 3
2r ; 8 t 2 [0; T );
se 1 < r < 3q2q+3 , desde que 1 <
3q
2q+3 <
3
2 . Com isso,
lim
t%T 
k(D2u; D2b)kr =1;
onde 1 < r  1.
2.7 Comparac~ao das Taxas de Explos~ao
Nesta sec~ao, demonstraremos que a taxa de explos~ao da norma k(u;b)(; t)kr supera a de
k(u;b)(; t)kq se 3 < q < r < 1 (3  q < r  1 no caso das equac~oes de Navier-Stokes
(5)). Alem disso, mostraremos que k(Du; Db)(; t)k2 apresenta taxa de explos~ao superior a da
norma k(u;b)(; t)kq, quando 2  q  6. No caso das equac~oes de Navier-Stokes (5), provare-
mos que ku(; t)kq1ku(; t)k3 explode mais rapidamente que ku(; t)kqqku(; t)k21, se considerarmos
3 < q < 1. Nestes casos, suporemos que a soluc~ao (u;b)(; t) (ou u(; t) em relac~ao a (5)) exibe
explos~ao em tempo nito.
Aqui tambem provaremos que
sup
0t<T 
nk(u;b)(; t)kq1k(u;b)(; t)k3
k(u;b)(; t)kqqk(u;b)(; t)k21
o
<1;
onde 3 < q <1, e uma condic~ao suciente para que a soluc~ao (u;b)(; t) do sistema (4), em [0; T ),
seja globalmente denida no tempo (i.e., T  =1).
Comecemos com o resultado abaixo, o qual mostra que
lim
t%T 
k(u;b)(; t)kr
k(u;b)(; t)kq =1;
se 3  q < r < 1 e (u;b)(; t) e a soluc~ao do sistema (4) denida no intervalo maximal [0; T )
(com T  <1).
Teorema 2.16. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que T  <1 e 3  q < r <1. Ent~ao,
k(u;b)(; t)kr
k(u;b)(; t)kq  Cq;r;;(T
   t)  ; 8 0  t < T ;
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onde  = r 3r 2  r qqr e Cq;r;; e uma constante positiva que depende somente de q; r; ;  e k(u0;b0)k2:
Demonstrac~ao. Pela desigualdade de interpolac~ao
kvkq  kvk2kvk1 r ;
onde 0 <  < 1 e 1q =

2 +
1 
r , e Lema 2.1, temos que
k(u;b)kq  k(u0;b0)k2k(u;b)k1 r :
Assim sendo, chegamos a
k(u;b)kr  k(u0;b0)k2
k(u;b)kr
k(u;b)kq ; (2.106)
onde  =
1
q
  1
r
1
2
  1
r
(esta desigualdade e valida para r = 1 tambem). Portanto, aplicando o Teorema
2.6, segue que
k(u;b)(; t)kr
k(u;b)(; t)kq 
1
k(u0;b0)k2
Cr;;(T
   t)  r 32r ; 8 0  t < T :
E importante destacar que se u(; t) e a soluc~ao das equac~oes de Navier-Stokes (5) no intervalo
de tempo [0; T ), com T  <1, ent~ao
ku(; t)kr
ku(; t)kq  Cq;r;(T
   t)  r 3r 2  r qqr ; 8 0  t < T ;
onde 3  q < r  1, e Cq;r; depende somente de q; r;  e ku0k2. A prova deste fato segue
precisamente como na prova do Teorema 2.16 juntamente com (2.101). Como conseque^ncia imediata
para a desigualdade acima temos o seguinte limite:
lim
t%T 
ku(; t)kr
ku(; t)kq =1;
onde T  <1 e 3  q < r  1.
Ainda considerando as equac~oes de Navier-Stokes (5), temos o seguinte resultado.
Teorema 2.17. Seja u(; t) soluc~ao forte do sistema (5) denida no intervalo maximal [0; T ).
Assuma que T  <1 e 3 < q <1. Ent~ao,
lim
t%T 
ku(; t)kq1
ku(; t)kqq 
ku(; t)k3
ku(; t)k21
=1:
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Demonstrac~ao. Tomando r =1 e  = 2q em (2.106), temos
ku(; t)k
2
q1  ku0k
2
q
2
ku(; t)k1
ku(; t)kq :
Assim sendo, encontramos
ku(; t)kq1
ku(; t)kqq 
ku(; t)k3
ku(; t)k21
 ku(; t)k3ku0k22
:
Passando ao limite, quando t% T , conclumos que
lim
t%T 
ku(; t)kq1
ku(; t)kqq 
ku(; t)k3
ku(; t)k21
=1;
desde que lim
t%T 
ku(; t)k3 =1 (T  <1).
O teorema abaixo nos informa claramente que a soluc~ao (u;b)(; t) das equac~oes (4), denida
no intervalo maximal [0; T ) (com T  <1), satisfaz
lim
t%T 
k(Du; Db)(; t)k2
k(u;b)(; t)kq =1; 8 2  q < 6:
Teorema 2.18. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que T  <1 e 2  q  6. Ent~ao,
k(Du; Db)(; t)k2
k(u;b)(; t)kq  Cq;;(T
   t)  6 q8q ;
onde Cq;r;; e uma constante positiva que depende somente de q; r; ;  e k(u0;b0)k2:
Demonstrac~ao. Consideremos a desigualdade
kvkq  Cqkvk1 2 kDvk2; 8 v 2 C10 (R3);
onde  = 32  q 2q e 2  q  6. Usando esta desigualdade, o Lema 2.1 e o Teorema 2.4, conclumos
que
k(Du; Db)(; t)k2
k(u;b)(; t)kq  Cq
k(Du; Db)(; t)k21 
k(u0;b0)k21 
 Cqk(u0;b0)k1 2

3
4
(1 )(T    t)  14 (1 )
 Cq;;(T    t) 
6 q
8q ;
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onde Cq;; depende somente de q; ;  e k(u0;b0)k2 (desde que T  <1).
O resultado a seguir nos garante que uma soluc~ao (u;b)(; t) do sistema (4), no intervalo de
tempo [0; T ), e global no tempo se
sup
0t<T 
nk(u;b)(; t)kq1
k(u;b)(; t)kqq 
k(u;b)(; t)k3
k(u;b)(; t)k21
o
<1;
onde 3 < q <1:
Teorema 2.19. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que T  <1 e 3 < q <1. Ent~ao,
sup
0t<T 
nk(u;b)(; t)kq1
k(u;b)(; t)kqq 
k(u;b)(; t)k3
k(u;b)(; t)k21
o
=1: (2.107)
Demonstrac~ao. Atraves da primeira equac~ao do sistema (4), temos que
1
q
d
dt
ku(; t)kqq =
Z
R3
jujq 2u  ut dx
= 
Z
R3
jujq 2u u dx 
Z
R3
jujq 2u  (u  r)u dx+
Z
R3
jujq 2u  (b  r)b dx
 
Z
R3
jujq 2u  r(p+ 1
2
jbj2) dx: (2.108)
Permita-nos analisar as parcelas do lado direito das igualdades acima. Assim sendo, por integrac~ao
por partes, encontramos
Z
R3
jujq 2u u dx =
3X
i;j=1
Z
R3
jujq 2uiD2jui dx
=  
3X
i;j=1
Z
R3
Dj(jujq 2ui)Djui dx
=  
3X
i;j;k=1
Z
R3
(q   2)jujq 4(ukDjuk)(uiDjui) dx 
Z
R3
jujq 2
3X
i;j=1
(Djui)
2 dx
=  (q   2)
3X
j=1
Z
R3
jujq 4(u Dju)2 dx 
Z
R3
jujq 2jDuj2 dx
 0: (2.109)
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Alem disso, por integrac~ao por partes novamente, chegamos a
 
Z
R3
jujq 2u  (u  r)u dx =  
3X
i;j=1
Z
R3
jujq 2uiujDjui dx
=
3X
i;j=1
Z
R3
Dj(jujq 2uiuj)ui dx
=
3X
i;j=1
Z
R3
Dj(jujq 2)u2iuj dx+
3X
i;j=1
Z
R3
jujq 2Dj(uiuj)ui dx:
Portanto, usando o fato que r  u = 0; obtemos
 
Z
R3
jujq 2u  (u  r)u dx =
3X
j=1
Z
R3
(q   2)jujq 4
3X
k=1
ukDjuk
3X
i=1
u2iuj dx
+
3X
i;j=1
Z
R3
jujq 2[(Djui)uj + uiDjuj ]ui dx
=
3X
j;k=1
Z
R3
(q   2)jujq 4(ukDjuk)juj2uj dx+
3X
i;j=1
Z
R3
jujq 2(Djui)ujui dx
= (q   2)
3X
j;k=1
Z
R3
jujq 2uk(Djuk)uj dx+
3X
i;j=1
Z
R3
jujq 2(Djui)ujui dx
= (q   1)
Z
R3
jujq 2u  (u  r)u dx:
Deste modo,
 
Z
R3
jujq 2u  (u  r)udx = 0: (2.110)
Vejamos ainda que,
Z
R3
jujq 2u  (b  r)b dx =
3X
i;j=1
Z
R3
jujq 2uibjDjbi dx
=  
3X
i;j=1
Z
R3
Dj(jujq 2uibj)bi dx
=  (q   2)
3X
i;j=1
Z
R3
jujq 4
3X
k=1
uk(Djuk)uibjbi dx
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 
3X
i;j=1
Z
R3
jujq 2(Djui)bjbi dx
=  (q   2)
3X
j;k=1
Z
R3
jujq 4uk(Djuk)(u  b)bj dx
 
3X
i;j=1
Z
R3
jujq 2(Djui)bjbi dx;
onde na terceira igualdade usamos o fato querb = 0: Consequentemente, utilizando a desigualdade
de Cauchy-Scharwz, temos queZ
R3
jujq 2u  (b  r)b dx  Cq
Z
R3
jujq 2jDujjbj2 dx
 Cqkukq 21
Z
R3
jDujjbj2 dx:
Utilizando a Desigualdade de Holder, conclumos queZ
R3
jujq 2u  (b  r)b dx  Cqkukq 21 kDuk2kbk24:
Da, usando a Desigualdade de Gagliardo-Nirenberg,
kvk4  Ckvk
1
2
3 kDvk
1
2
2 ; 8 v 2 C10 (R3); (2.111)
temos que Z
R3
jujq 2u  (b  r)b dx  Cqkukq 21 kDuk2kbk3kDbk2
 Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22: (2.112)
Por m, usando o fato que u e livre de divergente, chegamos a
 
Z
R3
jujq 2u  r(p+ 1
2
jbj2) dx =  
3X
j=1
Z
R3
jujq 2ujDj(p+ 1
2
jbj2) dx
=
3X
j=1
Z
R3
Dj(jujq 2uj)(p+ 1
2
jbj2) dx
=
3X
j=1
Z
R3
Dj(jujq 2)uj(p+ 1
2
jbj2) dx
= (q   2)
3X
j=1
Z
R3
jujq 4(u Dju)uj(p+ 1
2
jbj2) dx:
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Usando a Desigualdade de Cauchy-Scharwz, obtemos
 
Z
R3
jujq 2u  r(p+ 1
2
jbj2) dx  Cq
Z
R3
jujq 2jDujjp+ 1
2
jbj2j dx
 Cqkukq 21
Z
R3
jDujjp+ 1
2
jbj2j dx:
Utilizando a Desigualdade de Holder, encontramos
 
Z
R3
jujq 2u  r(p+ 1
2
jbj2) dx  Cqkukq 21 kDuk2
p+ 1
2
jbj2

2
 Cqk(u;b)kq 21 k(Du; Db)k2
p+ 1
2
jbj2

2
:
Por (2.84) e (2.111), conclumos que
 
Z
R3
jujq 2u  r(p+ 1
2
jbj2) dx  Cqk(u;b)kq 21 k(Du; Db)k2k(u;b)k24
 Cqk(u;b)kq 21 k(Du; Db)k2k(u;b)k3k(Du; Db)k2
= Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22: (2.113)
Assim, aplicando as estimativas (2.109), (2.110), (2.112) e (2.113) em (2.108), obtemos
1
q
d
dt
ku(; t)kqq  Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22: (2.114)
Observando a segunda equac~ao do sistema (4), temos que
1
q
d
dt
kb(; t)kqq =
Z
R3
jbjq 2b  bt dx
= 
Z
R3
jbjq 2b b dx 
Z
R3
jbjq 2b  (u  r)b dx
+
Z
R3
jbjq 2b  (b  r)u dx: (2.115)
Permita-nos analisar cada uma das parcelas do lado direito em (2.115). Por (2.109), sabemos que

Z
R3
jbjq 2b bdx  0: (2.116)
Notemos que,
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 
Z
R3
jbjq 2b  (u  r)b dx =  
3X
i;j=1
Z
R3
jbjq 2biujDjbi dx
=
3X
i;j=1
Z
R3
Dj(jbjq 2biuj)bi dx
=
3X
i;j=1
Z
R3
(q   2)jbjq 4
3X
k=1
bk(Djbk)biujbi dx
+
3X
i;j=1
Z
R3
jbjq 2(Djbi)ujbi dx
= (q   2)
3X
j=1
Z
R3
jbjq 4(b Djb)uj jbj2 dx
+
3X
i;j=1
Z
R3
jbjq 2(Djbi)ujbi dx:
Utilizando a Desigualdade de Cauchy-Scharwz, temos que
 
Z
R3
jbjq 2b  (u  r)b dx  Cq
Z
R3
jbjq 2jDbjj(u;b)j2 dx
 Cqkbkq 21
Z
R3
jDbjj(u;b)j2 dx:
Atraves da Desigualdade de Holder, conclumos que
 
Z
R3
jbjq 2b  (u  r)bdx  Cqkbkq 21 kDbk2k(u;b)k24:
Da, usando a Desigualdade de Gagliardo-Nirenberg (2.111), obtemos
 
Z
R3
jbjq 2b  (u  r)b dx  Cqkbkq 21 kDbk2k(u;b)k3k(Du; Db)k2
 Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22: (2.117)
Analogamente, prova-se queZ
R3
jbjq 2b  (b  r)u dx  Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22 (2.118)
Por m, aplicando as estimativas (2.116), (2.117) e (2.118) em (2.115), chegamos a
1
q
d
dt
kbkqq  Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22: (2.119)
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Deste modo, somando as desigualdades (2.114) e (2.119), obtemos
d
dt
k(u;b)kqq  Cqk(u;b)kq 21 k(u;b)k3k(Du; Db)k22
= Cq
k(u;b)kq1
k(u;b)kqq
k(u;b)k3
k(u;b)k21
k(u;b)kqqk(Du; Db)k22
Suponha, por absurdo, que
M := sup
0t<T 
nk(u;b)kq1
k(u;b)kqq 
k(u;b)k3
k(u;b)k21
o
<1:
Logo,
d
dt
k(u;b)kqq  CqMk(u;b)kqqk(Du; Db)k22:
Aplicando o Lema de Gronwall e Lema 2.1, obtemos
k(u;b)(; t)kq  k(u0;b0)kq exp

CqM
Z t
0
k(Du; Db)k22d

 k(u0;b0)kq exp
 
Cq;;Mk(u0;b0)k22

;
onde 0  t < T  e 3 < q <1. Isto contradiz (2.68). Portanto, a igualdade (2.107) e valida.
2.8 Criterio de Explos~ao Beale-Kato-Majda
Em toda esta sec~ao consideraremos que u(; t) e a soluc~ao forte do sistema (5) denida no
intervalo maximal [0; T ). Com esta soluc~ao em m~aos, denimos o uxo vorticidade atraves da
igualdade
(; t) := r u(; t); 8 0  t < T ;
o qual satisfaz a seguinte equac~ao
t(; t) + u  r(; t) = (; t) +   ru(; t); 8 0  t < T ; (2.120)
basta aplicar o operador rotacional em (5). Tal equac~ao e denominada equac~ao da vorticidade.
Vamos comecar mostrando um lema que garante que a norma L2 da vorticidade resulta em
kDuk2:
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Lema 2.5. Seja (; t) a vorticidade, denida em t  0. Ent~ao,
k(; t)k2 = kDu(; t)k2; t  0:
Demonstrac~ao. Com efeito, pela Identidade de Parseval,
kDu(; t)k22 =
X
jj=1
kDu(; t)k22 =
3X
j=1
kDju(; t)k22
=
3X
j=1
k \Dju(; t)k22 =
3X
j=1
kkju^(; t)k22
=
3X
j=1
Z
R3
jkju^(; t)j2 dk =
Z
R3
jkj2ju^(; t)j2 dk
=
Z
R3
j^(k; t)j2 dk =
Z
R3
j(x; t)j2 dx
= k(; t)k22:
O resultado acima e util para provarmos as seguintes estimativas de decaimento.
Teorema 2.20. As seguintes armac~oes envolvendo a vorticidade (; t) = (1; 2; 3)(; t), no
intervalo de tempo [0; T ), s~ao validas:
i) Se i(; 0) 2 L1(R3) para algum i = 1; 2; 3, ent~ao i(; t) permanece em L1(R3) para t 2 [0; T ),
com
ki(; t)k1  ki(; 0)k1 + 1
2
ku0k22; 8 0  t < T ;
ii) Se (; 0) 2 L1(R3), ent~ao
k(; t)k1  k(; 0)k1 +
p
3
2
ku0k22; 8 0  t < T :
Demonstrac~ao. Note que a i-esima componente da equac~ao (2.120) e dada por
it + u  ri = i +   rui:
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Multiplicando esta mesma equac~ao pela func~ao sinal regularizadora L0(i(; t)) e integrando em
R3  [0; t], obtemosZ
R3
Z t
0
L0(i)i ddx+
Z
R3
Z t
0
L0(i)uri ddx = 
Z
R3
Z t
0
L0(i)i ddx+
Z
R3
Z t
0
L0(i)rui ddx:
Vamos analisar cada uma das integrais que comp~oe a igualdade acima. Assim sendo, pelo Teorema
Fundamental do Calculo, temos queZ t
0
L0(i)id =
Z t
0
d
d
[L(i)]d = L(i(; t))  L(i(; 0)):
Alem disso,
Z
R3
L0(i)i dx =
3X
j=1
Z
R3
L0(i)D
2
j i dx
=  
3X
j=1
Z
R3
Dj [L
0
(i)]Dji dx
=  
3X
j=1
Z
R3
L
00
 (i)(Dji)
2 dx
=  
Z
R3
L00 (i)jrij2 dx
 0:
Tambem temos que
Z
R3
L0(i)u  ri dx =
3X
j=1
Z
R3
L0(i)ujDji dx
=
3X
j=1
Z
R3
Dj [L(i)]uj dx
=  
3X
j=1
Z
R3
L(i)Djuj dx
= 0;
pois r  u = 0: Deste modo,Z
R3
[L(i(; t))  L(i(; 0))] dx 
Z
R3
Z t
0
L0(i)  rui ddx:
Passando ao limite, quando  ! 0, e usando o Teorema da Converge^ncia Dominada, conclumos
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que Z
R3
ji(; t)j dx 
Z
R3
ji(; 0)j dx+
3X
j=1
Z
R3
Z t
0
jj jjDjuij ddx;
isto e,
ki(; t)k1  ki(; 0)k1 +
3X
j=1
Z
R3
Z t
0
jj jjDjuij ddx: (2.121)
Utilizando as Desigualdades de Holder e Cauchy-Scharwz, obtemos
ki(; t)k1  ki(; 0)k1 +
3X
j=1
Z t
0
h Z
R3
jj j2 dx
 1
2
Z
R3
jDjuij2 dx
 1
2
i
d
= ki(; 0)k1 +
Z t
0
h 3X
j=1
Z
R3
jj j2 dx
 1
2
 3X
j=1
Z
R3
jDjuij2 dx
 1
2
i
d
 ki(; 0)k1 +
Z t
0
kk2kDuk2 d
Da, usando os Lemas 2.5 e 2.1, conclumos que
ki(; t)k1  ki(; 0)k1 +
Z t
0
kDuk22 d
 ki(; 0)k1 + 1
2
ku0k22;
para todo 0  t < T . O que prova o item i).
Agora somando em 1  i  3 em (2.121), encontramos
3X
i=1
ki(; t)k1 
3X
i=1
ki(; 0)k1 +
3X
i;j=1
Z t
0
Z
R3
jj jjDjuij dxd:
Aplicando as Desigualdades de Holder e Cauchy-Scharwz, novamente, obtemos
k(; t)k1  k(; 0)k1 +
3X
i;j=1
Z t
0
h Z
R3
jj j2 dx
 1
2
Z
R3
jDjuij2 dx
 1
2
i
d
 k(; 0)k1 +
Z t
0
h 3X
i;j=1
Z
R3
jj j2 dx
 1
2
 3X
i;j=1
Z
R3
jDjuij2 dx
 1
2
i
d
 k(; 0)k1 +
p
3
Z t
0
kk2kDuk2 d:
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Assim, pelos Lemas 2.5 e 2.1, conclumos que
k(; t)k1  k(; 0)k1 +
p
3
Z t
0
kDuk22 d
 k(; 0)k1 +
p
3
2
ku0k22;
para todo 0  t < T : O que prova ii).
O resultado a seguir nos mostra uma condic~ao suciente, envolvendo a vorticidade, que implica
a existe^ncia global da soluc~ao das equac~oes de Navier-Stokes (5).
Teorema 2.21 (Beale-Kato-Majda). Seja (; t) = (1; 2; 3)(; t) a vorticidade, denida no inter-
valo de tempo [0; T ). Se T  <1, ent~aoZ T 
0
k(; t)k1 dt =1:
Demonstrac~ao. Vamos estudar a i-esima componente da equac~ao (2.120) novamente, a qual nos
informa que
it + u  ri = i +   rui:
Assim sendo,
1
2
d
dt
ki(; t)k22 =
1
2
d
dt
(i; i)2
= (i; it)2
=  (i;u  ri)2 + (i;i)2 + (i;   rui)2:
Analisemos cada parcela obtida no lado direito das igualdades acima. Vejamos, primeiramente, que
(i;u  ri)2 =
3X
j=1
(i; ujDji)2
=  
3X
j=1
(Dj(iuj); i)2
=  
3X
j=1
((Dji)uj + i(Djuj); i)2
=  
3X
j=1
(ujDji; i)2
=  (u  ri; i)2;
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onde na penultima igualdade usamos que r  u = 0. Logo,
(i;u  ri)2 = 0:
Alem disso,
(i;i)2 =
3X
j=1
(i; D
2
j i)2
=  
3X
j=1
(Dji; Dji)2
=  kDik22
e tambem
(i;   rui)2 =
3X
j=1
Z
R3
ijDjui dx:
Deste modo,
1
2
d
dt
ki(; t)k22 =  kDi(; t)k22 +
3X
j=1
Z
R3
ijDjui dx:
Somando em 1  i  3, chegamos a
1
2
d
dt
k(; t)k22 + kD(; t)k22 =
3X
i;j=1
Z
R3
ijDjui dx

3X
i;j=1
Z
R3
jijjj jjDjuij dx

3X
i;j=1
Z
R3
jjjj jjDjuij dx
 k(; t)k1
3X
i;j=1
Z
R3
jj jjDjuij dx:
Utilizando as Desigualdades de Holder e Cauchy-Scharwz, obtemos
1
2
d
dt
k(; t)k22 + kD(; t)k22  k(; t)k1
3X
i;j=1
Z
R3
jj j2 dx
 1
2
Z
R3
jDjuij2 dx
 1
2
 k(; t)k1
 3X
i;j=1
Z
R3
jj j2 dx
 1
2
 3X
i;j=1
Z
R3
jDjuij2 dx
 1
2

p
3k(; t)k1k(; t)k2kDu(; t)k2:
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Pelo Lema 2.5, conclumos que
1
2
d
dt
k(; t)k22 + kD(; t)k22 
p
3k(; t)k1k(; t)k22; 8 0  t < T :
Da, pelo Lema de Gronwall, chegamos a
k(; t)k22  k(; 0)k22 exp
n
2
p
3
Z t
0
k(; t)k1 d
o
; 8 0  t < T :
Suponha, por absurdo que Z T 
0
k(; t)k1 dt <1;
ent~ao, pela desigualdade acima, k(; t)k2 seria limitada em [0; T ). Pelo Lema 2.5, teramos que
kDu(; t)k2 seria limitada em [0; T ). Contradizendo o Teorema 2.4. Portanto,Z T 
0
k(; t)k1 dt =1:
A partir da proposic~ao abaixo e facil concluir o seguinte limite:
lim
t%T 
kDn(; t)k2 =1; n  0;
se T  <1: Isto segue diretamente do Teorema 2.4 e Corolario 2.15.
Proposic~ao 2.3. Seja (; t) a vorticidade, denida em t  0. Ent~ao,
kDn+1u(; t)k2 = kDn(; t)k2; t  0; n  0:
Demonstrac~ao. De fato,
kDn+1u(; t)k22 =
X
jj=n
kD(Du)k22
=
X
jj=n
kr  (Du)k22
=
X
jj=n
kDk22
= kDn(; t)k22:
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Para nalizar este captulo, use a proposic~ao abaixo em ordem a encontrar o limite:
lim
t%T 
kDn(; t)kq =1; n > 0; 1 < q <1;
se T  <1: E suciente aplicar o Teorema 2.4 e o Corolario 2.15. Alem disso,
lim
t%T 
k(; t)kq =1; 3
2
< q <1
basta usar (2.82) e Corolario (2.15).
Proposic~ao 2.4. Seja (; t) a vorticidade, denida em t  0. Ent~ao,
kDn+1u(; t)kq  Cq;nkDn(; t)kq; t  0; n  0;
onde 1 < q <1 e Cq;n e uma constante positiva que depende somente de q e n:
Demonstrac~ao. Ver [18].
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Captulo 3
Propriedades de Soluc~oes para as
Equac~oes Magneto-micropolares
Neste captulo, apresentaremos limites inferiores para a soluc~ao do sistema (1) envolvendo
Espacos de Lebesgue usuais e Espacos de Sobolev Homoge^neos. E importante lembrar neste ponto
que o Teorema 0.1 garante a existe^ncia de uma unica soluc~ao forte para o sistema (1).
3.1 Limite Inferior Envolvendo k(u;w;b)(; t)k _Hs, s > 12
Neste sec~ao, supondo que a soluc~ao (u;w;b)(; t) de (1) denida no intervalo de tempo [0; T )
apresenta tempo de explos~ao t = T  nito, estabeleceremos o seguinte limite:
lim
t%T 
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)k
2s
1+2
 1
2 =1;
para  2 (0; 1) e s  12 + . Mais precisamente, encontraremos o limite inferior abaixo:
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)k
2s
1+2
 1
2  C(T    t) 
s
1+2 ; 8 t 2 [0; T );
se  2 (0; 1) e s  12 + .
Em ordem a estabelecermos uma prova para o resultado principal desta sec~ao (Teorema 3.1)
precisaremos do seguinte lema, o qual generaliza uma parte do Lema 2.1 para as equac~oes magneto-
micropolares.
Lema 3.1. Seja (u;w;b)(; t) soluc~ao forte do sistema (1) denida no intervalo maximal [0; T ).
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Portanto,
k(u;w;b)(; t)k2  k(u;w;b)(; t0)k2; 8 0  t0  t < T : (3.1)
Demonstrac~ao. Sabemos que,
1
2
d
dt
k(u;w;b)k22 =
1
2
d
dt
kuk22 +
1
2
d
dt
kwk22 +
1
2
d
dt
kbk22: (3.2)
Vamos estudar separadamente cada uma das derivadas expostas no lado direito da igualdade acima.
Assim sendo,
1
2
d
dt
kuk22 = (u;ut)2
= (u; u  ru r(p+ 1
2
jbj2) + (+ )u+ b  rb+ rw)2: (3.3)
Pela demonstrac~ao do Lema 2.1, temos que
 (u;u  ru)2 =  (u;r(p+ 1
2
jbj2)2 = 0 e (+ )(u;u)2 =  (+ )kDuk22: (3.4)
Aplicando (3.4) em (3.3), obtemos
1
2
d
dt
kuk22 + (+ )kDuk22 = (u;b  rb)2 + (u;rw)2: (3.5)
Agora, vejamos que
1
2
d
dt
kwk22 = (w;wt)2
= (w; u  rw + w + r(r w) + r u  2w)2: (3.6)
Pela demonstrac~ao do Lema 2.1, temos tambem que
 (w;u  rw)2 = 0 e (w;w)2 =  kDwk22: (3.7)
Notemos que,
(w; r(r w))2 = 
3X
j=1
(wj ; Dj(r w))2
=  
3X
j=1
(Djwj ;r w)2
=  (r w;r w)2
=  kr wk22: (3.8)
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Assim, por substituir (3.7) e (3.8) em (3.6), encontramos
1
2
d
dt
kwk22 + kDwk22 + kr wk22 + 2kwk22 = (w;r u): (3.9)
Por m, analisando a terceira equac~ao de (1), chegamos a
1
2
d
dt
kbk22 = (b;bt)2
= (b; u  rb+ b+ b  ru)2: (3.10)
Utilizando a demonstrac~ao do Lema 2.1, obtemos
1
2
d
dt
kbk22 + kDbk22 = (b;b  ru)2: (3.11)
Somando as igualdades (3.5), (3.9) e (3.11), conclumos que
1
2
d
dt
k(u;w;b)k22 + (+ )kDuk22 + kDwk22 + kDbk22 + kr wk22 + 2kwk22
= (u;b  rb)2 + (u;rw)2 + (w;r u)2 + (b;b  ru)2: (3.12)
Segue da demonstrac~ao do Lema 2.1 que
(u;b  rb)2 + (b;b  ru)2 = 0: (3.13)
Deste modo,
1
2
d
dt
k(u;w;b)k22 + (+ )kDuk22 + kDwk22 + kDbk22 + kr wk22 + 2kwk22
= (u;rw)2 + (w;r u)2: (3.14)
Usando as igualdades
(u;rw)2 = (w;r u)2 e kr  uk2 = kDuk2 (ver Lema 2.5);
e tambem por aplicar as Desigualdades de Cauchy e Young, conclumos que
1
2
d
dt
k(u;w;b)k22 + kDuk22 + kDwk22 + kDbk22 + kr wk22 + kwk22  0:
Consequentemente,
1
2
d
dt
k(u;w;b)k22  0; 8 0  t < T : (3.15)
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Integrando (3.15) de t0 a t (t0  t < T ), conclumos, pelo Teorema Fundamental do Calculo, que
k(u;w;b)(; t)k2  k(u;w;b)(; t0)k2; 8 0  t0  t < T :
Isto completa a prova do lema em quest~ao.
E importante ressaltar aqui que, se a soluc~ao (u;w;b)(; t) de (1) em [0; T ) apresenta tempo
de explos~ao t = T  nito, ent~ao o Lema 3.1 e o teorema abaixo implicam que
k(u;w;b)(; t)k _Hs  Ck(u0;w0;b0)k
1  2s
1+2
2 (T
   t)  s1+2 ; 8 t 2 [0; T );
para  2 (0; 1) e s  12 + .
Teorema 3.1. Fixe s0 >
3
2 e seja (u0;w0;b0) 2 Hs0(R3) tal que ru0 = rb0 = 0. Considere que
(u;w;b)(; t) 2 C([0; T );Hs(R3)) e soluc~ao forte de (1), denida no intervalo maximal [0; T ).
Assuma que T  <1. Ent~ao, para cada  2 (0; 1) e s  12 + , temos que
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)kp(s;)2  Cs;;;; q(s;)(T    t) r(s;); 8 t 2 [0; T ); (3.16)
onde  = minf; ; g, Cs;;;; e uma constante positiva que depende somente de s; ; ; ; ; e
p(s; ) :=
2s
1 + 2
  1; q(s; ) := (2  )s
1 + 2
e r(s; ) :=
s
1 + 2
:
Demonstrac~ao. Primeiramente vamos aplicar o produto interno (u; ) _Hs na primeira equac~ao do
sistema (1) em ordem a obter
1
2
d
dt
kuk2_Hs =
1
2
[(ut;u) _Hs + (u;ut) _Hs ]
= Re
h
  (u  ru;u) _Hs   (r(p+
1
2
jbj2);u) _Hs + (+ )(u;u) _Hs
+(b  rb;u) _Hs + (rw;u) _Hs
i
; (3.17)
onde Re[z] e a parte real do numero complexo z. Permita-nos analisar algumas das parcelas
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encontradas no lado direito das igualdades acima. Assim sendo,
(u;u) _Hs =
Z
R3
jkj2sdu  bu dk
=
3X
j=1
Z
R3
jkj2sdD2ju  bu dk
=  
Z
R3
jkj2sjkj2jbuj2 dk
=  
Z
R3
jkj2sjdruj2 dk
=  kruk2_Hs : (3.18)
Notemos tambem que,
(r(p+ 1
2
jbj2);u) _Hs =
Z
R3
jkj2s(r(p+ 1
2
jbj2))^  bu dk
=
3X
j=1
Z
R3
jkj2s(Dj(p+ 1
2
jbj2))^bujdk
=
3X
j=1
Z
R3
jkj2sikj(p+ 1
2
jbj2)buj dk
=  
3X
j=1
Z
R3
jkj2s(p+ 1
2
jbj2)ikjbuj dk
=  
Z
R3
jkj2s(p+ 1
2
jbj2)[r  u dk
= 0; (3.19)
pois r  u = 0. Alem disso, conclui-se
  (u  ru;u) _Hs =  
3X
j=1
(ujDju;u) _Hs
=  
3X
j=1
Z
R3
jkj2s(ujDju)^  bu dk
=  
3X
l;j=1
Z
R3
jkj2s(ujDjul)^bul dk: (3.20)
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Usando o fato que u e livre de divergente, chegamos a
  (u  ru;u) _Hs =  
3X
l;j=1
Z
R3
jkj2s(Dj(ujul))^bul dk
=
3X
l;j=1
Z
R3
jkj2sdujulikjbul dk
=
3X
l;j=1
Z
R3
jkj2sdujul[Djul dk
=
3X
j=1
Z
R3
jkj2sduju  dDju dk
= (u
 u;ru) _Hs ; (3.21)
onde u
 u = (u1u; u2u; u3u). Do mesmo modo, chegamos a
(b  rb;u) _Hs =  (b
 b;ru) _Hs : (3.22)
Com isso, substituindo os resultados encontrados em (3.18), (3.19), (3.20), (3.21) e (3.22) em (3.17),
encontramos
1
2
d
dt
kuk2_Hs = Re[(u
 u;ru) _Hs   (+ )kruk2_Hs   (b
 b;ru) _Hs + (rw;u) _Hs ];
ou seja,
1
2
d
dt
kuk2_Hs+(+)kruk2_Hs = Re[(u
u;ru) _Hs ] Re[(b
b;ru) _Hs ]+Re[(rw;u) _Hs ]: (3.23)
Agora, apliquemos o mesmo processo a segunda equac~ao do sistema (1). Com efeito, temos que
1
2
d
dt
kwk2_Hs =
1
2
[(wt;w) _Hs + (w;wt) _Hs ]
= Re[ (u  rw;w) _Hs + (w;w) _Hs + (r(r w);w) _Hs + (r u;w) _Hs
  2(w;w) _Hs ]: (3.24)
Permita-nos analisar algumas das parcelas encontradas no lado direito das igualdades acima. Pri-
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meiramente vejamos que,
  (u  rw;w) _Hs =
3X
j=1
(ujDjw;w) _Hs
=  
3X
j=1
Z
R3
jkj2s(ujDjw)^  bw dk
=  
3X
l;j=1
Z
R3
jkj2s(ujDjwl)^cwl dk: (3.25)
E facil obter as seguintes igualdades:
3X
l;j=1
(ujDjwl)
^cwl = 3X
l;j=1
(Dj(ujwl))
^cwl
=
3X
l;j=1
ikj dujwlcwl
=  
3X
l;j=1
dujwl[Djwl
=  
3X
j=1
dujw [Djw
=  \w 
 u drw; (3.26)
onde usamos que r u = 0 e w
u = (u1w; u2w; u3w). Substituindo (3.26) em (3.25), conclumos
que
  (u  rw;w) _Hs =
Z
R3
jkj2s\w 
 u drw dk
= (w 
 u;rw) _Hs : (3.27)
Analogamente ao que zemos em (3.18), obtemos
(w;w) _Hs =  krwk2_Hs : (3.28)
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Notemos ainda que,
(r(r w);w) _Hs =
Z
R3
jkj2s(r(r w))^  bw dk
=
3X
j=1
Z
R3
jkj2s(Dj(r w))^cwj dk
=
3X
j=1
Z
R3
jkj2sikj\r wcwj dk
=  
3X
j=1
Z
R3
jkj2s\r w\Djwj dk
=  
3X
j=1
Z
R3
jkj2s\r w\r w dk
=  kr wk2_Hs : (3.29)
Por substituir (3.27), (3.28) e (3.29) em (3.24), conclumos que
1
2
d
dt
kwk2_Hs = Re[(w 
 u;rw) _Hs   krwk2_Hs   kr wk2_Hs + (r u;w) _Hs   2kwk2_Hs ];
isto e,
1
2
d
dt
kwk2_Hs+krwk2_Hs+krwk2_Hs+2kwk2_Hs = Re[(w
u;rw) _Hs ]+Re[(ru;w) _Hs ]: (3.30)
Por m, apliquemos o mesmo processo para a terceira equac~ao do sistema (1). Realizando o produto
interno (b; ) _Hs na terceira equac~ao do sistema (1), obtemos
1
2
d
dt
kbk2_Hs =
1
2
[(bt;b) _Hs + (b;bt) _Hs ]
= Re[ (u  rb;b) _Hs + (b;b) _Hs + (b  ru;b) _Hs ]: (3.31)
Permita-nos examinar algumas das parcelas encontradas no lado direito das igualdades encontradas
acima. Dessa forma,
(b  ru;b) _Hs =
3X
j=1
(bjDju;b) _Hs
=
3X
j=1
Z
R3
jkj2s(bjDju)^  bb dk
=
3X
l;j=1
Z
R3
jkj2s(bjDjul)^bbl dk: (3.32)
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E simples notar que, atraves da condic~ao r  b = 0, chegamos a
3X
l;j=1
(bjDjul)
^bbl = 3X
l;j=1
(Dj(bjul))
^bbl
=
3X
l;j=1
ikjdbjul bbl
=  
3X
l;j=1
dbjul dDjbl
=  
3X
l;j=1
dbju  dDjb
=  \u
 b drb: (3.33)
Da, substituindo (3.33) em (3.32), obtemos
(b  ru;b) _Hs =  (u
 b;rb) _Hs : (3.34)
Por (3.27) e (3.18), temos que
 (u  rb;b) _Hs = (b
 u;rb) _Hs e (b;b) _Hs =  krbk2_Hs : (3.35)
Por aplicar (3.34) e (3.35) em (3.31), obtemos
1
2
d
dt
kbk2_Hs + krbk2_Hs = Re[(b
 u;rb) _Hs ]  Re[(u
 b;rb) _Hs ]: (3.36)
Somando as igualdades (3.23), (3.30) e (3.36), chegamos a
1
2
d
dt
k(u;w;b)k2_Hs + (+ )kruk2_Hs + krwk2_Hs + krbk2_Hs + kr wk2_Hs + 2kwk2_Hs
= Re[(u
 u;ru) _Hs ]  Re[(b
 b;ru) _Hs ] + Re[(rw;u) _Hs ] + Re[(w 
 u;rw) _Hs ]
+Re[(r u;w) _Hs ] + Re[(b
 u;rb) _Hs ]  Re[(u
 b;rb) _Hs ]: (3.37)
Usando o fato que \rw = ik bw, podemos inferir
(rw;u) _Hs =
Z
R3
jkj2s\rw  budk
=
Z
R3
jkj2sik bw  budk
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=Z
R3
jkj2s bw  ik budk
=
Z
R3
jkj2s bw \r udk
= (w;r u) _Hs : (3.38)
Logo, substituindo (3.38) em (3.37), obtemos
1
2
d
dt
k(u;w;b)k2_Hs + (+ )kruk2_Hs + krwk2_Hs + krbk2_Hs + kr wk2_Hs + 2kwk2_Hs
= Re[(u
 u;ru) _Hs ]  Re[(b
 b;ru) _Hs ] + Re[(w;r u) _Hs ] + Re[(w 
 u;rw) _Hs ]
+Re[(r u;w) _Hs ] + Re[(b
 u;rb) _Hs ]  Re[(u
 b;rb) _Hs ]: (3.39)
Consequentemente, aplicando a Desigualdade de Cauchy-Scharwz, obtemos
1
2
d
dt
k(u;w;b)k2_Hs + (+ )kruk2_Hs + krwk2_Hs + krbk2_Hs + kr wk2_Hs + 2kwk2_Hs
 ku
 uk _Hskruk _Hs + kb
 bk _Hskruk _Hs + kwk _Hskr  uk _Hs + kw 
 uk _Hskrwk _Hs
+kr  uk _Hskwk _Hs + kb
 uk _Hskrbk _Hs + ku
 bk _Hskrbk _Hs : (3.40)
Agora, vamos provar que
kr  uk _Hs = kruk _Hs : (3.41)
De fato, como \r u = ik bu, jdruj2 = jkj2jbuj2 e k  bu = 0 (r  u = 0), segue que
kr  uk2_Hs =
Z
R3
jkj2sj\r uj2dk =
Z
R3
jkj2sjik buj2dk
=
Z
R3
jkj2sjkj2jbuj2dk = Z
R3
jkj2sjdruj2dk
= kruk2_Hs :
Aplicando (3.41) em (3.40), conclumos que
1
2
d
dt
k(u;w;b)k2_Hs + (+ )kruk2_Hs + krwk2_Hs + krbk2_Hs + kr wk2_Hs + 2kwk2_Hs
 ku
 uk _Hskruk _Hs + kb
 bk _Hskruk _Hs + kwk _Hskruk _Hs + kw 
 uk _Hskrwk _Hs
+kruk _Hskwk _Hs + kb
 uk _Hskrbk _Hs + ku
 bk _Hskrbk _Hs : (3.42)
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Pela Desigualdade de Young, chegamos a
1
2
d
dt
k(u;w;b)k2_Hs + kruk2_Hs + krwk2_Hs + krbk2_Hs + kr wk2_Hs + kwk2_Hs
 ku
 uk _Hskruk _Hs + kb
 bk _Hskruk _Hs + kw 
 uk _Hskrwk _Hs + kb
 uk _Hskrbk _Hs
+ ku
 bk _Hskrbk _Hs : (3.43)
Utilizando a desigualdade (1.40), encontramos
1
2
d
dt
k(u;w;b)k2_Hs + kruk2_Hs + krwk2_Hs + krbk2_Hs + kkr wk2_Hs + kwk2_Hs
 Cs;[kuk _Hkuk _H0kruk _Hs + kbk _Hkbk _H0kruk _Hs + kwk _Hkuk _H0krwk _Hs
+ kuk _Hkwk _H0krwk _Hs + kbk _Hkuk _H0krbk _Hs + kuk _Hkbk _H0krbk _Hs ]; (3.44)
onde  := 12 +  e 
0 := s+ 1  . Aplicando agora o Lema 4.5 (ver Ape^ndice), obtemos
1
2
d
dt
k(u;w;b)k2_Hs + kruk2_Hs + krwk2_Hs + krbk2_Hs + kr wk2_Hs + kwk2_Hs
 Cs;k(u;w;b)k _Hk(u;w;b)k _H0k(ru;rw;rbk _Hs
 Cs;k(u;w;b)k _H 12+k(u;w;b)k

_Hs
k(ru;rw;rb)k2 _Hs : (3.45)
Seja  = minf; ; g. Logo,
d
dt
k(u;w;b)k2_Hs + 2k(ru;rw;rbk2_Hs + 2kr wk2_Hs + 2kwk2_Hs
 Cs;k(u;w;b)k _H 12+k(u;w;b)k

_Hs
k(ru;rw;rb)k2 _Hs :
Pela Desigualdade de Young, chegamos a
d
dt
k(u;w;b)k2_Hs + k(ru;rw;rbk2_Hs + 2kr wk2_Hs + 2kwk2_Hs
 Cs;;;;  
2 
 k(u;w;b)k
2

_H
1
2+
k(u;w;b)k2_Hs :
Em particular,
d
dt
k(u;w;b)k2_Hs  Cs;;;;  
2 
 k(u;w;b)k
2

_H
1
2+
k(u;w;b)k2_Hs : (3.46)
Deste modo, pelo Lema de Gronwall, com 0  a  t < T , conclui-se
k(u;w;b)(; t)k2_Hs  k(u;w;b)(; a)k2_Hs exp

Cs;;;; 
  2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d

: (3.47)
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Notemos, em particular, que para s = s0(>
3
2 >
1
2 + ); temosZ T 
a
k(u;w;b)(; )k
2

_H
1
2+
d =1; (3.48)
desde que lim sup
t%T 
k(u;w;b)(; t)k _Hs0 =1, ver (3). Tambem temos, pelo Lema 4.4 (ver Ape^ndice),
que
k(u;w;b)(; t)k
2

_H
1
2+
 k(u;w;b)(; t)k
2(1 )

2 k(u;w;b)(; t)k
2

_Hs
; 8 t 2 [0; T );
onde  := 1+22s . Logo, por (3.47), infere-se
k(u;w;b)(; t)k
2

_H
1
2+
 k(u;w;b)(; t)k
2(1 )

2 k(u;w;b)(; a)k
2

_Hs
 exp

Cs;;;; 
  2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d

:
Usando o Lema 3.1, podemos concluir que
k(u;w;b)(; t)k
2

_H
1
2+
exp

  Cs;;;;  
2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d

 k(u;w;b)(; a)k
2(1 )

2 k(u;w;b)(; a)k
2

_Hs
: (3.49)
Integrando (3.49) em [a; T ] com T < T , obtemosZ T
a
k(u;w;b)(; t)k
2

_H
1
2+
exp

  Cs;;;;  
2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d

dt
 k(u;w;b)(; a)k
2(1 )

2 k(u;w;b)(; a)k
2

_Hs
(T   a): (3.50)
Observemos que,
d
dt
exp

  Cs;;;;  
2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d

=  Cs;;;;  
2 
 k(u;w;b)(; t)k
2

_H
1
2+
exp

  Cs;;;;  
2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d

:
Reescrevendo (3.50) atraves do Teorema Fundamental do Calculo, obtemos
  2 
Cs;;;;
exp

  Cs;;;;  
2 

Z t
a
k(u;w;b)(; )k
2

_H
1
2+
d
t=T
t=a
 k(u;w;b)(; a)k
2(1 )

2 k(u;w;b)(; a)k
2

_Hs
(T   a);
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ou seja,
1  exp

  Cs;;;;  
2 

Z T
a
k(u;w;b)(; )k
2

_H
1
2+
d

 Cs;;;;  
2 
 k(u;w;b)(; a)k
2(1 )

2 k(u;w;b)(; a)k
2

_Hs
(T   a):
Passando ao limite, quando T ! T , e usando (3.48), conclumos que
1  Cs;;;;  
2 
 k(u;w;b)(; a)k
2(1 )

2 k(u;w;b)(; a)k
2

_Hs
(T    a):
Portanto,
k(u;w;b)(; a)k _Hsk(u;w;b)(; a)k
1 

2 
Cs;;;; 
2 
2
(T    a) 2
:
Por m, como  := 1+22s , temos
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)kp(s;)2 
Cs;;;; 
q(s;)
(T    t)r(s;) ;
onde p(s; ) = 2s1+   1, q(s; ) = s(2 )1+2 e r(s; ) = s1+2 . Isto completa a prova do Teorema 3.1.
Segue diretamente do Teorema 3.1 que se (u;w;b)(; t) e a soluc~ao de (1) denida no intervalo
de tempo [0; T ), com T  <1, ent~ao
sup
t2[0;T )
n
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)k
2s
1+2
 1
2
o
=1;
para  2 (0; 1) e s  12 + . Isto e equivalente a dizer que se o supremo acima fosse nito, ent~ao a
soluc~ao seria global no tempo.
Abaixo listamos algumas conseque^ncias imediatas do Teorema 3.1. Uma destas implicac~oes
e a Desigualdade de Leray para o sistema magneto-micropolar (1) (esta mesma desigualdade foi
provada, neste trabalho, no Teorema 2.4 para as equac~oes MHD).
A primeira destas conseque^ncias nos informa que
k(u;w;b)(; t)k _Hs  Ck(u0;w0;b0)k1 s2 (T    t) 
s
4 ; 8 t 2 [0; T );
se (u;w;b)(; t) e a soluc~ao do sistema (1) em [0; T ) (T  < 1) e s  1 (ver Lema 3.1). Mais
precisamente, temos o seguinte corolario.
Corolario 3.2. Seja (u0;w0;b0) 2 Hs0(R3), com s0 > 32 , tal que r  u0 = r  b0 = 0. Seja
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(u;w;b)(; t) 2 C([0; T ); Hs(R3)) a soluc~ao forte do sistema (1) denida no intervalo maximal
[0; T ). Se T  <1, ent~ao, para cada s  1, tem-se
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)ks 12  Cs;;; 
3s
4 (T    t)  s4 ; 8 t 2 [0; T ); (3.51)
onde  = minf; ; g e Cs;;; e uma constante positiva que depende somente de s; ;  e :
Demonstrac~ao. Considere  = 12(s  1) no Teorema 3.1. Assim, temos p(s; ) = s  1; q(s; ) = 3s4
e r(s; ) = s4 . Consequentemente, pelo Teorema 3.1, encontramos
k(u;w;b)(; t)k _Hsk(u;w;b)(; t)ks 12  Cs;;; 
3s
4 (T    t)  s4 ; 8 t 2 [0; T ):
Isto completa a prova do resultado.
O Corolario abaixo estabelece que e possvel estender a Desigualdade de Leray, encontrada em
[28], relacionada as equac~oes de Navier-Stokes (5), para o sistema magneto-micropolar (1).
Corolario 3.3 (Desigualdade de Leray). Seja (u0;w0;b0) 2 Hs0(R3), com s0 > 32 , tal que ru0 =
r  b0 = 0. Seja (u;w;b)(; t) 2 C([0; T );Hs(R3)) a soluc~ao forte do sistema (1) denida no
intervalo maximal [0; T ). Se T  <1, ent~ao
k(Du; Dw; Db)(; t)k2  C 34 (T    t)  14 ; 8 t 2 [0; T );
onde  = minf; ; g e C e uma constante positiva absoluta.
Demonstrac~ao. A prova deste resultado segue diretamente por assumir s = 1 no Corolario 3.2, ja
que
k(u;w;b)k2_H1 =
Z
R3
jkj2j(bu; bw; bb)j2 dk
=
Z
R3
j(dDu;dDw;dDb)j2 dk
= k(Du; Dw; Db)k22:
Considere novamente que (u;w;b)(; t) e a soluc~ao de (1) denida no intervalo de tempo [0; T ),
com T  <1. O corolario abaixo nos mostra como e possvel encontrar um limite inferior envolvendo
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somente Espacos de Sobolev Homoge^neos; mais especicamente, k(u;w;b)(; t)k _Hs e maior ou igual
a C(T    t) 14  s2 , se t 2 [0; T ) e 12 < s < 32 :
Corolario 3.4. Seja (u0;w0;b0) 2 Hs0(R3), com s0 > 32 , tal que r  u0 = r  b0 = 0. Seja
(u;w;b)(; t) 2 C([0; T ); Hs(R3)) a soluc~ao forte do sistema (1) denida no intervalo maximal
[0; T ). Se T  <1, ent~ao, para cada 12 < s < 32 , tem-se
k(u;w;b)(; t)k _Hs(R3)  Cs;;; 
5
4
  s
2 (T    t) 14  s2 ; 8 t 2 [0; T );
onde  = minf; ; g e Cs;;; e uma constante positiva que depende somente de s; ;  e .
Demonstrac~ao. Considere  = s  12 no Teorema 3.1 em ordem a encontrar p(s; ) = 0; q(s; ) = 54  s2
e r(s; ) = s2   14 . O resultado segue da substituic~ao de p(s; ), q(s; ) e r(s; ) no Teorema 3.1.
3.2 Limite Inferior para k(bu; bw; bb)(; t)k1
Neste sec~ao, provaremos que se (u;w;b)(; t) e a soluc~ao de (1) no intervalo maximal de tempo
[0; T ), ent~ao o seguinte limite de explos~ao e verdadeiro:
lim
t%T 
k(bu; bw; bb)(; t)k1 =1;
se T  <1. Mais geralmente, o resultado abaixo vale.
Teorema 3.5. Fixe s0 >
3
2 e seja (u0;w0;b0) 2 Hs0(R3) tal que ru0 = rb0 = 0. Considere que
(u;w;b)(; t) 2 C([0; T );Hs(R3)) e a soluc~ao forte de (1), denida no intervalo maximal [0; T ).
Assuma que T  <1. Ent~ao,
k(bu; bw; bb)(; t)k1  2p2 12 32
5
p
3
(T    t)  12 ; 8 t 2 [0; T ); (3.52)
onde  = minf; ; g:
Demonstrac~ao. Seja q = p + 12 jbj2. Aplicando a transformada de Fourier na primeira equac~ao do
sistema (1), obtemos
but + (u  ru)^ + crq = (+ )du+ (b  rb)^ + \rw:
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Da,
1
2
@tjbuj2 = 1
2
[but  bu+ bu  but]
= Re[ (u  ru)^  bu  crq  bu+ (+ )du  bu+ (b  rb)^  bu
+\rw  bu]: (3.53)
E facil ver que du  bu =  jkj2jbuj2 =  jdruj2: (3.54)
Notemos que,
  crq  bu =   3X
j=1
dDjq buj =   3X
j=1
ikjbq buj
=
3X
j=1
bq[Djuj
= 0; (3.55)
pois u e livre de divergente. Alem disso,
\rw  bu = ik bw = bw  ik bu = bw \r u: (3.56)
Por aplicar (3.54), (3.55) e (3.56) em (3.53), obtemos
1
2
@tjbuj2 = Re[ (u  ru)^  bu  (+ )jdruj2 + (b  rb)^  bu+ bw \r u]: (3.57)
Agora, realizaremos o mesmo processo para a segunda equac~ao do sistema (1). Aplicando a trans-
formada de Fourier na segunda equac~ao do sistema (1), obtemos
bwt + (u  rw)^ = dw + [r(r w)]^ + \r u  2bw: (3.58)
Logo,
1
2
@tjbwj2 = 1
2
[bwt  bw + bw  bwt]
= Re[ (u  rw)^  bw + dw  bw + [r(r w)]^  bw + \r u  bw
  2bw  bw]: (3.59)
Sabemos que, dw  bw =  jdrwj: (3.60)
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Notemos que,
[r(r w)]^  bw = 3X
j=1
[Dj(r w)]^cwj
=  
3X
j=1
\r w\Djwj
=  \r w\r w
=  j\r wj2: (3.61)
Assim, aplicando (3.60) e (3.61) em (3.59), obtemos
1
2
@tjbwj2 = Re[ (u  rw)^  bw   jdrwj   j\r wj2 + \r u  bw   2jbwj2]: (3.62)
Por m, aplicando a transformada de Fourier na terceira equac~ao do sistema (1), temos
bbt + (u  rb)^ = db+ (b  ru)^: (3.63)
Logo,
1
2
@tjbbj2 = 1
2
[bbt  bb+ bb  bbt]
= Re[ (u  rb)^  bb+ db  bb+ (b  ru)^  bb]
= Re[ (u  rb)^  bb  jdrbj2 + (b  ru)^  bb]: (3.64)
Somando (3.57), (3.62) e (3.64), encontramos
1
2
@tj(bu; bw; bb)j2 + (+ )jdruj2 + jdrwj2 + jdrbj2 + j\r wj2 + 2jbwj2
=  Re[(u  ru)^  bu] + Re[(b  rb)^  bu]  Re[(u  rw)^  bw] + Re[bw \r u]
 Re[(u  rb)^  bb] + Re[(b  ru)^  bb] + Re[\r u  bw]: (3.65)
Sabemos, pelas Desigualdades de Cauchy-Scharwz e Holder, que
j\r u  bwj  j\r ujjbwj = jk bujjbwj = jdrujjbwj  1
2
jdruj2 + 1
2
jbwj2; (3.66)
pois r  u = 0. Substituindo a estimativa (3.66) em (3.65), obtemos
1
2
@tj(bu; bw; bb)j2 + jdruj2 + jdrwj2 + jdrbj2 + j\r wj2 + jbwj2
 j(u  ru)^jjbuj+ j(b  rb)^jjbuj+ j(u  rw)^jjbwj+ j(u  rb)^jjbbj+ j(b  ru)^jjbbj:(3.67)
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Para  > 0 xado, temos que
1
2
@tj(bu; bw; bb)j2 =qj(bu; bw; bb)j2 +  @tqj(bu; bw; bb)j2 + : (3.68)
Aplicando a igualdade (3.68) em (3.67), obtemos
@t
q
j(bu; bw; bb)j2 + + j(dru;drw;drb)j2q
j(bu; bw; bb)j2 + 
 [j(u  ru)
^j+ j(b  rb)^j+ j(u  rw)^j+ j(u  rb)^j+ j(b  ru)^j] j(bu; bw; bb)jq
j(bu; bw; bb)j2 + 
 j(u  ru)^j+ j(b  rb)^j+ j(u  rw)^j+ j(u  rb)^j+ j(b  ru)^j; (3.69)
onde  = minf; ; g. Fazendo ! 0, encontramos
@tj(bu; bw; bb)j+ j(dru;drw;drb)j2j(bu; bw; bb)j  j(u  ru)^j+ j(b  rb)^j+ j(u  rw)^j
+ j \(u  r)bj+ j \(b  r)uj: (3.70)
Observemos que,
j(dru;drw;drb)j2
j(bu; bw; bb)j = jkj
2jbuj2 + jkj2jbwj2 + jkj2jbbj2
j(bu; bw; bb)j
= jkj2j(bu; bw; bb)j
= j(du;dw;db)j: (3.71)
Substituindo (3.71) em (3.70), conclumos que,
@tj(bu; bw; bb)j+ j(du;dw;db)j  j(u  ru)^j+ j(b  rb)^j+ j(u  rw)^j
+ j(u  rb)^j+ j(b  ru)^j: (3.72)
Agora, integrando (3.72) sobre R3, conclumos que,
@tk(bu; bw; bb)k1 + k(du;dw;db)k1  Z
R3
j(u  ru)^j dk+
Z
R3
j(b  rb)^j dk
+
Z
R3
j(u  rw)^j dk+
Z
R3
j(u  rb)^j dk+
Z
R3
j(b  ru)^j dk: (3.73)
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Note que
Z
R3
j(u  ru)^j dk =
Z
R3
 3X
j=1
\ujDju
 dk
=
Z
R3
 3X
l=1
 3X
j=1
\ujDjul
2 12 dk

Z
R3
3X
l=1
 3X
j=1
\ujDjul
 dk

3X
l;j=1
Z
R3
j\ujDjulj dk:
Usando a igualdade bf  bg = (2) 32cfg; (3.74)
chegamos a
Z
R3
j(u  ru)^j dk  (2)  32
3X
l;j=1
Z
R3
jbuj [Djulj dk
= (2) 
3
2
3X
l;j=1
Z
R3
 Z
R3
buj(k  )[Djul() d dk
 (2)  32
3X
l;j=1
Z
R3
Z
R3
jbuj(k  )jj[Djul()j d dk
= (2) 
3
2
3X
l;j=1
Z
R3
jbuj j  j[Djulj dk:
Utilizando a Desigualdade de Young para convoluc~oes, temos
Z
R3
j(u  ru)^j dk  (2)  32
3X
l;j=1
kbujk1k[Djulk1
 (2)  32 kbuk1 3X
l;j=1
k[Djulk1
= (2) 
3
2 kbuk1 3X
l;j=1
Z
R3
j[Djulj dk
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= (2) 
3
2 kbuk1 3X
l;j=1
Z
R3
jikjbulj dk
= (2) 
3
2 kbuk1 3X
l;j=1
Z
R3
jkj jjbulj dk
= (2) 
3
2 kbuk1 3X
l;j=1
Z
R3
jkj jjbulj 12 jbulj 12 dk:
Pela Desigualdade de Cauchy-Schwarz, encontramos
Z
R3
j(u  ru)^j dk  (2)  32 kbuk1 3X
l;j=1
Z
R3
jkj j2jbulj dk 12Z
R3
jbulj dk 12
 (2)  32 kbuk1 3X
l;j=1
Z
R3
jkj j2jbulj dk 12 3X
l;j=1
Z
R3
jbulj dk 12

p
3(2) 
3
2 kbuk1 3X
l=1
Z
R3
jkj2jbulj dk 12 3X
l=1
Z
R3
jbulj dk 12

p
3(2) 
3
2 kbuk1 3X
l=1
Z
R3
jculj dk 12 kbuk 121
=
p
3(2) 
3
2 kbuk 321 kduk 121

p
3(2) 
3
2 k(bu; bw; bb)k 321 k(du;dw;db)k 121 : (3.75)
Repetindo o mesmo processo, obtemosZ
R3
j(b  rb)^j dk 
p
3(2) 
3
2 kbbk 321 kdbk 121

p
3(2) 
3
2 k(bu; bw; bb)k 321 k(du;dw;db)k 121 (3.76)
e tambem Z
R3
j(u  rw)^j dk 
p
3(2) 
3
2 kbuk1kdwk 121 kbwk 121

p
3(2) 
3
2 k(bu; bw; bb)k 321 k(du;dw;db)k 121 : (3.77)
Analogamente, chegamos aZ
R3
j(u  rb)^j dk 
p
3(2) 
3
2 kbuk1kdbk 121 kbbk 121

p
3(2) 
3
2 k(bu; bw; bb)k 321 k(du;dw;db)k 121 (3.78)
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e Z
R3
j(b  ru)^j dk 
p
3(2) 
3
2 kbbk1kduk 121 kbuk 121

p
3(2) 
3
2 k(bu; bw; bb)k 321 k(du;dw;db)k 121 : (3.79)
Aplicando as estimativas (3.75), (3.76), (3.77), (3.78) e (3.79) em (3.73), conclumos que
@tk(bu; bw; bb)k1 + k(du;dw;db)(t)k1  5p3(2)  32 k(bu; bw; bb)k 321 k(du;dw;db)k 121 :
Utilizando a Desigualdade de Young,
@tk(bu; bw; bb)k1 + 
2
k(du;dw;db)k1  3
163
 1k(bu; bw; bb)k31
Logo,
@tk(bu; bw; bb)k1  75
163
 1k(bu; bw; bb)k31: (3.80)
Seja  = 75
163
. Para t0 2 [0; T ), consideremos v(t) a soluc~ao do PVI(
v0(t) =  1v3(t);
v(t0) = k(bu; bw; bb)(; t0)k1; (3.81)
Pelo metodo de separac~ao de variaveis para EDO's, temos que
v(t) 2 =  2 1t  2c:
Usando o dado inicial do PVI, obtemos
 2c = k(bu; bw; bb)(; t0)k 21 + 2 1t0:
Assim,
v(t) 2 = k(bu; bw; bb)(; t0)k 21   2 1(t  t0): (3.82)
Segue que, v(t) explode se
T v = t0 +

2k(bu; bw; bb)(; t0)k21 :
Por (1.39), chegamos a
k(bu; bw; bb)(; t)k1  v(t); 8 0  t < T :
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Da, T v  T : Com efeito, suponha por absurdo que T  < T v . Como
(2) 
3
2 k(u;w;b)(; t)k1  k(bu; bw; bb)(; t)k1  v(t); 8 0  t < T ;
ent~ao a soluc~ao (u;w;b)(; t) de (1) poderia ser continuada alem de T  (ja que v(t) e limitada em
[0; T )). Isto e um absurdo, pois T  <1 e o tempo maximal de existe^ncia desta soluc~ao. Portanto,
k(bu; bw; bb)(; t0)k1  2

  1
2
(T    t0)  12 ; 8 t0 2 [0; T );
onde

2

  1
2
= 2
p
2
1
2 
3
2
5
p
3
. Isto prova o resultado em quest~ao.
O Teorema 3.5 nos permite concluir que se (u;w;b)(; t) e a soluc~ao de (1) denida no intervalo
de tempo [0; T ), com T  <1, ent~ao
sup
t2[0;T )
k(bu; bw; bb)(; t)k1 =1:
3.3 Outro Limite Inferior Envolvendo k(u;w;b)(; t)k _Hs, s > 32
Nesta sec~ao, provaremos, para s > 32 , que
lim
t%T 
k(u;w;b)(; t)k
2s
3
 1
2 k(u;w;b)(; t)k _Hs =1;
se (u;w;b)(; t) e a soluc~ao de (1) denida no intervalo maximal de tempo [0; T ), com T  < 1:
Mais especicamente, estabeleceremos a cota inferior apresentada no teorema abaixo:
Teorema 3.6. Fixe s0 >
3
2 e seja (u0;w0;b0) 2 Hs0(R3) tal que ru0 = rb0 = 0. Considere que
(u;w;b)(; t) 2 C([0; T );Hs(R3)) e a soluc~ao forte de (1), denida no intervalo maximal [0; T ).
Assuma que T  <1. Ent~ao, para cada s > 32 , temos que
k(u;w;b)(; t)k
2s
3
 1
2 k(u;w;b)(; t)k _Hs  Cs
s
3 (T    t)  s3 ; 8 t 2 [0; T ); (3.83)
onde  = minf; ; g e Cs e uma constante positiva que depende somente de s.
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Demonstrac~ao. Pelo Lema 4.6 (ver Ape^ndice), temos, para s > 32 ,
kbuk1  Cskuk1  32s2 kuk 32s_Hs
 Csk(u;w;b)k1 
3
2s
2 k(u;w;b)k
3
2s
_Hs
: (3.84)
Analogamente, tem-se
kbwk1  Csk(u;w;b)k1  32s2 k(u;w;b)k 32s_Hs (3.85)
e tambem
kbbk1  Csk(u;w;b)k1  32s2 k(u;w;b)k 32s_Hs : (3.86)
Dessa forma,
k(bu; bw; bb)k1  Csk(u;w;b)k1  32s2 k(u;w;b)k 32s_Hs : (3.87)
Pelo Teorema 3.5, chegamos a
2
p
2
1
2
3
2
5
p
3
(T    t)  12  k(bu; bw; bb)k1
 Csk(u;w;b)k1 
3
2s
2 k(u;w;b)k
3
2s
_Hs
:
Logo, h2p2 12 32
5
p
3
i 2s
3
(T    t)  s3  C
2s
3
s k(u;w;b)k
2s
3
(1  3
2s
)
2 k(u;w;b)k _Hs :
Portanto,
k(u;w;b)(; t)k
2s
3
 1
2 k(u;w;b)(; t)k _Hs  Cs
s
3 (T    t)  s3 ; 8 t 2 [0; T ):
Isto completa a prova do Teorema 3.6.
Segue diretamente do Teorema 3.6 que se (u;w;b)(; t) e a soluc~ao forte de (1) em [0; T ), com
T  <1, ent~ao
sup
t2[0;T )
n
k(u;w;b)(; t)k
2s
3
 1
2 k(u;w;b)(; t)k _Hs
o
=1;
para s > 32 . Isto equivale a dizer que (u;w;b(; t)) e soluc~ao global no tempo de (1) se o supremo
acima e nito. E importante destacar tambem que o Teorema 3.6 e o Lema 3.1 nos permitem
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concluir o seguinte limite inferior para esta mesma soluc~ao (u;w;b)(; t):
k(u;w;b)(; t)k _Hs  Cs
s
3 k(u0;w0;b0)k1 
2s
3
2 (T
   t)  s3 ; 8 t 2 [0; T );
onde s > 32 e T
 <1.
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Captulo 4
Ape^ndice
Neste captulo, apresentaremos alguns lemas que foram aplicados nos Captulos 2 e 3 desta
dissertac~ao. Mais precisamente, exibiremos uma prova para cada um destes resultados. Entre
estes, podemos citar algumas estimativas de decaimento para a soluc~ao da classica equac~ao do
calor e uma desigualdade do tipo Gronwall.
4.1 Resultados Basicos para o Captulo 2
Nesta sec~ao, estabelecemos alguns resultados que est~ao presentes nas provas do Captulo 2.
Comecemos com uma desigualdade integral do tipo Gronwall. E importante destacar que o lema
abaixo foi aplicado no Corolario 2.3, no Teorema 2.2 e nas Proposic~oes 2.2 e 2.5.
Lema 4.1. Sejam A  0; B > 0; 0 < ! < 1 e  2 C0([0; T [) satisfazendo
0  (t)  A+B
Z t
0
(t  s) !(s) ds; 8 0  t < T: (4.1)
Ent~ao, (t)  CT ; para todo 0  t < T; onde CT > 0 e uma constante positiva que depende somente
de A;B; ! e T .
Demonstrac~ao. Primeiramente, escolha  > 0 tal queZ 
0
z ! dz =
1 !
1  ! 
1
2B
: (4.2)
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Assim sendo, considere t0 2 [0; t], com t 2 [0; T ), tal que
(t0) = max
0st
(s):
Este maximo existe devido a continuidade de .
Analisemos dois casos:
Caso 1: Assuma que t0  .
Por aplicar (4.1), encontramos
(t0)  A+B
Z t0
0
(t0   s) !(s) ds
= A+B
Z t0 
0
(t0   s) !(s)ds+B
Z t0
t0 
(t0   s) !(s) ds:
A primeira integral da ultima desigualdade acima pode ser estimada da seguinte maneira:Z t0 
0
(t0   s) !(s) ds   !
Z t0
0
(s) ds:
Ja para a segunda integral, temos queZ t0
t0 
(t0   s) !(s) ds 
Z t0
t0 
(t0   s) !(t0) ds
= (t0)
Z t0
t0 
(t0   s) ! ds
= (t0)  
1 !
1  !
 (t0)
2B
;
onde na ultima desigualdade usamos (4.2). Deste modo, podemos inferir
(t0)  A+B !
Z t0
0
(s)ds+
1
2
 (t0);
ou equivalentemente,
(t0)  2A+ 2B !
Z t0
0
(s) ds:
Assim, pela denic~ao de maximo, chegamos a
(t)  2A+ 2B !
Z t0
0
(s) ds; 8 0  t < T:
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Caso 2: Assuma que 0  t0  .
Neste caso, por (4.2), obtemos
(t0)  A+B
Z t0
0
(t0   s) !(s) ds
 A+B
Z t0
0
(t0   s) !(t0) ds
= A+B(t0)
Z t0
0
z ! dz
 A+B(t0)
Z 
0
z ! dz
 A+ 1
2
(t0):
Consequentemente, (t)  (t0)  2A (ver denic~ao de t0). Com isso,
(t)  2A+ 2B !
Z t
0
(s) ds; 8 0  t < T:
Por m, usando o Lema de Gronwall, obtemos, atraves dos dois casos relatados acima, que
(t)  2A exp(2B !t)
 2A exp(2B !T ); 8 0  t < T:
Isto completa a prova do Lema 4.1.
O resultado a seguir e util na prova da Desigualdade de Leray obtida no Captulo 2 (ver Teorema
2.4).
Lema 4.2. Seja W 2 C1([0; T )) uma func~ao positiva satisfazendo a desigualdade
W 0(t)  CW (t)!; 8 0  t < T; (4.3)
onde ! > 1 e C > 0 s~ao constantes positivas. Se T <1 e sup0t<T W (t) =1, ent~ao temos
W (t)  1
[C(!   1)] 1! 1
(T   t)  1! 1 ; 8 0  t < T: (4.4)
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Demonstrac~ao. Sejam t0 2 [0; T ) arbitrario e v = v(t) a soluc~ao para o problema de valor inicial(
v0(t) = Cv(t)!;
v(t0) =W0;
onde W0 := W (t0): E possvel determinar v explicitamente aplicando o metodo de separac~ao de
variaveis para equac~oes diferenciais ordinarias. Assim,
v(t) =W0[1  (!   1)C(t  t0)]W! 10 ] 
1
! 1 :
Observe que, v(t) esta denido para todo t0  t < T := t0 + 1C(! 1)W! 10 . Consequentemente, por
(1.39) e pela desigualdade (4.3), temos que
W (t)  v(t); 8 t0  t < T:
Note que, limt%T v(t) = 1; alem disso, v(t) e limitada no intervalo [t0; T ): Suponhamos, por
absurdo, que T < T. Consequentemente,
W (t)  v(t); 8 t0  t < T:
Isto implica que W (t) e limitada em [t0; T ): Como W (t) e contnua em [0; T ), ent~ao teramos W (t)
limitada em [0; t0] tambem. Mas, isto contradiz o fato que sup0t<T W (t) = 1. Deste modo,
T  T , isto e,
t0 +
1
C(!   1)W! 10
 T;
ou equivalentemente,
W (t0) 

1
C(!   1)
 1
! 1
(T   t0)
 1
! 1 :
Isto completa a prova do Lema 4.2.
O lema a seguir e utel na prova do Teorema 2.1.
Lema 4.3. Seja (u;b)(; t) soluc~ao forte do sistema (4) denida no intervalo maximal [0; T ).
Assuma que m  j + 2. Ent~ao,
k(Dju; Djb)(; t)k1  Cj(Jm(t) + J0(t)); 8 t 2 [0; T );
onde Cj e uma constante positiva que depende somente de j.
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Demonstrac~ao. De fato, pela desigualdade (1.34), tem-se que
k(Dju; Djb)k21  Cjk(Dju; Djb)k2H2
= Cj
X
jj2
k(DDju; DDjb)k22
 Cj(J2j (t) + J2j+1(t) + J2j+2(t)):
Notemos que, pela desigualdade (1.22), ja que j + 2 > j, obtem-se
J2j (t)  Cj(J2j+2(t) + J20 (t)):
Alem disso,
J2j+1(t)  Cj(J2j+2(t) + J20 (t));
pois j + 2 > j + 1. Assim,
k(Dju; Djb)k21  Cj(J2j+2(t) + J20 (t)):
Mas, pela desigualdade (1.22),
J2j+2(t)  Cj(J2m(t) + J20 (t)); 8m  j + 2:
Portanto,
k(Dju; Djb)(; t)k21  Cj(J2m(t) + J20 (t)); 8m  j + 2;
para todo t 2 [0; T ). Isto prova o resultado em quest~ao.
4.2 Resultados Basicos para o Captulo 3
Nesta sec~ao, demonstraremos alguns resultados que foram utilizados no Captulo 3 desta dis-
sertac~ao. Comecemos com dois resultados que desempenham papel importante na prova do Teorema
3.1.
Lema 4.4. Seja f 2 L2(R3) \ _Hs(R3), onde s  12 + , com  > 0. Ent~ao f 2 _H
1
2
+(R3). Alem
disso, tem-se
kfk
_H
1
2+
 kfk1 2 kfk_Hs ;
onde  = (12 + )
1
s 2 (0; 1]:
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Demonstrac~ao. Este resultado segue diretamente da Desigualdade de Holder e da Identidade de
Parseval. De fato, pela Desigualdade de Holder, temos que
kfk2
_H
1
2+
:=
Z
R3
jkj2( 12+)j bf(k)j2 dk
=
Z
R3
jkj1+2j bf(k)j2j bf(k)j2(1 ) dk

Z
R3
jkj2sj bf(k)j2 dk Z
R3
j bf(k)j2 dk1 
=: kfk

2
_Hs
k bfk 1 22 :
O resultado segue da Identidade de Parseval.
Lema 4.5. Seja f 2 _Hs(R3) tal que rf 2 _Hs(R3), onde s  12 + , com 0 <  < 1. Ent~ao,
f 2 _Hs+1 (R3). Alem disso,
kfk _Hs+1   kfk_Hskrfk1 _Hs :
Demonstrac~ao. Como jcrf j = jkjj bf j, ent~ao, pela Desigualdade de Holder, segue que
kfk2_Hs+1  =
Z
R3
jkj2(s+1 )j bf(k)j2 dk
=
Z
R3
jkj2sj bf(k)j2jkj2(s+1)(1 )j bf(k)j2(1 ) dk

Z
R3
jkj2sj bf(k)j2 dk Z
R3
jkj2sjkj2j bf(k)j2 dk1 
= kfk2_Hskrfk
2(1 )
_Hs
:
Isto conclui a prova do Lema 4.5.
O Lema a seguir esta aplicado na demonstrac~ao do Teorema 3.6.
Lema 4.6. Seja f 2 L2(R3) \ _Hs(R3), onde s > 32 . Ent~ao, bf 2 L1(R3). Alem disso,
k bfk1  Cskfk1  32s2 kfk 32s_Hs ; (4.5)
onde Cs e uma constante positiva que depende somente de s:
Demonstrac~ao. Primeiramente, vamos provar a desigualdade abaixo.
k bfk1  CskfkHs : (4.6)
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Com efeito, pela Desigualdade de Holder, temos que
k bfk1 = Z
R3
(1 + jkj2)  s2 (1 + jkj2) s2 j bf j dk

Z
R3
(1 + jkj2) sdk
 1
2 kfkHs :
Assim, para mostrarmos (4.6), basta vericarmos queZ
R3
(1 + jkj2) sdk <1:
Notemos que, por coordenadas polares, encontramosZ
R3
(1 + jkj2) s dk =
Z 1
0
(1 + r2) s
Z
Br[0]
dSdr
= C
Z 1
0
(1 + r2) sr2 dr
= C
Z 1
0
r2
(1 + r2)s
dr +
Z 1
1
r2
(1 + r2)s
dr

(4.7)
 C

Cs +
Z 1
1
r2(1 s)dr

= C

Cs +
r2(1 s)+1
2(1  s) + 1
1
1

= C

Cs +
1
 1  2(1  s)

=: Cs;
onde s > 32 . Alem disso, a primeira integral em (4.7) e nita pois consideramos a integrac~ao de
uma func~ao contnua denida no compacto [0; 1]. Assim, (4.6) esta demonstrada.
Agora, utilizemos a desigualdade (4.6) e um argumento de escala do tipo g(x) = f(x), com
 > 0 a ser escolhido a seguir, para vericarmos (4.5). Observemos que, por uma simples mudanca
de variavel, conclumos
bg(k) = 1
(2)
3
2
Z
R3
e ixkf(x) dx
=
1
3
 1
(2)
3
2
Z
R3
e i(
y

)kf(y) dy
=
1
3
bfk


:
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Consequentemente, podemos escrever
k bfk1 = Z
R3
j bf(k)j dk = Z
R3
3jbg(k)j dk = Z
R3
jbg()j d = kbgk1: (4.8)
Utilizando (4.6) e (4.8), temos que
k bfk1  CskgkHs
=: Cs
Z
R3
(1 + jkj2)sjbg(k)j2 dk 12
= Cs
Z
R3
(1 + jkj2)s 1
6
j bfk


j2 dk
 1
2
=
Cs

3
2
Z
R3
(1 + 2jj2)sj bf()j d 12
 Cs
Z
R3
 1
3
+ 2s 3jj2s

j bf()j2 d 12
= Cs
 1
3
k bfk22 + 2s 3kfk2_Hs 12 : (4.9)
Pela Identidade de Parseval, conclumos que
k bfk1  Cs 1
3
kfk22 + 2s 3kfk2_Hs
 1
2
:
Escolhendo  =

3
2s 3
 1
2s
 kfk2
kfk _Hs
 1
s
> 0, encontramos
k bfk1  Cskfk1  32s2 kfk 32s_Hs :
Isto prova o resultado em quest~ao.
A seguir estabeleceremos algumas estimativas para a soluc~ao (e suas derivadas espaciais) de um
problema de valor inicial envolvendo a equac~ao do calor.
Consideremos o problema de Cauchy para equac~ao do calor8<: ut = u; t > 0; x 2 R
N ;
u(x; 0) = u0(x); x 2 RN :
(4.10)
Aqui  > 0 e u0 2 Lp0(RN ); para algum p0 2 [1;1]: A soluc~ao para (4.10) e dada por
u(x; t) =
Z
RN
(x  y; t)u0(y)dy; (4.11)
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onde
(x; t) :=
8<: 1(4t)N2 e 
jxj2
4t ; se t > 0
0; se t < 0;
Alem disso,
Du(x; t) =
Z
RN
Dx(x  y; t)u0(y) dy;
Z
RN
(x; t) dx = 
N
2 e 0 < (x; t)  (4t) N2 ; (4.12)
para todo t > 0 (ver [15]).
Comecemos estimando a soluc~ao u(; t) em func~ao do dado inicial u0: Mais precisamente, o
seguinte decaimento e valido:
ku(; t)kr  Cku0kr; 8 t > 0:
A prova da desigualdade acima esta estabelecida no lema abaixo, o qual e um fator importante na
prova do Teorema 2.5 e do Lema 2.3.
Lema 4.7. Seja u(; t) a soluc~ao do problema (4.10) denida no intervalo de tempo t > 0. Assuma
que 1  r  1. Ent~ao,
ku(; t)kr  N2 ku0kr; 8 t > 0:
Demonstrac~ao. Realizaremos esta prova em alguns casos.
Caso 1: Assuma que r =1.
Assim, usando (4.11) e (4.12), obtemos
ju(x; t)j 
Z
RN
(x  y; t)ju0(y)j dy  ku0k1
Z
RN
(z; t) dz = 
N
2 ku0k1;
para x 2 RN . Consequentemente, chegamos a
ku(; t)k1  N2 ku0k1:
Caso 2: Considere que r = 1.
Dessa forma, por (4.11) e (4.12), encontramos
ku(; t)k1 
Z
RN
Z
RN
(x  y; t)ju0(y)j dydx =
Z
RN
(z; t) dz
Z
RN
ju0(y)j dy = N2 ku0k1:
Caso 3: Por ultimo, assuma que 1 < r <1.
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Dessa forma, pela Desigualdade de Holder, (4.11) e (4.12), obtemos
ju(x; t)j 
Z
RN
(x  y; t)ju0(y)j dy

Z
RN
(x  y; t) dy
 1
r0
Z
RN
(x  y; t)ju0(y)jr dy
 1
r
= 
N
2r0
Z
RN
(x  y; t)ju0(y)jr dy
 1
r
;
onde 1r +
1
r0 = 1. Consequentemente, por (4.12), chegamos a
ku(; t)krr  
Nr
2r0
Z
RN
Z
RN
(x  y; t)ju0(y)jr dydx
= 
Nr
2r0
Z
RN
(z; t) dz
Z
RN
ju0(y)jr dy
= 
Nr
2 ku0krr:
Portanto,
ku(; t)kr  N2 ku0kr; 8 t > 0:
A seguir provaremos o seguinte limite de decaimento:
lim
t!1 ku(; t)k1 = 0:
onde u(; t) e soluc~ao do problema (4.10).
Lema 4.8. Seja u(; t) a soluc~ao do problema (4.10) denida no intervalo de tempo t > 0. Assuma
que 1  r <1. Ent~ao,
ku(; t)k1  (4t) N2r 
N
2r0 ku0kr; 8 t > 0:
Demonstrac~ao. Faremos esta demonstrac~ao em dois casos:
Caso 1: Considere que r = 1.
Assim, por (4.11) e (4.12), temos
ju(x; t)j 
Z
RN
(x  y; t)ju0(y)j dy  (4t) N2 ku0k1;
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para x 2 RN . Portanto, podemos escrever
ku(; t)k1  (4t) N2 ku0k1:
Caso 2: Assuma que 1 < r <1.
Usando a Desigualdade de Holder, (4.11) e (4.12), segue que
ju(x; t)j 
Z
RN
(x  y; t)ju0(y)j dy
=
Z
RN
(x  y; t) 1r0 (x  y; t) 1r ju0(y)j dy
 (4t) N2r
Z
RN
(x  y; t) 1r0 ju0(y)j dy
 (4t) N2r
Z
RN
(x  y; t) dy
 1
r0
Z
RN
ju0(y)jr dy
 1
r
= (4t) 
N
2r 
N
2r0 ku0kr;
onde 1r +
1
r0 = 1 e x 2 RN . Portanto, o resultado em quest~ao segue.
O lema a seguir alem de generalizar os dois lemas anteriores tambem garante que lim
t!1 ku(; t)kq =
0, para todo q > 1:
Lema 4.9. Seja u(; t) a soluc~ao do problema (4.10) denida no intervalo de tempo t > 0. Assuma
que 1  r  q  1. Ent~ao,
ku(; t)kq  (4t) 
N
2
[ 1
r0+
1
q
]ku0kr; 8 t > 0;
onde  = N2

1
r   1q

:
Demonstrac~ao. O caso q = 1 segue diretamente do Lema 4.8. Para 1  r  q < 1, aplique os
Lemas 4.7 e 4.8, em ordem a obter
ku(; t)kqq =
Z
RN
ju(x; t)jq rju(x; t)jr dx
 ku(; t)kq r1 ku(; t)krr
 (4t) N2r (q r) N2r0 (q r)ku0kq rr 
N
2
rku0krr
= (4t) 
N
2 (
q
r
 1)
N
2 (
q
r0+1)ku0kqr
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Portanto,
ku(; t)kq  (4t) 
N
2
h
1
r0+
1
q
i
ku0kr;
para todo t > 0 e  = N2
h
1
r   1q
i
:
Agora estamos interessados em encontrar estimativas semelhantes as obtidas nos tre^s lemas
anteriores para as derivadas espaciais da soluc~ao u(; t) de (4.10).
Primeiramente, denamos
g(z) = e 
jzj2
4 :
Notemos que,
Dg(z) = p(z)g(z);
onde p(z) e um polino^mio. Assim,
Dg(z)! 0 quando jzj ! 1:
Portanto, Dg(z) e uma func~ao limitada. Alem disso,Z
RN
jDg(z)j dz = C;N <1;
onde C;N e uma constante positiva que depende somente do multi-ndice  e N ; e tambem
(x; t) = (4t) 
N
2 e 
jxj2
4t = (4t) 
N
2 g
 xp
t

; 8 t > 0:
Logo,
D(x; t) = (4t) 
N
2 Dg
 xp
t
 1p
t
jj
e jD(x; t)j  C;N 
jj
2 t 
N
2
  jj
2 :
Consequentemente, podemos escreverZ
RN
jD(x; t)j dx = (4t) N2 (t)  jj2
Z
RN
Dg xp
t
 dx
= (4t) 
N
2 (t) 
jj
2 (t)
N
2
Z
RN
jDg(z)j dz
= (4t) 
N
2 (t) 
jj
2
+N
2 C;N
= C;N
N jj
2 t 
jj
2 :
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Se u(; t) e a soluc~ao do problema (4.10) denida para todo tempo, ent~ao podemos provar que
lim
t!1 kD
u(; t)kr = 0; 8 1  r  1;
fornecido que jj > 0: Tal limite segue do resultado abaixo.
Lema 4.10. Seja u(; t) a soluc~ao do problema (4.10) denida no intervalo de tempo t > 0. Assuma
que 1  r  1. Ent~ao,
kDu(; t)kr  C;NN2  
jj
2 t 
jj
2 ku0kr; 8 t > 0;
onde C;N e uma constante positiva que depende somente do multi-ndice  e N:
Demonstrac~ao. Para r =1, temos que
jDu(x; t)j 
Z
RN
jD(x  y; t)jju0(y)j dy
 ku0k1
Z
RN
jD(z; t)j dz
= C;N
N jj
2 t 
jj
2 ku0k1;
para x 2 RN : Logo,
kDu(; t)k1  C;N
N jj
2 t 
jj
2 ku0k1:
Para r = 1, encontramos
kDu(; t)k1 
Z
RN
Z
RN
jD(x  y; t)jju0(y)j dydx
=
Z
RN
jD(z; t)j dz
Z
RN
ju0(y)j dy
 C;N
N jj
2 t 
jj
2 ku0k1:
Por ultimo, para 1 < r <1, pela Desigualdade de Holder, obtemos
jDu(x; t)j 
Z
RN
jD(x  y; t)jju0(y)j dy

Z
RN
jD(x  y; t)j dy
 1
r0
Z
RN
jD(x  y; t)jju0(y)jr dy
 1
r
= C
1
r0
;N
N jj
2r0 t 
jj
2r0
Z
RN
jD(x  y; t)jju0(y)jr dy
 1
r
;
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onde 1r +
1
r0 = 1. Da,
kDu(; t)krr  C
r
r0
;N
N jj
2
 r
r0 t 
jj
2
 r
r0
Z
RN
Z
RN
jD(x  y; t)jju0(y)jr dydx
= C
r
r0
;N
N jj
2
 r
r0 t 
jj
2
 r
r0
Z
RN
jD(z; t)j dz
Z
RN
ju0(y)jr dy
 C
r
r0
;N
N jj
2
 r
r0 t 
jj
2
 r
r0C;N
N jj
2 t 
jj
2 ku0krr
= Cr;N
N jj
2
rt 
jj
2
rku0krr:
O resultado segue.
O lema a seguir estabelece uma estimativa de dacaimento para a norma-L1 de qualquer derivada
espacial de uma soluc~ao de (4.10).
Lema 4.11. Seja u(; t) a soluc~ao do problema (4.10) denida no intervalo de tempo t > 0. Assuma
que 1  r <1. Ent~ao,
kDu(; t)k1  C;N
N
2r0 
jj
2 t 
N
2r
  jj
2 ku0kr; 8 t > 0;
onde C;N e uma constante positiva que depende somente do multi-ndice  e N:
Demonstrac~ao. Para r = 1, temos
jDu(x; t)j 
Z
RN
jD(x  y; t)jju0(y)j dy
 C;N 
jj
2 t 
N
2
  jj
2
Z
RN
ju0(y)j dy
= C;N
  jj
2 t 
N
2
  jj
2 ku0k1;
para x 2 RN . Assim,
kDu(; t)k1  C;N 
jj
2 t 
N
2
  jj
2 ku0k1:
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Para 1 < r <1, pela Desigualdade de Holder, segue que
jDu(x; t)j 
Z
RN
jD(x  y; t)jju0(y)j dy
=
Z
RN
jD(x  y; t)j 1r0 jD(x  y; t)j 1r ju0(y)j dy
 C
1
r
;N
  jj
2
 1
r t( 
N
2
  jj
2
) 1
r
Z
RN
jD(x  y; t)j 1r0 ju0(y)j dy
 C
1
r
;N
  jj
2
 1
r t( 
N
2
  jj
2
) 1
r
Z
RN
jD(x  y; t)j dy
 1
r0
Z
RN
ju0(y)jr dy
 1
r
= C;N
N
2r0 
jj
2 t 
N
2r
  jj
2 ku0kr;
para x 2 RN : Dessa forma, o resultado em quest~ao segue.
O lema abaixo, alem de generalizar os Lemas 4.10 e 4.11, esta aplicado no Teorema 2.5 e no
Lema 2.3.
Lema 4.12. Seja u(; t) a soluc~ao do problema (4.10) denida no intervalo de tempo t > 0. Assuma
que 1  r  q  1. Ent~ao,
kDu(; t)kq  C;N
N
2

1
r0+
1
q

  jj
2 t  
jj
2 ku0kr; 8 t > 0;
onde  = N2

1
r   1q

e C;N e uma constante positiva que depende somente do multi-ndice  e N:
Demonstrac~ao. O caso q =1 segue diretamente do Lema 4.11. Para 1  r  q <1, pelos Lemas
4.10 e 4.11, segue que
kDu(; t)kqq 
Z
RN
jDu(x; t)jq rjDu(x; t)jr dx
 kDu(; t)kq r1 kDu(; t)krr
 Cq r;N

N
2r0 
jj
2

(q r)
t

 N
2r
  jj
2

(q r)ku0kq rr Cr;N

N
2
  jj
2

r
t 
jjr
2 ku0krr
= Cq;N
N
2 (
q r
r0 +r) 
jjq
2 t 
Nq
2r
+N
2
  jj
2
qku0kqr
Portanto,
kDu(; t)kq  C;N
N
2
h
1
r0+
1
q
i
  jj
2 t  
jj
2 ku0kr;
para todo t > 0 e  = N2
h
1
r   1q
i
:
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