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Chemotaxis is the oriented movement of cells in response to chemicals in 
their environment. Cellular slime molds (amoebae) release a certain 
chemical, move toward places of its higher concentration, and eventually 
form aggregates. Keller and Scgel [7] proposed a model to describe the 
chemotactic aggregation stage of cellular slime molds. Let U(X, t) be the 
population of amoebae at place x and at time I and ti(x, t) the concen- 
tration of the chemical. Then the simplified Keller-Segel system is written 
as 
(KS11 $=D, AU-%V.(UV#(Ij)) 
for x E Q. t > 0; 
(KS2) ;=D,dr+k(u,r) 
(RC) on X?; 
c(x, 0) = co(x) > 0 in sZ1 
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where D,, D,, and x are positive constants; 4 is a smooth function such 
that b’(r) > 0 for r > 0; k is a smooth function with k, 3 0 and k, d 0; Q is a 
bounded domain in IWN with smooth boundary 8.Q; n denotes the outer 
unit normal to &2; A = x,,‘?= 18/8x,‘, V = (a/ax,, . . . . a/ax,). 
Recently, Schaaf [13] considered the stationary problem for the 
Keller-Segel system and showed that there exist spatially inhomogeneous 
steady states for various forms of q5 and k, mainly in the case of N= 1. We 
refer to [2] for dynamic aspects of the Keller-Segel system. 
In this paper we are concerned with stationary solutions to the 
Keller-Segel system in the case of d(u) = log v and k(zr, II) = -av + bzl, 
where a and b are positive constants. This case was not considered by 
Schaaf, but seems to be of importance in connection with Nanjundiah’s 
conjecture that solutions blow up in finite time to form b-function 
singularities [9]. 
Since in u(x, t) LLX = Jn +,(.Y) d.v for all t > 0 by virtue of (KSl) and (BC), 
we consider the following problem for positive functions z4 and L’: 
D, Au-xV.(uVlogvj=O 
DzAv-av+bu=O 
in Q, 
(1.1) 
(1.2) 
on a52, (1.3) 
lQl-‘JQu(x)dx=u, (1.4) 
where ISZJ denotes the volume of 52, and ii> 0 is a given constant. - - Obviously, (u, v) = (u, ~7) with U = a ~ ‘bU is a solution. We shall show that 
under certain conditions there exist solutions to ( l.l)-( 1.4) which are far 
from constant solutions. 
THEOREM 1. LetX>D, if’N=l or2andlet l<x/D,<(N+2)/(N-2) 
if N 2 3. Then there is a positive constant do such that if d = D,/a < d, then 
for any U > 0, (l.l)-( 1.4) has a positive nonconstant solution (u(x; d), v(.u; d)) 
satisfiing 
c,ud ~ N!2 d supn u( x; d) < C, ud - N!2, 
c?ijd P.w1ii2 <sup, U(X; d) < CZFd -N!Z, 
(1.5) 
id, u(x; d) < ii[C, exp( -1/,/xd)]“‘“l? 
inf, v(x; d) d C3 v exp( - v,/,,d), 
(1.6) 
where cir Cj ( 1 < i < 2, 1 < j ,< 3) and yI are positive constants such that 
ci < Ci (i= 1, 2) and are independent of d, u, and v. Moreover, if d = D2/a is 
sufficiently large, then the constant solution (u, vj is the onljs solution to 
(l.l)-( 1.4). 
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Remark 1.1. There is no positive nonconstant solution to fl.l)-(1.4) if 
1~ D,. A biological interpretation of Theorem 1 is as follows: The 
Keller-Segel model with logarithmic sensitivity function suggests that it is 
possible for amoebae to form stationary aggregates if d is close to 0, but 
not possible if d is large. 
As has been known, solving ( 1.1 )-( 1.4) is reduced to finding solutions 
to a single equation. Indeed, writing ( 1.1) as V . (D , uV[log z!- 
xD;’ log D] > = 0 and using (1.3), we see that u = 2~~‘~~ for some positive 
constant A. Thus (l.l)-( 1.4) is equivalent to the following system for (II, 1”): 
D, Av - au + blv”‘D’ - 0 in Q, (1.7) 
l?v~an =0 on asz. (1.8) 
/Ql-‘jQvds=U. (1.9j 
Now puttingp=X/D,, d=DJa, ,~l=(a-‘b/?)‘~‘~-‘~, and H(x)=~.v(x), we 
have 
d Aw - 11’ + I@ = 0 in Q. (1.10) 
al+?n = 0 on a-c (1.11) 
Conversely, if 1%’ is a positive solution to (1.10))( 1.11 j then 
-1 
lC( x)P (1.12) 
and 
v(s) = IQ( ii (1.13) 
satisfy (l.l)-(1.4) withp=X/D,, d=D,/a. 
Concerning ( 1. lo)-( I. 1 1 ), d-dependent a priori estimates of solutions 
were derived for p E (1, N/(N- 2)) in [ 1 l] to show the nonexistence of 
spatially inhomogeneous olutions for sufficiently large A and the existence 
of nonconstant solutions in specific domains. We shall give much stronger 
results as follows: 
PROPOSITION 1.2. Letp>l ifN=l or2andZet l<p<(N+2)/(N-2) 
(f N> 3. Then there exists d,>O such that, for de (0, do), (l.lO)-(1.11) has 
a positive nonconstant solution w(x; d) sati?fying 
c3 d N’2 < I 
w(x; d)P+ ’ dx < c4 d,w:‘, 
n 
(1.14) 
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Mrhere C, > 0 is a constant depending only on Q and p; and cg > 0 is indepen- 
dent of d and w. Moreover, 
sup M’(X; d) d CS) 
R (1.15) 
i;f n?(x; d) d C, exp( - y;$) (1.16) 
for some C, = C,(Q, p, C,) > 1 and C6 > 0, y > 0 irrelevant to d and w. 
Remark 1.3. (i) From (1.14) it follows that H(S; d) -+ 0 in measure in 
R as dl0; however, note that supa H(X; d) > 1. In fact, we shall see in 
Proposition 4.1 that ~v(x; d) concentrates around some points and its graph 
looks like spikes on Q. 
(ii) We can give d, explicitly as follows: Let B(x,, r) denote the 
N-dimensional ball of radius r centered at x,, and let R, = sup(r > 01 
B(x,, r) cl2 for some x&2). Then d,=min{R& (IQl[q+,/ 
(K+K~)P+l]‘~(p-“)Z’N}, where Kp+,, K2, and Karedelined by (2.11) and 
(2.12). 
PROPOSITION 1.4. Let p sat&-J!’ the same condition as in Proposition 1.2. 
Then there exists a positive constant C irrelevant to d such that 
supn n?(x) < C for any positive solution w to ( 1.1 O)-( 1.1 I ). Furthermore, if d 
is sufficiently large, then w = 1 is the on/l, positire solution fo ( 1. lOt( 1.11). 
In view of (1.12) and (1.13), Theorem 1 is easily derived from these 
propositions. We note that if 0 < p < 1 then (l.lO)-( 1.11 j has no other 
positive solution than 11’~ 1. 
Several remarks here may be in order. For N= 1, we have much more 
detailed information on the solution set of (l.lO)-( 1.11). (See, e.g., [14, 
Sects. 2 and 31.) 
We make a simple but interesting observation in the case where R is an 
N-dimensional rectangle: R,,, = (0, al) x ... x (0, a,). Let \vN be a solution 
to (l.lOt(l.11) in R,. Then lii,Jxr, . . . . xN,xN+,)=lvN(x ,,..., x,,,) is a 
solution to (l.lOt(1.11) in R,+,=R,Qrx (0, a,,,+,). Since JRY+, G,dx= 
aN+, JRH ~1,~ dx, nonconstant solutions given by Proposition 1.2 are not 
obtained by this trivial extension. 
For N3 3, it is possible for (l.lO)-( 1.11) to have a nonconstant positive 
solution even if p > (N+ 2)/(N--2); this is easily seen in the case of 
rectangles and balls (see [lo] j. If we impose homogeneous Dirichlet boun- 
dary conditions instead of ( 1.1 1 ), then ( 1.10) has no positive solution in 
star-shaped domains for p 3 (W + 2)/( N - 2) (see [ 121). 
Our proof of Proposition 1.4 gives no information as to how large ihe 
upper bound on supa H(X) is, while the bound C5 for solutions n(x; d) 
given by Proposition 1.2 is computable. 
Remark 1.5. We do not know whether nonconstant solutions given by 
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Theorem 1 are stable or not. Here by the stability of a solution to 
(1.1))(1.4), we mean the stability viewed as a stationary solution to the 
initial-boundary value problem for (KS) with initial data satisfying 
fn q,(x) dx = U(Ll\. H owever, it is perhaps worthwhile mentioning that 
there do exist stable nonconstant solutions near the constant solution at 
least in the case Q = (0, a,) x (0, a2) with a, > a2 > 0. To see this, we adopt 
D, as a bifurcation parameter and carry out the standard bifurcation 
analysis, so we look for a pair (D7, U) with Dz > 0 and U = (21, U) for which 
(l.l)-(1.4) holds. We write 8= (ii. 6). Let 1, = (n!a,)‘. Note that. since 
a, > a,, I, is the smallest positive eigenvalue of -A in Q = (0, a,) x (0, al) 
subject to homogeneous Neumann boundary conditions. Moreover, jr is 
simple. By the linearized stability analysis (see, e.g., Schaaf [ 13]), we find 
that (a) if x 6 D, then u is stable for all D, > 0 and (bf if x > D, and if we 
put D, = (x - Dl) a/(D, I,), then I?? is stable for D2 > 0, and unstable for 
D, < DC. Furthermore, the linearized operator L(D,) around the constant 
solution 0 associated with (,i.lt( 1.3) has 0 as a simple eigenvalue when 
Dz = DC. (Here we regard L(D,) as an operator restricted to the subspace 
{U E L’(Q) 1 I0 u d-x = O> x L’(Q), whence follows the simplicity of the 
0-eigenvalue (see [13]).) Therefore, by the well-known theorems on the 
bifurcation from simple eigenvalues, we may conclude that the solution set 
near (D,, Uj consists of exactly two curves: one is the branch of constant 
solutions {(D,, U) ( D2 > Ol, the other is a one-parameter family of non- 
constant solutions {(D,+T(.E), O+ V(&j)l !E[ <E,) with t(O)=0 and 
V(0) = 0. Moreover, supercritical bifurcating solutions (i.e., T(E) =C 0) are 
stable, whereas subcritical bifurcating solutions (i.e., r(s) > 0) are unstable. 
On the other hand, from the bifurcation analysis around the constant 
solution IL’- 1 of the single equation (l.lO)-( 1.11), we obtain that, for 
d, = (p - 1)/Z,, (d,, 1) is a bifurcation point and the bifurcation is super- 
critical; i.e., there is a one-parameter family of nonconstant solutions to 
(l.lO)-(1.11) of the form (d,+a(&), l+IC/(s)j with $(O)=O, o(O)=& and 
C(E) ~0 for 1.~1 sufficiently small. If p = x/D, and d= DJa, then DC = ad, 
and solutions to (l.lO)-( 1.11) give rise to solutions to (l.l)-(1.4) by way of 
(1.12) and (1.13). Therefore, the bifurcation at (D,, U) for (l.l)--(1.4) is 
supercritical and the bifurcating solutions are stable. 
Finally, we give here another consequence of Proposition 1.2. Let us 
consider an activator-inhibitor system in biological pattern formation 
theory due to Gierer and Meinhardt: 
dAu--u+$=O (1.17) 
in Q, 
D Awv+~+r=O (1.18) 
&4/an = at+% = 0 on aa, (1.19) 
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where d, D, and Y are positive constants, r is a nonnegative constant, and 
the exponents p, q, v > 0, and s > 0 satisfy the condition 0 < (p - 1 )/q < 
Y/(S + 1). For biological aspects, see Meinhardt [S] or references in [ 141. 
There is a unique positive constant solution (ii, tl) which does not depend 
on d or D. We are interested in the existence of positive nonconstant 
solutions (stable nonconstant solutions are interpreted as spatially 
inhomogeneous state of cells). We consider the limit case D + %x. 
Heuristically, u approaches a constant, say 4 > 0, as D + CYZ, and we are led 
to the shadow system of (1.17 j(1.19): 
dAzi-u+~-YuP=O in Q, (1.20) 
-vl+l-’ WJ-~ ur dx + T = 0, (1.21) 
Bu/dn = 0 on LX?. (1.22) 
Derivation of the shadow system can be justified in the case r >O, 
P/4 G r/(s + l), and r 3 max(p, N(p- 1)/2) and in the case r =O, 
p/q=r/(s+ l), r/p>N/2, and Ods<2/(N-2) (see [ll, Theorem91 and 
also [14] for results in the case of N= 1). Writing u(x) = ty’(pP l)u(.u), we 
see that MI satisfies (l.lO)-( 1.11) and 
where 
n=qr/(p-l)-(s+ l)>O. (1.24) 
Concerning the shadow system, we have the following existence result: 
PROPOSITION 1.6. Assume that 1 < p < co if N = 2 and 1 < p < 
(N + 2)/( N - 2 j if N 3 3. Then for each d > 0 sufficiently small, tlzere exists a 
positive nonconstarzt solution (u(x; d), t(d)) to (1.20)(1.22) such that 
c4 d -N/(2*) ,< t(d) < C, d-N/(22) !f i-3 1, 
c,d-‘N’(2”)~<(d)~C7d~N’(2” ifO<r<l; 
(1.25) 
5(d) q’(P- “<~~pu(x;d)$C,~(d)~“~--~), (1.26) 
- 
infu(x;d)~~,d-“.e-~!~“, a = NqKNp - 1 )I (1.27) D 
for some constants cq, cj, C, > 0; C, > 1 and y > 0 are the same constants as 
in Proposition 1.2. 
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This paper is organized as follows: In Section 2, we prove the existence 
of nonconstant solutions for a general class of semilinear single equations 
containing (1.10) (Theorem 2). Some estimates corresponding to (1.14) and 
(1.15) are derived in Corollary 2.1 and Proposition 2.2. In Section 3, for a 
class of single equations we shall show the uniform boundedness of positive 
solutions and the nonexistence of nonconstant solutions for d sufficiently 
large (Theorem 3). In Section 4, we consider the behavior of positive 
solutions btld to single equations obtained by Theorem 2 as n tends to 0 
(Proposition 4.1) and an upper bound for inf, 1~‘~ is derived in 
Proposition 4.2. Since the results for N= 1 are classical, we shall carry out 
the proofs only for N> 2. Finally, the proof of Theorem 1 and 
Proposition 1.6 will be given at the end of Section 4. 
2. EXISTENCE OF POSITIVE NONCONSTANT SOLUTIONS 
TO SINGLE EQUATIONS 
We shall investigate the existence of positive nonconstant solutions to 
the following single equation: 
ddu-u+h(u)=O in Q, (2.1) 
du/& = 0 on I%! (2.2) 
We make the following assumptions on h: 
(hi) h: R -+ R is locally Holder continuous, h(-j = 0 for z d 0. and 
h(z)>0 for r>O. 
(h,) h(z)=o(z) as zJ0. 
(h,) h(z)/z -+ cc as z + ‘co. Moreover, there exist positive constants 
a,, a2, and p such that 
h(z) 6 a, + aZzp for -30 
with l<p<(N+‘2)/(N-2)ifN33, l<p<i;ci ifN=l or2. 
(h4) Let H(z) = f; h(t) dt. There are a3 3 0 and 8 E (0, l/2) such that 
H(z) <&h(z) if z 2 a3. 
(h,) Q :=inf{22’z*- H(z)IzeZ)>O, where Z= (z>Olh(z)=z). 
We note that Z # @ because of (h2) and (h,). Moreover. (h4) is satisfied 
if, e.g., h(z) = azp + bzq with a, b > 0, and p > q > 1. If (h,) holds with a3 = 0 
then (h5) is automatically satisfied. 
If y EZ then u(x) -y is a positive solution to (2.1)-(2.2). We take the 
variational approach to find positive nonconstant solutions. Let E denote 
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the Sobolev space W’,‘(Q). (We shall denote by G@ P(Q) the space of 
functions in LP(Q) whose generalized derivatives of order up to 1 also 
belong to LJ’(sZ).) We endow E with the norm 
llull= dJQ ,V,,‘rlx+~~~~dr)l12. 
( 
We define a functional Jd on E by 
(2.3) 
(2.4) 
With these preliminaries we can now state our results: 
THEOREM 2. Under assumptions (h,) through (h,) there exist a positive 
nonconstant solution ud to (2.1)-(2.2), p rovided d is sufficiently small, 
Moreover, ud satisfies 
Jd(ud) d Cod Ni2, 
where Co > 0 depends only on Q and h. 
(2.5) 
COROLLARY 2.1. In addition to (h,)-(h,), assume that (h4) holds with 
a3 = 0. Then 
s, (dlVu,l’ + u;) dx = JQ 14~/1(24J d,u < 2C0( 1 - 28) -’ d N!2; (2.6) 
in particular, ud -+ 0 in measure in Q as d JO. Moreover, there is a constant 
C, > 0 depending on1.v on h, Co, and 52 such that 
sup 24,(x)< c,. 
n 
(2.7) 
PROPOSITION 2.2. Assume that (h,), (h,), and (h,) hold. Then, for d, > 0 
fixed, there is a c0 > 0 such that 
for any positive solution u to (2.1 k(2.2) with 0 < d < d,,. 
The following estimates will be needed in Section 4. 
LEMMA 2.3. Let the same assumptions as in Corollary 2.1 be satisfied and 
let ud be the solution to (2.1 k(2.2) given by Theorem 2. Then 
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m(q) d N;Z < 
s uj dx d M(q) d N:2 if l<q<+,m (2.8) $2 
m(q) d Ni2 < 
s 
uz d.x < M(q) d Nyi2 if O<q<f, (2.9) 
n 
where m(q), M(q) are positive constants such that m(q) < M(q) and are 
independent of d. 
The rest of this section is devoted to the proof of the above results. 
Proof qf Theorem 2. Step 1. We remark that any critical point of J,/ 
is a classical solution to (2.1)-(2.2). In fact, a critical point of J, is a 
generalized solution in W’. ’ to (2.1~~(2.2); then the elliptic regularity 
theorem yields that it is a classical solution. 
First of all we verify that any nonconstant critical point u of Jd is 
positive everywhere in Q. To see this, we suppose inf, 14 < 0. Then there 
exist a ball B contained in 0 and a point -yO E Q such that u(xO) = inf, U, 
X~E ZB, and u(x) ~0 in B. Since h(u(.u)) = 0 in B, we have 
d Au(x) = u(x) < 0 in B. Therefore, by the Hopf boundary point lemma, we 
have c?u/dv K 0 at x0, where 1’ is any outward vector with respect o B. This 
is a contradiction because if X~E 52 then Vu(x,) = 0 and if X~E %2 then 
&/an =0 at ,x0. We thus see that u(x) 30 on 8. Let us suppose that 
inf, u = 0. Then there exist a point x, E B and a ball Bc 52 such that 
u(x,) = 0 and xi E dB. Rewriting the equation in B as 
and noting that 
0 = Min u = u(x,), 
B 
we conclude from the Hopf boundary point lemma (see, e.g., [3] ) that 
&A/& < 0 at x = X~ unless u E 0 in B. Repeating the above arguments (at 
x0), we infer that u = 0 in B. It then follows from standard arguments that 
u E 0 in Q, a contradiction. 
Step 2. To obtain nonconstant critical points of Jd we shall make use 
of the Mountain Pass Theorem [ 1, Theorem 2.11. Clearly, J,: E -+ R is of 
class C’ and J,(O) =O. We are going to check the following three 
conditions: 
(i) Jd satisfies the Palais-Smale condition: If (u,,~} t E such that 
1 Jd(u,)I remains bounded and &(u,) -+ 0 in norm as m --+ ‘33, then (urn > 
possesses a convergent subsequence; 
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(ii j there is a p > 0 such that JJzI) > 0 if 0 < /ull < p and 
JJu) 2 P > 0 if Ilull = p; 
(iii) for sufficiently small d> 0, there are a nonnegative function 
rp E E and positive constants t,, C, such that J,(t,cp) = 0 and 
J,(tcp)<C,dN~* if Odt,<to. 
After proving these conditions, we can apply the Mountain Pass 
Theorem as follows: 
Let e=t,cp and r= (f~C’([0, l]:E)l/(O)=O, I(l)=e}. Then 
c := I’,“fsey, J,(b)) 
is a critical value of Jd with 0 < /I < c < + co. In general, J; l(c j may 
consists only of constant functions. Since c d max, E co r,,, J,(tcp) 6 Co d N:‘2, 
we obtain by virtue of (h,) a nonconstant critical point by taking d> 0 so 
small that Codiy’* < alQI. 
Step 3: The verification of (ij and (ii) is standard. In fact, noting that 
h(z) = 0 for z 6 0, we can apply the proof of Lemma 3.6 in [ 11 to show that 
(h3) and (h4) imply (i); the argument of the proof of Lemma 3.3 in [I] 
applies to see that (h2) and (h3) imply (ii). 
Verification of (iii): Without loss of generality, we may assume 0 E Q. We 
define 
d-x) = 
d-.%,“(l -d-“‘lxl) if 13cl<$ 
0 if 1.~1 > 4. 
(2.10) 
Obviously, cp E E for all d > 0 sufficiently small and in what follows we shall 
always restrict d to this range. By straightforward computation one sees 
that, for s > 0, 
s 
I~(x)(rdx=K,d(1~S)N~2, Ks=wN 
J 
“(l-p)‘pN-‘dp, (2.11) 
R 0 
s 
IVq(x)12dx=Kd-‘-N’2, K= oNIN, (2.12) 
R 
where ON is the area of the unit sphere in RN (i.e., oN = 2i’?/r(N/2 j). Let 
us put 
g(t) = Jci(@) for f30. 
We prove the following lemma: 
LEMMA 2.4. There exist t, and t, with 0 < t, < tz such that (a) g’(t) < 0 if 
t>t, and(b) g(t)<0 ift>t,. 
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Proqf We begin by claiming that there is a unique c E (0, 1) depending 
only on N such that 
iQ 
r 
cp(,~-)~ dx = f ?*, cp(x j’ dx, (2.13) 
where Q, = {xEQ) q(x) > ad -“j’). To see this, we observe that 
q(x) = crd ~ “‘:‘if Ixl=(l-c)&.Th us straightforward computation leads 
to 
I cp(x)‘dx=o,d-“‘;‘(l-@ Qo 
On the other hand, from (2.11) with s = 2, we see that 
s cp(x)2dx=2w,(N+1j-‘(N+2j-1d-‘Vj2. R 
Therefore, CJ is determined by the relation (1 - a)” (N-” - 2( 1 -a) 
(N+1)-‘+(1-a)2/(N+2)}=(N+1)-‘(N+2)-’. 
We now prove assertion (a j. Note that 
g’(t)= t j- (d\V# + cp’) dx-!” h(tcp(x)) q(x) dx 
R i2 
=td-“12(K+Kz)-C k(tqo(xj)qo(x)dx. 
R 
From (h3), it follows that for any R > 0 there is M, > 0 such that h(z) 3 Rz 
if z>M,. Put Q,= {x~f2~q(x)>M~t}; then Q,IQ, if M,/t<odp”‘2. 
Thus we see that 
>Rt 
s 
(p(~)~dx=Z-~K~Rd-?, 
00 
provided t > M, d Nf2a - I. Hence 
g’(t)dtd-Ni2(K+KZ-2-1K2R); 
and by choosing R, so large as to have K+ K, < 2 ~ ‘K, R,, we see that 
g’(t) ~0 if t > t1 := M,, dN120-‘. 
Next, we turn to the proof of (b). For R> 0 we can find mR > 0 and 
M, > 0 such that 
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by virtue of (h3). Defining 52, as before, we estimate 
j 
R 
H(tp(x)) d-x 3 jo, H(tcp(x-)) d-y 
>2-‘Rt’ 
s R, cpb)’ dx - IQ,1 nztx 
34-‘Rt2.KzdpNi2-lIRI mR 
provided t > M, d Nizo ~ r. Therefore, from (2.11) and (2.12), 
g(t)<2-‘t2d-‘v:‘2(K+K2)-4-‘t2d-N12K2R+ IL2 mR. 
Take an R, such that K+ K2 - 2-‘K2Rz < 0. Then we have g(t) =c 0 if 
t>M,,d”‘a-’ and t’>2nz.,ll2 dN”(2p’KZR2-K-K2)-1. Hence we 
get (b) and the proof of Lemma 2.4 is now complete. Q.E.D. 
We note that by property (ii), g(t) > 0 if t is positive and sufficiently 
small. By Lemma 2.4, we have the existence of I,, > 0 such that g(t,) =O. 
We also see that 
y-yy g(t) = ,:,a:,, g(t) . . 
= max 
O<t<t, 
2-‘t’ d -N’2(K+ K2) -I H(tq$x)) dx) 
Go?;:,, 2-It2 d -“I:‘(K+ KJ 
. . 
=2-‘t:d-N,‘2(K+K2). 
Since t =A4 o-‘dN12, we obtain max g(t)<2p’M~,a-2(K+K2)dN’2, as 
desired: Ther:fore the proof of Theorem 2 is complete. Q.E.D. 
Proof of Corollary 2.1. Step 1: Since ud is a solution to (2.1)-(2.2), 
we obtain . 
J1, (dlVu,12 + u;) dx = Jb udh(ud) d-x. (2.14) 
On the other hand, from (h4) with a3 = 0, we have 
/~-I j 
R 
u,h(u,) dx - j H(Q) dx 
R 
3 (2-l - 6’) j udh(ud) dx. 
R 
Therefore, we obtain (2.6) from (2.5) and these observations. 
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Step 2: For simplicity, we write u instead of ud, and C, instead of 
2C0(l -28)-i. If we multiply both sides of (2.1) by z.?~ (~2 1) and 
integrate over 52, then by virtue of (2.2) we have 
s ~‘(Zs-l)d~~IVlr”l2dX+~~.~~d,=jnU~~~~h(u)~~. (2.15) 
By (h,) we find a constant A >O such that 
k(z)++A;Y) for 230. (2.16) 
Therefore, 
s 
uZS-l h(u) L&j 
A 
2n 
u2’ d.u +? 
s 
Up ~ 1 + 2.5 dx. (2.17) 
R 
s? 
Since s-~(~s-- 1) ~2~’ for all s> 1, we obtain from (2.15) and (2.17) that 
sc2(2s- 1) 
(J sz 
d IVu”(’ d-x + j-D uzs dr) 
<A s 
up-1+2sd.x. 
a 
(2.18) 
Recall now the Sobolev embedding theorem 
(jQ ,w,“dx)2’vGy2d-” (JQ (d IV,ul 2 + w’) dx 
> 
(2.19) 
for w E W’~2(Q) and for de (0, do), where I’ = Zlv/(l\i- 2) if N> 3 and 1’ B 2 
if N= 1 or 2 and K = N(v - 2)/(2v). The embedding constant y depends 
only on v, do, and Q. To see this, let ad= {y ( &Jl E 52) and put ~‘(1:) =
W( y/Jrd) for y E Q,. Then 
= d’l - &‘V).,‘,‘2 -y;(jQ ,w,“drj2;‘. 
Observe, however, that the embedding constant yd depends on v and the 
cone determining the cone property for 52, but is irrelevant to the volume 
ladI (see, e.g., Lemma 5.14 and Corollary 5.16 of R. Adams, “Sobolev 
Spaces,” Academic Press, New York, 1975). Therefore, >td is uniform for 
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do (0, d,). In the case of N = 1 or 2, we fix a v such that p + 1~ v. Noting 
that (2s- 1) SC’ BS-’ for sa 1, we have from (2.18) and (2.19) that 
2p’ 
<Ay2sd-K 
s 
uP-l++Sdx 
R 
(2.2 
for s > 1. We define two sequences (sj) and {M,} by 
p-1+2s,=v 
p-1+22sj+,=vsj for j=O, 1, 2, . . . . 
(2.2 ,l) 
M, = (&p 
Mj+, = (Ay2~jMj)vi2 for j= 0, 1, 2, . . . . 
(2.22) 
We note that sj is explicitly given by 
s;=(v-2))’ ((2Pvy” (v-p- l)+p- l}. (2.23 )
From2~p+1~vitfollowsthats~~1forallj~Oandsj~~aasj-t~. 
We shall show that 
s UP-I+2s,dx<MjdN12 for j>O, (2.24) R 
Mj<emsJ-l (2.25) 
for some constant m > 0. Then we have the desired estimate (2.7). 
In fact, (2.24) and (2.25) give 
IIUIILVIi~,(R)~(enls,-~ dNi2j1:(“S,-I)=e”j’d(N-2)/(4~,~1), 
and hence letting j + co, we obtain IlulI Lm(R) < em”‘. 
First we verify (2.24). By (2.19) and (2.6), we have for d< L!, that 
< y2d-KCobhr,‘2 = y’c:, dN’” (2.26) 
since N/2 - K = N/2 - (1 - 2/v) N/2 = N/v. Hence (2.24) holds for j = 0. 
Suppose that we have proved (2.24) for j 3 0. Then by (2.20) we have 
j- uP--1+23+ldx< 
R { 
(Al,‘s,d~“)~~.‘~1+2’dx}~~~ 
< (Ay2sj d --&f, d N;‘v)v12 
y’7 = (Ay2sj$fj) - d Nj2, 
so that (2.24) is true also for j + 1. 
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Therefore, it remains to show (2.25). Put cj= 22’r.log(Ay2si) and 
pj = log M,, hence pj+ r = 2 ~ ‘vpj + gj. Then from (2.23) we have 
“i=~(log(~)+lOgj(fY+‘(~~-p-ij+p-I}) (2.27) 
and therefore we can find a C* > 0 such that 
Oj< c*(j+ 1). (2.28) 
We now define (TV) by zO=pO and rj+.,=2-‘rsj+C*(j+l) for jai. 
Clearly, klj d rj for all j 2 0. Moreover, since 
~j=(v/2y‘(po+2C*v(v-2)-2)-2C*(v-2)-’ [j-+v/(v-2)] 
(2.29) 
we have from (2.23 j that there is an m > 0 such that rj d ntsj- L. Hence, 
log Mj d msj- i and we obtain (2.25). Note that in depends only on /to, v, 
and C*; whereas C* depends only on V, p, y, and A. Thus we have proved 
all assertions in Corollary 2.1. Q.E.D. 
Remark 2.5. In the case N= 1, we may choose Y = cc and (2.19) 
takes the following form (Corollary 5.16 of R. Adams, “Sobolev Spaces,” 
Academic Press, New York, 1975): 
Then it is easily seen that (2.7 j follows from (2.6) and this inequality. 
Proof of Proposition 2.2. Suppose to the contrary that there are a 
sequence ( dk } FE I c (0, d,) and a sequence of positive solutions {uk > to 
(2.1)-(2.2) with d= dk such that 
,Vu,,*dx+j/:dx)+O 
as k -+ co. We shall proceed as in the proof of Corollary 2.1 (Step 2) to 
obtain a contradiction. 
In case N= 1, from Remark 2.5 we see that sup, uk < 
2( 1 - 28)) ly2.sk -+ 0 as k + co. This leads to a contradiction (see below). In 
case N> 2, we observe that the reasoning in deriving (2.20) requires only 
(hi)-(h,). As in the proof of Corollary2.1, we define (~~1 and {Mi] by 
(2.21) and (2.22) with C, replaced by &k, respectively. By making use of 
(2.30), we have (2.24) with u = uk and d= dk for each k> 1. Introduce as 
before {Pj}, (cj), and (rj). From (2.24), we see 
505;72’,-2 
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NOW since log Mj = pj 6 rj, we have 
the right hand side tends to v-i(r--2)(v-p- 1)[~,+2C*v(v-2))‘] as 
j -+ cc by virtue of (2.23) and (2.29). Therefore, letting j --, co in (2.31), we 
obtain the estimate 
IIUkll L”(R) Qexp{bl(h+b2)l (2.32) 
with b, and b, depending only on V, p, and C*. Since ,uO = 
log M, = 22’~ log(y’e,), the right hand side of (2.32) tends to 0 as k -+ co. 
This yields a contradiction as follows: We observe that 
q := inf{z>OIh(z)=z) >O because of (h2) and that z--h(z)>0 if 
0 < z < q. Therefore, if sup, uk < ‘1, then dk Au,= uk--h(uk)>O on Sz, 
which is inconsistent with boundary condition (2.2). Consequently we have 
proved Proposition 2.2. Q.E.D. 
Proof of Lemma 2.3. First consider the case q > v, where v is the num- 
ber appeared in Step 2 of the Proof of Corollary 2.1. Let (s~},OC,~ be the 
sequence defined by (2.21). If q E {r.rj}, then we have the second inequality 
of (2.8) by (2.24), so assume that vsj < q -c vsj+ 1 for some j3 0. Since 
q = toss+ (1 - t) vsj+ i for some t E (0, l), we see by Holder’s inequality and 
(2.24) that 
Similarly, from (2.6) and (2.24) with j= 0 it follows that JQ u; dx < 
[ZC,,/(l-20)]‘M;-‘d N’2 for q = 2t + (1 -t) v with t E [0, 11, i.e., for 
qe [2, v]. Next, consider the case 1 <q< p + 1. Integrating both sides of 
(2.1) and using (2.2), we have Jn ud dx = fn h(~~) d,x. On the other hand, 
the right hand side does not exceed 2-i(!, ud d?c + A ls2 us dx) by virtue of 
(2.16). Thus we have 
s u,dx< A s upd x. R R (2.33) 
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Writingp=t+(l-t)(p+l) with t=l/p~(O,l) and notingp+lE(2,v), 
we compute by making use of Holder’s inequality and (2.33) that 
j*u’,dx+ddx)‘(jQu5+~dx)1-r 
<(Aj$dx) [M(p+ 1) dN,‘2]1-t, 
so that jn upddx < At/(’ -‘) M(p + 1) dN”. In view of (2.33) the second 
inequality of (2.8) holds also for q = 1. Now repeating the interpolation 
again between q = 1 and q = p + 1, we obtain the second inequality of (2.8) 
for all q> 1. For 0 <qd 1, we see that lo u$dxd /L21’-4 (jQ uddx)q d 
l!21’-q M(1)4dN912 and the second inequality of (2.9) is verified. 
Let us now prove the first inequalities of (2.8) and (2.9). We claim that 
s us+ l dx > c1 divf2. (2.34) R 
In fact, from (2.14) and (2.16) we have 
s, dlVud12 dx + ; j A u;dx6-- 
I 
up + ’ d-x. 
R 2 R 
The left hand side is estimated from below by 2-‘(J’, dlVzc,12 dx+ 
jn u;dx)82-‘c,d N’2 because of Proposition 2.2, and hence we have (2.34) 
with ci =co/A. Since sup, u,,<C,, we see that ci d.Nl’<Jn u$+l dx= 
f UP+l-qq;dx<C~+l-q jnuzdx and hence jnu$dx>c,Cf-P-1dN’2, 
p;o$ded q<p+l. For q>p+l we write p+l=t+(l-t)q (i.e., 
t=(q-l-p)/(q-1)) to have codN’*~~62uPf1dx=~,u’f”-‘)qd-~d 
(js2 u d-x)’ (so uq dx)‘-‘< (M( 1) d N12)r (jp uq d-x)‘-‘. Therefore jn uy d-x 3 
(cO M( 1) -‘) I/(’ - ‘) d N’2, as desired. QED. 
3. BOIJNDEDNESS OF SOLUTIONS AND NONEXISTENCE OF 
POSITIVE NONCONSTANT SOLUTIONS 
In this section we impose a slightly stronger assumption instead of (h3): 
(hi) There exists a positive constant B such that h(z)/zP -+ B 
as z-co, where p satisfies 1 <p< +co if N=2 and 
1 <p < (N+ 2)/(N-- 2) if N5 3. 
THEOREM 3. Suppose that (h,) and (hi) hold. Then 
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(i) there exists a positive constant C indeperzdent of d such that 
sup U(X) < c 
R 
(3.1) 
for any positive solution u to (2.1 k(2.2); 
(ii) zx in addition, h is of class C’, then there exists a constant d * > 0 
such that (2.1)-(2.2) has no positive nonconstant solution for d > d *. 
Remark 3.1. In the case of N = 2 or 1 < p < N/(N- 2), assertion (ii) of 
Theorem 3 holds under an assumption on h milder than (hi). For details, 
see [ll]. 
Proof First we note that (ii) is proved by exactly the same reasoning as 
in [ 11, Theorem 31 once (3.1) is verified, hence we omit the detail. 
To prove (i), we make use of the blowing-up method (see, e.g., [S] j, 
together with the successive stimates of L’ norm of u as in Step 2 of the 
proof of Corollary 2.1. For simplicity, we shall carry out the proof only for 
N b 3; however, the case N = 2 is treated similarly. 
Step 1: To begin with, we tix a d, >O arbitrarily and prove that 
positive solutions to (2.1)-(2.2) with 0 < d d d, are uniformly bounded. In 
[S], the boundedness of positive solutions under Dirichlet boundary con- 
ditions is shown; their argument works also for homogeneous Neumann 
boundary conditions if the reasoning at boundary points is adapted. For 
completeness, we shall go into some details. 
Suppose the contrary. Then there exist a sequence (dk) with 0 < dk d d,, 
a sequence of positive solutions { uk} to (2.1))(2.2) for d = dk, and a 
sequence of points {Pk} in Q such that 
Mk := sup uk = uk( Pk) -+ a, 
R 
as k+co. 
First we suppose P E dQ and derive a contradiction. Let us start with 
straightening the boundary. Without loss of generality, we may assume 
that P is the coordinate origin and the xKaxis is normal to %2 at P; hence 
there exists a smooth function $(x’), x’= (x,, . . . . x,,-r), defined for 
lx’1 < 6, satisfying (i) G(O) = 0 and (a$/axj)(0) = 0 for j= 1, . . . . N- 1 and 
(ii) Q n ~2 = {(x’, xN) 1 xN> $(x’)} and %2 n 4Y = {(x’, x,,,) 1 xN = $(x’)} in 
a neighborhood Q of P. For y E RN with (~1 sufficiently small, we define a 
mapping x= Q(y)= (G,(J), . . . . QN(y)) by Qj(y)= vi- v,(a$/axj)(y’) for 
j=l , -.., N- 1 and D,,,(y) = y,+ $(y’). Since in virtue of property (ii) the 
differential map D@ of @ satisfies D@(O) =Z, identity, Q, has the inverse 
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mapping y = Y(x) := Q-7 ) x in the neighborhood of s=O. We write 
Y(x) = (!Pr(x), . . . . !PN(*x)) and put 
Q&Y)= c ‘” z!(Q(p)) .z (@p(y)) ,=, ax, for 1 <i,j<iv, (3.2) 
b,(y) = wq(@~y)) for j= 1, . . . . IV. (3.3) 
Now defining v,Jy) = Us, we find that uk satisfies N 4 1 Q&Y) in B&, (3.4) 
i, .i = I 
80, 
G=O on {+rN=O) n B,,, (3.5) 
where B,, = { JV E [w”] 1~1 < 2S}, B,+, = B,, n iw,y, and 6 > 0 is sufftciently 
small. Moreover, we put Qk= !P((Pk) and write also Qk= (q;, GQ), ~~20. 
Since Qk + 0 as k + io, we may assume that iQki < 6 for all k. Let &. = 
(d,/M$-‘)“‘. Note that h, + 0 as k -+ 1~. The proof now breaks down into 
two cases according to the behavior of cc,/& as k -+ + co. 
Case 1. { cl,J/z,) remains bounded. By passing to a subsequence if 
necessary, we may assume 
ird&-+C(>O as k + cc. 
We define a scaled function by 
M’k(Z) = M;‘uk(&Z’ + q;, AkZN). (3.6) 
Note that 15’~ is well-defined in the half ball BLik and that 0 < HT~(Z) < 1 for 
all k. From (3.4) and (3.5) we see that u’~ satisfies 
+ M,Ph(MkWk) =o in B&,, (3.7) 
alcl, o -= 
a+ 
on (z,,,= O> n B6,.Ak. (3.8) 
where a:(z) = aJ&z’ + q;, &z, ) and b;(z) = b,(&z’ + q;, l,z,). Choose a 
sequence {R,) such that R, + + cc as n + + XI. For fixed n, B&c B&, 
provided k is sufficiently large. Note that as(z), b;(z) are uniformly boun- 
ded in k with respect to C*(B&-norm. Since 
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by virtue of (hi), M;pk(M,w,(z)) remains uniformly bounded in B&. 
Applying the elliptic L’-estimates up to the boundary to (3.7)(3.8) in the -- 
domain BZ+R, c B&, we find that (bok} is uniformly bounded in PV’*, ‘(B&J 
for each r > 1. Choosing r > N gives a uniform bound on the C’v B(B,‘k )- 
norm of I*‘~, where 0 < /? < 1. By the Schauder estimates for ellipiic 
equations applied to (3.7) in Bin, we see that on each D c BR’, , (bvk} is 
uniformly bounded in C2’O(D) with p E (0, 1) depending on h. By standard 
arguments using diagonal process, we find a subsequence {M’~!} such that 
“‘k, is uniformly convergent to WE C *, B’( rWy )n Cl, “‘m), 0 < /?’ < /?, on 
any compact subset of IRT. Since a%(z) + a&O), 2, -+ 0 as k --) co and since 
aJO) =6, because of D!P(O) =I and (3.2), we conclude that t’ is a 
nonnegative solution of 
Aw+ Bw~=O in Iwy, (3.9) 
awpz,=o on {zN=O}. (3.10) 
Finally, we extend u(z) on the whole space IW”’ by reflexion with respect o 
the hyperplane z,,, = 0; thus w B 0 satisfies (3.9 j in [w’“. Now Theorem 1.2 of 
[S] yields that by = 0. This is a contradiction because M-‘(O, . . . . 0, CI) = 
lim k + cc )t'k(O, . . . . 0, ak/~k)=limk+, kf,'Vk(Qk)= 1. 
Case 2. {ak/lk} is unbounded. We may assume that ak/lk + + co as 
k + co. In this case we define (u’k} by 
tt’k(z) = Mkl v,(&z + Qk). (3.11) 
Then ~~(0) = 1 for all k; HJ~ satisfies (3.7) with as(z) = aO(Lkz + Qk) and 
b;(Z) = bj(&Z + Qk) in B,,,, n {z,,,) - C(k/&} and boundary condition 
(3.8) on (z,,,= -&&/A,) n Bdllk. For any R > 0, we have ~~12, >R if k is 
sufficiently large, so that the entire ball B, is contained in BSIlk n 
{ zN > - crk/ilk}. Repeating the compactness argument as in Case 1 with the 
aid of the elliptic interior L’-estimate, we obtain a subsequence (MJ~,) such 
that ulkl is uniformly convergent o a C’, 8’ function 14’ on any compact set 
of [WN, and w is a nonnegative solution to 
AN+ B,vP=C in LX”‘. 
This is again a contradiction because we have on the one hand that w - 0 
in aBN by [S], but on the other hand ~v(O)=lim,,, ~‘~(0) = 1. 
In the case PE 52, introducing the scaled function )vk(z) = 
fkf;l~J&z + Pk) with & = (dk/M$-‘)“* and arguing as in Case 2, we reach 
a contradiction. 
We thus have examined that in all cases we obtain a contradiction. 
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Step 2: In the same way, we can prove that 
sup 24 d c&+ i) if d>d,,>O, (3.12) 
s? 
where C, is independent of d. From (2.15) and (2.17): we see that 
dsc2(2s- 1) jQ lW)‘dx+s, zr”dx = jQ u~~-~~(zI) dx 
<2-l 
5 
A 
u’“dx+- 
0 I 2 62 
uP - 1 + 2s & 
<2-l 
s 
u’“dx+AC;-‘d 
s 
IL*’ dx, 
R R 
where the last inequality is due to (3.12). Since s’/( 2s - 1) d s if s 2 1, we 
thus have 
il, JVU’(~ dx d SAC{- ’ j 1.4” dx. (3.13) 
R 
From the Sobolev embedding theorem and (3.13 ), we obtain that if 
v=2N/(N-2) then 
for s>l with C,=~‘(ACp,-‘+ 1). Let rI=p and rj+l=2P’vrj; i.e., rj= 
p(2-‘v)-‘- i. Put aj = in U? dx forj > 1. Then the above inequality yields that 
aj + , < ( C2 rj)“12 aTf2 for j= 1, 2, 3, . . . . (3.14) 
where C2 = CJ2. By the reasoning similar to that in Step 2 of the proof of 
Corollary 2.1, we can show that 
lim sup r]-’ log olj< p-*[log cI1 + \!*(\I* - 1))’ 
j + cc 
x (logpc2+(v*-1)~‘logv*)], 
where \I* = v/2. Therefore ljull Ls(n) d C,cc:‘” with a suitable positive 
constant C,. 
On the other hand, from (h>) we see that h(z) >, bizP - bz for z > 0 with 
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some positive constants 6, and 6,. Now integration of (2.1) over L2 leads to 
Jn u dx = Js;, h(u j dx by virtue of (2.2). Hence 
s udx>bl s up dx- b,lQJ, n R 
so that b, I0 up dx < b2/RI + IsZ(‘PP ijlP (ill up dx)‘jp, whence follows 
a, = 
I 
uPdxdb3 
R 
for some b, >O depending only on h and 101. Consequently, we have 
ll~ll rm(n, d C,b:;P. Since C3 and 6, are independent of d> d,, the proof of 
(3.1) is complete. Q.E.D. 
4. BEHAVIOR OF SOLUTIONS TO SINGLE EQUATIONS 
AS d TENDS TO 0 
In this section we turn our attention again to positve solutions of the 
single equation for small d> 0. Under the assumption of Corollary 2.1, we 
have the positive solutions ud to (2.1)-(2.2) such that lid-, 0 in measure in 
Sz as dJ0. We can derive a little more accurate information on the 
behavior of ud as d JO. To state the result, we introduce a family of cubes: 
For K= (k,, ..~, k,) E ZN and I > 0, let 
C[K, l] = (x,, . . . ,xN)~[WNI Ix-lkil <;, 1 <jdN . 
Clearly, RN= U,,,,V C[K,I] and the intersection of two such cubes is 
either empty or a face (i.e., an N- 1 dimensional cube forming part of the 
boundary of C[K, I]). 
PROPOSITION 4.1. Suppose that the same assumption as in Corollary 2.1 
is satisfied. For q > 0, let Q,, = {x E 8 ( UAX) > ye}. Then there is a positive 
integer m depending only on 52, h, Co appearing in (2.5), and ye such that 52, 
is covered by at most m of the C[K, xd]‘s, p rovided d is sufficiently small. 
As an application of this proposition, we obtain an upper bound of 
inf, ud. 
PROPOSITION 4.2. Under the same assumption as above, there exist 
positive constants C and y irrelevant to d such that 
i;f ud d C exp( - y/Jd). (4.1) 
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For the proof of Proposition 4.1 we need the following Harnack 
inequality up to the boundary. 
LEMMA 4.3. Let w E C’(Q) n C’(Q j be a positive solution to 
d dw + c(x) w =0 in Q subject to homogeneous Neumann boundary con- 
ditions, where d is a positive constant and c E C*(Q). Then there exists a 
positive constant C r =WYQ,R~~) such that for any ball B(z, R) 
of radius R and centered at z E Q we have 
sup 1%’ d c, inf 12’. (4.2) 
B(r, R)nR BCZ, R) n D 
ProoJ: If z E I2 and R is sufficiently small, then inequality (4.2) is 
standard (see Gilbarg and Trudinger [6, Theorem 8.201). Therefore it suf- 
fices to show (4.2) for z E iX2. We may assume that z = 0. We start with 
straightening the boundary near 0 as in Proof of Theorem 3. Using the 
same notation, we obtain the equation for v(y) = u’(x) 
in a small half ball Bc = (JJE Iwiy 1 ly( ~6) and 
avlaJf, = 0 for yh.=O. 
Here c*(y) = C(X). We extend v to the whole ball B, by reflexion: 
v”(y) = %Y’~ YN) if yN30, 
V(Y’? -YN) if y,<O. 
Moreover, we put 
i 
a&Y’, YNj 
iiij(Yl=ii,,(Y)= t-f)~ix+~N 
if yN30 
J a,b’, - Y,~) if y,<O 
gj( y) = bj(Y’, YN) 
if)‘,30 
( - l)+’ bj(y’, - y,,,) if yN<O 
z*(y) = c*(Y’, YN) 
if yN>O 
c*(Y’, - YN) if y, < 0, 
(4.3 1 
(4.4) 
(45) 
(4.6) 
(4.7) 
(4.8) 
where a,, is the Kronecker symbol. Then v” is of class C’(&)n 
C2(E\, { yN = 0 } ) and solves 
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in B,\( yN = 0). Since d, for i, j < N- 1 and d,, are continuous in x, 
their generalized first order derivatives are bounded measurable functions 
(recall that aij E C’(K)). The same is true for gj with 1 6 j d N - 1. Further- 
more, we can show 
UiN( y’, 0) = 0 if i= 1, ..,, N- 1 (4.10) 
so that iiiN’s are also continuous in B, and have bounded first derivatives 
there. To verify (4.10), we observe that ai,&‘, O)=VYi(x) .V”u,(x), 
X= @(y’, O)E&~, is the (i, N)-element of the matrix (DY)(D’Y)‘= 
[(II@)’ (II@)] -‘, where M’ denotes the transpose of a matrix M, and D@ 
has the form 
for JJ = (u’, 0). Now the cofactor AN,i of the (N, i)-element of 
A’A = (D@)’ (D@) vanishes for i < N, therefore VY, .VY, = 0 if i < N and 
x E XI, which proves (4.10). 
Hence we may regard v” as a weak solution to 
+c ( 6,(y)-$fqy) $. +c”*(y)~=O - )I i ayi (4.11) j J 
in B,, which is an elliptic equation with bounded measurable coefficients. 
We can now apply the standard Harnack inequality for generalized 
solutions [6, Theorem 8.201 and obtain (4.2). Q.E.D. 
Proof of Proposition 4.1. Taking R = J%I, we apply Lemma 4.3 to 
dAu,+c(x) u,=O, where c(x)=k(uJ~))/u~(x)- 1. Note that IIc~~~ is
uniformly bounded in d because of (h,) and (2.7). We have for ZESZ~ that 
inf z&k C,’ sup 
Iqz, JIG, n R B( 2, \!z) n R 
U,>tpEQ.$. 
Thus the ,,/‘%neighborhood of Sz, is contained in Sz,, where 6 = q/C, ; 
note that C, is independent of d. Let K(l), . . . . K(“)E ZN be the totality of 
KEZ~ such that C[K, $1 nSZ,, #a; then C[K’j’, $1 is contained in 
the m-neighborhood of n,, for j= 1, . . . . m. Therefore, 
(j C[K”‘, $1 c Q;2,. (4.12) 
j=l 
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In particular, meas {U,“=, C[P, J’i]} < isZ,(, i.e., 
md N’2 < /Q,I. (4.13) 
On the other hand, 
By virtue of Lemma 2.3, we have jn ud dx < M(L) d.‘i2. Therefore 152&I <
6-‘M(l)dNi2 and hence from (4.13) we obtain 
mdM(l) C,h, 
as desired. Q.E.D. 
Proof of Proposition 4.2. First of all, we observe that for given tl >O 
there is an r,>O independent of d such that we can find a ball 
B(x,, r~) c !S\a,,, where 52, is as above. For, otherwise, there would exist 
sequences rj JO and djJ 0 such that for any x E I2, B(x, rj) n .Q,,j # @, 
where 52,. j= {X E Sz 1 Us > ye}. Hence any point x E B belongs to the 
rj-eighborhood of Q, j. Since Sz, j is covered by at most m cubes of side 
length &, this implies IQ1 must tend to 0 as j+ co, a contradiction. 
Now take q > 0 so small that h(t) - t < 0 for 0 < t <q and put 
y,, =inf((l -t’~(t)/t)‘/~IO< t < q}. Let w be the solution to the linear 
Dirichlet problem 
ddw-y$v=O in Btxo, ro), (4.14) 
w = q on cYB(x,, rO). (4.15) 
Then since dA(u,-M:)-y~(u,--,v)~O in B(xo,ro) and ud-u<O on 
JB(x,, rO), we have by the maximum principle that 
in B(x,, rO). (4.16) 
Put r = (x-x,1; then IV is given by 
w(r) = W*r-‘I,, pdr , 
( > 
where W* = qr~/I,,(?;,rof,/$, v = (N - 2)/2, and 
(4.17) 
Z”(Z) = (z/2)’ f (z/2)2”/@! . T(s + I2 + 1)1 
II=0 
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is the modified Bessel function of order v (Z,,(z) satisfies 
(d/&)2 Z,, + z-‘(d/dz) Z,, - (1 + v’z-‘) Z, = 0). Since U’(T) is increasing in 
t-20, we have 
min w( r ) = w(O) 
Making use of the asymptotic formula Z,(r) ye’/& as Y -+ ok (see, e.g., 
[3, formula (5) in p. 86]), we find because of (4.16 j that 
infu,<C,d- ‘N-“‘4 exp(-y,rJ$j (4.18) 
with C, = C,(q, N, y,,r,) > 0. Choosing a suitable y E (0, r,y,), we obtain 
(4.1) for sufficiently small d. Q.E.D. 
Remark 4.4. In the proof above, the estimate w(O) < C . exp( --p/&Z) 
for some positive constants /3 and C may be obtained by constructing 
suitable comparison functions. In this way we avoid making use of the 
modified Bessel functions. We note also that when an explicit lower bound 
for r,, is available, we can compute an upper bound for inf ud by (4.18). 
Finally, we give the proofs of Theorem 1 and Proposition 1.6. 
Proof of Theorem 1. The existence of nonconstant solutions for suf- 
ficiently small d follows from Proposition 1.2 by way of the relations (1.12) 
and (1.13). For the proof of (1.5) and (1.6), it suffices to combine the 
estimate nz( 1) d N’2 < Jn )V dx = Jsz MJ~ d.x < M(p) d Ni2 due to Lemma 2.3 
with (1.15) or with (1.16) and to choose an appropriate yi E (0,~‘) such that 
]a]/m(l) d dNj2 exp((y --7,)/d} for dE (0, d,). The nonexistence of non- 
constant solutions for d sufficiently large is obtained from Proposition 1.4. 
Q.E.D. 
Proof of Proposition 1.6. Let w(x; d) be the positive nonconstant 
solution to (l.lOk( 1.11) given by Proposition 1.2. Then the right hand side 
of (1.23) is O(dN”) if r3 1 and is U(d”‘) if O<r < 1 by virtue of 
Lemma 2.3. Hence by (2.8) and (2.9), there exists a 5 = c(d) which solves 
(1.23) for NJ = w(x; d) and satisfies (1.25), if d is sufficiently small. Inequality 
(1.26) follows from u(x; d) = 5(d)q:“P-1) w(x; d) and 1 < supa VV(X; d) < C,. 
Combining Lemma 2.3 and (1.16) yields (1.27). Q.E.D. 
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