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Abstract
By using the local dimension-free Harnack inequality established on incomplete
Riemannian manifolds, integrability conditions on the coefficients are presented for
SDEs to imply the non-explosion of solutions as well as the existence, uniqueness and
regularity estimates of invariant probability measures. These conditions include a class
of drifts unbounded on compact domains such that the usual Lyapunov conditions can
not be verified. The main results are extended to second order differential operators
on Hilbert spaces and semi-linear SPDEs.
AMS subject Classification: 60H15, 60J45.
Keywords: Non-explosion, invariant probability measure, local Harnack inequality, SDE,
SPDE.
1 Introduction
In recent years, the existence and uniqueness of strong solutions up to life time have been
proved under local integrability conditions for non-degenerate SDEs, see [6, 25, 22, 44, 45]
and references within. See also [14, 15, 16, 39, 41, 42] for extensions to degenerate SDEs and
semi-linear SPDEs.
As a further development in this direction, the present paper provides reasonable integra-
bility conditions for the non-explosion of solutions, as well as the existence, uniqueness and
regularity estimates of invariant probability measures. An essentially new point in the study
∗Supported in part by NNSFC(11131003, 11431014), the 985 project.
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is to make use of a local Harnack inequality in the spirit of [32]. With this inequality we are
able to prove the non-explosion of a weak solution constructed from the Girsanov transform,
see the proof of Lemma 3.1 below for details. Moreover, we use the hypercontractivity of the
reference Markov semigroup to prove the boundedness of a Feyman-Kac semigroup induced
by the singular SDE under study, which enables us to prove the existence of the invariant
probability measure as well as a formula for the derivative of the density, see (4.3) and the
proof of Lemma 4.2 below for details. To explain the motivation of the study more clearly,
below we first recall some existing results in the literature, then present a simple example
to show how far can we go beyond.
Let Wt be the d-dimensional Brownian motion on a complete filtration probability space
(Ω,F , {Ft}t≥0,P). Consider the following SDE (stochastic differential equation) on Rd:
(1.1) dXt = b(Xt)dt+
√
2σ(Xt)dWt,
where b : Rd → Rd is measurable and σ ∈ W 1,1loc (Rd → Rd⊗Rd; dx) such that σ(x) is invertible
for every x ∈ Rd. According to [45, Theorem 1.1] (see also [6, 25, 22, 44] for earlier results),
if |b| + ‖∇σ‖ ∈ Lploc(dx) for some p > d, then for any initial point x the SDE (1.1) has a
unique solution (Xxt )t∈[0,ζx) up to life time ζ
x. We note that in [45] the global integrability
and the uniform ellipticity conditions are assumed, but these conditions can be localized
since for the existence and uniqueness up to life time one only needs to consider solutions
before exiting bounded domains. On the other hand, the ODE
dXt = b(Xt)dt
does not have pathwise uniqueness if b is merely Ho¨lder continuous (for instance, d = 1 and
b(x) := |x|α for some α ∈ (0, 1)). So, the above result on SDE indicates that the Brownian
noise may “regularize” the drift to make an ill-posed equation well-posed.
Next, sufficient integrability conditions for the non-explosion have also been presented in
[44]. For instance, if σ is bounded and
(1.2) |b| ≤ C + F for some constant C > 0 and F ∈ Lp(dx) for some p > d,
then the solution to (1.1) is non-explosive. As the Lebesgue measure is infinite, this condition
is very restrictive. So, one of our aims is to replace it by integrability conditions with respect
to a probability measure, see Theorem 2.1 and Corollary 2.2 below.
We would like to indicate that when the invariant measure µ is given, there exist criteria
on the conservativeness of non-symmetric Dirichlet forms, which imply the non-explosion of
solutions for µ-a.e. initial points, see [31] and references within. However, in our study the
invariant probability measure is unknown, which is indeed the main object to characterize.
In general, to prove the existence of invariant probability measures one uses Lyapunov (or
drift) conditions. For instance, if there exists a positive function W1 ∈ C2(Rd) and a positive
compact function W2 such that
(1.3) LW1 :=
∞∑
i,j=1
(σσ∗)ij∂i∂jW1 +
d∑
i=1
bi∂iW1 ≤ C −W2
2
holds for some constant C > 0, then the associated diffusion semigroup has an invariant
probability measure µ with µ(W2) ≤ C, see for instances [23, 8, 10, 12]. Obviously, this
condition is not available when b is unbounded on compact sets. Our second purpose is
to present a reasonable integrability condition for the existence and uniqueness of invariant
probability measures, which applies to a class of SDEs with locally unbounded coefficients.
Moreover, we also intend to investigate the regularity properties of the invariant proba-
bility measure. Recall that a probability measure µ on Rd is called an invariant probability
measure of the generator L (denoted by L∗µ = 0), if
(1.4) µ(Lf) :=
∫
Rd
Lfdµ = 0, f ∈ C∞0 (Rd).
Obviously, an invariant probability measure µ of the Markov semigroup Pt associated to (1.1)
satisfies L∗µ = 0. In the past two decades, the existence, uniqueness and regularity estimates
for invariant probability measures of L have been intensively investigated in both finite
and infinite dimensional spaces, see the survey paper [8] for concrete results and historical
remarks. Here, we would like to recall a fundamental result on the regularity of the invariant
probability measures. Let W 1,1loc (dx) be the class of functions f ∈ L1loc(dx) such that∫
Rd
f(x)(divG)(x)dx = −
∫
Rd
〈G,F 〉(x)dx, G ∈ C∞0 (Rd → Rd)
holds for some F ∈ L1loc(Rd → Rd; dx), which is called the weak gradient of f and is denoted
by F = ∇f as in the classical case. For any p ≥ 1, let
W p,1(dx) =
{
f ∈ W 1,1loc (dx) : f, |∇f | ∈ Lp(dx)
}
.
Consider the elliptic differential operator L := ∆ + b · ∇ on Rd for some locally integrable
b : Rd → Rd. It has been shown in [9] that any invariant probability measure µ of L with
µ(|b|2) := ∫Rd |b|2dµ <∞ has a density ρ := dµdx such that √ρ ∈ W 2,1(dx). In addition,
(1.5)
∫
Rd
∣∣∇√ρ∣∣2 dx ≤ 1
4
∫
Rd
|b|2 dµ.
Since the invariant probability measure µ of L is in general unknown, the integrability
condition µ(|b|2) < ∞ is not explicit. As mentioned above that to ensure the existence of
µ one uses the Lyapunov condition (1.3) for some positive function W1 ∈ C2(Rd) and a
compact function W2, and to verify µ(|b|2) < ∞ one would further need |b|2 ≤ c + cW2
for some constant c > 0. As we noticed above that these conditions do not apply if the
coefficients merely satisfy an integrability condition with respect to a reference probability
measure.
In conclusion, we aim to search for explicit integrability conditions on b and σ with respect
to a nice reference measure (for instance, the Gaussian measure) to imply the non-explosion
of solutions to the SDE (1.1); the strong Feller property of the associated Markov semigroup;
the existence, uniqueness and regularity estimates of the invariant probability measure. We
also aim to extend the resulting assertions to the infinite-dimensional case.
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The main results of this paper will be stated in Section 2. Their proofs are then presented
in Sections 3-6 respectively. Finally, in Section 7 we present a local Harnack inequality which
plays a crucial role in the study.
To conclude this section, we present below a simple example to compare our results with
existing ones introduced above.
Example 1.1. Consider, for instance, the following SDE on Rd:
dXt = {Z(Xt)− λ0Xt}dt+
√
2 dWt,
where λ0 ∈ R is a constant and Z : Rd → Rd is measurable.
(1) By Theorem 2.1 below for ψ(x) = |x|, if
(1.6)
∫
Rd
eε|Z(x)|
2−ε−1|x|2dx <∞ for some ε ∈ (0, 1),
then for any initial value the SDE has a unique strong solution which is non-explosive,
and the associated Markov semigroup Pt is strong Feller with a strictly positive density.
Obviously, there are a lot of maps Z satisfying (1.6) but (1.2) and the Lyapunov condition
does not hold. For instance, it is the case when
(1.7) Z(x) := x0
{ ∞∑
n=1
log(1 + |x− nx0|−1)
}θ
for some x0 ∈ Rd with |x0| = 1 and θ ∈ (0, 12 ].
(2) When λ0 > 0, we let µ0(dx) = Ce
−λ0
2
|x|2dx be a probability measure with normal-
ization constant C > 0. It is well known by Gross [21] that the log-Sobolev inequality in
Assumption (H1) holds for κ = 2
λ0
and β = 0. By Theorem 2.3, if
(1.8)
∫
Rd
eλ|Z(x)|
2−λ0
2
|x|2dx <∞ for some λ > 1
2λ0
,
then Pt has a unique invariant probability measure µ(dx) = ρ(x)dx such that
µ0
(|∇√ρ|2) ≤ λ0
4λλ0 − 2 log µ0(e
λ|Z|2) <∞,
µ0
(|∇ log ρ∣∣2) ≤ µ0(|Z|2) <∞.
Obviously, for any θ ∈ (0, 1
2
), condition (1.8) holds for Z defined by (1.7), but the Lyapunov
condition (1.3) is not available.
2 Main results
In the following four subsections, we introduce the main results in finite-dimensions and their
infinite-dimensional extensions respectively. To apply integrability conditions with respect
to a reference measure µ0, we regard the original SDE as a perturbation to the corresponding
reference SDE whose semigroup is symmetric in L2(µ0).
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2.1 Non-explosion and strong Feller for SDEs
Let σ ∈ C2(Rd → Rd⊗Rd) with σ(x) invertible for x ∈ Rd and denote a = σσ∗ = (aij)1≤i,j≤d.
For V ∈ C2(Rd), define
Z0 =
d∑
i,j=1
{∂jaij − aij∂jV }ei,
L0 = tr(a∇2) + Z0 · ∇ =
d∑
i,j=1
aij∂i∂j +
d∑
i=1
〈Z0, ei〉∂i,
(2.1)
where {ei}di=1 is the canonical orthonormal basis of Rd, and ∂i is the directional derivative
along ei.
By the integration by parts formula, L0 is symmetric in L
2(µ0) for µ0(dx) := e
−V (x)dx :
µ0(fL0g) = −µ0(〈a∇f,∇g〉), f, g ∈ C∞0 (Rd).
Then
E0(f, g) := µ0(〈a∇f,∇g〉), f, g ∈ H2,1σ (µ0)
is a symmetric Dirichlet form generated by L0, where H
2,1
σ (µ0) is the closure of C
∞
0 (Rd)
under the norm
‖f‖H2,1σ (µ0) :=
{
µ0(|f |2 + |σ∗∇f |2)
} 1
2 .
When σ ≡ I (the identity matrix), we simply denote H2,1σ (µ0) = H2,1(µ0).
Let Wt be the d-dimensional Brownian motion as in Introduction. Consider the reference
SDE
(2.2) dXt = Z0(Xt)dt+
√
2σ(Xt)dWt.
Since σ and Z0 are locally Lipschitz continuous, for any initial point x ∈ Rd the SDE (2.2)
has a unique solution Xxt up to the explosion time ζ
x. Let P 0t be the associated (sub-)Markov
semigroup:
P 0t f(x) := E
{
1{ζx>t}f(Xxt )
}
, f ∈ Bb(Rd), t ≥ 0, x ∈ Rd.
When µ0(dx) := e
−V (x)dx is finite and 1 ∈ H2,1σ (µ0) with E0(1, 1) = 0, we have P 0t 1 = 1 µ0-
a.e. Since P 0t 1 is continuous (indeed, differentiable) for t > 0, we have P
0
t 1(x) = 1 for all
t ≥ 0 and x ∈ Rd. Therefore, in this case the solution to (2.2) is non-explosive for any initial
points. By the symmetry of P 0t in L
2(µ0), µ0 is P
0
t -invariant.
Now, for a measurable drift Z : Rd → Rd, we consider the perturbed SDE
(2.3) dXt =
{
Z + Z0
}
(Xt)dt+
√
2σ(Xt)dWt.
By Itoˆ’s formula, the generator of the solution is L := L0 +Z ·∇. According to [45, Theorem
1.1], if |Z| ∈ Lploc(dx) for some p > d, then for any initial point x ∈ Rd, the SDE (2.3) has a
unique solution Xxt up to the life time ζ
x. We let Pt be the associated (Dirichlet) semigroup:
Ptf(x) = E
[
1{t<ζx}f(Xxt )
]
, x ∈ Rd, t ≥ 0, f ∈ Bb(Rd).
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If P(ζx = ∞) = 1 for all x ∈ Rd, the solution is called non-explosive. In this case Pt is a
Markov semigroup. More generally, for any non-empty open set O ⊂ Rd, let
T xO = ζ
x ∧ inf{t ∈ [0, ζx) : Xxt /∈ O}, inf ∅ :=∞.
Then the associated Dirichlet semigroup on O is given by
POt f(x) = E
[
1{t<TxO}f(X
x
t )
]
, x ∈ O, t ≥ 0, f ∈ Bb(O).
Let ρσ be the intrinsic metric induced by σ as follows:
ρσ(x, y) := sup
{|f(x)− f(y)| : f ∈ C∞(Rd), |σ∗∇f | ≤ 1}, x, y ∈ Rd.
We have the following result.
Theorem 2.1. Let σ ∈ C2(Rd → Rd ⊗ Rd) with σ(x) invertible for x ∈ Rd, and let V ∈
C2(Rd) such that
(2.4)
∫
Rd
(
|σ∗∇ψ(x)|2 + eε|(σ−1Z)(x)|2
)
e−V (x)−ε
−1ρσ(0,x)2dx <∞
holds for some constant ε ∈ (0, 1) and a local Lipschitz continuous compact function ψ on
Rd. Then (2.3) has a unique non-explosive solution for any initial points, and the associated
Markov semigroup Pt is strong Feller with at most one invariant probability measure. More-
over, for any non-empty open set O ⊂ Rd and t > 0, POt is strong Feller and has a strictly
positive density pOt with respect to the Lebesgue measure on O.
Remark 2.1. (1) Typical choices of ψ include |x|, log(1+|x|), log log(e+|x|)... For instance,
with ψ(x) := log log(e+|x|) one may replace the term |σ∗∇ψ(x)|2 in (2.4) by ‖σ(x)‖2
(e+|x|)2{log(e+|x|)}2 .
So, if V = 0 and
∫
Rd e
−λρσ(0,·)2dx <∞ for some λ > 0, the condition (2.4) holds provided
log
‖σ‖2
(e + | · |)2{log(e + | · |)}2 + |σ
−1Z|2 ≤ C(1 + ρσ(0, ·))2 + f
for some constant C > 0 and some function f with eεf−ε
−1ρσ(0,·)2 ∈ L1(dx) for some ε ∈ (0, 1).
(2) Let σ¯(r) = sup|x|=r ‖σ(x)‖ for r ≥ 0. Then
ρσ(0, x) ≥ U(x) :=
∫ |x|
0
dr
σ¯(r)
, x ∈ Rd.
So, in (2.4) we may replace ρσ(0, ·) by the more explicit function U .
(3) The condition σ ∈ C2(Rd → Rd ⊗ Rd) is stronger than σ ∈ W p,1loc (Rd → Rd ⊗ Rd; dx)
for some p > 1 as required for the existence and uniqueness of solutions according to [45,
Theorem 1.1]. This stronger condition is introduced because it together with the invertibility
of σ implies the local Harnack inequality (see Theorem 7.1 below), which is a crucial tool
in our study. If the local Harnack inequality could be established under weaker conditions,
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this condition would be weakened automatically. Indeed, under an additional assumption,
this condition will be replaced by σ ∈ W p,1loc (Rd → Rd⊗Rd; dx) for some p > 1, see Theorem
2.4 below for details.
Intuitively, the non-explosion is a long distance property of the solution. So, it is natural
for us to weaken the integrability condition (2.4) by taking the integral outside a compact
set. But under this weaker condition we are not able to prove other properties included in
Theorem 2.1.
Corollary 2.2. Let σ ∈ C2(Rd → Rd ⊗ Rd) with σ(x) invertible for x ∈ Rd, and let
V ∈ C2(Rd) such that
(2.5)
∫
Dc
(
|σ∗∇ψ(x)|2 + eε|(σ−1Z)(x)|2
)
e−V (x)−ε
−1ρσ(0,x)2dx <∞
holds for some compact set D ⊂ Rd, some constant ε ∈ (0, 1), and some local Lipschitz
continuous compact function ψ on Rd. If Z ∈ Lploc(dx) for some constant p > d, then the
SDE (2.3) has a unique non-explosive solution for any initial points.
2.2 Invariant probability measure for SDEs
To investigate the invariant probability measures for the SDE (2.3), we need the non-
explosion of solutions such that the standard tightness argument for the existence of in-
variant probability measure applies. To this end, we will apply Theorem 2.1 above, for
which we first assume that σ is C2-smooth (see (H1) below) then extend to less regular σ
by approximations (see (H1′) below).
Assumption (H1)
(1) σ ∈ C2(Rd → Rd ⊗ Rd) with σ(x) invertible for x ∈ Rd, V ∈ C2(Rd) such that
µ0(dx) := e
−V (x)dx is a probability measure satisfying
(2.6) H2,1σ (µ0) = W
2,1
σ (µ0) :=
{
f ∈ W 1,1loc (dx) : f, |σ∗∇f | ∈ L2(µ0)
}
.
(2) The (defective) log-Sobolev inequality
(2.7) µ0(f
2 log f 2) ≤ κµ0(|σ∗∇f |2) + β, f ∈ C∞0 (Rd), µ0(f 2) = 1
holds for some constants κ > 0, β ≥ 0.
Since µ0(dx) := e
−V (x)dx is finite, (2.6) implies 1 ∈ H2,1σ (µ0) with E0(1, 1) = 0, so that the
solution to (2.2) is non-explosive as explained above. We note that (2.6) holds if the metric
ρσ is complete. Indeed, in this case the function ρσ(0, ·) is compact with |σ∗∇ρσ(0, ·)| = 1,
so that for any f ∈ W 2,1σ (µ0) we have fn := f{1 ∧ (n+ 1− ρσ(0, ·))+} ∈ H2,1σ (µ0) for n ≥ 1,
and it is easy to see that fn → f in the norm ‖ · ‖H2,1σ (µ0).
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There are plentiful sufficient conditions for the log-Sobolev inequality (2.7) to hold. For
instance, if σσ∗ ≥ αI and HessV ≥ KI for some constants α,K > 0, then the Bakry-Emery
criterion [5] implies (2.7) for κ = 2
Kα
. In the case that K is not positive, the log-Sobolev
inequality holds for some constant κ > 0 if µ0(e
λ|·|2) <∞ for some ε > −K
2
, see [36, Theorem
1.1]. See also [13] for a Lyapunov type sufficient condition of the log-Sobolev inequality.
Theorem 2.3. Assume (H1) and that
(2.8) µ0(e
λ|σ−1Z|2) :=
∫
Rd
eλ|σ
−1Z|2dµ0 <∞
holds for some constant λ > κ
4
. Let Pt be the semigroup associated to (2.3), and let L =
L0 + Z · ∇ for L0 in (2.1). Then:
(1) L has an invariant probability measure µ, which is absolutely continuous with respect to
µ0 such that the density function ρ :=
dµ
dµ0
is strictly positive with
√
ρ, log ρ ∈ H2,1σ (µ0)
and
(2.9) µ0
(|σ∗∇√ρ|2) ≤ 1
4λ− κ
{
log µ0(e
λ|σ−1Z|2) + β
}
<∞;
(2.10) µ0(|σ∗∇ log ρ|2) := lim
δ↓0
∫
Rd
|σ∗∇ρ|2
(ρ+ δ)2
dµ0 ≤ µ0(|σ−1Z|2) <∞.
(2) The measure µ is the unique invariant probability measure of L and Pt provided
(2.11) µ0(e
ε‖σ‖2) <∞ for some constant ε > 0.
Remark 2.2. (1) Simply consider the case that σ = σ0 = I. If HessV ≥ K for some
K > 0, then (H1) holds for κ = 2
K
and β = 0. So, when µ0(e
λ|Z|2) < ∞ holds for some
λ > 1
2K
, Theorem 2.3 implies that L and Pt have a unique invariant probability measure µ,
which is absolutely continuous with respect to µ0, and the density function satisfies ρ :=
dµ
dµ0
satisfies
√
ρ, log ρ ∈ H2,1(µ0) with
µ0(|∇√ρ|2) ≤ K
4Kλ− 2 log µ0(e
λ|Z|2) <∞; µ0(|∇ log ρ|2) ≤ µ0(|Z|2) <∞.
(2) Under (H1), if the super log-Sobolev inequality
µ0(f
2 log f 2) ≤ rµ0(|σ∗∇f |2) + β(r), r > 0, f ∈ C∞0 (Rd), µ0(f 2) = 1
holds for some β : (0,∞) → (0,∞), then Theorem 2.3 applies when (2.8) holds for some
λ > 0, and in this case (2.9) reduces to
µ0
(|σ∗∇√ρ|2) ≤ inf
λ>0,r∈(0,4λ)
1
4λ− r
{
log µ0(e
λ|σ−1Z|2) + β(r)
}
<∞.
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According to e.g. [28, Theorems 2.1(1) and 2.3(2)] for M = Rd, the super log-Sobolev
inequality holds provided a ≥ αI for some constant α > 0 and HessV is bounded below with
µ(eλ|·|
2
) < ∞ for any λ > 0. In particular, it is the case when a = I, V (x) = c1 + c2|x|p for
some constants c1 ∈ R, c2 > 0 and p > 2. See [18, 21, 35] and references within for more
discussions on the super log-Sobolev inequality and the corresponding semigroup property.
(3) To illustrate the sharpness of condition (2.8) for some λ > κ
4
, let us consider σ =
σ0 = I and V (x) = c +
1
2
|x|2 for some constant c ∈ R, so that (H1) holds for κ = 2 and
β = 0. Let Z(x) = rx = r
2
∇| · |2(x) for some constant r ≥ 0. It is trivial that L has an
invariant probability measure if and only if r < 1, which is equivalent to µ0(e
λ|Z|2) <∞ for
some λ > κ
4
= 1
2
.
Now, we extend Theorem 2.3 to less regular σ by using the following assumption to
replace (H1).
Assumption (H1′)
(1) σ ∈ W p,1loc (Rd → Rd ⊗ Rd; dx) for some p > d, σ(x) is invertible for every x ∈ Rd, and
a := σσ∗ ≥ αI for some constants α > 0.
(2) V ∈ C2(Rd) such that µ0(dx) := e−V (x)dx is a probability measure satisfying (2.6) and
(2.12) µ0(f
2 log f 2) ≤ κ′µ0(|∇f |2) + β, f ∈ C∞0 (Rd), µ0(f 2) = 1
for some constants κ′ > 0, β ≥ 0.
(3) There exists a constant p > 1 such that aij ∈ H2,1(µ0) ∩ L2p(µ0) for any 1 ≤ i, j ≤ d
and |∇V | ∈ L 2pp−1 (µ0).
Let L and Pt be in Theorem 2.3 associated to the SDE (2.3).
Theorem 2.4. Assume (H1′) and let µ0
(
exp[λ|Z|2]) <∞ hold for some λ > κ′
4α2
. Then L
and Pt have a unique invariant probability measure µ(dx) := ρ(x)µ0(dx) for some strictly
positive function ρ such that
√
ρ, log ρ ∈ H2,1(µ0) with
(2.13) µ0
(|∇√ρ|2) ≤ 1
4α2λ− κ′
{
log µ0
(
eλ|Z|
2)
+ β
}
<∞;
(2.14) µ0(|∇ log ρ|2) := lim
δ↓0
∫
Rd
|∇ρ|2
(ρ+ δ)2
dµ0 ≤ 1
α2
µ0(|Z|2) <∞.
2.3 Elliptic differential operators on Hilbert spaces
We first consider the invariant probability measure of second order differential operators on a
separable Hilbert space, then apply to semi-linear SPDEs. We will take a Gaussian measure
as the reference measure.
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Let (H, 〈·, ·〉, | · |) be a separable Hilbert space, let (A,D(A)) be a positive definite self-
adjoint operator on H having discrete spectrum with all eigenvalues (0 <)λ1 ≤ λ2 ≤ · · ·
counting multiplicities such that
(2.15)
∞∑
i=1
λ−1i <∞.
Let {ei}i≥1 be the corresponding eigenbasis of A. Let µ0 be the Gaussian measure on H with
covariance operator A−1. In coordinates with respect to the basis {ei}i≥1, we have
(2.16) µ0(dx) =
∞∏
i=1
(√λi√
2pi
e−
λix
2
i
2 dxi
)
, xi := 〈x, ei〉, i ≥ 1.
For any n ≥ 1, let Hn = span{ei : 1 ≤ i ≤ n} and define the probability measure
µ
(n)
0 (dx) =
n∏
i=1
(√λi√
2pi
e−
λix
2
i
2 dxi
)
on Hn.
We have µ
(n)
0 = µ0 ◦ pi−1n for the orthogonal projection pin : H→ Hn.
Let (L (H), ‖ · ‖) be the space of bounded linear operators on H with operator norm
‖ · ‖, and let Ls(H) be the class of all symmetric elements in L (H). For any a ∈ Ls(H) let
aij = 〈aei, ej〉 for i, j ≥ 1. We make the following assumption.
Assumption (H2)
(1) aij ∈ C2(H) for i, j ≥ 1, and a ≥ αI for some constant α > 0.
(2) For n ≥ 1 and σn :=
√
(aij)1≤i,j≤n, H2,1σn (µ
(n)
0 ) = W
2,1
σn (µ
(n)
0 ) holds.
(3) For any i, j ≥ 1, there exists εij ∈ (0, 1) such that
(2.17) sup
n≥1
∫
Rn
exp
[
εij|aij|1+εij
]
dµ
(n)
0 <∞.
We note that ∫
Rn
exp
[
εij|aij|1+εij
]
dµ
(n)
0 =
∫
H
exp
[
εij|aij ◦ pin|1+εij
]
dµ0.
As mentioned above that H2,1σn (µ
(n)
0 ) = W
2,1
σn (µ
(n)
0 ) is implied by the completeness of the
metric on Rn induced by σn, and the later holds if for any i, j ≥ 1 there exists εij > 0 such
that
(2.18) |aij(x)| ≤ 1
εij
(1 + |x|)2, x ∈ H.
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The condition (2.17) will be used for finite-dimensional approximations in the end of the
proof of Theorem 2.5(1) below. According to (2.15) and the definition of µ
(n)
0 , the conditions
(2.17) and (2.18) hold provided for any i, j ≥ 1 there exists a constant ε′ij ∈ (0, 1) such that
|aij(x)| ≤ 1ε′ij (1 + |x|)
2
1+ε′
ij .
Let ∂i be the directional derivative along ei, i ≥ 1. For a measurable drift Z : H → H,
consider the operators
(2.19) L := L0 + Z · ∇, L0 :=
∞∑
i,j=1
(
aij∂i∂j +
{
∂jaij − aijλj
}
∂i
)
,
which are well defined on the class of smooth cylindrical functions with compact support:
FC∞0 :=
{
H 3 x 7→ f(〈x, e1〉, · · · , 〈x, en〉) : n ≥ 1, f ∈ C∞0 (Rn)
}
.
It is easy to see that L0 is symmetric in L
2(µ0):
µ0(fL0g) = −µ0(〈a∇f,∇g〉), f, g ∈ FC∞0 .
Let H2,1(µ0) be the completion of FC∞0 with respect to the inner product
〈f, g〉H2,1(µ0) := µ0(fg) + µ0(〈∇f,∇g〉).
A probability measure µ on H is called an invariant probability measure of L (denoted by
L∗µ = 0), if for any f ∈ FC∞0 we have Lf ∈ L1(µ) and µ(Lf) = 0.
Theorem 2.5. Assume (2.15) and (H2).
(1) If µ0(e
λ|Z|2) < ∞ for some λ > 1
2λ1α2
, then L has an invariant probability measure µ,
which is absolutely continuous with respect to µ0, and the density function ρ :=
dµ
dµ0
satisfies
√
ρ, log ρ ∈ H2,1(µ0) with
(2.20) µ0
(∣∣∇√ρ∣∣2) ≤ λ1
4α2λ1λ− 2 log µ0(e
λ|Z|2) <∞
and
(2.21) µ0
(∣∣∇ log ρ∣∣2) := lim
δ↓0
µ0
(∣∣∇ log ρ+ δ∣∣2) ≤ µ0(|Z|2)
α2
<∞.
(2) If moreover ‖a‖∞ <∞, then (L,FC∞0 ) is closable in L1(µ) and the closure generates
a Markov C0-semigroup Tt on L
1(µ) with µ as an invariant probability. Moreover,
there exists a standard Markov process {P¯x}x∈H∪{∂} on H ∪ {∂} which is continuous
and non-explosive for E µ-q.e. x, such that the associated Markov semigroup P¯t is a
µ-version of Tt; that is, P¯tf = Ttf µ-a.e. for all t ≥ 0 and f ∈ Bb(H).
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For readers’ convenience, we would like to recall here the notion of standard Markov
process involved in Theorem 2.5(2). Let ∂ be an extra point and extend the topology of H
to H ∪ {∂} by letting the set {∂} open. A family of probability measures {Px}x∈H∪{∂} on
Ω :=
{
ω : [0,∞)→ H ∪ {∂} : if ωt = ∂ then ωs = ∂ for s ≥ t
}
equipped with the σ-field F := σ(ωt : t ≥ 0) is called a standard Markov process, if
Px(ω0 = x) = 1 and the distribution Pt(x, dy) of Ω 3 ω 7→ ωt under Px gives rise to a
Markov transition kernel on H ∪ {∂}. When the process is non-explosive, i.e.
Px
(
inf{t ≥ 0 : ωt = ∂} =∞
)
= 1, x ∈ H,
the sub-family {Px}x∈H is a standard Markov process on H. In this case, the process (or the
associated Markov semigroup Pt) is called Feller if PtCb(H) ⊂ Cb(H) for all t ≥ 0, and is
called strong Feller if PtBb(H) ⊂ Cb(H) for all t > 0. If moreover Px(C([0,∞) → H)) = 1
holds for all x ∈ H, then the process is continuous.
Next, we extend Theorem 2.4 to the infinite-dimensional case, for which we need the
following assumption.
Assumption (H2′)
(1) a ≥ αI for some constant α > 0, and for every n ≥ 1 there exists a constant p > n
such that an ∈ W p,1loc (Rn → Rn ⊗ Rn; dx).
(2) For any i, j ∈ N there exists εij ∈ (0, 1) such that (2.17) and µ(n)0 (|∇aij ◦pin|2+εij) <∞
hold for any n ≥ 1.
Theorem 2.6. Under (2.15) and (H2′), assertions (1) and (2) in Theorem 2.5 hold.
2.4 Semi-linear SPDEs
We intend to investigate the existence, uniqueness and non-explosion of the SPDE corre-
sponding to L in (2.19), and to show that the probability measure in Theorem 2.5 is the
unique invariant probability measure of the associated Markov semigroup. For technical
reasons, we only consider the case that a = I, for which the corresponding SPDE reduces to
the standard semi-linear SPDE
(2.22) dXt =
{
Z(Xt)− AXt
}
dt+
√
2 dWt,
where Z : H→ H is measurable, Wt is the cylindrical Brownian motion, i.e.
Wt =
∞∑
i=1
βitei, t ≥ 0
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for a sequence of independent one-dimensional Brownian motions {βit}i≥1. An adapted con-
tinuous process Xt on H is called a mild solution to (2.22), if
Xt = e
−AtX0 +
∫ t
0
e−A(t−s)Z(Xs)ds+
∫ t
0
e−(t−s)AdWs, t ≥ 0.
We assume
(H3)
∑∞
i=1
1
λθi
<∞ for some θ ∈ (0, 1), and µ0(eλ|Z|2) <∞ for some constant λ > 0.
According to the recent paper [15], (H3) implies the existence and pathwise uniqueness
of mild solutions to (2.22) for µ0-a.e. starting points. Below we intend to prove the weak
uniqueness of (2.22) for any initial points. A standard continuous Markov process on H
is called a weak solution to (2.22), if it solves the martingale problem for (L,FC∞0 ). In
this case one may construct a cylindrical Brownian motion Wt on the probability space
(C([0,∞)→ H);F ,Px), where F := σ({ω 7→ ωt : t ≥ 0}), such that the coordinate process
Xt(ω) := ωt is a mild solution to (2.22) with X0 = x. See e.g. [24, Proposition IV.2.1] for
the explanation in the finite-dimensional case, which works also in the present case as the
cylindrical Brownian motion is determined by its finite-dimensional projections.
Theorem 2.7. Assume that (H3) holds.
(1) There exists a standard continuous Markov process {Px}x∈H solving (2.22) weakly for
every initial point, and the associated Markov semigroup Pt is strong Feller having a
strictly positive density with respect to µ0.
(2) If Z is bounded on bounded sets, then there exists a unique standard Markov process
solving (2.22) weakly for every initial point such that the associated Markov semigroup
is Feller.
(3) If Z is bounded on bounded sets and µ0(e
λ|Z|2) <∞ holds for some λ > 1
2λ1
, then Pt has
a unique invariant probability measure µ, which is absolutely continuous with respect
to µ0 and the density function ρ :=
dµ
dµ0
is strictly positive with
√
ρ, log ρ ∈ H2,1(µ0)
such that estimates (2.20) and (2.21) hold for α = 1.
Remark 2.3. Unlike in the finite-dimensional case where Z ∈ Lploc(dx) for some p >
d implies the pathwise uniqueness of the solution for any initial points, in the infinite-
dimensional case this is unknown without any continuity conditions on Z. It is shown in
[39] (also for the multiplicative noise case) that if Z is Dini continuous then the pathwise
uniqueness holds for any initial points.
3 Proof of Theorem 2.1
The main idea is to show that the solution to the reference SDE (2.2) is a weak solution to
(2.3) under a weighted probability, so that the non-explosion of (2.2) implies that of (2.3).
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To this end, we will apply the local Harnack inequality (3.2) below to verify the Novikov
condition for the Girsanov transform. To realize the idea, we first consider the case that
(3.1)
∫
Rd
eε|(σ
−1Z)(x)|2−V (x)dx <∞
holds for some ε > 0, then reduce back to the original condition (2.4).
Lemma 3.1. Assume that (3.1) holds for some constant ε > 0 and 1 ∈ H2,1σ (µ0) with
E0(1, 1) = 0, then all assertions in Theorem 2.1 hold.
Proof. Obviously, (3.1) implies that µ0(dx) := e
−V (x)dx is a finite measure. Since the co-
efficients in (2.2) is locally Lipschitz continuous, it is classical that the SDE has a unique
solution up to the explosion time. Since 1 ∈ H2,1σ (µ0) with E0(1, 1) = 0, as explained after
(2.2) that the solution to (2.2) is non-explosive and µ0 is P
0
t -invariant. Moreover, since the
drift in (2.3) is locally bounded, according to [44], this SDE has a unique solution for any
initial points. So, it remains to show that the solution is non-explosive, and the associated
Markov semigroup Pt is strong Feller with at most one invariant probability measure.
A crucial tool in the proof is the following local Harnack inequality. Consider Rd with
the C2-Riemannian metric
〈u, v〉σ := 〈σσ∗u, v〉, u, v ∈ Rd,
and let ∆σ,∇σ be the corresponding Laplace-Beltrami operator and the gradient operator.
Then L0 can be rewritten as
L0 = ∆σ +∇σV¯
for some V¯ ∈ C2(Rd). Since the intrinsic distance ρσ is locally equivalent to the Euclidean
distance, according to Theorem 7.1 below, for any p > 1 there exists positive Φp ∈ C(Rd)
such that
(3.2) (P 0t f)
p(x) ≤ (P 0t fp(y)) exp
[
Φp(x)
(
1 +
|x− y|2
1 ∧ t
)]
x, y ∈ Rd, |x− y| ≤ 1
Φp(x)
holds for all t > 0 and f ∈ B+b (Rd) := {f ∈ Bb(Rd) : f ≥ 0}.
(a) Non-explosion. It suffices to find out a constant t0 > 0 such that for any initial
points, the solution to (2.3) is non-explosive before time t0. To this end, we construct a weak
solution by using the reference SDE (2.2). We intend to find out t0 > 0 such that for any
initial point x, the solution to (2.2) for X0 = x is a weak solution to (2.3) for t ∈ [0, t0]. So,
by the weak uniqueness of (2.3), which follows from the strong uniqueness, we conclude that
the strong solution to (2.3) is non-explosive before t0. To this end, we verify the Novikov
condition
(3.3) E exp
[
1
4
∫ t0
0
|(σ−1Z)(Xs)|2ds
]
<∞, X0 = x ∈ Rd,
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so that Q := exp[ 1√
2
∫ t0
0
〈(σ−1Z)(Xs), dWs〉 − 14
∫ t0
0
|(σ−1Z)(Xs)|2]P is a probability measure.
In this case, by the Girsanov theorem,
W˜t := Wt − 1√
2
∫ t
0
(σ−1Z)(Xs) ds, t ∈ [0, t0]
is a Brownian motion under Q. Thus, rewriting (2.2) as
dXt = (Z + Z0)(Xt) +
√
2σ(Xt)dW˜t, t ∈ [0, t0],
we see that (Xt, W˜t)t∈[0,t0] is a weak solution to (2.3) under the probability measure Q.
To prove (3.3), we use the Harnack inequality (3.2) for p = d+ 1 to derive{
Eeλ(|(σ−1Z)(Xt)|2∧N)
}d+1
=
(
P 0t e
λ(|σ−1Z|2∧N)(x)
)d+1
≤ P 0t e(d+1)λ(|σ
−1Z|2∧N)(y)eΦd+1(x)(1+|x−y|
2/t), t ∈ (0, 1], N > 0, |y − x| ≤ 1
Φd+1(x)
.
Since µ0 is P
0
t -invariant, for Bx,t :=
{
y : |y − x| ≤ 1
Φd+1(x)
∧√t} this implies{
E exp
[
λ(|(σ−1Z)(Xt)|2 ∧N)
]}d+1
µ0(Bx,t)e
−2Φd+1(x)
≤
∫
Bx,t
(
P 0t e
λ(|σ−1Z|2∧N))d+1(x) exp [− Φd+1(x)(1 + |x− y|2
t
)]
µ0(dy)
≤
∫
Bx,t
P 0t e
(d+1)λ(|σ−1Z|2∧N)(y)µ0(dy) ≤ µ0(eε|σ−1Z|2) <∞, t ∈ (0, 1], λ ∈
(
0,
ε
d+ 1
]
.
Since µ0 has strictly positive and continuous density e
−V with respect to dx, there exists
G ∈ C(Rd → (0,∞)) such that µ0(Bx,t) ≥ G(x)t d2 for t ∈ (0, 1] and x ∈ Rd. By taking
λ = ε/(d+ 1) and letting N →∞ in the above display, we arrive at
Ee
ε
d+1
|(σ−1Z)(Xt)|2 ≤ H(x)√
t
<∞, t ∈ (0, 1], x ∈ Rd
for some positive H ∈ C(Rd). Therefore, by Jensen’s inequality, we have
E exp
[
γ
∫ r
0
|(σ−1Z)(Xs)|2ds
]
≤ 1
r
∫ r
0
Eeγr|(σ−1Z)(Xs)|2ds
≤ 1
r
∫ r
0
H(x)√
t
dt =
2H(x)√
r
<∞, x ∈ Rd, r ∈ (0, 1], γ ∈
(
0,
ε
(d+ 1)r
]
.
(3.4)
This implies (3.3) by taking γ = 1
4
and t0 = r = 1 ∧ 4εd+1 .
(b) Strong Feller of Pt and uniqueness of invariant probability measure. Ac-
cording to [7, Theorem 4.1], the Markov semigroup P 0t is strong Feller. For any x ∈ Rd, we
let Xxs solve (2.2) with initial point x and define
Rxr = exp
[
1√
2
∫ r
0
〈(σ−1Z)(Xxs ), dWs〉 −
1
4
∫ r
0
|(σ−1Z)(Xxs )|2ds
]
, r ∈ [0, t0].
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By (3.3) and the Girsanov theorem, we have
Ptf(x) = E
[
f(Xxt )R
x
t
]
, t ∈ [0, t0], f ∈ Bb(Rd), x ∈ Rd.
Then for any t > 0, x ∈ Rd and f ∈ Bb(Rd), the semigroup property of Ps and the strong
Feller property of P 0s imply
lim sup
y→x
|Ptf(y)− Ptf(x)| = lim sup
y→x
|Pr(Pt−rf)(y)− Pr(Pt−rf)(x)|
= lim sup
y→x
∣∣E[RyrPt−rf)(Xyr )−Rxr (Pt−rf)(Xxr )]∣∣
≤ lim sup
y→x
{∣∣P 0r (Pt−rf)(y)− P 0r (Pt−rf)(x)∣∣+ E(|Ryr − 1|+ |Rxr − 1|)}
≤ sup
y:|y−x|≤1
E
(|Ryr − 1|+ |Rxr − 1|), r ∈ (0, t).
Noting that E|Ryr − 1|2 = E(Ryr)2− 1 for small r > 0, then the strong Feller property follows
provided
(3.5) lim sup
r→0
sup
y:|y−x|≤1
E(Ryr)2 ≤ 1.
To prove this, we let Mr =
1√
2
∫ r
0
〈(σ−1Z)(Xxs ), dWs〉. Then for small r > 0
E(Ryr)2 = Ee2Mr−〈M〉r ≤
(
Ee4Mr−8〈M〉r
) 1
2
(
Ee6〈M〉r
) 1
2 =
(
Ee3
∫ r
0 |(σ−1Z)(Xxs )|2ds
) 1
2 .
So, applying (3.4) with γ = ε
(d+1)r
for small r > 0, and using Jensen’s inequality, we obtain
lim sup
r→0
sup
y:|y−x|≤1
{
E(Ryr)2
}2 ≤ lim sup
r→0
sup
y:|y−x|≤1
Ee3
∫ r
0 |(σ−1Z)(Xxs )|2ds
≤ lim sup
r→0
sup
y:|y−x|≤1
(
Eeγ
∫ r
0 |(σ−1Z)(Xxs )|2ds
) 3
γ ≤ lim sup
r→0
sup
y:|y−x|≤1
(2H(y)√
r
) 3(d+1)r
ε
= 1.
This implies (3.5).
Next, as already mentioned above, every invariant probability measure of Pt has strictly
positive density with respect to the Lebesgue measure, so that any two invariant probability
measures are equivalent each other. Therefore, the invariant probability measure has to be
unique, since it is well known that any two different extremal invariant probability measures
of a strong Feller Markov operator are singular each other.
(c) The assertion for POt . Due to the semigroup property ensured by the pathwise
uniqueness, it suffices to prove for small enough t > 0. Let T xO be the hitting time of X
x
t to
the boundary of O. By the Girsanov theorem we have
(3.6) POt f(x) = E
[
1{TxO>t}f(X
x
t )R
x
t
]
, f ∈ Bb(O), x ∈ O.
Let PO,0t f(x) = E
[
1{TxO>t}f(X
x
t )
]
be the Dirichlet semigroup associated to (2.3). Since σ is
invertible, by the C2-regularity of σ and V we see that PO,0t is strong Feller having strictly
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positive density with respect to the Lebesgue measure (see [4] for gradient estimates and
log-Harnack inequalities of PO,0t ). Then the strong Feller property can be proved as in (b)
using PO,0t in place of P
0
t .
Next, by (3.4) we have E{(Rxt )−1} <∞ for small t > 0. Then for any measurable set A
such that POt 1A(x) = 0, (3.6) implies
{PO,0t 1A(x)}2 =
{
E
[
1{TxO>t}1A(X
x
t )
]}2 ≤ {POt 1A(x)}E{(Rxt )−1} = 0.
Thus, the measure PO,0t 1dz(x) is absolutely continuous to the measure P
O
t 1dz(x). Since P
O,0
t
has a strictly positive density, so does POt .
Proof of Theorem 2.1. Since |σ∗∇ρσ(0, ·)| = 1, for any δ > 0 the function ρσ(0, ·) can be
uniformly approximated by smooth ones fn with |σ∗∇fn| ≤ 1 + δ. In particular, we may
take ρ˜ ∈ C2(Rd) such that |ρσ(0, ·) − ρ˜| ≤ 1 and |σ∗∇ρ˜|2 ≤ 2, so that (2.4) holds for some
ε ∈ (0, 1) if and only if
(3.7)
∫
Rd
(
|σ∗∇ψ(x)|2 + eε|(σ−1Z)(x)|2
)
e−V (x)−ε
−1ρ˜(x)2dx <∞
holds for some ε ∈ (0, 1).
To apply Lemma 3.1, we take
µ¯0(dx) :=
e−V (x)−2ε
−1ρ˜(x)2dx∫
Rd e
−V (x)−2ε−1ρ˜(x)2dx
,
which is a probability measure by (3.7). Let
Z¯0(x) = Z0(x)− 2ε−1a(x)∇ρ˜(x)2, Z¯(x) = Z(x) + 2ε−1a(x)∇ρ˜(x)2.
By (3.7) we have µ¯0(|σ∗∇ψ|2) <∞, so that fn := (n− ψ)+ ∧ 1→ 1 in L2(µ¯0) and
lim
n→∞
µ¯0(|σ∗∇fn|2) = lim
n→∞
∫
1+n≥ψ≥n
|σ∗∇ψ|2dµ¯0 = 0.
Thus, 1 ∈ H2,1σ (µ¯0) and E¯0(1, 1) = 0. Then by Lemma 3.1 for (Z¯0, Z¯, µ¯0) in place of (Z0, Z, µ0),
and due to (3.7), it remains to prove µ¯0(e
ε′|σ−1Z¯|2) <∞ for some ε′ > 0. Since |σ∗∇ρ˜|2 ≤ 2,
we have
|σ−1Z¯|2(x) ≤ 2|σ−1Z|2(x) + 8ε−2|(σ∗∇ρ˜(x)2|2(x) ≤ 2|σ−1Z|2(x) + 64ε−2ρ˜(x)2.
By (2.4), for ε′ ∈ (0, ε
64
] we have
µ¯0(e
ε′|σ−1Z¯|2) ≤ 1∫
Rd e
−V (x)−2ε−1ρ˜(x)2dx
∫
Rd
e2ε
′|σ−1Z|2(x)+64ε′ε−2ρ˜(x)2−V (x)−2ε−1ρ˜(x)2dx
≤ 1∫
Rd e
−V (x)−2ε−1ρ˜(x)2dx
∫
Rd
eε|σ
−1Z|2(x)−V (x)−ε−1ρ˜(x)2dx <∞.
Therefore, the proof is finished.
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Proof of Corollary 2.2. Let n ≥ 1 such that Bn := {| · | ≤ n} ⊃ D. It suffices to show that
for any l ≥ n+ 1 and any x ∈ Sl := {| · | = l}, the solution X¯xt to (2.3) is non-explosive. Let
ζx = lim
m→∞
inf{t ≥ 0 : |X¯xt | ≥ m}, σxn = inf{t ≥ 0 : |X¯t| ≤ n}, m > l ≥ n+ 1, x ∈ Sl.
Let X˜xt solve the SDE (2.3) for Z1Bcn in place of Z. Due to (2.5), Theorem 2.1 applies to
X˜t. In particular, X˜
x
t is non-explosive, i.e.
(3.8) ζ˜x := lim
m→∞
inf{t ≥ 0 : |X˜xt | ≥ m} =∞,
where and in the following, inf ∅ := ∞. Moreover, since |Z| ∈ Lploc(dx) for some p > d, [45,
Theorem 1.1] implies the pathwise uniqueness of the SDE (2.3). So,
X˜xt = X¯
x
t , t ≤ σxn.
Then
(3.9) σxn = σ˜
x
n := inf{t ≥ 0 : |X˜xt | ≤ n}
and
(3.10) ζx = ζ˜x if ζx ≤ σxn.
Obviously, for
θxn := inf{t ≥ σxn : |Xxt | ≥ l}
we have
(3.11) {σxn < ζx} = {θxn < ζx}.
By (3.8), (3.11) and the strong Markov property ensured by the uniqueness (see [24, Theorem
5.1]), we have
P(ζx ≤ T ) = P(ζx ≤ T, σxn ≥ ζx) + P(ζx ≤ T, σxn < ζx)
≤ P(ζ˜x ≤ T ) + P(θxn < ζx ≤ T ) = E
[
1{θxn≤T}P(θ
x
n < ζ
x ≤ T |Fθxn)
]
= E
[
1{θxn≤T}{P(ζz ≤ T − s)|s=θxn,z=Xxθxn}
]
≤ P(θxn ≤ T ) sup
z∈Sl
P(ζz ≤ T ) ≤ P(σxn ≤ T ) sup
z∈Sl
P(ζz ≤ T ), T > 0, x ∈ Sl.
Combining this with (3.9) we obtain
(3.12) sup
x∈Sl
P(ζx ≤ T ) ≤
{
sup
x∈Sl
P(σ˜xn ≤ T )
}
sup
x∈Sl
P(ζx ≤ T ), T > 0.
Let P˜Ot be the Dirichlet semigroup of X˜
·
t for O = B
c
n. By applying Theorem 2.1 for Z1Bcn in
place of Z, we obtain
P(σ˜xn ≤ T ) = 1− P(σ˜xn > T ) = 1− P˜OT 1(x) < 1
and that P(σ˜xn ≤ T ) is continuous in x ∈ O. So,
εT := sup
x∈Sl
P(σxn ≤ T ) < 1.
This together with (3.12) implies P(ζx ≤ T ) = 0 for any T > 0 and x ∈ Sl. Since l ≥ n + 1
is arbitrary and the solution is continuous, we have P(ζx =∞) = 1 for all x ∈ Rd.
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4 Proofs of Theorem 2.3 and Theorem 2.4
Since the uniqueness of invariant probability measure is ensured by the irreducibility and the
strong Feller property, we only prove the existence and regularity estimates on the density.
The new technique in the proof of the existence is to reduce the usual tightness condition
to the boundedness of a Feyman-Kac semigroup, which follows from the hypercontractivity
of P 0t under the given integrability condition. Moreover, to estimate the derivative of the
density, the formula (4.3) below will play a crucial role.
Lemma 4.1. Let V ∈ W 1,1loc (dx) and σ ∈ W 1,1loc (Rd → Rd ⊗ Rd; dx) such that µ0(dx) =
e−V (x)dx is a probability measure satisfying (2.6) and the Poincare´ inequality
(4.1) µ0(f
2) ≤ Cµ0(|σ∗∇f |2) + µ0(f)2, f ∈ C∞0 (Rd)
for some constant C > 0. Let L0 be in (2.1) and let L := L0 + Z · ∇ for some measurable
Z : Rd → Rd. If Z has compact support and |Z|+|∇σ| ∈ Lp(dx) for some p ∈ [2,∞)∩(d,∞),
then any invariant probability measure µ of L is absolutely continuous with respect to µ0 with
density ρ := dµ
dµ0
∈ H2,1σ (µ0) satisfying
(4.2) µ0(ρ
2 + |σ∗∇ρ|2) ≤ (C + 1)µ0(ρ2|σ∗Z|2) <∞.
Moreover,
(4.3)
∫
Rd
〈σ∗∇f, σ∗∇ρ〉dµ0 =
∫
Rd
〈Z,∇f〉 dµ, f ∈ H2,1σ (µ0).
Proof. Let µ be an invariant probability measure of L. Since |Z| + |∇σ| is in Lploc(dx) for
some p ∈ [2,∞) ∩ (d,∞), by the local boundedness of Z0 so is |Z + Z0|. Then according
to [8, Corollary 1.2.8], for any invariant probability measure µ of L, µ(dx) = ρˆ(x)dx holds
for some ρˆ ∈ W p,1loc (dx). Since µ0(dx) = e−V (x)dx and V ∈ C1(Rd), this implies µ = ρµ0 for
some ρ ∈ W 2,1loc (dx). In particular, we may take a continuous version ρ which is thus locally
bounded. By the integration by parts formula,∫
Rd
〈σ∗∇ρ, σ∗∇f〉dµ0 = −
∫
Rd
ρL0fdµ0
= −
∫
Rd
Lfdµ+
∫
Rd
〈Z,∇f〉 dµ =
∫
Rd
〈σ−1Z, σ∗∇f〉ρ dµ0, f ∈ C∞0 (Rd).
(4.4)
Since Z has compact support with |Z| ∈ L2(dx), and ρ + ‖σ−1‖ is locally bounded, (4.4)
implies ∣∣∣∣ ∫
Rd
〈σ∗∇ρ, σ∗∇f〉dµ0
∣∣∣∣ ≤ µ0(ρ2|σ−1Z|2) 12µ0(|σ∗∇f |2) 12 <∞, f ∈ C∞0 (Rd).
Hence, µ0(|σ∗∇ρ|2) ≤ µ0(ρ2|σ−1Z|2) < ∞. This and (2.6) imply ρ ∧ N ∈ H2,1σ (µ0) for any
N ∈ (0,∞). By the Poincare´ inequality (4.1) we obtain
µ0((ρ ∧N)2) ≤ Cµ0(|σ∗∇(ρ ∧N)|2) + µ0(ρ)2 ≤ Cµ0(|σ∗∇ρ|2) + 1 <∞, N ∈ (0,∞).
By letting N →∞ we prove ρ ∈ H2,1σ (µ0) and (4.2), so that (4.3) follows from (4.4).
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Below we will often use the following version of Young’s inequality on a probability space
(E,B, ν) (see [3, Lemma 2.4]):
(4.5) ν(fg) ≤ log ν(ef ) + ν(g log g), f, g ≥ 0, ν(g) = 1.
The next lemma ensures the existence of invariant probability measure of Pt for bounded
σ−1Z.
Lemma 4.2. Assume (H1). If σ−1Z is bounded then the Markov semigroup Pt associated
to the SDE (2.3) has a unique invariant probability measure.
Proof. According to (b) in the proof of Lemma 3.1, Pt has at most one invariant probability
measure. So, it suffices to prove the existence. Letting µ0Pt be the distribution at time
t of the solution to (2.3) with initial distribution µ0, we intend to show that the sequence
{ 1
n
∫ n
0
µ0Ptdt}n≥1 is tight, so that the weak limit of a weakly convergent subsequence provides
an invariant probability measure of Pt. To this end, it suffices to find out a positive compact
function F on Rd such that
(4.6)
1
n
∫ n
0
µ0(PtF ) dt ≤ C, n ≥ 1
holds for some constant C > 0.
According to Gross [21], (H1) implies the hyperboundedness of P 0t . Precisely, by [21,
Theorem 1] (see for instance also [35, Theorem 5.1.4]), we have
(4.7) ‖P 0t ‖Lq(µ0)→Lq(t)(µ0) ≤ exp
[
β
(1
q
− 1
q(t)
)]
, t > 0, q > 1, q(t) := 1 + (q − 1)e 4tκ .
Since µ0 is a probability measure, there exists a compact function W ≥ 1 such that µ0(W ) <
∞. Letting F = √logW which is again a compact function, we have µ0(eV 2) <∞. We now
prove (4.6) for this function F . To this end, we consider the Feyman-Kac semigroup
P Ft f(x) := E
[
f(Xxt )e
∫ t
0 F (X
x
s )ds
]
, t ≥ 0, x ∈ Rd.
Since µ0(e
F 2) < ∞, P Ft is a bounded linear operator from Lp(µ0) to L1(µ0) for every t ≥ 0
and p > 1. We first observe that P Ft is bounded on L
p(µ0) for any t ≥ 0 and p > 1. Let
q =
√
p. For any non-negative f ∈ Lp(µ0), by Schwarz’s and Jensen’s inequalities, and that
µ0 is P
0
t -invariant, we have
20
µ0
(|P Ft f |p) = ∫
Rd
(
E
[
f(Xxt )e
∫ t
0 F (X
x
s )ds
])p
µ0(dx)
≤
∫
Rd
({
Ef q(Xxt )
}{
Ee
q
q−1
∫ t
0 F (X
x
s )ds
}q−1)q
µ0(dx)
=
∫
Rd
(P 0t f
q)q
{
1
t
∫ t
0
P 0s e
qt
q−1Fds
}q(q−1)
dµ0
≤ {µ0((P 0t f q)q(t))} qq(t){∫
Rd
(
1
t
∫ t
0
P 0s e
qt
q−1Fds
) q(t)q(q−1)
q(t)−q
dµ0
} q(t)−q
q(t)
≤ ‖P 0t ‖qLq(µ0)→Lq(t)(µ0)µ0
({f q}q)max{(µ0(e q2q(t)tq(t)−q F)) q(t)−qq(t) , (µ0(e qtq−1F))q(q−1)}
= ‖P 0t ‖qLq(µ0)→Lq(t)(µ0) max
{(
µ0
(
e
q2q(t)t
q(t)−q F
)) q(t)−q
q(t)
,
(
µ0
(
e
qt
q−1F
))q(q−1)}
µ0(f
p), t ≥ 0.
By µ0(e
F 2) < ∞ and (4.7), this implies ‖P Ft ‖Lp(µ0) < ∞ for any t > 0, and moreover,
lim supt↓0 ‖P Ft ‖Lp(µ0) ≤ 1. Since F ≥ 0 implies P Ft 1 ≥ 1, we have limt↓0 ‖P Ft ‖Lp(µ0) = 1. In
particular, by taking p = 2 and using the semigroup property, we obtain
(4.8) Ee
∫ n
0 F (X
µ0
t ) = µ0(P
F
n 1) ≤ ‖P Fn ‖L2(µ0) ≤ ‖P F1 ‖nL2(µ0) =: cn0 <∞, n ≥ 1,
where Xµ0t is the solution to (2.2) with initial distribution µ0. Now, define
Rn = exp
[
1√
2
∫ n
0
〈(σ−1Z)(Xµ0s ), dWs〉 −
1
4
∫ n
0
|(σ−1Z)(Xµ0s )|2ds
]
, n ≥ 0.
Since σ−1Z is bounded, by Girsanov’s theorem we have
µ0(PtF ) = E
{
F (Xµ0t )Rn
}
, t ∈ [0, n].
Then (4.5) and (4.8) imply
1
n
∫ n
0
µ0(PtF )dt =
1
n
∫ n
0
E
{
F (Xµ0t )Rn
}
dt
≤ 1
n
logEe
∫ n
0 F (X
µ0
t )dt +
1
n
E
{
Rn logRn} ≤ c0 + 1
n
E
{
Rn logRn}.
(4.9)
Since by Girsanov’s theorem
W˜t := Wt − 1√
2
∫ t
0
(σ−1Z)(Xµ0s )ds, t ∈ [0, n]
is a d-dimensional Brownian motion under the probability Qn := RnP, we have
E
{
Rn logRn} = EQn logRn
= EQn
(
1√
2
∫ n
0
〈(σ−1Z)(Xµ0s ), dW˜s〉+
1
4
∫ n
0
|(σ−1Z)(Xµ0s )|2ds
)
≤ n‖σ
−1Z‖2∞
4
.
Combining this with (4.9), we prove (4.6), and hence finish the proof.
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Proof of Theorem 2.3(1). By Lemma 3.1, (H1) implies that (2.3) has a unique non-explosive
solution and the associated Markov semigroup Pt is strong Feller with at most one invariant
probability measure. To apply Lemma 4.1, we first consider bounded Z with compact
support, then pass to the general situation by using an approximation argument.
(a) Let Z be bounded with compact support. By Lemma 4.2, Pt has a unique invariant
probability measure µ. In particular, L∗µ = 0, so that by Lemma 4.1(1) we have µ = ρµ0
for some ρ ∈ H2,1σ (µ0) such that (4.3) holds.
Since ρ ∈ H2,1σ (µ0), f := log(ρ + δ) ∈ H2,1σ (µ0) for all δ > 0. Taking this f in (4.3) we
obtain∫
Rd
|σ∗∇ρ|2
ρ+ δ
dµ0 ≤
∫
Rd
{|σ−1Z| · |σ∗∇ log(ρ+ δ)|} dµ
=
∫
Rd
{|σ−1Z| · |σ∗∇ log(ρ+ δ)|}ρ dµ0 ≤
(∫
Rd
ρ|σ−1Z|2dµ0
) 1
2
(∫
Rd
ρ|σ∗∇ρ|2
(ρ+ δ)2
dµ0
) 1
2
≤
(∫
Rd
ρ|σ−1Z|2dµ0
) 1
2
(∫
Rd
|σ∗∇ρ|2
ρ+ δ
dµ0
) 1
2
, δ > 0.
Since µ0(
|σ∗∇ρ|2
ρ+δ
) <∞ due to ρ ∈ H2,1σ (µ0), this implies∫
Rd
|σ∗∇ρ|2
ρ+ δ
dµ0 ≤
∫
Rd
ρ|σ−1Z|2dµ0, δ > 0.
By letting δ → 0 we obtain
(4.10)
∫
Rd
∣∣σ∗∇√ρ∣∣2dµ0 ≤ 1
4
∫
Rd
ρ|σ−1Z|2dµ0 <∞
since σ−1Z is bounded and µ0(ρ) = 1. So,
√
ρ ∈ H2,1σ (µ0) by (2.6), and the log-Sobolev
inequality (2.7) implies
(4.11) µ(ρ log ρ) ≤ κ
∫
Rd
∣∣σ∗∇√ρ∣∣2dµ0 + β.
Combining this with (4.10) and the Young inequality (4.5), we obtain
µ0(|σ∗∇√ρ|2) ≤ 1
4λ
log µ0(e
λ|σ−1Z|2) +
1
4λ
µ0(ρ log ρ)
≤ 1
4λ
log µ0(e
λ|σ−1Z|2) +
κ
4λ
µ0(|σ∗∇√ρ
∣∣2) + β
4λ
.
This and (4.10) imply (2.9).
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Similarly, ρ ∈ H2,1σ (µ0) implies f = (ρ + δ)−1 ∈ H2,1σ (µ0) for δ > 0, so that by (4.3) we
have ∫
Rd
|σ∗∇ρ|2
(ρ+ δ)2
dµ0 ≤
∫
Rd
{
ρ|σ−1Z| · |σ∗∇(ρ+ δ)−1|}dµ0
≤
(∫
Rd
(ρ|σ−1Z|)2
(ρ+ δ)2
dµ0
) 1
2
(∫
Rd
|σ∗∇ρ|2
(ρ+ δ)2
dµ0
) 1
2
≤
√
µ0(|σ−1Z|2)
(∫
Rd
|σ∗∇ρ|2
(ρ+ δ)2
dµ0
) 1
2
, δ > 0.
Therefore, (2.10) holds.
Finally, by [9] the density function ρ is strictly positive, so that by (2.10) and H2,1σ (µ0) =
W 2,1σ (µ0) we have log ρ ∈ H2,1σ (µ0) if log ρ ∈ L2(µ0). To prove µ0(| log ρ|2) < ∞, we use the
Poincare´ inequality. As explained above that the defective log-Sobolev inequality implies
that the spectrum of L0 is discrete, by the irreducibility of the Dirichlet form we see that L0
has a spectral gap, equivalently, the Poincare´ inequality
µ0(f
2) ≤ Cµ0(|σ∗∇f |2) + µ(f)2, f ∈ H2,1σ (µ0)
holds for some constant C > 0. Since ρ is strictly positive, we take ε ∈ (0, 1) such that
µ0(ρ ≤ ε) ≤ 14 . By (2.10) and µ0(ρ) = 1, for any δ > 0 we have log(ρ + δ) ∈ H2,1σ (µ0).
Moreover, by the Poincare´ inequality, (2.10) and | log(ρ + δ)| ≤ ρ + δ + log ε−1 for ρ ≥ ε,
there exist constants C1, C2 > 0 such that
µ0(| log(ρ+ δ)|2) ≤ Cµ0(|σ∗∇ log(ρ+ δ)|2) + µ0(log(ρ+ δ))2
≤ C1 + 2µ0(log(ρ+ δ)1{ρ≤ε})2 + 2µ0(log(ρ+ δ)1{ρ>ε})2
≤ C1 + 2µ0(| log(ρ+ δ)|2)µ0(ρ ≤ ε) + 2µ0(ρ+ δ + log ε−1)2
≤ 1
2
µ0(| log(ρ+ δ)|2) + C2, δ ∈ (0, 1).
Since µ(| log(ρ+ δ)|2) <∞, this implies
µ(| log ρ|2) = lim
δ↓0
µ(| log(ρ+ δ)|2) ≤ 2C2 <∞.
(b) In general, for any n ≥ 1 let
Zn(x) = 1{|x|+|Z(x)|≤n}Z(x), Ln = L0 + Zn · ∇.
By (a) and |σ−1Zn| ≤ |σ−1Z|, Ln has an invariant probability measure dµn = ρndµ0 such
that
µ0
(|σ∗∇√ρn|2) ≤ 1
4λ− κ
{
log µ0(e
λ|σ−1Z|2) + β
}
<∞,
µ0(|σ∗∇ log ρn|2) ≤ µ0(|σ−1Z|2) <∞.
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Then the family {√ρn}n≥1 is bounded in H2,1σ (µ0). Moreover, the defective log-Sobolev in-
equality (2.7) implies the existence of a super Poincare´ inequality, and hence the essential
spectrum of L0 is empty, see [33, Theorem 2.1 and Corollary 3.3]. So, H
2,1
σ (µ0) is compactly
embedded into L2(µ0), i.e. a bounded set in H
2,1
σ (µ0) is relatively compact in L
2(µ0). There-
fore, for some subsequence nk →∞ we have √ρnk →
√
ρ in L2(µ0) for some nonnegative ρ
which satisfies (2.9) and (2.10). In particular, ρnk → ρ in L1(µ0) so that µ := ρµ0 is a proba-
bility measure. Moreover, by using the Poincare´ inequality as in (a), we prove log ρ ∈ L2(µ0)
so that log ρ ∈ H2,1σ (µ0). It remains to show that L∗µ = 0.
Since (Lnk)
∗µnk = 0, for any f ∈ C∞0 (Rd), there exists a constant C > 0 and a compact
set D such that ∣∣∣∣ ∫
Rd
Lfdµ
∣∣∣∣ = ∣∣∣∣ ∫
Rd
(
ρLf − ρnkLnkf
)
dµ0
∣∣∣∣
≤ C
∫
D
{
|Z − Znk |ρ+ (1 + |Z|)|ρnk − ρ|
}
dµ0.
(4.12)
Since µ0(e
λ|σ−1Z|2) < ∞, we have |Zn| ≤ |Z| ∈ Lqloc(dx) for any q > 1. Then µ0(1D|Z −
Zn|q) → 0 as n → ∞ holds for any q > 1. Moreover, the local Harnack inequality (see
[8, Corollary 1.2.11]) implies that {ρnk , ρ}k≥0 is uniformly bounded on the compact set D.
Combining these with µ0(|ρnk − ρ|) → 0, we may use the dominated convergence theorem
to prove µ(Lf) = 0 by taking k → ∞ in (4.12). Therefore, L∗µ = 0. Then the proof is
complete.
Proof of Theorem 2.3(2). By Theorem 2.1, the SDE (2.3) has a unique solution and the
associated semigroup Pt is strong Feller having at most one invariant probability measure.
So, it suffices to prove that the above constructed probability measure µ is the unique
invariant probability measure of L and Pt. This can be done according to [29] and [8] as
follows.
Let b0 = Z0+a∇ log ρ and b = Z+Z0. Then L = tr(a∇2)+b·∇, and Lˆ0 := tr(a∇2)+b0 ·∇
is symmetric in L2(µ). Obviously, (H1) and (2.8) imply that conditions (1.1′)-(1.3′) and
(1.4) in [29] hold for U = Rd; that is, aij ∈ W 2,1loc (dx), a is locally uniformly positive definite,
and b ∈ L2loc(dx). Moreover, by the Young inequality (4.5), (2.9), (2.8), (2.11) and (4.11),
for small enough r > 0 we have
µ(‖a‖+ |b− b0|) ≤ µ0(ρ|Z|+ ‖σ‖ · |σ∗∇ρ|+ ρ‖σ‖2)
≤ 1
2
µ0(ρ(|σ−1Z|2 + 3‖σ‖2)) + µ0(‖σ‖ · |σ∗∇ρ|)
≤ 1
2r
µ0(ρ log ρ) +
1
2r
log µ0(e
r(|σ−1Z|2+3‖σ‖2)) + 2
√
µ0(ρ‖σ‖2)µ0(|σ∗∇√ρ|2)
≤ 1
2r
µ0(ρ log ρ) +
1
2r
log µ0(e
r(|σ−1Z|2+3‖σ‖2))
+ 2
√
{ε−1µ0(ρ log ρ) + ε−1 log µ0(eε‖σ‖2)}µ0(|σ∗∇√ρ|2) <∞.
Therefore, by [29, Theorem 1.5, Proposition 1.9 and Proposition 1.10(a)], (L,C∞0 (Rd)) has a
unique closed extension in L1(µ) which generates a Markov C0-semigroup T
µ
t in L
1(µ) such
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that µ is an invariant probability measure. Then, according to [8, Corollary 1.7.3], µ is the
unique invariant probability measure of L.
On the other hand, according to [29, Theorem 3.5], there is a standard Markov process
{P¯x}x∈Rd∪{∂} which is continuous and non-explosive for µ-a.e. x, such that the associated
semigroup P¯t satisfies ∫ ∞
0
e−λtP¯tfdt =
∫ t
0
e−λtT µt fdt, µ-a.e.
holds for any f ∈ Bb(Rd) and λ > 0. So, for any f ∈ Bb(Rd), P¯tf = T µt f holds dt × µ-a.e.
By the continuity of the process and the strong continuity of T µt in L
1(µ), P¯tf = T
µ
t f µ-a.e.
for any t ≥ 0 and f ∈ Cb(Rd), and hence also for f ∈ L1(µ) since Cb(Rd) is dense in L1(µ).
That is, P¯t is a µ-version of T
µ
t . In particular, µ is P¯t-invariant and the probability measure
P¯µ :=
∫
Rd
Pxµ(dx) on Ω¯ := C([0,∞)→ Rd)
solves the martingale problem of (L,C∞0 (Rd)), so that under this probability space the
coordinate process X¯t(ω¯) := ω¯t for t ≥ 0 and ω¯ ∈ Ω¯ is a weak solution to (2.3) with initial
distribution µ (c.f. [24, Proposition 2.1] or [30, §5.0]). By the uniqueness of solutions, this
implies µ(Ptf) = µ(P¯tf) for t ≥ 0 and f ∈ Bb(Rd). Therefore, µ is an invariant probability
measure of Pt.
Proof of Theorem 2.4. Obviously, the proof of Theorem 2.3(2) also works if we replace (H1)
by (H1′). So, we only need to prove assertion (1). Next, by repeating (b) in the proof of
Theorem 2.3(1), we may and do assume that Z is bounded having compact support, and
only prove that L has an invariant probability measure dµ = ρdµ0 with ρ satisfying the
required estimates (2.13) and (2.14). Here, the only thing we need to clarify is that in the
right hand side of (4.12) the term (1 + |Z|) should be replaced by (1 + |Z| + |∇σ|) since
∇σ is no longer locally bounded. This does not make any trouble since |∇σ| ∈ L2loc(dx) by
(H1′), and (ρnk − ρ)1D is uniformly bounded according to [8, Corollarty 1.2.11].
Now, we assume that Z is bounded with compact support. Let V˜ ∈ C∞(Rd) with
‖V˜ −V ‖∞ ≤ 1, and let P˜t be the Markov semigroup generated by ∆−∇V˜ . Then H2,1(µ0) =
H2,1(e−V˜ (x)dx), so that (H1′) together with the smoothness and positivity-preserving of P˜t
implies
a˜n := P˜ 1
n
a ∈ C2(Rd → Rd ⊗ Rd), a˜n ≥ αI,
and (a˜n)ij → aij in H2,1(µ0) ∩ L2p(µ0), 1 ≤ i, j ≤ d.
(4.13)
Let L˜n be defined as L for a˜n in place of a; that is,
L˜n = tr(a˜n∇2) +
d∑
i,j=1
{
Zi + ∂j(a˜n)ij − (a˜n)ij∂jV
}
ei.
By Lemmas 4.1 and 4.2, L˜n has an invariant probability measure µ˜n(dx) := ρ˜n(dx)µ0(dx)
with ρ˜n ∈ H2,1(µ0) such that
µ0(ρ˜
2
n + |∇ρ˜n|2) ≤ Cµ0(ρ˜2n|Z|2) <∞.
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According to [8, Corollarty 1.2.11], {ρ˜n}n≥1 is uniformly bounded on the compact set D :=
suppZ, so this implies that {ρ˜n}n≥1 is bounded in H2,1(µ0), and hence ρ˜nk → ρ in L2(µ0)
for some subsequence nk → ∞ and some ρ ∈ H2,1(µ0). In particular, µ(dx) := ρ(x)dx is a
probability measure. We intend to prove L∗µ = 0.
For any f ∈ C∞0 (Rd) there exists a constant C(f) > 0 such that
|L˜nf − Lf | ≤ C(f)
(‖∇a˜n −∇a‖+ |∇V | · ‖a˜n − a‖),
|L˜nf | ≤ C(f)(‖∇a˜n‖+ ‖a‖ · |∇V |).
By (4.13), |∇V | ∈ L 2pp−1 (µ0) included in (H1′), ρ˜nk → ρ in L2(µ0), and L˜∗nµ˜n = 0, we are
able to use the dominated convergence theorem to derive
|µ(Lf)| = lim
k→∞
|µ(Lf)− µ˜nk(L˜nkf)| ≤ lim sup
k→∞
µ0(|Lf − L˜nkf |ρ+ |L˜nkf | · |ρ˜nk − ρ|) = 0.
So, L∗µ = 0.
Since (5.3) and a˜n ≥ αI imply (2.7) for
(√
a˜n,
κ′
α
)
in place of (σ, κ), by Theorem 2.3 we
have
αµ0
(
|∇√ρ˜nk |2) ≤ µ0(∣∣∣√a˜nk∇√ρ˜nk∣∣∣2)
≤ 1
4αλ− κ′
α
{
log µ0
(
eαλ|(a˜nk )
−1/2Z|2)+ β} ≤ α
4α2λ− κ′
{
log µ0
(
eλ|Z|
2)
+ β
}
,
αµ0(|∇ log ρ˜nk |2) ≤ µ0
(∣∣(a˜nk)−1/2∇ log ρ˜nk∣∣2) ≤ 1αµ0(|Z|2).
By using ρnk + δ to replace ρnk , and letting first k → ∞ then δ ↓ 0, we prove (2.13) and
(2.14) from these two inequalities respectively.
5 Proofs of Theorem 2.5 and Theorem 2.6
The following Sobolev embedding theorem is crucial in the proof. This result can be deduced
from existing ones, for instance, [26, Corollary 1.4] in the framework of generalized Mehler
semigroup. We include below a brief proof by using the dimension-free Harnack inequality
for the O-U semigroup.
Lemma 5.1. Let (2.15) hold. Then H2,1(µ0) is compactly embedded into L
2(µ0); i.e. bounded
sets in H2,1(µ0) are relatively compact in L
2(µ0).
Proof. Consider the linear SPDE
(5.1) dXt = −AXtdt+
√
2 dWt,
By (2.15), for any initial point x this equation has a unique mild solution
Xxt = e
−Atx+
√
2
∫ t
0
e−A(t−s)dWs, t ≥ 0,
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and the associated Markov semigroup
P 0t f(x) := Ef(Xxt ), t ≥ 0, f ∈ Bb(H), x ∈ H
is symmetric in L2(µ0) with Dirichlet form
E0(f, g) := µ0(〈∇f,∇g〉), f, g ∈ H2,1(µ0),
see for instance [17]. So, by the spectral theory, H2,1(µ0) is compactly embedded into L
2(µ0)
if and only if P 0t is compact for some (equivalently, all) t > 0, both are equivalent to the
absence of the essential spectrum of the generator. By [38, Theorem 3.2.1] with b = 0 and
σ =
√
2 so that K = 0 and λ = 1
2
, P 0t satisfies the Harnack inequality
(5.2) (P 0t f(x))
2 ≤ (P 0t f(y))2e2|x−y|
2/t, t > 0, x, y ∈ H, f ∈ Bb(H),
which implies that P 0t has a density with respect to the invariant probability measure µ0
(see [38, Theorem 1.4.1]). Next, it is well known that the Gaussian measure µ0 satisfies the
log-Sobolev inequality (see for instance [21])
(5.3) µ0(f
2 log f 2) ≤ 2
λ1
µ0(|∇f |2), f ∈ H2,1(µ0), µ0(f 2) = 1.
This, together with the existence of density of P 0t with respect to µ0 for any t > 0, implies
that P 0t is compact in L
2(µ0) for all t > 0, see [20, Theorem 1.2], [34, Theorems 1.1 and 3.1]
or [37, Theorem 1.6.1].
Proof of Theorem 2.5(1). For any n ≥ 1, let H〈n〉 = {x ∈ H : 〈x, ei〉 = 0, 1 ≤ i ≤ n}
be the orthogonal complement of Hn := span{e1, · · · , en}. Let pin : H → Hn and pi〈n〉 :
H→ H〈n〉 be orthogonal projections. For convenience, besides the orthogonal decomposition
H = Hn⊕H〈n〉 we may regard H as the product space H = Hn×H〈n〉, so that µ0 = µ(n)0 ×µ〈n〉0
for µ
(n)
0 = µ0 ◦ pi−1n and µ〈n〉0 = µ0 ◦ pi−1〈n〉 being the marginal distributions of µ0 on Hn and
H〈n〉 respectively. Let
(5.4) an(x) = pina(x), Zn(x) = pin
∫
H〈n〉
Z(x, y)µ
〈n〉
0 (dy), x ∈ Hn.
By (H2) we have
(5.5) 〈anv, v〉 ≥ α|v|2, v ∈ Hn,
and due to Jensen’s inequality,
(5.6) µ
(n)
0 (e
λ|Zn|2) ≤
∫
Hn
e
λ
∫
H〈n〉
|Z(x,y)|2µ〈n〉0 (dy)µ(n)0 (dx) ≤
∫
H
eλ|Z|
2
dµ0 <∞, n ≥ 1.
Let Vn(x) =
1
2
∑n
i=1 λix
2
i and L
(n) = L
(n)
0 + Zn · ∇ on Hn, where
L
(n)
0 =
n∑
i,j=1
(
aij∂i∂j +
{
∂jaij − aij∂jVn
}
∂i
)
.
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Noting that (5.3) and (H2) imply
(5.7) µ0(f
2 log f 2) ≤ 2
λ1α
µ0(〈a∇f,∇f〉), f ∈ H2,1(µ0), µ0(f 2) = 1,
and that (5.5) implies α|a−1/2n Zn|2 ≤ |Zn|2, we may apply Theorem 2.3(1) to Ln on Rn ≡ Hn
for κ = 2
λ1α
, β = 0 and λα in place of λ, to conclude that L(n) has an invariant probability
measure µn with density function ρn :=
dµ(n)
dµ
(n)
0
satisfying
√
ρ
n
∈ H2,1(µ(n)0 ) and
µ
(n)
0
(∣∣∇√ρn∣∣2) ≤ 1αµ(n)0 (|√an∇√ρn|2) ≤ λ14α2λ1λ− 2 log µ(n)0 (eλα|a−1/2n Zn|2)
≤ λ1
4α2λ1λ− 2 log µ
(n)
0 (e
λ|Zn|2) ≤ λ1
4α2λ1λ− 2 log µ0(e
λ|Z|2) <∞, n ≥ 1,
(5.8)
where the last step is due to Jensen’s inequality and the definitions of Zn and µ
(n)
0 . Moreover,
µ
(n)
0 (|∇ log ρn|2) ≤
1
α
µ
(n)
0 (|
√
an∇ log ρn|2)
≤ µ
(n)
0 (|a−1/2n Zn|2)
α
≤ µ
(n)
0 (|Zn|2)
α2
≤ µ0(|Z|
2)
α2
<∞, n ≥ 1.
(5.9)
Letting ρ¯n = ρn ◦ pin, (5.8) implies that {√ρ¯n}n≥1 is bounded in H2,1(µ0). By Lemma 5.1,
there exists a subsequence nk →∞ and some positive ρ ∈ L1(µ0) with √ρ ∈ H2,1(µ0) such
that
√
ρ¯nk →
√
ρ in L2(µ0), (2.20) and (2.21) hold. Then log ρ ∈ H2,1(µ0) as shown in the
end of the proof of Theorem 2.3(1) using the Poincare´ inequality. In particular, µ := ρµ0 is
a probability measure on H. It remains to show that L∗µ = 0.
By the definition of Zn, we have Z¯n := Zn ◦ pin = pinµ0(Z|pin), where µ0(·|pin) is the
conditional expectation of µ0 given pin. Since µ0(|Z|2) < ∞, by the martingale converges
theorem, µ0(Z|pin)→ Z in L2(µ0), and hence, Z¯n → Z in L2(µ0) as well. By the continuity
of a, a¯n := an ◦ pin → a pointwise. Noting that for any f ∈ FC∞0 there exist l ∈ N and a
constant C(f) > 0 such that
|µ(Lf)| = |µ(Lf)− µnk(Lnkf)|
≤ C(f)µ0
(
ρ{|Z − Z¯nk |+
l∑
i,j=1
|(a− a¯nk)ij|}
)
+ C(f)µ0
({
|Z¯nk |+
l∑
i,j=1
|(a¯nk)ij|
}
|ρ− ρ¯nk |
)
holds for nk ≥ l, to prove µ(Lf) = 0 by using the dominated convergence theorem, it suffices
to verify the uniform integrability of {ρ¯n(|Z¯n| + |aij ◦ pin|)}n≥1 in L1(µ0) for every i, j ≥ 1.
Obviously, for any ε ∈ (0, 1) there exists a constant C(ε) > 0 such that
(|Z¯n|+ |aij ◦ pin|)ρ¯n ≤ eε|Z¯n|1+ε + eε|aij◦pin|1+ε + Cρ¯n{log(e + ρ¯n)} 11+ε , n ≥ 1.
Since µ
(n)
0 (f) = µ0(f ◦pin) for f ∈ L1(µ(n)0 ), this implies the desired the uniform integrability
by (2.17), (5.6), (5.8) and
µ0(ρ¯n log ρ¯n) ≤ 2
λ1
µ0(|∇
√
ρ¯n|2) = 2
λ1
µ0(|∇√ρn|2)
due to the log-Sobolev inequality (5.3).
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Proof of Theorem 2.5(2). The desired assertion can be deduced from [29]. Since a is bounded
and (H2) holds, we have H2,1(µ0) = H
2,1
σ (µ0). Let µ be a probability measure µ on H such
that the form
E µ(f, g) := µ(〈a∇f,∇g〉), f, g ∈ FC∞0
is closable in L2(µ), and let (Lµ,D(Lµ)) be the generator of the closure (E µ, H2,1(µ)). More-
over, let β ∈ L2(H→ H;µ) such that
(5.10) µ(〈β,∇f〉) = 0, f ∈ H2,1(µ).
Then, according to Proposition 1.3, Theorem 1.9 and Proposition 1.10 in [29, Part II], we
have the following assertions for L := Lµ + β · ∇:
(i) (L,FC∞b ) is dissipative and hence closable in L
1(µ), whose closure (L¯,D(L¯)) generates
a Markovian C0-semigroup of contraction operators (Tt)t≥0 on L1(µ), D(L¯) ⊂ H2,1(µ),
and
(5.11) µ(〈∇f, β − a∇g〉) = µ(gL¯f), f ∈ D(L¯) ∩Bb(H), g ∈ H2,1(µ) ∩Bb(H).
(ii) There exists a standard continuous Markov process {P¯x}x∈H whose semigroup P¯t sat-
isfies
(5.12)
∫ ∞
0
e−λtP¯tfdt =
∫ ∞
0
Ttfdt, µ-a.e., λ > 0, f ∈ Bb(H).
As shown in the proof of Theorem 2.3(2), (5.12) implies that P¯t is a µ-version of Tt.
Now, let L = L0 + Z · ∇ and µ = ρµ0 be in Theorem 2.5. We intend to verify the above
conditions such that assertions (i) and (ii) hold.
Firstly,
√
ρ ∈ H2,1(µ0) implies ∇ log ρ ∈ L2(µ) and
µ0(|∇ρ|) ≤ 2
√
µ0(|∇√ρ|2)µ0(ρ) <∞.
Consider the operator
Lµ := L0 + a∇ log ρ, f ∈ FC∞0 .
By the symmetry of L0 in L
2(µ0), the boundedness of a, ∇ log ρ ∈ L2(µ0),∇ρ ∈ L1(µ0) and
noting that H2,1(µ0) is dense in H
1,1(µ0), we obtain
µ(fLµg) = µ(f〈∇ log ρ, a∇g〉) + µ0(fρL0g)
= µ(f〈∇ log ρ, a∇g〉)− µ0(∇(fρ), a∇g〉) = −µ(〈∇f, a∇g〉), f, g ∈ FC∞0 .
Thus, the form (E µ,FC∞0 ) is closable in L
2(µ) with generator extending (Lµ,FC∞0 ).
Next, let β = Z − a∇ log ρ. We have L = Lµ + β · ∇ on FC∞0 . Since L∗µ = 0 and
µ0(〈∇ρ,∇f〉) = −µ0(ρL0f) for f ∈ FC∞0 , we have
µ(〈β,∇f〉) = µ0(〈ρZ − a∇ρ,∇f〉)
= µ(〈Z,∇f〉) + µ0(ρL0f) = µ(Lf) = 0, f ∈ FC∞0 .
(5.13)
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Noting that (2.20) and the boundedness of a imply
µ(|a∇ log ρ|2) ≤ 4‖a‖2µ0(|∇√ρ|2) <∞,
while by the Young inequality (4.5) and the log-Sobolev inequality (5.3)
µ(|Z|2) = µ0(ρ|Z|2) ≤ 1
λ
log µ0(e
λ|Z|2) +
1
λ
µ0(ρ log ρ)
≤ 1
λ
log µ0(e
λ|Z|2) +
2
λ1λ
µ0(|∇√ρ|2) + 1
λ
<∞,
we have µ(|β|2) <∞ for β := Z − a∇ log ρ. So, (5.10) follows from (5.13).
In conclusion, the above assertions (i) and (ii) hold for the present situation. Combining
(5.10) with (5.11) for g = 1 and Ttf in place of f , we obtain
d
dt
µ(Ttf) = µ(LTtf) = µ(〈∇Ttf, β〉) = 0, f ∈ FC∞0 , t ≥ 0.
Therefore, µ is an invariant probability measure of Tt, and the proof is finished since P¯t is a
µ-version of Tt.
Proof of Theorem 2.6. Since Vn(x) :=
1
2
∑n
i=1 λix
2
i on Hn satisfies |∇Vn| ∈ L1(µ(n)0 ) for all
q > 1, (H2′) and (5.7) imply that (H1′) holds for (an, Vn, µ
(n)
0 ) in place of (a, V, µ0) with
κ′ = 2
αλ1
and β = 0. So, by repeating the proof of Theorem 2.5 using Theorem 2.4 in place
of Theorem 2.3(1), we prove the desired assertions.
6 Proof of Theorem 2.7
We first prove the non-explosion of the weak solution constructed from the Girsnaov trans-
form of the linear SPDE (5.1), then prove the strong Feller property of the associated Markov
semigroup. The Feller property, together with the pathwise uniqueness for µ0-a.e. starting
points due to [15], implies that the constructed Markov process is the unique Feller process
solving (2.3) weakly. Noting that in the present case we have d = ∞, the estimate (3.4)
derived in the finite-dimensional case does not make sense. To construct the desired weak
solution we need to establish a reasonable infinite-dimensional version of (3.4). We will soon
find out that this is non-trivial at all. If we start from the Harnack inequality (5.2), it is
standard that
(Ptf(x))
p ≤ µ0(f
p)
µ0(e−|x−·|
p/t)
≈ ec(x)/t
for some constant c(x) > 0 and small t > 0. The hard point is that
∫ t
0
ec(x)/(ps)ds = ∞ for
any t > 0 and p > 1, so that the argument we used in the finite-dimensional case is invalid.
To kill this high singularity for small time t, we will use a refined version of the Harnack
inequality and make a clever choice of reference measure νt on [0, t] to replace the Lebesgue
measure.
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6.1 Construction of the weak solution
We first construct weak solutions to (2.3) using the Girsanov transform. For any x ∈ H, let
Xxt solve (5.1) with X0 = x. Let
(6.1) Rxs,t := exp
[
1√
2
∫ t
s
〈Z(Xxr ), dWr〉 −
1
4
∫ t
s
|Z(Xxr )|2dr
]
, t ≥ s ≥ 0.
By Girsanov’s theorem, if (Rxt )t≥0 := (R
x
0,t)t≥0 is a martingale, then for any T > 0 the process
W˜ xt := Wt −
1√
2
∫ t
0
Z(Xxs )ds, t ∈ [0, T ]
is a cylindrical Brownian motion under the weighted probability QxT := R
x
TP, so that
(Xxt , W˜
x
t )t∈[0,T ] is a weak solution to (2.22) starting at x. To prove that (R
x
t )t≥0 is a martin-
gale, it suffices to verify the Novikov condition
(6.2) Ee
1
4
∫ t0
0 |Z(Xxs )|2ds <∞, x ∈ H
for some t0 > 0. Indeed, by the Markov property, this condition implies that (R
x
s,t)t∈[s,s+t0]
is a martingale for all x ∈ H and s ≥ 0, and thus (Rxt )t≥0 is a martingale for all x ∈ H by
induction: if (Rxt )t∈[0,nt0] is a martingale for some n ≥ 1, then for any nt0 ≤ s < t ≤ (n+1)t0
we have
E(Rxt |Fs) = RxsE(Rxs,t|Fs) = Rxs .
Therefore, the condition (6.2) implies that (Xxt , W˜
x
t )t∈[0,T ] is a weak solution to (2.22) for
any T > 0 and x ∈ H. Let Pt(x, dy) be the distribution of Xxt under Qxt , and let
(6.3) Ptf(x) = EQxt f(X
x
t ) = E
{
f(Xxt )R
x
t
}
, f ∈ Bb(H), t ≥ 0, x ∈ H.
By the Markov property of Xt under P, it is easy to see that Pt is a Markov semigroup on
Bb(H), i.e. {Pt(x, dy) : t ≥ 0, x ∈ H} is a Markov transition kernel.
To verify condition (6.2), we introduce a refined version of the Harnack inequality (5.2).
For each i ≥ 1 let P 0,it be the diffusion semigroup generated by L0,if := f ′′ − λif ′ on R. By
[32, Lemma 2.1] for K = −λi and g(s) = e−Ks, we have
(P 0,it f(x))
p ≤ (P 0,it fp(y)) exp
[
pλi|x− y|2
2(p− 1)(e2λit − 1)
]
, t > 0, p > 1, f ∈ B+(R), x, y ∈ R.
By regarding P 0,it as a linear operator on Bb(H) acting on the i-th component xi := 〈x, ei〉,
we have P 0t =
∏∞
i=1 P
0,i
t , so that this Harnack inequality leads to
(P 0t f(x))
p ≤ P 0t fp(y) exp
[
p
2(p− 1)
∞∑
i=1
λi|xi − yi|2
e2λit − 1
]
, t > 0, f ∈ B+b (H), x, y ∈ H
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for any p > 1. Noting that µ0 is an invariant probability measure of P
0
t , by taking p = 2 we
obtain
(6.4) (P 0t f(x))
2
∫
H
exp
[
−
∞∑
i=1
λi(xi − yi)2
e2λit − 1
]
µ0(dy) ≤ µ0(f 2), x ∈ H, t > 0, f ∈ L2(µ0).
Observing that
λi(xi − yi)2
e2λit − 1 +
λiy
2
i
2
=
λi(e
2λit + 1)
2(e2λit − 1)
(
yi − 2xi
e2λit + 1
)2
+
λix
2
i
e2λit + 1
,
by (2.16) we have∫
H
exp
[
−
∞∑
i=1
λi(xi − yi)2
e2λit − 1
]
µ0(dy)
=
∞∏
i=1
√
λi√
2pi
∫
R
exp
[
− λi(xi − yi)
2
e2λit − 1 −
λiy
2
i
2
]
dyi
= exp
[
−
∞∑
i=1
λix
2
i
e2λit + 1
]( ∞∏
i=1
e2λit − 1
e2λit + 1
) 1
2
, t > 0, x ∈ H.
So, (6.4) reduces to
(6.5) P 0t f(x) ≤
√
µ0(f 2) Γx(t), x ∈ H, t > 0, f ∈ L2(µ0),
where due to (2.15),
Γx(t) := exp
[
1
2
∞∑
i=1
λix
2
i
e2λit + 1
]( ∞∏
i=1
e2λit + 1
e2λit − 1
) 1
4
≤ exp
[
1
2
∞∑
i=1
λix
2
i
e2λit + 1
]( ∞∏
i=1
(
1 +
1
λit
)) 14
<∞, t > 0, x ∈ H.
(6.6)
Moreover, using the stronger condition
∑∞
i=1 λ
−θ
i <∞ for some θ ∈ (0, 1) included in (H3),
and noting that log(1 + r) ≤ crθ for some constant c > 0 and all r ≥ 0, we obtain
Ψ(t, x) :=
∫ t
0
log Γx(s)ds =
1
4
∞∑
i=1
∫ t
0
{ 2λix2i
e2λis + 1
+ log
(
1 +
1
λis
)
ds
}
ds
≤ 1
4
∞∑
i=1
{
2
∫ t
0
λix
2
i e
−2λisds+
c
λθi
∫ t
0
r−θdr
}
≤ 1
4
∞∑
i=1
x2i (1− e−2λit) + Ct1−θ <∞, t > 0, x ∈ H
(6.7)
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for some constant C > 0. For later use we deduce from this that
(6.8) lim sup
t→0
sup
y→x
Ψ(t, y) ≤ 1
2
lim sup
t→0
sup
y→x
{ ∞∑
i=1
x2i (1− e−2λit) + |x− y|2 + Ct1−θ
}
= 0.
Since (6.6) implies Γx(s) ∈ (1,∞), for every t > 0 we have
βx(t) :=
∫ t
0
ds
Γx(s)
∈ (0, t],
so that
νt,x(ds) :=
1[0,t](s)
βx(t)Γx(s)
ds
is a probability measure on [0, t]. Noting that βx(t)
t
∫ t
0
Γx(s)νt,x(ds) = 1 and log
(βx(t)
t
Γx(s)
) ≤
log Γx(s), the Young inequality (4.5) yields∫ t
0
|Z(Xxs )|2ds =
2t
λ
∫ t
0
(λ
2
|Z(Xxs )|2
)(βx(t)
t
Γx(s)
)
νt,x(ds)
≤ 2t
λ
log νt,x
(
e
λ
2
|Z(Xx· )|2)+ 2t
λ
∫ t
0
{βx(t)
t
Γx(s) log
(βx(t)
t
Γx(s)
)}
νt,x(ds)
≤ 2t
λ
log νt,x
(
e
λ
2
|Z(Xx· )|2)+ 2
λ
Ψ(t, x), t ≥ 0, x ∈ H.
Combining this with (6.5) for f = e
λ
2
|Z|2 , (6.7) and µ0(eλ|Z|
2
) <∞, we arrive at
E exp
[
γ
∫ t
0
|Z(Xxs )|2ds
]
≤ e 2γλ Ψ(t,x)E
{∫ t
0
e
λ
2
|Z(Xxs )|2νt,x(ds)
} 2γt
λ
≤ e 2γλ Ψ(t,x)
{∫ t
0
{
P 0s e
λ
2
|Z|2(x)
}
νt,x(ds)
} 2γt
λ
≤ e 2γλ Ψ(t,x)
{∫ t
0
√
µ0(eλ|Z|
2)Γx(s)νt,x(ds)
} 2γt
λ
= e
2γ
λ
Ψ(t,x)
( t
βx(t)
√
µ0(eλ|Z|
2)
) 2γt
λ
=: Λ(t, x, γ) <∞, x ∈ H, γ > 0, t ∈
(
0,
λ
2γ
]
.
(6.9)
By taking γ = 1
4
, we prove (6.2) for t0 = 2λ.
6.2 Strong Feller and strictly positive density of Pt
By the Harnack inequality (5.2), P 0t is strong Feller having strictly positive density with
respect to µ0 (see [40, Proposition 3.1(1)]). Then as in (b) and (c) in the proof of Lemma
3.1, we may prove the same property for Pt using (6.3) and (6.9). To save space, we only
prove here the strong Feller property.
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For any t > 0, by the semigroup group property of Pt, (6.3), and the strong Feller property
of P 0t , we obtain
lim sup
y→x
|Ptf(x)− Ptf(y)| = lim sup
r→0
lim sup
y→x
|Pr(Pt−rf)(x)− Pr(Pt−rf)(y)|
≤ lim sup
r→0
lim sup
y→x
{
|P 0r (Pt−rf)(x)− P 0r (Pt−rf)(x)|
+
∣∣E[(Pt−rf)(Xxr )(Rxr − 1)− (Pt−rf)(Xyr )(Rrr − 1)]∣∣}
≤ ‖f‖∞ lim sup
r→0
lim sup
y→x
E
(|Rxr − 1|+ |Ryr − 1|).
(6.10)
Recalling that Ryr = R
y
0,r, by (6.1) we have
E|Ryr − 1|2 = E(Ryr)2 − 1 ≤
(
Ee3
∫ r
0 |Z(Xys )|2ds
) 1
2 − 1, y ∈ Rd.
So, according to (6.10), Pt is strong Feller provided
(6.11) lim sup
r→0
lim sup
y→x
E exp
[
3
∫ r
0
|Z(Xys )|2ds
]
= 1.
Recall that βx(t) =
∫ t
0
ds
Γx(s)
ds. By Jensen’s inequality and (6.7) we have
log
βx(t)
t
= − log
(
1
t
∫ t
0
ds
Γx(s)
)
≤ −1
t
∫ t
0
{
log
1
Γx(s)
}
ds =
Ψ(t, x)
t
.
Combining this with (6.8) and (6.9), we obtain
lim
r→0
lim sup
y→x
Λ(r, y, 3) ≤ lim
r→0
lim sup
y→x
e
6
λ
Ψ(r,y)
(
e
1
r
Ψ(r,y)
√
µ0(eλ|Z|
2)
) 6r
λ
= lim
r→0
lim sup
y→x
e
12
λ
Ψ(r,y) = 1.
Combining this with (6.9), we prove (6.11).
6.3 Uniqueness of the Feller semigroup and invariant probability
measure
To prove that Pt is the unique Feller Markov semigroup associated to (2.22), we recall the
pathwise uniqueness for µ0-a.e. initial points. By [15, Theorem 1], there exists an µ0-null set
H0 such that for any x /∈ H0, the SPDE (2.22) has at most one mild solution starting at x up
to life time. Combining this with the weak solution constructed in (a), we see that for any
initial point x /∈ H0, the SPDE (2.22) has a unique mild solution Xxt which is non-explosive
with distribution Pt(x, dy). So, if there exists another Feller transition probability kernel
P¯t(x, dy) associated to (2.22), then P¯t(x, dy) = Pt(x, dy) for x /∈ H0. Since H \ H0 is dense
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in H, by the Feller property these transition probability kernels are weak continuous in x,
so that P¯t(x, dy) = Pt(x, dy) for all x ∈ H.
Next, according to [40, Proposition 3.1(3)], to show that Pt has at most one invariant
probability measure, it suffices to prove for instance the Harnack inequality
(6.12) (Ptf)
6(x) ≤ (Ptf 6)(y)Ht(x, y), x, y ∈ H, f ∈ Bb(H)
for some t > 0 and measurable function Ht : H2 → (0,∞). By (6.3) and (5.2), we have
(Ptf(x))
6 =
{
E[f(Xxt )Rxt ]
}6 ≤ {P 0t f 2(x)E(Rxt )2}4
≤ {(P 0t f 4)(y)}2E(Rxt )6 = {Ef 4(Xyt )}2[E(Rxt )6]
≤ {E[f 6(Xyt )Ryt ]} · {E(Ryt )−1}E(Rxt )6 = {Ptf 6(y)} · {E(Ryt )−1}[E(Rxt )6].
By (6.9) and the definition of R·t, it is easy to see that when t > 0 is small enough,
{E(Ryt )−1}[E(Rxt )6] ≤ Ht(x, y) holds for some measurable function Ht : H2 → (0,∞). There-
fore, (6.12) holds.
6.4 Pt-invariance of µ and estimates on the density
Finally, we prove that µ in Theorem 2.5 is an invariant probability measure of Pt. Let
µ and P¯x be in Theorem 2.5, according to the proof of Theorem 2.3(2) we conclude that
P¯µ :=
∫
H P¯xµ(dx) is the distribution of a weak solution to (2.22) with initial distribution µ.
Since µ is absolutely continuous with respect to µ0, the uniqueness for µ0-a.e. initial points
implies that the weak solution starting from µ is unique, so that µ(Ptf) = µ(P¯tf) for t ≥ 0
and f ∈ Bb(H). Since µ is P¯t-invariant, it is Pt-invariant as well. Since Theorem 2.5 implies√
ρ ∈ H2,1(µ0), (2.20) and (2.21), it remains to prove log ρ ∈ H2,1(µ0).
By µ(ρ) = 1 and
√
ρ ∈ H2,1(µ0), we have log(ρ+ δ) ∈ H2,1(µ0) for all δ > 0. Combining
this with (2.21) we conclude that log ρ ∈ H2,1σ (µ0) provided µ0(ρ > 0) = 1 with µ0(| log ρ|2) <
∞. It is well known that the Gaussian measure µ0 satisfies the Poincare´ inequality
µ0(f
2) ≤ 1
λ1
µ0(|∇f |2) + µ0(f)2, f ∈ H2,1σ (µ0).
Then, as shown in the last step in the proof of Theorem 2.3(1), µ0(| log ρ|2) < ∞ follows
from (2.21) if µ0(ρ > 0) = 1. Thus, we only need to prove µ0(ρ > 0) = 1.
Recalling that Rxt = R
x
0,t for R
x
s,t defined in (6.1), by (6.3) and (6.9) we may find out a
constant t0 > 0 and some function H ∈ C(H→ (0,∞)) such that for any f ∈ B+b (H),(
P 0t0f(x)
)2
=
(
Ef(Xxt0)
)2 ≤ (E[f 2(Xxt0)Rxt ])E[(Rxt0)−2]
= (Pt0f
2(x))E
[
(Rxt0)
−2] ≤ H(x)Pt0f 2(x), x ∈ H.
Then for any measurable set A ⊂ H with µ0(A) > 0, we have
(6.13) µ(A) = µ(Pt01
2
A) ≥ µ
(
(P 0t01A)
2
H
)
.
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On the other hand, by µ0(P
0
t0
1A) = µ0(A) > 0, there exists y ∈ H such that Pt01A(y) > 0 so
that (5.2) implies
P 0t01A(x) ≥ (P 0t01A(y))2e−
C|x−y|2
t0 > 0, x ∈ H.
Combining this with (6.13) and 1
H
> 0. Therefore, µ0 is absolutely continuous with respect
to µ and hence, µ0(ρ > 0) = 1.
7 Local Harnack inequality on incomplete manifolds
Let M be a d-dimensional differential manifold without boundary which is equipped with a
(not necessarily complete) C2-metric such that the curvature is well defined and continuous.
Let ∆ and ∇ be the corresponding Laplace-Beltrami operator and the gradient operator
respectively. Then for any V ∈ C2(M), the operator L := ∆ + ∇V generates a unique
diffusion process up to life time. Let (Xxt )t∈[0,ζ(x)] be the diffusion process starting at x with
life time ζ(x). Then the associated Dirichlet semigroup is given by
Ptf(x) := E
{
1{t<ζ(x)}f(Xxt )
}
, x ∈M, t ≥ 0, f ∈ Bb(M).
For any f ∈ B+b (M) := {f ∈ Bb(M) : f ≥ 0}, define
EPt(f) = Pt(f log f)− (Ptf) logPtf, t ≥ 0.
Let ρ be the Riemannian distance. By the locally compact of the manifold we may take
R ∈ C(M → (0,∞)) such that
Bρ(x,R(x)) :=
{
y ∈M : ρ(x, y) ≤ R(x)}
is compact for all x ∈M . When the metric is complete this is true for all R ∈ C(M → (0,∞).
We will use this function R to establish the local Harnack inequality.
Theorem 7.1. There exists a function H ∈ C(M → (0,∞)) such that
(7.1) |∇Ptf(x)| ≤ δEPt(f)(x) +H(x)
(
δ +
1
δ(t ∧ 1)
)
, t > 0, δ ≥ 160
R(x)
, f ∈ B+b (M).
Consequently, for any p > 1 there exists a function F ∈ C(M → (0,∞)) such that for any
t > 0 and f ∈ B+b (M),
(7.2) (Ptf(x))
p ≤ (Ptfp(y)) exp
[
F (x)ρ(x, y)2
t ∧ 1 + F (x)
]
, x, y ∈M with ρ(x, y) ≤ 1
F (x)
.
Proof. According to [2], it is easy to prove (7.2) from (7.1). When the metric is complete,
an estimate of type (7.1) for all δ > 0 has been proved in [3]. The only difference comes
from the incompleteness of the metric for which we can not take R(x) arbitrarily large as in
[3]. Below we figure out the proof in the present case.
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(1) To prove (7.1), we fix f ∈ B+b (M). By using fPtf(x) replace f , we may and do assume
that Ptf(x) = 1 at a fixed point x so that EPt(f)(x) = Pt(f log f)(x).
Now, let us check the proof of Theorem 1.1 in [3] (pages 3666-3667), where the part
before (4.5) has nothing to do with the completeness; that is, with the compact set D :=
Bρ(x,R(x)), all estimates therein before (4.5) apply to the present setting. More precisely,
letting
τ(x) = inf{t ≥ 0 : Xxt /∈ D},
we have ((4.1) in [3])
(7.3) |∇Ptf(x)| ≤ I1 + I2,
where ((4.2) in [3])
(7.4) I1 ≤ δE
{
1{t<τ(x)}(f log f)(Xxt )
}
+
δ
e
+ C(x)
(
1 +
1
δt
)
, δ > 0, t > 0
holds for function C ∈ C(M → (0,∞)) depending only on d and curvature of the operator
L; and moreover ((4.5) in [3]),
(7.5) I2 ≤ δE
{
1{τ(x)≤t<ζ(x)}(f log f)(Xxt )
}
+
δ
e
+ δ logEe
9R(x)
δτ(x) + A(x), δ > 0, t > 0
holds for A(x) := supr>0
{
C(x)
√
r log(e + r)− r}, which is finite and continuous in x. Now,
due to the restriction of R(x), we have to take large enough δ > 0 and can not replace δ by
δ ∧ 1 as in (4.5) of [3]. This will lead to less harp estimate but it is enough for our study in
the present paper. More precisely, using δ to replace α ∧ 1 in the display after (4.5) of [3],
we have
Ee
9R(x)
δτ(x) ≤ 1 + 9
∫ ∞
0
(9u+ 1)e−udu =: A′ <∞, δ ≥ 160
R(x)
.
Combining the with (7.3)-(7.5), we prove (7.1) for some H ∈ C(M → (0,∞)).
(2) Since H,R are strictly positive and continuous, and Bρ(x,R(x)) is compact for every
x,
H¯(x) := sup
Bρ(x,R(x))
H and Rˆ(x) := inf
Bρ(x,R(x))
R
are strictly positive continuous functions in x. For any p > 1, let
G(x) =
p− 1
pH¯(x)
∧ Rˆ(x), x ∈M.
Then (7.1) implies
|∇Ptf(y)| ≤ δEPt(f)(y) + H¯(x)
( 1
δ(1 ∧ t) + δ
)
, y ∈ Bρ(x,G(x)), δ ≥ 160
Rˆ(x)
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for f ∈ B+b (M). So, letting γ : [0, 1] → M be the minimal geodesic from x to y with
|γ˙s| = ρ(x, y) for s ∈ [0, 1], letting β(s) = 1 + s(p − 1), and applying the above inequality
with δ := p−1
pρ(x,y)
≥ 160
Rˆ(x)
, we obtain
d
ds
{
logPtf
β(s)
} p
β(s) =
p(p− 1)EPt(fβ(s))
β(s)2Ptfβ(s)
+
p〈∇Ptfβ(s), γ˙s〉
β(s)Ptfβ(s)
(γs)
≥ pρ(x, y)
β(s)Ptfβ(s)(γs)
{
p− 1
pρ(x, y)
EPt(f
β(s))− |∇Ptfβ(s)|
}
(γs)
≥ − pρ(x, y)
β(s)Ptfβ(s)(γs)
{
H¯(x)
(
Ptf
β(s)(γs)
)( pρ(x, y)
(p− 1)(t ∧ 1) +
p− 1
pρ(x, y)
)}
≥ −H¯(x)
( p2ρ(x, y)2
(p− 1)(t ∧ 1) + 1
)
, s ∈ [0, 1], ρ(x, y) ≤ G(x).
Integrating over [0, 1] with respect to ds, we prove (7.2) for F := p
2H¯
p−1 ∨ 1G .
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