The distribution function of a sum of lognormal random variables appears in several communication problems. Approximations are usually used for such distribution as no closed form nor bounds exist. Bounds can be very useful in assessing the performance of any given system. In this paper, we derive upper and lower bounds on the distribution function of a sum of independent lognormal random variables. These bounds are given in a closed form and can be used in studying the performance of cellular radio and broadcasting systems.
Introduction
Channel (frequency) reuse is considered as the basis concept of mobile radio cellular systems, where the same channel is reused at some other location of the coverage area. Such concept creates interference in the system known as cochannel interference. In the radio community, the average received power is usually modeled as a lognormal random process. For a cellular system with M cochannel interferers, the Signal-to-Noise Ratio (SNR) at the intended receiver can be written as follows:
where P t,0 is the transmitted power of the useful signal, P t,i is the transmitted power of cochannel i, r i is the distance between cochannel i and the intended receiver, and η denotes the background noise power. The parameter G i represents the time variation of the average power which is modeled as a lognormal shadowing Random Variable (RV), i.e., 10 log 10 G i is a Gaussian RV with zero mean and standard deviation σ i . The standard deviation has units of dB and is sometimes called the dB spread in mobile radio environments with values ranging between 4 and 12 dB depending on the severity of the shadow fading channel.
In modern radio communication systems of today, cochannel interference is dominant compared to the background noise and the SNR can be rewritten in the following form:
with X i = ln
The variation of the RV G i is much faster compared to that of the distance r i and X i can be modeled as a Gaussian RV with mean m X i = ln
+ α ln r 0 r i and standard deviation
It is observed that the mean of the random variable X i is a function of the transmitted power and the distance between the interferer and the intended receiver. As the M interferers are spread over the service area, the random variables X 1 , X 2 , · · · , X M will have the same standard deviation but different means and can, due to the topology of the service area, be assumed uncorrelated. The inverse of the SNR can then be seen as the sum of M uncorrelated lognormal RVs having, in general, the same standard deviation but with different means.
A common measure used in evaluating the performance quality of cellular systems is by deriving the outage probability defined as
where γ t is the required SNR threshold for reliable communication and F I (·) is the CDF of the RV I. The outage probability can thus be seen as the complementary CDF of I. An exact solution for such distribution does not exist and so far only approximations have been used to evaluate the above equation [1] , [2] , [3] , [4] , [5] , [6] , [7] . All these methods are based on the assumption that the sum of lognormal random variables is still lognormally distributed. In most cases, it is difficult to interpret an approximation especially when the exact solution is not available. Bounds on the other hand can be very useful in assessing the performance of the system and do not require any knowledge about the exact solution. In the following section two bounds (upper and lower) are introduced and compared with the exact solution through simulation results.
Bounds on the Distribution Function of a Sum of Lognormal Random Variables
The problem now is to find the cumulative distribution function of the random variable I. To do that we first define a new set of RVs {Y 1 , Y 2 , · · · , Y M } as the order statistics of the RVs
Using the above ordering relation, the RV I can be rewritten as
From (3) we notice that the RV Y M is the maximum of the M random variables. With that two possible bounds (upper and lower) for the RV I are obtained
The complementary CDF of I can then be written as follows:
As the X i s are uncorrelated Gaussian random variables, the CDFs of I U and I L are easily obtained and are given by [8] 
respectively. The function Q(·) represents the complementary CDF of a zero mean, unit variance Gaussian random variable.
Notice that when the X i s are independent identically distributed Gaussian RVs with mean m X and standard deviation σ X , the complementary CDF of I L reduces to
which is identical to Farley's approximation [1] , [2] . Therefore, the lower bound given in (6) can be seen as a generalization to Farley's approximation which is shown here to be a lower bound on the complementary cumulative distribution function and confirms the conclusion given in [1] .
The lower bound in (6) indicates that the sum is dominated by the maximum of the M lognormal RVs while the upper bound is obtained when the M RVs have the same outcome. One can therefore expect a tight lower bound especially for RVs with large standard deviations. The upper bound on the other hand is expected to be loose since the occurence of its event is quite low.
To verify the tightness of these two bounds, some numerical computations have been made. Figures 1 illustrates the complementary CDF of I with M = 6, m X i = 0, and for different standard deviations. It is observed that the lower bound is very tight over a wide range of thresholds and it gets tighter as the standard deviation increases. However, the upper bound is a bit loose in all cases.
Tighter Bounds on the Distribution Function
The lower bound derived in the previous section can be improved further by taking advantage of the ordering of the M RVs. Using the expression of (4) and the ordering obtained earlier, one can easily write the following inequality:
It is clear that this inequality will give a tighter bound on the CDF of I as compared to that derived in the previous section. Notice also that this bound becomes an exact solution when M = 2. As Y M and Y 1 are correlated one needs to find their joint distribution function. After some manipulations, this joint distribution function is obtained and is given by
where
The improved new lower bound on the complementary CDF of the random variable I is then obtained as
and can be computed from (10).
In the same manner and using this ordering statistics, a tighter upper bound on a sum of M independent lognormal random variables can also be obtained as follows:
It is also clear that this will give a tighter bound on the distribution function of the random variable I as compared to that derived in the previous section.
The joint distribution function of (Y M , Y M −1 ) can be derived and is given by
The improved new upper bound on the complementary CDF of the random variable I is obtained as
with
and can be computed from (12).
To illustrate the tightness of these two new bounds, we have made some computations for the same cases considered in Section 2, where the number of lognormal random variables is set to M = 6, m X = 0 dB and the standard deviation is varied from 4 to 8. Figures 2 shows these bounds on the complementary CDF of the random variable I together with simulation results. We notice that the two bounds are quite tight for most ranges of thresholds and especially for high values of the threshold x.
Conclusions
We have derived upper and lower bounds on the complementary distribution function of a sum of independent lognormal random variables. The derived bounds are very close to the exact solution and can be used in studying the performance of some communication systems such as cellular radio and broadcasting systems. Furthermore, these bounds are given in a compact form and are easier to compute as compared to the estimation methods derived earlier in the literature.
The bounds, derived in this paper, apply to the uncorrelated case only and it will be interesting to extend these results to the correlated lognormal distribution case! 
