and [16] . Conditions for fully quenched convergence are more delicate, for example [2] , [3] and [17] .
Interest in quenched limits comes in part from additive functionals of a Markov Chain that does not start in the stationary distribution. For example, in Markov Chain Monte Carlo, the stationary distribution π contains an unknown normalizing constant, and the purpose is to generate random variables having approximately the distribution π. Thus, let · · · W −1 , W 0 , W 1 , · · · denote a stationary ergodic Markov Chain with stationary marginal distribution π and consider an additive functional S n = g(W 1 )+· · ·+g(W n ) where g ∈ L 2 (π).
This is a stationary process and, so, can be represented in the form X k = f • T k as above.
If F k = σ{W i : i ≤ k}, then the question of quenched convergence is equivalent to asking whether the conditional distribution of S n / √ n given W 0 = w converges for a.e. w (π).
Denote the norm in L p (µ) by · p ; write E for both expectation and conditional expectation with respect to µ; and let M be the set of F 0 measurable g ∈ L 2 (π) for which E(Ug|F 0 ) = 0. M is called the martingale difference space because U i g, i ∈ Z, are martin-
It is known that the existence of an L 1 co-boundary implies the annealed version the the Central Limit Theorem and the existence of an L 2 co-boundary the quenched version. In Theorem 2 we show that the existence of an L 1 co-boundary does not imply the quenched version. In Theorem 1 it is shown that the condition (1) introduced by Hannan [8] implies that the conditional distributions of {S n − E(S n |F 0 )}/ √ n converge to a normal distribution w.p.1.
The Martingale Case
Much of the recent progress on the central limit question for sums of stationary processes has relied on approximation by martingales. So, the case in which S n (f ) is a martingale is considered first. Some preparation is necessary
recall Mc Leish's conditions for the Martingale Central Limit
Theorem [13] , as refined by Lachout [11] : Let X n,j , 1 ≤ j ≤ n, be martingale differences defined on a probability space (Ω n , A n , P n ) for each n. If
(that is, the distribution function of the sum converges weakly to the normal distribution with mean 0 and variance σ 2 .) Lachout [11] showed that (ii) and (iii) could be replaced by
Proof. Since f ∈ L 2 (P ), it is clear that lim n→∞ U n f / √ n = 0 w.p.1 (µ) and, therefore,
Then X * ≤ f * clearly, and µ{f
then follows from the Dominated Convergence Theorem, applied conditionally. ♦
converges to the normal distribution with mean 0 and variance f 2 2 for a.e. ω.
Proof. Equivalent results are established in [10] , [15] , and [16] , but are not isolated there.
A proof is included here for completeness. Our proof, at least, differs from the arguments of [10] , [15] , and [16] . Let X n,j = U j f / √ n, 1 ≤ j ≤ n. Then X n,j are martingale differences with respect to µ ω for a.e. ω, by the smoothing property of conditional expectation, [1] , p. 448. So, it suffices to show that (i) and (iv) hold with P n = µ ω for a.e. ω. That (iv)
is satisfied was shown in Lemma 1. For (i), it follows directly from the Pointwise Ergodic
w.p.1 (µ) and, therefore, w.p.1 (µ ω ) for a.e. ω (µ). So, (i) is satisfied for the measures µ ω for a.e. ω. ♦
where m ∈ M and and 
(µ) and observe that the restrictions of each E i and P i are projections on L 2 (µ). Hannan [8] has shown that if
then
Volný and Woodroofe [14] show by example that the convergence need not be quenched. However,
Proof. The easily verified relations
So, it suffices to show that conditions (i) and (iv) of Proposition 1 hold w.p.1 (µ). That (iv) is satisfied follows from Lemma 1. For (i) first observe that
by (a simple application of) the The Pointwise Ergodic Theorem. See Lemma 2 below. ♦ Lemma 2 If g n are measurable, g n → g a.e., and sup n≥1 |g n | is integrable, then
Proof. There is no loss of generality in supposing that g = 0. Let h m = sup n≥m |g n |.
Then U n h 1 = o(n) w.p.1, since h 1 is integrable, and
for any m ≥ 1. The lemma follows since the right side may be made arbitrarily small by taking m sufficiently large. ♦
A result equivalent to Theorem 1 appears in [3] ; the two results were obtained independently.
Co-boundaries
In this section it is shown that the existence of an L 1 co-boundary does not imply the quenched version of the central limit theorem. The same construction shows that a condition suggested by Heyde [9] does not imply quenched convergence.
Theorem 2 There is a dynamical system (Ω, A, µ, T ), an f ∈ L 2 0 (µ), and a g ∈ L 1 (µ) for which:
Proof. Let ℓ 1 , ℓ 2 , · · · and M 1 , M 2 , · · · be strictly increasing sequences of positive integers for which
If (2) holds for M k then it also holds with M k replaced by M k ∨ 2ℓ k , and we will suppose that M k ≥ 2ℓ k for all k. Let e k be random variables for which
e k = ± √ M k ℓ k with probability 1 2kM k each, and e k = 0 otherwise; and let F j = σ{U i e k : i ≤ j, k ≥ 1}. Observe that e k 1 = 1/kℓ k √ M k and e k 
and
Then f k 2 2 = 2ℓ k e k 2 = 2/kℓ k . So, f k 2 is summable by (2) and, therefore, f =
µ) and f = g − Ug, establishing (a). For later reference, observe that
where c k,r = (r + 1) for 0 ≤ r ≤ ℓ k − 1 and c k,r = (2ℓ
To verify (b) first observe that E 0 (U n g) = I(n) + II(n), where
for any ǫ > 0 and
To establish (5), let A n be the event that (2) and the Bonferoni Inequalities, [7] , p. 100
That (5) holds, then follows from the Borel Cantelli Lemmas, since the events ∪
For (6) simply observe that P max
which is finite (2) . So, (6) also follows from the Borel Cantelli Lemmas. ♦
Recall that M denotes the martingale difference space. Recall too the Convergence of Types Theorem, [12] , p. 203: Let a n > 0, b n ∈ R, and let Y n be a random variables. If
Y n ⇒ Y , and a n Y n +b n ⇒ Z, where Y has a non-degenerate distribution, then a = lim n→∞ a n and b = lim n→∞ b n exist, and Z = Dist aY + b.
], but the convergence is not quenched.
Proof. Write
say, and observe that ν n is F 0 -measurable. By Proposition 1 the conditional distribution of 
, where F n denotes the uncondtional distribution of Y n . It then follows from (b) that lim inf n→∞ G n (ω; z) = 0 for 0 < z < 1/2. ♦ Heyde [9] showed that the CLT is true under a slightly weaker condition than Hannan's,
The last corollary shows that the f constructed in Theorem 2 satisfies (7), so that (7) does not imply quenched convergence either. That (7) does not imply the weak invariance principle was shown in [5] Corollary 3 If ℓ k = 2 k , then the f constructed in Theorem 2 satisfies (7) with m = 0.
Proof. Since f is F 0 -measurable, the sum on the left side of (7) is lim n→∞ P 0 S n (f ). If n ≥ 1 then, using (4),
Let k = k n be the unique integer for which N k−1 < n ≤ N k . Then S n (f ) = P 0 U n−N k g N k and
2 k e k 2 2 = 2/k → 0 as n → ∞. Thus the sum converges to m = 0. For the second part of (7), observe that
So, Suppose now that ℓ k = 2 k and let m n = log 2 (n). Then the last term is at most as required in (7) . ♦
The proofs of Theorem 2 and Corollary 3 have been adapted and simplified from [5] 
