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Abstract. Super-resolution is a technique to restore the detailed infor-
mation from the degenerated data. Lots of previous work is for 2D images
while super-resolution of 3D models was little addressed. This paper fo-
cuses on the super-resolution of 3D human faces. We ﬁrstly extend the 2D
image pyramid model to the progressive resolution chain (PRC) model in
3D domain, to describe the detail variation during resolution decreasing.
Then a consistent planar representation of 3D faces is presented, which
enables the analysis and comparison among the features of the same fa-
cial part for the subsequent restoration process. Finally, formulated as
solving an iterative quadratic system by maximizing a posteriori,a3 D
restoration algorithm using PRC features is given. The experimental re-
sults on USF HumanID 3D face database demonstrate the eﬀectiveness
of the proposed approach.
1 Introduction
The rapid development of multimedia techniques has more impact on human life.
The problem of super-resolution, arising in a number of real-world applications,
has recently attracted great interest of researchers. Super-resolution literally
means to generate images, 3D models, or other data representation forms of
higher resolution, compared with the relatively rough inputs.
1.1 Previous Work
In real applications, the problem of resolution insuﬃciency generally emerges in
two cases. 1) The ﬁrst case is to magnify the existing images for better demon-
stration when only the ones of a small size are available, e.g. thumbnail images
in the web pages[1]. The key issue in this case is to get rid of blur eﬀects and
ﬁll in as many lost details as possible. There are typical approaches such as
tree-based[2], level-set[3], example-based HMM[4], and neighbor embedding[1].
2) In another case, we may require a more detailed or clearer image from a set
of images or a frame sequence of poor quality, which might be obtained under
noise, deformation or limitation of capturing conditions. The most widely-used
model is Bayesian framework[5,6,7], and ML, MAP, POCS are also employed
in [8,9].
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When it comes to the way in which the problem is solved, the super-resolution
technique could be classiﬁed into the reconstruction-based and the learning-
based methods. The reconstruction-based algorithms are based on the fundamen-
tal constraints to model the image formation process that the super-resolution
image should generate the low-resolution input images when appropriately
warped and down-sampled[10]. And then the process of reconstruction falls into
a fusion-like problem. Therefore it is especially suitable for multi-view case as in
[5,8,6,9]. However, the reconstruction-based method has its theoretical limit of
the magniﬁcation factor beyond which the high-resolution image deviates signif-
icantly from the ground truth, no matter how many low-resolution images are
oﬀered[10,11]. In the other aspect, the learning-based algorithms seem to be cus-
tomized for single-view case since the learned priors provide the lost details[2,4].
It has a better performance when the training samples are similar to the target,
such as human face[12,10,13].
1.2 Motivation
Three dimensional models are much more expressive than 2D images. Generally,
images lay stress on appearance in visual spectrum while 3D models convey
the additional topological and geometrical information of the object. However,
super-resolution in 3D domain has been little addressed.
Super-resolution of 3D models really makes sense. Firstly, it could reduce the
data volume for fast transmission over Internet. 3D models are usually of a large
size, which is a big drawback restricting their application in many aspects, e.g.
the web application. Although the storage is becoming a non-serious problem
with the help of the large-volume storage devices, the fast transmission of 3D
data over Internet still remains critical, especially under an unstable network
condition. The time consumption for downloading the whole model is sometimes
intolerable. Though the level-in-detail technique could reduce the response time,
the total transmission time virtually is not saved if we want to view the detailed
model. Therefore, we can only transfer the the simpliﬁed version of the original
data and rebuild the high-resolution version at the remote end.
Secondly, super-resolution of 3D models could generate a more detailed 3D
model when only the low-resolution version is available. Currently 3D acquisition
is becoming easy. However the high-resolution 3D data are still hard to obtain
in some cases. On the one hand, the data acquired by the cheap devices and
fast acquisition systems are generally of low-resolution. On the other hand, the
high-resolution data is hard to acquire when the object is not well-cooperative.
And sometimes we could get only the damaged version the the original data.
Thirdly, 3D face models are playing an important role in face recognition
[14,15,16], however, the low-resolution data, acquired under an incooperative
condition, are often not suitable for the direct use of the recognition task, for
detail insuﬃciency and incompleteness. Human faces have a lot of mutual fea-
tures similar to each other on the whole, from which the learning-based algo-
rithms beneﬁt. The super-resolution of the 3D face models may be helpful for
recognition task, with the improvement of the visual quality as well.Super-Resolution of 3D Face 391
1.3 Problem Statement and the Proposed Approach
We propose a solution to the new problem of super-resolution of human faces
in the triangulated mesh domain. Given a mesh ML of low-resolution, we need
to generate the high-resolved version MH. In this paper, we only consider the
low-resolution caused by down-sampling and blur, which are the most com-
mon cases in 3D models. Actually, other cases can be dealt with in the similar
way. I.e. ML could be either (1) blurred, which means ML has the same topol-
ogy as the original true mesh but with the distorted vertex positions, or (2)
down-sampled, which means ML has a regular topology with less number of
vertices than the original mesh. In both cases, we calculate the MH with more
detailed information in order to be as similar to the original true model as
possible.
In this paper we set up a Progressive Resolution Chain (PRC) model to con-
nect MH and ML. The PRC between MH and ML acts as the relationship be-
tween the neighboring resolution levels, and provides the essential information for
the subsequent restoration algorithm, described in Section 2. A consistent planar
representation of 3D faces is proposed in Section 3. This procedure includes ﬁx-
ing the mesh boundary into the edges of the unit planar square according to the
symmetrical features of the human face, and applying the intrinsic parametriza-
tion to map the ROI(region of interest) face mesh onto the plane. Then the
planar parametrization establishes the correspondence among face meshes, and
such correspondence is used by both the calculation of PRC features and the
learning algorithm. Section 4 gives the restoration algorithm, which is to maxi-
mize a posteriori (MAP) by solving an iterative quadratic system based on the
PRC features. Diagram of the whole approach is given in Section 5, and Sec-
tion 6 shows the experimental results on the USF HumanID 3D face database.
Finally the conclusion is drawn in Section 7.
2 Progressive Resolution Chain
Given high-resolution model MH, some low-resolutionversion ML could be easily
ﬁgured out through a certain degenerator Degen(·) which is speciﬁcally designed
for the speciﬁed detail level, or to emulate some information damaged eﬀects.
ML = Degen(MH)( 1 )
But the inverse process, which is the main and key part of the high-resolution
task, is much more diﬃcult to solve, even in a simple 2D context with a linear
degenerator[13]. The main diﬃculty is that the degeneration Degen is usually
an entropy losing procedure so that there is not a unique inverse regenerator
Degen−1. Even though we put restraints at the high-resolution end to restrict
the solution space, it is still hard to solve since there is a huge search space.
Inspired by the pyramid model, we propose a Progressive Resolution Chain
(PRC) model to describe the detail-fading procedure, which is very suitable
for the learning based restoration method. The main idea is to decompose the392 G. Pan et al.
degeneration procedure Degen into progressive steps, which is an iteration of
some meta-degenerator Degen1. And the midway results compose a PRC, which
starts from MH and passes through ML. Equally important, the PRC could
sequentially extend beyond ML to provide extra information for the consequent
learning based method. The PRC is deﬁned as
Cl(MH)=
 
MH if l =0
Degen1(Cl−1(MH)) if l > 0
For a sub-problem, the meta-degenerator Degen1 is deﬁned accordingly. In
the blur case, it could be a neighboring ﬁlter, i.e. a local linear vertex convolution:
Degen
1
b(M)(x)=
 
u∈Neighbor(x)
 u − x 2
S(x)
∗ M(u)( 2 )
S(x)=
 
u∈Neighbor(x)
 u − x 2 (3)
and in the down-sampling case, it could be a sampling ﬁlter. Diﬀerent data
formats correspond to diﬀerent forms. Take the range data for example,
Degen1
d(M)(x,y)=
sx+s−1  
u=sx
sy+s−1  
v=sy
1
s2 ∗ M(u,v)( 4 )
where s is the down-sampling rate, which is 2 in this paper, and M(x,y)i st h e
depth. For other cases of low resolution, the meta-degenerator could be instanced
individually, and the restoration could be dealt with in the similar way.
The restoration procedure acquires knowledge from the training set. PRC
could transfer the prior knowledge of the path to the high-resolution end to
reduce the search space. Figure 1 illustrates the concept of PRC.
Fig.1. Progressive Resolution Chain in six levels. The upper row is the down-sampling
case, and the bottom row is the blur case.Super-Resolution of 3D Face 393
3 Consistent Planar Representation of 3D Faces
Both PRC-building and the learning-based restoration need the correspondence
among the face meshes. This task is quite similar to the traditional image align-
ment, but there are still some diﬀerences between them. For 2D face image,
the correspondence is usually done by aligning the images in the class-based
approach to fulﬁll the assumption that the same part of the face appears in
roughly the same part of the image[17], and can be simply performed through
aﬃne warp[12]. But such a scheme could be hardly transferred smoothly into 3D
mesh ﬁeld, due to the irregular and loose structure of the mesh.
Fig.2. The cylindrical coordinate unfolding vs the consisten planar representation
At the same time, uniformly sampling within the meshed manifold is also
a problem that most fundamental sampling methods could hardly solve, even
though the mesh is well-distributed. As is shown in Fig.2, the widely-used cylin-
drical coordinate unfolding method maps the 3D face model onto a planar area
with the obvious distortion, which brings about the nonuniform sampling. There-
fore the mesh parameterization methods are taken into consideration. We adopt
the intrinsic parameterization method in [18], which is fast and eﬀective. By
mapping the ROI face meshes onto a unit planar square with the consistent pa-
rameterization domain, we construct the consistent planar representation of 3D
faces, meanwhile establish the correspondence among the diﬀerent face models.
3.1 Intrinsic Parameterization
Given a triangulated mesh S, an isomorphic planar parameterization U and the
corresponding mapping Ψ : S  → U is deﬁned to preserve the original, discrim-
inative characteristic of S. The function E is deﬁned to measure the distortion
between S and U. The minimal distortion corresponds to the minimum E(S,U).
For compact expression, let S  be a simple patch consisting of a 1-ring neighbor-
hood in 3D space, and U  be an planar isomorph to S  in Fig. 3. For any ﬁxed
mapping boundary, the 2D 1-ring distortion is only related to the center node
ui. Two distortion metric measures EA and Eχ are chosen for angle-preserving
and area-preserving respectively. Gray[19] shows that the minimum of Dirichlet
energy EA is attained for angle-preserving.
EA =
 
j∈N(i)
cotαij|ui − uj|2 (5)394 G. Pan et al.
Fig.3. Illustration of the ﬂattening for the intrinsic parameterization
And in [18], the authalic energy Eχ is attained for area-preserving,
Eχ =
 
j∈N(i)
cotγij + cotδij
|xi − xj|2 (ui − uj)2 (6)
Where |ui − uj| is the length of the edge (i,j)i nU  while |xi − xj| in S . α,β,γ
and δ are the angles shown in Fig.3.
The energy EA and Eχ are continuous and quadratic. Thus
∂EA
∂ui
=
 
j∈N(i)
(cotαij + cotβij)(ui − uj)( 7 )
∂Eχ
∂ui
=
 
j∈N(i)
(cotγij + cotδij)
|xi − xj|2 (ui − uj)( 8 )
Then the general distortion measurement E is deﬁned and achieves its minimum
when ∂E/∂ui =0 .
E = αEA +( 1− α)Eχ 0 ≤ α ≤ 1( 9 )
Given the distortion measures above and a ﬁxed planar boundary, the param-
eterization is accomplished by solving a linear system as follows,
MU =
 
M
0 I
  
Uinternal
Uboundary
 
=
 
0
Cboundary
 
where Uinternal is the variable vector of the parameterization of internal vertices
in the original mesh while Uboundary is of the boundary, and Cboundary is the
constant vector to provide a ﬁxed planar boundary. And,
M = αMA +( 1− α)Mχ 0 ≤ α ≤ 1 (10)
MA
ij =
⎧
⎨
⎩
cotαij + cotβij if j ∈ N(i)
−
 
k∈N(i) MA
ik if i = j
0 otherwise
M
χ
ij =
⎧
⎨
⎩
(cotγij + cotδij)/|xi − xj|2 if j ∈ N(i)
−
 
k∈N(i) M
χ
ik if i = j
0 otherwiseSuper-Resolution of 3D Face 395
3.2 Building the Consistent Planar Representation
Calculation of ROI. To build the consistent planar representation, the region
of interest (ROI) of the face model needs to be extracted ﬁrst. In [12], the feature
points are manually labelled on 2D images for the aﬃne warp. However, for lack
of texture information and the discrete topology of mesh representation, the
manual work on 3D models is of low precision and low eﬃciency.
The ROI of a human face should contain the most facial features. Since the
consequent mapping from the mesh ﬁeld onto the planar square is conformal
and authalic, we had better calculate the ROI according to the geodesic metric.
Thus, we deﬁne the ROI as the region of:
ROI = {p|dist(p,n) ≤ R} (11)
where n is the nose tip, dist(·,·) is the geodesic distance, and R is the constant
radius that ensures the ROI contains the most facial features. We apply the fast
marching method [20] to compute the geodesic paths on triangulated manifold.
Mapping Using Intrinsic Parametrization. We build the the consistent pla-
nar representation by mapping them onto a unit planar square. This is achieved
through ﬁxing the mesh boundary to the edges of the unit planar square and car-
rying out the intrinsic parameterization described above. The further alignment
within the planar domain is to specify a consistent in-plane rotation. Considering
the symmetry feature of the human face, we choose the symmetry axis as the
y-axis and the upside direction as the positive direction. The orientation of the
symmetry axis is calculated based on the symmetry metric of the depth value,
which is sampled on the ROI face meshes in the polar coordinates.
4 Bayesian MAP Based Restoration
B a s e do nt h em a x i m u ma posteriori criterion, instead of maximizing the posterior
probability p(MH|ML), we set up an optimal solution,
M 
H = argmaxMHp(ML|MH)p(MH) (12)
Firstly, we derive the formulation of p(ML|MH). As mentioned above, the
super-resolution image should generate the low-resolution input images when ap-
propriately warped and down-sampled to model the image formation process[10].
We adopt this principle to deﬁne p(ML|MH). According to the PRC model, the
chain should pass through ML. But actually ML might be not exactly a node
on the chain, and the resolution level of ML is also unknown. So we choose the
node Ck(MH) closest to ML in the chain as the approximation of ML. k is the
supposed resolution level of ML and therefore is not speciﬁc. We try diﬀerent
k values while solving the problem to ﬁnd the best result. Then the similarity
metric between Ck(MH)a n dML could be used to deﬁne p(ML|MH),
p(ML|MH)= exp(− Ck(MH) − ML 2) (13)
= exp(− Degen
k(MH) − ML 
2) (14)396 G. Pan et al.
The remaining part is to calculate p(MH). Since Equ. 14 partly determines the
spacial location of vertices on ML, here we adopt a metric based on the norm
vectors, which are related to the local geometry. Let n(x) be the norm vector
at x on the surface of MH, while n(x) is the reference learnt from the training
samples. We deﬁne p(MH)a s
p(MH)=
1
V
 
x∈MH
 n(x),n(x)  (15)
where V is the number of vertices on MH and  ·,·  is the inner product operator.
To calculate n(x), we carry out a learning based method. And for the conve-
nience of expression, we use the notations as follows. Given a certain mesh M,
for each vertex x on M,l e t
u(x): the parameter of x in the unit planar sqaure.
n(x): the surface norm vector at x on mesh M.
(·)M:e . g . xM, uM, nM, means the features of mesh M.
(·)l :e . g . xl, ul, nl, means the features of the resolution level l.
Now we deﬁne the Tail Structure starting from level k of the PRC as
TS k =( nk,nk+1,nk+2,···) (16)
and the directed similarity metric function S
Ti
k (x) between TS
MH
k and TS
Ti
k ,
which is the Tail Structure of the training sample Ti, is deﬁned as
S
Ti
k (x)=
 
l=k,k+1,···
 n
MH
l (x
MH
l ),n
Ti
l (u−1Ti
l (u
MH
l (x
MH
l ))) 2 (17)
where  ·,·  is the inner product function.
With the directed similarity metric S
Ti
k (x), the learning process of calculating
n(x) is implemented with N training samples through the following loop:
for each x on MH
try i := 1 to N
calculate S
Ti
k (x)a n dl e tj: =argmaxiS
Ti
k (x)
let n(x): =n
Tj
0 (x
Tj
0 )
In fact, TSMH is just an abstract form and we could not get its practical value
since MH has not been calculated yet. But according to the previous analysis,
we could use TS
ML
0 for approximation of TS
MH
k .
Thus, the original super-resolution problem is transformed into solving a sys-
tem consisting of Equ. 12, 14 and 15. Considering Equ. 14 and 15 are not poly-
nomial, we reformulate the MAP as
M∗
H = argminMH{−β ∗ ln[p(ML|MH)] − (1 − β) ∗ p(MH)}, 0 ≤ β ≤ 1 (18)
where β is the balance weight for global optimization, and adopt an iterative
method so that in each iteration the system is quadratic.Super-Resolution of 3D Face 397
5 Algorithm Diagram
The algorithm diagram is shown in Fig.4, taking the blur case for example. We
ﬁrstly extract the ROI of a severely blurred face model ML by applying fast
marching method on its supporting mesh manifold. The sequent steps are:
– Step (1): calculate the extended part beyond ML in PRC , containing the
models at lower resolution levels.
– Step (2): map the extended part of the PRC onto the unit planar squares
respectively by the intrinsic parametrization.
– Step (3): the tail structure (d) of ML m e n t i o n e di nE q u .1 6i sc a l c u l a t e d .
– Step (4): the restoration using PRC features database (e) is performed ac-
cording to the tail structure. There is a chosen training model for each vertex
x. We show only the tail structure of only one of them (f) for illustration.
– Step (5): is to solve the iterative quadratic system, and get the mesh (g).
– Step (6): is for noise removal, and obtain the ﬁnal super-resolved version (h).
Fig.4. Diagram of our method. (a) the input low-resolution model ML,( b )t h ee x -
tended part of PRC beyond ML, (c) the consistent planar representation of (b), (d) the
extended part of PRC features of ML, (e) the PRC features database of the training
samples, (f) the PRC features selected from (e) according to (d), (g) the high-resolved
version, (h) the ﬁnal output. The steps (1)-(6) are described in Section 5.
6 Experimental Results
Our experiments are conducted with the USF Human ID 3D face database[21]
consisting of 136 individuals with only one 3D model for each individual, which
are recorded by Cyberware 3030PS laser scanner. There are more than 90,000
vertices and 180,000 faces for each model. It is too detailed to carry out the
experiments, since the huge data amount is so time and space consuming. Thus398 G. Pan et al.
we simplify the mesh ﬁrst to reduce the load of calculation, while preserving as
many essential details as possible. We use the mesh simpliﬁcation method in [22]
with an error tolerance of 10−7.
The “leave-one-out” methodology is adopted to test the performance of our
super-resolution method, i.e. for each test, one model is selected from the
database as the probe, and the remainder of the database acts as the train-
ing set. Since each person has just one model in the database, for each test, the
person whose model acts as the probe does not appear in the training set.
For the blur case, the blurred version is generated as the probe by applying
a Gaussian ﬁlter 30 times to the 3D model (Equ.2), and one resolution-level in
PRC is deﬁned as applying a Gaussian ﬁlter 10 times. For the down-sampling
case, the 16x16 down-sampling version (Equ.4) acts as the probe and the 64x64
down-sampling version is as the high-resolution samples. For both cases, the
whole PRC consists of ﬁve levels.
Table 1. σ
2 and RMS indicate the improvements comparing the output super-resolved
version with the input low-resolution meshes
avg. min. max.
input/original 0.749 0.664 0.810
σ
2 output/original 0.977 0.899 1.051
output/input 1.305 1.167 1.496
RMS of distance |input − original| 2.834 2.401 3.489
|output − original| 2.498 1.604 4.073
(a) (b) (c) (a) (b) (c)
Fig.5. Super-resolution results for the blur case, shown in the half-side view for the
better illustration. (a) the blurred faces, (b) restoration by our method, (c) the true
high-resolution 3D faces.Super-Resolution of 3D Face 399
(a) (b) (c) (a) (b) (c)
Fig.6. Super-resolution results for the down-sampling case, shown in the half-side view
for the better illustration. (a) 16x16 down-sampled face mesh, (b) restoration by our
method, (c) the true high-resolution 3D faces (64x64).
We use two measurements RMS from the original model and σ2 of the re-
sulting surface to depict the signiﬁcant improvement over the input, shown in
Tab. 1. The similar σ2 to the original model and less RMS than the input model
indicate the remarkable shape and details restoration.
Some results are shown in Fig.5 and Fig.6 for the blur case and the down-
sampling case respectively. In each group, the three columns are the input low
resolution model (left), the super-resolved model (middle), and the original one
(right). The results are all rendered in half-side view for clearly showing .
7 Conclusions and Future Work
The diﬀerent data form usually represents the diﬀerent underlying characteris-
tic of the object. The image lays stress on the appearance in visual spectrum
and the 3D triangulated mesh carries the additional geometrical information. In
this paper, after analysis of the generality and diﬀerence of the super-resolution
problems in 2D and 3D domains, we proposed an eﬀective algorithm for the
super-resolution on triangle-meshed human face models, demonstrated by the
experiments on USF HumanID 3D face database.
Actually, both the PRC and the consistent planar representation method
proposed in this paper are not only for 3D super-resolution. We are trying to
apply them to the 3D object recognition.400 G. Pan et al.
It should be pointed out that in this work we do not take the texture informa-
tion into consideration in our algorithm, which might trigger a new topic on the
fusion of 2D and 3D super-resolution. Moreover, the investigation of contribution
of the 3D super-resolution method to the 3D face recognition is an interesting
issue. Both of these are ongoing in our research group.
References
1. Hong Chang, Dit-Yan Yeung and Yimin Xiong, “Super-resolution through neighbor
embedding”, CVPR’04, I:275-282, 2004.
2. C.B.Atkins, C.A.Bouman, J.P.Allebach, “Tree-Based Resolution Synthesis”, Conf.
on Image Proc., Image Quality and Image Capture Sys.(PICS-99), pp.405-410,
1999.
3. B. S. Morse and D. Schwartzwald, “Image magniﬁcation using level-set reconstruc-
tion”, CVPR’01, I:333-340, 2001.
4. W. T. Freeman, T. R. Jones and E. C. Pasztor, “Example-based super-resolution”,
IEEE Computer Graphics and Applications, 22(2):56-65, 2002.
5. P. Cheeseman, B. Kanefsky, R. Kraft and J. Stutz, “Super-Resolved Surface Re-
construction from Multiple Images”, NASA Technical Report, FIA-94-12, 1994.
6. V. N. Smelyanskiy, P. Cheeseman, D. A. Maluf and R. D. Morris, “Bayesian super-
resolved surface reconstruction from images”, CVPR’00, I:375-382, June 2000.
7. J.Sun, N.-N. Zheng, H.Tao, H.-Y. Shum, “Image hallucination with primal sketch
priors”, CVPR’03, II:729-736, 2003.
8. M. Elad and A. Feuer, “Restoration of a single superresolution image from several
blurred, noisy, and undersampled measured images”, IEEE Transactions on Image
Processing, 6(12):1646-1658, Dec. 1997.
9. M. Elad and Y. Hel-Or, “A fast super-resolution reconstruction algorithm for pure
translational motion and common space-invariant blur”, IEEE Transactions on
Image Processing, 10(8):1187-1193, 2001.
10. S. Baker and T. Kanade, “Limits on super-resolution and how to break them”,
IEEE PAMI, 24(9):1167-1183, 2002.
11. Z.Lin and H.-Y. Shum, “Fundamental limits of reconstruction-based superresolu-
tion algorithms under local translation”, IEEE PAMI, 26(1)83-97, 2004.
12. S. Baker and T. Kanade, “Hallucinating faces”, 4th IEEE Int’l Conf. on Automatic
Face and Gesture Recognition, pp. 83-88, March 2000.
13. Ce Liu,H.-Y. Shum,C.-S. Zhang, “A two-step approach to hallucinating faces:
global parametric model and local nonparametric model”, CVPR’01, 192-198, 2001.
14. Yijun Wu, Gang Pan, Zhaohui Wu, “Face Authentication based on Multiple Pro-
ﬁles Extracted from Range Data”, AVBPA’03, Lecture Notes in Computer Science,
vol.2688, pp.515-522, 2003.
15. Kyong I. Chang, Kevin W. Bowyer and Partrick J. Flynn, “An evaluation of mul-
timodal 2D+3D face biometrics”, IEEE PAMI, 27(4):619-624, 2005.
16. Yueming Wang, Gang Pan, Zhaohui Wu et al, “Exploring Facial Expression Eﬀects
in 3D Face Recognition using Partial ICP”, ACCV’06, Lecture Notes in Computer
Science, vol.3851, pp.581-590, 2006.
17. T. Riklin-Raviv and A. Shashua, “The Quotient images: Class based recognition
and synthesis under varying illumination”, CVPR’99, pp. 566-571, 1999.Super-Resolution of 3D Face 401
18. M. Desbrun, M. Meyer, and P. Alliez, “Intrinsic Parameterizations of Surface
Meshes, Computer Graphics Forum (Eurographics), 21(3):209-218, Spetember
2002.
19. A. Gray, Modern Diﬀerential Geometry of Curves and Surfaces with Mathematica,
Second Edition, CRC Press, 1997.
20. R. Kimmel and J. A. Sethian, “Computing geodesic paths on manifolds”, Proc.
Natl. Acad. Sci. , 95:8431-8435, July 1998.
21. V. Blanz and T. Vetter, “Morphable Model for the Synthesis of 3D Faces, SIG-
GRAPH’99, pp. 187-194, 1999.
22. H. Hoppe, T. DeRose, T. Duchamp, J. McDonald and W. Stuetzle, “Mesh opti-
mization”, SIGGRAPH’93, pp.19-26, 1993.