Abstract. In this article, we consider a multi-species kinetic model which leads to the MaxwellStefan equations under a standard diffusive scaling (small Knudsen and Mach numbers). We propose a suitable numerical scheme which approximates both the solution of the kinetic model in rarefied regime and the one in the diffusion limit. We prove some a priori estimates (mass conservation and nonnegativity) and well-posedness of the discrete problem. We also present numerical examples where we observe the asymptotic-preserving behavior of the scheme.
Introduction
The derivation and mathematical analysis of models describing gaseous mixtures raise many questions, from the theoretical as well as from the numerical point of view. A wide variety of models can be considered, depending on both the scale and the setting where the model is derived. In this article, we focus on describing mixtures in a diffusive setting at a macroscopic scale. Such models arise in various fields of physics and medicine, for example in the context of respiration, in order to describe the diffusive flow of air in the lower part of the lungs, or for the modelling of polluting particles. The first macroscopic diffusion models for mixtures have been introduced on the one hand by Maxwell and Stefan [38, 44] , and by Fick on the other hand [20] . Both models lie in the family of cross-diffusion models [13, 15, 34, 16] , coupling the molar fluxes and the mole fractions of each species of the mixture. The Maxwell-Stefan equations have been derived at the macroscopic level from mechanical considerations [36, 41] , whereas the Fick equations are obtained from Onsager's contributions from the thermodynamic of irreversible processes. Fick and Maxwell-Stefan formulations have a strong formal analogy, and both models can surely be linked in some regimes [23, 24, 8] .
In this work, we shall focus on the Maxwell-Stefan equations, in the setting of a non-reactive mixture of p ≥ 2 ideal gases in an open bounded subset Ω of R d , d ≥ 1. For any species A i , 1 ≤ i ≤ p, we denote by c i its concentration in the mixture and u i the associated velocity, which both depend on time t ≥ 0 and position x ∈ Ω. Mass conservation is written in R + × Ω, for any 1 ≤ i ≤ p, as (1) ∂ t c i + ∇ x · (c i u i ) = 0. Now, defining the total concentration c = i c i , the Maxwell-Stefan diffusion equations are written in R + × Ω, for any 1 ≤ i ≤ p,
where D ik = D ki > 0 is the binary diffusion coefficient between species A i and A k . The model is supplied with initial conditions c i (0, ·) = c in i , u i (0, ·) = u in i and boundary conditions on the fluxes u i · n| ∂Ω = 0, where n denotes the exterior normal to the boundary. Because of the symmetry of the binary diffusion coefficients, the p equations (2) are not linearly independent. Therefore, an additional relationship is needed in order to close the system, for example This work was partially funded by the French ANR-13-BS01-0004 project Kibord headed by L. Desvillettes. The first and third authors have been partially funded by Université Sorbonne Paris Cité, in the framework of the "Investissements d'Avenir", convention ANR-11-IDEX-0005. the equimolar diffusion assumption, which means that the total flux of the mixture i c i u i equals zero for any time and anywhere in Ω. In this equimolar diffusion setting, if, in addition, the total concentration c of the mixture is uniform in space at initial time, it remains constant for all time, and we can assume c to be equal to 1 without loss of generality. Thus, assuming c(t, x) = 1 for any (t, x) ∈ R + × Ω, equations (2) become, for any 1 ≤ i ≤ p,
The Maxwell-Stefan equations have been studied recently from both mathematical [24, 10, 8, 35] and numerical [23] viewpoints (see also the review [36] ).
A natural question is to justify such macroscopic diffusion models from a kinetic description at the mesoscopic level, mainly the Boltzmann equation. This falls into the wide literature about hydrodynamic limits, beginning with the pioneering works of Bardos, Golse and Levermore [3, 4] , which lead to other works on the Navier-Stokes or Euler hydrodynamic limit (see [14, 25, 26, 27, 28, 45] ) for a single monoatomic gas.
For mixtures, suitable kinetic models have been introduced in the middle of the 20th century [43, 40] . Further, consistent BGK-models for mixtures were derived [22, 2, 12] , and a generalization of Boltzmann equations for mixtures was introduced in [17] for polyatomic gases with chemical reactions.
For our study, consider a non-reactive mixture of p monoatomic gases, where each species A i is described by its distribution function f i depending on time t ≥ 0, position x ∈ Ω and velocity v ∈ R d . Assuming the only interactions between molecules at the microscopic level to be elastic collisions, two molecules of species A i and A k , 1 ≤ i, k ≤ p, of respective masses m i , m k and post-collisional velocities v and v * , have pre-collisional velocities v and v * given by
where σ ∈ S d−1 , because of momentum and energy conservations. The Boltzmann collision operator is then defined, for v ∈ R d , by
with cross sections B ik = B ki > 0. We restrict our study to Maxwellian molecules, meaning that for any 1 ≤ i, k ≤ p, there exist even functions b ik : [−1, 1] → R + ∈ L 1 (−1, 1) such that the cross sections B ik are written
where θ ∈ [0, π] is the deviation angle between v − v * and σ. This collision operator satisfies conservation properties [17] 
The Boltzmann equations for mixtures are then written, for 1 ≤ i ≤ p,
In the context of mixtures, formal hydrodynamical limits have been performed in several regimes. We here focus on the diffusive scaling (small Knudsen and Mach numbers). Euler and Navier-Stokes equations, coupled or not with a Vlasov equation, were obtained as the fluid-dynamic limit of the Boltzmann equations for a binary mixture [5, 6] , as well as the incompressible Euler and NavierStokes equations for general mixtures [7] . It has also been shown in [11] that Maxwell-Stefan's equations can be seen as the limit in the small Mach and Knudsen number regime of the Boltzmann equations for mixtures in the case of Maxwellian molecules. This result has been extended to some analytical cross sections in [30] , and generalized to general cross sections in [9] , as well as in a non-isothermal setting in [29] .
In this article, we are concerned with the same diffusive scaling as in [11] , assuming Mach and Knudsen numbers to be of the same order of magnitude ε 1. Then equations (6) are written, for
Their formal hydrodynamic limit obtained thanks to a moment method are the Maxwell-Stefan equations (3) on c i and c i u i , 1 ≤ i ≤ p, c i and c i u i being the limits, when ε vanishes, of the zerothand first-order moments of the distribution functions f ε i , 1 ≤ i ≤ p. We here aim to write a numerical scheme which could both capture the behavior of physical solutions to the Boltzmann equations in a rarefied regime and describe the solutions of the Maxwell-Stefan equations in the fluid regime. However, this induces some difficulties, due to the fact that the collision term (and, in a lesser way, the transport term) becomes stiffer when the parameter ε tends to zero. In particular, a satisfactory numerical scheme needs to use time and space steps independent of the parameter ε, which falls into the class of asymptotic-preserving (AP) schemes. Such AP schemes have been derived for many equations in several regimes [21] , and we refer the reader to the review [31] treating AP schemes for kinetic and hyperbolic equations. In the context of kinetic equations for mixtures, AP schemes capturing the Euler and Navier-Stokes hydrodynamic limit from the Boltzmann equation for mixtures are derived in [33, 32] .
In the following, in order to describe numerical schemes, let us introduce a time discretization (t n ) n∈N with a time step ∆t > 0, such that t n = n∆t. A reasonable attempt to derive an AP numerical scheme for Boltzmann equations for mixtures is to use a penalty method by a linear BGK-operator as in [21] , which has been extended for mixtures in [32] . This operator would then be defined for each species 1 ≤ i ≤ p as
where M i is the global Maxwellian equilibrium state defined by
and β i is some constant to be specified. The semi-discretized scheme is then written, for 1 ≤ i ≤ p,
. However, such a scheme leads to a transport term of order 1/ε, which imposes a very fine discretization for the velocity variable, and a growing support in the velocity variable, since the velocity domain is unbounded. Therefore, we had to choose another method.
Our approach is to mimic the analytical method used to obtain the Maxwell-Stefan equations in the low Mach and Knudsen numbers limit from the Boltzmann equations for mixtures. Whereas the Fick equations are naturally obtained from the kinetic equations by a perturbative method, the Maxwell-Stefan ones are obtained, as we already stated, by a moment method [9] . Thus the scheme we propose relies on the computation of the moments of the distribution functions f ε i , 1 ≤ i ≤ p, under the ansatz that these distributions functions are at local equilibria states. In this way, we can derive a one-dimensional (we choose d = 1) numerical scheme for the Boltzmann kinetic model for mixtures, which nicely converges to the Maxwell-Stefan equations in the small Mach and Knudsen numbers limit.
The paper is organized as follows. In Section 2, we briefly recall the moment method for the Boltzmann equations for mixtures and describe the chosen numerical scheme. A priori estimates for this scheme are proved in Section 3, in particular the positivity of the concentrations. In Section 4, these estimates are used to prove the existence of a solution to the numerical scheme. Last, in Section 5, we present numerical simulations illustrating the asymptotic-preserving behavior of the scheme, and its capacity to describe uphill diffusion phenomena for mixtures.
Derivation of a numerical scheme for Boltzmann equations for mixtures
Consider also a space discretization (x j ) 0≤j≤N of the domain Ω, with a space step ∆x > 0, such that x j = j∆x.
Moment method.
Since formal theoretical asymptotic results [11, 9] are obtained by a moment method [37] , assuming that the distribution function of each species i is at a local equilibrium state with a small velocity for any (t, x) ∈ R + × Ω, we apply the same approach in order to derive a numerical scheme which nicely behaves when ε tends to 0. More precisely, the results are obtained under the following ansatz, for any 1 ≤ i ≤ p,
The same ansatz is also made on the the initial condition f
In order for the scheme to be consistent with the possible closure relation of equimolar diffusion, we assume that the macroscopic quantities c When integrating with respect to v equations (7) and using (4), we obtain, for 1 ≤ i ≤ p,
which, using ansatz (8), becomes the usual mass conservation for any species
. Now, we integrate with respect to v equations (7) multiplied by m i v to obtain, for any
which becomes, using (5) and again ansatz (8) as in [11] ,
is the reduced mass corresponding to species A i and A k , and
> 0 is the constant cross-section for Maxwellian molecules in dimension 1. This equation can be written in a matrix form introducing the coefficients (A ε ik ) 1≤i,k≤p
the column vector of the fluxes, and
A ε ik c ε k u ε k the i-th coordinate of the product vector A ε F ε . Equation (11) is then written
, we obtain the following system
This system is supplemented with initial conditions on the concentrations and fluxes, as well as boundary conditions on the fluxes, for any
2.2. Description of the numerical scheme. The scheme is obtained thanks to a discretization of system (14) using a staggered dual grid. For each species 1 ≤ i ≤ p, its concentration c i is evaluated at the points x j , 0 ≤ j ≤ N , whereas its flux F i is evaluated at x j+
) the numerical approximations of the unknowns at the discretization points. Introducing λ = ∆t/∆x, the first equation of system (14) can then be discretized as follows, for any
For the second one, we observe that the matrix A contains concentrations, which have to be evaluated at the same points as the fluxes. In order to prove nonnegativity of the concentrations (Proposition 4), we shall see that a relevant choice [1] for the concentrations is
Moreover, we have to discretize the nonlinear term c i u 2 i . Let us introduce the following quantities,
and time t n , chosen such that
This leads to the following discretization of the second equation of system (14), for any
In order for this discretization to be well-defined, we need to supplement it with boundary conditions on the fluxes in ghost cells
and
. In accordance with (16), we choose, for
which allows the scheme to satisfy mass conservation (Proposition 1). The scheme is thus written,
and it can be written for all species simultaneously in a matrix form, introducing the following vector
, where
In a similar way, we define
Indeed, system (21) then becomes
The matrix S ε depends on the vector of concentrations y 1 and is given by
, where S 11 = I p(N +1) is the identity matrix of size p(N + 1). The other blocks are defined using the following notation.
Notation. For any q, r, s ∈ N * and any matrices M ∈ R r×s , 1 ≤ ≤ q, we define the block matrix
where the matrices which do not appear in the block writing are all zero.
The block S 12 ∈ R p(N +1)×pN is given by S 12 = λ Diag p(N +1)×pN (S 12 ). The matrices S 21 and S 12 are linked by S 21 = k B T S 12 ∈ R pN ×p(N +1) , and
where the blocks B ij (y 1 ) are defined by
System (22) with boundary conditions (20) is then solved by a Newton fixed-point method, with initial conditions satisfying the compatibility conditions (9).
A priori estimates for the numerical scheme
In this section, we prove that, for each species and all time, the scheme satisfies mass conservation, and the concentrations remain nonnegative if they are initially nonnegative.
Proposition 1. System (21) with boundary conditions (20) satisfies mass conservation for each species
Proof. For each species
Boundary conditions (20) ensure the claimed result.
In order to prove nonnegativity of the solutions, we apply the method used in [1] and introduce the following auxiliary scheme
, with the notation [c] + = max(c, 0) for any c ∈ R. In the same way as for (13), we can write these equations in a matrix form, introducing a modified matrixÃ
Observe that this matrix depends on the concentrations of each species, and can therefore vary for any discrete time t n , n ≥ 0 and any point x j , j ∈ {0, 
In this perspective, we can define, for any n ≥ 0, the vectors of unknowns of all species
The continuity equations (17) can be written for any n ∈ N and any 1 ≤ j ≤ N − 1 as
Equation (24) can also be written in a vectorial form for any n ∈ N and any 0 ≤ j ≤ N − 1
where the vectorial source term is defined by
As we noted,Ã is defined point-wise in time and space, and the proof of nonnegativity of the concentrations relies on some particular properties of this matrixÃ (Lemmata 2 and 3), which are true for any time and any space point.
Lemma 2. The matrixÃ defined by (25) is invertible for any ε > 0, and its eigenvalues are positive.
Proof. We first observe that the matrixÃ is diagonally dominant, since, for any ε > 0 and 1 ≤ i ≤ p, 
and matrix S = (S ik ) 1≤i,k≤p is defined by
This matrix S is obviously symmetric and is also positive semidefinite, since for any v ∈ R p ,
Thus, it follows thatÃ is similar to a symmetric matrix S + D = ∆ −1Ã ∆, which is positive definite for any ε > 0, thus all its eigenvalues are positive. Now, let us prove that the result also holds if only one of the [c i ] + equals 0. Without loss of generality, renumbering the species if necessary, we can assume that [c p ] + = 0, and
In order to compute the eigenvalues ofÃ, we can thus compute det(Ã − σI p ) using the cofactor expansion for this determinant with respect to the last row We also need some properties on the elements of the inverse matrixÃ −1 , which are summed up in the following lemma.
Lemma 3. The coefficients of the matrixÃ −1 are nonnegative. Moreover, its diagonal coefficients are positive, whereas all extra-diagonal terms of row i,
Proof. The nonnegativity of matrixÃ −1 comes from the M -matrices theory. Indeed, since all extradiagonal terms ofÃ are nonpositive, and since all eigenvalues ofÃ are positive (Lemma 2), matrix A −1 is nonnegative [42, by Thm. 1, equivalence of C 9 and F 15 for matrices in Z n,n ], and its diagonal elements are positive [39, 7.10.12] .
Consider an extra-diagonal term Let us now state an a priori positivity result on the concentrations for our scheme (17)- (19) with boundary conditions (20) . The existence of solutions to this scheme will be proved in the next section (Theorem 6). As mentioned earlier, the proof relies on the introduction of an auxiliary system: .
In order to precisely state the boundedness assumption needed on the source terms in Proposition 4, let us define the quantity
|.
We need the source terms to be uniformly bounded, which is guaranteed by Proof. Let us prove this result by induction. The base case is obviously true by assumption. Assume that c n i,j ≥ 0, for any
is invertible for any 0 ≤ j ≤ N − 1 and n ∈ N, we can rewrite (27) as
Injecting this expression in the continuity equations (26), we obtain multi-species diffusion equations for 1 ≤ j ≤ N − 1,
, and using boundary conditions (20), we obtain the two additional equations
It is then possible to apply the same approach as in [1] to these multi-species diffusion equations. Let us denote by u, v p = p i=1 u i v i , for u, v ∈ R p the usual scalar product in R p , and define the vectorial negative part of the concentrations ] − , and perform a discrete integration by parts to obtain
Let us momentarily fix 0 ≤ j ≤ N and consider the terms involving the product with the matrix (Ã n+1 j+ 1 2 ) −1 . Expanding the product, there are terms involving the extra-diagonal terms of the matrix, which are written, for any
and terms involving the diagonal terms of (Ã n+1 j+ 1 2 ) −1 , which are written for any 1 ≤ i ≤ p
Thanks to Lemma 3, we know that all terms T ik contain a factor [c n+1 i,j+ 1 2 ] + . Using the definition (18) of c i,j+ 1 2 , we deduce that all T ik contain a factor min{[c
, which always equals 0. This ensures that T ik = 0. As far as the diagonal terms T ii are concerned, we know from Lemma 3 that [(Ã n+1 j+
Moreover, observe that (c has an undefined sign, but the assumption of S n i,j+ 
Since c n i,j ≥ 0 for any 1 ≤ i ≤ p, 0 ≤ j ≤ N by induction hypothesis, this implies that ) 0≤j≤N −1 of the auxiliary system (28) is also solution of (21) because of the nonnegativity of (c n i,j ) 0≤j≤N , which implies that [c is bounded for any 1 ≤ i ≤ p, 0 ≤ j ≤ N − 1, n ∈ N uniformly with respect to ε, is satisfied if the nonlinear terms (discretization of ∂ x (cu 2 )) and the fluxes remain uniformly bounded. This assumption will be numerically checked a posteriori in Section 5 for the numerical tests.
Existence of a solution to the numerical scheme
It remains to prove the existence of a solution to our scheme. To this end, we use a matrix form similar to (22) of a new auxiliary system, inspired from (28) . Let
Then we prove the existence of a solution to the following new auxiliary system
This system (33) can be written as
where the blocksB ij (ỹ 1 ) are defined by
Theorem 6. For any ε > 0, there exists a solution (c n i,j ) 0≤j≤N , (F n i,j+ 1 2 ) 0≤j≤N −1 of the system (33) with boundary conditions (20) , which also solves (28) . Moreover, thanks to Proposition 4, for ε > 0 small enough, it is also a solution of system (21) with boundary conditions (20) .
Proof. First, let us prove thatS ε (ỹ 1 ) is invertible for anyỹ 1 and any ε > 0. Since S 11 = I p(N +1) , it is obviously invertible of determinant 1, and block determinant computation using the Schur complement leads to
Let us denoteP ε (ỹ 1 ) =S ε 22 (ỹ 1 ) − S 21 S 12 . Obviously, proving thatP ε (ỹ 1 ) is invertible is enough to prove thatS ε (ỹ 1 ) also is. We compute
It follows that the diagonal terms ofP ε (ỹ 1 ) are negative, whereas its extra-diagonal terms are nonnegative. Moreover, the transpose of matrixP ε (ỹ 1 ) is also diagonally dominant, since for any ε > 0, n ≥ 0 and any 1 ≤ q ≤ pN
N . This proves the invertibility ofP ε (ỹ 1 ), and thus the one ofS ε (ỹ 1 ). SinceS ε (ỹ 1 ) is invertible for anyỹ 1 and any ε > 0, the new auxiliary system (33) can be written under the formỹ n+1 = S ε (ỹ
is defined by (23) . The existence of a solution to this system is then proved using Schaefer's fixed-point theorem. To apply this fixed-point theorem, we compute, again thanks to the Schur complement,
which means that we can define two functions f ang g so that the system can also be written as
The proof principle is the following: we prove that there exists a solution to the first equatioñ y
), then the existence of y 2 immediately follows, in view of the second equation. First, observe that the application f maps (R + ) p(N +1) to (R + ) p(N +1) , thanks to Proposition 4.
Moreover, it is continuous, since P ε (ỹ
is the inverse of an affine function. Since we work in a finite-dimensional setting, f is also compact. Endow R p(N +1) with the discrete
is bounded. Indeed, letỹ 1 ∈ E, and ξ ∈ [0, 1] such thatỹ 1 = ξf (ỹ 1 ). Define y 2 = ξg(ỹ 1 ), and y = (ỹ 1 , y 2 ) . Thenỹ is solution of the equation
Now, observe that as for recovering mass conservation (Proposition 1), if we sum the first equations of (33) 
This proves that the set E is bounded. Therefore, Schaefer's fixed point theorem [19, Thm. 4, p. 509] ensures that f has a fixed pointỹ
) is thus a solution of the new auxiliary system (33) . By construction, since we added positive parts on every concentration in this new auxiliary system, all components ofỹ 1 are nonnegative, which means that it is also a solution to the auxiliary system (28) . Finally, Proposition 4 ensures that it is also a solution to (21).
Numerical experiments
In this section, we illustrate the good behavior of the scheme on some numerical examples. • The spatial domain Ω is chosen as Ω = [−1, 1], with space step ∆x = 10 −2 and ∆t = ∆x 2 = 10 −4 (obtained after performing the scaling). Observe that the discretization parameters are constant for all simulations we performed, and in particular that they are chosen a priori, not depending on ε.
Remark 7. The kinetic model (7) we use actually holds only for monoatomic gases. However, the macroscopic diffusion model (3) is valid for more general gases, including polyatomic ones. Since we aim to mimic Duncan and Toor's experiment [18] , and in particular to observe uphill diffusion, we chose to simulate the behavior of hydrogen, nitrogen and carbon dioxide, which are not monoatomic gases.
First, we numerically check that constant solutions are preserved by the discretization, since constant states are exact solutions of our scheme. Indeed, for constant initial concentrations and zero initial fluxes, the scheme preserves the initial state and the mixture does not move from its equilibrium. The first test case we consider consists in a two-species mixture (species 1 and 3). In this case, the limit model (3) reduces to a simple heat equation on each species, since the cross-diffusion effects cancel due to the symmetry of the diffusion coefficients. We consider the following initial conditions
3 (x) = 0. For ε = 10 −2 , we plot on Figure 1 the concentrations of each species for various times (t = 0, t = 10 −2 , t = 10 −1 , t = 1 and t = 10, since ∆t = 10 −4 ). Both species have the expected behavior and diffuse until reaching the equilibrium. 5.2.1. Discussion about the closure relation for the Maxwell-Stefan equations. As mentioned earlier, Maxwell-Stefan equations (3) need an additional closure relation to be solved, and a possible one is the equimolar diffusion setting, in which c is identically equal to 1. The initial conditions in our scheme are chosen in (9) in order to be compatible with this condition. However, the evolution in space and time of the total concentration is not imposed. In order to be consistent with the closure relation in the Maxwell-Stefan equations, we a posteriori check, at least numerically, that the total concentration remains close to 1 for any time and space. This is shown in Figure 2 . We observe that c = 1 + O(ε 2 ), and in particular, for small values of ε, the closure relation is completely consistent with Boltzmann equations for mixtures.
5.2.2.
Numerical verification of Assumption (30) on the source terms. As stated in Remark 5, the proof of Proposition 4 relies on the assumption that the source terms S n i,j+ 1 2 are bounded for any
uniformly with respect to ε. This assumption is a posteriori numerically checked in each test case. More precisely, if we recall the quantity M ε defined by (29), we need M ε to become smaller when ε vanishes, which is the case, as shown on Figure 3 . Figure 3 . Maximum M ε of the source terms with respect to ε
Three-species diffusion.
We focus now on the three-species case, which shows a much richer behavior. Consider the following initial conditions
5.3.1. Uphill diffusion rising. Duncan and Toor's experiment [18] shows that this configuration enables the so-called uphill diffusion phenomenon, meaning that nitrogen, although being already at equilibrium, moves because of the movement of other species and their particular friction properties, due to their different mass ratios. This behavior is indeed observed, for ε = 10 −2 , as shown in Figure  4 . After some time (corresponding to the diffusion barrier), the classical diffusion takes over and all species diffuse towards equilibrium.
As for the two-species case, we first check the consistency with the closure relation c = 1 (see Figure  2) , and the assumption on the source terms (M ε tends to zero when ε tends to zero, see Figure 3 ).
5.3.2.
Asymptotic behavior of the scheme and convergence towards the Maxwell-Stefan equations.
The numerical scheme described in this paper has been especially designed in order to nicely degenerate for arbitrary small values of ε. Moreover, it has been proved, at least formally [11, 9] , that the Boltzmann equations for mixtures tend to the Maxwell-Stefan equations when ε vanishes. Therefore, for each species, we compute the L ∞ -norm in both x and t of the difference between its concentration and the concentration computed by Maxwell-Stefan equations. The computation of the solution to the Maxwell-Stefan equations is done as in [10] , in particular using the closure relation corresponding to equimolar diffusion (i.e. the total flux of the mixture is identically equal to 0). This is done for several values of ε, and shown on Figure 5 . The apparent order of convergence of the scheme is better than 1. We observe the expected behavior: the smaller ε is, the closer to Maxwell-Stefan equations we are. Let us emphasize that these results are obtained for fixed ∆x and ∆t, as given at the beginning of the section. Therefore, the scheme does not need any restrictive condition on the parameters in order to be accurate for small values of ε. Influence of the parameter ε on the diffusion process. We can also observe the influence of ε on the diffusion process (see Figure 6 ). As we already observed, for small values of ε, the diffusion is very similar to the Maxwell-Stefan's one. However, for larger values of ε we observe some variations in the diffusion process. Although the diffusion process is quite different, the concentrations still converge in time to the same equilibrium as for smaller values of ε.
Velocity distributions.
As stated before, the numerical scheme presented here relies on the moment method to treat the kinetic equation (7). More precisely, by using ansatz (8) stating that the distribution functions are at local Maxwellian states, we compute the zero-th and first order moments in velocity of f ε i (t, x, v). On Figure 7 , we plot the distribution function f ε 1 (t, x, v) with respect to v for ε = 10 −2 , x = −0.21 and several times t (same values t = 0, t = 10 −2 , t = 10 −1 , t = 1 and t = 10 as before). The amplitude of the Maxwellian is of course decreasing, since c 1 (t, x) decreases with time at the chosen value of x. In our configuration, the fluxes remain of order 10 −1 , which corresponds to velocities u i of order 1 (see Figure 4) . Therefore, the Maxwellian are centered around εu 1 10 −2 , and the shift cannot be seen on the plot. 
