INTRODUCTION
Many mechanisms have been proposed as explanations of the observed patchiness of plankton in the ocean. These include: correlations with physical features on which the biology depends (Mann and Lazier, 1996) ; Turing instability (Levin and Segel, 1976) ; randomly varying predation of herbivorous zooplankton by higher trophic levels Henderson, 1981, 1992) ; turbulent stirring in harness with the slower growth rate of zooplankton as compared to phytoplankton (Abraham, 1998) ; and differential flow-induced instability resulting from the more pronounced diel vertical migration of zooplankton, in the presence of vertical shear (Rovinsky et al ., 1997) . However, although several authors mention in passing that productivity can be enhanced as a result of the patch-forming process, few of them treat this question systematically or in any detail [(Rovinsky et al ., 1997) being an exception].
In this paper we assess the effect of plankton patchiness on productivity at scales larger than those of the patches, and provide some indication of the scales which need to be resolved in order to understand and predict this effect. A model is used (Truscott and Brindley, 1994; Matthews and Brindley, 1997) in which patches occur as a result of an interplay between the 'excitability' of the biological population dynamics and the physical stirring of the medium, represented here by linear diffusion.
This patch-forming mechanism differs from those mentioned earlier. In particular, it is to be distinguished from the Turing mechanism, which also emerges from a set of reaction-diffusion equations. Turing instability (Turing, 1952) arises when the 'activator' and 'inhibitor' species of a reaction-diffusion system have different diffusivities, specifically when the inhibitor is more diffusive. In marine ecology phytoplankton ( P ) is the activator and zooplankton ( Z ) the inhibitor, and it is argued that Z is more diffusive because planktonic animals are typically more motile than planktonic algae. When a small, indeed infinitesimal, positive perturbation of P occurs as a result of some random or unresolved process, the rapid diffusion of Z away from the location of the perturbation allows the latter to amplify before its growth is limited by predation (Figure 1 ). Similarly the relatively large amounts of predator away from the centre of the perturbation limit the horizontal spread thereof and determine a characteristic size for the patch. The Turing mechanism thus depends on a spatial segregation of predator and prey. Our excitable medium mechanism, by contrast, depends on a temporal segregation. As discussed in Section 2 below, it is the sluggish response of Z to an increase in P which allows the phytoplankton bloom to proceed, rather than a diffusive transport of the zooplankton away from its food.
[Our mechanism is therefore conceptually more akin to that of Abraham (Abraham, 1998) .] Furthermore, a small but finite, as opposed to infinitesimal, disturbance is required to provoke excitation; the refuge equilibrium of our system is stable, and it would not be correct to describe excitable medium behaviour as an instability. These differences between our mechanism and the Turing mechanism are emphasized in the present paper by using a smaller diffusivity for Z than for P in the experiments reported in Section 3. This smaller diffusivity corresponds to the tendency of planktonic animals to use their enhanced motility to aggregate together, partially offsetting the dispersive tendency of their turbulent environment.
A final contrast is that whereas the size of a patch generated by the Turing mechanism is limited by the mechanism itself, an excitable medium with diffusion may support waves which can spread throughout the medium. These waves may cause the patch to grow indefinitely, if there is a stable equilibrium of the system at large values of P and/or Z ; or localized regions of enhanced biomass may propagate out from the initial patch if there is relaxation back towards a refuge equilibrium behind the wave front. When two such wave fronts collide, they typically annihilate one another. These waves are described in general terms in Section 12.4 of Murray (Murray, 1993) . Bountis et al . discuss mathematically the conditions under which a patch decays, or spreads indefinitely, or gives rise to propagating pulses, in the context of FitzHugh-Nagumo dynamics (rather than the TruscottBrindley dynamics used here) (Bountis et al ., 2000) ; more work could certainly be done in this direction. Similar behaviour has been seen in numerical models at least since Dubois (Dubois, 1975 ) (who used Lotka-Volterra dynamics); a typical example from the model used in the present paper is discussed in Section 3.1 below.
The remainder of this paper is organized as follows. The model used and some of its qualitative properties are described in the partly pedagogical Section 2. In Section 3 are presented the results from the model. After the illustrative example of excitation wave front propagation just alluded to, the results of two sets of experiments with the model are presented. In the first set of experiments the model is initialized with values which are uniformly random over some rectangular region of the phase space. Statistics from ensembles of integrations initialized randomly about the same mean values of P and Z yield information about the effect of patchiness on the productivity averaged over the model domain. It is found that the time-series of domain-averaged P and Z sometimes differ greatly from the time-series of P and Z from a spatially homogeneous model initialized at the same mean values. There is a large variance amongst the members of some of the ensembles, indicating a delicate sensitivity of the model to the details of the initialization. The characteristic length scales or patch sizes which emerge from these randomly initialized integrations are described, and the sensitivity of the results to the choice of initial conditions is also considered, with particular emphasis on the dependence on the fraction of the domain which is initially in the excitable region of phase space.
Sinusoidally varying initial conditions are used in the second set of experiments. The wavelength is varied in order to find the scales of patchiness at which the enhancement of productivity is most pronounced, and these scales are compared to those obtained with the random initial conditions. Because of the specificity and/ or simplicity of the model being used here, these results are of limited value in informing observational programmes with respect to the scales of patchiness which they need to resolve. The results are rendered more P Z Fig. 1 . Schematic illustration of the Turing instability, after Rovinsky et al. (Rovinsky et al., 1997) . Rapid diffusion of the predator (Z) away from the peak of the perturbation in prey (P) allows the latter to amplify but prevents the patch from spreading very far. 
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applicable by casting them in terms of a non-dimensional parameter which depends on the diffusivity and growth rate as well as the length scale. The appropriateness of this parameter is checked by running the model with varying diffusivity. The implications of this research are considered in the concluding Section 4. The results underline the need for high resolution observations of zooplankton, as well as phytoplankton and physical parameters, if marine planktonic ecosystems are to be simulated accurately. In this respect it is good news that optical plankton counters are starting to be used as routinely as the fluorometers and conductivity, temperature and depth (CTD) apparatus which supply phytoplankton and physical measurements. For modellers the implications are prima facie more serious. If the productivity on scales of several kilometres or more is markedly affected by processes on scales of a few hundred metres or less, the latter will need to be parameterized in models of lower resolution, using measurements or assumptions concerning the sub-gridscale distribution of plankton. Some tentative suggestions as to how to go about constructing such a parameterization are made in Section 3.2.1, but the sensitivity to the details of the random initialization which we have found suggest that this would be a difficult task.
METHOD
A two-compartment reaction-diffusion model is used which is essentially the same as those considered by Steele and Henderson (Steele and Henderson, 1992) and Matthews and Brindley (Matthews and Brindley, 1997) . The two compartments represent phytoplankton ( P ) and zooplankton ( Z). Variables P and Z may be thought of as population densities, or as plankton amounts in whatever 'unit of currency' (Fasham, 1993) one is concerned with; the interpretation does not matter at this fairly abstract level of investigation. For this system the most general reaction-diffusion model is (1) where the state vector .
In the present study the 'reaction' terms are ,
,
which is to say that they represent: (i) logistic growth of phytoplankton, with maximum specific growth rate ␤ at P = 0 (or maximum absolute growth rate ␤ /4 at P = 1 / 2 ); (ii) Holling type III grazing of phytoplankton (growth of zooplankton), with half-saturation at P = ; and (iii) zooplankton mortality described by the function h( Z ), which is either Z , for the 'linear mortality' version of the model, or Z 2 , for the 'quadratic mortality' version. ␥ is effectively the assimilation effciency of the zooplankton, and controls the rate at which they die. Truscott and Brindley discuss in more detail the relationship between these parameters and the more commonly measured quantities of which they are combinations (Truscott and Brindley, 1994) .
Note that in the logistic term the carrying capacity of the system is 1; that is, P has been normalized with respect to the dimensional carrying capacity and therefore ranges over [0, 1] . The same non-dimensionalization applies to Z (which is not, however, constrained to be less than or equal to 1).
The dynamical significance of the Holling III grazing function is that its graph is sigmoidal, giving rise to a Pnullcline with two local extrema (a maximum and a minimum), as required for the excitable dynamics at the heart of this model (see below, where 'nullcline' is also defined). It does, however, stand in need of some justification, which we proceed to give. The Holling III function was originally proposed to represent the feeding behaviour of (terrestrial) vertebrates in the presence of at least one alternative food source additional to P , the significance of 'vertebrate' being that an element of learning is involved in the reaction of the predator to increasing amounts of P [see e.g. (Maynard Smith, 1974) ]. A type II response, of the form ,
was considered to be more 'typical of invertebrate predators', which were taken to spend an amount of time proportional to 1/ P in finding a prey item and then a fixed amount of time in disposing of it ( op. cit. Maynard Smith, 1974) . The even simpler type I response, in which the ingestion rate increases linearly with P until a saturation value is reached, and thereafter remains constant, was suggested for 'the special case of filter-feeding crustacea feeding on algal cells ' ( op. cit. Maynard Smith, 1974) , and indeed this is still the favoured interpretation of actual experiments on the feeding of copepods [ (Mauchline, 1998) , Chapter 6]. However, Steele and Mullin (Steele and Mullin, 1977) argue that diel vertical migration of zooplankton in the presence of a vertical gradient of P can lead to a sigmoidal dependence of the grazing rate on the mean phytoplankton amount, even when the local dependence is of one of the simpler types.
Steele and Henderson state, furthermore, that a type III response is consistent with some of the observational evidence, especially that concerning natural populations (Steele and Henderson, 1981) . The severe diffculties involved in measuring ingestion rates, and the consequent uncertainty in the interpretation of these measurements, perhaps allow us some latitude in the choice of functional form.
In general, the diffusivity D can vary in space, which is why it is inside the divergence operator in equation (1)recall that whereas, in one dimension, the diffusion term is usually written like u xx , ( u x ) x is more correct; the corresponding term in equation (1) is merely the multidimensional analogue of this. Such spatial variation would arise if, for instance, the zooplankton diffusivity were being allowed to vary with Z in an attempt to represent density-dependent aggregative or dispersive behaviour. Here, however, we use the constant diffusivity ,
where parameterizes turbulent diffusion in a crude but familiar way. The two terms on the diagonal represent the straightforward diffusion of P and Z. The ratio of zooplankton to phytoplankton diffusivity, r, provides a rough and ready method for building zooplankton behaviour into the model. It is set to a value less than 1 for zooplankton which tend to aggregate, and greater than 1 for those which tend to disperse. A value of 1 would be used for plankton which are essentially non-motile. The off-diagonal terms in equation (5) could be non-zero under certain circumstances; in particular, a positive taxis of zooplankton towards its phytoplanktonic food could be modelled by a negative cross-diffusivity in the lower left element of D. The biological part of this model is particularly suitable for the present study. On the one hand it is sufficiently detailed to capture some of the broad features of real planktonic ecosystems, in particular under bloom conditions (see below). The main caveat here is that the absence of nutrient and detritus components means that phenomena of nutrient limitation and recycling will not be represented.
On the other hand, the biological model is simple enough to be easily understood in qualitative terms. Perhaps the quickest way to such a qualitative understanding is via a consideration of the system's 'nullclines' [for example (Murray, 1993; Truscott and Brindley, 1994; Matthews and Brindley, 1997) , and note that nullclines are occasionally referred to as (zero-)isoclines, as in (Rosenzweig, 1969; Scheffer, 1991) , for example]. A nullcline is a curve in the (P, Z) plane on which one of the components of the reaction function (3), which represents the net effect of growth, death and grazing on the rates of change of P and Z, is zero. A point at which the nullclines intersect is therefore an equilibrium point of the system. Except for pathological cases, the component of the state vector (2) corresponding to a given nullcline will have a positive net growth rate on one side of the nullcline, and a negative net growth rate on the other. One can thus determine qualitatively the trajectory in (P, Z) space that the system will take from any given starting point.
Consider, for example, Figure 2 , which shows the nullclines for the linear mortality version of the model with parameters as specified in Table I , which are appropriate to the case of a 'red tide' grazed by copepods (Truscott and Brindley, 1994) . The net growth rate for P is positive below the (curved) P-nullcline, and negative above; the net growth rate for Z is positive to the right and negative to the left of the straight, vertical Z-nullcline. Note that the unit of time is 86400/0.7 seconds, as in Matthews and Brindley (Matthews and Brindley, 1997) .
Imagine, then, that the system is initially in a state located on the Z-nullcline and some small but finite distance below the equilibrium point. This state might have been reached from the equilibrium state because of a decrease in the zooplankton population, perhaps as a result of predation from a higher trophic level. An increase in the phytoplankton growth rate, perhaps caused by an increase in temperature and/or stratification during the spring, would have a similar effect; an increase in the growth rate, and therefore of ␤, causes the 
P-nullcline to be displaced in the positive Z-direction.
Being in a region of positive net growth rate for P, the state of the system moves off to the right in the (P, Z) plane. This brings it into a region where the net growth rate for Z is also positive, giving the motion of the phase trajectory [the path in (P, Z) space traced out by the evolving system] an upwards component. The slope of the trajectory is determined by the relative growth rates of P and Z. For a typical system, for instance with P and Z representing dinoflagellates and copepods respectively (Truscott and Brindley, 1994) , the zooplankton growth rate will be much smaller, i.e. ␥ << 1, and the trajectory will be approximately horizontal. P grows rapidly while Z hardly changes at all. This bloom-like behaviour characterizes equations (1) to (5) as an 'excitable medium' model. Eventually the trajectory approaches the P-nullcline; the growth of P slows down, and the trajectory becomes more vertical, corresponding to a developed bloom with slow but steady growth of zooplankton. When the system crosses the nullcline and enters the region where the phytoplankton net growth rate is negative, there is a rapid collapse of the phytoplankton population which continues until the steep part of the P-nullcline at low values of P is reached. The system is now in the region of net zooplankton mortality, and creeps back along the Pnullcline towards the equilibrium point during the socalled 'refractory' phase of the outbreak, when the zooplankton are dying off, having exhausted their food supply.
A typical phase trajectory illustrating these properties is shown on Figure 2 . ␥ was set to 0.05 for this integration. This example has been somewhat laboured because a good qualitative understanding of the phase trajectories is required for an appreciation of the results presented in Section 3. The model is integrated numerically using the timestepping scheme of Smolarkiewicz and Margolin (Smolarkiewicz and Margolin, 1998) , and centred differences for the diffusion terms. More sophisticated or efficient numerics were not found to be necessary.
Here we consider both a one-dimensional (1D) and a two-dimensional (2D) version of the model. Each uses a regular grid spacing. The models are spatially periodic and biperiodic respectively; the present work is a process study rather than an attempted simulation of any particular ecosystem. In all the runs presented here a 5120 m or 5120 m 2 domain was used with a grid spacing of 10 m. The biological model can also be integrated on its own, with no diffusion, from a single pair of (P, Z) values (rather than the 512 or 512 2 pairs involved in the full model). This is referred to as the 'zero-dimensional' or 0D version of the model, and can be thought of as a spatially homogeneous version of the spatially inhomogeneous or 'patchy' 1D or 2D models.
Turbulent diffusivity values were suggested by Okubo (Okubo, 1971) , whose data imply = 19 cm 2 s -1 at a length scale of 10 m, varying by perhaps an order of magnitude either side of this depending on the oceanographic conditions. The 5 km domain may be thought of as a single grid box of a larger-scale model, or a transect across such a grid box; the 0D model then represents the result of assuming spatial homogeneity within the grid box, which is always done in such large-scale models. Our domain could alternatively be considered as a water parcel which is being advected around with relatively little lateral mixing through its boundaries. Effects of stirring, and of advection in general, within the domain will be considered at a later date.
RESULTS
The results presented in this section are from integrations of the model having the parameter values specified in Table I , except as noted. We choose to present the results in dimensional terms for clarity of exposition, though the seeds of a non-dimensional analysis of the system can be found in Section 3.3. patterns and because they are relatively tractable in mathematical terms (Grindrod, 1991; Murray, 1993; Bountis et al., 2000) . In this example Z is initially a Gaussian patch of height 0.05 and length scale s = 17 grid lengths or 170 m [i.e. 0.05 exp(-x 2 /s 2 )], reset to zero where this would give a value less than 5 ϫ 10 -12 . P is initially at the carrying capacity except for a Gaussian depression of magnitude 0.1 co-located with the patch of Z; that is, P is initially 1 -0.1exp(x 2 /s 2 ). In other words, the initial conditions are a small perturbation from homogeneity at the unstable equilibrium P = 1, Z = 0. Linear Z mortality was used, with ␥ = 0.1 and = 23 cm 2 s -1 . The behaviour may be understood qualitatively with reference to Figure 2 . Initially the whole domain is close to the P = 1 axis of the nullcline diagram, with the patch in the P · < 0, Z · > 0 region and the rest of the domain at the unstable equilibrium (1, 0). As time goes by the patch of Z grows in height and the hole in P deepens as the grid points within the patch follow trajectories similar to the 'decaying bloom' phase of Figure 2 . Meanwhile, diffusion causes Z > 0 values to spread to gridpoints outside the patch, and these points therefore set off on their own trajectories of growth in Z and decay of P. In other words, the patch increases in physical size as well as magnitude. The corresponding diffusive mixing of lower values of Z into the patch will at the same time slightly retard the growth of Z at these inner points.
Example of wavefront propagation
Eventually, at about day 45, the gridpoints at the centre of the patch reach the Z-nullcline and enter the refractory phase of decay back to the stable equilibrium; Z decreases fairly rapidly whilst P increases slowly. The net effect of points further from the centre of the patch successively undergoing this process is the pair of propagating pulses apparent in Figure 3 (a)-(c). When the pulses meet, having wrapped round the periodic domain, they annihilate each other, Figure 3(d) , leaving the whole domain at the stable equilibrium.
Random initial conditions
In this section are presented some integrations of the model beginning from random initial conditions. Typical initial conditions are shown in Figure 4 ; the values are uniformly random across a rectangular region of (P, Z) space (Figure 4a ), and distributed randomly in space (Figure 4b ). The corresponding Fourier amplitudes and phases are also random (Figure 4c,d) .
A qualitative idea of the nature of the plankton distributions resulting from such initial conditions can be obtained from Figure 5 , which shows the output from a run of the 2D model with uniformly random initial conditions and quadratic zooplankton mortality. In this example the phytoplankton has bloomed across the entire domain and then been eroded locally by the responding zooplankton. The result is a background of high P values punctured by patches of low biomass, a configuration reminiscent of the 'doughnuts-and-holes' topology of plankton distribution observed by Star and Mullin (Star and Mullin, 1981) , or of the 'broken discs' seen by Wyatt (Wyatt, 1973) . It is noteworthy that these low-P patches are all of similar size at this point in model time; a characteristic length scale has emerged. The patches will eventually expand to fill the whole domain as the system relaxes back to its refuge equilibrium. Other model configurations can lead to expanding patches of high values of P and Z; the quadratic mortality version of the model is bistable over a certain region of parameter space, and the model can under some circumstances tend to an 'outbreak' equilibrium of larger standing stock.
More systematic investigation of the patches and their effect on productivity has been carried out using ensembles of the 1D version of the model. integrations were used to ensure that the results were not specific to a particular choice of the set of initial values. Each member of the ensemble has a different random initialization, but all the sets of initial conditions have the same mean and are drawn from the same rectangle of (P, Z) space (except in the sensitivity integrations of section 3.2.4). This rectangle was chosen to be small, so that the random fluctuations in space are not unreasonably large. It was also chosen so that the mean value was close to the margin of excitability of the 0D model, and on the side of non-excitation. See Figure 6 , in which dark regions correspond to areas of (P, Z) space from which trajectories return quickly to the (refuge) equilibrium, and paler regions to those from which trajectories undergo large excursions or, for the quadratic mortality version, terminate at the 'outbreak' equilibrium; for quadratic mortality, the two regions are the domains of attraction of the two stable fixed points. This choice of initialization corresponds to conditions shortly prior to the onset of a bloom, and maximizes the contrast between the patchy and mean production, in line with the illustrative purposes of the present paper.
Ensemble with linear mortality
Results from a particular ensemble of integrations with linear mortality are summarized in Figure 7 . In this figure the top frame shows the time-series for P, the horizontal axis being time in days. The thin continuous curve is the ensemble mean of the time-series of P averaged over the model domain; dashed lines are located at ±1 ensemble standard deviation. The thick curve is the time-series from an integration of the 0D model initialized at the ensemble mean initial condition, i.e. the centre of the rectangle shown in Figure 6 . The middle frame shows the corresponding series for Z. In the bottom frame phase trajectories for the ensemble and 0D integrations are plotted against the appropriate nullclines, the initialization rectangles being reproduced here again.
In terms of modelling, the thick curves and trajectories marked by crosses correspond to the plankton dynamics which would be calculated from the single P and Z values used to represent the populations in an entire grid box (say of grid length 5 km) in a relatively large scale model. The thick curves (dotted trajectories) correspond to the 'true' grid box mean dynamics which would be calculated if much higher resolution were available. The difference between the two represents the error involved in making an assumption of uniformity across the grid box in the larger scale model. The mean and patchy systems undergo qualitatively similar development as time progresses. As discussed in Section 2, there is an initial growth of P to which Z responds after a certain time lag; thereafter the system relaxes back towards its stable equilibrium. Since this equilibrium is a node, there are no oscillations in the populations. Quantitatively, however, the two systems are quite different. For the first 10 days or so for P, and 30 for Z, the two time-series are similar. Thereafter, the mean trajectory quickly reaches the P-nullcline, and its nascent bloom is terminated. In the patchy case, though, there are still sufficient numbers of grid boxes in the excitable region of phase space for the average phytoplankton growth to continue until day 57. The net result is that the bloom develops more fully and lasts longer in the patchy than in the mean case; in this example the homogeneity assumption leads to the maximum phytoplankton amount achieved being underestimated by a factor of 2.7, and the maximum in zooplankton by a factor of 1.7. As indicated by the spread across the ensemble (the ±1 standard deviation curves), these factors can be even larger for particular instances of the random initialization.
The diffusivity used in these integrations was 21 cm 2 s -1 , which is reasonable for an eddy diffusivity at the grid length scale of 10 m (Okubo, 1971) . Enhancement factors for a wide range of diffusivities are shown in Figure 8 . The factors are plotted against -1/2 , rather than , to enable a more direct comparison with Figure 14 , discussed in section 3.3 below. As decreases towards zero, at the right of the figure, the ensemble mean P enhancement asymptotes towards the value 3.9 obtained with set to precisely zero. With = 0 there is no interaction between grid points, and the 1D model is effectively an ensemble of 512 0D models. In this limit, therefore, the enhancement is due purely to the non-linearity of the plankton dynamics. At the other extreme, as → ∞, the enhancement approaches 1; with infinite diffusivity the random field immediately diffuses away to give a homogeneous field at the mean value, and each point proceeds like the 0D model initialized at this mean. Interestingly, the enhancement does not vary monotonically between these two limits. A maximum enhancement factor of 5.2 for P, and 2.4 for Z, is attained at about max = 0.5 cm 2 s -1 . The existence of this maximum shows that productivity can be enhanced through a combination of non-linear population dynamics and simple horizontal diffusion. It is important to distinguish this from the more canonical ways in which the physics affects biological productivity, namely by controlling the supply of nutrients to the euphotic layer and by determining whether the mixed layer depth is greater than or less than the critical depth (Mann and Lazier, 1996) .
Recalling from Section 2 that in reality eddy diffusivities at a length scale of 10 m vary between about 1.9 and 190 cm 2 s -1 , max is an unphysically small value. However, the enhancement is greater than for the nondiffusive case for ∈ (0, 7) cm 2 s -1 , which does take us into the realm of realistic values; and there is still an enhancement of some 20%, compared to the 0D model, even at the unphysically large value of 350 cm 2 s -1 . Furthermore, the effect of diffusion is exaggerated by the extreme spikiness of the initial conditions ( Figure 4) ; much of the spatial variation rapidly diffuses away, in a sense effectively reducing the size of the initial rectangle in phase space. In section 3.3 below we shall see that similar maximum enhancement factors are obtained with more realistic diffusivities when smoother initial conditions are used.
As increases beyond max , the enhancement factors decrease approximately logarithmically (i.e. depend quite weakly on ), until they begin to level off towards the homogeneous limit at about = 500 cm 2 s -1 . For values If the grid box mean productivity can be so different from that calculated from the grid box mean initial P and Z, how could the sub-gridscale processes be parameterized in a large-scale model? The results shown in Figure 7 suggest a way forward. The phase trajectory for the patchy case is qualitatively similar to that for the 0D case, but disposed differently with respect to the nullclines. The turning point at the peak of the bloom is below rather than on the P-nullcline, and during the refractory phase the trajectory creeps along the right hand rather than the left hand side of the nullcline. If the model parameters could be adjusted so that (a) the nullclines were correctly disposed with respect to the 'patchy' trajectory and (b) the mean initial condition lay within the region of excitability, then the correct behaviour would be predicted even under the homogeneity assumption. An approach to parameterization would be to discover the adjustments to make for different sub-gridscale plankton distributions, perhaps by running many ensembles of the type reported here. The parameterization could then be applied by making some assumption or observations concerning the actual sub-gridscale distribution. The main caveat regarding this approach is the spread across the ensemble in Figure 7 ; even if our parameterization successfully reproduces the ensemble mean behaviour, it will not typically reproduce as successfully the behaviour resulting from a particular patchy distribution. These issues will not be considered further here.
Ensemble with quadratic mortality
Output from an ensemble of integrations of the quadratic mortality version of the model is presented in Figure 9 . The effects on the transients, and on the maximum P and Z amounts generated, are not as dramatic as in the previous example; the interesting thing here is that the mean and patchy trajectories are tending towards different equilibria of substantially different plankton standing stocks. Whereas the mean trajectory blooms and then decays back to its refuge equilibrium (a stable spiral, hence the oscillations), the patchy trajectory is repelled by the unstable equilibrium at (P, Z) = (0.27, 0.087) and heads off very slowly towards the stable 'outbreak' equilibrium at (0.70, 0.090). In fact, tests show that it typically takes of order 4 or 5 years for the outbreak equilibrium to be attained; it is more accurate to say that the system reaches a quasi-stable patchy state after a few weeks. Figure 10 presents a typical example. Note how the system resolves itself into alternating patches of high and low P and Z at the two stable equilibria. The basic pattern is established by day 60; thereafter the larger patches spread out slowly and will eventually fill the model domain. The smaller patches are eroded back to the refuge equilibrium, as discussed in a different context by Bountis et al. (Bountis et al., 2000) .
Emergent length scales
The spatial scale of the patches arising, in both the linear and the quadratic mortality versions, has been characterized in terms of an average patch size diagnostic defined as follows. First define a patch as a region where P or Z exceeds some critical value, which in the present case was taken to be the domain mean minus half a standard deviation. Then the average patch size is defined as (6) where n P is the total number of grid points inside patches, n m is the number of local maxima of P or Z in the domain at which the critical value is exceeded (a measure of the number of patches), and ∆x is the grid length. This definition was found to be more robust than others based on a decorrelation length scale and an integral length scale respectively. Figure 11 presents the ensemble mean patch size as a function of diffusivity. The maximum patch size attained during the first 90 days of the ensemble mean time-series is shown. This period of time was sufficient both to cover the bloom phase of the linear mortality run, after which larger but less significant patches gradually arise, and to take the quadratic mortality model into its quasi-steady state. Least squares fits to the expression
with a and b free parameters, are also shown in Figure 11 (the 20 m offset being the minimum patch size that can be resolved using a 10 m grid length). It is notable that an exponent b close to 0.5, as predicted by the classical 'KISS' theory for a simpler system (Skellam, 1951; Kierstead and Slobodkin, 1953) , is obtained and gives an excellent fit in all cases.
Other features of interest are as follows. The 'error' bars on the plot for quadratic mortality (those for linear mortality are similar) indicate that the differences in patch size between ensemble members can be large, as noted earlier regarding the productivity, despite the differences in initial conditions being small. For quadratic mortality, only the results for P are shown; those for Z are practically identical. A second set of ensembles using quadratic mortality but with the domain size doubled to 10240 m was performed in order to test the effect of domain size on patch size; given that the patch size increases with , there must eventually be such an effect when using a finite domain. For the range of used here, however, the results were reassuringly similar to those for the smaller domain, and again have not been plotted in Figure 11 .
Next, the phytoplankton patch sizes with linear mortality are similar to those for quadratic mortality. At large the zooplankton patches are smaller, as might be expected given that a smaller diffusivity is used for Z and that Z follows P less closely with linear than with quadratic mortality (cf. Figures 7, 9 ). More surprising is that this effect is smaller when the aggregation of zooplankton is more pronounced (grey points and curves), and reversed at smaller values of the diffusivity (bottom frame). Decreasing the Z diffusivity also decreases the size of the patches of phytoplankton.
Dependence on the initialization rectangle
Two further sets of ensembles have been performed in order to test the sensitivity of the results to the details of the initialization, and in particular to the fraction of the initialization rectangle lying within the excitable region (cf. Figure 6 ). In the first set of ensembles, the area and aspect ratio of the rectangle were kept constant, as was the mean initial phytoplankton amount, but the mean initial zooplankton amount, Z -0 , was varied. The results are summarized in Figure 12 . Figure 12(a) shows the ensemble mean enhancement factor, maximized with respect to , as a function of the percentage of the area of the initialization rectangle lying within the excitable region. As the percentage increases from zero, the enhancement increases approximately linearly; an increasing fraction of the physical domain is occupied by the bloom whereas the mean initial condition is still in the non-excitable region of phase space. This increase in enhancement is rapid; when the excitable fraction of the domain is as little as 10%, the maximum in P has already increased by a factor of 2. When the percentage increases beyond about 50, however, the mean initial condition moves into the excitable region and the maximum enhancement is rapidly reduced to unity. In fact, the enhancement is slightly less than 1 at most values of , because part of the domain remains in the non-excitable region-or, to be more precise, different parts of the domain pass through the bloom at different times, so that at no time is the entire domain at the maximum P attained by the 0D model. Figure 12 (b) shows the enhancement as a function of diffusivity for several of the ensembles. As the fraction of the gridbox in the excitable region increases from zero, the maximum enhancement is attained at gradually increasing values of the diffusivity. Once again the results are biased towards the maximum enhancement being obtained as tends to zero, because of the spikiness of the initial conditions (cf. section 3.2.1). Even so, a significant enhancement of more than 300% is obtained at the canonical Okubo (Okubo, 1971) value of when the fraction is 50% (dashed line).
A second set of ensembles was performed in which the mean of the initial rectangle was kept constant, at the value used in section 3.2.1, but the area thereof was varied (keeping the aspect ratio fixed). For the smallest area, the entire rectangle lies in the non-excitable region of phase space; as the area increases, the rectangle gradually expands into the excitable region. The results are presented in Figure 13 , and are qualitatively similar to those obtained by varying the mean. Quantitatively, the maximum enhancements tend to occur at rather larger values of . This is consistent with the point made earlier, that the randomness of the initial conditions effectively decreases the size of the rectangle.
Sinusoidal initial conditions
In order to explore more methodically the relationship between length scale and productivity, a set of integrations has been performed with linear mortality, and with P initialized to a sinusoid of varying wavelength and Z to a constant value. The extremes of the initial P were as in the random initial conditions considered in section 3.2.1, and the value used for Z was the mean thereof. The wavelengths considered ranged from 40 m (four times the grid length) to 5120 m (the size of the periodic domain), the diffusivity was 11.6 cm 2 s -1 , and the zooplankton diffusivity was 0.5 times that of the phytoplankton. Figure 14 presents the resulting enhancement factors as a function of wavelength. At small wavelengths diffusion is rapid and the productivity approaches that of the corresponding 0D model. Conversely, at large wavelengths diffusion has relatively little effect, and the productivity tends to that of an ensemble of non-interacting 0D models. For intermediate values of the wavelength our results show that the productivity is greater than that at either of these extremes, as a result of an interaction between the diffusion and the biological dynamics. Note that this behaviour is both qualitatively and quantitatively similar to that obtained by varying with random initial conditions (Figure 8) . Furthermore, the wavelength at which the enhancement is largest, about 400 m for P, is close to the patch size that emerges from the randomly initialized model with the same parameters; the least-squares fit of Figure 11 gives a value of 389 m for this case.
These results show that there is an equivalence between an increase of scale and a decrease of diffusivity. More specifically, since the units of diffusivity are length 2 time -1 , increasing the length scale by a factor of ␣ is equivalent to decreasing the diffusivity by a factor of ; this is why 1/ is used as the abscissa in Figure 8 . This idea can be extended to put our results in a slightly more general context. Applying the following rescalings and definitions:
and dropping primes, casts the 1D version of the mathematical model into the following form:
Note that L here is any appropriate length scale, not necessarily a wavelength. Deeper implications of this way of describing the system will be considered elsewhere; for now we merely note that the parameter ω′ ω, linear mortality βω, quadratic mortality, 
is critical in determining the relative effects of reaction and diffusion. Specifically, since ␤ and /L 2 are both of dimension (time) -1 , G is a measure of the relative rates at which diffusion and biological processes (in particular growth of phytoplankton) take place. (G is thus a diffusive Damköhler number.) A more direct comparison may be obtained by using the actual net growth rate at some point (P 0 , Z 0 ) of the state space. Referring to the original equations (3) for the reaction terms, this gives the expression (11) Using the mean of the initial conditions for (P 0 , Z 0 ), and the wavelength for L, the maximum enhancement of phytoplankton productivity in our sinusoidally initialized runs is found at a value of GЈ approximately equal to 1 / 2 . Because of the quadratic dependence on L, the numerical value of GЈ is quite sensitive to the chosen definition of length scale. For instance, when applied to sinusoidal data, our patch size diagnostic, equation (6), yields a value about 0.61 times the wavelength; using this in equation (11) gives a value of 1.3 for GЈ. We can still conclude, however, that the biggest effect of patchiness on productivity in this configuration of this model is obtained when the initial net growth rate of P is about the same as the rate of diffusion.
As noted in section 3.2, the length scale emerging from the randomly-initialized integrations is roughly proportional to 1/2 ; hence GЈ is approximately independent of for these integrations if we use the patch size for L in equation (11). For the linear mortality integrations with r = 0.5 (as used in the sinusoidally initialized runs), GЈ falls between 0.2 and 0.3, with a value of 0.25 at the peak of enhancement in Figure 8 . In dimensional terms, for the specific parameter values used here the emergent length scale is 84.8 m and, as mentioned previously, the diffusivity was 0.5 cm 2 s -1 . Inserting these into the expression for G, equation (10), yields a value of 0.0020, which is close to the corresponding number for the most productive sinusoidal integration (0.0021 or 0.0055 on using the wavelength or the equivalent patch size for L, respectively). This is perhaps a more appropriate comparison given the uncertainty in, for instance, the choice of P 0 and Z 0 to use in equation (11).
------------------------------------------------------------------=

CONCLUSIONS
In this paper we have enlarged on the work of Truscott and Brindley (Truscott and Brindley, 1994) and Matthews and Brindley (Matthews and Brindley, 1997) by running extensive ensembles of one-dimensional numerical versions of their model, including diffusion. We have illustrated that the dynamics of a patchy region of the ocean can differ significantly from the 'mean field' dynamics calculated from the plankton amounts averaged over the region. With bi-stable plankton dynamics, the system can tend to a quasi-equilibrium patchy state with mean properties far from those of either equilibrium of the 0D model. When the dynamics are mono-stable the production is also typically enhanced in the patchy ocean, at least in the model used here; the production can be several times higher than that which would be predicted from the mean initial conditions. We have shown further that patches of characteristic size emerge from this reaction-diffusion system when it is initialized randomly, and that this size is proportional to the square root of the diffusivity, in agreement with classical theoretical work on simpler systems. For the specific system considered here, and for physically reasonable values of the diffusivity, patches of the order of a few hundred metres to a kilometre emerge from the random initialization. This is also the length scale at which the enhancement is maximal in the model runs with sinusoidal initialization.
The enhancement depends on the diffusivity and length scale, which determine the rate of diffusion, and on the rate of biological activity, which may be characterized by the net phytoplankton growth rate. A maximum in the enhancement was found when the growth rate was one to four times the rate of diffusion. At larger growth rates there is still a significant enhancement resulting from the non-linearity of the plankton dynamics alone. For smaller growth rates, or larger diffusivity, the effect is reduced by diffusive smoothing but still exists. These results can be generalized by casting them in terms of the non-dimensional parameter G or GЈ (equations 10, 11).
The enhancement also depends on the details of the initial fields of zooplankton and phytoplankton. Firstly, large differences were found between different instances of random initialization from the same rectangle of (P, Z)-space, with the same initial mean value. Secondly, the enhancement was found to increase monotonically with both the fraction of the domain initially in the excitable region and, other things being equal, the distance of the initial mean value inside the non-excitable region (there being a slight decrease when the mean is excitable). In combination, these features determine that the largest effects are obtained when the mean field is close to the excitation threshold, but the effect can still be large under other circumstances-for instance, in Figure 12 the maximum P amount produced is still doubled even when the fraction of the domain initially in the excitable region is as low as 10%. Furthermore, typical scenarios for the onset of a bloom involve the system beginning at, or passing through, a critical state, so it is not inappropriate to focus on such states.
The paper has also illustrated the utility of a fewcompartment caricature model in understanding the qualitative behaviour of more complex systems. For instance, nullcline diagrams enable one to predict qualitatively how the system will evolve in time, and excitability diagrams indicate when large excursions are likely to occur for given initial conditions. An obvious shortcoming of the present work is the use of Fickian diffusion as the sole representation of both physical mixing and zooplankton motion. This limitation will be addressed in the future by incorporating (i) explicit stirring and (ii) a more sophisticated representation of zooplankton behaviour into the model. These caveats notwithstanding, the facts remain that small scale patchiness of plankton populations usually affects their mean production on larger scales, both transiently and/or in terms of the eventual standing stock; and that this effect can under certain circumstances be large. There is therefore a need for caution, or at least circumspection, when using mean field dynamics in large scale ecosystem models of the ocean.
