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Abstract 
The cellular microRNA (miRNA) pathway has emerged as an important 
regulator of host‐virus interactions.  While miRNAs of viral and cellular origin have 
been demonstrated to modulate viral gene expression and host immune responses, 
reports detailing these activities in the context of mammalian retroviruses have been 
controversial.  Using modern, high‐throughput small RNA sequencing we provide 
evidence that the spumaretrovirus bovine foamy virus expresses high levels of viral 
miRNAs via noncanonical biogenesis mechanisms.  In contrast, the lentivirus human 
immunodeficiency virus type 1 (HIV‐1) does not express any viral miRNAs in a number 
of cellular contexts.  Comprehensive analysis of miRNA binding sites in HIV‐1 infected 
cells yielded several viral sequences that can be targeted by cellular miRNAs.  However, 
this analysis indicated that HIV‐1 transcripts are largely refractory to binding and 
inhibition by cellular miRNAs.  In addition, we demonstrate that HIV‐1 exerts minimal 
perturbations on cellular miRNA profiles and that viral replication is not affected by the 
ablation of mature cellular miRNAs.  Together, these data demonstrate that the ability of 
retroviruses to encode miRNAs is not broadly conserved and that lentiviruses, 
particularly HIV‐1, have evolved to avoid targeting by cellular miRNAs.
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1. Introduction  
1.1 MicroRNA Biogenesis and Function 
MicroRNAs are a regulatory class of ~22nt non‐coding RNAs that post‐
transcriptionally regulate gene expression by binding complementary mRNAs. MiRNA‐
mediated RNA interference is known to play essential roles in many cellular processes 
including cellular proliferation and differentiation, signaling, immunity, and apoptosis 
[1‐5]. A single miRNA can target hundreds of partially‐complementary mRNAs as the 
major determinant of binding is complementarity between the mRNA and a short 
stretch of the miRNA, nucleotides 2‐8 of the 5’ end, also known as the seed region [1, 6‐
8]. Additionally, non‐canonical miRNA binding to mRNAs that show incomplete seed 
complementarity can contribute up to 40% of miRNA target sites [9].  Because of the 
abundance of potential mRNA targets, miRNAs representing <0.1% of the total miRNA 
are not expressed at levels required to inhibit the expression of any one particular gene 
target [10].  Thus, miRNAs at or above 0.1% of the population are considered to be 
significantly expressed in regards to function. 
Most miRNAs originate from longer transcripts transcribed by RNA Polymerase 
(Pol) II called primary‐miRNAs or pri‐miRNAs [11‐13] (Fig. 1‐1).  A pri‐miRNA is 
typically capped, polyadenylated, and contains one or more ~80nt hairpins consisting of 
a ~33bp imperfect stem with a >10nt terminal loop flanked by single‐stranded sequences 
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[14].  This structure is recognized by the Microprocessor complex which consists of the 
RNase III enzyme Drosha and the DiGeorge syndrome critical region 8 (DGCR8) 
protein.  DGCR8 recognizes the stem‐loop and positions Drosha to liberate a ~60nt 
hairpin called a pre‐miRNA bearing a 2nt 3’ overhang [15‐17].  A pre‐miRNA may also 
be directly transcribed with RNA Pol III, effectively bypassing Drosha cleavage [18, 19].  
Yet another Drosha‐independent biogenesis mechanism exists with the case of mirtrons 
and occurs when splicing liberates an intron that folds into a pre‐miRNA hairpin [20], 
however the bulk of mature miRNAs are canonically processed by Drosha.   
The pre‐miRNA is then recognized by Exportin 5 and shuttled into the 
cytoplasm for processing by another RNase III enzyme, Dicer [21].  Complexed with the 
cofactor HIV‐1 TAR RNA binding protein (TRBP), Dicer removes the loop of the pre‐
miRNA yielding duplexed ~22nt RNAs with 3’ 2nt overhangs on both strands [15, 22, 
23].  One of these strands is then preferentially bound by the RNA‐Induced Silencing 
Complex (RISC), minimally consisting of one of the four Argonaute (Ago) proteins and 
one of three members of the GW182 protein family [1, 24].  Dicer is required for the 
maturation of all known mammalian miRNAs except miR‐451, whose pre‐miRNA is 
loaded into Ago2 and processed into the mature miRNA through the action of an RNase 
H‐like domain [25]. 
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Figure 1‐1: Overview of microRNA biogenesis in mammalian cells.  Primary‐miRNA 
transcripts are cleaved by the Microprocessor complex consisting of Drosha and DGCR8 
to release a pre‐miRNA hairpin.  A pre‐miRNA may also be liberated by the spliceosome 
or directly transcribed by RNA Pol III.  The pre‐miRNA is shuttled to the cytoplasm by 
Exportin 5 (Xpo5) where Dicer‐TRBP cleaves the terminal loop.  One strand of the 
resulting duplex is preferentially loaded into RISC where it guides the complex to 
complementary regions of mRNA.  Perfect complementarity can result in cleavage and 
degradation of the target sequence while imperfect complementarity results in 
translational inhibition and mRNA destabilization. 
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In the event of perfect complementarity between a miRNA and an mRNA, the 
major Ago protein in human cells, Ago2, can nucleolytically degrade the mRNA [26].  
However, most miRNA targets are not perfectly complementary and silencing is 
achieved by other means.  GW182 proteins interact with poly(A)‐binding protein (PABP) 
and cause PABP to dissociate from mRNAs targeted by RISC, resulting in translational 
inhibition through disruption of mRNA circularization as well as dissociation of eIF4G 
[27].  Most RISC‐bound mRNAs are shuttled to cytoplasmic processing bodies (P‐
bodies) that contain enzymes for decapping and deadenylating mRNAs, as well as 
exonucleases [24, 27‐30].  GW182 recruits the P‐body‐associated CCR4‐NOT 
deadenylation/exonuclease complex to RISC‐bound mRNAs which removes the poly(A) 
tail and promotes 3’  5’mRNA degradation [27, 28].  Alternatively, the 5’ mRNA cap 
can be removed in P‐bodies by the Dcp1/2 enzyme complex, which co‐
immunoprecipitates with Argonaute proteins [29], and allows for 5’  3’ mRNA 
degradation by the exonuclease Xrn1 [28, 30].  In addition to these enzymes, numerous 
enhancers of decapping are localized to P‐bodies including LSm1‐7, EDC3, EDC4, and 
DDX6 (also known as RCK/p54) [27, 28, 30].  Altogether, these P‐body components 
provide multiple mechanisms to destabilize and degrade RISC‐associated mRNAs. 
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1.2 Virus-Encoded MicroRNAs 
As miRNAs are non‐immunogenic, require only ~80nt of coding capacity, and 
advantageous point mutants can be rapidly selected for, they are an ideal strategy for 
viruses to simultaneously regulate the expression of multiple genes.  So far over 200 pre‐
miRNAs have been identified in differing families of DNA viruses including 
adenoviruses, ascoviruses, herpesviruses, and polyomaviruses [31‐33].  Virally‐encoded 
pre‐miRNAs are crucial regulators of the cell cycle, apoptosis, innate immunity, viral 
latency [34], and in the case of adenovirus VA RNAs, used to inhibit cellular miRNA 
biogenesis by direct competition for Exportin 5 and Dicer [35, 36]. 
When the work described in this dissertation began, no RNA viruses were 
known to encode miRNAs.  While successful in discovering miRNAs from many DNA 
viruses, small‐RNA cloning techniques were unable to identify any miRNAs encoded by 
the human T cell lymphophtropic virus 1 (HTLV‐1), influenza A, Yellow Fever, Dengue, 
West Nile, Polio, vesicular stomatitis virus (VSV) and hepatitis C virus (HCV) in human 
cells [37‐40]. 
Several pieces of evidence suggest that HIV‐1 may encode miRNAs.  The trans‐
activation response (TAR) element of the HIV genome has been found to associate with 
the miRNA‐processing enzyme Dicer in vitro [41, 42], though the TAR RNA used in 
these studies was artificially transcribed and, unlike TAR RNA in vivo, lacked a 5’ cap.  
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A known cofactor of Dicer, TRBP, is known to bind to the TAR element in HIV 
transcripts [43] and could potentially mediate Dicer recruitment to TAR.  However, it 
has not been demonstrated that interactions between Dicer and HIV‐1 transcripts give 
rise to functional miRNAs in the context of an infected cell.  Computational prediction of 
secondary structure along the HIV‐1 genome revealed several short‐hairpins that could 
potentially give rise to mature miRNAs [44‐46] while Northern blotting revealed the 
presence of several HIV‐1 RNAs, including sequences derived from the TAR element 
and nef gene, that are 20‐25 nucleotides in length, the functional size of miRNAs [45, 47, 
48]. Overexpression of these sequences from Pol III promoters resulted in an inhibition 
of viral and cellular gene products, leading to the conclusion that HIV‐1 expresses 
miRNAs [41, 49‐51].  However, the inhibitory effects of these shRNAs must be 
interpreted cautiously as plasmid‐based overexpression gives no insight into the 
regulatory potential of small RNAs at physiological levels and the small stretches of 
viral sequences that were cloned may have a different structure in the full‐length viral 
genome. 
Whether HIV‐1 encodes miRNAs remains controversial.  The aforementioned 
small RNA cloning strategies used to identify miRNAs from several viruses failed to 
identify any of the reported or novel miRNAs encoded by HIV‐1 or HTLV‐1 [37, 38].  
Early high‐throughput sequencing studies have generated differing interpretations 
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about the existence of HIV‐1 miRNAs.  Aside from lacking significant levels of 
expression, the miRNA‐encoding regions of HIV identified in these studies gave rise to 
completely heterogeneous 5’ ends [52‐54] indicating that these sequences are likely 
degradation products. 
As miRNA biogenesis most often begins with nucleolytic processing, nuclease‐
sensitive stem‐loops existing in a genomic template would likely prove detrimental to 
viral replication.  However, introducing miRNA stem‐loops into tick‐borne encephalitis 
virus, influenza A, Sindbis, and VSV has shown that these viruses can efficiently encode 
miRNAs while remaining replication‐competent [55‐58].  As the replication cycle of most 
RNA viruses is relatively short (<24 hours) [59], most stages of the viral lifecycle would 
be complete before a virally‐encoded miRNA is expressed at levels required to 
downregulate expression of a particular gene.  Even with complete translational 
inhibition, existing proteins may need to be degraded before a phenotype could be 
observed.  Thus, an RNA virus is unlikely to receive a selective advantage by encoding 
miRNAs in rapid, acute infections.  The first known example of a virus with an RNA 
genome that naturally encodes miRNAs is the retrovirus bovine leukemia virus (BLV) 
which directly transcribes 5 pre‐miRNAs from Pol III promoters in latently‐infected 
cells, bypassing the conundrum of cleaving genomic transcripts to promote replication 
[19, 60]. 
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1.3 MicroRNA Regulation of Retroviral Replication 
Retroviruses are small viruses with single‐stranded, positive‐sense RNA 
genomes.  Each virion contains two copies of the genome that are both capped and 
polyadenylated and serve as the template for reverse transcription.  Upon transcription 
of the integrated proviral genome, both the viral mRNA and genomic RNA can 
potentially serve as targets for miRNAs [59].  The RNA interference pathway is indeed 
able to suppress the mobilization of endogenous retroviruses in plants, yeast, worms, 
and flies [61]. 
In mammalian cells, miR‐32 has been reported to limit the replication of the 
retrovirus primate foamy virus (PFV) type 1 by binding to a sequence in the bet gene [62] 
while several studies have shown correlations between host miRNA profiles and 
susceptibility to HIV‐1 infection [63‐68].  Numerous microRNAs are computationally 
predicted to target the HIV‐1 genome [66, 67, 69‐74]; however, such predictions must be 
interpreted cautiously as they frequently overestimate the number of binding sites 
searching for only a small degree of complementarity.  Indeed, a recent report predicted 
>2000 potential miRNA binding sites in the genome of the laboratory HIV‐1 strain NL4‐3 
[72].  Moreover, many potential target sites, that do show full seed complementarity, are 
not functional and this is often due to the fact that these sites are occluded by mRNA 
secondary structure [75].  HIV‐1 has also been reported to perturb the expression of 
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several cellular miRNAs upon infection [66, 69, 72, 76‐79], including downregulation of 
the miR‐17/92 cluster which targets the p300/CBP‐associated factor (PCAF) histone 
acetyltransferase, a proposed cofactor for the HIV‐1 Tat protein [77].  Expression of 
specific miRNAs has even been correlated with an elite suppressor status, or a status 
indicating that an individual is chronically infected with HIV but is able to suppress 
viral loads below transmissible levels without anti‐retroviral therapy [65].    A recent 
study suggests that Vpr targets Dicer for proteasomal degradation [80] to enhance 
replication in macrophages.  It has also been reported that retroviral transcriptional 
activators such as HIV‐1 Tat and PFV Tas have suppressor of RNA silencing (SRS) 
activity to facilitate replication [45], but these results could not be reproduced in later 
studies [38, 81].  SRS activity has also been attributed to the HIV‐1 Nef protein but this 
activity was not demonstrated in the context of infection [82]. 
MicroRNA mimics with perfect complementarity to the HIV‐1 genome can 
indeed inhibit the short term replication of the virus in culture [83‐101].  However, the 
ability of HIV‐1 to mutate and adapt resistance to small molecule inhibitors of 
replication is well known and similar adaption has been continually observed with 
efforts to target the virus with RNA interference [102‐108].  The most direct approach for 
a retrovirus to escape targeting by a miRNA is to mutate or delete the sequences in the 
genome that are complementary to the miRNA [102].  Only a small number of mutations 
are required to disrupt miRNA targeting as the primary determinate for binding is 
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complementarity between 6‐7 nucleotides of the miRNA.  Previous studies targeting 
viral RNAs by overexpressing shRNAs demonstrate that the virus can also adapt 
secondary structures that make targeted sequences inaccessible [104, 105], providing an 
alternate escape mechanism if direct mutagenesis of the targeted region is deleterious to 
replication.  Because of the relative ease and demonstrated ability of retroviruses to 
avoid miRNA recognition, retroviruses are likely to have evolved resistance to targeting 
by miRNAs expressed in their natural tissue tropisms.  Though miR‐32 can limit the 
replication of PFV‐1 in kidney cell culture lines [62], it is unknown if this restriction 
exists in relevant tissues in vivo.  Reduction in the levels of Ago1 and Ago2 proteins in a 
fibrosarcoma cell line showed no effect on PFV replication [109], indicating that miRNAs 
capable of inhibiting the replication of a particular virus may not exist in all cell types. 
Understanding how HIV‐1 and other retroviruses interact with the cellular 
miRNA machinery has the potential to illuminate novel aspects of viral lifecycles, 
provide insight into mechanisms controlling viral gene expression, and discover new 
therapeutic avenues.  Indeed, antisense locked nucleic acids that sequester miR‐122, 
whose binding to the 5’ UTR of the HCV genomic RNA is critical for viral replication, 
provides long‐term suppression of viremia in animals [110].
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2. Identification of novel, highly expressed retroviral 
microRNAs in cells infected by bovine foamy virus 
2.1 Summary 
While numerous viral microRNAs (miRNAs) expressed by DNA viruses, 
especially herpesvirus family members, have been reported, there have been very few 
reports of miRNAs derived from RNA viruses. Here, we describe three miRNAs 
expressed by bovine foamy virus (BFV), a member of the spumavirus family of 
retroviruses, in both BFV‐infected cultured cells and BFV‐infected cattle. All three viral 
miRNAs are initially expressed in the form of an ~122‐nt long pri‐miRNA, encoded 
within the BFV long terminal repeat “U3” region, that is subsequently cleaved to 
generate two pre‐miRNA that are then processed to yield three distinct, biologically 
active miRNAs. The BFV pri‐miRNA is transcribed by RNA polymerase III and the three 
resultant mature miRNAs were found to contribute a remarkable ~70% of all miRNAs 
expressed in BFV‐infected cells. These data document the second example of a retrovirus 
that is able to express viral miRNAs using embedded proviral polymerase III promoters. 
2.2 Introduction  
While cells express numerous miRNA species, several DNA viruses also express 
miRNAs that have been shown to play a role in immune evasion and can also regulate 
viral gene expression [32, 111]. In particular, herpesviruses generally express multiple 
viral miRNAs, especially in chronically infected cells, and polyoma‐ and adenoviruses 
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have also been shown to encode functional miRNAs. In contrast, analysis of numerous 
RNA viruses has so far failed to identify any viral miRNAs [40] with the exception of 
two retroviruses, i.e., bovine leukemia virus (BLV), which encodes five viral miRNAs 
[19, 60] and an avian leucosis virus, termed ALV‐J, which was recently  shown to 
express a single viral miRNA in infected cells [112]. One reason why RNA viruses might 
have only rarely evolved the ability to express miRNAs as a way of downregulating the 
expression of host genes with antiviral potential is that the excision of a pre‐miRNA 
from a pri‐miRNA precursor, in the case of RNA viruses likely the viral genomic RNA, 
would result in the cleavage of that pri‐miRNA by Drosha. This has the potential to 
result in a reduction in viral replication that would potentially exceed any enhancement 
caused by the viral miRNA, and this problem would become more extreme if several 
viral pre‐miRNAs were excised from a single viral genome. Indeed, the ability of 
inserted pri‐miRNA stem‐loops to reduce viral titers in cis has been well documented in 
the case of retroviral vectors, although this reduction can be largely alleviated by 
knockdown of Drosha in the producer cells [113, 114].  
As noted above, the retrovirus BLV does encode several viral miRNAs. 
However, in this case each viral miRNA is initially transcribed by RNA polymerase III 
(Pol III) as a pre‐miRNA that is directly exported to the cytoplasm for Dicer cleavage [19, 
60]. Importantly, while pre‐miRNAs generally contain stems of ~22bp, pri‐miRNA stems 
are ~33bp in length and Drosha cleavage is dependent on this longer stem length [16, 
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17]. Therefore, BLV is able to express viral miRNAs yet the BLV genomic RNA is not 
subject to cleavage by Drosha. In contrast, the single miRNA expressed by ALV‐J has 
been reported to be excised by the canonical miRNA processing machinery [112], 
resulting in Drosha cleavage of some portion of the ALV‐J genomic RNA and/or 
subgenomic envelope mRNA. Whether this results in a drop in the production of the 
ALV‐J viral structural proteins is, however, currently unknown. 
2.3 Materials and methods 
2.3.1 Molecular clones 
The complete BFV pri‐miRNA sequence was amplified from DNA generated by 
random hexamer‐primed reverse transcription of chronically BFV‐infected total cellular 
RNA using the forward primer 5’‐GCCTAAGCTTGGGGTTCGGAGGATGGCTCA‐3’ 
and reverse primer 5’‐ATCTGAATTCTCTAGTTATACATCTAAAAA‐3’ and cloned into 
the HindIII and EcoRI sites of pGEM3Z. An EBV‐BART‐5 miRNA expression vector has 
been previously described [115]. Luciferase‐based reporter vectors were constructed by 
annealing target site oligonucleotides and ligating them into the XhoI and NotI sites in 
the 3’UTR of the Renilla luciferase (Rluc) gene of psiCHECK2. The target sequences are 
complementary to miR‐BF1‐5p (5’ TTCGGAGGATGGCTCATCAAGC 3’), miR‐BF1‐3p 
(5’‐TCCCTGAAGCCATATCCGAGGC‐3’), miR‐BF2‐5p (5’‐
TCAGTAGAAAGACAGTACCTCGCC‐3’), or miR‐BF2‐3p (5’‐
CAGGCGGTATGCTTTCTACTTTTT‐3’). 
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2.3.2 Cell culture and virus propagation 
  The BFV Riems isolate was initially propagated by co‐cultivation of infected and 
uninfected calf trachea cells [116]. Subsequently, BFV was adapted to grow by co‐
cultivation with Madin‐Darby bovine kidney (MDBK) cells maintained in Dulbecco’s 
modified Eagle’s medium (DMEM; Sigma) supplemented with 10% fetal horse serum 
(Sigma). MDBK‐derived BFV was subsequently serially passaged by co‐cultivation of 
BFV‐infected and non‐infected MDBK cells, corresponding samples are designated 
chronically BFV‐infected. In parallel, BFV, which is normally highly cell associated, was 
adapted to cell‐free transmission using MDBK cells by serial passage using the culture 
supernatant, rather than cell co‐cultivation. After ten cell‐free serial passages, BFV titers 
were ~103 infectious particles/mL and this stock was used in this study to infect 106 
MDBK cells (acute infection) at a multiplicity of infection of ~0.01. BFV titers were 
determined using an MDBK‐based indicator cell line, containing the BFV long terminal 
repeat (LTR) promoter linked to an indicator gene, as previously described for primate 
foamy virus [117]. The BFV LTR is activated by the BFV Tas transactivator upon 
infection, thus allowing BFV titer to be readily determined. 293 and baby hamster 
kidney (BHK) cells were cultured in DMEM supplemented with 10% fetal bovine serum. 
2.3.3 Peripheral blood leukocyte (PBL)-derived RNA from 
experimentally BFV-infected calves 
Five male calves of the Holstein‐Friesian breed (6 weeks old) that tested sero‐
negative for BFV, BLV and bovine viral diarrhea virus were used in this study. Animals 
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were adapted to the housing and feeding conditions in the animal facilities of the 
National Veterinary Research Institute in Pulawy (Poland) before the start of the study. 
The study was approved by the local ethical commission and was performed in 
accordance with national regulations for animal experimentation.  
Three animals were experimentally infected with the Polish BFV100 isolate [118], 
which is highly related to, but distinct from, the German BFV Riems isolate [116], by 
intravenous inoculation of 5x106 Cf2Th cells infected with BFV100. Two calves were 
inoculated with the same amount of uninfected Cf2Th cells and served as negative 
controls, as described previously [119]. Throughout the experiment, the control calves 
were kept isolated from the BFV‐infected animals. Successful BFV infection was 
confirmed in the three infected calves by detection of BFV integrase gene DNA using 
nested PCR [120] and of BFV Gag specific antibodies by ELISA [119]. Both control calves 
were negative in both assays, as expected. Six months after BFV infection, blood was 
collected from the jugular vein into tubes containing anticoagulant (EDTA‐Na), 
hemolyzed with ice cold H2O and 4% NaCl and centrifuged. The PBLs were washed 
twice with PBS, divided into aliquots of 5x106 cells, suspended in 0.75 mL of TRIzol 
(Invitrogen) and frozen at ‐70°C until RNA extraction. Extracted total RNA (10ng) was 
then used for RT‐PCR analysis, as described below. 
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2.3.4 Deep sequencing of total small RNA 
Total RNA was isolated from BFV‐infected MDBK cells using TRIzol. The RNA 
fraction containing ~15‐40nt RNAs was isolated by polyacrylamide gel electrophoresis 
on 15% Tris‐borate‐EDTA (TBE)‐urea gels (Bio‐Rad), electroeluted from the excised gel 
slice with the Gel Eluter (Hoefer), and processed using the TruSeq Small RNA Sample 
Preparation Kit (Illumina). Adapter‐ligated small RNAs were reverse transcribed using 
SuperScript III (Life Technologies), amplified using GoTaq green PCR master mix 
(Promega) with the TruSeq 3′ indices, and sequenced on an Illumina HiSeq 2000. Initial 
reads were quality filtered with cassava 1.8.2. 
RNA species <200nt in length were isolated from chronically BFV‐infected 
MDBK cells using the mirVana miRNA Isolation Kit (Ambion). To prepare the RNA for 
deep sequencing, the size‐fractionated total RNA sample was first treated with calf 
intestinal phosphatase (CIP; New England Biolabs) in NEB Buffer #3 at 37°C for one 
hour and precipitated using ethanol and sodium acetate [39]. This treatment was 
designed to remove any 5’ triphosphates from the RNA. The RNA was then re‐
phosphorylated with T4 polynucleotide kinase (T4 PNK; New England Biolabs) at 37°C 
for one hour. RNA >25nt was collected using CENTRI‐SPIN 40 columns (Princeton 
Separations) and sequenced with the TruSeq Small RNA Sample Preparation Kit as 
described above. 
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For the 50bp single‐end reads, adapter sequences were clipped and reads >15nt 
in length were quality filtered using the FASTX‐toolkit v0.0.13 
(http://hannonlab.cshl.edu/fastx_toolkit/index.html). Read mates of >15nt from the 50bp 
paired‐end sequencing were clipped and quality filtered using Trimmomatic v0.30 [121]. 
Bowtie v.0.12.7 [122] was used to sequentially filter and assign reads to adapter 
sequences, the viral genome (Accession No. JX307862.1), miRbase v.20 bovine miRNA 
hairpins [123], and Ensembl annotations of the UMD3.1 bovine non‐coding RNAs and 
genome [124]. While one mismatch was allowed for alignments to the viral and bovine 
RNA libraries, two mismatches were allowed when aligning to bovine genomic DNA. 
2.3.5 Northern blotting 
Northern blotting was performed as previously described [18]. Briefly, 25μg of 
total RNA was fractionated on a 15% TBE‐urea gel (Bio‐Rad) and transferred to 
GeneScreen Plus Hybridization Transfer Membrane (PerkinElmer) and UV‐crosslinked 
(Stratalinker, Stratagene). Membranes were pre‐hybridized in ExpressHyb (Clontech) 
and then incubated at 37°C with 32P‐end labeled oligonucleotide probes complementary 
to miR‐BF1‐5p (5’‐GCTTGATGAGCCATCCTCCGAA‐3’), miR‐BF1‐3p (5’‐
GCCTCGGATATGGCTTCAGGGA‐3), miR‐BF2‐5p (5’‐
GGCGAGGTACTGTCTTTCTACTGA‐3’), and miR‐BF2‐3p (5’‐
AGAAAGCATACCGCCTGACC‐3’). Membranes were washed with a buffer containing 
2x SSC and 0.1% SDS at 37°C then visualized by autoradiography. 
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2.3.6 Quantitative reverse transcription PCR 
Custom TaqMan small RNA reverse transcription primers and PCR probes were 
ordered through Invitrogen. The target sequences were 5’‐
UUCGGAGGAUGGCUCAUCAAGC‐3’for miR‐BF1‐5p and 5’‐
UCAGUAGAAAGACAGUACCUCGCC‐3’ for miR‐BF2‐5p. 10ng of total RNA were 
reverse transcribed on a Programmable Thermal Controller (MJ Research) and amplified 
according to manufacturer’s protocol using a StepOnePlus Real‐Time PCR System 
(Applied Biosystems). Relative miRNA abundance in bovine cells was determined using 
the ΔΔCt method [125] with cellular U6 snRNA (assay ID 001973) as the reference. 
To determine if BFV miRNA expression is Pol III dependent, 105 293 cells were 
plated in 24‐well plates and treated with 50μg/mL of α‐amanitin (Sigma) the next day as 
previously described [18]. Briefly, 250ng of each miRNA expression vector was 
transfected via calcium phosphate, with addition of α‐amanitin or carrier 2 h post‐
transfection. At 24 h post‐transfection, cells were harvested with TRIzol (Ambion) and 
total RNA treated with RQ1 DNase (Promega) then assayed as above for miR‐BF2‐5p 
and EBV‐BART‐5‐5p (assay ID 197237_mat) with RNU48 (assay ID 001006) as the 
reference. The mock sample was transfected with the parental expression vectors, 
lacking any miRNA sequence, and treated with carrier (water). 
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2.3.7 Luciferase indicator assays 
A total of 50ng of each reporter plasmid was co‐transfected with 500ng of a 
pGEM3Z‐based BFV‐miRNA expression vector using polyethylenimine (PEI), into 24‐
well plates containing 105 BHK cells per well, plated the previous day. At 24 h post‐
transfection, lysates were harvested and luciferase activity measured using the Dual‐
Luciferase Reporter Assay System (Promega) on a TD‐20/20 Luminometer (Turner 
Designs). The ratio between the RLuc and internal control firefly luciferase (FLuc) 
proteins was determined for each sample and normalized to the ratio of the parental 
psiCHECK2 vector. 
2.4 Results 
2.4.1 Identification of three novel BFV microRNAs 
To identify potential BFV‐encoded miRNAs, we performed deep sequencing of 
small RNAs present in newly BFV‐infected MDBK cells as well as MDBK cells 
chronically infected with BFV. The chronically BFV‐infected MDBK cells were derived 
by long‐term co‐cultivation of BFV‐infected and uninfected MDBK cells and are 
predicted to be essentially uniformly infected. In contrast, the acutely infected MDBK 
cells were generated by infection of MDBK cells at ~0.01 infectious units of BFV per cell 
followed by cultivation for 72 h prior to RNA harvest. Therefore, only a small 
percentage, perhaps 1‐5% of the MDBK cells, was likely to be infected at this time point. 
As shown in Fig. 2‐1A, we detected three different small RNAs of BFV origin in acutely 
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BFV‐infected MDBK cells, one of which was recovered in two different isoforms 
differing by 1nt at their 5’ end. These same BFV‐derived small RNAs were also 
recovered from chronically BFV‐infected cells but, as expected, at far higher levels. The 
most highly expressed BFV small RNA, miR‐BF2‐5p, was found to contribute ~52% of all 
small RNA reads in these chronically BFV‐infected cells, while a second BFV‐derived 
small RNA, miR‐BF1‐5p, contributed a further 19% of all small RNA reads (Fig. 2‐1B). In 
contrast, the most highly expressed cellular miRNA, miR‐21, only comprised ~4% of all 
recovered small RNA reads. A third BFV‐derived small RNA, miR‐BF1‐3p, contributed 
~1% of all recovered small RNA reads in the chronically infected cells (Fig. 2‐1B) and no 
other small RNAs of BFV origin contributed significant numbers of sequence reads in 
either chronically or acutely infected cells (Fig. 2‐1A). 
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Figure 2‐1: Alignment of small RNA reads to the BFV genome.  (A) RNA reads that 
mapped to the viral genome are shown relative to their genomic origin (x axis). The 
number of reads is plotted as a percentage of the total number of small RNA deep‐
sequencing reads (y axis) from MDBK cells at 72 h post‐infection (top) or from 
chronically infected MDBK cells (bottom). (B) Assignment of deep‐sequencing reads in 
chronically BFV‐infected MDBK cells. 
 22 
Key characteristics of authentic viral miRNAs include 1) that they derive from a 
small number of discrete locations in the viral genome, 2) that they are close to the 
canonical miRNA size, which ranges from ~20nt to ~25nt and 3) that they have a discrete 
5’ end that results in a specific miRNA seed sequence [31]. As shown in Fig. 2‐1A, the 
BFV reads we obtained are indeed derived from one specific location in the BFV 
genome, located in the long terminal repeat (LTR) “U3” region slightly 3’ to the end of 
the BFV bet gene. In the integrated BFV provirus, they would therefore be predicted to 
be present in two copies. Moreover, as shown in Fig. 2‐2, the BFV reads we obtained all 
cluster at or near the predicted miRNA size of ~22nt. 
 
Figure 2‐2: Small RNAs expressed by BFV cluster at the size expected for miRNAs. 
Reads from chronically BFV‐infected MDBK cells mapping to the BFV genome for a 
given nucleotide length (x axis) are graphed as percentages of total reads aligning to the 
BFV genome (y axis). 
Finally, in Table 2‐1, we provide a breakdown of the sequence reads derived 
from miR‐BF1‐5p, miR‐BF1‐3p and miR‐BF2‐5p that contribute >2% of the reads 
obtained for that miRNA. As may be observed, essentially all the BFV reads obtained for 
each of these three viral miRNA species start with the same 5’ nucleotide. (A small 
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percentage, <1%, of the miR‐BF2‐5p reads had a 5’ end displaced by one nucleotide from 
the more common 5’ start site. This sub‐population explains the additional miR‐BF2‐5p 
species shown in Fig. 2‐1A). Therefore, these BFV‐derived small RNA reads conform to 
the characteristics expected for authentic viral miRNAs. The miRNA sequence variation 
that was observed was almost entirely at the 3’ end, which plays a less important role 
than the seed sequence found near the miRNA 5’ end in promoting mRNA target 
recognition [1]. In addition, we also saw some evidence for the addition of non‐
templated bases at the viral miRNA 3’ ends, as has also been reported previously for 
some cellular miRNAs [126]. 
Mapping of the obtained reads onto the BFV genome shows that these small 
RNAs are closely adjacent to each other (Fig. 2‐1A). In fact, miR‐BF1‐5p and miR‐BF1‐3p 
are separated by only 12nt and show extensive complementarity, so that they are 
predicted to fold into an RNA stem‐loop structure (Fig. 2‐3A). Moreover, miR‐BF2‐5p 
begins immediately after miR‐BF1‐3p ends and also has the potential to form a stem‐
loop structure (Fig. 2‐3A). Further analysis of our deep sequencing data indeed revealed 
a small number of reads that could represent the passenger strand for miR‐BF2‐5p, 
though this putative miR‐BF2‐3p RNA was present at a level ~105 times lower than the 
highly expressed miR‐BF2‐5p (Table 2‐1). Curiously, many of the reads obtained for 
miR‐BF2‐3p contained a non‐templated “C” residue at the 5’ end. This “C” is not present 
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in any of the reported BFV sequences [116] and was not observed by sequencing of PCR 
products obtained from this region in infected MDBK cells, so its origin is unclear. 
The ability of the small RNA reads of BFV origin to fold into two adjacent RNA 
stem‐loop structures suggested that these might be initially transcribed as a single 
structured RNA, containing two stem‐loops (Fig. 2‐3A). To address this possibility, we 
performed 50bp pair‐end deep sequencing of RNAs <200nt but >30nt in length from 
chronically BFV‐infected MDBK cells. As shown in Fig. 2‐3B, we observed two major 5’ 
start sites, one coincident with the 5’ end of miR‐BF1‐5p and one located 4nt 5’ to miR‐
BF1‐5p. We also detected a third 5’ end coincident with the 5’ end of miR‐BF2‐5p. At the 
3’ end, we detected a major termination site after the third “U” of a run of 5 U residues 
and a minor termination site in a second “U” rich sequence (5’‐UUUCU‐3’) located 
immediately 5’ to these 5 U residues (Fig. 2‐3C). Runs of U residues, generally five or 
more, serve as a terminator for Pol III and a run of three Us at the end of a small RNA is 
characteristic of Pol III transcripts [127].
  
Table 2‐1: Summary of BFV small RNAs recovered from chronically BFV‐infected MDBK cells.  RNA species that 
contribute >2% of the total reads for a given BFV miRNA are shown, with their position relative to the reference BFV strain 
(JX307862.1) indicated by genome coordinates. Non‐templated nucleotides are indicated in bold. 
miRNA  Sequence 
Length 
(nt)  Start  End  Reads  % 
miR‐BF1‐5p  TTCGGAGGATGGCTCATCAAGC  22  11,190  11,211  878,086  32 
TTCGGAGGATGGCTCATCAAGCT  23  11,190  11,212  836,116  30 
TTCGGAGGATGGCTCATCAAG  21  11,190  11,210  659,169  24 
   TTCGGAGGATGGCTCATCAAGCC  23  11,190  11,212  127,154  5 
miR‐BF1‐3p  TCCCTGAAGCCATATCCGAGGC  22  11,224  11,245  86,127  58 
TCCCTGAAGCCATATCCGAGG  21  11,224  11,244  28,224  19 
TCCCTGAAGCCATATCCGAGGT  22  11,224  11,245  6,142  4 
TCCCTGAAGCCATATCCGAGGCT  23  11,224  11,246  3,400  2 
   TCCCTGAAGCCATATCCGAGGCA  23  11,224  11,246  3,185  2 
miR‐BF2‐5p  TCAGTAGAAAGACAGTACCTCGCC  24  11,246  11,269  3,514,215  47 
TCAGTAGAAAGACAGTACCTCGCCT  25  11,246  11,270  2,052,969  28 
TCAGTAGAAAGACAGTACCTCGCCC  25  11,246  11,270  384,581  5 
TCAGTAGAAAGACAGTACCTCGC  23  11,246  11,268  369,154  5 
   TCAGTAGAAAGACAGTACCTCGCCTGT 27  11,246  11,272  301,059  4 
miR‐BF2‐3p  CCAGGCGGTATGCTTTCTACT  21  11,285  11,305  35  58 
CCAGGCGGTATGCTTTCTACTT  22  11,285  11,306  11  18 
TCAGGCGGTATGCTTTCTACT  21  11,285  11,305  3  5 
CCAGGCGGTATGCTTTCTAC  20  11,285  11,304  2  3 
CCAGGCGGTATGCTTTCTACTTTT  24  11,285  11,308  2  3 
25 
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Figure 2‐3: Origin of BFV miRNAs.  (A) Predicted sequence and RNA secondary 
structure of the BFV pri‐miRNA. Black triangles indicate the sites of cleavage during 
BFV pri‐miRNA processing to yield the two viral pre‐miRNAs. (B) Paired‐end deep 
sequencing of BFV sequences of ≥30nt. The y axis shows the number of reads containing 
a given nucleotide divided by the total number of viral reads in the library. Values 
obtained with the forward sequencing primer are plotted on the positive y axis, with 
values obtained with the reverse primer plotted on the negative y axis. (C) Proviral 
DNA sequence with potential Pol III transcription factor binding sites and termination 
sequences boxed. Numbers represent the nucleotide locations within the reference BFV 
strain. 
Interestingly, we observed that reads starting with the run of 4 “G” residues 
located 5’ to miR‐BF1‐5p invariably terminated at one of these two U stretches, while 
reads initiating at the first nucleotide of miR‐BF1‐5p generally terminated at the end of 
miR‐BF1‐3p. Runs initiating at the first nucleotide of miR‐BF2‐5p also ended at the distal 
U stretch. Based on this analysis, it appears that all three BFV small RNAs are initially 
transcribed as a single RNA, that normally ends at the stretch of U residues at ~11,309 in 
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the BFV genome and that folds into a structured pri‐miRNA with two simple stem‐
loops, as shown in Fig. 2‐3A. Because many full‐length reads contain a 4nt 5’ extension 
of 5 GGGG‐3’ (Fig. 2‐3), while reads beginning at the first nucleotide of miR‐BF1‐5p 
generally end at the last nucleotide of miR‐BF1‐3p, we favor the hypothesis that the BFV 
pri‐miRNA is initially transcribed by Pol III starting at the first “G” residue, at position 
11,186, and is then processed by simultaneous cleavage after the 4nt G run, at position 
11,190, and between miR‐BF1‐3p and miR‐BF2‐5p, at position 11,245, to yield two 
canonical pre‐miRNAs that are then exported to the cytoplasm and cleaved by Dicer to 
liberate the observed BFV miRNA species. 
If this hypothesis is correct, then Northern analysis of RNA derived from 
chronically BFV‐infected MDBK cells should yield a single pri‐miRNA of ~122nt, 
recognized by probes specific for all four mature BFV miRNAs, and two pre‐miRNAs of 
56nt and 62nt in length, recognized by both miR‐BF1 and both miR‐BF2‐derived miRNA 
probes, respectively. Indeed, as shown in Fig. 2‐4, that is exactly what is observed. In 
particular, all four probes, including one specific for the miR‐BF2‐3p miRNA that is not 
recovered at significant levels as a mature miRNA (Table 2‐1), recognize a single ~120nt 
pri‐RNA. Moreover, the two miR‐BF1 and two miR‐BF2 miRNA pairs each recognize 
one of two distinct pre‐miRNAs with the latter, as expected, migrating slightly more 
slowly than the former. Finally, only three distinct mature miRNAs are recognized, 
although both miR‐BF1‐5p and, especially, miR‐BF2‐5p appear to migrate as dimers, as 
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expected based on the sequencing data (Table 2‐1). Moreover, miR‐BF2‐5p appears 
slightly larger than miR‐BF1‐5p or miR‐BF1‐3p, again as predicted by our sequencing 
data (Table 2‐1). 
 
Figure 2‐4: Northern blot analysis of RNAs from uninfected (−) and chronically BFV‐
infected (+) MDBK cells. The antisense oligonucleotide probes used for the indicated 
lanes are shown at the top. The predicted migration locations of the BFV pri‐miRNA, the 
two pre‐miRNAs, and the mature miRNAs are indicated. 
2.4.2 BFV-derived microRNAs are transcribed by RNA polymerase III 
As noted above, the major putative BFV pri‐miRNA species ends within a run of 
U residues, and is only ~122nt in length (Fig. 2‐3A), and is therefore predicted to be 
transcribed by cellular Pol III. Indeed, analysis of the BFV DNA sequence reveals the 
existence of a possible “TATA” box located upstream of the pri‐miRNA transcription 
start site, and a possible “box B” sequence (consensus 5’‐GGTTCGANNCC‐3’) that is 
closely adjacent to the pri‐miRNA transcription start site (Fig. 2‐3C). Canonical Pol III 
promoters often contain “TATA” boxes and/or box B sequences [128]. However, we 
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have not been able to identify a version of the “box A” sequence that is also found in 
many Pol III promoters. 
To test whether the BFV miRNAs are indeed transcribed by RNA Pol III, we 
transfected 293 cells with a construct containing the entire BFV pri‐miRNA sequence 
shown in Fig. 2‐3C cloned into pGEM3Z, which does not contain any known eukaryotic 
Pol II or Pol III promoters. As a control, we also transfected 293 cells with an expression 
vector encoding the Epstein‐Barr virus (EBV) miRNA miR‐BART5, which is known to 
require transcription by Pol II [129]. We then treated the transfected cells with α‐
amanitin, which is a specific inhibitor of Pol II‐dependent transcription [18, 19]. At 24 h 
post‐transcription, the cells were lysed, total RNA isolated, and expression of miR‐BF2‐
5p and miR‐BART5 measured by quantitative RT‐PCR. Both viral miRNAs were readily 
detected in the untreated 293 cells (Fig. 2‐5). However, in the α‐amanitin treated cells, 
miR‐BART5 expression was almost entirely lost. In contrast, expression of miR‐BF2‐5p 
was still detected at levels comparable to those seen in the control cells. Therefore, these 
data confirm that the BFV miRNAs are indeed transcribed by cellular Pol III. 
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Figure 2‐5: BFV miRNAs are transcribed by Pol III. Relative expression is shown for 
BFV miR‐BF2‐5p and EBV miR‐BART5‐5p in 293 cells transfected with the cognate 
miRNA expression vectors in the presence and absence of the Pol II inhibitor α‐
amanitin. Expression levels were determined by the ΔΔCT method (26), using RNU48 
as the internal reference, with the carrier‐treated cell value set at 1.0. “Mock” refers to 
293 cells transfected with the parental vector lacking any miRNA sequence and treated 
with carrier. Averages for three independent experiments, with standard errors of the 
means, are shown. ND, no detectable amplification. 
2.4.3 The BFV microRNAs are functional 
While the BFV‐derived small RNAs described above show all the characteristics 
of authentic miRNAs, we have not yet demonstrated that they are in fact able to repress 
the expression of an mRNA bearing complementary mRNA targets. To demonstrate that 
this is indeed the case, we utilized an indicator vector, psiCHECK2, which contains two 
independent luciferase genes, firefly luciferase (Fluc) and Renilla luciferase (Rluc), under 
the control of two different promoters. We inserted a single artificial target sequence that 
is fully complementary to miR‐BF1‐5p, miR‐BF1‐3p, miR‐BF2‐5p or miR‐BF2‐3p into the 
3’UTR of RLuc. We then co‐transfected BHK cells with the pGEM3Z‐based BFV pri‐
miRNA expression vector described above, along with one of the four BFV‐miRNA 
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indicator vectors, or with the parental psiCHECK2 vector. At 24 h post‐infection, the 
cells were lysed and the levels of RLuc and the FLuc internal control determined. As 
shown in Fig. 2‐6, we saw strong and specific downregulation of the RLuc gene present 
in the indicator plasmids specific for miR‐BF1‐5p, miR‐BF1‐3p and miR‐BF2‐5p when 
compared either to the psiCHECK2 negative control or the indicator specific for miR‐
BF2‐3p, consistent with the very low expression of miR‐BF2‐3p as determined by deep 
sequencing (Table 2‐1) or Northern blot (Fig. 2‐4). 
 
Figure 2‐6: Functional analysis of BFV miRNAs. A single perfectly complementary 
target sequence for each BFV miRNA was inserted into the 3′ UTR of the RLuc indicator 
gene and co‐transfected with a BFV pri‐miRNA expression vector lacking any known 
exogenous Pol II or Pol III promoter. RLuc values are shown normalized to the FLuc 
internal control and to the level seen with the parental vector lacking an inserted 
miRNA binding site, which was set at 1.0. Averages for three independent experiments, 
with standard deviations, are indicated. 
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2.4.4 BFV microRNAs are expressed in vivo 
Our data demonstrate that BFV expresses three functional miRNAs in newly or 
chronically infected MDBK cell cultures. To test whether these same BFV miRNAs are 
expressed in vivo, we used RT‐PCR to test for the expression of miR‐BF1‐5p and miR‐
BF2‐5p in peripheral blood leukocytes (PBLs) drawn from three BFV‐infected calves 6 
months after experimental infection with BFV, as previously described [119]. As 
controls, we used PBLs from two similar mock infected calves. Productive infection of 
the three BFV‐infected calves, and lack of BFV‐infection of the two negative control 
calves, was confirmed by nested PCR using primers specific for the BFV integrase gene 
[120], at one month and six months after experimental infection, and by detection of 
antibodies specific for the BFV Gag protein by ELISA exclusively in the three infected 
animals [119].  As shown in Table 2‐2, we did not detect any BFV miRNA expression 
using RNA from uninfected animals but we did detect miR‐BF1‐5p and miR‐BF2‐5p 
expression in the BFV‐infected calves at levels comparable to what was seen in newly 
BFV‐infected MDBK cells, although we estimate that only ~1% of the cells in this latter 
culture were actually infected by BFV at the time of RNA harvest. Therefore, we 
conclude that these BFV miRNAs are indeed expressed in infected cells in vivo. 
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Table 2‐2: BFV miRNAs are expressed in vivo. Relative expression of miR‐BF1‐5p and 
miR‐BF2‐5p in PBLs from three BFV‐infected calves (A, B and C) and two uninfected 
calves (D and E) as well as uninfected, freshly infected and chronically infected MDBK 
cells. Expression was calculated by the ΔΔCT qPCR method [125] using the endogenous 
U6 snRNA as the reference, with PBLs from calf A arbitrarily set to 1.0. ND refers to no 
detectable amplification. 
    ΔΔCT value
Sample  BFV  BF1‐5p  BF2‐5p 
Calf A PBLs  +  1.00  1.00 
Calf B PBLs  +  1.21  1.05 
Calf C PBLs  +  2.02  1.97 
Calf D PBLs  ‐  0.014  ND 
Calf E PBLs  ‐  0.003  ND 
MDBK cells  ‐  0.001  ND 
  Acute  2.68  10.7 
  Chronic 3,880.00  10,390.00 
 
2.5 Discussion 
  Spumaviruses, more commonly referred to as foamy viruses, are an ancient 
group of generally non‐pathogenic retroviruses that infect many mammalian species, 
with the notable exception of humans [130, 131]. However, while no human foamy virus 
has been identified, there have been several reports documenting the zoonotic infection 
of individuals who came into contact with primates by a range of primate foamy virus 
(PFV) species [132, 133]. Moreover, several PFV species replicate efficiently in human 
cells in culture and retroviral vectors based on PFVs and other foamy viruses are under 
development for use in gene therapy or antigen delivery in humans and animals [134‐
136]. 
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Among species that are susceptible to foamy viruses, infection is often common 
and BFV has been detected in a considerable fraction of domesticated cattle in several 
different countries [119, 120]. However, as is also the case for PFVs in either their natural 
hosts or in zoonotically infected humans, there is little evidence that BFV exerts a 
significant deleterious effect in infected cows [119, 130]. 
Previous work has demonstrated that BLV, a deltaretrovirus that can induce B‐
cell lymphomas in cattle, expresses high levels of five viral miRNAs in BLV‐transformed 
cells and it has been proposed that these miRNAs can facilitate B‐cell transformation [19, 
60]. Interestingly, these viral miRNAs were shown to be transcribed by Pol III and it was 
predicted, based on computational analysis, that “a number of spumaviruses” might 
also encode Pol III‐driven viral miRNAs [19]. To test this hypothesis, we have performed 
deep sequencing of small RNAs expressed in acutely or chronically BFV‐infected cells 
and our results indeed demonstrate that BFV expresses high levels of three distinct, fully 
functional viral miRNAs both in culture and in vivo. However, in contrast to BLV, 
which expresses each of its five viral miRNAs in the form of separate ~60nt long pre‐
miRNA stem‐loop structures [19, 60], BFV encodes a pri‐miRNA of ~122nt that must be 
processed to remove a 4nt 5’ extension, and also cleaved between the two viral pre‐
miRNA species, to generate two distinct BFV pre‐miRNAs (Figs. 2‐3A, 2‐4). At present, 
we do not know which nuclease(s) is mediating this initial processing event. The 
finding, based on paired‐end deep sequencing, that the BFV pri‐miRNA precursor is 
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apparently cleaved simultaneously on both sides of the miR‐BF1 stem‐loop, to generate 
a pre‐miRNA bearing a 2nt 3’ overhang, may implicate the Drosha/DGCR8 
microprocessor complex in this processing event. We note, however, that cleavage of 
cellular pri‐miRNA stem‐loops requires both an ~33bp stem and flanking single‐
stranded RNA sequences [16, 17], neither of which is present in the BFV pri‐miRNA 
(Fig. 2‐3A), so it is also possible that a different nuclease(s) is involved.  
A comparison of the sequence of the BFV miRNAs defined in Table 2‐1 shows 
that they are all fully conserved across the four reported BFV sequences, including 
sequences obtained for Chinese, American and European BFV isolates [116]. Indeed, the 
entire 122nt BFV pri‐miRNA sequence is fully conserved, with the exception of two 
nucleotides in the terminal loop of the miR‐BF2 stem‐loop that, based on previous work 
[129], are not predicted to affect miRNA processing or expression. 
 
Figure 2‐7: Conservation of the BFV pri‐miRNA.  Sequences of the BFV pri‐miRNA 
shown in Fig. 2‐3A from all annotated BFV strains are aligned with conserved 
nucleotides highlighted in yellow.  The strain used in this study is listed first, with 
common variant nucleotides highlighted in green.  The locations of mature miRNAs are 
indicated below the alignment. 
Interestingly, comparison of the three highly expressed BFV miRNAs with 
known viral and cellular miRNAs revealed that the entire miR‐BF1‐5p seed sequence (nt 
2‐8) is conserved in miR‐B5, which is expressed by bovine herpesvirus‐1 (BHV‐1) in 
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infected cells [137]. However, as the mRNA targets for miR‐B5 are not currently known, 
this conservation is not currently informative as to miR‐BF1‐5p function. 
An interesting aspect of the BFV miRNAs described in this report is that they all 
derive from a single locus in the U3 region of the BFV LTR, at a site located ~50nt 3’ to 
the end of the BFV bet gene (Fig. 2‐1A). As such, they would be duplicated during 
reverse transcription so that the integrated BFV provirus would actually express these 
viral miRNAs from two independent locations. Perhaps more importantly, the Pol III 
transcription unit in the 5’ LTR would be located 5’ to both BFV Pol II transcription 
units, driven respectively by the LTR promoter and the internal promoter located 
immediately 5’ to the viral tas gene (Fig. 2‐1A). Therefore, this Pol III transcription unit 
would not be subject to transcriptional interference caused by these two viral Pol II 
dependent promoters [138] and it is possible that the majority of BFV pri‐miRNA 
transcription is actually derived from the Pol III transcription unit located in the 5’ LTR 
of BFV. 
The observation that BLV, ALV‐J and BFV encode one or more viral miRNAs [19, 
60, 112], while HIV‐1 and HTLV‐I do not [37, 38], suggests either that miRNA expression 
has evolved independently in these three retroviral species or that HIV‐1 and HTLV‐I 
(the latter, like BLV, a deltaretrovirus) have lost the ability to express miRNAs. The 
former seems more likely, as BLV, ALV‐J and BFV express viral miRNAs that are 
initially transcribed by different RNA polymerases (Pol III for BLV and BFV, Pol II for 
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ALV‐J) and are subjected to different miRNA processing steps (Drosha‐independent for 
BLV, Drosha‐dependent for ALV‐J). Regardless, it is now clearly of interest to examine 
whether other retroviral species, including other foamy viruses, encode miRNAs and 
whether, if they do, these exert any phenotypic effects in culture or in vivo. In this 
context, it is interesting to note that vectors based on PFV have been proposed as 
potential gene therapy vectors in humans [139, 140] and it would appear important to 
determine whether this PFV isolate encodes any viral miRNAs and, if so, whether these 
are retained in these viral vectors. If this is the case, then it would be important to delete 
these miRNAs or at least demonstrate that they do not exert any deleterious effects in 
transduced human cells. Similarly, while HIV‐1 does not encode any miRNAs [37, 38], 
so that vectors based on this lentivirus do not face this concern, it would be important to 
examine any retrovirus, or indeed any virus, that has the potential for use as a gene 
therapy vector to confirm that these vectors do not encode any viral miRNAs. 
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3. In-depth analysis of the interaction of HIV-1 with 
cellular microRNA biogenesis and effector mechanisms 
3.1 Summary 
The question of how HIV‐1interfaces with cellular microRNA (miRNA) 
biogenesis and effector mechanisms has been highly controversial. Here, we first used 
deep sequencing of small RNAs present in two different infected cell lines (TZM‐bl and 
C8166) and two types of primary human cells (CD4+ PBMCs and macrophages) to 
unequivocally demonstrate that HIV‐1 does not encode any viral miRNAs. Perhaps 
surprisingly, we also observed that infection of T cells by HIV‐1 has only a modest effect 
on the expression of cellular miRNAs at early times after infection. Comprehensive 
analysis of miRNA binding to the HIV‐1 genome using the photoactivatable 
ribonucleoside‐induced crosslinking and immunoprecipitation (PAR‐CLIP) technique 
revealed several binding sites for cellular miRNAs, a subset of which were shown to be 
capable of mediating miRNA‐mediated repression of gene expression. However, the 
main finding from this analysis is that HIV‐1 transcripts are largely refractory to miRNA 
binding, most probably due to extensive viral RNA secondary structure. Together, these 
data demonstrate that HIV‐1 neither encodes viral miRNAs not strongly influences 
cellular miRNA expression, at least early after infection, and suggest that HIV‐1 
transcripts may have evolved to avoid inhibition by pre‐existing cellular miRNAs by 
adopting extensive RNA secondary structures that occlude most potential miRNA 
binding sites. 
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3.2 Introduction 
Analysis of the miRNA coding potential of HIV‐1 has led to considerable 
controversy. HIV‐1 was initially reported to lack any viral miRNAs by conventional 
sequencing of small RNAs in HIV‐1‐infected HeLa cells [37], and this report was 
supported by a subsequent report that failed to detect any HIV‐1 miRNAs in chronically 
HIV‐1‐infected ACH‐2 T cells, again using conventional sequencing [38]. In contrast, the 
first HIV‐1 miRNA was reported in 2004, based on Northern analysis of RNA derived 
from HIV‐1 infected cells using probes specific for the viral nef gene [47]. This viral 
miRNA was subsequently proposed to inhibit HIV‐1 LTR function at the transcriptional 
level by targeting the LTR U3 region [49]. The second HIV‐1 miRNA to be proposed 
derives from the HIV‐1 TAR element, a 59nt long RNA stem‐loop located at the 5’ end of 
all HIV‐1 miRNAs [41, 42, 48]. This miRNA was proposed to affect chromatin 
remodeling and to downregulate pro‐apoptotic cellular genes. More recently, two 
groups have used moderately deep sequencing approaches to analyze HIV‐1‐derived 
small RNAs in infected cells. Yeung et al. [52] obtained 47,773 total reads, of which 125 
(0.26%) were of HIV‐1 origin, representing a diverse group of small viral RNA 
sequences that the authors nevertheless proposed likely represented functional viral 
miRNAs. Similarly, Schopman et al. [53] performed deep sequencing of small RNAs 
present in HIV‐1 infected SupT1 cells and found that HIV‐1 contributed ~1% of the total 
small RNA pool, and several viral small RNA species were recovered at ≤175 total reads 
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each. As cellular miRNAs contributed ~71% of the total of 2,522,374 small RNA reads 
recovered in this study, this means that even the most prevalent candidate viral 
miRNAs only represented ~0.01% of the total miRNA pool in these HIV‐1‐infected T 
cells, which equates to <5 copies per cell in total [141].  
In considering whether small RNA reads of viral origin indeed represent 
authentic viral miRNAs, the following parameters need to have been satisfied: 1) 
miRNAs are almost always 22±2nt in length [1]. Therefore, an authentic viral miRNA 
will be recovered at a discrete size that is close to 22nt. If viral small RNA reads extend 
over a wider size range, then this is more consistent with RNA breakdown products. 2) 
Because the seed region of the miRNA, nucleotides 2 through 8 from the 5’ end, is the 
key determinant of mRNA target recognition, authentic viral miRNAs will have a 
discrete, not a diffuse, 5’ end. 3) miRNAs tend to regulate >100 mRNA species, due to 
the small size of the seed recognition sequence, so functional miRNAs are generally 
highly expressed. Importantly, recent data demonstrate that miRNAs that represent 
<0.1% of the total viral miRNA pool are unlikely to be functionally relevant [10]. 4) Viral 
miRNAs should derive from one or a small number of discrete sites in the viral genome 
that coincide with predicted pri‐miRNA stem‐loops. If viral small RNA reads are 
scattered across the genome, they are less likely to represent real miRNA reads [32, 34]. 
5) Relative to the total small RNA pool, authentic viral miRNAs will be enriched in RNA 
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preparations derived from immunoprecipitated RISCs while RNA breakdown products 
will be depleted. 
In addition to the question of whether HIV‐1 actually encodes miRNAs, it has 
also been proposed that HIV‐1 can modulate cellular miRNA expression to promote its 
replication [77]. Finally, HIV‐1 transcripts are, of course, potential targets for binding by 
RISCs programmed by cellular miRNAs, which could repress virus replication and 
possibly favor entry into latency [69]. Here, we have used deep sequencing as well as 
techniques that directly recover RISC binding sites to address how HIV‐1 interfaces with 
the miRNA machinery in infected T cells and macrophages. We clearly demonstrate that 
HIV‐1 does not encode any viral miRNAs and also reveal that HIV‐1 only minimally 
affects cellular miRNA expression patterns within 72 h of infection. We also identify a 
number of cellular miRNA binding sites on the HIV‐1 RNA genome and show that some 
of these can potentially mediate inhibition of viral gene expression. However, we also 
demonstrate that HIV‐1 genomic‐length mRNAs represent very poor targets for RISC 
binding, most probably because large stretches of the HIV‐1 genome are occluded by 
RNA secondary structure. 
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3.3 Materials and methods 
3.3.1 Viral isolates 
The viruses used in this study include the uncloned, CCR5‐tropic BaL isolate 
[142]; a CCR5‐tropic virus derived from the pWT/BaL proviral clone [143], which 
contains a SalI/XhoI fragment of BaL, encompassing the HIV‐1 tat, rev, vpu and env 
genes, cloned into an HXB‐3‐derived proviral backbone; a CXCR4‐tropic virus derived 
from the widely used pNL4‐3 proviral clone [144]; and lastly, a CCR5‐tropic virus 
derived from pNLHXADA [145], which contains the env gene of the ADA isolate cloned 
into a proviral backbone derived primarily from NL4‐3 but also partly from HXB‐2. 
3.3.2 Molecular clones 
The pWT/BaL [143], pNL4‐3 [144] and pNLHXADA [145] HIV‐1 proviral 
expression vectors have been previously described [146]. The pMSCV/amiRNA‐N2 and ‐
N4 expression plasmids were designed to encode the N2 and N4 amiRNAs previously 
shown to inhibit HIV‐1 replication [100]. These retroviral vectors were generated by 
annealing the amiRNA‐encoding oligonucleotides and ligating them into the polylinker 
present in pMSCV‐Puro (Clontech). 
300bp fragments of the HIV‐1 genome, centered on miRNA target sites detected 
by PAR‐CLIP, were cloned into the 3’ UTR of codon‐optimized Rluc via the XhoI and 
NotI sites of psiCheck2 (Promega), which also contains the Fluc gene in cis as an internal 
control. pri‐miRNA stem‐loops were cloned into the XhoI and XbaI sites of pLCE as 
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~200bp DNA fragments generated by PCR of human genomic DNA, as previously 
described [147]. 
3.3.3 Cell culture 
293T and TZM‐bl cells [148] were cultured in Dulbecco’s Modified Eagle 
Medium (DMEM) (Sigma) supplemented with 10% Fetal Bovine Serum (FBS). The 
human CD4+ T cell line C8166 [149] was cultured in RPMI 1640 media (Sigma) 
supplemented with 10% FBS. Peripheral blood mononuclear cells (PBMCs) were isolated 
from total blood by density gradient centrifugation (Lymphocyte Separation Medium, 
Cellgro #25‐072‐CV) and CD4+ T cells then isolated using the DynaBead CD4 Positive 
Isolation Kit from Invitrogen (#1131D). Cells were activated by incubation in 
phytohemagglutinin (PHA) and mouse monoclonal antibodies specific for human CD28 
and CD49d (BD Biosciences #347690) for three days. Activation of the CD4+ T cells was 
confirmed by FACS using an anti‐CD69 antibody and the cells then cultured in RPMI 
supplemented with 10% FBS and interleukin 2 prior to infection. Peripheral blood 
monocytes were obtained by elutriation and cultured for 4 days in DMEM containing 
10% human serum, 1% L‐glutamine, and 6ng/mL monocyte colony stimulating factor 
(MCSF) to activate macrophages. 
TZM‐bl amiRNA cell lines were generated by transfecting 293T cells with 15μg 
of a pMSCV amiRNA expression vector, 5μg of pMLV‐gag/pol, and 1μg pHIT. 48 h 
post‐transfection, virus‐containing supernatants were collected, filtered and used to 
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transduce TZM‐bl cells. Transduced cells were selected for puromycin resistance and 
then maintained in complete DMEM supplemented with puromycin dihydrochloride 
(Sigma) at a final concentration of 1μg/mL. Expression of amiRNAs was confirmed by 
deep sequencing of small RNAs. 
3.3.4 Viral stocks and infection 
NL4‐3 virus was prepared in 293T cells via Fugene6 transfection with the pNL4‐3 
plasmid. Virus‐containing supernatants were used to infect MT4 cells maintained in 
RPMI 1640 supplemented with 10% heat‐inactivated FBS. Virus stocks were harvested 4, 
5 and 6 days after infection and filtered through a 0.45μm filter Acrodisc syringe filter. 
The virus stock with the highest level of infectious virus, as determined by ELISA for the 
p24 Gag protein and by viral titer, was used for subsequent experiments. NL4‐3 titers 
were measured by staining TZM‐bl cells with the β‐Gal Staining Kit (Mirus Bio) 24 h 
post‐infection and counting blue foci. The HIV‐1 BaL isolate stock was maintained in 
primary CD4+ human T cells and titered on TZM‐bl as described above. Viral stocks 
were used to infect C8166 T cells and/or activated CD4+ T cells via spinoculation at 2000 
rpm for 3 h. T cells were infected with HIV‐1 using ~0.7 TZM‐bl infectious units per cell. 
The WT‐BaL (as opposed to BaL isolate) virus stock was prepared by transfection 
of 5x106 293T cells with 15μg of pWT‐BaL  using FuGENE6 (Roche). Virus‐containing 
supernatants were collected 48 h post‐transfection, filtered through a 0.45μm filter 
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Acrodisc filter and then used to infect the parental TZM‐bl cells or TZM‐bl cells 
engineered to stably express HIV‐1‐specific amiRNAs. 
The NLHXADA virus stock was prepared by transfection of 293T cells with the 
pNLHXADA proviral clone [145], essentially as described above for pWT‐BaL. After 
four days of culture in medium lacking MCSF, 7x105 macrophages were seeded in 24‐
well plates and directly infected with NLHXADA virus (500ng p24 total per well) 
overnight. Supernatants were replaced with fresh media and the cells cultured at 37°C 
until 10 days after the initial detection of reverse transcriptase activity in the 
supernatant, a total of 27 days. 
3.3.5 Flow cytometry 
0.3 mL of each infected T cell culture was resuspended in 1% FBS in phosphate‐
buffered saline (PBS) and stained with pooled human anti‐HIV‐IgG (1:100) (AIDS 
Reagent #3957) as the primary antiserum and FITC‐conjugated goat α‐human IgG 
(Invitrogen) as the secondary antibody (1:100), and analyzed on a FACSCalibur flow 
cytometer (BD Biosciences). 
3.3.6 HIV-1 strand determinations 
Sections of the NL4‐3 and BaL LTR U3 region were cloned into pGEM3 
(Promega) using primers 5’‐GGGCGAATTCAAGACAAGATATCCTTGATCT ‐3’ with 
5’‐GCACTCTAGAAGCTTTATTGAGGCTTAAGC‐3’ for NL4‐3 and 5’‐
GGGCGAATTCATCTACCACACACAAGGCTA‐3’ with 5’‐
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CTCTCTAGAAGTCCCCAGCGGAAAGTCCCT‐3’ for BaL. Vectors were cleaved with 
XbaI and linear fragments purified by agarose gel electrophoresis.  1μg of each linear 
vector was subjected to in vitro transcription followed by DNase treatment with the 
MEGAscript T7 kit (Invitrogen), and purified with the MEGAclear kit (Invitrogen), both 
according to manufacturer’s instructions.  Five‐fold dilution series beginning at 2x1011 
RNA strands were diluted into 250ng of uninfected C8166 RNA and subjected to DNase 
treatment. 
250ng of cellular RNA were subjected to RQ1 DNase treatment (Promega) 
according to the manufacturer’s instructions. One‐half of each sample was subjected to 
reverse transcription using 100ng of random hexamers (Bioline) and the SuperScript III 
Reverse Transcription kit (Invitrogen). Samples were diluted 1:4 and 5μl of each diluted 
cDNA were amplified using SYBER‐Green master‐mix on a StepOnePlus Real‐Time PCR 
system (Applied Biosystems) in triplicate using 5pmol of each of the following primers:  
5’‐TACAAGCTAGTACCAGTTGA‐3’ and 5’‐GCTGTCAAACCTCCACTCTAAC‐3’. Ten 
five‐fold standard dilutions amplified in parallel were used to quantify total HIV‐1 U3 
RNA strands in each sample. Primary cells and C8166 cells were estimated to contain 
~20pg of total RNA per cell and TZM‐bl cells were estimated to have 40pg RNA per cell, 
based upon multiple total RNA extractions by TRIzol. 
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3.3.7 Deep sequencing of total small RNA 
Total RNA was isolated using TRIzol. The RNA fraction containing ~15‐30nt 
length RNAs was isolated by polyacrylamide gel electrophoresis (PAGE) purification on 
15% TBE‐Urea gels (BioRad), electroeluted from the excised gel slice (Gel Eluter/Hoefer), 
and cloned as previously described [146]. Adapter‐ligated small RNAs were reverse 
transcribed using SuperScript III, amplified using GoTaq Green PCR Master Mix 
(Promega) with the Tru‐Seq 3’ indices (Illumina), and sequenced on an Illumina HiSeq 
2000. 
3.3.8 TZM-bl deep sequencing and RIP-Seq 
RISC‐bound miRNAs from uninfected and WT‐BaL infected TZM‐bl cells at 72 h 
post‐infection were isolated by immunoprecipitation using a monoclonal antibody 
specific for Ago1, Ago2 and Ago3 (Abcam: AB 57113) and proteins removed by 
digestion with proteinase K. Recovered small RNAs were then isolated using a mirVana 
kit (Ambion). The immunoprecipitated RNA (RIP‐Seq) cDNA library was constructed 
essentially as described (56) using an Illumina TruSeq small RNA kit, prior to 
sequencing using an Illumina HiSeq 2000. 
3.3.9 Photoactivatable-ribonucleoside-enhanced crosslinking and 
immunoprecipitation (PAR-CLIP) 
48 h post‐infection, cells were labeled with 100μM 4‐thiouridine (Sigma) for 16 h. 
Cells were washed with PBS and crosslinked using a Stratagene UV Stratalinker 2400 at 
365nm. The samples were then processed as previously described [150, 151]. RISC cross‐
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linked RNAs were isolated using anti‐Ago2 (Abcam AB57113).  This antibody also 
recognizes Ago1 and Ago3, (data not shown). Cloning of isolated small RNAs was 
performed using the TruSeq small RNA cloning kit (Illumina). TZM‐bl cells expressing 
individual HIV‐1‐specific amiRNAs were infected independently but the cell lines were 
pooled into one sample for PAR‐CLIP processing. A sample from each culture untreated 
with 4‐thiouridine was harvested in parallel and deep sequenced in order to determine 
both the miRNA population present in each PAR‐CLIP sample and the number of HIV‐1 
strands per cell. 
3.3.10 Data analysis 
Reads >15nt were collapsed into FASTA format with the FASTX‐Toolkit 
(http://hannonlab.cshl.edu/fastx_toolkit/index.html) using the following pipeline: 
fastq_quality_filter –Q 33| fastq_to_fasta –Q 33 | fastx_clipper ‐a TruSeq‐Index# ‐l 15 –c 
| fastx_collapser.  All reads were then subject to alignment using Bowtie v.0.12.7 [122] 
with the following options: –a ‐‐best ‐‐strata –m 25. 
3.3.10.1   Deep sequencing analysis 
Sequences were sequentially filtered and assigned using the following pipeline 
(displayed as Database: additional bowtie alignment parameters)‐ 
1.  Markers (18‐ and 24mer radiolabeled oligos, 3’ and 5’ adapters): ‐v 0 ‐‐
noRC 
2.  HIV genome: ‐v 1 
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3.  miRbase v19 Homo sapiens: ‐v 1 –noRC [152] 
4.  Ensembl ncRNAv70 Homo sapiens: ‐v 1 –noRC [153] 
5.  fRNAdb v3.4 Homo sapiens: ‐v 1  ‐‐noRC [154] 
6.  Human Genome 19: ‐v 2 
MiRNA sequences were given a ‐5p or ‐3p designation if they aligned to the 5’ or 
3’ stem region of the miRNA precursor, as annotated in miRbase v19, respectively. 
MiRNAs that represented >0.1% of the total cellular miRNA population were considered 
significant [10]. Reads for sequences aligning to two or more entries in a database were 
distributed equally between each entry except that reads aligning to both piwi‐
interacting RNAs (piRNAs) and rRNAs, tRNAs, snRNAs, Y RNAs or snoRNAs were 
assigned to the latter RNA species. 
3.3.10.2   PAR‐CLIP analysis 
Alignments to a combined human and HIV‐1 genome were performed as 
previously described [150, 151] allowing 3 mismatches. Alignments containing (+)sense 
T>C and (‐)sense A>G conversions were used to generate clusters with PARalyzer v1.1 
[155] using the following parameters: a minimum of 5 reads for a sequence to be 
included in a cluster, a minimum cluster read‐depth of 5, at least 1 conversion event in a 
read for cluster inclusion, and no non‐conversion mismatches allowed for each read 
determining the cluster. Clusters with a read depth >50 and a conversion event to read‐
depth ratio of >0.75 were considered significant. Significant miRNAs (≥0.1% of the total 
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miRNA pool) expressed in each library were determined as above, from samples 
untreated with 4‐thiouridine, and were then used by PARalyzer to predict which 
miRNAs were likely to target a given cluster. 
3.3.11 Luciferase indicator assays 
50ng of each reporter plasmid was co‐transfected with 500ng of a pLCE‐based 
miRNA expression vector [147], via calcium phosphate co‐precipitation, into 24‐well 
plates containing 105 293T cells per well, plated the previous day. 24 h post‐transfection, 
lysates were harvested and luciferase levels determined using a Dual Luciferase Kit 
(Promega) according to manufacturer’s instructions. The ratio between the Rluc and 
internal control Fluc proteins was determined for each sample and compared to the 
same reporter plasmid co‐transfected with pLCE lacking a miRNA precursor. 
3.3.12 Analysis of HIV-1 infection and production by NoDice 
cells 
To analyze HIV‐1 production in NoDice cells, we transfected 2×106 293T, 
NoDice(2‐20), or NoDice(4‐25) cells in a 10cm dish using Fugene6 (Promega) according 
to the manufacturerʹs protocol, with 10μg pNL‐GFP‐HXB and 500ng pKH3‐GST as an 
internal control for transfection efficiency [156, 157]. At 48 h post‐transfection, the virus‐
containing supernatant media were filtered through a 0.45μm‐pore‐size filter (Acrodisc 
filter; Pall) and then used to infect TZM‐bl cells (55). Twenty‐four hours post‐infection, 
the TZM‐bl cells were lysed in Passive Lysis Buffer (Promega) and analyzed for firefly 
luciferase (FLuc) activity, using a luciferase assay system (Promega). In parallel, the 
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virus producer cells were lysed, the whole‐cell lysate was subjected to gel 
electrophoresis and transferred to a nitrocellulose membrane, and the level of expression 
of the co‐transfected glutathione S‐transferase (GST) internal control was analyzed by 
Western blotting using a rabbit polyclonal anti‐GST antibody (sc‐459; Santa Cruz) and 
anti‐rabbit IgG peroxidase (A6514; Sigma). GST levels were visualized by 
chemiluminescence (WesternBright Sirius kit; Advansta), and the image was captured 
using G:Box (SynGene) and then quantified with GeneTools (SynGene) software. 
To analyze HIV‐1 infection efficiency in NoDice cells, we transfected 2×106 293T 
cells using Fugene6 with 10μg of pNL‐Luc‐HXB and 500ng pCMV‐VSV‐G [158]. Forty‐
eight hours post‐infection, virus‐containing supernatants were filtered and used to infect 
293T, NoDice(2‐20), and NoDice(4‐25) cells. Twenty‐four hours post‐infection, cells were 
lysed and analyzed for FLuc expression. 
For pseudotyped HIV‐1 virus production experiments, 2×107 293T cells were 
transfected in a 15cm dish using polyethylenimine with 25μg of pD3‐HIV‐GFP [159] and 
10μg of pCMV‐VSV‐G. At 48 and 72 h post‐transfection, the supernatant media were 
filtered and pooled and equal amounts were used to infect 293T, NoDice(2‐20), and 
NoDice(4‐25) cells. At 48 h post‐infection, cells were analyzed by flow cytometry for 
green fluorescent protein (GFP) expression to determine the percentage of 293T and 
NoDice cells infected by HIV‐1. 
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3.4 Results 
3.4.1 HIV-1 fails to express any viral miRNAs in infected cells 
To determine the miRNA expression profile in HIV‐1 infected cells, we 
performed deep sequencing of small ~15‐30nt long RNAs in a range of infected cell 
types. These included TZM‐bl cells, a variant of HeLa cells that expresses the CD4 
receptor and both the CXCR4 and CCR5 co‐receptor [148], infected with the CCR5‐tropic 
HIV‐1 variant WT/BaL [143]; the human CD4+ T cell line C8166 [149] infected with the 
CXCR4‐tropic HIV‐1 laboratory isolate NL4‐3 [144]; CD4+ peripheral blood 
mononuclear cells (PBMCs) infected with either the CCR5‐tropic BaL isolate [142] or the 
CXCR4‐tropic NL4‐3 isolate; and finally, primary human monocyte‐derived 
macrophages (MDMs) infected with an NL4‐3‐derived HIV‐1 variant, NLHXADA, 
bearing the CCR5‐tropic ADA env gene [145]. 
TZM‐bl cells were directly infected with WT/BaL virus derived from 293T cells 
transfected with the pWT/BaL proviral clone [143]. Uniform infection of the TZM‐bl cells 
was confirmed by staining of a control TZM‐bl culture at 72 h post‐infection for viral 
activation of the integrated β‐galactosidase (β‐gal) indicator gene [148], which confirmed 
a >90% infection rate (Fig. A‐1).  Quantitation of the level of viral RNA transcripts, by 
qRT‐PCR of a region derived from the HIV‐1 LTR U3 region that is present in all viral 
transcripts, indicated that the infected TZM‐bl cells contained an average of ~130,367 
viral RNA strands per cell (Table 3‐1). 
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Table 3‐1: Overview of the HIV‐1 deep sequencing libraries analyzed.  This table 
indicates the cell type used (column 1), the virus used to infect (column 2), and the 
source of the env gene in that virus (column 3), as well as the total number of HIV‐1 
transcripts per cell at the time of harvest (column 4) and how many days post‐infection 
RNA was harvested (column 5). 
Cell Type  HIV‐1 Virus 
Isolate Used 
Envelope 
Gene Source 
No. of HIV‐1 RNA 
Strands/Cell 
No. of Days of 
Post‐infection 
TZM‐bl  WT/BaL  BaL  130,367  3 
C8166  NL4‐3  NL4‐3  20,546  3 
CD4+ PBMC  BaL  BaL  8,303  3 
CD4+ PBMC  NL4‐3  NL4‐3  1,949  3 
MDM  NLHXADA  ADA  12,110  27 
 
C8166 cells and CD4+ PBMCs were infected with NL4‐3 virus cultured in MT4 
cells or with BaL virus cultured in CD4+ PBMCs. Cells were initially infected with ~0.7 
TZM‐bl infectious units per cell and then cultured for 72 h. At this time, infectivity levels 
were determined by FACS analysis using pooled human anti‐HIV‐1 IgG followed by 
FITC‐conjugated goat anti‐human IgG. This analysis indicated that ~97% of the C8166 
cells, ~78% of the BaL infected CD4+ PBMCs and ~94% of the NL4‐3 infected CD4+ 
PBMCs were HIV‐1 positive (Fig. A‐2). qRT‐PCR analysis of viral transcript levels (Table 
3‐1)  indicated that these infected cultures contained an average of ~20,546, ~8,303 and 
~1,949 viral RNA strands per cell, respectively (Table 3‐1). 
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Finally, primary MDMs were infected with an HIV‐1 virus, NLHXADA, derived 
from an NL4‐3‐based proviral clone bearing the CCR5‐tropic ADA env gene [145]. 
MDMs were initially infected with a virus stock obtained from pNLHXADA‐transfected 
293T cells and supernatant RT levels then monitored. Once significant RT levels were 
detected, at 17 days post‐infection, the MDMs were cultured for an additional 10 days, 
for a total of 27 days, prior to lysis and RNA isolation. Previous work has shown that 
this protocol leads to essentially uniform infection of the MDM culture [160]. Analysis 
indicated an average of ~12,110 HIV‐1 RNA strands per cell (Table 3‐1). 
Deep sequencing analysis of the small RNA profile in all five HIV‐1 infected cell 
cultures and in matched uninfected cultures revealed that cellular miRNAs were, as 
expected, the major RNA variant detected in all 9 deep sequencing libraries (Fig. 3‐1). In 
addition, we also detected significant levels of reads that could be aligned to human 
rRNAs, tRNAs, snRNAs, snoRNAs or mRNAs and likely represent RNA breakdown 
products (Fig. 3‐1). Very few reads were found to align to the genomes of any of the 
HIV‐1 virus variants in any of the infected cell cultures. This contrasts with previous 
reports showing that viruses known to encode viral miRNAs, such as Epstein‐Barr virus 
(EBV), Kaposi’s sarcoma‐associated herpesvirus (KSHV) and the retrovirus BLV 
contribute a substantial share of the small RNAs seen in infected cells [19, 37, 151]. 
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Figure 3‐1: Assignment of deep sequencing reads to cellular and viral RNA classes.  
Small RNA deep sequencing reads were aligned to the human or HIV‐1 genome and are 
shown by their assignment to different subclasses of RNA. Samples were derived from 
uninfected cells or from cells infected with HIV‐1, as indicated. Repetitive sequences are 
defined as those that map to ≥25 locations in the human genome. 
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One key characteristic of miRNAs is their size, which ranges from ~20nt to ~24nt 
in length [1]. Analysis of the length profile of the total cellular small RNAs recovered in 
HIV‐1 infected TZM‐bl, C8166, CD4+ PBMC and MDMs shows that these indeed peak at 
~22nt in size, as expected (Fig. 3‐2, panels A, C, E and G). In contrast, the RNA reads that 
align to the HIV‐1 genome are not only rare but also showed a fairly random size 
distribution, with a tendency for more reads at smaller sizes. Certainly, there was no 
evidence for high levels of HIV‐1‐derived small RNAs in the 22±2nt size range 
characteristic of miRNAs (Fig. 3‐2, panels B, D, F and H). 
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Figure 3‐2: HIV‐1‐specific small RNAs do not cluster at the ~22nt size predicted for 
miRNAs. Small RNA reads from 17 to 25nt in length, derived from HIV‐1‐infected cells 
that align either to the human genome (A, C, E, and G) or the HIV‐1 genome (B, D, F, 
and H) are shown assigned by their size. (A and B) TZM‐bl cells infected with the 
WT/BaL virus. (C and D) C8166 T cells infected with NL4‐3. (E and F) CD4+ PBMCs 
infected with the BaL HIV‐1 isolate. (G and H) MDMs infected with the NLHXADA 
virus. 
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Analysis of viral small RNAs in cells infected by EBV or KSHV, which are known 
to encode viral miRNAs, has revealed that virus‐derived small RNAs are almost all 
derived from a small number of locations in the viral genome that coincide with the pri‐
miRNA RNA stem‐loops that are processed to yield viral miRNAs [34]. Moreover, these 
viral miRNAs are characterized by high level expression [151]. Indeed, recent data have 
shown that miRNAs that contribute <0.1% of the total cellular miRNA pool make no 
significant functional contribution [10]. Cellular and authentic viral miRNAs are also 
characterized by a discrete 5’ end, consistent with the finding that it is nucleotides 2 
through 8 from the 5’ end, the so‐called seed region, that primarily determines the 
mRNA target specificity of the miRNA [1, 37, 151] 
Alignment of the HIV‐1‐derived small RNAs to the relevant proviral genome, in 
contrast, shows that these are scattered over the entire proviral sequence (Fig. 3‐3). Some 
“hot‐spots” of small RNA reads were noted, but even these are found to contribute 
<0.02% of the total miRNA pool in the infected cells (Fig. 3‐3). Moreover, these “hot‐
spots” were generally not conserved between virus variants and/or cell types. An 
exception to this generalization arises in the case of small RNA reads that map to the 
overlap between the HIV‐1 Gag and Pol open reading frames, which represent the major 
reads in the C8166/NL4‐3 and CD4+ PBMC/BaL libraries (albeit still contributing only 
~0.015% and ~0.0035% of total miRNA reads respectively) and were also readily 
detected in TZM‐bl/BaL cells (Fig. 3‐3). 
 59 
 
Figure 3‐3: Alignment of small RNA reads to the HIV‐1 genome. RNA reads of 19 to 
25nt in length that mapped to the HIV‐1 genome were aligned based on their 5′ ends 
and are shown relative to their genomic position of origin (x axis). The y axis shows the 
number of reads as a percentage of the total number of cellular miRNA reads in the 
same RNA sample. (A) TZM‐bl infected with WT/BaL; (B) C8166 infected with NL4‐3; 
(C) CD4+ PBMCs infected with BaL; (D) MDMs infected with NLHXADA. 
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Analysis of the reads at this hot‐spot shows that their 5’ ends map to a stretch of 
6 “U” residues found immediately 5’ to an RNA hairpin that facilitates the Gag/Pol 
frameshift during translation of genome length HIV‐1 mRNAs by promoting ribosome 
stalling at the six “U” residue “slippery site” (Fig. 3‐4) [161]. However, this short hairpin 
does not share any of the characteristics that are typical of a pri‐miRNA hairpin 
structure; in particular, this predicted viral RNA hairpin is only 11bp long rather than 
the ~33bp typical of pri‐miRNA hairpins [16, 17]. It seems possible that these reads, 
which almost all begin in the “U” stretch and then extend into the adjacent hairpin, are 
actually Gag/Pol mRNA fragments that are protected by the stalled ribosomes that are 
known to accumulate at this site on the viral mRNA [161].
  
 
 
Figure 3‐4: Alignment of HIV‐1 deep sequencing reads with the viral Gag/Pol frameshift signal. The region of the 
HIV‐1 RNA genome that coincides with the Gag/Pol frameshift signal [161] represents the major source of HIV‐1‐
specific small RNA reads in most infected cell types (Fig. 3‐3). This figure collates all the reads, from all four infected 
cell types shown in Fig. 3‐3, and aligns them to this region of the HIV‐1 genome. At the top is shown the HIV‐1 
sequence, with the loop of the predicted frameshift stem‐loop indicated in red. The predicted structure of this stem‐
loop is shown at the right. Note that most reads initiate 5′ to the actual stem‐loop in a U‐rich region that also plays a 
key role in HIV‐1 frameshifting and is known to be a site of ribosome pausing.
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Two groups have reported that HIV‐1 encodes miRNAs derived from the TAR 
RNA stem‐loop that is located at the 5’ end of all viral transcripts [41, 42, 48]. The TAR 
stem, at ~24bp, is again much shorter than the optimal, ~33bp stem characteristic of pri‐
miRNA stem‐loops [16, 17] and TAR also differs from authentic pri‐miRNAs in that the 
terminal loop is only 6nt, not the ≥10nt characteristic of pri‐miRNAs (Fig. 3‐5) [16]. Most 
importantly, Drosha cleavage of pri‐miRNAs requires unstructured RNA sequences 
both 5’ and 3’ to the pri‐miRNA stem [17, 162]; while TAR is located at the very 5’ end of 
all HIV‐1 RNAs and, moreover, likely has a cap and cap‐binding proteins associated 
with its 5’ end. In fact, we recovered almost no reads that mapped to TAR in all cases 
except ADA‐infected MDM, where these reads contributed ~0.002% of the viral short 
RNA reads (Fig. 3‐3). Analysis of these rare TAR‐derived RNAs revealed a 
heterogeneous population of small RNAs that mapped to both sides of the TAR RNA 
stem‐loop and that, in particular, did not have a discrete 5’ end (Fig. 3‐5).
  
 
 
Figure 3‐5: Alignment of HIV‐1 small RNA reads to the HIV‐1 TAR RNA element. This figure aligns HIV‐1‐derived 
small RNA reads, compiled from all four small RNA libraries described in Fig. 3‐3, and aligns them to the HIV‐1 TAR 
RNA stem‐loop that forms the 5′ end of all HIV‐1 transcripts. The sequence of the TAR region is shown at the top, 
with the loop indicated in red, and the predicted RNA structure adopted by TAR is shown at the right.
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It could be argued that some of the HIV‐1 small RNA reads, despite their low 
level of expression, are nevertheless functional miRNAs that are efficiently loaded into 
RISC. To address whether this is the case, we immunoprecipitated RISC using an 
antibody able to specifically bind Ago1, Ago2 and Ago3, each of which can 
interchangeably function as a key component of RISC [1] and then compared the profile 
of small RNAs recovered from the RISC immunoprecipitate with that seen when the 
total small RNA profile was determined in parallel in WT/BaL‐infected TZM‐bl cells. As 
expected, the RNA library derived from the RISC immunoprecipitate indeed showed a 
strong enrichment in miRNAs, with known cellular miRNAs increasing from ~71% to 
~93% of the total RNA library. In contrast, the HIV‐1 derived small RNA reads were 
selectively lost when RISC‐associated small RNAs were sequenced (Fig. 3‐6). In this 
library, no viral RNA was found to contribute >0.005% of the total human miRNA pool, 
a level that is far lower than the >0.1% contribution previously reported to be 
characteristic of functionally relevant miRNAs [10]. 
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Figure 3‐6: Comparison of HIV‐1 small RNA reads obtained from a total small RNA 
and RISC‐associated small RNA sample. This figure compares the pattern of total HIV‐
1 small RNA reads detected in TZM‐bl cells infected with the WT/BaL viral clone to the 
pattern of small RNAs seen in the RISC‐associated small RNA fraction, prepared from 
the same culture in parallel by immunoprecipitation with an Ago‐specific monoclonal 
antibody. Data are presented as in Figure 3‐3. 
Previously, it has been suggested that HIV‐1 might generate miRNAs, or even 
small interfering RNAs (siRNAs), from transcripts derived from the negative‐sense RNA 
strand [53]. Even though retroviruses do not generate minus strand RNAs during their 
replication cycle, minus‐sense strands could in principle arise by transcription from 
cellular promoters located 3’ to, and in the opposite orientation from, integrated 
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proviruses. However, we failed to detect a significant level of small RNA reads derived 
from the HIV‐1 antisense strand in either infected TZM‐bl cells (Fig. 3‐7) or in any other 
infected cell types (data not shown). While most regions of the HIV‐1 minus strand gave 
read numbers equivalent to ≤0.0002% of the total miRNA population, one region, 
complementary to the HIV‐1 primer binding site, did give rise to a substantial number 
of reads (Fig. 3‐7A). These have been previously noted by others [52, 53] and proposed 
to derive from breakdown products of the lysine tRNA that serves as the primer for 
HIV‐1 reverse transcription. Indeed, reads complementary to the HIV‐1 primer binding 
site were recovered at comparable levels in non‐infected cells (data not shown) and 
analysis of small RNAs bound to RISC in infected TZM‐bl cells failed to detect any reads 
derived from the region complementary to the viral primer binding site, thus strongly 
suggesting that these are indeed tRNA breakdown products (Fig. 3‐7B). 
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Figure 3‐7: Alignment of small RNA reads from the HIV‐1‐infected TZM‐bl cells with 
the minus strand of the HIV‐1 genome. This analysis was performed as described in 
Figure 3, except that small RNA reads are aligned to the hypothetical antisense strand 
complementary to the HIV‐1 genome. (A) uses total small RNA reads, obtained from 
WT/BaL infected TZM‐bl cells. (B) uses reads obtained by analysis of RISC‐associated 
small RNAs. The major peak shown in (A) is located antisense to the HIV‐1 primer 
binding site and likely represents lysine tRNA breakdown products that are not loaded 
into RISC. 
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3.4.2 HIV-1 fails to significantly affect cellular miRNA expression 
early after infection 
There are a number of reports documenting cases where cellular miRNAs 
facilitate aspects of a viral replication cycle and/or where viruses manipulate the cellular 
miRNA expression profile to enhance some aspect of their replication or pathogenic 
potential [4, 163‐168]. This has also been suggested for HIV‐1, which has been reported 
to downregulate the miR‐17/92 miRNA cluster, consisting of the six cellular miRNAs 
miR‐17, miR‐18a, miR‐19a, miR‐20a, miR‐19b and miR‐92a, to upregulate expression of 
the PCAF histone acetyltransferase which has been proposed to function as a co‐factor 
for the HIV‐1 Tat transcription factor [77]. To examine whether HIV‐1 indeed exerts a 
significant effect on the cellular miRNA profile, we therefore compared the level of 
expression of cellular miRNAs in uninfected and matched HIV‐1 infected cells, 
measured either by total small RNA sequencing or, in the case of TZM‐bl cells infected 
with BaL, by deep sequencing RISC‐associated small RNAs (Fig. 3‐6). This analysis was 
performed 72 h after initial infection in all cases. We believe this short time frame is 
appropriate, given that HIV‐1 infected T cells have been reported to have a half‐life of 
only ~24 h in vivo [169].  
As shown in Fig. 3‐8, and presented in detail in Table A‐1, analysis of the 
expression level of cellular miRNAs in HIV‐1 infected TZM‐bl cells, C8166 T cells and, 
most importantly, primary CD4+ PBMCs revealed few differences between the infected 
and uninfected cells despite clear evidence of efficient infection and high levels of viral 
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transcripts (Table 3‐1). In particular, only one cellular miRNA, miR‐30b‐5p, increased >2 
fold in BaL infected PBMCs and no cellular miRNAs increased or decreased >2 fold in 
NL4‐3 infected PBMCs. In both TZM‐bl and C8166 cells, several cellular miRNAs 
changed their expression, in either a positive or negative direction, by slightly over the 
2‐fold limit indicated in Fig. 3‐8. The functional significance of these changes, if any, is 
unclear. Perhaps surprisingly, we failed to see any significant (≥2‐fold) effect of HIV‐1 
infection on the expression of members of the miR‐17/92 cluster, as previously proposed 
[77]. 
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Figure 3‐8: Effect of HIV‐1 infection on cellular miRNA expression levels. This figure 
presents a comparison of the level of each cellular miRNA detected in uninfected and 
HIV‐1‐infected cells. Only miRNAs that represent ≥0.1% of the total miRNA pool were 
included. Panel A shows data obtained by comparison of RISC‐associated small RNAs, 
while panels B, C, and D compare total miRNA levels. The lines delineate changes of 2‐
fold between samples. miRNAs that fall outside this 2‐fold limit are indicated by name. 
Red dots represent miRNAs derived from the miR‐17/92 cluster. For illustrative 
purposes, this figure assumes that cells each express 5×104 miRNAs. 
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3.4.3 Cellular miRNAs bind HIV-1 transcripts inefficiently 
Viruses that infect cells encounter a range of different cellular miRNAs that have 
the potential to inhibit viral mRNA function and it is largely unclear how viruses avoid 
this problem. One virus family, the poxviruses, has been shown to globally degrade 
cellular miRNAs [170]. However, most viruses, including HIV‐1, do not block miRNA 
function in infected cells [81]. It is also possible that a virus that is highly tissue tropic, 
e.g., HIV‐1 which only infects CD4+ T cells and macrophages, has simply evolved to 
avoid mRNA binding sites for the miRNAs specific to these cell types. In that case, 
however, one would expect HIV‐1 to be susceptible to inhibition by the diverse miRNAs 
found in other, normally non‐target cell types. 
To address this question, we used the recently described photoactivatable 
ribonucleoside‐enhanced crosslinking and immunoprecipitation (PAR‐CLIP) technique 
[150, 151] to globally identify all the binding sites for miRNA‐programmed RISCs on the 
HIV‐1 genome in infected C8166 T cells or TZM‐bl epithelial cells. At 48 h post infection 
with the NL4‐3 (C8166) or WT‐BaL (TZM‐bl) virus isolate, the infected cells were 
incubated with 100 μM 4‐thiouridine (4SU) for 16 h prior to crosslinking by irradiation 
using UV light at 365nm. mRNAs bound to RISC were then isolated by 
immunoprecipitation using a monoclonal antibody specific for the human Ago proteins. 
After RNase treatment, mRNA fragments bound to RISC were gel purified, cDNA 
cloned and subjected to Illumina deep sequencing. The resultant reads were then 
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aligned to the human or HIV‐1 genome and analyzed using the PARalyzer program, 
which partitions reads into individual clusters, each of which defines a single RISC 
binding site (Fig. 3‐9) [155]. The PARalyzer program also seeks to use sequencing data 
defining the cellular miRNAs present in the infected cells, obtained in parallel, to 
identify the cellular miRNA that is most likely responsible for guiding RISC to that 
particular viral binding site. This assignment, which assumes perfect complementarity 
to nucleotides 2‐7 in the miRNA seed region, is, however, unable to identify “non‐
canonical” miRNA binding sites, which can contribute a significant percentage of the 
RISC interaction sites [9]. 
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Figure 3‐9: Alignment of PAR‐CLIP clusters with the HIV‐1 genome. The PAR‐CLIP 
technique was performed on HIV‐1‐infected cells using a monoclonal antibody specific 
for RISC. Each HIV‐1‐specific PAR‐CLIP cluster, identified by bioinformatic analysis 
using the PARalyzer program [155], is aligned to the HIV‐1 genome based on the 5′‐most 
nucleotide of the read cluster. Clusters indicated by black arrows were successfully 
assigned to specific cellular miRNAs and are analyzed in Fig. 3‐10. Clusters indicated by 
blue arrows derive from the amiRNAs N2 and N4 [100] that were expressed in the TZM‐
bl ami cells. (A) C8166 cells infected with NL4‐3; (B) TZM‐bl cells infected with WT/BaL; 
(C) TZM‐bl ami cells infected with WT/BaL. 
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As shown in Fig. 3‐9, we identified a number of RISC binding clusters on the 
HIV‐1 RNA genome in both C8166 and TZM‐bl cells. However, we were surprised by 
the low level of RISC binding to the viral RNA genome observed. As shown in Table 3‐2, 
we recovered ~1.7x107 assignable PAR‐CLIP reads from the HIV‐1 infected C8166 cells, 
of which only 0.21% aligned to the HIV‐1 RNA genome. Similarly, we recovered 6.8x106 
assignable PAR‐CLIP reads from the HIV‐1 infected TZM‐bl cells, of which only 0.3% 
aligned to the HIV‐1 genome. Analysis of the number of HIV‐1 RNA strands present in 
the C8166 cells at the time of crosslinking revealed ~20,707 HIV‐1 transcripts, while 
analysis of the crosslinked TZM‐bl cells revealed ~407,661 HIV‐1 strands per cell. 
Previous work has suggested that cells contain between ~105 and ~5x105 mRNA 
molecules per cell, depending on the size of the cell and particularly of the cell 
cytoplasm [171]. As T cells have a small cytoplasm, we can estimate that they likely 
contain ~200,000 total mRNA molecules per cell, which would mean that HIV‐1 
contributes ~10% of the total mRNA pool in the infected C8166 cells. In the larger TZM‐
bl cells, HIV‐1 would appear to be responsible for at least 50% of the total mRNA pool, 
even assuming that the 407,661 HIV‐1 strands are largely added to a pre‐existing mRNA 
pool of ~5x105 molecules. Therefore, HIV‐1 contributes 10% of the total mRNA in C8166 
cells but is only bound to ~0.21% of the available RISC, an underrepresentation of ~48 
fold. This effect is even more extreme in TZM‐bl cells, where HIV‐1 contributes ~50% of 
the total mRNA pool but only ~0.31% of the total RISC binding events, an 
 75 
underrepresentation of ~160 fold. It therefore appears that RISC recruitment to HIV‐1 
mRNAs is inefficient. 
Table 3‐2: Overview of the HIV‐1 PAR‐CLIP libraries analyzed. This table summarizes 
the characteristics of the HIV‐1‐infected cell PAR‐CLIP libraries, including the total 
number of assignable (≤1 mismatch) PAR‐CLIP reads (column 2), the percentage of 
PAR‐CLIP reads that can be assigned to HIV‐1 RNAs (column 3), and the total number 
of HIV‐1 transcripts per cell at the time of cross‐linking and RNA harvest (column 4), as 
determined by qRT‐PCR with RNA standards. 
Library  Total no. of 
assignable PAR‐
CLIP reads 
HIV‐1 PAR‐CLIP 
reads (%) 
No. of HIV‐1 RNA 
strands per cell 
C8166/NL4‐3  17,347,389  0.21%  20,707 
TZM‐bl/WT‐BaL  6,817,180  0.30%  407,661 
TZM‐bl ami/WT‐BaL  11,077,171  0.05%  15,756 
 
While low, RISC binding to HIV‐1 is certainly detectable and we therefore 
wished to ask if the observed binding sites were functional. In fact, for unclear reasons, 
relatively few RISC binding sites could be assigned to any of the miRNAs present in the 
infected cells. However, our analysis did predict that four RISC binding clusters 
detected in HIV‐1 infected C8166 cells, indicated by black arrows in Fig. 3‐9, were likely 
caused by miR‐423 (cluster at position 1233), miR‐301a (cluster 4898), miR‐155 (cluster 
5001) and miR‐29a (cluster 8735), respectively. We note that miR‐423 represented ~0.63% 
of total cellular miRNA reads in the C8166 cells used in this experiment, miR‐301a 
~0.10%, miR‐155 ~5.43% and miR‐29a ~3.24% of total miRNA reads, as determined by 
deep sequencing performed in parallel.  We note that the putative miRNA‐29a‐specific 
cluster has previously been reported by two other groups, who argued that miR‐29a is, 
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in fact, able to inhibit HIV‐1 replication [70, 71]. In contrast, another group has reported 
that this proposed miR‐29a target site is largely blocked by HIV‐1 RNA secondary 
structure [72]. Of these four clusters, only one cluster was also detected in TZM‐bl cells, 
which express miR‐301a and miR‐423 but not miR‐29a or miR‐155. The PAR‐CLIP reads 
that contribute to each of these clusters are listed in Fig. A‐3, where they are aligned to 
the relevant cellular miRNA. 
To test whether these miRNAs are indeed able to bind to these regions of the 
HIV‐1 NL4‐3 genome, we used PCR to clone ~300bp segments of the HIV‐1 genome 
centered on each of the PAR‐CLIP clusters we had detected. These segments were 
inserted 3’ to the Renilla luciferase (Rluc) indicator gene present in the psiCHECK2 
indicator plasmid, which also contains an internal control firefly luciferase (Fluc) 
expression cassette in cis. We also constructed derivatives of each of these indicator 
plasmids in which the predicted seed sequence present in the HIV‐1 DNA fragment was 
mutated, to prevent miRNA binding, as shown in Fig. A‐3. Co‐transfection of the 
indicator plasmids bearing the 1233, 4898 and 5001 clusters into 293T cells, together with 
either the cognate miRNA expression vector or a control plasmid, revealed specific 
downregulation in the presence of the relevant cellular miRNA that was lost when the 
seed target sequence in HIV‐1 was mutated (Fig. 3‐10. In contrast, the 8735 cluster did 
not confer downregulation on the Rluc gene in the presence of a miR‐29a expression 
plasmid, even though we observed strong downregulation of a control Rluc vector 
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bearing two perfect miR‐29a target sites (Fig. 3‐10). We therefore conclude that HIV‐1 
transcripts can indeed bind miR‐423, miR‐301a and miR‐155 in infected C8166 T cells 
and that this interaction has the potential to reduce HIV‐1 gene expression. In contrast, 
even though we did detect a RISC binding cluster at a nef miRNA target site previously 
reported to bind miR‐29a, we failed to see downregulation by miR‐29a when this cluster 
was inserted into an Rluc indicator plasmid, a result which agrees with data previously 
reported by Sun et al. [72]. Therefore, it appears that miR‐29a binding to this region of 
the HIV‐1 nef gene, while detectable by PAR‐CLIP (Fig. 3‐9A), is too inefficient to 
mediate significant gene repression (Fig. 3‐10). It remains possible that this interaction is 
functionally significant in other contexts, for example, in cells expressing very high 
levels of miR‐29a and/or very low levels of HIV‐1 transcripts. 
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Figure 3‐10: Identification of specific cellular miRNA binding sites in the HIV‐1 
genome. We constructed indicator plasmids containing ~300bp segments of the HIV‐1 
genome, encompassing the clusters indicated by black arrows in Fig. 3‐9A, inserted 3′ to 
the Rluc indicator gene. Derivatives in which the predicted seed target for a cellular 
miRNA were mutated were also generated (see Fig. 3A), as was a positive‐control 
indicator plasmid containing two perfect target sites for each of the four miRNAs being 
tested. These were then co‐transfected into 293T cells along with the cognate cellular 
miRNA expression plasmid or a control plasmid. Rluc values are shown normalized to 
the Fluc internal control and to the level seen in cells lacking the cognate miRNA 
expression vector, which was set at 1.0. Note that the inhibition in Rluc expression seen 
with the wild‐type (WT) indicator in the presence of the cognate miRNA is lost when the 
seed target in the HIV‐1 sequence is mutated. This figure shows the average of four 
independent experiments, with the standard error of the mean indicated. 
As a further demonstration that miRNAs can indeed guide RISC to the HIV‐1 
genome, we took advantage of a recent study that identified artificial miRNAs 
(amiRNAs) that are able to effectively inhibit HIV‐1 gene expression and replication by 
testing over 9,000 different amiRNAs, tiled at 1nt increments across the HIV‐1 RNA 
genome, for their ability to block HIV‐1 replication in culture [100]. Interestingly, few of 
these amiRNAs proved to be effective, thus suggesting that access to the HIV‐1 RNA 
genome was largely occluded for most of the RISCs programmed with these amiRNAs 
[100]. We expressed two amiRNAs that were shown to be effective, termed N2 and N4, 
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by engineering these amiRNAs into retroviral expression vectors and then selecting 
TZM‐bl cells that stably expressed the N2 or N4 amiRNA, as determined by small RNA 
deep sequencing. The N2‐ and N4‐expressing TZM‐bl cells were then infected with HIV‐
1 strain WT/BaL and PAR‐CLIP performed as described above. As expected based on 
previous work [100], we observed that these TZM‐bl cells were largely non‐permissive 
for HIV‐1 replication, as the level of HIV‐1 transcripts detected in TZM‐bl cells 
expressing N2 and N4, which are fully complementary to the HIV‐1 RNA genome, was 
reduced ~25 fold relative to infected wild‐type TZM‐bl cells (Table 3‐2). Nevertheless, 
despite the much lower level of HIV‐1 RNAs present in these cells, we were able to 
readily detect PAR‐CLIP clusters that precisely aligned with the expected binding sites 
of RISCs programmed with either the N2 or N4 amiRNA. These interactions were 
detected despite the potential for Ago2‐containing RISCs programmed by these 
amiRNAs to cleave the viral genome within the binding cluster (Fig. 3‐9) [1]. Therefore, 
these data demonstrate that miRNAs are indeed able to guide RISC to the HIV‐1 RNA 
genome if the target area is accessible. 
To address the question of whether endogenous cellular miRNAs limit viral 
replication, we used 293T cell lines incapable of generating mature miRNAs due to Dicer 
ablation with transcription activator‐like effector nucleases (TALENs) targeted to exon 5 
of the dcr gene.  Two clonal lines of these NoDice cells, NoDice(2‐20) and NoDice(4‐25), 
have been previously shown to lack the ability to generate mature miRNAs [172]. 
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To examine how HIV‐1 replicates in the absence of miRNAs, we divided our 
analysis of the HIV‐1 replication cycle into two parts, i.e., from infection to proviral 
integration and gene expression (Fig. 3‐11A and B) or from viral gene expression 
through virion release to target cell infection (Fig. 3‐11C). The ability of NoDice cells to 
support productive HIV‐1 infection was analyzed using stocks of HIV‐1 indicator 
viruses bearing either the FLuc gene (Fig. 3‐11A) or the green fluorescent protein (GFP) 
gene (Fig. 3‐11B). The levels of infection of the 293T and NoDice cells were analyzed at 
24 h post‐infection by luciferase assay (Fig. 3‐11A) or at 48 h post‐infection by 
quantitation of the number of GFP‐positive cells by fluorescence‐activated cell sorter 
(FACS) (Fig. 3‐11B). No difference in the level of infection was observed in either case.  
Next we tested whether NoDice cells would be able to produce infectious HIV‐1 virions 
by transfecting wild‐type 293T cells or NoDice(2‐20) or NoDice(4‐25) cells with a vector 
encoding a replication‐competent HIV‐1 provirus. Supernatant media were then 
harvested and used to infect the indicator cell line TZM‐bl, which expresses FLuc only 
after HIV‐1 infection [148]. As may be observed (Fig. 3‐11C), we detected at most a 
modest reduction in the ability of NoDice cells to produce infectious HIV‐1 virions and 
certainly no evidence of enhanced virus production. 
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Figure 3‐11: Analysis of HIV‐1 infection and progeny production in the presence and 
absence of Dicer function. (A) Wild‐type 293T cells or the NoDice(2‐20) and NoDice(4‐
25) cell lines were infected with an equal amount of a previously described HIV‐1 
derivative engineered to express FLuc [158]. At 24 h post‐infection, the cells were lysed 
and the level of FLuc expression was quantitated. (B) Shown are the results of an 
experiment similar to that for panel A, except that the cells were infected with an HIV‐1 
derivative engineered to express GFP. The level of transduced cells was quantitated by 
FACS at 48 h post‐infection. (C) 293T or NoDice cells were transfected with a plasmid 
encoding a full‐length replication‐competent HIV‐1 provirus together with an internal 
control plasmid expressing GST. At 48 h post‐transfection, the supernatant media and 
transfected cells were harvested, and the former was filtered and then used to infect the 
indicator cell line TZM‐bl, which expresses FLuc only after HIV‐1 infection. Induced 
FLuc expression levels were determined at 24 h post‐infection. In parallel, the level of 
expression of the GST internal control in the transfected cells was determined by 
Western blotting and used to correct the level of FLuc expression. Averages of three 
independent experiments are shown in each panel with SDs indicated. 
Analysis of the production of infectious HIV‐1 virions by the NoDice cells 
demonstrated that these cells were comparable to the parental 293T cells, i.e., neither 
cellular miRNAs nor the Dicer protein are required for the production of infectious HIV‐
1 (Fig. 3‐11). 
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3.5 Discussion 
In this work we have attempted to comprehensively address how HIV‐1 interacts 
with cellular miRNA biogenesis and effector mechanisms. Our first goal was to 
unequivocally answer the previously controversial question of whether HIV‐1 itself 
encodes any miRNAs. While two previous studies, that used conventional sequencing 
techniques, had failed to detect any HIV‐1‐encoded miRNAs [37, 38], there are also a 
substantial number of papers suggesting that HIV‐1 does encode miRNAs and/or 
siRNAs, particularly in the viral nef gene, the viral TAR element, within the HIV‐1 RRE 
or derived from some form of viral antisense RNA [41, 42, 45, 47‐49, 52, 53]. Here, we 
have used both CXCR‐4‐tropic and CCR5‐tropic HIV‐1 infection of a range of cell types, 
combined with deep sequencing of total and RISC‐associated small RNAs, to address 
whether any of these proposed miRNAs or siRNAs in fact exist. The cells used were 
analyzed at 3 days after infection, with the exception of MDMs which were analyzed at 
27 days after infection, yet FACS analysis, in the case of CD4+ PBMCs (Fig. A‐2), or 
analysis of β‐gal expression in the case of the indicator cell line TZM‐bl (Fig. A‐1), reveal 
that these cells were efficiently infected, and we also detected high levels of viral RNA 
transcripts in all four infected cell types (Table 3‐1). Nevertheless, we failed to detect any 
HIV‐1‐specific miRNAs or siRNAs, including from the nef region, TAR and RRE, even 
though these putative viral miRNA sequences are all present in one or more of the 
viruses analyzed (Fig. 3‐3, Fig. 3‐7). The one region that did give rise to a readily 
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detectable level of viral small RNA reads did not show loading into RISC (Fig. 3‐6) and 
likely represents a region of the HIV‐1 Gag/Pol mRNA that is protected by stalled 
ribosomes, as it precisely coincides with the sequence that induces ribosome 
frameshifting (Fig. 3‐4) [161]. In general, HIV‐1‐derived small RNAs did not show the 
predicted 22±2nt length (Fig. 3‐2), were not loaded into RISC (Fig. 3‐6), did not show the 
expected discrete 5’ ends (Figs. 3‐4 and 3‐5) and, perhaps most importantly, never 
exceeded the 0.1% level of the total cellular miRNA pool recently shown to be critical for 
miRNA function [10]. 
In addition to encoding viral miRNAs, viruses can also facilitate their replication 
by enhancing or repressing the expression of specific cellular miRNAs. HIV‐1 infection 
has in fact been proposed to affect, especially repress, the expression of a number of 
cellular miRNAs, including the cellular miR‐17/92 miRNA cluster [72, 77]. This latter 
effect has been proposed to facilitate HIV‐1 replication by de‐repressing expression of 
the PCAF acetyltransferase, a proposed co‐factor of the HIV‐1 Tat transcription factor. 
A shared characteristic of these two earlier studies is that they looked at changes 
in cellular miRNA expression at a substantial time after initial infection with HIV‐1. 
Thus, Triboulet et al. [77] measured cellular miRNA expression at 21 and 42 days post‐
infection while Sun et al. [72] only saw significant changes in cellular miRNA expression 
at 21 days post‐infection. However, data obtained in vivo using inhibitors of HIV‐1 
replication have revealed that HIV‐1‐infected T cells only survive an average of ~24 
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hours after infection [169]. Moreover, long term culture of HIV‐1‐infected T cells 
maximizes the level of cytopathic effect that is observed, and this undoubtedly has the 
potential to influence cellular gene expression. We therefore felt it was most appropriate 
to examine the effect of HIV‐1 infection at early times after infection, specifically at 72 h 
post‐infection, and our data do not suggest that, at this time point, HIV‐1 infection has a 
strong effect, either positively or negatively, on cellular miRNA expression (Fig. 3‐8). In 
particular, we saw no significant effect on the expression of members of the miR‐17/92 
miRNA cluster, including miR‐92a itself, which was one of the more highly expressed 
miRNAs in both TZM‐bl cells and T cells (Fig. 3‐8). Nevertheless, we did see some 
modest but perhaps significant increases or decreases in the expression of some cellular 
miRNAs (Fig. 3‐8), though these are not the miRNAs previously reported by others. The 
functional significance of these ≤3‐fold changes in a small number of cellular miRNAs is 
unclear and may not be significant, at least during lytic HIV‐1 replication. 
In a recent study, Chang et al. [78] reported an analysis of cellular miRNA 
expression in the SUP‐T1 T cell line at 5, 12 and 24 h post‐infection with HIV‐1. They 
reported that 14 known cellular miRNAs showed significant changes in expression, 
generally reductions, and they also proposed the existence of a novel cellular miRNA 
(miR‐EPB41L2) that was down‐regulated by ~10‐fold in HIV‐1 infected SUP‐T1 cells. 
Analysis of our data in primary CD4+ T cells, C8166 T cells and TZM‐bl cells showed 
that only one of these 14 miRNAs (miR‐21‐3p) was expressed at significant (>0.1%) 
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levels in primary T cells and miR‐21‐3p expression was not affected by HIV‐1 infection 
(Table A‐1C). Only two of these 14 miRNAs were expressed in C8166 cells at significant 
levels (miR‐21‐3p and miR‐143‐3p) and miR‐143‐3p indeed showed an ~60% reduction in 
expression after HIV‐1 infection (Table A‐1B). Finally, 7 of the 14 miRNAs reported by 
Chang et al. [78] to be significantly affected by HIV‐1 infection were expressed at 
significant levels in TZM‐bl cells, but only one, miR‐10a‐5p, showed a significant, ~60% 
reduction in expression level (Table A‐1A).  Therefore, while we agree with Chang et al. 
[78] that some cellular miRNAs do show modest changes in expression after HIV‐1 
infection, these miRNAs vary with the cells being examined and observed changes are 
quite limited in the most relevant experimental system, i.e., primary CD4+ T cells (Fig. 3‐
8, Table A‐1C). 
Given that HIV‐1 neither encodes viral miRNAs nor substantially alters cellular 
miRNA expression during lytic replication in culture, we are left with the question of 
how the cellular miRNAs encountered by HIV‐1 in infected cells affect HIV‐1 
replication. Previously, others have proposed that cellular miRNAs might promote HIV‐
1 latency in resting primary CD4+ T lymphocytes [69] and inhibit productive HIV‐1 
replication in primary monocytes [66]. One particular cellular miRNA, miR‐29a, has 
been suggested to efficiently bind to an RNA target site in the HIV‐1 viral nef gene [70, 
71] although others have reported that this miR‐29a target sequence is actually blocked 
by viral secondary structure [72]. 
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To comprehensively identify sites on the HIV‐1 RNA genome that are actually 
occupied by miRNA‐programmed RISC in infected T cells or epithelial cells, we used 
the previously  described PAR‐CLIP technique [150, 151], which uses deep sequencing 
of short mRNA sequences cross‐linked to RISC to identify miRNA binding sites. As 
shown in Fig. 3‐9, we were able to identify a number of RISC binding sites on the HIV‐1 
genome. Many of these either did not show seed homology to any of the miRNAs found 
to be expressed in these cells at the time that PAR‐CLIP was performed, as determined 
by deep sequencing performed in parallel, or did not prove to be inhibited by the 
cellular miRNAs that were predicted to bind there, when analyzed by indicator assays 
(data not shown). However, we were able to assign three RISC‐binding clusters 
identified in HIV‐1‐infected C8166 cells, one of which was conserved in TZM‐bl cells, to 
the cellular miRNAs miR‐423, miR‐301a and miR‐155 and to further show that these 
targets could indeed confer downregulation in the presence of these miRNAs, when 
tested in indicator constructs (Fig. 3‐10). Interestingly, we also detected a significant 
cluster of PAR‐CLIP reads in C8166 cells coincident with the previously reported miR‐
29a target located in the nef/LTR U3 region overlap (Fig. 3‐9A) [70, 71]. However, an 
indicator construct containing this region of the HIV‐1 genome was not inhibited by 
miR‐29a when co‐expressed in 293T cells, even though we could show that miR‐29a was 
able to inhibit a control indicator construct (Fig. 3‐10). We conclude that miR‐29a 
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binding to this site in nef likely occurs but is inefficient, as also previously proposed by 
others [72]. 
Two miRNAs in particular, miR‐29a and miR‐28, have been reported to suppress 
HIV‐1 gene expression [69, 70] and both of which are expressed at substantial levels in 
293T cells, comprising ∼0.16% and ∼1.0% of the total miRNA pool, respectively (Table 
A‐2).  To determine if cellular miRNAs are indeed refractory to HIV‐1 replication, we 
used two previously reported 293T‐derivative cell lines, NoDice(2‐20) and NoDice(4‐25) 
[157, 172], in which the dcr gene has been mutated by TALENs resulting in a loss of both 
Dicer and mature miRNA biogenesis.  The expression of virally‐encoded firefly 
luciferase was comparable between infected cultures of NoDice cells and wild type 293T 
(Fig. 3‐11A).  The transduction efficiency of target cells by HIV‐1 was also not affected 
by the loss of Dicer (Fig. 3‐11B).  Similarly, viral production was not enhanced in cells 
lacking miRNAs, with at most a modest reduction detected in viral titers (Fig. 3‐11C).  
Together these data indicate that early stages of HIV‐1 infection and viral production are 
not affected by the absence of Dicer and mature miRNAs. 
A possibly surprising result that arose from this PAR‐CLIP analysis is that HIV‐1 
transcripts, despite constituting from 10% to as much as 50% of the total mRNA 
population in infected cells only account for ~0.3% of the total assignable PAR‐CLIP 
reads, i.e., HIV‐1 transcripts are ~100‐fold less likely to bind RISC than the cellular 
mRNAs present in the same cells. Extensive biochemical analysis has in fact revealed 
 88 
that the HIV‐1 RNA genome is highly structured [173] and it has previously been 
reported that this RNA structure greatly limits the ability of amiRNAs to effectively 
block HIV‐1 replication in culture [100]. We have confirmed that two amiRNAs that 
were reported previously to inhibit HIV‐1 replication [100] are indeed able to recruit 
RISC to the HIV‐1 RNA genome (Fig. 3‐9C) and inhibit HIV‐1 replication (Table 3‐2), so 
these data, in total, are most consistent with the hypothesis that miRNA‐programmed 
RISCs can inhibit HIV‐1 replication if they can access a target site but that the majority of 
the HIV‐1 genome is occluded, most probably by RNA secondary structure. This may 
explain why HIV‐1 seems able to grow in almost any human cell line that expresses the 
relevant cell surface receptors, even though these cells can exhibit very different miRNA 
expression patterns, i.e., HIV‐1 is resistant to miRNAs not because it has evolved to 
selectively exclude binding sites for T cell or macrophage specific miRNAs but because 
it has evolved a mechanism to render the viral transcripts largely refractory to RISC 
binding by adopting extensive secondary structure. While this viral RNA secondary 
structure may indeed have evolved as a means to reduce inhibition of viral mRNA 
function by cellular miRNAs, we note that extensive viral RNA secondary structure 
might also have evolved as a way to reduce inhibition by other cellular innate immune 
factors, e.g., RNase L, or to facilitate viral RNA packaging into virion particles. 
Nevertheless, it will be interesting to see whether this is a common mechanism by which 
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viruses, especially RNA viruses, avoid inhibition by the cellular miRNA machinery in 
infected cells. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 90 
4. Conclusions 
Retroviruses may principally interact with the host microRNA machinery in two 
ways: viral transcripts may serve as miRNA precursors that are processed into mature 
miRNAs and/or viral transcripts may be targeted by cellular miRNAs.  Regulation by 
viral and/or host miRNAs has the potential to facilitate or restrict replication and to 
promote viral latency.  Here, we have demonstrated that certain retroviruses encode 
their own miRNAs and that endogenous miRNAs are unable to limit replication of 
particular retroviruses, especially HIV‐1. 
4.1 Retrovirally-encoded microRNAs 
A large number of miRNAs encoded by DNA viruses have been reported to 
facilitate replication through repression of host genes and to regulate stages of the viral 
lifecycle by targeting viral transcripts [31, 32, 174‐176].  Numerous investigations, 
however, have failed to identify bona fide miRNAs in mammalian cells that are encoded 
by an RNA virus [37, 39, 40].  While early investigations into retrovirally‐encoded 
miRNAs were controversial, there are now several known examples of distantly‐related 
retroviruses that encode miRNAs. 
The first example of a retrovirus known to encode miRNAs is the deltaretrovirus 
bovine leukemia virus (BLV) [19, 60].  BLV expresses high levels of five pre‐miRNAs in 
latently‐infected cells, each directly transcribed from separate RNA Pol III promoters.  
After transcription, the pre‐miRNAs are exported to the cytoplasm and processed into 
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mature miRNAs by Dicer.  It is important to note that the ~22bp stems of the BLV pre‐
miRNAs are too short for processing by Drosha which requires a longer stem length of 
~33bp [16, 17].  Thus, by directly transcribing pre‐miRNAs with Pol III, BLV is able to 
express high levels of mature miRNAs without encoding genomic RNA sequences that 
can be cleaved by Drosha.  One BLV miRNA is homologous to the oncogenic host 
miRNA miR‐29a and likely promotes cell growth and survival to maintain infection in 
vivo [19]. 
In contrast, avian leukosis virus subgroup J (ALV‐J), an alpharetrovirus, encodes 
a single miRNA from RNA transcribed by RNA Pol II [112].  This miRNA is believed to 
be processed as a canonical pri‐miRNA as knockdown of endogenous Drosha and Dicer 
with RNA interference resulted in decreased production of the ALV‐J miRNA.  
However, it is unclear what effects Drosha processing has on the levels of genomic 
transcripts or subgenomic mRNAs during infection.  While the genes regulated by this 
miRNA are currently unknown, it is likely this miRNA as well promotes the growth and 
survival of infected cells as the non‐coding element from which this miRNA originates, 
E (XSR), is essential for ALV‐J oncogenicity in birds [177]. 
Bovine foamy virus (BFV), a spumaretrovirus, is the third documented example 
of a retrovirus that encodes miRNAs as discussed in Chapter 2.  BFV expresses high 
levels of three mature miRNAs that, similar to BLV miRNAs, originate from a Pol III 
transcript.  This BFV transcript, however, is transcribed as one ~122nt pri‐miRNA that is 
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subsequently cleaved into two separate ~60nt pre‐miRNAs which then give rise to three 
mature miRNAs that account for over 70% of all small RNAs in persistently‐infected 
cells.  Though the transcripts targeted by these miRNAs are currently unknown, the 
high levels of viral miRNAs in persistently‐infected cells provide an ideal setting for 
their determination by RISC PAR‐CLIP.  Interestingly, the seed sequence of one BFV 
miRNA, miR‐BF1‐5p, is identical to another miRNA encoded by a bovine virus, bovine 
herpesvirus‐1 miR‐B5 suggesting that this miRNA may target host genes involved in 
broad anti‐viral responses. 
A pri‐miRNA structure with two adjacent pre‐miRNA stem‐loops in mammalian 
cells was first reported with BFV.  Shortly after this observation was published, Kincaid 
et al reported seven Pol III‐driven pre‐miRNAs encoded by simian foamy viruses (SFV), 
some of which originate from similar dumbbell‐shaped pri‐miRNA transcripts [178].  
This noncanonical miRNA biogenesis strategy may therefore be conserved across a wide 
number of foamy viruses and other retroviruses. 
The function of these SFV miRNAs is better understood as two mature SFV 
miRNAs, miR‐S4‐3p and miR‐S6‐3p, share seed identity to host miR‐155 and miR‐132, 
respectively [178].  Expression of miR‐155 is associated with lymphoproliferation [163] 
and cell survival while miR‐132 downregulates transcription of the type I interferon 
response [179], indicating that the SFV miRNAs function in immunosuppression and to 
promote the growth of infected cells. 
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Another retrovirus examined in detail for the ability to express miRNAs is 
human immunodeficiency virus type 1 (HIV‐1).  Several studies have suggested that 
structured regions of the genome are processed into mature miRNAs [45, 47, 50].  
However, subsequent studies have failed to detect any highly‐expressed HIV‐1 miRNAs 
[37, 38], or miRNAs encoded by human T cell leukemia virus type 1 (HTLV‐1).  As 
discussed in Chapter 3, analysis of small RNAs in numerous infected contexts using 
modern high‐throughput sequencing techniques confirms that no HIV‐1‐derived small 
RNAs are expressed at levels required for functional activity.  The majority of HIV‐1 
small RNAs are <18nt and therefore too small to serve as functional miRNAs.  Coupled 
with the fact that the HIV‐1 small RNAs have widely diffuse genomic origins, this 
suggests that HIV‐1 small RNAs result from degradation of viral transcripts.  
Furthermore, unlike cellular miRNAs, the vast majority of HIV‐1 small RNAs are not 
RISC‐associated.  Together, these data unequivocally demonstrate that HIV‐1 does not 
express mature miRNAs. 
It appears then that the ability to encode miRNAs is not universally conserved 
among retroviruses.  Currently, only four retroviruses are known to express mature 
miRNAs.  As these four viruses are quite distantly related, it is likely that a wide variety 
of other retroviruses are capable of generating miRNAs.  The majority of known 
retroviral miRNAs are transcribed by Pol III, which bypasses the issue of maintaining 
nuclease‐sensitive regions in the viral genome.  Pol III transcripts have been identified 
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[180] or predicted [19] in a number of other retroviruses and these are ideal candidates 
to examine for the ability to generate mature miRNAs, now a facile task with modern 
RNA sequencing technologies. 
4.2 MicroRNA Targeting of HIV-1 Transcripts 
Cellular miRNAs have been shown to bind and regulate the expression of 
numerous viral genes [62, 115, 181].  Given the demonstrated ability of HIV‐1 to rapidly 
evolve resistance to RNA interference [102‐108], it is likely that HIV‐1 and other 
retroviruses have adapted to avoid inhibitory targeting by miRNAs expressed in their 
tissue tropisms.  While miR‐32 may inhibit primate foamy virus replication in kidney 
cell lines [62], it is unknown if this inhibition occurs in vivo.  Though the cellular miRNA 
profile has been associated with host susceptibility to HIV‐1 [63‐67], it is not clear if the 
endogenous miRNA pool directly regulates viral replication through interactions with 
viral transcripts or indirectly by controlling the expression of host genes.  In addition, 
Argonaute proteins have been reported to directly interact with Gag to facilitate viral 
production [182] but this phenomenon has not been consistently observed [183]. 
There are numerous examples of viruses that manipulate the expression of host 
miRNAs to enhance various stages viral lifecycle [4, 163, 167, 179]. This activity has been 
attributed to HIV‐1 for a large number of cellular miRNAs [66, 69, 72, 76‐79].  However, 
the majority of these conclusions were based on sequencing of long‐term infected 
cultures, which contain different subpopulations of infected cells and exhibit increased 
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cytopathic effects, conditions likely to induce changes in gene expression.  As discussed 
in Chapter 3, no global disturbances in endogenous miRNA levels were observed in a 
number of infected backgrounds at three days post‐infection.  While a >2‐fold change in 
the relative abundance of a few individual miRNAs was observed, these changes were 
not observed in other cell types expressing these particular miRNAs suggesting that 
HIV‐1 does not have a reliable mechanism to alter the host miRNA profile. 
 Several cellular miRNAs are predicted to target HIV‐1 transcripts; however, a 
consistent antiviral activity for these miRNAs has not been observed throughout 
multiple studies [66‐71]. As discussed in Chapter 3, sequencing of RISC‐associated 
transcripts using photoactivatable ribonucleoside‐induced crosslinking and 
immunoprecipitation (PAR‐CLIP) revealed that over 99% of miRNA targets in HIV‐1‐
infected cells are cellular transcripts.  As HIV‐1 transcripts comprise 10‐50% of the 
mRNA pool, this suggests that viral transcripts are refractory to RISC binding, most 
likely due to the extensive secondary structure reported in the viral genome.  
Nevertheless, we identified three separate viral sequences that can be targeted by miRs ‐
155, ‐301a, and ‐423 in the context of reporter assays.  However, no effects on HIV‐1 
infectivity and production were observed from ablation of mature miRNAs in the 293T 
cell line, which expresses high levels of several miRNAs predicted to target the viral 
genome including miR‐301a and miR‐423 (Table A‐2).  This suggests that the majority of 
cellular miRNAs are not capable of binding viral transcripts at a level required to impact 
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viral replication.  The question remains of whether miR‐155, which is highly expressed 
in lymphoid tissues, is capable of inhibiting viral replication in cell types relevant to 
infection in vivo. 
Overall, this work demonstrates that different retroviruses interact with the host 
miRNA machinery in differing ways.  While some retroviruses are capable of expressing 
mature miRNAs, this activity is not observed with others, particularly HIV‐1.  Though 
the replication of PFV may be limited in cells expressing miR‐32 [62], HIV‐1 appears 
refractory to regulation by endogenous miRNAs, most likely by occluding RISC‐
targeting with extensive RNA secondary structure.  Thus, while the endogenous miRNA 
profile has been associated with host susceptibility to HIV‐1 [63‐68], this is most likely 
due to regulation of host factors rather than direct targeting of viral transcripts.  
Understanding the nature of retroviral interactions with cellular miRNA effectors will 
provide insight into viral lifecycles and may identify novel regulators of viral 
replication.  Of interest will be ablating expression of Ago2, Dicer, specific miRNAs, or 
other RISC‐associated proteins to elucidate their roles in regulating the replication of 
specific retroviruses in cell types relevant to infection in vivo.  Additionally, therapeutic 
approaches using RNA interference against HIV‐1 are likely to be more efficacious when 
targeting non‐essential cellular factors critical for replication such as CD4 [86], CCR5 
[90], and LEDGF/p75 [184] over viral sequences which can be readily mutated.
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Appendix 
 
Figure A‐1: β‐galactosidase staining of TZM‐bl cell cultures.  This figure shows β‐
galactosidase staining of the TZM‐bl cells analyzed 72 h post‐infection with WT/BaL in 
Fig. 3‐1 and 3‐9. A) TZM‐bl culture used for deep of total sequencing and RISC‐
associated RNAs.  B) TZM‐bl culture used for PAR‐CLIP.  C) TZM‐bl ami cells used for 
PAR‐CLIP. 
 
 
Figure A‐2: FACS analysis of uninfected and HIV‐1‐infected C8166 and CD4+ PBMCs. 
This figure shows a FACS analysis of the C8166 cells and CD4+ PBMCs analyzed in Fig. 
3‐1 to 3‐5 and 3‐8. Coincident with RNA harvest, HIV‐1‐infected cells and control cells 
grown in parallel were stained with pooled human anti‐HIV‐1 IgG followed by FITC‐
conjugated goat anti‐human IgG and analyzed by FACS, which revealed a substantial 
and specific increase in the detected level of fluorescence. Red indicates uninfected cells, 
blue or green indicates HIV‐1‐infected cells. The approximate percentage of cells 
infected with HIV‐1 in each sample was calculated based on this analysis and is 
indicated. 
  
 
Figure A‐3: PAR‐CLIP reads that contribute to the 1233, 4898, 5001, and 8735 clusters indicated in Fig. 3‐9. The 
reads that form each of these clusters are listed, including the number of times each read was recovered, and are 
aligned to the WT HIV‐1 sequence (second row) and the likely responsible miRNA, with the seed sequence shown 
in blue (first row). T to C conversions, resulting from the PAR‐CLIP procedure, are indicated in red. The mutant 
HIV‐1 sequences analyzed in Fig. 3‐10 are given at the bottom of each panel, with the mutated bases underlined.
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Table A‐1:  Highly‐expressed microRNAs in HIV‐1‐infected cells. The total number of 
reads shown represents the sum of the reads recovered from uninfected and HIV‐1‐
infected cells. For each miRNA, the percentile representation in the uninfected and 
infected cell contexts is shown, with miRNAs showing ≥2‐fold differences indicated in 
red. (A) TZM‐bl cells; (B) C8166 cells; (C) CD4+ PBMCs. These data are presented 
graphically in Fig. 3‐8. 
A) TZMbl 
RIP‐Seq Rank  miRNA 
Total 
Reads 
% of Total miRNAs 
Uninfected  WT‐BaL Day 3 
1  miR‐92a‐3p  5,569,650  12.73%  13.07% 
2  miR‐21‐5p  3,554,294  6.39%  10.14% 
3  miR‐10a‐5p  3,399,397  11.23%  4.37% 
4  miR‐191‐5p  2,890,452  8.64%  4.66% 
5  let‐7i‐5p  2,752,334  4.90%  7.90% 
6  let‐7f‐5p  2,621,534  6.14%  5.99% 
7  miR‐92b‐3p  2,260,012  5.85%  4.59% 
8  let‐7a‐5p  2,044,521  4.57%  4.90% 
9  miR‐10b‐5p  1,653,895  4.76%  2.86% 
10  miR‐182‐5p  1,583,216  3.22%  4.13% 
11  miR‐181a‐5p  1,259,240  1.95%  3.93% 
12  miR‐27b‐3p  1,148,133  2.47%  2.86% 
13  miR‐22‐3p  775,211  1.56%  2.04% 
14  miR‐30a‐5p  741,984  1.35%  2.10% 
15  miR‐30d‐5p  729,185  1.48%  1.90% 
16  miR‐151a‐5p  507,840  1.33%  1.02% 
17  miR‐151a‐3p  454,292  0.93%  1.18% 
18  miR‐423‐5p  416,660  0.75%  1.19% 
19  miR‐28‐3p  398,686  0.95%  0.90% 
20  miR‐143‐3p  390,892  0.78%  1.04% 
21  let‐7b‐5p  352,074  0.80%  0.83% 
22  miR‐26a‐5p  305,680  0.86%  0.55% 
23  miR‐181b‐5p  298,799  0.51%  0.88% 
24  miR‐21‐3p  298,407  0.54%  0.85% 
25  miR‐25‐3p  277,638  0.65%  0.63% 
26  miR‐196a‐5p  263,878  0.62%  0.60% 
27  miR‐186‐5p  241,415  0.67%  0.44% 
28  miR‐99b‐5p  237,313  0.71%  0.38% 
29  miR‐192‐5p  231,167  0.53%  0.54% 
30  miR‐16‐5p  224,988  0.53%  0.51% 
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31  miR‐125a‐5p  203,397  0.65%  0.28% 
32  miR‐378a‐3p  189,339  0.36%  0.52% 
33  miR‐486‐5p  176,737  0.34%  0.48% 
34  let‐7g‐5p  169,271  0.36%  0.42% 
35  miR‐100‐5p  166,260  0.48%  0.28% 
36  let‐7c‐5p  160,442  0.33%  0.42% 
37  miR‐222‐3p  153,511  0.29%  0.42% 
38  miR‐320a‐3p  148,294  0.29%  0.40% 
39  let‐7e‐5p  146,057  0.36%  0.31% 
40  miR‐98‐5p  138,867  0.29%  0.36% 
41  let‐7d‐5p  137,988  0.30%  0.34% 
42  miR‐103a‐3p  134,824  0.22%  0.40% 
43  miR‐30a‐3p  131,784  0.23%  0.38% 
44  miR‐423‐3p  131,720  0.25%  0.36% 
45  miR‐181a‐3p  130,242  0.22%  0.39% 
46  miR‐30e‐5p  127,998  0.30%  0.30% 
47  miR‐130a‐3p  119,445  0.30%  0.25% 
48  miR‐148a‐3p  118,593  0.21%  0.34% 
49  miR‐27a‐3p  101,002  0.24%  0.23% 
50  miR‐23a‐3p  99,626  0.27%  0.19% 
51  miR‐125b‐3p  94,720  0.20%  0.24% 
52  miR‐125b‐5p  82,917  0.24%  0.15% 
53  miR‐941‐3p  79,789  0.23%  0.14% 
54  miR‐148b‐3p  77,799  0.18%  0.18% 
55  miR‐204‐5p  72,886  0.14%  0.20% 
56  miR‐183‐5p  71,269  0.22%  0.11% 
57  miR‐582‐3p  63,752  0.08%  0.21% 
58  miR‐941‐5p  60,602  0.18%  0.10% 
59  miR‐30e‐3p  59,877  0.11%  0.16% 
60  miR‐199a‐3p  54,780  0.12%  0.14% 
61  miR‐93‐5p  54,150  0.11%  0.14% 
62  miR‐744‐5p  44,258  0.05%  0.16% 
63  miR‐31‐5p  43,284  0.09%  0.11% 
64  miR‐1304‐3p  42,026  0.09%  0.10% 
65  miR‐421‐3p  41,600  0.10%  0.10% 
66  miR‐1307‐3p  40,400  0.07%  0.12% 
67  miR‐107‐3p  40,249  0.06%  0.12% 
68  miR‐30c‐5p  38,022  0.07%  0.11% 
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69  miR‐140‐3p  37,504  0.07%  0.10% 
 
B) C8166 Rank  miRNA  Total Reads 
% of Total miRNAs 
Uninfected  NL4‐3 Day 3 
1  miR‐146a‐5p  1,409,946  18.43%  16.87% 
2  let‐7a‐5p  824,399  12.92%  7.24% 
3  miR‐191‐5p  816,165  11.73%  8.47% 
4  let‐7f‐5p  526,826  5.93%  7.47% 
5  miR‐146b‐5p  467,264  6.21%  5.46% 
6  miR‐92a‐3p  382,029  3.88%  5.93% 
7  miR‐155‐5p  353,367  3.32%  5.82% 
8  miR‐98‐5p  339,838  4.93%  3.47% 
9  miR‐182‐5p  320,155  3.45%  4.73% 
10  miR‐142‐5p  239,631  2.28%  3.91% 
11  miR‐21‐5p  183,455  2.16%  2.49% 
12  miR‐26a‐5p  151,587  1.69%  2.17% 
13  miR‐181a‐5p  114,797  1.24%  1.69% 
14  miR‐183‐5p  107,718  1.70%  0.93% 
15  miR‐148a‐3p  98,583  1.09%  1.43% 
16  let‐7i‐5p  96,923  0.86%  1.66% 
17  let‐7g‐5p  79,719  1.10%  0.89% 
18  miR‐30e‐5p  65,228  0.70%  0.97% 
19  miR‐16‐5p  62,557  0.80%  0.77% 
20  miR‐25‐3p  59,172  0.64%  0.87% 
21  miR‐30a‐5p  48,310  0.46%  0.79% 
22  miR‐222‐3p  47,476  0.47%  0.75% 
23  miR‐205‐5p  46,656  0.53%  0.66% 
24  miR‐30d‐5p  46,460  0.52%  0.67% 
25  miR‐186‐5p  45,807  0.44%  0.75% 
26  let‐7d‐5p  43,117  0.61%  0.46% 
27  miR‐26b‐5p  37,734  0.39%  0.58% 
28  miR‐221‐3p  36,681  0.43%  0.50% 
29  let‐7b‐5p  36,553  0.53%  0.37% 
30  miR‐27b‐3p  34,742  0.45%  0.42% 
31  miR‐425‐5p  33,335  0.42%  0.42% 
32  miR‐21‐3p  31,087  0.45%  0.32% 
33  miR‐486‐5p  30,997  0.41%  0.36% 
34  miR‐378a‐3p  23,894  0.29%  0.31% 
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35  miR‐27a‐3p  23,760  0.32%  0.27% 
36  miR‐181c‐5p  22,995  0.29%  0.28% 
37  miR‐143‐3p  22,993  0.39%  0.16% 
38  miR‐9‐5p  22,261  0.29%  0.26% 
39  miR‐93‐5p  20,753  0.26%  0.27% 
40  let‐7c‐5p  19,741  0.27%  0.22% 
41  miR‐30c‐5p  19,725  0.23%  0.27% 
42  miR‐24‐3p  19,225  0.28%  0.20% 
43  miR‐7‐5p  19,130  0.14%  0.37% 
44  miR‐423‐5p  18,646  0.14%  0.35% 
45  miR‐29a‐3p  18,493  0.23%  0.24% 
46  miR‐342‐3p  18,198  0.32%  0.12% 
47  miR‐423‐3p  17,528  0.14%  0.32% 
48  miR‐941‐3p  15,710  0.20%  0.19% 
49  miR‐103a‐3p  15,574  0.19%  0.20% 
50  miR‐30e‐3p  14,972  0.18%  0.20% 
51  miR‐148b‐3p  14,675  0.19%  0.17% 
52  miR‐130b‐3p  13,821  0.17%  0.18% 
53  miR‐23a‐3p  12,936  0.19%  0.13% 
54  miR‐941‐5p  12,084  0.15%  0.15% 
55  miR‐192‐5p  11,368  0.18%  0.09% 
56  miR‐769‐5p  11,236  0.13%  0.16% 
57  miR‐92b‐3p  9,904  0.08%  0.18% 
58  miR‐140‐3p  9,438  0.12%  0.12% 
59  miR‐28‐3p  9,333  0.08%  0.16% 
60  miR‐20a‐5p  8,949  0.15%  0.07% 
61  miR‐345‐5p  8,394  0.09%  0.12% 
62  miR‐181b‐5p  8,394  0.07%  0.15% 
63  miR‐449c‐5p  8,050  0.08%  0.13% 
64  miR‐22‐3p  7,553  0.08%  0.12% 
65  miR‐361‐5p  6,978  0.11%  0.06% 
66  miR‐142‐3p  6,348  0.06%  0.10% 
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C) CD4+ 
PBMC 
Rank  miRNA 
Total 
Reads 
% of Total miRNAs 
Uninfected BaL Day 3  NL4‐3 Day 3 
1  miR‐146b‐5p  7,086,693 31.85%  36.75%  37.63% 
2  miR‐21‐5p  1,351,759 6.64%  6.81%  6.91% 
3  miR‐181a‐5p  1,269,073 6.22%  6.05%  6.85% 
4  miR‐146a‐5p  996,615  4.53%  5.39%  5.02% 
5  miR‐26a‐5p  921,882  4.59%  4.57%  4.74% 
6  miR‐142‐5p  861,682  4.40%  4.24%  4.37% 
7  let‐7f‐5p  845,760  5.84%  3.31%  3.88% 
8  miR‐92a‐3p  757,467  4.89%  3.58%  3.14% 
9  let‐7a‐5p  656,919  3.98%  3.27%  2.77% 
10  miR‐191‐5p  426,582  2.55%  2.09%  1.86% 
11  miR‐16‐5p  384,142  2.01%  2.19%  1.60% 
12  miR‐155‐5p  292,855  1.86%  1.56%  1.06% 
13  let‐7i‐5p  272,486  1.52%  1.05%  1.57% 
14  miR‐148a‐3p  270,110  1.40%  1.28%  1.41% 
15  let‐7g‐5p  269,671  1.64%  1.31%  1.17% 
16  miR‐30e‐5p  223,593  0.94%  1.20%  1.20% 
17  miR‐21‐3p  218,576  1.09%  1.05%  1.15% 
18  miR‐30d‐5p  217,493  1.04%  1.16%  1.07% 
19  miR‐150‐5p  199,809  1.04%  0.98%  0.99% 
20  miR‐186‐5p  142,342  0.65%  0.74%  0.75% 
21  miR‐363‐3p  119,038  0.56%  0.62%  0.61% 
22  miR‐25‐3p  105,394  0.62%  0.44%  0.54% 
23  miR‐26b‐5p  91,826  0.50%  0.50%  0.39% 
24  miR‐423‐5p  91,695  0.47%  0.46%  0.45% 
25  miR‐342‐3p  87,288  0.33%  0.49%  0.47% 
26  miR‐98‐5p  83,080  0.49%  0.39%  0.38% 
27  miR‐27b‐3p  79,638  0.41%  0.39%  0.40% 
28  miR‐486‐5p  76,954  0.49%  0.33%  0.36% 
29  miR‐22‐3p  62,785  0.30%  0.31%  0.33% 
30  miR‐28‐3p  61,623  0.39%  0.27%  0.28% 
31  miR‐29a‐3p  60,751  0.23%  0.35%  0.33% 
32  let‐7d‐5p  57,110  0.36%  0.28%  0.24% 
33  miR‐181b‐5p  54,768  0.28%  0.31%  0.24% 
34  miR‐192‐5p  49,167  0.23%  0.24%  0.27% 
35  miR‐423‐3p  41,070  0.28%  0.17%  0.18% 
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36  miR‐103a‐3p  40,933  0.21%  0.21%  0.20% 
37  miR‐221‐3p  36,870  0.12%  0.22%  0.21% 
38  miR‐30c‐5p  35,675  0.12%  0.22%  0.19% 
39  miR‐27a‐3p  34,679  0.16%  0.17%  0.19% 
40  miR‐140‐3p  34,330  0.16%  0.21%  0.15% 
41  miR‐181c‐5p  33,843  0.16%  0.16%  0.19% 
42  let‐7b‐5p  32,699  0.18%  0.17%  0.15% 
43  miR‐24‐3p  32,081  0.14%  0.18%  0.16% 
44  miR‐30e‐3p  31,696  0.18%  0.13%  0.17% 
45  miR‐93‐5p  31,523  0.14%  0.19%  0.15% 
46  miR‐92b‐3p  27,908  0.19%  0.12%  0.12% 
47  miR‐425‐5p  27,338  0.15%  0.15%  0.11% 
48  miR‐15b‐5p  25,772  0.11%  0.14%  0.14% 
49  miR‐210‐3p  24,372  0.10%  0.14%  0.12% 
50  miR‐23a‐3p  24,324  0.11%  0.13%  0.12% 
51  miR‐142‐3p  23,406  0.10%  0.12%  0.12% 
52  miR‐130b‐3p  18,490  0.08%  0.10%  0.09% 
53  miR‐30b‐5p  16,026  0.05%  0.11%  0.07% 
54  miR‐125a‐5p  15,723  0.10%  0.07%  0.07% 
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Table A‐2: Highly‐expressed microRNAs in 293T cells. The total number of reads 
shown represents the number of the reads recovered from total RNA deep sequencing of 
293T cells [172]. For each miRNA, the percentile representation is shown. 
293T 
Rank  miRNA 
Total 
Reads 
% of Total 
miRNAs 
1  miR‐92a‐3p  657,322  19.59% 
2  miR‐10b‐5p  510,752  15.22% 
3  miR‐10a‐5p  163,875  4.88% 
4  miR‐25‐3p  121,584  3.62% 
5  miR‐103a‐3p  97,839  2.92% 
6  miR‐148a‐3p  96,440  2.87% 
7  miR‐30d‐5p  87,620  2.61% 
8  miR‐191‐5p  80,058  2.39% 
9  miR‐16‐5p  60,157  1.79% 
10  miR‐486‐5p  54,993  1.64% 
11  miR‐221‐3p  51,364  1.53% 
12  miR‐182‐5p  48,223  1.44% 
13  miR‐93‐5p  44,123  1.32% 
14  miR‐378a‐3p  43,300  1.29% 
15  miR‐19b‐3p  40,973  1.22% 
16  miR‐423‐3p  39,790  1.19% 
17  miR‐222‐3p  38,310  1.14% 
18  miR‐28‐3p  33,619  1.00% 
19  miR‐99b‐5p  32,809  0.98% 
20  miR‐550a‐3p  32,445  0.97% 
21  miR‐320a‐3p  30,877  0.92% 
22  miR‐186‐5p  27,569  0.82% 
23  miR‐26a‐5p  27,423  0.82% 
24  miR‐21‐5p  25,266  0.75% 
25  let‐7a‐5p  25,202  0.75% 
26  miR‐4454‐5p  22,803  0.68% 
27  miR‐1307‐5p  22,437  0.67% 
28  miR‐27b‐3p  21,553  0.64% 
29  miR‐181a‐5p  21,540  0.64% 
30  miR‐20a‐5p  20,808  0.62% 
31  miR‐19a‐3p  20,348  0.61% 
32  miR‐107‐3p  20,099  0.60% 
33  miR‐17‐3p  19,501  0.58% 
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34  miR‐324‐5p  18,842  0.56% 
35  miR‐744‐5p  17,703  0.53% 
36  miR‐92b‐3p  16,591  0.49% 
37  miR‐151a‐3p  16,483  0.49% 
38  miR‐484‐5p  15,853  0.47% 
39  miR‐17‐5p  15,378  0.46% 
40  miR‐130b‐3p  15,039  0.45% 
41  miR‐106b‐3p  13,568  0.40% 
42  let‐7f‐5p  13,550  0.40% 
43  miR‐423‐5p  13,441  0.40% 
44  miR‐660‐5p  13,389  0.40% 
45  miR‐589‐3p  12,466  0.37% 
46  miR‐101‐3p  11,833  0.35% 
47  miR‐148b‐3p  11,256  0.34% 
48  miR‐324‐3p  10,995  0.33% 
49  miR‐15a‐5p  10,817  0.32% 
50  miR‐30e‐5p  10,411  0.31% 
51  miR‐342‐3p  9,994  0.30% 
52  miR‐30a‐5p  9,595  0.29% 
53  miR‐22‐3p  9,419  0.28% 
54  miR‐1307‐3p  8,920  0.27% 
55  miR‐31‐5p  8,524  0.25% 
56  miR‐339‐5p  8,519  0.25% 
57  miR‐7706‐3p  7,822  0.23% 
58  miR‐4286‐5p  7,737  0.23% 
59  miR‐18a‐5p  7,676  0.23% 
60  miR‐301a‐3p  7,664  0.23% 
61  miR‐143‐3p  7,616  0.23% 
62  miR‐652‐3p  7,548  0.22% 
63  miR‐196b‐5p  7,229  0.22% 
64  miR‐183‐5p  7,149  0.21% 
65  miR‐151a‐5p  6,835  0.20% 
66  miR‐18a‐3p  6,680  0.20% 
67  miR‐140‐3p  6,596  0.20% 
68  miR‐421‐3p  6,005  0.18% 
69  miR‐532‐5p  5,954  0.18% 
70  miR‐125a‐5p  5,665  0.17% 
71  miR‐29a‐3p  5,460  0.16% 
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72  miR‐196a‐5p  5,140  0.15% 
73  miR‐375‐3p  5,009  0.15% 
74  miR‐192‐5p  4,970  0.15% 
75  miR‐425‐5p  4,887  0.15% 
76  miR‐181b‐5p  4,761  0.14% 
77  miR‐15b‐5p  4,755  0.14% 
78  miR‐185‐5p  4,679  0.14% 
79  miR‐126‐5p  4,640  0.14% 
80  miR‐218‐5p  4,575  0.14% 
81  let‐7i‐5p  4,513  0.13% 
82  miR‐9‐5p  4,487  0.13% 
83  miR‐1180‐3p  4,339  0.13% 
84  miR‐320c‐3p  4,320  0.13% 
85  miR‐99a‐5p  4,309  0.13% 
86  miR‐361‐5p  4,219  0.13% 
87  miR‐26b‐5p  4,187  0.12% 
88  miR‐320b‐3p  3,910  0.12% 
89  miR‐320b‐5p  3,769  0.11% 
90  miR‐181c‐5p  3,711  0.11% 
91  miR‐941‐3p  3,584  0.11% 
92  let‐7g‐5p  3,507  0.10% 
93  miR‐296‐3p  3,465  0.10% 
94  miR‐340‐5p  3,448  0.10% 
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