Abstract. We study mapping properties of the centered Hardy-Littlewood maximal operator M acting on Lorentz spaces L p,q (X) in the context of certain non-doubling metric measure spaces X. The special class of spaces for which these properties are very peculiar is considered. In particular, for fixed p ∈ (1, ∞), δ ∈ [0, 1) and any concave, non-decreasing function 
Introduction
Let X = (X, ρ, µ) be a metric measure space with a metric ρ and a Borel measure µ. Throughout this article, unless otherwise stated, we assume that (X, ρ) is bounded and µ(X) < ∞. By B(x, s) = B ρ (x, s) we denote the open ball centered at x ∈ X with radius s > 0. To avoid certain notational complications we also assume that the measure of each ball is strictly positive. According to this we define the centered Hardy-Littlewood maximal operator, M X , by M X f (x) = sup s>0 1 µ(B(x, s)) B(x,s) |f | dµ, x ∈ X, where f : X → C is any Borel function. We emphasize here that, in view of the equality M X f = M X |f |, each time we study the behavior of M X later on in this paper we restrict our attention to functions f ≥ 0.
Recall that an operator H is said to be of strong type (p, p) (respectively, of weak type (p, p)) for some p ∈ [1, ∞] if H is bounded on L p (X) (respectively, from L p (X) to L p,∞ (X)).
Thus, for example, M X is of strong type (∞, ∞) in the case of any metric measure space. Moreover, if the measure is doubling (which means that µ(B(x, 2r)) ≤ Cµ(B(x, r)) holds with some numerical constant C independent of x ∈ X and r > 0), then M X is also of weak type (1, 1) and hence, by interpolation, of strong type (p, p) for each p ∈ (1, ∞). However, if X is arbitrary, then the weak type (1, 1) inequality for M X may not occur.
There are several articles devoted to studying various mapping properties of HardyLittlewood maximal operators in the context of non-doubling metric measure spaces (see [1, 13] , for example). In particular, it is an interesting issue to find spaces for which such properties are very specific. H.-Q. Li wrote a series of papers (see [9, 10, 11] ) in which the so-called cusp spaces have been introduced for this purpose. For example, in [10] it is shown that for each fixed p 0 ∈ (1, ∞) there exists a space X for which the associated centered maximal operator is of strong type (p, p) if and only if p > p 0 .
Recently, the author also contributed to the development of this field (see [6, 7, 8] ). In particular, in [8] certain mapping properties of M X acting on Lorentz spaces L p,q (X) have been studied. More precisely, it was proven there that for each p 0 , q 0 , r 0 ∈ (1, ∞) with r 0 ≥ q 0 there exists X such that M X is bounded from L p 0 ,q 0 (X) to L p 0 ,r (X) if and only if r ≥ r 0 . The aim of this article is to prove Theorem 1 stated below which strengthens [8, Theorems 1 and 2]. We note that, in fact, Theorem 1 consists of two very similar results which have been collected together for the sake of brevity. In what follows, for each p ∈ (1, ∞) and q, r ∈ [1, ∞] by c(p, q, r, X) we mean the smallest constant c(p, q, r, X) for which the inequality
holds (if there is no such constant, then we write c(p, q, r, X) = ∞). 
One comment is in order here. Although the word "exists" is used in the formulation of Theorem 1, in each case we construct explicitly Y (or Z) with the desired properties.
To avoid misunderstandings, we note that several times in the paper we identify Acknowledgement. The author would like to express his deep gratitude to Professor Krzysztof Stempak for his valuable remarks and continuous help during the preparation of the paper. The author is also indebted to Professor Lech Maligranda for pointing out that Theorem 2 in Section 6 follows from the general theory of interpolation.
Preliminaries
Let us begin with some basic information about Lorentz spaces L p,q (X) (for more detailed studies see [2] , for example). For any Borel function f : X → C we define the
Then for any p ∈ [1, ∞) and q ∈ [1, ∞] the space L p,q (X) consists of those functions f for which the following quasi-norm
. Now we present several facts concerning L p,q (X) spaces. The metric measure space is arbitrary here, except for the condition µ(X) < ∞ assumed in Fact 2.
Then there exists a numerical constant C △ (p, q) independent of n 0 and X such that
and assume that µ(X) < ∞. Then there exists a numerical constant C avg (p, q) independent of X such that
where We will also need the following auxiliary lemma.
and n 0 ∈ N, and consider the finite sequence of functions (f n ) n 0 n=1 with pairwise disjoint supports A n ⊂ X. Assume that for each n ≥ 2 and t > 0 we have either
Proof. Let f = n 0 n=1 f n and consider q ∈ [1, ∞) (the case q = ∞ is very similar). The claim is an easy consequence of the fact that, under the specified assumptions, the quantities d f (t)
1/p and (
1/q are comparable with multiplicative constants, independently of t > 0.
The main tool used in the proof of Theorem 1 is the so-called space combining technique which, in the context of Lorentz spaces, has been introduced in [8] . Here we present only the key result that the application of this technique gives. Proposition 1. Let (X n ) n∈N be a given sequence of metric measure spaces and assume that each of them consists of finitely many elements. Let X be the space constructed with an aid of (X n ) n∈N by using the method described in [8, Section 4] . Then for each p ∈ (1, ∞) and 1 ≤ q ≤ r ≤ ∞ we have
where C = C(p, q, r) is a numerical constant independent of (X n ) n∈N .
Proposition 1 can be deduced directly from the proof of [8, Proposition 1] . We also notice that the two most important ingredients used to obtain (1) are Fact 2 and certain argument in the spirit of Lemma 1. Two more comments are in order here. Whenever we want to apply Proposition 1 later on, we omit the details related to the proper indexing of the component spaces. The only important thing is that each time we use countably many spaces. Finally, we indicate that each space X obtained by using Proposition 1 is non-doubling.
Test spaces
In the following section we introduce and analyze auxiliary structures called test spaces. We emphasize here that each test space may be used as a component space in Proposition 1 since it consists of finitely many elements.
Let p ∈ (1, ∞) and take N, M, L ∈ N. We associate with each quadruple (p, N, M, L) four sequences of positive integers, (m 
, satisfying the following assertions:
We kindly ask the reader to consult [8] in order to make sure that properties (i)-(vi) can be met simultaneously. Some further explanations are also given there.
For fixed K ∈ [1, ∞) we define a test space S = S p,N,M,K,L = (S, ρ, µ) as follows. Set
where all elements x i,j , x
• k,l are pairwise different. We use some auxiliary symbols for certain subsets of S:
for i = 1, . . . , N and k = 1, . . . , M,
Observe that the sets S
. . , h i , are pairwise disjoint, each of them contains exactly Lβ k h N /h i elements (here property (i) was used) and
We introduce µ by letting µ({x i,j }) = m i and µ({x
Note that, in view of properties (iv), (ii) and (v), µ satisfies the following inequalities: for each
and for each 1 < k ≤ M and
Finally, we define the metric ρ on S determining the distance between two different elements x, y ∈ S by the formula
It is worth noting here that for each i ∈ {1 . . . N}, k ∈ {1 . . . M} and x
• ∈ S
• k there is exactly one point x ∈ S i such that ρ(x, x
• ) = 1. This point is denoted by Γ i (x • ) later on. Figure 1 shows a model of the space (S, ρ) for N = 3 and M = 2. The solid line between two points indicates that the distance between them equals 1. Otherwise the distance equals 2.
Figure 1. The model of the space (S, ρ) for N = 3 and M = 2.
For the convenience of the reader we explicitly describe any ball B ⊂ S. Thus we have:
S for 2 < s,
S for 2 < s.
Let us now fix i ∈ {1 . . . N} and k ∈ {1 . . . M}. We define a linear operator A k,i = A k,i,S by the formula
In the following lemma we estimate the norm of A k,i considered as an operator acting from
. . , N} and k ∈ {1, . . . M}, and consider the operator A k,i . Then there exists a numerical constant
. By definition of A k,i we may assume that the support of f is contained in S i . In this case for each t > 0 we have the following equality
Then a simple calculation gives
and thus, in view of (iii), (vi) and Fact 3, we obtain
Finally, consider g = χ S i (here and anywhere else in this paper χ E denotes the characteristic function of a given Borel set E). Then we have A k,i g =
where in the last inequality we again used (iii) and (vi).
Next we define an operator A = A S by the formula
As before, we will estimate the norm of A acting from 
. By definition of A k,i that we may assume that the support of f is contained in S \ S • . We write
. . , N}. Then, by (ii), (v) and Lemma 1, we have
Moreover, by using Fact 1 and Lemma 2, we obtain that
holds for each k ∈ {1, . . . , M}. Therefore,
On the other hand, by using Hölder's inequality, we get
Finally, we conclude that
and thus
where we used (ii), (v) and Lemma 1 in the first inequality and (vi) in the second one.
In the following lemma we estimate the norm of the maximal operator M S acting from
. This is the main result of this section. 
Proof. First we estimate c(p, q, r, S) from above. Take f ∈ L p,q (S) such that f p,q = 1.
It is easy to check that
where
. Therefore, we can write
We obtain Mf p,r ≤ f p,r and f avg p,r ≤ C avg (p, r) f p,r by using (iv) and Fact 2, respectively. Thus, combining the above estimates and Lemma 3 we conclude that 
is a consequence of Lemma 3 and the fact that M S f ≥ Af for each f ∈ L p,q (S).
At the end of this section we reformulate the result of Lemma 4 in a way that makes it easier to use later on.
where C 4 = C 4 (p, q, r) is the constant from Lemma 4.
Composite test spaces
By a composite test space we mean any metric measure space T that arises as a result of applying Proposition 1 to a certain family of test spaces introduced in Section 3. This is a bit imprecise, but one can think of composite test spaces as intermediate objects between the test spaces and the spaces we ultimately want to receive in Theorem 1. More precisely, the spaces in Theorem 1 will be composite test spaces constructed with an aid of a sequence of another composite test spaces. We explain this process in the following proposition.
Proposition 2. Let (T n ) n∈N be a given sequence of composite test spaces. Then there exists a composite test space T such that for each p ∈ (1, ∞) and 1 ≤ q ≤ r ≤ ∞ we have
where C = C(p, q, r) is the constant from Proposition 1.
Proof. Let n ∈ N. Since T n is a composite test space, it is constructed with an aid of some family of test spaces, say {S n,m : m ∈ N}. We let T to be the space obtained by using Proposition 1 for the whole family of test spaces {S n,m : n, m ∈ N}. It follows directly from Proposition 1 that T satisfies the desired condition. Now we will construct some composite test spaces for which the associated maximal operators have very specific properties. = γ − 3dǫ equals ǫ). Proof. For each n ∈ N let S n be the test space S (p,λ,a,b,κ) from Corollary with p, a and b as above, κ = R n and λ = R −nγ+(n+2)ǫd . We let T to be the space obtained by using Proposition 1 for the family {S n : n ∈ N}. We have the following estimates: if
and, if
Therefore, T satisfies the desired properties.
At the end of this section we present another result for composite test spaces which is particularly helpful in the proof of Theorem 1 if the domain of F is of the form (δ, 1] for some δ ∈ [0, 1). Proof. Fix p ∈ (1, ∞) and δ ∈ [0, 1). Given n ∈ N, take γ n ∈ R and a n , b n ∈ N such that a n /r − b n δ ∈ (γ n − 2d n /n, γ n − d n /n) for each r ∈ [1, ∞], where d n = a 2 n + b 2 n . Let T n be the composite test space T p,γ,a,b,R,ǫ from Lemma 5 with p as above, γ = γ n , α = α n , β = β n , R = n and ǫ = 1 n . Then it is easy to see that T may be chosen to be the space obtained by using Proposition 2 for the family {T n : n ∈ N}. 
and enumerate it to obtain the sequence {P 1 , P 2 , . . . }. Fix n ∈ N and let P n = 1 qn , 1 rn . Since F is concave and non-decreasing, we can choose γ n ∈ R, a n , b n ∈ N and ǫ n > 0 such that
n . Let T n be the composite test space T p,γ,a,b,R,ǫ from Lemma 5 with p as above, γ = γ n , a = a n , b = b n , R = 1 and ǫ = ǫ n . It is easy to see that Y may be chosen to be the space obtained by using Proposition 2 for the family {T n : n ∈ N}. Now we construct Z. For each n ∈ N and u ∈ [δ, 1] we choose γ n,u ∈ R and a n,u , b n,u ∈ N such that
Let T n,u be the composite test space T p,γ,a,b,R,ǫ from Lemma 5 with p as above, γ = γ n,u , a = a n,u , b = b n,u , R = n n and ǫ = 1 n . Fix n ∈ N and note that for each u ∈ [δ, 1] the set . Finally, we let Z to be the space obtained by using Proposition 2 for the family {T n,u : n ∈ N, u ∈ U n }.
We will show that Z satisfies the desired properties. Fix u 0 ∈ [δ, 1] and observe that for each n ∈ N there exists u n ∈ U n such that u 0 ∈ E n,un . Therefore, in view of Lemma 5, we have c p,
Since n is arbitrary and d n,u ≥ 1, we conclude that c(p,
, Z) = ∞ and, as a result, we obtain c(p, q, r, Z) = ∞ if . Then we have
where d e is the standard Euclidean metric on the plane. Observe that for each n ∈ N and u ∈ U n we have the following implication
Hence, if n > 2/d(q, r, F ), then for each u ∈ U n we have a n,u /r − b n,u /q ≤ γ n,u − 3d n,u /n, which implies that c(p, q, r, T n,u ) ≤ C 5 . Finally, since for each of the finitely many pairs (n, u) satisfying n ≤ 2/d(q, r, F ) and u ∈ U n there is c(p, q, r, T n,t ) < ∞, we receive c(p, q, r, Z) < ∞. , setting F (δ) = lim u→δ F (u) and observe that F satisfies the conditions specified in Case 1. Let Y and Z be the spaces obtained in Case 1 for F . We also let T to be the composite test space T p,δ from Lemma 6 with p and ρ as above. Then it is easy to see that Y (respectively, Z) may be chosen to be the space obtained by using Proposition 2 for Y (respectively, Z) and countably many copies of T.
Interpolation
There is one problem that attracts particular attention in the context of Theorem 1. Since F is assumed to be concave, in each case the obtained range of parameters 1 ≤ q ≤ r ≤ ∞ for which the associated maximal operator is bounded forms a convex subset of the triangle 0 ≤ 1 r ≤ 1 q ≤ 1. Thus it is natural to expect that this is a general rule for arbitrary X which can be justified by a certain interpolation argument. This hypothesis turns out to be right. Namely, we have the following. Theorem 2. Fix p ∈ [1, ∞), 1 ≤ q 0 ≤ q 1 ≤ ∞ and 1 ≤ r 0 , r 1 ≤ ∞ such that q i ≤ r i for i ∈ {0, 1}. Let X = (X, ρ, µ) be an arbitrary metric measure space and assume that the associated maximal operator M X is bounded from L p,q i (X) to L p,r i (X) for i ∈ {0, 1}.
Then for each
We explain briefly how Theorem 2 can be inferred from the general theory of interpolation. We begin with the comment that Lorentz spaces in this context were considered for the first time by Hunt in [4] . However, the theorem formulated there does not cover Theorem 2. Hence, we are forced to refer to the literature where some more advanced interpolation methods are developed. The appropriate variant of Theorem 2 for linear operators can be directly deduced from [3, Theorem 5.3.1] (see also [12] , where the Kfunctional for the couple (L p,q 0 , L p,q 1 ) is computed). Then, the linearization argument (see [5] , for example) allows us to extend this result to the class of sublinear operators and thus the maximal operator M X is also included. Although there are several ways to deduce Theorem 2 from the theorems that appear in the literature, each of them, to the author's best knowledge, requires a deep understanding of the interpolation theory. Therefore, we decided to present an elementary proof of Theorem 2 in the Appendix.
Final comments
In the last section we briefly discuss the role of the remaining assumptions on F that were specified in Theorem 1. In what follows the underlying metric measure space X is arbitrary, except for the condition µ(B) > 0, B ⊂ X, assumed in Remark 1.
First, the monotonicity of F is directly related to the fact that the Lorentz spaces L p,q (X) increase as the parameter q increases. Thus it cannot be removed. Remark 1 below, in turn, describes why the condition F (u) ≤ u is assumed. Indeed, fix p ∈ (1, ∞) and 1 ≤ r < q < ∞ (the case q = ∞ can be considered very similarly). Let n 0 ∈ N. We can find a sequence of pairwise disjoint sets {E n : n = 1, . . . , n 0 } with the following properties:
• each E n is a union of finitely many elements from B,
By Lemma 1 we get
Observe that M X g ≥ g and hence c(p, q, r, X) ≥ g p,r / g p,q . Since n 0 is arbitrary and 2r/(q + r) < 1 < 2q/(q + r), we conclude that c(p, q, r, X) = ∞. One comment is in order here. Namely, if X is such that µ(B) > 0 holds for every ball B ⊂ X, then either we can find B specified in Remark 1 or X consists of finitely many elements. In the latter case M X is trivially bounded between any two Lorentz spaces.
Finally, the last issue we want to investigate is the boundary problem. Namely, in Theorem 1 we assume that the set {(u, F (u)), u ∈ [δ, 1]} either belongs entirely to the range of boundedness of the associated maximal operator or lies completely outside of it. Therefore, one can ask if there are any other options except those mentioned above. In fact, Proposition 2 combined with Lemmas 5 and 6 can provide a wide range of different possibilities. For example, if F from Theorem 1 is strictly concave, then for a given set
Nevertheless, it is probably very difficult to describe precisely all cases concerning the forms that the boundaries of the studied ranges can take.
Appendix. Proof of Theorem 2
Here we give an elementary proof of Theorem 2. In what follows the operator is specified to be M X but one can also replace it with, for example, any operator H satisfying the following assertions:
We begin with the observation that it suffices to consider the case q 0 < q 1 and r 0 < r 1 . Indeed, in each of the remaining cases the thesis is an easy consequence of Fact 3.
Fix θ ∈ (0, 1) and let C → be such that
Our aim is to obtain the inequality
for each g ∈ L p,q θ (X) with some constant C < ∞ independent of g.
For any measurable function g : X → C we introduce Sg, T g :
and
We observe that for each q ∈ [1, ∞] there is a numerical constant C (p, q) such that 1
where · q denotes the standard norm on ℓ q (Z). Let
Thus for each i ∈ {0, 1} we have
and we want to obtain the inequality
which would imply (2) with
In order to deduce (4) from (3) we follow the classical proof of Marcinkiewicz interpolation theorem for operators acting on Lebesgue spaces (see [14, Theorem 1] ). It turns out that this strategy can be successfully applied but we must take into account certain additional difficulties. Namely, our 'operator' should be a transformation which takes Sg and receives T g. Unfortunately, this operation cannot be considered as a well defined operator because there are usually many different functions with the same distribution function. Thus, we proceed with the details.
Assume that r 1 < ∞ and fix f ∈ L p,q θ (X) satisfying f ≥ 0. For a given λ > 0 we introduce the set N λ = {n ∈ Z : Sf > λ}. Observe that either N λ = ∅ or N λ consists of finitely many elements
Let us notice that f ≤ f
and Sf
Then it is not hard to see that
Next we study the distribution functions of (Sf ) 
Similarly, we note that d (Sf ) λ 1 (y) ≤ d Sf (y) for 0 < y < λ and d (Sf ) λ 0 (y) = 0 for y ≥ λ, which gives
Now we turn our attention to T f . Fix y > 0 and λ = λ(y) (which will be specified later on), and notice that
By hypothesis we have
Therefore, combining (5), (6), (7), (8) and (9) yields
with some constant C which may depend on p, q 0 , q 1 , r 0 , r 1 , θ and C → but is independent of f and the choice of a suitable function λ = λ(y). It is worth noting here that the inequality above reduces the problem to estimating the expression of the form very similar to that appearing in equation (3.7) in [14] (here d Sf , λ/4, q 0 , q 1 , r 0 , r 1 and r θ play the role of m, z, a 2 , a 1 , b 2 , b 1 and b, respectively). Thus, in order to obtain (4), we may repeat the remaining calculations without any further changes. We briefly sketch the rest of the proof for completeness.
Denote by P and Q the two double integrals in the last estimate. Then 
