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Abstract
On the Hardy space of the bidisk, we give a necessary and sufficient condition for a bounded symbol of a Toeplitz operator that
commutes with another Toeplitz operator whose symbol is a certain type of bounded symbol.
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1. Introduction
Let T be the boundary of the unit disk D in the complex plane C. The bidisk D2 and torus T 2 are the cartesian
product of 2 copies of D and T , respectively. We let L2(T 2) = L2(T 2, σ ) be the usual Lebesgue space of T 2 where
dσ is the normalized Haar measure on T 2. The Hardy space H 2(D2) is the closure of the polynomials in L2(T 2).
Also, we will write L2(T ) and H 2(D) to denote the usual Lebesgue space on T and Hardy space on D, respectively.
Let P denote the orthogonal projection from L2(T 2) onto H 2(D2). For a function u ∈ L∞(T 2), the Toeplitz operator
Tu with symbol u is defined by
Tuf = P(uf )
for functions f ∈ H 2(D2). Then Tu is a bounded linear operator on H 2(D2).
On the Hardy space of the unit disk, Brown and Halmos [1] first obtained a complete description of bounded
symbols of commuting Toeplitz operators asserting that two Toeplitz operators with bounded symbols commute on
H 2(D) if and only if either both symbols are all analytic, or both symbols are all co-analytic, or a nontrivial linear
combination of the symbols is constant. Here, a function is said to be analytic if all its Fourier coefficients with
negative index vanish and the complex conjugate of an analytic function is called co-analytic. In [8], Stroethoff gave
a new proof to prove the result of Brown and Halmos as well as a generalization (see Corollary 4).
On higher dimensional polydisks, Choe, Koo and Lee [2] characterized two pluriharmonic symbols of commuting
Toeplitz operators in course of studying the corresponding problem on the Bergman space. Beside that, we believe
that nothing else is known in nonpluriharmonic cases on the Hardy space of the higher dimensional polydisks. On
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commuting Toeplitz operators with arbitrary bounded symbol and monomial symbol are characterized.
In this paper, we would like to offer a partial result on commuting Toeplitz operators with bounded symbols on the
bidisk. We consider two symbols on the bidisk where one is an arbitrary bounded symbol and the other is a bounded
symbol of the form
v(z,w) = h(w)zα + k(w)z¯β, (z,w) ∈ T 2, (1)
where h, k ∈ L∞(T ) are nonzero and α,β are positive integers. We characterize such symbols for which the corre-
sponding Toeplitz operators commute each other on H 2(D2).
To state our main result, we introduce some notation. Given a function u ∈ L2(T 2) and an integer k, we let ûk be
the kth Fourier coefficient in the Fourier series expansion of u with respect to the first variable. Namely,
ûk(w) =
∫
T
u(z,w)zk dσ1(z), w ∈ T .
Here and in what follows, dσ1 denotes the normalized arc length measure on T .
Our main result is the following characterization.
Theorem 1. Let u ∈ L∞(T 2). Suppose v(z,w) = h(w)zα + k(w)z¯β where h, k ∈ L∞(T ) are nonzero and α,β are
positive integers. Then TuTv = TvTu on H 2(D2) if and only if the following statements hold:
(a) ûj = 0 for all j = α,−β .
(b) kûα = hû−β on T .
(c) One of the following conditions holds:
(c1) There exist constants ε and δ, not both 0, such that εûα + δh, εû−β + δk are constants.
(c2) ûα, û−β,h, k are all co-analytic.
(c3) ûα, û−β,h, k are all analytic.
We were not able to obtain a characterization when two symbols are all arbitrary bounded functions on general
polydisks. However, our result shows that the characterization of Brown and Halmos [1] on the unit disk mentioned
before is no longer true on the bidisk.
In course of the proof of Theorem 1, we will make use of known results obtained in [1] and [8] for Toeplitz operators
on the Hardy space of the unit disk. Motivated by such results, we consider a more general class of operators which
are finite sums of products of two Toeplitz operators with general symbols and then study the characterizing problem,
which might be of some independent interest, of when such an operator is equal to zero on H 2(D). Our result (see
Theorem 3) recovers several known results in [1] and [8].
In Section 2, we collect some basic facts and prove Theorem 3. In Section 3, we first prove preliminary results and
then derive Theorem 1.
2. Preliminary results on H 2(D)
We let Q denote the orthogonal projection from L2(T ) onto H 2(D). With the identification of a function
f ∈ H 2(D) with its holomorphic extension f on D, for each a ∈ D, the reproducing kernel Ka for H 2(D) is the
Cauchy kernel given by
Ka(b) = 1
(1 − a¯b) , b ∈ T .
Thus the projection Q can be written as
Qϕ(a) =
∫
T
ϕKa dσ1
for functions ϕ ∈ L2(T ). The above integral formula for Q extends the domain of Q to L1(T ). Here Lp(T ) =
Lp(T ,σ1) denotes the usual Lebesgue space. Also, it is well known that the projection Q has the following useful
properties:
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for analytic functions f ∈ L1(T ).
For ϕ ∈ L∞(T ), let Sϕ be the 1-dimensional Toeplitz operator with symbol ϕ on H 2(D) defined by
Sϕf = Q(ϕf )
for functions f ∈ H 2(D). Clearly Sϕ is a bounded linear operator on H 2(D).
Given a bounded linear operator S on H 2(D), the Berezin transform S˜ of S is the function on D defined by
S˜(a) =
∫
T
(Ska)ka dσ1, a ∈ D,
where ka = Ka/√Ka(a) is the normalized kernel. For ϕ ∈ L∞(T ), we simply let ϕ˜ = S˜ϕ . Since |ka|2 is the Poisson
kernel on D, one can easily see that ϕ˜ is the Poisson projection of ϕ. More explicitly, we have
ϕ˜(a) =
∫
T
ϕ|ka|2 dσ1, a ∈ D, (3)
for ϕ ∈ L∞(T ). The integral representation (3) allows us to extend the notion of the Berezin transform to functions
ϕ ∈ L1(T ). Moreover, if cn are the Fourier coefficients of ϕ, it is known that ϕ˜ is given by
ϕ˜(a) =
∞∑
n=0
cna
n +
∞∑
n=1
c−na¯n.
It follows that ϕ is (co-)analytic if and only if ϕ˜ is (co-)holomorphic. Also, the Poisson projection is one-to-one. In
what follows, we will use the same notation for an (co-)analytic function f on T and its (co-)holomorphic extension f
on D. Note that
ϕ˜(a) = 1
Ka(a)
Q(ϕKa)(a), a ∈ D, (4)
for functions ϕ ∈ L1(T ). For related facts and details, see Chapter 9 of [9] for example.
In the proof of Theorem 1, we frequently use known results for 1-dimensional Toeplitz operators obtained in [1]
and [8]. Motivated by such results, we consider below operators which are finite sums of products of two Toeplitz
operators and then characterize such operators to be zero on the Hardy space of the unit disk. Before doing this, we
first need the following simple lemma.
Lemma 2. Let f1, . . . , fN and k1, . . . , kN be finitely many holomorphic functions on D for which
∑N
j=1 fjkj is
harmonic on D. Then we have
N∑
j=1
fj (z)kj (a) =
N∑
j=1
[
fj (z)kj (0) + fj (0)kj (a) − fj (0)kj (0)
]
for every z, a ∈ D.
Proof. Since the function
∑N
j=1 fjkj is harmonic, we have by Theorem 3.3 of [3]
N∑
j=1
fjkj =
N∑
j=1
[
fjkj (0) + fj (0)kj − fj (0)kj (0)
]
.
Now, by Lemma 9 of [4], we have
N∑
j=1
fj (z)kj (a) =
N∑
j=1
[
fj (z)kj (0) + fj (0)kj (a) − fj (0)kj (0)
]
for every points z, a ∈ D. The proof is complete. 
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products of two Toeplitz operators to be zero. The special case of when N = 2, ϕ2 = −ψ1 and ψ2 = ϕ1 has been
proved in Theorem 9 of [1]. Later, the case of N = 3 and ψ3 = −1 was obtained in Theorem 4.4 of [8].
Theorem 3. Let ϕ1, . . . , ϕN,ψ1, . . . ,ψN ∈ L∞(T ). Then
N∑
j=1
Sϕj Sψj = 0 (5)
on H 2(D) if and only if the following two conditions hold:
(a) ∑Nj=1 ϕjψj = 0.
(b) ∑Nj=1[Qϕj ][Qψj ] is harmonic on D.
Proof. For each j = 1, . . . ,N , we write ϕj = fj + gj and ψj = hj + kj where fj , gj , hj and kj are all analytic
functions on T . By the L2-boundedness of Q, we have fj , gj , hj , kj ∈ H 2(D) for each j .
First suppose (5) holds. Using (2), we can easily see
S˜ϕj Sψj = h˜j gj + fjhj + gjkj + fjkj
for each j . Thus, taking the Berezin transforms to both sides of (5), we obtain
N∑
j=1
fjkj = −
N∑
j=1
[
h˜j gj + fjhj + gjkj
]
. (6)
Since each h˜j gj is harmonic, the right side of (6) is harmonic and thus the function
∑N
j=1 fjkj is harmonic. Accord-
ingly, noting that
Qϕj = fj + gj (0) and Qψj = hj (0) + kj (7)
for each j , we conclude (b). It follows that
N∑
j=1
f˜j kj =
N∑
j=1
fjkj .
Combining this with (6), we obtain
N˜∑
j=1
ϕjψj =
N∑
j=1
ϕ˜jψj =
N∑
j=1
[fjhj + gjkj ] +
N∑
j=1
˜[fjkj + hjgj ]= 0
and we conclude (a) because the Poisson projection is one-to-one.
Now, suppose (a) and (b). Note that the set {Ka : a ∈ D} spans a dense subset of H 2(D). So, to prove (5), it is
sufficient to show[
N∑
j=1
Sϕj Sψj
]
Ka = 0 (8)
for all a ∈ D. Let a ∈ D be an arbitrary point. First, note that we have by (2)
Sϕj SψjKa = Q
[
(fj + gj )
(
hj + kj (a)
)
Ka
]= Q[(fjhj + hjgj + gj (a)kj (a))Ka]+ fjkj (a)Ka
= Q[(fjhj + hjgj + gjkj )Ka]+ fjkj (a)Ka = Q[(ϕjψj − fjkj )Ka]+ fjkj (a)Ka
for each j . So, by (a), in order to prove (8), it is necessary and sufficient to show
N∑
Q[fjkjKa] =
N∑
fjkj (a)Ka. (9)j=1 j=1
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∑N
j=1 fjkj is harmonic by (b) and (7), we have
N∑
j=1
fjkj =
N∑
j=1
[
fjkj (0) + fj (0)kj − fj (0)kj (0)
]
by Lemma 2. Thus, multiplying by Ka and then applying the projection Q to both sides of the above, we obtain by (2)
N∑
j=1
Q[fjkjKa] =
N∑
j=1
[
fjkj (0) + fj (0)kj (a) − fj (0)kj (0)
]
Ka.
Meanwhile, by Lemma 2 we have
N∑
j=1
fjkj (a) =
N∑
j=1
[
fjkj (0) + fj (0)kj (a) − fj (0)kj (0)
]
.
Combining these equalities, we obtain (9). The proof is complete. 
As simple applications of Theorem 3, we have the following two corollaries which not only recover several results
in [1] and [8], but also will be key tools in proving Theorem 1. The following is essentially proved in Theorem 4.4
of [8].
Corollary 4. Let f,g,h, k,ϕ ∈ L∞(T ). Then Sf Sk − ShSg = Sϕ on H 2(D) if and only if ϕ = f k − hg on T and one
of the following conditions holds:
(a) Both f and h are co-analytic.
(b) Both k and g are analytic.
(c) f is co-analytic and g is analytic.
(d) k is analytic and h is co-analytic.
(e) There exists a nonzero constant 	 such that Q(f − 	h) and (I − Q)(g − 	k) are constants.
Proof. Applying Theorem 3 to the operator Sf Sk − ShSg − SϕS1, we see that Sf Sk − ShSg = Sϕ if and only if
ϕ = f k−hg on T and the function QfQk¯−QhQg¯ is harmonic on D. Note that the harmonicity of QfQk¯−QhQg¯
is equivalent to that one of conditions (a)–(e) holds. See the proof of Theorem 4.4 of [8]. This completes the proof. 
Using the similar argument, we have the following corollary which was first proved in [1] and later reproved in [8].
Corollary 5. Let f, k,ϕ ∈ L∞(T ). Then the following statements hold:
(a) Sf Sk = SkSf on H 2(D) if and only if either f, k are analytic, or f, k are co-analytic, or there exist constants 	
and δ, not both 0, such that 	f + δk is constant.
(b) Sf Sk = Sϕ on H 2(D) if and only if ϕ = f k, and f¯ or k is analytic.
(c) Sf Sk = 0 on H 2(D) if and only if f = 0 or k = 0.
3. Proof of Theorem 1
In this section, we prove Theorem 1. Before doing this, we first prove a preliminary result stated in Theorem 9
below. Theorem 1 will be derived immediately from Theorem 9. For that purpose, we first have a necessary condition
for commuting Toeplitz operators on H 2(D2) with general bounded symbols.
Lemma 6. Let u,v ∈ L∞(T 2) and suppose TuTv = TvTu on H 2(D2). If
u(z,w) =
∑
uj (w)z
j , v(z,w) =
∑
vj (w)z
jj j
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H 2(D) for all j, k = 1,2, . . . . Also, if
u(z,w) =
∑
j
uj (z)w
j , v(z,w) =
∑
j
vj (z)w
j
are Fourier series expansions of u and v with respect to w-variable respectively, then Suj Sv−k = Svj Su−k on H 2(D)
for all j, k = 1,2, . . . .
Proof. We only prove the first part (the second part can be proved by the similar argument). Let (a, b) ∈ D2 be an
arbitrary point and let M1 be the multiplication operator on H 2(D2) given by M1f (a, b) = af (a, b). Fix an integer
k  1 and a function h ∈ H 2(D). By Lemma 3 of [6], we have[
M∗1TuTvM1 − TuTv
]
Mk−11 h(a, b) =
∑
j1
Suj Sv−kh(b)a
j−1
and similarly[
M∗1TvTuM1 − TvTu
]
Mk−11 h(a, b) =
∑
j1
Svj Su−kh(b)a
j−1.
Thus, since TuTv = TvTu on H 2(D2) by assumption, we have∑
j1
[Suj Sv−k − Svj Su−k ]h(b)aj−1 = 0.
It follows that [Suj Sv−k − Svj Su−k ]h = 0 for all h ∈ H 2(D), and hence Suj Sv−k = Svj Su−k on H 2(D) for all j, k =
1,2, . . . . The proof is complete. 
As is well known, we can identify f ∈ H 2(D2) with its holomorphic extension f on D2. With this identification,
given w = (w1,w2) ∈ D2, the reproducing kernel Rw for H 2(D2) is the Cauchy kernel whose explicit formula is
given by
Rw(ζ ) = 1
(1 − w¯1ζ1)(1 − w¯2ζ2) , ζ = (ζ1, ζ2) ∈ T
2,
and thus we can write the projection P as
Pϕ(w) =
∫
T 2
ϕRw dσ
for ϕ ∈ L2(T 2). Since Rw(ζ ) = Kw1(ζ1)Kw2(ζ2), we have
P
(
f (ζ1)g(ζ2)
)
(w) = Qf (w1)Qg(w2) (10)
for every functions f,g ∈ L2(T ). See Chapter 3 of [7] for details and related facts.
Next, we have a couple of characterizations of commuting Toeplitz operators with certain types of symbols.
Lemma 7. Let u(z,w) = f (z)g(w) and v(z,w) = h(z)k(w) where f,g,h, k ∈ L∞(T ). Suppose f , h are all nonzero
and Sf Sh = ShSf on H 2(D). Then TuTv = TvTu on H 2(D2) if and only if SgSk = SkSg on H 2(D).
Proof. Let λ = (a, b) be an arbitrary point in D2. Using (10), one can see
TuTvRλ(c, d) = Sf ShKa(c)SgSkKb(d), TvTuRλ(c, d) = ShSfKa(c)SkSgKb(d) (11)
for every points (c, d) ∈ D2. Note that the set {Ka : a ∈ D} spans a dense subset of H 2(D). Since f and h are
all nonzero and Sf Sh = ShSf by assumption, we have Sf ShKa = ShSfKa = 0 for some a ∈ D by Corollary 5(c).
So, if TuTv = TvTu on H 2(D2), then (11) yields that SgSkKb = SkSgKb for all b ∈ D. Hence Sg and Sk commute
744 Y.J. Lee / J. Math. Anal. Appl. 341 (2008) 738–749on H 2(D). Conversely, if SgSk = SkSg , then (11) yields TuTvRλ = TvTuRλ for all λ ∈ D2. Since the set {Rλ: λ ∈ D2}
spans a dense subset of H 2(D2), we see TuTv = TvTu on H 2(D2). The proof is complete. 
Using Lemma 7, we can see that there is a simple nontrivial pair of symbols inducing commuting Toeplitz operators
which is different from the trivial pairs of the unit disk case. For example, if we take g = h = 1 in Lemma 7, then
Sf Sh = ShSf and SgSk = SkSg on H 2(D) by Corollary 5(a). So, for two symbols u,v of the form u(z,w) = f (z)
and v(z,w) = k(w), we see that Tu and Tv commute on H 2(D2). Also, this can be shown by direct calculations using
Fubini’s theorem.
In what follows, we will often use the letter z not only to denote points in T , but also to denote the identity function
on T .
Lemma 8. Let f,h ∈ L∞(T ) be co-analytic and g, k ∈ L∞(T ). Put
u(z,w) = f (w)zA + g(w)z¯B, v(z,w) = h(w)zA + k(w)z¯B,
where A and B are positive integers. If TuTv = TvTu on H 2(D2), then f k˜ = hg˜ on D.
Proof. Let a ∈ D be an arbitrary point and put λ = (0, a). Let (c, d) ∈ D2. Since f is co-analytic, we see by (2)
P
(
f zA+BRλ
)
(c, d) = Q(zA+B)(c)Q(fKa)(d) = cA+Bf (a)Ka(d)
and hence
Tu
(
Rλz
B
)
(c, d) = cA+Bf (a)Ka(d)+ Q(gKa)(d).
Since h is co-analytic, by an application of Corollary 5(b), we have ShSg = Shg and hence Q(hQ(gKa)) = Q(hgKa).
Note that Q(z¯B) = 0 by (2). Since h is co-analytic, it follows from (2) that
TvTu
(
Rλz
B
)
(c, d) = P [(hzA + kz¯B)(zA+Bf (a)Ka + Q(gKa))](c, d)
= f (a)Q(hKa)(d)c2A+B + Q
(
hQ(gKa)
)
(d)cA
+ f (a)Q(kKa)(d)cA + Q
(
kQ(gKa)
)
Q
(
z¯B
)
(c)
= f (a)h(a)Ka(d)c2A+B + Q(hgKa)(d)cA + f (a)Q(kKa)(d)cA.
Similarly, we obtain
TuTv
(
Rλz
B
)
(c, d) = f (a)h(a)Ka(d)c2A+B + Q(f kKa)(d)cA + h(a)Q(gKa)(d)cA.
Since TuTv = TvTu by assumption, we thus have
Q(hgKa) + f (a)Q(kKa) = Q(f kKa) + h(a)Q(gKa). (12)
On the other hand, since TuTv = TvTu, we have Sf Sk = ShSg by Lemma 6 and then f k = hg on T by Corollary 4. It
follows from (12) that
f (a)Q(kKa) = h(a)Q(gKa)
for all a ∈ D. In particular, we have
f (a)
Q(kKa)(a)
Ka(a)
= h(a)Q(gKa)(a)
Ka(a)
and then f k˜ = hg˜ on D by (4). The proof is complete. 
Before proving Theorem 1, we first have a preliminary result where two symbols are of the form (1).
Theorem 9. Let f,g,h, k ∈ L∞(T ) and A,B be positive integers. Put
u(z,w) = f (w)zA + g(w)z¯B, v(z,w) = h(w)zA + k(w)z¯B .
Then TuTv = TvTu on H 2(D2) if and only if the following statements hold:
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(b) One of the following conditions holds:
(b1) There exist constants 	 and δ, not both 0, such that 	f + δh, 	g + δk are constants.
(b2) f,g,h, k are all co-analytic.
(b3) f,g,h, k are all analytic.
Proof. Write f = f+ + f− and let f+i , f− be the Fourier coefficients of f+ and f−, respectively. Thus,
f (w) = f+(w)+ f−(w) =
∞∑
i=0
f+i w
i +
∞∑
=1
f− w
, w ∈ T .
Also, decompose functions g,h and k similarly.
First suppose TuTv = TvTu on H 2(D2). By Lemma 6, we have Sf Sk = ShSg on H 2(D). By Corollary 4, (a) holds
and one of the following conditions holds:
(i) Both f and h are co-analytic.
(ii) Both g and k are analytic.
(iii) f is co-analytic and g is analytic.
(iv) k is analytic and h is co-analytic.
(v) There exist constants α = 0, β and γ such that f+ = αh+ + β and g− = αk− + γ .
Rewrite u and v as
u(z,w) =
∞∑
i=0
[
f+i z
A + g+i z¯B
]
wi +
∞∑
=1
[
f− z
A + g− z¯B
]
w,
v(z,w) =
∞∑
i=0
[
h+i z
A + k+i z¯B
]
wi +
∞∑
=1
[
h− z
A + k− z¯B
]
w.
Since TuTv = TvTu on H 2(D2) by assumption, we have by Lemma 6 again
S[f+i zA+g+i z¯B ]S[h− zA+k− z¯B ] = S[h+i zA+k+i z¯B ]S[f− zA+g− z¯B ]
and then by Corollary 4[
f+i z
A + g+i z¯B
][
h− z
A + k− z¯B
]= [h+i zA + k+i z¯B][f− zA + g− z¯B]
for all i,  = 1,2, . . . . It follows that
f+i h
−
 = h+i f− , f+i k− + g+i h− = h+i g− + k+i f− , g+i k− = k+i g− (13)
for each i,  = 1,2, . . . . Now, we will complete the proof by showing that one of (i)–(v), together with (a) and (13),
implies that one of (b1)–(b3) holds.
First suppose (i) and thus f+i = h+i = 0 for all i = 1,2, . . . . By (13), we have
g+i h
−
 = k+i f− and g+i k− = k+i g− (14)
for i,  = 1,2, . . . . Since f and h are co-analytic by assumption, we have by Lemma 8
f k˜ = hg˜ (15)
on D. Note f = f+0 + f−. There are three cases to consider:
(i1) f = 0, or (i2) f− = 0 and f+0 = 0, or (i3) f− = 0.
First suppose case (i1) and then hg˜ = 0 by (15). Thus, we have g˜ = 0 or h = 0. If g˜ = 0, then g = 0 and hence (b1)
holds. If h = 0, Lemma 7 implies that SgSk = SkSg on H 2(D). Now, by Corollary 5(a), we see that one of (b1)–(b3)
holds. Now, suppose case (i2) and hence f = f+ is a nonzero constant. Since h is co-holomorphic, we see from (15)0
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f
g on T by (a) and then (b1) holds
with 	 = h
f
and δ = −1. If g˜ is co-holomorphic, then g is co-analytic. Since f is a nonzero constant and h,g are
all co-analytic, k must be also co-analytic by (a). So, we have (b2). Now, suppose (i3) and assume f−N = 0 for some
N  1. By the first equation of (14), we have
k+i =
h−N
f−N
g+i , i = 1,2, . . . . (16)
There are two cases to consider: Either (i3a) g+i = 0 for all i = 1,2, . . . , or (i3b) g+M = 0 for some M  1. The
case (i3a), together with (16), implies g and k are all co-analytic. So, f,g,h and k are all co-analytic and (b2) holds.
If (i3b) holds, then by (14)
h− =
k+M
g+M
f− and k
−
 =
k+M
g+M
g−
for all  = 1,2, . . . . By (14) again, we note
ρ := h
−
N
f−N
= k
+
M
g+M
.
Hence h− = ρf− and k− = ρg−. Also, we have k+ = ρg+ + k+0 − ρg+0 by (16). It follows that
h = h+0 + h− = h+0 + ρf− = h+0 + ρ
(
f − f+0
)= ρf + h+0 − ρf+0 ,
k = k+ + k− = ρg+ + k+0 − ρg+0 + ρg− = ρg + k+0 − ρg+0 .
So, (b1) holds.
Suppose (ii). Since TuTv = TvTu by assumption, we have Tu¯Tv¯ = Tv¯Tu¯ by taking the adjoint. Note that
u¯(z,w) = g¯(w)zB + f¯ (w)z¯A, v¯(z,w) = k¯(w)zB + h¯(w)z¯A. (17)
Since g¯, k¯ are co-analytic by assumption, by the result what we have proved in case (i), we see that f¯ , g¯, h¯ and k¯
satisfy one of conditions (b1)–(b3), which implies in turn that f , g, h and k also satisfy one of conditions (b1)–(b3).
Now, suppose (iii) and thus f+i = g−i = 0 for all i = 1,2, . . . . By (13), we have
h+i f
−
 = g+i k− = 0 and g+i h− = k+i f− (18)
for i,  = 1,2, . . . . There are also three cases to consider:
(iii1) f = 0, or (iii2) f− = 0 and f+0 = 0, or (iii3) f− = 0.
If (iii1) holds, (a) implies hg = 0. Since g is analytic, we have either g = 0 or h = 0. If g = 0, then (b1) holds. If
h = 0, Lemma 7 implies that SgSk = SkSg on H 2(D). Now, as in case (i1), we see that one of conditions (b1)–(b3)
holds. Now, suppose (iii2). There are also two cases to consider: Either g+i = 0 for all i = 1,2, . . . , or g+M = 0 for
some M  1. If g+i = 0 for all i = 1,2, . . . , then f,g are constant functions and then (b1) holds with 	 = 1 and δ = 0.
If g+M = 0 for some M  1, (18) implies h− = k− = 0. Hence f,g,h, k are all analytic and (b3) holds. Now suppose
(iii3) and assume f−N = 0 for some N  1. By (18), we see
h+i = 0 and k+i = ρg+i , i = 1,2, . . . , (19)
where ρ = h−N/f−N . Moreover, by (18) again, we have either g+i = 0 for all i = 1,2, . . . , or k− = 0. If g+i = 0 for all
i = 1,2, . . . , then g = g+0 is constant because g is analytic. By (19), h+i = k+i = 0 for all i = 1,2, . . . , and hence h, k
are co-analytic. So, functions f,g,h and k are all co-analytic and then (b2) holds. If k− = 0, then f,h are co-analytic
and g, k are analytic. By Lemma 8, f k˜ = hg˜ and hence f k = hg on D. Using (19), we have k = ρg + k+0 − ρg+0 and
then
g(h − ρf ) = f (k+ − ρg+) (20)0 0
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then k is also constant by (19). Hence f,g,h, k are all co-analytic and then (b2) holds. If h = ρf , we have f = 0 or
k+0 − ρg+0 = 0 by (20). But, since f−N = 0, we have k+0 − ρg+0 = 0 and then k = ρg because k = ρg + k+0 − ρg+0 .
Thus (b1) holds with 	 = ρ and δ = −1.
Suppose (iv). Thus k¯ is co-analytic and h¯ is analytic. Since TuTv = TvTu by assumption, we have Tu¯Tv¯ = Tv¯Tu¯.
By (17) and the result proved in case (iii), we see that u¯ and v¯ satisfy one of conditions (b1)–(b3). This implies in turn
that u and v satisfy one of conditions (b1)–(b3).
Finally suppose (v). Thus, f+ = αh+ + β and g− = αk− + γ . Since g−(0) = k−(0) = 0, we have γ = 0. There
are four cases to consider:
(v1) h+ = k− = 0, (v2) h+ = 0, k− = 0,
(v3) h+ = 0, k− = 0, (v4) h+ = 0, k− = 0.
First suppose (v1). Then h is co-analytic and k is analytic. By case (iv), we see that one of conditions (b1)–(b3)
holds. If we assume (v2), then h and f are co-analytic because f+ = αh+ + β . By case (i), we also see that one of
conditions (b1)–(b3) holds. If case (v3) holds, then k and g are analytic because g− = αk−. Now, by case (ii), we see
that one of conditions (b1)–(b3) holds. Finally, suppose (v4). Assume k−N = 0 for some N  1. Since h+ = 0, there
are two cases to consider: Either (v4a) h+i = 0 for all i = 1,2, . . . , or (v4b) h+M = 0 for some M  1. If (v4a) holds,
then h+ = h+0 = 0 is constant and hence h is co-analytic. Moreover, since f+ = αh+ + β , f+ is also constant and
hence f is also co-analytic. Now, by case (i), one of conditions (b1)–(b3) holds. Suppose (v4b). We are also assuming
that g− = αk− and k−N = 0. By (13), we have
g+i =
g−N
k−N
k+i =
αk−N
k−N
k+i = αk+i , i = 1,2, . . . .
Hence
g = αk + (g+0 − αk+0 ). (21)
On the other hand, by (13) again, we have f+Mh− = h+Mf− for all  = 1,2, . . . . Thus
f− = f
+
M
h+M
h−. (22)
There are two cases to consider: Either h− = 0 or h− = 0. If h− = 0, then f− = 0 and then f = f+ = αh+ + β =
αh + β . This, together with (21), implies (b1). If h− = 0, then h−L = 0 for some L  1. By (13), we have f+i h− =
h+i f
−
 for all i,  = 1,2, . . . . It follows that f+i = f
−
L
h−L
h+i for all i = 1,2, . . . and
ρ := f
−
L
h−L
= f
+
M
h+M
.
Hence f+ = ρh+ + (f +0 − ρh+0 ). But, since f+ = αh+ + β by assumption, we have
(ρ − α)h+ + (f+0 − ρh+0 )− β = 0. (23)
If α = ρ, then f = f+ + f− = (αh+ +β)+αh− = αh+β because f− = ρh− by (22). So, it follows from (21) that
(b1) holds. If α = ρ, then h+ is constant by (23) and then f+ is also constant because f+ = αh+ + β . So, f and h
are co-analytic. Now, by case (i), we see that one of conditions (b1)–(b3) holds.
Now, we prove the converse implication. First suppose (b1). By Corollary 5(a), we have Sf Sh = ShSf and SgSk =
SkSg on H
2(D). Hence, by an application of Lemma 7, we note Tf zAThzA = ThzATf zA and Tgz¯B Tkz¯B = Tkz¯B Tgz¯B on
H 2(D2). It follows that
TuTv − TvTu = Tf zATkz¯B − ThzATgz¯B + Tgz¯B ThzA − Tkz¯B Tf zA.
Note that the set {Ra : a ∈ D2} spans a dense subset of H 2(D2). Thus, to prove that Tu and Tv commute on H 2(D2),
it is sufficient to show
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for all a ∈ D2. Suppose 	 = 0 (the case δ = 0 has the similar proof). Then f = ch + c1 and g = ck + c2 for some
constants c, c1 and c2. Since f k = hg by assumption (a), we have chk + c1k = chk + c2h and hence c1k = c2h. Thus
Sf Sk = ShSg and SkSf = SgSh on H 2(D). It follows that
Tf zATkz¯BRa = Sf SkKa2 a¯B1 zAKa1 = ShSgKa2 a¯B1 zAKa1 = ThzATgz¯BRa
for all a = (a1, a2) ∈ D2. Similarly, we can see Tgz¯B ThzARa = Tkz¯B Tf zARa for all a ∈ D2. Hence (24) holds. Thus Tu
and Tv commute on H 2(D2).
Now, suppose (b2) and thus f,g,h, k are all co-analytic. By Corollary 5(a) again, we have Sf Sh = ShSf and
SgSk = SkSg on H 2(D). Now, by an application of Lemma 7, we have Tf zAThzA = ThzATf zA and Tgz¯B Tkz¯B =
Tkz¯B Tgz¯B on H
2(D2). It follows that
TuTv − TvTu = Tf zATkz¯B + Tgz¯B ThzA − Tkz¯B Tf zA − ThzATgz¯B
and hence
[TuTv − TvTu]Ra = (f k − hg)(a2)
(
a¯B1 z
ARa − Ka2Q
(
zAz¯BKa1
))
for all a = (a1, a2) ∈ D2. Since f,g,h, k are all co-analytic and f k = hg on T , we have f k = hg on D. It follows
that TuTvRa = TvTuRa for all a ∈ D2. So, TuTv = TvTu, as desired.
Finally, suppose (b3) and thus f,g,h, k are all analytic. Note f¯ k¯ = h¯g¯. By case (b2), we have Tu¯Tv¯ = Tv¯Tu¯. Taking
adjoints to both sides, we see TuTv = TvTu. The proof is complete. 
We also give a characterization in passing when two symbols of the form (1) have different degrees in z or z¯-
variable.
Proposition 10. Let f,g,h, k ∈ L∞(T ) and A,B,α,β be positive integers with (A,B) = (α,β). Put
u(z,w) = f (w)zA + g(w)z¯B, v(z,w) = h(w)zα + k(w)z¯β .
Then TuTv = TvTu on H 2(D2) if and only if one of the following conditions holds:
(a) f = h = 0 and either g, k are analytic, or g, k are co-analytic, or there exist constants 	, δ, not both 0, such that
	g + δk is constant.
(b) g = k = 0 and either f , h are analytic, or f , h are co-analytic, or there exist constants 	, δ, not both 0, such that
	f + δh is constant.
(c) u = 0.
(d) v = 0.
Proof. First suppose TuTv = TvTu on H 2(D2). Since A = α or B = β , it follows from Lemma 6 that Sf Sk =
ShSg = 0. By Corollary 5(c), we have f = 0 or k = 0 and g = 0 or h = 0. If f = g = 0 or h = k = 0, then u = 0 or
v = 0. Hence (c) or (d) holds. If f = h = 0, then Corollary 5(a) and Lemma 7 imply SgSk = SkSg on H 2(D). Hence
(a) holds by Corollary 5(a) again. If g = k = 0, we see that (b) holds by the similar argument.
Conversely, if (a) or (b) holds, using Corollary 5(a) and Lemma 7, we see that TuTv = TvTu. Also, clearly (c) or
(d) implies that TuTv = TvTu. The proof is complete. 
Now we are ready to prove Theorem 1.
Proof of Theorem 1. Suppose TuTv = TvTu. By Lemma 6, we have ShSû−j = 0 for all j = β and also Sûj Sk = 0 for
all j = α. Since h and k are all nonzero, Corollary 5(c) implies (a). Then, (b) and (c) follow from Theorem 9. The
converse implication also follows from Theorem 9. The proof is complete. 
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