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Abstract
Introduction of renewable generation leads to significant reduction of inertia in power system,
which deteriorates the quality of frequency control. This paper suggests a new control scheme
utilizing controllable load to deal with low inertia systems. Optimization problem is formu-
lated to minimize the systems deviations from the last economically optimal operating point.
The proposed scheme combines frequency control with congestion management and maintain-
ing inter-area flows. The proposed distributed control scheme requires only local measurements
and communication with neighbors or between buses participating in inter-area flows. Global
asymptotic stability is proved for arbitrary network. Numerical simulations confirm that pro-
posed algorithm can rebalance power and perform congestion management after disturbance
with transient performance significantly improved in comparison with the traditional control
scheme.
1 INTRODUCTION
The essence of power system control is to maintain system security at minimal cost. This paper
deals with arguably two most important aspects of system security: keeping frequency within tight
bounds around the nominal value while maintaining inter-area flows, and keeping power flows below
line limits so that the lines are not overloaded (congestion management). Economic dispatch is
enforced by running Security Constrained Optimal Power Flow (SCOPF). Typically (N-1) security
standard is observed which means that no single contingency (i.e. a loss of a single element such as
a line or a generator) should result in such redistribution of power flows that any line is overloaded.
Frequency control scheme consist of three components [1] - [3]. Primary frequency control is
aimed to counter initial frequency drop using only local frequency measurements. It is implemented
using droop control of turbine governors, and operates at timescale of tens of seconds. The secondary
frequency control called Automatic Generation Control (AGC) is centralized and uses integral con-
troller in order to deliver frequency to its nominal value (50 or 60 HZ). Additionally it ensures that
inter-area flows in the network remain unchanged.
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This traditional control scheme was developed to operate on conventional generators, which have
high inertia values due to the size of turbines. As a result, frequency does not change abruptly
in case of a large disturbance and frequency control has time to react. Introduction of renewable
generation leads to significant reduction of inertia, thus reducing robustness of the existing control
scheme [4], [5]. Because of this fact some countries, like Ireland , have established constraints on the
instantaneous penetration of renewable generation.
One way to improve frequency response in low-inertia systems is by involving responsive loads
[18] - [20]. Including load side control has an advantage that, unlike generators, loads can react
quickly to control commands hence improving frequency control. However including a large number
of controllable loads makes the centralized control more complicated. Consequently a number of
distributed frequency control schemes were recently developed [3], [6] - [17]. The control scheme
proposed in this paper, first presented in [21], is also distributed and can include load-side control but
it works on estimation of the disturbance size rather than directly with frequency while minimizing
the deviation from the last optimal operating point. This paper extends [21] by adding congestion
management, maintaining inter-area flows and deals with infeasible cases, when the disturbance size
or location does not allow to do both frequency control and congestion management. In this case
the control prioritises returning frequency to the nominal value, even if line or inter-area flows limits
will stay violated. Only communication between neighbours and between buses, participating in
inter-area flows is required. This reduces the amount of communication with System Operator and
makes it possible to connect the loads on the plug-and-play basis, when new buses can be added to
the system without adjusting control parameters of the other ones.
Introducing congestion management as a part of the frequency control makes it possible to switch
economic dispatch from (N-1) security standard to (N-0) as a corrective control will be activated when
a disturbance occurs to prevent line overloads. This will reduce the cost of economic dispatch.
We consider Power network model [2], [1] - [24] that includes turbines and governors dynamics,
swing dynamics at generator buses and linearized power flows. Behaviour of turbine and governor are
approximated by linear first order equations for control design. Simulations undertaken using 39-bus
New England system demonstrated that the presented control performs frequency restoration at a
faster timescale than the AGC while doing congestion management at the same time. The article is
organized in the following way. In section I-C network model and control aims are described, idea of
derivation is given in the section II and control itself is given in III. Results of numerical experiments
are given IV. Conclusion and final observations are given in V.
2 The Power System Model
2.1 Notations
Let R be the set of real numbers. For an arbitrary matrix (vector) X its transpose is denoted by XT .
0 and I are zero matrix and identity matrix of the corresponding size respectively, 0 and ρ are zero
vector and vector of ones of the corresponding size respectively. diag(x1, . . . , x2) is diagonal matrix
with elements xi. If x and y are vectors, then comparison operators (<,>,≤,≥) are considered to
be elementwise.
2
2.2 Model description
Classical generator model [2], [22] combined with generator speed governor [23] and turbine model is
used. The power transmission network [24] is described by a connected directed graph (V,E), where
V is the set of n buses, E is set of m lines. The network consists of g generators and g load buses.
We define as G and L sets of generator and load buses respectively. We fix bus voltage to be equal
1 p.u., line flows are approximated with linear DC equations. Dynamics of the power transmission
network is defined by the system of linear differential algebraic equations [9], [10], [28], [29], which is
given below.
Mω˙G =−DGωG − CGp+ pM + pDG (1a)
0 =−DLωL − CGp+ pCL + pDL (1b)
p˙ =BCTω (1c)
TM p˙M =− pM + α, (1d)
TGα˙i =− αi + pCG, (1e)
Additionally dependance on phase angles deviations will be used
p = BCT θ, (2)
Variables of the system have the following meanings:
• ω = (ω1, . . . , ωn)T is vector of deviations of bus frequencies from nominal value,
• p = (p1, . . . , pm)T is vector of deviations of line active power flows from their reference values,
• pM = (pM1 , . . . , pMg ) is vector of mechanic power injections at generators,
• α = (α1, . . . , αg) is vector of positions of valves,
• pC = (pCi , . . . , pCn ) is vector of control values,
• θ = (θ1, . . . θn)T is vector of deviations of phase angles from reference value.
Here for any vector n ∈ Rn notations xG and xL define subvectors of components corresponding
to load and generator buses respectively.
Here variables stand for deviations from nominal values, for simplicity symbol 4 is omitted.
Parameters of the system:
• M = diag(M1, . . . ,Mg) are generators inertia constants,
• D = diag(di, . . . , dn) are steam and mechanical damping of generators and frequency-dependent
loads, DG is submatrix that consisting only di, i ∈ G, CL consists of di, i ∈ L. M is diagonal
matrix of Mi, i ∈ G, analogically we define TM , TG and W .
• C is an incidence matrix of the graph, CG is submatrix of C constructed by rows Ci, i ∈ G,
analogically we define CL.
• pD = (pD1 , . . . , pDn ) is vector of unknown disturbances (assumed constant),
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• B = diag(b1, . . . , bm) are line parameters that depend on line susceptances, voltage magnitudes
and reference phase angles,
• TM = diag(TM1 , . . . , TMg ) are time constants that characterize time delay in fluid dynamics in
the turbine,
• TG = diag(TG1 , . . . , TGg ) are time constants that characterize time delay in governor response.
Equations of the system:
• Equations (1a) describe classical generator dynamics,
• Equations (1b) are power balance equations for load buses,
• Equations (1c) are equations of DC linearized power flows,
• Equations (1d) are turbine dynamics equations,
• Equations (1e) are governors dynamics equations.
Deviations of bus power injections from the nominal values are defined in the following way:
pE = −Cp. (3)
Control bounds are given by
pC ≤ pC ≤ pC . (4)
Line bounds are given by
p ≤ p ≤ p, (5)
p ≤ p. (6)
to simplify control derivation and stability proof. They will be added to the final control description
in the section 4. Finally inter-area flows constraints are given by equality constraints
m∑
j=1
skjpj = ψk, k = 1, ξ, (7)
where ξ is number of inter-area flows of the system and variables skj ∈ {−1, 0, 1}, j = 1,m, k = 1, ξ
are indicators whether line j participates in the inter-area flow k, or not, −1 and 1 are used to ensure
correct direction of the power flow. In matrix form this constraint has form
Sp− ψ = 0, (8)
where element k, j of S is equal to skj .
The objective function, that we want to minimize within the presented control scheme is defined
as the deviation from the last economic dispatch
f(pC) =
1
2
(pC)TWpC , (9)
where W  0 is diagonal matrix of costs of flexible generators that participating in frequency control.
It is assumed, that information exchange can be done only between neighboring buses. As a
result, control has to work in a distributed fashion.
4
2.3 Control aims
It is required to derive control vector function pC(t), so that it satisfies the following criteria:
1. Control values must be always within control limits (4).
2. Frequency deviations ω(t) must asymptotically converge to zero if that does not violate control
limits.
3. Control must perform congestion management and keep inter-area flows within limits in sta-
tionary point. In stationary point system must satisfy line bounds (5), (7) if that does not
violate previous items.
4. Control must minimize f(pC), if all previous items are satisfied.
5. Control on each bus can use only local information and information from neighbor buses.
3 Idea of control
If we omit infeasible case, then vectors ω, p, pM , α, pC must minimize f(pC) under constraints (4),
(5), (8) and also satisfy algebraic equations that we acquire from (1) by bringing all derivatives to
zero. This system gives a set of algebraic equations than can be simplified to the following:
ω = 0, pM = α = pCG, (10)
− Cp+ pC + pD = 0. (11)
From (10) we can exclude ω, pM and α. Since we assume lossless lines, matrix of the system (1) is
singular, and the system has infinite number of equilibriums with different p. Physically that means,
that system can contain power flow cycles. To ensure, that we do not encounter this problem in the
future, equations (2) are utilized and the following substitution is used
BCTη = p, (12)
Here vector of axillary variables η is used instead of θ to avoid variables repetition in physical
system and in the control scheme. Then (11) is equivalent to
− CBCTη + pC + pD = 0. (13)
The minimization of deviation from the last economic dispatch problem has form (9), (4), (5), (8),
(13) and further will be referred as optimal control problem.
3.1 Frequency control with no constraints
Let us assume that inequality constraints (4), (5), (7) are not present. Then Lagrange function [30]
has form
L1(p, p
C , λ) =
1
2
(pC)TWpC − λT (−CBCTη + pC + pD) (14)
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Its stationary point satisfies the following system:
CBCTu = 0, (15a)
CBCTη −W−1u− pD = 0, (15b)
Wu = pC . (15c)
Consider the following differential system:
η˙ =− CBCTu, (16a)
u˙ =CBCTη −W−1u− pD, (16b)
pC =Wu. (16c)
It is linear differential algebraic system which is stable and converges to the solution of (1a) thus
giving the solution of optimal control problem.
3.2 Frequency control with control limits
Let us now assume, that only constraints (4) are present. Then slight change to system (16) can be
applied:
η˙ = −CBCTu, (17a)
pC = [W−1u]p
C
pC
, (17b)
u˙ = CBCTη − pC − pD. (17c)
Here for vectors x, y and y of the same size, [x]yy is vector function, such that ([x]
y
y)i = min{yi,max{yi, xi}}.
If ui
wi
is bigger than corresponding control limit pCi , we can say, that this bus does not have ay
control, however its disturbance is not pDi , but p
D
i + p
C
i and ui is just an axillary valuable used by
other buses. As soon as ui
wi
becomes smaller, than control limit than we again have control of this bus,
and disturbance on it is equal pDi . It is possible to introduce control limits as inequality constraints
and add them to Lagrange function, but they can be violated in infeasible case, which is described
in the next section. Introduction of variables ui guarantees that control limits will be satisfied, even
if it is impossible to restor frequency or satisfy line limits.
3.3 Infeasible case with control limits
When disturbance size is bigger, then control reserve
−
n∑
i=1
pDi >
n∑
i=1
pCi , (18)
then in the system (26) variables ui will grow infinitely. In order to counter this effect additional
limits are added:
η˙ = −CBCTu, (19a)
6
pC = [W−1u]p
C
pC
, (19b)
u˙ = Γu(CBCη − pC − pD). (19c)
(19d)
where
Γu = diag(γu1 , . . . , γ
u
n),
γui =
 0, if ui = K
u
i and (CBCη)i − pCi − pDi ≥ 0,
0, if ui = K
u
i and (CBCη)i − pCi − pDi ≤ 0,
1, otherwise,
K
u
i > max{pCi , i = 1, n}, i ∈ 1, n.
(20)
The last inequality is important, since from equation (19a) in equilibrium u = γρ, where γ is some
scalar, and in case when frequency cannot be restored, all control values must reach their upper
bounds: pC = pC ≤ u. This way frequency will be brought to the closest possible value to nominal.
3.4 Frequency control with line limits
Let us assume, that constraints (5) are present but (4) and (8) are not. Initially we will use (5)
as exact line constraints, given by equalities: p = p. Lagrange function for this problem has the
following form:
L2(p, p
C , η, λ, ξ, µ) =
1
2
(pC)TWpC−
−λT (−CBCη + pC + pD)− µT (BCTη − p).
(21)
Let us present corresponding differential system as before:
η˙ = −CBCTu− CBµ, (22a)
u˙ = CBCTη −W−1u− pD, (22b)
µ˙ = Γµ(BCTη − p), (22c)
pC =Wu, (22d)
where
Γµ = diag(γµ1 , . . . , γ
µ
m),
γµi =
 0, if µj = 0 and BˆC
Tη − p ≤ 0,
0, if µj = K
µ
j and BC
Tη − p ≥ 0,
1 otherwise.
(23)
Here equation Vector µ is non-negative at any point in time and µT (p − p) = 0, so equations (22c)
correspond to the complementary slackness conditions. This way the differential system will converge
to solution of the optimal control problem with line limits given by inequalities (5). Similarly to
section 3.3, if the feasible set is empty, variables µj from (22c) will converge to ∞, therefore it is
bounded by Kµj > 0. Benefit of such approach is in the fact, that if frequency restoration and
congestion management cannot be performed at the same time. In this case than dual variables µj
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will reach their limits K
µ
j . Then constraints (5) will no longer affect differential system (22) and it
will be responsible for frequency restoration only.
η˙ = −CBCTu− CBµ, (24a)
u˙ = CBCTη −W−1u− pD, (24b)
µ˙ = Γµ(p−BCTη), (24c)
pC = Wu, (24d)
where
Γµ = diag(γ
µ
1 , . . . , γ
µ
m),
γ
µ
i =

0, if µ
j
= 0 and p−BCTη ≤ 0,
0, if µ
j
= Kµj and p−BCTη ≥ 0,
1 otherwise.
(25)
3.5 Frequency control with inter-area flows limits
Let us now assume, that only constraints (8) are present. As in previous cases, corresponding
differential system is given by
η˙ = CBCTv − CBSTφ, (26a)
u˙ = CBCη −W−1u− pD, (26b)
φ˙ = Γφ(SBCTη − ψ), (26c)
pC =Wu, (26d)
where
Γφ = diag(γφ1 , . . . , γ
φ
ξ ),
γφi =
 0, if φk = K
φ
k and (SBC
Tη)k − ψk ≥ 0,
0, if φk = K
φ
k and (SBC
Tη)k − ψk ≤ 0,
1, otherwise.
(27)
Here K
φ
> 0 > Kφ. As in previous cases upper and lower limit on φ are present to ensure, that the
system will remain stable even in the infeasible case.
4 Control
If we combine results of the previous section, final version of control will have the following form:
η˙ = CB
(−CTu− µ+ µ− STφ) , (28a)
χ = BCTη, (28b)
pC = [W−1u]p
C
pC
, (28c)
8
u˙ = Γu(Cχ− pC − pD), (28d)
µ˙ = Γµ(χ− p), (28e)
µ˙ = Γµ(p− χ), (28f)
φ˙ = Γφ(Sχ− ψ), (28g)
Here for stability purposes Ku has to satisfy the following inequalities:
max{−Kφ, Kφ, Kµ, Kµ}  min{−Ku, Ku}, (29)
Ku  pC , pC  Ku. (30)
4.1 Stability proof
We define vectors η∗, u∗, µ∗, µ∗, φ∗ as an equilibrium point of the system (28). It satisfies the following
system of algebraic equations:
0 = CB
(−CTu∗ − µ∗ + µ∗ − STφ∗) , (31a)
χ∗ = BCTη∗, (31b)
(pC)∗ = [W−1u∗]p
C
pC
, (31c)
0 = Γu
∗
(Cχ∗ − (pC)∗ − pD), (31d)
0 = Γµ
∗
(χ∗ − p), (31e)
0 = Γµ
∗
(p− χ∗), (31f)
0 = Γφ
∗
(Sχ∗ − ψ), (31g)
Lemma 4.1. Solution of (31) always exists.
Proof. Firstly equation (31a) can be written as
CBCTu∗ = CB
(−µ∗ + µ∗ − STφ∗) . (32)
Here matrix CBCT is singular, however its only null space vector is vector of once. Additionally sum
of elements of right hand side vector is always 0 due to multiplication by incidence matrix C so it is
never in the null space of CBCT , therefore for any µ∗, µ∗ and φ∗ there exists such u∗, that equation
(31a) is satisfied. Note that equation (32) has infinite amount of solutions in u of the form u∗ + ρβ,
β ∈ R due to matrix CBCT being singular. Let us consider equation (31b). For any (pC)∗ such, that∑n
i=1((p
C
i )
∗ + pDi ) = 0, then exists such η
∗, that (31b) is satisfied, since C is an incidence matrix.
Otherwise there exists u∗ solution of (31a) such that at lease one of u∗i is equal to K
u
i , therefore
corresponding Γu
∗
i is equal 0. That excludes at least one equation from (31b) and one row from
matrix CB, which means, that reduced matrix has full row rank and solution in η∗ always exists.
Let us now consider equations (31d). Recall, that equations (31a) and (31b) can be satisfied for any
µ∗, µ∗ and φ∗. If for some j χ∗j = pj, than the equation is satisfied, otherwise µ
∗
j = K
µ
j and Γ
µ∗
j = 0
and equation degenerates to 0 = 0. Similarly equations (31e) and (31f) are always satisfied.
Lemma 4.2. If all constraints (5), (4) and (8) are satisfied, stationary point (η∗, u∗, µ∗, µ∗, φ∗)
deliver solution of the optimization problem (9), (13), (5), (4), (8).
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Proof. Lagrange function for this problem has form
L0(p
C , η, λ, σ, σ, φ, µ, µ) =
1
2
(pC)TWpC + λT (CBCTη − pC − pD)+
+σTW (pC − pC) + σTW (pC − pC) + φT (SBCTη − ψ)+
+µT (BCTη − p) + µT (p−BCTη)
(33)
KKT condition for this function has the following form:
WpC − λ+Wσ −Wσ = 0, (34a)
CB(CTλ+ µ− µ+ STφ) = 0, (34b)
CBCTη − pC − pD = 0, (34c)
σi(p
C
i − pCi ) = 0, i = 1, n, (34d)
pC − pC ≤ 0, (34e)
σi(p
C
i
− pCi ) = 0, i = 1, n, (34f)
pC − pC ≤ 0, (34g)
σ ≥ 0, σ ≥ 0, (34h)
µj((BC
Tη)j − pj) = 0, j = 1,m, (34i)
BCTη − p ≤ 0, (34j)
µ
j
(p
j
− (BCTη)j) = 0, j = 1,m, (34k)
p−BCTη ≤ 0, (34l)
µ ≥ 0, µ ≥ 0, (34m)
SBCTη − ψ = 0. (34n)
If we set u = pC+σ−σ, then equations (34a)-(34h) are equivalent to (31a)-(31d). Additionally equa-
tions (31e), (31f) represent complementary slackness (34i), (34k), positiveness of dual variables (34m)
and inequality constraints (34j) and (34l). Furthermore equations (31g) and (34n) are equivalent.
Lemma 4.3. If power reserve is sufficient to compensate the disturbance (
∑n
i=1 p
C
i
≤ −∑ni=1 pDi ≤∑n
i=1 p
C
i ), then in equilibrium
n∑
i=1
(pCi )
∗ = −
n∑
i=1
pDi .
Proof. If Γu = I, then sum of equations (31d) we get
∑n
i=1 p
C
i = −
∑n
i=1 p
D
i . If there exists i0 ∈ 1, n
such that Γ(u∗)i0 = 0, then either u
∗
i0
= K
u
i0
or u∗i0 = K
u
i0
. From (31a) u = (CBCT )+CB(−µ∗+µ∗−
STφ∗) + ρβ, β ∈ R. Therefore
|u∗i0 − u∗i | ≤ ‖(CBCT )+CB(−µ∗ + µ∗ − STφ∗)‖, i = 1, n. (35)
Here 0 ≤ µ∗ ≤ Kµ, 0 ≤ µ∗ ≤ Kµ, Kφ ≤ φ∗ ≤ Kφ, therefore form (29), (30) if u∗i0 = Ku,
then maxi |u∗i0 − u∗i | < pCi − Kui0 , i = 1, n, and u∗ < pC . As a result,
∑n
i=1(p
C
i )
∗ <
∑n
i=1 p
D
i and∑n
i=1(p
C)∗i +
∑n
i=1 p
D
i < 0. Since
∑n
i=1(CBCη)i − pCi − pDi = −
∑n
i=1 p
C
i −
∑n
i=1 p
D
i , there exists i1
such that (CBCη)i1 − pCi1 − pDi1 > 0, therefore Γui1 = 1 and equation i1 in (31d) is not equal 0. Similar
contradiction can be shown for the case, when u∗i0 = K
u
i0
.
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Lemma 4.4. System (28) is stable.
Proof. Let us introduce the following Lyapunov function [31]
V 0(η, u, µ, µ, φ) =
1
2
((η − η∗)T (η − η∗)+
+(u− u∗)T (u− u∗)+
+(µ− µ∗)T (µ− µ∗) + (µ− µ∗)T (µ− µ∗)+
+(φ− φ∗)T (φ− φ∗)).
Since CB
(−CTu∗ − µ∗ + µ∗ + STφ∗) = 0, V˙ can be split into 4 sums:
V˙ 0(η, u, µ, µ, φ) = Υ1(η, u, µ, µ, φ)+
+Υ2(η, u, µ, µ, φ) + Υ2(η, u, µ, µ, φ) + Υ3(η, u, µ, µ, φ),
where
Υ1(η, u, µ, µ, φ) = (u
∗ − u)T (Cχ− Cχ∗)−
−(u∗ − u)T (Cχ− pC − pD),
Υ2(η, u, µ, µ, φ) = (µ
∗ − µ)T (χ− χ∗)−
−(µ∗ − µ)TΓµ(χ− p),
Υ2(η, u, µ, µ, φ) = (µ− µ∗)T (χ− χ∗)−
−(µ− µ∗)TΓµ(χ− p),
Υ3(η, u, µ, µ, φ) = (φ
∗ − φ)T (STχ− STχ∗)−
−(φ∗ − φ)TΓφ(STχ− ψ),
Let us show, that Υ1(η, u, µ, µ, φ) ≤ 0.
1. If power reserve is sufficient to compensate the disturbance (
∑n
i=1 p
C
i
≤ −∑ni=1 pDi ≤∑ni=1 pCi ),
then in equilibrium pD = Cχ∗−(pC)∗. Therefore Υ1(η, u, µ, µ, φ) = −(u−u∗)TΓu(pC−(pC)∗)+
(u− u∗)T (Γu − I)(Cχ− Cχ∗). Note that if ui ≤ u∗i then pCi ≤ (pCi )∗ and vice versa (i ∈ 1, n),
therefore the first quadratic form is non positive. Let us show summand of the second quadratic
form (ui − u∗i )(Γui − 1)((Cχ)i − (Cχ∗)i) is non positive for any i = 1, n.
(a) If ui = K
u
i and (Cχ)i − pCi − pDi ≥ 0, then ui − u∗i ≥ 0, Γui = 0, and ((Cχ)i − (Cχ∗)i) ≥
pCi − (pCi )∗ ≥ 0, therefore the summand is non positive.
(b) If ui = K
u
i and (Cχ)i − pCi − pDi ≤ 0, then ui − u∗i ≤ 0, Γui = 0, and ((Cχ)i − (Cχ∗)i) ≤
pCi − (pCi )∗ ≤ 0, therefore the summand is non positive.
(c) Otherwise Γui = 1 and the summand is equal 0.
2. If
∑n
i=1 p
D
i ≥
∑n
i=1 p
C
i , then u
∗ = K
u
, and Cχ∗ − (pC)∗ − pD ≥ 0. As before first quadratic
form is non positive. Any summand (ui− u∗i )(Γui − 1)((Cχ)i− (Cχ∗)i) of the second quadratic
form has the following properties:
(a) If ui = K
u
i = u
∗
i , then the summand is equal 0.
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(b) If ui = K
u
i and (Cχ)i − pCi − pDi ≤ 0, then u − u∗ ≤ 0, Γui = 0, and ((Cχ)i − (Cχ∗)i) ≤
pC − (pC)∗ ≤ 0, therefore the summand is non positive.
(c) Otherwise Γui = 1 and the summand is equal 0.
3. If
∑n
i=1 p
C
i
≥∑ni=1 pDi , then u∗ = Ku, and Cχ∗ − (pC)∗ − pD ≤ 0. First quadratic form is non
positive. Any summand (ui − u∗i )(Γui − 1)((Cχ)i − (Cχ∗)i) of the second quadratic form has
the following properties:
(a) If ui = K
u
i and (Cχ)i − pCi − pDi ≥ 0, then u − u∗ ≥ 0, Γui = 0, and((Cχ)i − (Cχ∗)i) ≥
pC − (pC)∗ ≥ 0, therefore the summand is equal 0.
(b) If ui = K
u
i = u
∗
i , then the summand is equal 0.
(c) Otherwise Γui = 1 and the summand is equal 0.
Let us show, that Υ2(η, u, µ, µ, φ) ≤ 0. Here Υ2(η, u, µ, µ, φ) =
∑m
j=1(µ
∗
j − µj)(χj − χ∗j) − (µ∗j −
µj)Γ
µ
j (χj − pj) =
∑n
j=1 υj. We will show that each summand is non positive. For sum j we have the
following cases:
1. If χj < pj and µj = 0, then Γ
µ
j = 0 and υj = µ
∗
j(χ− χ∗).
(a) If χ∗j < pj, then µ
∗
j = 0 and υj = 0.
(b) If χ∗j ≥ pj > χj, then υj ≤ 0, since by definition µ∗ ≥ 0.
2. If χj > pj and µj = K
µ
j , then Γ
µ
j = 0 and υj = (µ
∗
j − µj)(χ− χ∗).
(a) If χ∗j ≤ pj, then µj ≥ µ∗j and χj ≥ χ∗j , therefore υj ≤ 0.
(b) If χ∗j > pj, then µj = µ
∗
j , therefore υj = 0.
3. In all other cases Γµj = 1 and υj = (µ
∗
j − µj)(pj − χ∗j).
(a) If χ∗j < pj, then µ
∗
j = 0 and υj = −µj(pj − χ∗j) ≤ 0, since µj ≤ 0 by definition.
(b) If χ∗j = pj, then υj = 0.
(c) If χ∗j > pj, then µ
∗
j = K
µ
j ≥ µj, therefore υj ≤ 0.
Let us show, that Υ2(η, u, µ, µ, φ) ≤ 0. Here Υ2(η, u, µ, µ, φ) =
∑m
j=1(µ
∗
j
− µj)(χj − χ∗j) − (µ∗j −
µj)Γ
µ
j (χj − pj) =
∑n
j=1 υj. We will show that each summand is non positive. For sum j we have the
following cases:
1. If χj > pj and µj = 0, then Γ
µ
j = 0 and υj = −µ∗j(χ− χ∗).
(a) If χ∗j > pj, then µ
∗
j
= 0 and υj = 0.
(b) If χ∗j ≤ pj < χj, then υj ≤ 0, since by definition µ∗ ≥ 0.
2. If χj < pj and µj = K
µ
j , then Γ
µ
j = 0 and υj = (µj − µ∗j)(χ− χ∗).
(a) If χ∗j ≥ pj, then µj ≥ µ∗j and χj ≤ χ∗j , therefore υj ≤ 0.
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(b) If χ∗j < pj, then µj = µ
∗
j
, therefore υj = 0.
3. In all other cases Γ
µ
j = 1 and υj = (µj − µ∗j)(pj − χ∗j).
(a) If χ∗j > pj, then µ
∗
j
= 0 and υj = µj(pj − χ∗j) ≤ 0, since µj ≤ 0 by definition.
(b) If χ∗j = pj, then υj = 0.
(c) If χ∗j < pj, then µ
∗
j
= K
µ
j ≥ µj, therefore υj ≤ 0.
Let us show, that Υ3(η, u, µ, µ, φ) ≤ 0. Here Υ3(η, u, µ, µ, φ) =
∑ξ
k=1(φ
∗
k−φk)((STχ)k−(STχ∗)k)−
(φ∗k − φk)Γφk((STχ)k − ψk) =
∑ξ
k=1 υk. We will show that each summand is non positive. For sum k
we have the following cases:
1. If (STχ)k ≥ ψk and φk = Kφk , then Γφk = 0 and υk = (φ∗k − φk)((STχ)k − (STχ∗)k).
(a) If (STχ∗)k > ψk, then φ∗k = K
φ
k and υk = 0.
(b) If (STχ∗)k < ψk, then ψ∗k = K
φ
k and υk ≤ 0, since φ∗k < φk.
(c) If (STχ∗)k = ψk ≤ (STχ)k, then υk ≤ 0, since φ∗k < φk.
2. If (STχ)k ≤ ψk and φk = Kφk , then Γφk = 0 and υk = (φ∗k − φk)((STχ)k − (STχ∗)k).
(a) If (STχ∗)k > ψk, then φ∗k = K
φ
k and υk ≤ 0, since φ∗k > φk.
(b) If (STχ∗)k < ψk, then φ∗k = K
φ
k and υk = 0.
(c) If (STχ∗)k = ψk ≥ (STχ)k, then υk ≤ 0, since φ∗k > φk.
3. In all other cases Γφk = 1 and υk = (φ
∗
k − φk)(ψk − (STχ∗)k).
(a) If (STχ∗)k > ψk, then φ∗k = K
φ
k and υk ≤ 0, since φ∗k ≥ φk.
(b) If (STχ∗)k < ψk, then ψ∗k = K
φ
k and υk ≤ 0, since φ∗k ≤ φk.
(c) If (STχ∗)k = ψk ≥ (STχ)k, then υk ≤ 0.
Lemma 4.5. In system (28) control variables pC converge to their equilibrium values:
lim
t→∞
pCi (t) = (p
C
i )
∗, i = 1, n.
Proof. We have V˙ 0(η, u, µ, µ, φ) = 0 only if Υ1(η, u, µ, µ, φ) = 0 but Υ1(η, u, µ, µ, φ) ≤ −(u −
u∗)T (pC−(pC)∗). Therefore it can be possible only when ui = u∗i , i = 1, n, which gives the stationary
point, or when both ui and u
∗
i either bigger than p
C
i or smaller then p
C
i
, but then pCi = (p
C
i )
∗ = pCi
or pCi = (p
C
i )
∗ = pC
i
respectively.
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4.2 Disturbance estimation
Differential system (28) requires usage of disturbance vector, which is unknown. From (1a), (1b),
(3) vector of disturbances can be estimated as is shown below:
pDG = Mω˙G +DGωG + p
E
G − pM ,
pDL = DLωL + p
E
L − pCL .
Here deviations of frequencies ω and deviations of electrical power pE can be measured directly.
Mechanical power injections pM are approximated by p˜M given by the following equation:
T˜M ˙˜pM = −p˜M + α˜, (36a)
T˜G ˙˜α = −α˜ + pC . (36b)
Therefore equation (28d) is replaced by
u˙ = Γu(Cχ− pC − q), (37)
where qG = Mω˙G + DGωG + p
E
G − p˜M , qL = DLωL + pEL − pCL . The control scheme (28a)-(28c),
(37), (28e)-(28g) is shown in Figure 1. Here block B1 is describes mechanical power approximation,
block B2 describes disturbance estimation q, block B3 describes control signal derivation, block B4
describes congestion management, block B5 describes control over inter-area flows.
With this change system (1), (28a)-(28c), (37), (28e)-(28g) can be decoupled. Stability of (1d),
(1e), (28a)-(28c), (37), (28e)-(28g) leads to the stability of the entire system.
Lemma 4.6. System (1d), (1e), (28a)-(28c), (37), (28e)-(28g) is stable.
Proof. The stability proof is similar to proof of lemma 4.4. Let us introduce lagrange function
V 1(η, u, µ, µ, φ, pM , v, p˜M) =
=
1
2
((η − η∗)T (η − η∗)+
+(u− u∗)T (u− u∗)+
+(µ− µ∗)T (µ− µ∗) + (µ− µ∗)T (µ− µ∗)+
+(φ− φ∗)T (φ− φ∗) + (pM − (pM)∗)TTM(pM − (pM)∗)+
+(v − v∗)TTG(v − v∗) + (p˜M − (p˜M)∗)T T˜ (p˜M − (p˜M)∗)).
As before we separate its derivative into 4 components
V˙ 1(η, u, µ, µ, φ, pM , v, p˜M) = Υ1(η, u, µ, µ, φ)+
+Υ2(η, u, µ, µ, φ) + Υ2(η, u, µ, µ, φ) + Υ3(η, u, µ, µ, φ)+
+Υ4(η, u, µ, µ, φ, p
M , v, p˜M).
As is shown in Lemma 4.4, Υ2(η, u, µ, µ, φ) ≤ 0, Υ2(η, u, µ, µ, φ) ≤ 0, Υ3(η, u, µ, µ, φ) ≤ 0 and
Υ1(η, u, µ, µ, φ) ≤ (u− u∗)T ((pC)∗ − pC) ≤ (pC − (pC)∗)T ((pC)∗ − pC). Therefore
Υ1(η, u, µ, µ, φ) + Υ4(η, u, µ, µ, φ, p
M , v, p˜M) ≤ yTQy,
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B1
B3
B4
B5
B2
Power System
Figure 1: Control scheme block diagram
where y = (pC − (pC)∗, pM − (pM)∗, v − v∗, p˜M − (p˜M)∗) and
Q =

−I Γu 0 −Γu
0 −I I 0
I 0 −I 0
I 0 0 −I
 .
This matrix is equivalent to block diagonal matrix with |L| 5 by 5 blocks, of the following form
1
2

−2 1 1 0
1 −2 1 0
1 1 −2 0
0 0 0 −2
 or 12

−2 0 1 1
0 −2 1 0
1 1 −2 0
1 0 0 −2

depending on Γui being 1 or 0 respectively, i ∈ L. This blocks are symmetric and diagonally dominant
thus negative semi-definite and as a result
Υ1(η, u, µ, µ, φ) + Υ4(η, u, µ, µ, φ, p
M , v, p˜M) ≤ yTQy ≤ 0
and
V˙ 1(η, u, µ, µ, φ, pM , v, p˜M) ≤ 0.
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Figure 2: New England System.
Lemma 4.7. In system (1d), (1e), (28a)-(28c), (37), (28e)-(28g) control variables pC converge to
their equilibrium values:
lim
t→∞
pCi (t) = (p
C
i )
∗, i = 1, n.
Proof. Proof is similar to the proof of the Lemma 4.5
4.3 Communication constraints
Note that differential system requires only multiplications by diagonal matrices, which can be done
locally, by matrices C or CT which by construction require only knowledge from neighbors and by
matrix S which requires only information sharing between buses participating in inter-area flows. As
a result this scheme can be used in decentralized way.
5 Numerical results
Numerical experiments were undertaken using the New England System, Figure 2. Data from Power
System Toolbox [32] was used. In order to ensure a fair comparison with AGC, only generator control
was considered. Including load-side control would improve the transient performance of the controller.
Additionally non-linear power flows are used [27], as well as single reheat tandem-compound steam
turbine model [23] instead of first order equation (1d) for turbine dynamics.
Disturbance of 1 p.u. appears on the 10th generator (bus 30). System divided into two areas by
lines (1,2), (2,3) and (17,27) sum of power flows deviations on this lines must be zero in equilibrium.
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(b) Control (28).
Figure 3: Frequencies of generator buses.
In addition power flow on the line (1,2) must not exceed 0.1 p.u.
Figure 3 represents the systems frequencies behavior under droop control with AGC (Figure 3a)
and under the proposed control (Figure 3b). It can be seen that control (28) improves both the
primary frequency control, as the frequency nadir (maximum frequency drop) is smaller, and the
secondary frequency control as the settling time is smaller.
Power flows on line (1,2) and inter-area flows are given in Figures 4 and 5 respectively. It can
be seen, that unlike traditional control, when secure OPF is solved every 5 minutes or 1 hour, here
congestion management is performed within the timescale of Primary Frequency control.
6 Conclusion
The control scheme, presented in this paper is designed as a replacement for AGC and is aimed to
provide faster frequency restoration and reduce frequency oscillations. It also performs congestion
management in the timescale of tens of seconds hence making it possible to move from preventive
(N-1) dispatch to (N-0) dispatch with corrective actions taken when a disturbance appears. This
will reduce the dispatch cost. Power limits and inter-area flows constraints will be satisfied only
if that des not affect frequency restoration, since their violation is not as dangerous as frequency
oscillations. If all constraints are satisfied, then control delivers system to the closest to the last
economic dispatch state in order to reduce generation cost.
Controllable loads are utilized as their responses to control signal are compared much quicker than
those due compared to conventional generation and may therefore be used in low-inertia systems.
Load side control greatly increases number of controllable busses. In order to ensure its control reli-
ability in such circumstances, communication is limited to only communication between neighbours
and between buses, which participate in inter-area flows. This also allows addition of new buses to
the system without any communication with System Operator.
In the future we hope to ensure reliability of such control scheme in case of more complicated
model, that includes nonlinear line flows and higher order generator equations.
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(a) Droop control and AGC.
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(b) Control (28).
Figure 4: Deviations of power flow on the line (1,2).
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(a) Droop control and AGC.
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Figure 5: Deviations of inter-area flow.
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