In recent years, several algorithms, which approximate matrix decomposition, have been developed. These algorithms are based on metric conservation features for linear spaces of random projection types. We show that an i.i.d sub-Gaussian matrix with large probability to have zero entries is metric conserving. We also present a new algorithm, which achieves with high probability, a rank r decomposition approximation for an m×n matrix that has an asymptotic complexity like state-of-the-art algorithms. We derive an error bound that does not depend on the first r singular values. Although the proven error bound is not as tight as the state-of-the-art bound, experiments show that the proposed algorithm is faster in practice, while getting the same error rates as the state-of-the-art algorithms get.
Introduction
Dimensionality reduction by randomized linear maps preserves metric features. The Johnson-Lindenstrauss Lemma (JL) [11] shows that there is a random distribution of linear dimensionality reduction operators that preserves, with bounded error and high probability, the norm of a set of vectors. For example, Gaussian random matrices satisfy this property.
JL Lemma was extended in the following way. While the classical formulation dealt with norm conservation of sets of vectors, the JL-based extension deals with a subspace of a vector space. This extension is considered for example in [22] , where it shows that Fourier based random matrices of size n × O(r log r) conserves the norm of all the vectors from a vector space of dimension r. Similar results for sparse matrices distribution are given in [3, 5, 12, 15] .
In recent years, several algorithms that approximate matrix decomposition, which are based on norm conservation, have been developed. The idea is roughly as follows: A randomly drawn matrix Ω, which projects the original matrix into a lower dimension, is used. The decomposition is calculated in the low dimensional space. Then, this decomposition is mapped into the matrix original size. It is shown in [14, 20] how to use random Gaussian matrices in order to find, with high probability, an approximated interpolative decomposition, singular value decomposition (SVD) and LU decomposition. FFT-based random matrices, which approximate matrix decompositions, are described in [24] . The special structure of the FFT-based distribution provides a fast matrix multiplication that yields a faster algorithm than the algorithms in [14] . A comprehensive review of these ideas (and many more) is given in [9] . The algorithm in [3] uses a sparse random matrix distribution that makes the matrix multiplication step in the algorithm even faster than what the FFT-based matrices provide.
In this paper, we show that the class of matrices with i.i.d sub-Gaussian entries satisfy the image conservation property even when the probability for a zero entry grows with the size of the matrix. Additionally, we construct fast SVD and LU decomposition algorithms with bounded error and asymptotic complexity equal to the asymptotic complexity of the state-of-the-art algorithm. Although the asymptotic complexity is the same, the practical running time of the presented algorithms is lower than the existing algorithms. Since the random projections are matrices with i.i.d entries, it is not required to set the dimension k of the projection in advance. It is possible, although not elaborated in this paper, to increase k iteratively, until the resulting approximation is in the required accuracy. Stronger bounds for the case of sparse-Bernoulli random matrices are shown in [4] 1 We denote by M n×m the set of n by m matrices. We call a rectangular random matrix distribution M an metric conserving distribution if for any A ∈ M n×m a randomly chosen Ω ∈ M m×k from M, the image of AΩ is similar to the image of A. Three main parameters related to this property are the dimension k of Ω (the smaller the better), the "distance" between the images of AΩ and A and the probability for which the image conservation is valid. It is obvious that these parameters are connected. Distributions, which conserve the norm allowing an error (1 + ε) of the theoretical bound, are called oblivious subspace embedding (OSE) ( [15] ).
The theoretical bound for a rank r approximation of a matrix A in L 2 norm is σ r+1 (A) and in Frobenius norm it is ∆ r+1 , where σ r (A) is the rth largest singular value of A and ∆ r (A)
1/2 . Three important results related to the above parameters, which deal with metric conserving distributions in the context of randomized decomposition algorithms, are: 1. Achieving an accuracy of O σ (σ r+1 (A)) for a rank r measured in L 2 norm with high probability, is described in [9, 14] . To achieve this accuracy with high probability, the required Ω can be an i.i.d Gaussian matrix of size O(r). 2. Achieving an accuracy of O σ (σ r+1 (A)) for a rank r measured in L 2 norm with high probability, is described in [9, 24] . To achieve this accuracy with high probability, Ω can be an FFT-based matrix of size O(r log r). 3. The result in [15] achieves accuracy of (1 + ε)∆ r+1 (A) with high probability measured in Frobenius norm. While Ω is drawn from a sparse distribution, its size is assumed to be not less than O(r 2 /ε 2 ). In fact, for sparse matrices distribution, a lower bound for the size of Ω is provided in [16] .
We show in Section 3 that for the class of matrices with i.i.d sub-Gaussian entries, the size of Ω, which is needed to achieve an accuracy O σ (σ r+1 (A)) measured in L 2 norm. We also show its dependency on the probability to have a zero entry. By choosing a sparse matrix distribution to be sub-Gaussian, we were able to perform a fast matrix multiplication while having a small size Ω. It is shown in [6] that this class of sub-Gaussian matrices of size O(r/ε 2 ) with constant probability distribution is an OSE. In this paper, we provide a bound for the case where the distribution depends on the size of the matrix.
The state-of-the-art result for rank r approximation algorithm appears in [3] . It describes how to use a sparse embedding matrix to construct an algorithm that finds for any matrix A ∈ M m×n and any rank r, with high probability, an SVD approximation of rank r. Namely, orthogonal U, V * and a diagonal matrix Σ are formed such that A − U ΣV * F ≤ (1 + ε)∆ r+1 (A). Although the algorithm in [9] uses a smaller Ω than [3] , the algorithm in [3] is asymptoticly faster than the algorithm in [9] because of the sparse nature of the projection.
We describe in Section 4.1 an algorithm that for each A ∈ M m×n outputs with high probability a low rank SVD approximation that is built from U, Σ and V . The algorithm works with any metric conserving or OSE random distribution. The size k of the random embedding in the algorithm depends on the probability p for having a zero entry. The complexity of the algorithm when using i.i.d sub-Gaussian random matrix projections is O(nnz(A)pk + (m + n)k 2 ) where nnz(A) denotes the number of non-zeros in A and k = O( 1 p 3 ln r). For sparse embedding matrix distribution as in [15] , the complexity of the algorithm in Section 4.1 is the same as in [15] . This algorithm guarantees with high probability that A − U ΣV * 2 ≤ O σ (σ r+1 (A)). Although the guaranteed error bound is less tight than the one in [3] , we show in Section 5 that in practice our algorithm reaches the same error in less time.
The randomized LU decomposition algorithm in [1] is based on the ideas from [3] . We show in Section 4.2 that it is also valid when random matrices from a sub-Gaussian distribution are chosen with the complexity and error bound equal to those from the SVD decomposition.
The paper has the following structure: In Section 2, we present the necessary mathematical preliminaries. In Section 3, we show that i.i.d sub-Gaussian random matrices are metric conserving and in Section 4 we describe the SVD algorithm and show that the LU algorithm in [1] is valid with i.i.d sub-Gaussian random matrices. In section 5, we present the numerical results of the described SVD algorithm.
Preliminaries

The ε-Net
ε-net is defined in Definition 2.1. Its size is bounded by Lemma 2.1 that is proved in [19] . Throughout the paper, S n−1 denotes the (n − 1)-sphere in R n .
Definition 2.1. Let (T, d) be a metric space and let K ⊂ T . A set N ⊂ T is called ε-net of K if for all x ∈ K there exists y ∈ N such that d(x, y) < ε.
Lemma 2.1 (Proposition 2.1 in [19] ). For any ε < 1, there exists an ε-net N of S n−1 such that
Remark. It follows that for sufficiently large n, the size of 1/2 -net of S n−1 has at most
Compressible and Incompressible Vectors
Lemma 2.2. Let U ⊂ R n a subspace of dimension r. Let N be an ε net -net of the set of (η, ε c )-compressible vectors in U . Then, 
Sub-Gaussian Random Variables
In this section, we introduce the sub-Gaussian random variables with some of their properties. SubGaussian variables are an important class of random variables that have strong tail decay properties. This class contains, for example, all the bounded random variables and the normal variables. Remark. For convenience, we use the term sub-Gaussian matrix for a matrix with i.i.d sub-Gaussian entries.
Many non-asymptotic results on a sub-Gaussian matrix distribution have recently appeared. A survey of this topic appears in [17, 23] .
The following facts, proved in [13, [17] [18] [19] 23] , are used in the paper:
1. Linear combination of centered sub-Gaussian variables is also sub-Gaussian. This is stated in Theorem 2.3. The inequality in this theorem is similar to Hoeffding inequality [10] .
2. The bound for the first singular value of a sub-Gaussian random matrix is given in Theorem 2.4.
3. The probability bound for the sum of centered sub-Gaussian variables to be small is given in Theorem 2.6.
Formally, Theorem 2.3. Let X 1 , . . . , X n be independent centered sub-Gaussian random variables. Then, for any a 1 , . . . , a n ∈ R
Theorem 2.4. Let Ω be a k × n, n ≥ k, random matrix whose entries are i.i.d centered sub-Gaussian random variable. Then,
2 n holds for t ≥ C 0 .
Since we are interested in sparse matrices, the following definition is useful.
Definition 2.4.
A sub-Gaussian random variables X is represented by a combination of a centered sub-Gaussian random variable 1 √ p Z with P(Z = 0) = 0, E(Z 2 ) = 1 with probability p and 0 otherwise.
p . Lemma 2.5. Let X 1 , . . . , X n be independent centered sub-Gaussian random variables defined as a combination of a centered sub-Gaussian 1 √ p Z with P(Z = 0) = 0 and E(Z 2 ) = 1 with probability p and 0 otherwise. Then, for any (a 1 . . . a n ) ∈ S n−1 the third and forth moment (skewness and kortosis) of
Proof.
Since p ≤ 1, the proof is completed.
Lemma 2.6. Let X 1 , . . . , X n be an i.i.d centered sub-Gaussian random variable as in Definition 2.4. For every coefficients vector (in particular for a compressible vector) a = (a 1 , . . . , a n ) ∈ S n−1 , the
By the Cauchy-Schwarz inequality,
This leads to the Paley-Zygmund inequality:
. By Theorem 2.3, the random variable S is sub-Gaussian. By Lemma 2.5, ES 4 ≤ z4 p where z 4 = EZ 4 + 1. To complete the proof
In particular, for λ = 1/2 we have
Lemma 2.7. For any 0 < α < 1, there is c s such that for any k,
Proof. We use the Stirling formula to estimate ln
Lemma 2.8 follows from Berry-Essen's theorem [2, 7] in a similar fashion to the derivations in [21] .
holds.
Proof. Let N be a standard normal variable. From Barry-Essen's theorem follows that for all r
Thus, for any t,
By rewriting 2.2, we have
Metric conservation of sub-Gaussian random matrices
The main goal of this section is to show that for any matrix A and for a sub-Gaussian matrix Ω, the image of AΩ is "close" to the image of A with high probability, or, in other words, Ω preserves the geometry. Namely, if Q is an orthogonal basis for AΩ, then A − QQ * A 2 is small. In order to show that the application of a random sub-Gaussian matrix preserves the geometry of A, we have to bound its behavior in any subspace of a given dimension r. We show in Theorem 3.4 that the norm of a random sub-Gaussian matrix in a subspace of dimension r is bounded from above with high probability. In Lemmas 3.2 and 3.3 it is shown that Ω conserves compressible and incompressible vectors, respectively, from a subspace of dimension r. In Theorem 3.5, these results are joined to show that the minimal singular value is bounded from below with high probability. The flow of the proof is based on ideas from the proof of bounds on singular values of Bernoulli random matrix in [21] and ideas from [17] . In Theorem 4.1, these results and the fact that the norm of a random matrix is also bounded (Theorem 2.4) are used to show that a sub-Gaussian matrix preserves the geometry.
These are the dependencies among the different theorems in this section:
where C is a constant that will be chosen later, and C 1 (C) depends only on C.
Proof. We recall that a is incompressible if j:|aj |≤εc |a j | 2 ≥ η 2 . By using Lemma 2.8 we get:
Note that we can condition out variables,
If we condition out all the X i for which a i > ε c , we get
By substituting r = 2Cε 0 η we have
By using Lemma 2.5 and by substituting ε c = ε 0 η √ p the proof is completed.
Lemma 3.2 ( Ω conserves incompressible vectors in a subspace).
Let Ω be a k × n (n ≥ k) random matrix whose entries are i.i.d centered sub-Gaussian random variable as in Definition 2.4. Denote ε c = ε 0 η √ p. Then, for any (ε c , η)-incompressible x ∈ S n−1 ,
for a constant α.
Proof. The coordinates of the vector Ωx are independent linear combinations of i.i.d. sub Gaussian random variables with incompressible coefficients (x 1 . . . x n ) ∈ S n−1 . Hence, by Lemma 3.1,
If α is sufficiently small, then (1 − α 2 )k > k/2 and
For α sufficiently small, α 2 k
Lemma 3.3 (Ω conserves any vector in a subspace).
Let Ω be a k × n (n ≥ k) random matrix whose entries are i.i.d centered sub-Gaussian random variable with variance 1 as in Definition 2.4. Let C be a constant that will be chosen later, and let η be small enough, such that η 2 ln
Proof. The coordinates of the vector Ωx are independent linear combinations of i.i.d. sub Gaussian random variables with coefficients (x 1 . . . x n ) ∈ S n−1 . Hence, for λ = 1/2,by Lemma 2.
If η is sufficiently small, then (1 − 16C 2 η 2 )k > k/2 and
From Lemma 2.7 follows that for η sufficiently small, . Thus, for η such that η 2 ln
The proof of Theorem 3.4 is similar to the proof of Theorem 2.4.
Theorem 3.4 (Maximum value in a subspace).
Let U ⊂ R n be a linear subspace of dimension r. Let Ω be a k × n random matrix where n ≥ k > r and k = O(r) is sufficiently large. Assume the entries of Ω are i.i.d centered sub-Gaussian random variables. Then, for t ≥ C 0 we have
Proof. Let N be a (1/2)-net of the r-dimensional unit sphere of the image of U . Let M be a (1/2)-net of the k-dimensional unit sphere of the image of Ω. For any u ∈ U where u = 1, we can choose x ∈ N such that x − u 2 < 1/2. Then,
This shows that Ω ≤ 2 sup x∈N Ωx 2 = 2 sup x∈N sup v∈S k−1 Ωx, v . In a similar way, by approximating v with an element from M we get
We obtain Ω ≤ 4 max x∈N , y∈M | Ωx, y |. By Lemma 2.1, we can choose these nets to be |N |≤ 6 r and |M|≤ 6 k . By Theorem 2.3, for every x ∈ N and y ∈ M, the random variable Ωx, y = k j=1 n k=1 a j,k y j x k is sub-Gaussian, i.e. for t > 0
By taking the union bound we get
2 k , provided that t ≥ C 0 for an appropriately chosen constant C 0 > 0. This completes the proof.
By combining Theorem 3.4 with the ε-net argument and Lemmas 3.2 and 3.3 we obtain an estimate for the smallest value of Ωv for v in a subspace of dimension r. Theorem 3.5 (Smallest value on a subspace). There are constants M and D such that for any n, r ∈ N, p ∈ R, 0 < p < 1, n > r, and for any r dimensional linear subspace U ⊂ R n , if
then for Ω ∈ M k×n with centered sub-Gaussian random i.i.d entries as in Definition 2.4,
Proof. The proof is divided into three steps. In steps 1 and 2 Ω is bounded on incompressible and compressible vectors, respectively, and in step 3 these results are joined to complete the proof. We set M to be M > αC 0 where C 0 comes from Theorem 3.4, and α from Lemma 3.2, such that e
−c0
M α 2 k from Theorem 3.4 is sufficiently small.
Step 1: Let N be a αη -net of the set of (ε c , η)-incompressible vectors in the image of U . the number of vectors in N is bounded by 
Thus, by the union bound with failure probability of not more than
the following min
holds. Since N is an αη-net of the (ε c , η)-incompressible vectors in the image of U , with the probability given in Eq. (3.2), then Eq.(3.3) holds. By Theorem 3.4 we have, for any incompressible vector y,
Step 2: Let M be a η -net of the set of (ε c 
holds. Since M is an η-net of the (ε c , η)-compressible vectors in the image of U , with the probability given in Eq.(3.4), then Eq. (3.5) holds. For any compressible vector y we have
Thus, if Eqs. Ωy ≥ M αε c √ k.
Step 3: The probabilities in Eqs. (3.2) and (3.4) are analyzed next. We have
for some c 1 that depends only on z 4 . Lemma 3.3 holds for η = p 1/2− and the probabilities in Eqs. (3.2) and (3.4) are less than e r log(
and e
for constants c i . Thus, for Eq. 3.1 to hold, k has to satisfy
and c 10 1 p 3 log(r) + c 11
Note that 
Approximated matrix decompositions 4.1 Randomized SVD using sparse projections
We present an algorithm that approximates the SVD decomposition of any matrix A. We first recall a known result (e.g. see [9] ).
Theorem 4.1 (Theorem 11.2 in [9] ). Let A be an m × n matrix with singular values σ 1 , . . . , σ n in descending order. For any integer 0 < r < m, let Ω be a n × k random matrix. Denote Y = AΩ and Y = QR where Q is a matrix with orthonormal columns and R is a full rank triangular matrix. If for any subspace U ⊂ R n of dimension k, min x∈U Ωx 2 and Ω 2 are bounded from below and from above, respectively, with high probability, Then, with high probability,
Remark. Note that the notation O σ (σ r+1 ) means that the error does not depend on the singular values except of having a linear dependency on σ r+1 . Dependency exists on n and k.
Remark 4.2. Note that if Ω 1 ∈ M l×n and Ω 2 ∈ M k×l satisfy Eq. (4.1) for A of size m × n and m × l and r ∈ N , respectively, then Ω = Ω 2 Ω 1 also satisfies Eq. (4.1) for A ∈ M m×n and a rank r. This fact is important since it enables us to combine random matrices by utilizing for example a subsampled randomized Fourier transform (SRFT) [24] matrix or a Gaussian matrix with sub-Gaussian matrix. Similar statement is introduced in [3] as Fact 45.
From Theorem 4.1 it follows that the randomized SVD Algorithm 5.1 in [9] is valid for subGaussian matrices. This algorithm does not take advantage of the fact that Ω can be a sparse matrix. Thus, Algorithm 5.1 can be adapted similarly to the algorithm in Theorem 47 [3] and to the LU decomposition algorithm [1] . For SVD approximation to be of rank r, we use the following version of Weyl's inequality:
Theorem 4.3 (Weyl inequality for singular values). Let
Proof. We prove it by using the min-max principle that for any matrix
The min-max principle states that
Ax .
For any matrix S of dimension n−k+1, we show that there exists a vector such that Bx ≤ σ k (A)+ε. For any such S, there is a vector x ∈ S such that Ax = σ k (A). Note that
Thus, for any S of dimension n − k + 1, min
By repeating these considerations symmetrically for A with respect to B, we have that σ k (A) ≤ σ k (B) + ε. Together with Eq. 4.3, we get |σ k (A) − σ k (B)|≤ ε.
r is the best rank r approximation of Σ.
Algorithm 4.1 describes a randomized SVD decomposition for getting a rank r approximation. This approximation generates the error O σ (σ r+1 (A) ). Theorem 4.5 proves that the algorithm is correct for any matrix distribution that holds the conditions of Theorem 4.1. Its complexity is evaluated in section 4.1.1. Numerical results are given in section 5.
Algorithm 4.1: Sub-Gaussian-based Randomized SVD Decomposition
Input: A matrix of size m × n to decompose, r desired rank, k 1 , k 2 , l number of columns to use.
) where U and V are matrices with orthonormal columns.
1:
Create a random sub-Gaussian matrix Ω 1 of size k 1 × n. 2: Create a random Gaussian matrix Ω 1 of size l × k 1 .
is a full rank upper triangular matrix. 5: Create a random sub-Gaussian matrix Ω 2 of size k 2 × m. 
Proof. For a matrix A ∈ M m×n , let Ω 1 ∈ M k1×n be a sub-Gaussian matrix and let Ω 1 ∈ M l×k1 be a random Gaussian matrix. Denote the QR-decomposition of AΩ *
From Theorem 4.1, Remark 4.2 and Theorem 10.8 of [9] , it follows that for l = O(r)
holds. From Theorem 3.5 it follows that for a sub-Gaussian matrix Ω 2 ∈ M k2×m , where
Together with Eq. (4.4) we get that
. From the result of Corollary 4.4 we get U ΣV * − A 2 ≤ O σ (σ r+1 ).
Remark. A bound for the Frobenius norm
is reached similarly by using Eq. (4.2).
Computational Complexity of Algorithm 4.1
For computational complexity estimation and implementation, the internal random matrix distribution of the algorithm is selected as a subclass of sparse sub-Gaussian matrices. We chose sparseGaussian matrices. Sparse-Gaussian matrices are sparse matrices, where each entry is i.i.d with probability 1 − p to be zero and standard Gaussian otherwise. The complexity of each step in Algorithm 4.1 is shown in Table 4 .1 Step in Algorithm 4.1
A sparse A dense Creation of sparse matrix Ω 1 of size
The total complexity is O(nnz(A)pk+(m+n)k 2 ). For example, for sub-Gaussian random matrices with p = O( For the OSE defined in [15] , the asymptotic complexity is the same as in [15] . We show in Section 5 that although the asymptotic complexity is the same, Algorithm 4.1 is faster in practice.
Sub-Gaussian based Randomized LU decomposition
Theorem 4.1 is equivalent to Theorem 3.1 in [1] where L 2 norm is used instead of Frobenius norm. A sub-Gaussian distribution can be used instead of the sparse embedding matrix distribution. Since the correctness proof of the algorithm in [1] is based on Theorem 3.1, it is also applicable for sub-Gaussian matrices. Theorem 4.6. Assume that sub-Gaussian random matrices are used instead of sparse embedding matrices in the approximated rank r LU decomposition in [1] . Then, for any r ∈ N , and for any matrix A ∈ M m×n , the approximated rank r LU decomposition results in matrices L and U and permutations P and Q such that P AQ − LU 2 ≤ O σ (σ r+1 (A)).
The complexity of the algorithm, as shown in [1] , is O(nnz(A)pk + (m + n)k 2 ).
Numerical Results
The results in this paper are valid to all types of i.i.d sub-Gaussian matrices and OSE distributions.
In the current implementation, we used sparse-Gaussian matrices, where each entry in the matrix is i.i.d with probability p to be standard Gaussian and zero otherwise. Note that this distribution is like the distribution in Definition 2.4 up to a multiplicative constant that does not affect Algorithm 4.1.
We noticed that in practice, for the decomposition of specific matrices, the use of internal random matrix distribution, which has more than one non-zero entry in a each row (as presented for example here and in [15] ), results in a much better approximation error than distributions with one non-zero in each row as in [3] . This is the reason we use p = 3/n in the sparse-Gaussian matrices implementation.
We describe the results from three different experiments. All the experiments were implemented on Intel Xeon CPU X5560 2.8GHz. All the experiments compare between the running time and the generated error from the following three algorithms in different scenarios: 1. The FFT-based algorithm given in [24] . 2. The Algorithm from [3] . 3. Algorithm 4.1. Although the proven error bounds for Algorithm 4.1 are less tight than the bounds for the other algorithms, we see that in practice Algorithm 4.1 reaches the same error. In all the experiments, the parameters for the different algorithms are chosen such that the reconstruction error rates are similar and aligned to the error from [3] and [24] . The slowest algorithm has an error that is not smaller than the fastest algorithm.
The experiments that took place are:
1. Rank r approximation is computed for a randomly generated full matrix A ∈ M 3000×3000 with singular values that decay exponentially fast from 1 to e −50 . Figure 5 .1 displays the comparison between the running time and the error from rank r approximation from the three algorithms mentioned above. The x-axis denotes the rank and the y-axis denotes the running time. The results show that for a small rank range [3] is faster than the FFT-based algorithm [24] . For a larger rank range, the FFT-based algorithm is faster. For all ranks, Algorithm 4.1 is the fastest. 2. Rank r approximation is computed for a randomly generated full matrix A ∈ M 3000×3000 where the first r singular values are 1 and the other singular values decay exponentially fast from e −5
to e −50 . Figure 5 .2a displays the comparison between the running time for rank r approximation for the three algorithms mentioned above. x-axis denotes the rank and the y-axis denotes the running time. As in experiment 1, for a small rank range, [3] is faster than the FFT-based algorithm [24] . For a larger rank range, the FFT-based algorithm is faster than [3] . For all ranks, Algorithm 4.1 is the fastest. to e −50 . Figure 5 .3 displays the comparison between the run time for rank 300 approximation from the three algorithms mentioned above. x-axis denotes the rank and y-axis denotes the running time. It is noticeable in this experiment that the sparse SVD from [3] is faster than the FFT-based algorithm [24] when n increases. For rank 300 and for n ≈ 4500 the algorithm from [3] is faster than the FFT-based algorithm. For ranks larger than 300, a large n is required for the algorithm from [3] to be faster than the FFT-based algorithm. The Sparse SVD Algorithm 4.1 presented in this paper is faster for all n. In Algorithm 4.1, it is only necessary to apply the matrix A once from the left and once from the right, then A does not have to be stored in memory. Table 5 .1 shows the running time for large matrices that cannot be stored in a computer memory. The matrices we chose have a similar form to the choice in [8] . We chose A = F ΣF where F is the DFT matrix and Σ is a diagonal matrix with singular values σ i that decay linearly until i = 200 and exponentially from there on. We set n i=201 σ i to be constant in this experiment. Algorithm 4.1 is applied to rank 200 with k 1 = 500 and k 2 = 700.
Size (n)
Relative Error from Algorithm 4. 
Conclusion
We showed that matrices with i.i.d sub-Gaussian entries conserve subspaces and showed the connection between the distribution of the entries and the required size of the matrix. A new algorithm is presented, which yields with high probability, a rank r SVD approximation for an m × n matrix that achieves an asymptotic complexity of O(nnz(A)pk + (m + n)k 2 ). Additionally, we showed that the approximated LU algorithm in [1] , which uses sub-Gaussian random matrices, has a computational complexity of O(nnz(A)pk + (m + n)k 2 ). We showed in the experiments that although the derived error bounds are not as tight as the bounds from the algorithms in [3, 9] , in practice, the algorithm in this paper reaches the same error in less time.
Future work includes non-asymptotic estimation of the algorithm parameters including error estimation improvement to get tighter bounds.
