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Abstract
Neutrino Oscillation Parameter Sensitivity in Future Long-Baseline
Experiments
The study of neutrino interactions and propagation has produced evidence for physics
beyond the standard model and promises to continue to shed light on rare phenomena.
Since the discovery of neutrino oscillations in the late 1990s there have been rapid advances
in establishing the three flavor paradigm of neutrino oscillations. The 2012 discovery of a
large value for the last unmeasured missing angle has opened the way for future experiments
to search for charge-parity symmetry violation in the lepton sector.
This thesis presents an analysis of the future sensitivity to neutrino oscillations in the
three flavor paradigm for the T2K, NOνA, LBNE, and T2HK experiments. The theory of
the three flavor paradigm is explained and the methods to use these theoretical predictions
to design long baseline neutrino experiments are described. The sensitivity to the oscillation
parameters for each experiment is presented with a particular focus on the search for CP
violation and the measurement of the neutrino mass hierarchy. The variations of these
sensitivities with statistical considerations and experimental design optimizations taken into
account are explored. The effects of systematic uncertainties in the neutrino flux, interaction,
and detection predictions are also considered by incorporating more advanced simulations
inputs from the LBNE experiment.
ii
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Neutrinos are thought to be the most abundant massive particle in the universe. There
are hundreds of billions passing through an area the size of a fingernail every second from the
sun alone. Given their abundance, it is perhaps surprising that they were not proposed until
1930 and not discovered experimentally until 1957. They are exceedingly difficult to detect
because they rarely interact. It is the elusive nature of the neutrino that has inspired many
experiments in order to study their properties and learn about a fundamental constituent of
the universe.
Though they were initially assumed to be massless, we now know that they have masses
that are incredibly small, at least seven orders of magnitude smaller than the next smallest
known mass of the electron. The neutrino interaction cross section is also incredibly small
and when initial predictions were made it was thought to be virtually impossible to detect.
The neutrino, denoted by the Greek letter ν, underlies a number of different phenomena
that are still not completely understood even after nearly a century of efforts. The crux of
every experiment involving the detection of neutrinos is the feeble interaction cross section
of the particle which is on the order of 10−43 cm2 for common lower energy neutrinos. This
corresponds to a mean free path in lead of order 1016 m, which is well over a light year!
The change of neutrino flavor during propagation, or neutrino oscillations, are a well
established phenomenon experimentally. Proposed in analogy to oscillations observed in
mesons, neutrino oscillations have now been observed using multiple experimental methods.
In the dominant theoretical paradigm there are three neutrino flavors associated with three
neutrino masses and this paradigm will be the focus of this thesis. The three flavors are
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comprised of a mix of three different mass states that lead to neutrino flavor oscillations
during propagation. In this framework the mixing and oscillations are parameterized by a
set of neutrino oscillation parameters that relate the neutrino flavor states to the neutrino
mass states via a mixing matrix.
The focus of this thesis is on estimating the ability of future long-baseline neutrino oscil-
lation experiments to constrain the neutrino oscillation parameters. In order to plan future
experiments and the running parameters of existing experiments it is important to be able
to predict the sensitivity of an experiment as a function of its running parameters. For
example, the unknown parameters of the mixing matrix that affect the predicted interaction
rates of neutrinos in an experiment need to be carefully considered. Also the accuracy of
determining the energies of the detected neutrinos and other systematic uncertainties need
to be considered in order to plan a robust experiment. This document outlines the exper-
imental methods used, planned and existing experiments and measurements, and methods
for determining the sensitivity of an experiment. Specific estimates for the running condi-
tions, e.g. exposure, that are needed in order to meet specific measurement levels of the
oscillation parameters are given. The methods and simulated inputs described here were
used for official analyses for both the T2K and LBNE experiments.
Chapter 2 will cover the theory of neutrino oscillations and mixing. It will introduce
the neutrino oscillation parameters that describe the oscillation from one neutrino flavor
to another in vacuum and in matter. The open questions with respect to the oscillation
parameters will also be discussed.
Chapter 3 will describe past and current neutrino oscillation experiments. In particular,
a recently published global fit of the neutrino oscillation parameters will be described that
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includes the results from many experiments and the results from these experiments will be
discussed.
Chapter 4 will focus on long-baseline neutrino oscillation experiments and the experimen-
tal setup that allows oscillations to be observed, in a controlled way, over long baselines and
high neutrino energies. The components that make up the experiment will be described and
the specific implementations given for the case of the four existing and future experiments
that are the focus of this thesis.
Chapter 5 will cover the methods and software library used to compute the sensitivity
to the oscillation parameters. It will describe how the outputs from external simulations are
combined to create estimates of expected neutrino interaction event spectra in the detectors
and how uncertainties in the estimates are incorporated and degrade the sensitivities to the
neutrino oscillation parameters.
Chapter 6 will cover the sensitivities to the oscillation parameters for the four experi-
ments. The expected constraints on the oscillation parameters for the nominal experiment
configurations will be given for the individual experiments as well as for a combination of
their results.
Chapter 7 will include a detailed discussion of the systematic uncertainties that need
to be taken into account when estimating the sensitivities. The systematic uncertainties
will be expanded to consider neutrino interaction uncertainties and then incorporated into
the determination of the sensitivities so that a more detailed sensitivity estimate can be
produced.
Chapter 8 will present detailed treatments of statistical issues that arise when the ex-
pected Poisson statistical fluctuations of a binned experimental measurement are taken into
account. The method described in previous chapters will be modified slightly to allow a toy
3
Monte Carlo simulation to be developed in order to explore these fluctuations and a sum-
mary of their effects on the sensitivity will be given with a particular focus on CP violation
and the mass hierarchy.
Chapter 9 will discuss optimizations of the experimental running conditions that maxi-
mize the sensitivity to the various neutrino oscillation parameters. These optimizations will
depend heavily on the assumptions made concerning the other experimental run parameters
and oscillation parameters and these caveats will be explored so that the maximal range of
parameter phase space is covered.
Chapter 10 will conclude this thesis with a summary of the expected sensitivity and the
assumptions that go into these expectations. It will highlight remaining questions that must
be addressed by more detailed simulations in the future.
Chapters 6 through 9 are comprised entirely of work by the author of this thesis unless
stated otherwise. Though the author has produced many official sensitivities for T2K and
LBNE, the sensitivities in this thesis are not official sensitivities for any of the experiments.
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CHAPTER 2
Neutrino Mixing & Oscillations
It has been established experimentally that neutrinos have mass and as a consequence
they undergo flavor oscillations. In neutrino flavor oscillations the neutrinos that are pro-
duced in one flavor state may oscillate to another flavor state after propagating some distance.
The known flavor states are the electron neutrino (νe), muon neutrino (νµ), and tau neutrino
(ντ ) and oscillations have been observed between all three of these flavor states. This pro-
cess is fundamentally one of quantum interference and is controlled by mixing angles, phases,
and differences between the masses of the mass states that are the components of each flavor
state. This chapter will briefly outline the phenomenon of neutrino oscillations and discuss
the open questions that are being or will be explored by current and future experiments.
2.1. Oscillation Theory
The mixing between the neutrino flavors occurs as result of their interacting as flavor
eigenstates but propagating as mass eigenstates. A neutrino of a particular flavor is asso-
ciated with a lepton of the same flavor when it interacts. For example, in a νµ charged
current interaction a νµ interacts with a neutron to produce a proton and a muon. The
neutrino interaction types will be discussed further in Chapter 4. The flavor eigenstates
consists of superpositions of the mass eigenstates and are related via a mixing matrix that
will be discussed below.
Schematically, the mass eigenstates are produced with equal energy and can be seen as
propagating at different velocities because of their differing masses. The differences in the
masses of the mass eigenstates leads to differences in their propagation velocities. These
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add up to generate interfering waves and leads to variations in the probability of detecting
a neutrino of a specific flavor.
2.1.1. Mixing Matrix. For three flavor neutrino mixing there is a unitary mixing ma-
trix that describes the mixing between the flavor eigenstates (|νe〉, |νµ〉, |ντ 〉) and the mass







The matrix can be expressed in terms of four physically observable parameters with three
mixing angles and one phase[1]. There are also two additional phases that come into the
mixing matrix if neutrinos are Majorana particles but these will be left aside for the purpose
of this discussion as they do not affect neutrino oscillations. Expressing the matrix in terms






















−s12c23 − c12s23s13eiδ c12c23 − s12c23c13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
(3)
where sij ≡ sin(θij) and cij ≡ cos(θij). This is the standard parameterization of the mixing
matrix[1].
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where α is e, µ, or τ representing the flavor index. For example, the |νe〉 eigenstate consists
of a mixture of the mass eigenstates,
|νe〉 = c12c13 |ν1〉+ s12c13 |ν2〉+ s13eiδ |ν3〉(5)
This describes the initial mass components that exist when an electron neutrino is cre-
ated. Similar equations will describe the mass components of a muon or tau neutrino. The
neutrinos propagate via the mass eigenstates and this is why the oscillation occurs and an
example with two flavor mixing will be given to show this effect.
2.1.2. Two Neutrino Mixing. To simplify the approach to oscillations relevant to
long-baseline neutrino oscillation experiments an example that considers only two flavors
will be considered here.
In two neutrino mixing there are two flavor and two mass eigenstates described by one
mixing angle,
|νe〉 = cos θ |ν1〉+ sin θ |ν2〉(6)
|νµ〉 = − sin θ |ν1〉+ cos θ |ν2〉(7)
The mass eigenstates |ν1〉 and |ν2〉 each have corresponding masses m1 and m2. No complex
phase is allowed in two neutrino mixing because of the constraints of a unitary mixing matrix.
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The goal is to compute the probability of detecting a νe or a νµ after an initial state
consisting of only νµ of known energy E is allowed to propagate some distance L. An initial
state |νa〉 is defined as
|νa〉 = |νµ〉 = − sin θ |ν1〉+ cos θ |ν2〉(8)
and the final state, |νb〉, consists of the time evolved mass eigenstates that make up the |νµ〉
eigenstate,
|νb〉 = − sin θe−iE1t |ν1〉+ cos θe−iE2t |ν2〉(9)
where E1 is the energy of |ν1〉 and the E2 is the energy of |ν2〉. To get the survival probability,
or the probability of detecting νµ when the initial state was νµ, the square of the inner product




∣∣(− sin θ 〈ν1|+ cos θ 〈ν2|)(− sin θe−iE1t |ν1〉+ cos θe−iE2t |ν2〉)∣∣2
=
∣∣sin2 θe−iE1t + cos2 θe−iE2t∣∣2










i and the fact that pi >> m2i because the neutrinos are assumed to

































where factors of c have been suppressed and the replacement ∆m2 = m22 −m21 has been
made. The baseline, L = ct, is the distance the neutrinos have propagated.
The oscillation probability1 for νµ disappearance is then






The corresponding probability for Pνµ→νe , or νe appearance is related to this probability via












and so they form an oscillatory pattern when plotted as a function of en-
ergy. Figure 2.1 shows this pattern for the Pνµ→νµ from Equation 13. For an amplitude of
sin2(2θ) = 1 there are multiple energies where Pνµ→νµ = 0 and all of the muon neutrinos have
oscillated away. These approximations using two flavors are valid to first order because the
oscillations amongst the flavors are decoupled by the existence of two distinct mass squared
differences. However, the mixing angles are very different between Pνµ→νµ and Pνµ→νe .
2.1.3. Three Flavor Mixing in Vacuum. In the case of mixing between the three
neutrino flavors the oscillations become more complicated. As described above, in three
1The oscillation frequency,L∆m
2





Figure 2.1. The two-flavor oscillation probability Pνµ→νµ vs Energy for L =
1300 km and for an amplitude, or sin2(2θ), of 1.
neutrino mixing there are three angles, one phase, and three neutrino masses that define the
neutrino oscillation probabilities. The νe appearance probability, P (νµ → νe), is approxi-
mately given by Freund in [2] as:






Psin δ = α sin δ cos θ13 sin 2θ12 sin 2θ13 sin 2θ23 sin
3 ∆̂
Pcos δ = α cos δ cos θ13 sin 2θ12 sin 2θ13 sin 2θ23 cos ∆̂ sin
2 ∆̂
P3 = α
2 cos2 θ23 sin
2 2θ12 sin
2 ∆̂(16)
where ∆̂ = ∆m231L/(4E) and the approximation keeps terms up to second order in α ≡
∆m221/∆m
2
31. Except for the sin
2(θ23) factor the P0 term directly corresponds to the two
flavor oscillation probability given in Equation 14. The next set of terms, Psin δ and Pcos δ,
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are a factor α smaller2 in amplitude than the leading order term and are odd and even in
δCP variations respectively. The final term is proportional to α2 and is therefore a small
correction to the other terms.
Figure 2.1 depicts each of the terms in Equation 15 as a function of neutrino energy, E,
at a baseline of 1300 km and for two different values of δCP . In the case of the δCP = 0
the Pcos δ acts to increase the oscillation probability at both maxima while in the δCP = π/2
case the Psin δ term increases the probability at the first3 maximum but decreases it at the
second maximum. In either case the Psin δ or Pcos δ term is roughly 20% of the total oscillation
probability at the peak of the first oscillation maximum.
The values of the mixing angles and mass squared differences for this figure are taken
from a 2014 global fit to the data from multiple experiments. This global fit will be described
in Chapter 3.
(a) δCP = 0 (b) δCP = π/2
Figure 2.2. The oscillation probabilities Pνµ→νe vs Energy for L = 1300
km for both δCP = 0 and δCP = π/2. The values of the mixing angles are
taken from a current global fit. The subcomponents that make up the total
probability are given in Equation 15
.
2Using the current global fit measurements of the parameters: α = ∆m221/∆m231 ' 32.
3The oscillation maxima are numbered from right to left when the oscillation probability is plotted versus
energy. This is because the E appears in the denominator of the frequency term in the oscillation probability
so that increasing energy corresponds to a lower frequency.
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2.1.4. Three Flavor Mixing in Matter. When neutrinos pass through matter the νe
component interacts with the electrons present in matter. This process is known as charged
current coherent forward scattering and it modifies the propagation of the neutrinos through
matter. Schematically, this modifies the Hamiltonian to include an effective interaction term
for the νe component thus changing the effective mass eigenstates that make up the νe flavor
eigenstate. An approximation to the three flavor νe appearance probability with matter
effects included is also given by [2] as:







Psin δ = α
sin δ cos θ13 sin 2θ12 sin 2θ13 sin 2θ23
Â(1− Â)
sin(∆̂) sin(Â∆̂) sin((1− Â)∆̂)
Pcos δ = α
cos δ cos θ13 sin 2θ12 sin 2θ13 sin 2θ23
Â(1− Â)











31. The term GF is the Fermi coupling
constant and ne is the electron density in the matter through which the neutrino is passing.
This approximation keeps terms up to second order in α ≡ ∆m221/∆m231 and first order in
sin2(θ13). For P (ν̄µ → ν̄e) the sign of Â and Psin δ are flipped. Figure 2.2 shows a comparison
between the P (νµ → νe) in vacuum and in matter.
2.1.5. Oscillation Probabilities. It is useful to evaluate approximations to the os-
cillation equations, as in the preceding sections, to gain an intuitive sense of the oscillation
12
Figure 2.3. The oscillation probabilities Pνµ→νe vs Energy for L = 1300
km in vacuum vs matter (left) and in the normal hierarchy (NH) vs inverted
hierarchy (IH) (right).
effects for particular assumptions. In practice, the neutrino oscillation probabilities are com-
puted numerically and so no approximations need be made for an analysis. The work in this
thesis uses the GLoBES library [4][5] which implements the evolution operator method to
numerically compute the oscillation probabilities in matter.
An evaluation of these oscillation probabilities at multiple L values will be given in
Chapter 4. All oscillation probabilities for the remainder of this thesis will be computed
using the GLoBES library.
2.2. Open Questions
For the type of experiment that is of primary interest in this thesis, the long-baseline
neutrino oscillation experiments, there are a few questions that make up their primary goals.
These questions are the ones that can be addressed by generating an artificial beam of
primarily muon neutrinos with reasonably well understood energy (E) spectrum, allowing
them to propagate some distance (L), and detecting their interactions in a detector. By
looking for νe appearance, or the presence of νe in a beam where there were initially none (or
few) present, the oscillation parameters of the P (νµ → νe) equation are measured. Similarly,
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by looking for νµ disappearance, or the absence of νµ in a beam where the initial number is
known, the oscillation parameters of the P (νµ → νµ) equation are measured.
2.2.1. CP Violation. The phenomenon of Charge-Parity (CP) violation refers to the
joint symmetry of charge, or changing the charge of the particles in an interaction, and parity,
or reflecting the interaction in a mirror. In neutrino interactions, applying the CP symmetry
to the relevant interactions corresponds to changing from neutrinos to antineutrinos. This
means that P (νµ → νe) 6= P (ν̄µ → ν̄e) if the CP symmetry is violated.
The existence of CP violation has important implications for the origins of the mat-
ter/antimatter asymmetry in the universe. Along with other requirements affecting the
cosmological theory of leptogenesis, CP violation in the lepton sector via neutrinos is an
important piece of this matter vs antimatter asymmetry arising in the theory[1]. If neu-
trinos behave differently from antineutrinos then part of a theoretical explanation for this
asymmetry in the universe is supported.
One quantitative measure of the asymmetry between neutrino and antineutrino oscilla-
tions due to the effects of CP violation is the approximation from [6]:
ACP ≡
P (νµ → νe)− P (ν̄µ → ν̄e)
P (νµ → νe) + P (ν̄µ → ν̄e)
' cos θ23 sin(2θ12) sin δ






This approximation is valid to first order in the ∆m221 mass squared difference. The asym-
metry decreases with increasing sin2(θ23), decreases with increasing sin2(2θ13) and of course
depends directly on the value of sin δCP . The size of the asymmetry also depends on the
baseline and falls off with increasing energy.
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A value of δCP that is not equal to 0 or π would mean that CP violation exists and
that neutrinos behave differently from antineutrinos. So in practice CP violation could be
determined by running only neutrinos to isolate the δCP terms in the P (νµ → νe) equation.
However, it is important to compare ν running to ν̄ running to directly establish that neu-
trinos oscillate differently than antineutrinos. In addition, as will be shown in Chapter 9, a
combination of the ν and ν̄ running generally leads to optimal sensitivity to CP violation.
2.2.2. Mass Hierarchy. As described above, the mass hierarchy (MH) refers to the
ordering of the masses that make up the neutrino mass eigenstates. Two possible arrange-
ments of the mass states are depicted in Figure 2.4. It is known that m22 > m21 based on
observations of solar neutrinos, but their relationship with m23 is not known. One possibility
is to havem23 > m22 > m21 and this is referred to as the normal hierarchy (NH) case in analogy
with the ordering of quark and charged lepton generations with respect to mass. The other
possibility is that m22 > m21 > m23 and this is known as the inverted hierarchy (IH). The
matter effect increases(decreases) the P (νµ → νe) oscillation probability in the NH(IH) and
has the opposite effect for P (ν̄µ → ν̄e) as seen in Figure 2.3.
The matter effect also causes differences in the oscillations of neutrinos and antineutrinos,
making P (νµ → νe) 6= P (ν̄µ → ν̄e), due to there being matter rather than antimatter along
the path. The matter effects have to be disentangled from the true CP violating effects
caused by sin δCP 6= 0. This can be done by either having a much longer baseline to make
the matter effect much larger than the effect of δCP or by having a shorter baseline where
the matter effects are minimized in which case the MH would remain unresolved. The
degeneracies in event rates between matter effects and δCP effects and how to separate them
















































normal hierarchy inverted hierarchy
Figure 2.4. Figure from [7]. The arrangement of mass states in the normal
and inverted hierarchies. In the normal hierarchy m23 > m22 > m21 and in the
inverted hierarchy m22 > m21 > m23. The colors in each bar represent the flavor
components of each mass state.
2.2.3. θ23 Octant vs Maximal Mixing. The angles θ12, θ13, and θ23 that relate the
neutrino flavor eigenstates to the mass eigenstates are defined to be between 0 and π/2. The
measured value of θ13 is relatively small and is in the first octant and the value of θ12 is also
in the first octant. The octant of θ23 is relatively unconstrained by current measurements
and the angle may even be maximal (θ23 = π/4). A high precision measurement is needed
in order to access the octant of θ23.
The combination of the unknown value of δCP , the mass hierarchy, and the θ23 octant
leads to degeneracies, or equal oscillation probabilities, for various value of these parameters.
The resolution of these degeneracies is a primary focus of this thesis.
2.3. Anomalies
In general the experimental measurements made to date are consistent with the three
neutrino hypothesis. However there are a few experimental results that have led to the
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consideration of additional generations of neutrinos beyond three. These are referred to as
sterile neutrino hypotheses in which the existence of a third or fourth generation of neutrino
is hypothesized along with additional mixing angles and mass differences.
In addition to the sterile neutrino hypotheses, non-standard interactions (NSI) of neu-
trinos have been proposed. These modify the Hamiltonian for propagation of the neutrinos,
beyond the MSW effect described above, in a way that is general and allows for the quan-
tification of effects that do not fit within the standard three flavor paradigm. These are
sub-leading effects, below the sub-leading effects of CP violation and the MSW (matter)
effect.




Current Three-Flavor Experimental Measurements
and Global Fit
There are multiple ways of observing neutrino oscillations experimentally. The general
approach is to identify a source, determine the baseline or the distance traveled by the
neutrinos, determine the initial flux of neutrinos being detected as a function of energy, and
detect the neutrinos interacting in a detector. In practice each of these pieces is complicated
by the fact that neutrinos interact so rarely and there are significant backgrounds, or other
interactions that look like neutrinos, to keep many of the pieces obscured. By designing an
experiment to access different L/E ratios, different oscillation parameters can be accessed.
Neutrino oscillation experiments can be divided into the following categories:
• Long-baseline (LBL) accelerator experiments typically have E/L ≈ ∆m231 ∼ 2.5×
10−3 eV2 by design. The conventional method is to accelerate protons to high
energy and collide them with a fixed target. Pions are produced, magnetically
focused, and allowed to decay in flight to yield muon neutrinos. The muon neutrinos
propagate through the Earth over baselines of O (100− 1000 km). LBL experiments
are typically sensitive to sin2(2θ23) and ∆m232 through muon neutrino disappearance
and sin2(2θ13), sin2(θ23), ∆m231 and δCP through electron neutrino appearance. An
LBL experiment is also sensitive to the matter effect that increases with baseline
and gives access to the sign of ∆m231. LBL experiments will be described in greater
detail in Chapter 4.
• Short-baseline (SBL) accelerator experiments share much in common with their
LBL counterparts, except that their baselines are much shorter, O (100 m), to give
18
access to very rapid oscillations with E/L ≈ ∆m2 ∼ 1 eV2. They are sensitive to
hypothetical sterile neutrino oscillations where some fraction of the expected signal
disappears. These types of oscillations are beyond the three-flavor neutrino model.
• Atmospheric neutrino experiments measure the flux of νµ that result from cosmic
rays colliding with the atmosphere. Because they arrive at the detector from all
directions, some passing through the Earth, they have L/E ratios ranging from
1–105 km/GeV[9]. They are predominantly sensitive to sin2(2θ23) and ∆m232, but
with more accurate zenith angle reconstruction they are becoming more sensitive to
sub-leading effects from δCP , θ13, and the mass hierarchy.
• Short-baseline (SBL) and Long-baseline (LBL) Reactor neutrino experi-
ments measure the ν̄e flux that results from nuclear fission within reactors. Liq-
uid scintillator detectors are placed within O (1 km) of the reactor for SBL and
O (100 km) for LBL and observe inverse beta decay reactions (ν̄e + p → n + e+).
Reactor experiments are primarily sensitive to sin2(2θ13) with short baseline oscil-
lations dominated by ∆m231 and to ∆m221 and θ12 with long-baseline oscillations.
• Solar neutrino experiments measure the νe flux resulting from nuclear fusion in the
sun. Solar neutrino oscillations were established by measuring the total neutrino flux
to be about three times that of the electron neutrino flux[10]. These experiments
are primarily sensitive to θ12.
All of these experiment types have contributed to the constraints on the neutrino oscil-
lation parameters. The focus of this thesis is on LBL neutrino experiments as they have
the potential to resolve many of the open questions, but they will rely on the constraints
on the neutrino oscillation parameters provided by the other experiments. A global fit is
performed to many of these experiments to extract the best possible constraints on all of the
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oscillation parameters and will be discussed below. Not mentioned here are supernova neu-
trino, geo-neutrino, and neutrinoless double beta decay experiments. These do not currently
contribute to the global three-flavor oscillation parameter fits.
3.1. Experimental Measurements
The work in this thesis uses the best-fit and uncertainties on the neutrino mixing angles
and mass squared differences from a global fit by Capozzi et al. [11] assuming the three-
neutrino hypothesis. This section will briefly review experimental results that contribute to
this global fit. All of the results presented in this section were used as the inputs for the
global fit.
Figure 3.1. The 2013 results from KamLAND[12]. The left figure shows
the best-fits and allowed contours in ∆m231 vs tan2 θ12 for KamLAND, Solar
experiments, and KamLAND+Solar experiments. The right figure shows the
expected survival probability vs L/E for the three neutrino best-fit and the
KamLAND data.
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3.1.1. KamLAND. The Kamioka Liquid scintillator Anti-Neutrino Detector (KamLAND)
is an LBL reactor neutrino experiment looking for ν̄e disappearance over multiple long-
baselines. It measured the ν̄e flux from 53 Japanese nuclear reactors at an average base-
line of 180 km by detecting ν̄e interactions via inverse beta decay. Figure 3.1 shows the
2013 KamLAND+Solar result[12] with measurements of ∆m221 = 7.53
+0.18
−0.18 × 10−5 eV2 and
tan2 (θ12) = 0.436
+0.029
−0.025. The KamLAND result gives the best measurement on the ∆m221
mass squared difference and when combined with solar neutrino measurements gives the best
constraint on the θ12 mixing angle of any experiment.
Figure 3.2. The SKI-IV fit three-flavor results from SK[13]. The left and
center figures show the allowed contours and best-fits in |∆m232| vs sin2(θ23)
under normal and inverted mass hierarchy assumptions respectively. The right
figure shows the χ2 vs δCP for normal (black) and inverted (red) hierarchy
where the 1σ (green) and 2σ (blue) χ2 levels are drawn as horizontal lines.
3.1.2. Super-Kamiokande. The Super Kamiokande (SK) experiment[14] is a 50 kt
water Cerenkov detector located underground at a depth of 2700 meters-water-equivalent
(MWE). An atmospheric neutrino analysis measures the flux of both νe + ν̄e and νµ + ν̄µ
events (ν and ν̄ events are not distinguished) as a function of zenith angle and compares
them with Monte Carlo predictions. Figure 3.2 shows the results from an analysis covering
run periods SK I-IV. There are slight preferences for the second octant (sin2(θ23) > 0.5),
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δCP = 220
◦ ± 80◦, and the inverted hierarchy at 1.2σ. The best-fits and allowed regions for
∆m232, sin
2(θ23), and δCP are not currently reported numerically in a published work. The
SK results contribute only slightly to the constraints on δCP and sin2(θ23) in the global fit.
Figure 3.3. The 2013 results from Daya Bay[15]. The left figure shows the
best fits in a rate+spectra, rate-only, and spectra-only analysis in the |∆m2ee|
vs sin2(2θ13) where |∆m2ee| = cos2(θ12)|∆m231| + sin2(θ12)|∆m232|. The best-fit
is given by the black dot. The right figure shows ν̄e disappearance probability
vs effective baseline divided by the energy of events at each experimental hall
(EH). The best-fit oscillation hypothesis is shown in red.
3.1.3. Daya Bay. Daya Bay[15][16] is an SBL reactor neutrino experiment in Daya
Bay, China. It consists of six liquid scintillator detectors looking for inverse beta-decay to
measure ν̄e disappearance from the flux produced by six reactor cores. The near detectors
are at flux-weighted baselines of 470 m and 576 m and the far detectors are at 1648 m. The
2013 Daya Bay result used an analysis of both spectral and rate information from the event
spectra at far and near detectors. The spectral shape allowed them to constrain not only
sin2(2θ13), but also ∆m2ee, which is the effective mass difference influencing ν̄e disappearance
in a reactor experiment[17]. Figure 3.3 shows the 2013 results. The best-fit points are
sin2(2θ13) = 0.090
+0.008
−0.009 and |∆m2ee| = 2.59+0.19−0.20 × 10−3 eV2. This Daya Bay result provides
the strongest constraint on sin2(2θ13) via ν̄e disappearance to date.
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Figure 3.4. The 2012 results from Reno[18]. The left figure shows the mea-
sured event spectrum at the far detector compared with the near detector and
the ratios between them. A clear disappearance effect is seen. The top-right
figure shows the χ2 vs sin2(2θ13) curve corresponding to the best-fit from the
ν̄e disappearance data. This was a rate-only analysis.
3.1.4. RENO. The Reactor Experiment for Neutrino Oscillation (RENO)[18] is an SBL
reactor neutrino experiment in South Korea measuring sin2(2θ13) via ν̄e disappearance. It
consists of a near detector at 294 m and an identical far detector at 1383 m. The rates in the
near and far detectors are compared to measure a ν̄e disappearance effect that is dependent
on sin2(2θ13). The 2012 results are shown in figure 3.4 and the analysis finds a best-fit of
sin2(2θ13) = 0.113± 0.013(stat.)± 0.0019(syst.) and is a 4.9σ determination of θ13 6= 0. The
RENO result does not constrain the value of sin2(2θ13) as well as the Daya Bay result. The
RENO central value is also a bit higher in sin2(2θ13) than the Daya Bay central value but
is well within 2σ so could be a statistical fluctuation. This difference will be interesting to
watch in the future as the results from each experiment become more statistically significant.
3.1.5. Double Chooz. Double Chooz[19] is an SBL reactor neutrino experiment lo-
cated at the Chooz nuclear reactor in France. It is a single 10.3 m3 fiducial volume detector
located at 1050 m from the reactor cores. Figure 3.5 shows the results of the 2012 spectral
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Figure 3.5. The 2012 ν̄e disappearance results from Double Chooz. The
black data points show the spectrum of candidate ν̄e events. The blue and
red curves are the expectations with no oscillation and with the best-fit value
of sin2(2θ13) = 0.143, respectively. The data vs no oscillation prediction ratio
and difference are also shown.
analysis. They observe 8249 candidate ν̄e events. The expectation with no mixing is 8937
events. The rate and spectral analysis finds sin2(2θ13) = 0.109± 0.030(stat.)± 0.025(syst.)
The Double Chooz result does not constrain sin2(2θ13) as well as Daya Bay and RENO but
it does agree more closely with the RENO result than with the Daya Bay result.
3.1.6. T2K. Tokai-to-Kamioka (T2K) is an LBL neutrino experiment with off-axis beam
coming from Tokai, Japan and propagating 295 km to the SK detector described in Section
3.1.2 in the Kamioka mine in Japan. The beam is a primarily νµ beam that is approxi-
mately 94% pure below 1.5 GeV and is optimized to peak at 0.6 GeV where the oscillation
probability is maximum for νe appearance and νµ disappearance for the 295 km baseline.
There is a near detector, located at 280 m from the target, used to characterize the beam
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and constrain backgrounds as well as make independent cross-section measurements. Two
primary measurements are made: νe appearance and νµ disappearance.
Figure 3.6. The 2013 νe appearance results from T2K[20]. The left figure
shows the measured νe appearance event spectrum at SK as a function of
reconstructed neutrino energy. The best-fit oscillation curve, with sin2(2θ13) =
0.144, is in red. The right figure shows the −2∆ ln L value as a function of
δCP for both the normal (black) and inverted (red) hierarchies. This uses the
best-fit values for sin2(2θ13) from reactor neutrino data.
Figure 3.6 shows the 2013 νe appearance analysis results. A total of 28 νe appearance
events were observed with an expected background of 4.92 corresponding to a νe appearance
significance of 7.3σ. The best fit values were sin2(2θ13) = 0.140+0.038−0.032 in the normal hierarchy
and sin2(2θ13) = 0.170+0.045−0.037 in the inverted hierarchy. If the constraints on sin
2(2θ13) from
reactor measurements are used then the T2K data show a preference for δCP = −π/2 where
δCP = π/2 is excluded at greater than 90% CL.
Figure 3.7 shows the T2K 2013 νµ disappearance analysis results. The disappearance
analysis looks for a deficit of muon like events in the SK detector. The analysis found 58
events where 205 ± 17 were expected in the absence of oscillations. The three-neutrino fit,
assuming the normal hierarchy, finds sin2(θ23) = 0.514 ± 0.082 and |∆m232| = 2.44+0.17−0.15 ×
10−3 eV2 and is consistent with maximal mixing. No fit is given for the inverted hierarchy,
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Figure 3.7. The 2013 νµ disappearance results from T2K[21]. The left figure
shows the measured νµ disappearance event spectrum at SK as a function of
reconstructed neutrino energy in the top pane. The bottom pane shows the
ratio of the event spectrum to the expectation with no oscillations over two
different energy ranges. The best-fit oscillation curve, with sin2(θ23) = 0.514,
is shown in red for both panes. The right figure shows the best-fit and contours
in |∆m232| vs sin2(θ23).
likely due to the fit with the inverted hierarchy giving the same results as there is very little
affect on νµ disappearance from the mass hierarchy.
T2K is an ongoing experiment and will be discussed in more detail in Chapter 4 as input
to future sensitivity studies in LBL experiments.
3.1.7. MINOS. The Main Injector Neutrino Oscillation Search (MINOS)[22][23][24][25]
is an LBL neutrino experiment with νµ beam from Fermilab that has an energy spectrum
peak at 3 GeV. It has a 29 t fiducial mass near detector at 1.04 km on the Fermilab site.
The far detector is 3.8 kt fiducial mass 735 km away and underground (2100 MWE) in the
Soudan mine in Minnesota. Both detectors are magnetized tracking calorimeters so they can
distinguish between ν and ν̄ induced events in their analyses.
Figure 3.8 shows the 2014 analysis from MINOS. The analysis uses νe appearance, νµ
disappearance, and atmospheric neutrino samples in a joint fit of all MINOS data sets. This
is the first combined analysis of νe appearance and νµ disappearance in an LBL experiment.
The fit shows a slight preference for the first octant, inverted hierarchy, and δCP 6= −π/2.
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Figure 3.8. The 2014 joint νe appearance, νµ disappearance, and atmo-
spheric neutrino analysis results from MINOS[25]. The left figure shows the
−2∆ log (L) value as a function of δCP for both the normal and inverted hi-
erarchies each with the first and second octant assumptions. This uses the
best-fit values and uncertainties on sin2(2θ13) from reactor neutrino data. The
right figure shows the best-fit and contours in ∆m232 vs sin
2(θ23).
They report measurements of |∆m232| = [2.28−2.46]×10−3 eV2 at the 68% CL and sin2(θ23) =
0.35 − 0.65 at the 90% CL in the normal hierarchy and |∆m232| = [2.32 − 2.53] × 10−3 eV2
at the 68% CL and sin2(θ23) = 0.34 − 0.67 at the 90% CL in the inverted hierarchy. The
preference in the MINOS νµ disappearance data for non-maximal θ23 is more significant[11]
than the preference for maximal θ23 in the T2K νµ disappearance data. This will change in
the near future as T2K is still a running experiment while MINOS has completed.
3.2. Experimental Measurements Summary
Table 3.1 summarizes the experimental measurements contributing to the Capozzi et al.
global fit. There are a few conflicts among these best-fits, but they are not yet significant.
The second octant for θ23 is preferred by SK and T2K, but there is a slight preference
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for the first octant in MINOS. However, they are all still consistent with maximal mixing
(sin2(θ23) = 0.5). The T2K best-fit prefers a value of δCP that maximizes the νe appearance
probability (δCP = −π/2) but the MINOS best-fit prefers a value of δCP closer to δCP = π/2.
SK and MINOS both prefer the IH. Notably, MINOS also has the strongest exclusion ability
for NH, second octant, and (δCP ∼ 270◦) which is the best fit in T2K. However, none of
these conflicts are statistically significant and further measurements are required to resolve
these conflicts.
3.3. Global Fit Results
The Capozzi et al. global three-neutrino fit[11] uses published and unpublished data
from the experiments described above. They are able to extract best-fits by fitting observed
data with expected event spectra from each of the experiments. Figure 3.9 and Table 3.2
show the results of the global fit. They adopt the conventions ∆m2 = m23− (m21 +m22)/2 and
δm2 = ∆m221 so that the mass squared difference is +∆m2 in the NH and −∆m2 in the IH.
The global fit finds a slight preference for the first octant with sin2(θ23) < 0.5 at ∼95%
CL. The νe appearance maximizing value of δCP ' 1.5π is also preferred. It shows no
significant preference for the NH or IH.
The best-fit and 1σ range values from this global fit are adopted for this thesis unless
stated otherwise.
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Table 3.1. Summary of best-fit experimental measurements used as inputs
to the Capozzi et al. global fit. Statistical and systematic errors are added
in quadrature where applicable. Items marked with “∼” are estimated from
figures.
Experiment Parameter Value
KamLAND+Solar tan2 (θ12) 0.436+0.029−0.025
∆m221 = 7.53
+0.18
−0.18 × 10−5 eV2
SK sin2(θ23) > 0.5
δCP ∼ 220± 80◦
MH IH Preferred at 1.2σ
Daya Bay sin2(2θ13) 0.090+0.008−0.009
|∆m2ee| 2.59+0.19−0.20 × 10−3 eV2
Reno sin2(2θ13) 0.113± 0.013
Double Chooz sin2(2θ13) 0.109± 0.039
T2K sin2(2θ13) (NH) 0.140+0.038−0.032
sin2(θ23) 0.514± 0.082
|∆m232| 2.44+0.17−0.15 × 10−3 eV2
δCP (NH) ∼ 270± 90◦
MH NH
MINOS sin2(2θ13) 0.095
sin2(θ23) 0.41, 0.35− 0.65 (90% CL)




Figure 3.9. The 2014 Capozzi et al. global fit[11] results for LBL, Solar,
KamLAND, short-baseline reactor, and SK atmospheric experiments. Sep-
arate global fits are performed assuming the NH (blue) and IH (red) mass
hierarchies.
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Table 3.2. Table of best-fits, 1σ ranges, and 3σ ranges for the Capozzi et al.
global fit.
Parameter MH Best-fit 1σ range 3σ range
δm2/10−5 eV2 NH,IH 7.54 7.32− 7.80 6.99− 8.18
sin2 (θ12) NH,IH 0.308 0.291− 0.325 0.259− 0.359
∆m2/10−3 eV2 NH 2.43 2.37− 2.49 2.23− 2.61
IH 2.38 2.32− 2.44 2.19− 2.56
sin2(θ13) NH 0.0234 0.0215− 0.0254 0.0176− 0.0295
IH 0.0240 0.0218− 0.0259 0.0178− 0.0298
sin2(θ23) NH 0.437 0.414− 0.470 0.374− 0.626
IH 0.455 0.424− 0.594 0.380− 0.641
δCP/π NH 1.39 1.12− 1.77 -




In order to study neutrinos and their weak interactions it is desirable to have control of
the timing and kinematics of the neutrino source by producing a beam of neutrinos in a lab
setting as opposed to waiting for reactions from reactor, solar, and atmospheric neutrinos.
Since the early 1960s, neutrino beams have been made for this purpose by using protons from
high-energy proton synchrotron accelerators. They were first used to study weak interactions
and to demonstrate the existence of two neutrino flavors in 1962[28].
The question of whether or not neutrinos have mass and undergo flavor oscillations was
proposed in the late 1960s. Long-baseline neutrino experiments were proposed to answer this
question by Mann and Primakoff in 1977[29] as a “feasible experiment to search for neutrino
oscillations using the neutrino beam produced at a high-energy proton accelerator." The pro-
posal, depicted in Figure 4.1, was to have a neutrino beam from Fermi National Laboratory
(Fermilab), directed towards a near detector (ND) at some short distance from the beam
target and a far detector at a distance O (103 km) away. This is not too different from the
designs of present day LBL experiments, but there have been many improvements in design
to increase proton beam cycle rates, focusing of the secondary beam, and detection meth-
ods. In particular, with some knowledge of ∆m2, the baseline can be optimized and lower
energy neutrinos propagated to produce L/E values that maximize oscillation probabilities
and reduce backgrounds from high energy neutrino interactions.
The components of a long-baseline experiment are described in this section: the primary
and secondary beam-lines that produce the beam of primarily muon neutrinos, the near de-
tector (ND) used to characterize the beam before it oscillates, and the far detector (FD) that
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Figure 4.1. Geometry (left) and proposed baseline (right) of an LBL
experiment[29] initially proposed by Mann and Primakoff in 1977.
detects the neutrinos after they have oscillated. Past, current, and planned LBL experiments
are also described.
Many LBL experiments are multi-purpose and perform measurements outside of LBL
neutrino oscillations. The ND can serve as an SBL experiment, looking for oscillations
over the short baseline, O (0.1− 1 km), from the target to the ND. The ND also makes
independent neutrino cross-section measurements. The FD is also often used as a detector
for atmospheric, supernova, and solar neutrinos. This is true especially in the case where
the detector is located underground. These purposes are set aside here to focus on the LBL
neutrino oscillation measurements and sensitivities.
4.1. Components of an LBL Experiment
This section describes the components of an LBL and the variables relevant to an LBL
oscillation analysis.
4.1.1. Primary Beam-line. The protons and the beam components before the target
are referred to as the primary beam-line. Protons are extracted from either a dedicated or
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multi-use accelerator complex. The time it takes to refill and re-accelerate protons in the
accelerator is called the cycle time and is around 2–6 s. The cycle time determines the rate
at which protons can be delivered to a target, described below. After the accelerator, the
protons are delivered to the target in pulses. These pulses are typically a few microseconds
long and are made up of smaller bunches of protons. The bunch structure within a pulse
can be seen for the T2K neutrino beam in Figure 4.2. The bunch time structure of the
beam allows timing cuts to be made in an ND and FD and greatly reduce backgrounds
coming primarily from atmospheric muons. The proton energies are typically of energy
Figure 4.2. Timing of detected events in the T2K far detector (SK) relative
to their production time from [30]. The bunch structure of the neutrino beam
is clearly visible with the T2K beam producing 8 bunches in every pulse.
O (1− 100 GeV) and affect the resulting neutrino energy spectrum. The number of protons
delivered in each bunch is O (1013). Taking these parameters all together leads to the beam
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power which has been between 5 kW and 250 kW in past and current experiments, but this
figure is always improving with time. The ultimate goal is to increase the number of protons
delivered to the target, or protons on target (POT), per unit time.
Figure 4.3. Layout of secondary beam-line in NuMI from [8].
4.1.2. Secondary Beam-line. After the protons are extracted from the primary beam-
line, they are focused onto a target and from this point the beam-line is referred to as
the secondary beam-line. A layout for the Neutrinos in Main Injector (NuMI) beam-line,
used by the NOνA experiment, is shown in figure 4.3. The targets are typically made of
aluminum or graphite and are a few centimeters in diameter and on the order of one meter
in length.. The length and diameter of the target are optimized to maximize the number of
proton interactions and to minimize the number of secondary interactions which complicate
modeling of the neutrino flux. The protons interact with the nuclei in the target and primarily
produce pions and a smaller amount of kaons. These mesons are focused by a series of two or
three magnetic horns. The horns are pulsed with a current that depends on the energy and
sign of the pions to be forward focused. The horn is pulsed with positive(negative) current
to focus π+(π−) when running in neutrino(anti-neutrino) mode. The relative positions of
the target and focusing horns affect the momentum and angular distribution of the selected
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pions and kaons. Focusing the pions has been shown to increase the neutrino flux at the FD
by a factor of about 20[31].
After the target region, the pions and kaons are allowed to enter a decay region. This
is typically of length on the order of 100–1000 m and of radius 2–3 m. The decay region is
either evacuated or filled with helium to reduce interactions of the pions and kaons with the
medium. Because the pions are highly boosted with respect to the lab frame the decays are
in the forward direction. The dominant decay mode for the pion is π+ → µ+νµ or in the
case of negative pion focusing in anti-neutrino mode π− → µ−ν̄µ. Some of the kaons decay
to produce νe and ν̄e which is a background to the νe appearance measurement. At the end
of the decay volume there is a beam dump that stops all hadrons and lower energy muons.
The beam direction, profile, and intensity is monitored after the beam stop by measuring the
profile and energy of the remaining muons. The neutrinos are not affected and propagate to
the near and far detectors.
The resulting neutrino beam has energy typically on the order 1–10 GeV. Understanding
the flux, in terms of energy and composition (νe, ν̄e, νµ, ν̄µ), of the neutrino beam is a difficult
problem and is crucial to performing an oscillation analysis. Aiming the beam directly at
the FD results in a wide range of neutrino energies, known as a wide-band beam. This
produces the largest flux at the FD. However, there are many effects, such as backgrounds
that feed down from higher energy neutrino interactions and limited accuracy of neutrino
energy reconstruction, that produce large systematic uncertainties for the oscillation analysis
of a wide-band beam experiment.
A neutrino energy spectrum that is narrow in energy is desirable to avoid uncertainties,
but also limits the available oscillation information coming from the shape of the measured
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spectrum. A forward going pion decaying in the decay region will lead to an angular depen-
dence in the neutrino energy spectrum. The flux and energy of the resulting neutrino, Eν
is related to the energy of the pion, Eπ, and a small angle, θ, of the outgoing neutrino with














where γ = Eπ/mπ. This results in a peaked Eν spectrum as the off-axis angle is increased.
Figure 4.4 shows the off-axis effects in the NuMI and T2K beams.
For an oscillation analysis the signal comes from the νµ+ν̄µ flux and the νe+ν̄e flux is a
background known as intrinsic, or beam, νe background. The beam νe backgrounds come
from three-body muon and kaon decays (e.g. K+ → π0e+νe, K0L → πe+νe, and µ+ → e+ν̄µνe)
that are more widely distributed in energy relative to the two-body π+ → µ+νµ decays
that are the primary source of signal. The off-axis technique reduces beam νe backgrounds
because the νµ+ν̄µ signal events are peaked in energy while the beam νe component is widely
distributed in energy so that a large reduction in the background is achieved by considering
events in a limited energy range.
In order to predict an event spectrum at an FD, the beam is simulated with a multi-
component Monte Carlo (MC) simulation. A beam MC simulation attempts to model all
aspects of the beam as accurately as possible incorporating measurements made before the
target, at the muon monitors, and other external measurements that constrain hadron pro-
duction in the target. However, there are large uncertainties, on the order of 10%, associated
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Figure 4.4. Off-axis effects in NuMI[32] (left) and T2K[31] (right). The left
figure shows the predicted unoscillated νµ flux, as a function of Eν , at a baseline
of 810 km for on-axis, 7 mrad (0.4◦), 14 mrad (0.8◦), and 21 mrad (1.2◦) off-
axis angles. The right figures gives the corresponding predicted fluxes in T2K
for on-axis, 2◦, and 2.5◦ off-axis.
with predicting the resulting neutrino beam flux. Significant sources of uncertainty about
the flux prediction at the FD come from uncertainties in:
• the number of pions and kaons produced in the target per incident proton,
• secondary interactions in the target that can account for 20%[31] of the neutrino
flux,
• pion production cross-sections,
• the primary beam direction,
• neutrino beam direction,
• target and horn alignment and magnetic field,
• and target degradation.
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The dominant source of uncertainties is from the hadron production uncertainties. A dedi-
cated, ND measurement of a neutrino beam before it oscillates is used to constrain the flux
prediction at an FD.
4.1.3. Event Selections in the ND and FD. An ND allows the flux, energy spec-
trum, and flavor composition of the neutrino beam to be monitored before oscillations occur.
This refines the flux prediction at the FD beyond what would be possible with only beam
monitoring. It also measures interaction cross-sections, typically on the same material that
makes up the FD, which helps to constrain predicted event rates at the far detector. Often a
ratio between the measured flux at the FD and the ND is taken to cancel many of the uncer-
tainties, but many uncertainties remain because the detectors are never completely identical.
The ND also sees the beam as a line source along the decay region while the FD is located
far enough away so that it sees a point source so the two detectors actually measure different
fluxes and this must be taken into account when propagating an ND flux measurement to
an FD.
A primary role of the ND relevant to LBL physics is the measurement of the νµ content
of the beam. In the νµ disappearance measurement the initial flux of νµ is needed to look for
a deficit of νµ charged current (CC) like events in the far detector, indicating an oscillation
to another flavor. In the νe appearance measurement the initial νµ flux is used to predict the
number of expected νe CC like events expected in the FD for a given oscillation hypothesis
(i.e. ∆m2 and sin2(2θ13) values).
One of the measurements used to constrain the νµ beam flux at the ND is the νµ charged
current (CC) interaction. Figure 4.5 shows interaction diagrams for three of the most com-
mon νµ CC interactions. The charged current quasi-elastic (CCQE) interaction consists of a
muon neutrino interacting with a neutron via a W boson to produce a proton and a muon.
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Figure 4.5. Diagrams for the charged current processes in each category:
charged current quasi-elastic (left), charge current resonant production (cen-
ter), and charged current deep inelastic scattering (right).
The charged current resonant production (CC Res) interaction is similar but has the nucleon
emitting a π+ via resonance. The CC deep-inelastic-scattering (DIS) interaction occurs at
higher neutrino energies where the incident neutrino interacts with the constituent quarks in
a nucleon and results in many interaction products. These are often taken together to form a
CC inclusive sample because they all involve an outgoing muon and have similar interaction
topologies depending on the detector technology.
Each of these processes has an energy regime where it is the dominant process, but there
is overlap of the regimes so that an analysis can never be conclusive about which interaction
took place if the experiment covers a wide range of neutrino energies. The energy and
angle with respect to the neutrino beam direction of an interaction are used to kinematically
reconstruct the energy of the incoming neutrino under a quasi-elastic (QE) assumption via
Ereco =
MNEl −m2l /2
MN − El + |~pl| cos θ
where MN is the mass of the target nucleon assumed to be at rest, El is the energy of the
outgoing lepton, ml is the mass of the lepton, ~pl is the three-momentum of the lepton, and θ
is the angle between the lepton and beam direction. This method of energy reconstruction
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only requires the energy and angle of the outgoing lepton to be measured, and no information
about the nucleon needs to be measured.
Figure 4.6. Summary[33] of charged current cross-section measurements over
many experiments overlaid with theoretical predictions.
The QE assumption is an estimate that can perform poorly for neutrinos at higher
energies. Figure 4.6 shows the measured and predicted cross-sections for the three CC
interaction modes as a function of incident neutrino energy. At energies around 1 GeV,
enough energy can be transferred to the nucleus for a ∆ resonance to be produced which
then decays to a nucleon and and pion. At energies around 3 GeV, DIS becomes dominant
as the neutrino “sees” the quark content of the nucleus. Care has to be taken in the analysis
to select the events that represent the chosen interaction channel or channels. Accurately
reconstructing the energy of the neutrino is critical to an oscillation measurement since the
predicted oscillation rates, as shown in Chapter 4, are determined by this reconstructed
energy.
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The selected target plays an important role in the measurement and reconstruction of
Eν . A heavier target may be selected to increase the event rates in the detector. However,
there are complicated effects that come into play when nuclear targets are used. A neutrino-
nucleon interaction in a nucleus heavier than D2 may involve re-interactions before the initial
reaction products can exit the nucleus. These are referred to as final state interaction (FSI)
effects. These interaction products can cause an event selection to reject an event that may
have been included without the FSI effects. For example, a CC1π event may undergo pion
absorption in the nucleus, ejecting only neutrons that are not visible near the interaction
vertex so that energy is missing from the reconstructed event. This causes the Ereco to be
biased and has to be accounted for when generating MC predictions of event rates in the
ND and FD.
Another interaction that is important to characterize in order to predict backgrounds
at the far detector are the neutral current (NC) interactions, depicted in Figure 4.7. Here
the incoming ν does not change and no charged lepton is produced in the final state. Since
no charged lepton is produced, the flavor of the incoming ν cannot be determined and so
this interaction remains constant with respect to oscillations in the CC interactions. The
π0 typically decays to two γs that overlap at the energies of most LBL experiments. The
overlapping γs may look like an electron and mimic a CC interaction. This makes them a
background that must be carefully measured and accounted for in an oscillation analysis.
The typical samples selected as signal are these νµ or νe CC (inclusive) events taken
together. Modeling the backgrounds to these selections is critical to understanding the
signal, and subsequently any oscillation effects. The signal selections are made to maximize
signal while minimizing background, but the backgrounds are typically never completely
removed by any selection. The selection quality is quantified by the purity and efficiency of
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Figure 4.7. Diagram for the neutral current interaction where a νµ interacts
with a nucleon (N) and produces a π0 which may be mistaken for an electron
during event reconstruction.
the selection computed from Monte Carlo (MC) simulations. The efficiency of a selection is
the number of signal events selected divided by the number of actual signal events that were
in the MC. The purity of a selection is the number of signal events selected divided by the
number of signal plus background events that were selected.
In a typical CC inclusive selection for νe appearance or ν̄e appearance the backgrounds
are:
• a neutral current (NC) event containing a π0 that decays to two gammas that may
overlap and look like an electron
• ντ and ν̄τ CC interactions that produce τ leptons that immediately decay to a muon
or electron; this is only significant for higher energy beams since the tau production
threshold is ∼ 3.5 GeV
• νe and ν̄e that are intrinsically in the beam from muon and kaon decays in the decay
region
• νµ and ν̄µ CC may be mistaken for signal in some rare cases
The νe appearance signal selection also includes a small number of ν̄e appearance events
since the far detector is typically not magnetized and so cannot distinguish between positive
and negatively charged particles.
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The NC channel is the largest background to νe appearance. The interaction does not
depend on the flavor of the neutrino and so does not experience oscillations. When a π0
is produced it very quickly decays to two γs with a lifetime (in the π0 rest frame) of 8.4 ±
0.6 × 10−17s[1]. These two γs are very forward going for energetic events and produce an
EM shower that looks very similar to a νe CC event with an electron. A very high resolution
detector is required to separate these events by distinguishing the electron and γs before the
shower starts.
4.2. Past LBL Experiments
4.2.1. K2K. The KEK to Kamioka (K2K) experiment[34] was an on-axis measurement
of νµ disappearance that ran from 1999 to 2004. It was in some sense the precursor to the
T2K experiment since it traverses Japan to SK. With an average energy of 1.3 GeV the
beam operated between June 1999 and November 2004 to deliver 1.049×1020 POT. The ND
was a series of detectors, located at 300 m from the target, including a 1 kt water Cerenkov
(WC) detector and a series of fine-grained detectors. The FD was the SK detector at 250
km, described in more detail below.
The experiment measured[34] a νµ disappearance effect that was inconsistent with a no
oscillation hypothesis at a level of 4.3σ. It also place early constraints on sin2(θ23) and ∆m232
that agree with earlier SK atmospheric measurements.
4.2.2. MINOS. MINOS[22], also described in Chapter 3, was an on-axis measurement
of νe appearance and νµ disappearance. From the NuMI beam, the experiment received a
neutrino beam exposure of 10.6× 1020 POT in ν mode and 3.6× 1020 POT in ν̄ mode and
the beam was peaked at 3 GeV in the “medium energy" tune. The ND and FD detectors are
magnetized tracking calorimeters made up of alternating planes of steel and scintillator bars.
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The ND has a fiducial mass of 29 t located 1.04 km from the target and the FD a fiducial
mass of 3.8 kt at 735 km. Being magnetized, the FD had the unique ability to distinguish
between νµ and ν̄µ CC events. The ND and FD detectors were optimized to detect muon
neutrinos, but had some ability to distinguish between the EM showers induced by νe events
and hadronic activity induced by an NC event. The 2014 MINOS three flavor oscillation
results were summarized in Chapter 3.
The NuMI beam has been optimized for use in NOνA so that the MINOS experiment no
longer receives a beam optimized for a three flavor oscillation measurement. It is now tuned
to achieve a higher beam energy for an off-axis measurement at the NOνA baseline. As such,
MINOS will continue as MINOS+ which will measure high energy neutrino interactions to
look for effects beyond the standard three flavor neutrino oscillation model.
4.3. Current and Future LBL Experiments
The experiments listed in this section are the focus of the LBL neutrino oscillation studies
in this document. They are described in some detail here and along with the experimental
inputs used for the future sensitivity analyses.
4.3.1. T2K. The Tokai-to-Kamioka experiment is an operating experiment with the goal
of measuring νe appearance and νµ disappearance. It has been running since 2009 and has
collected 6.57 × 1020 POT. The experiment and its recent results are described in Chapter
3. More detail is given on the beam, ND, and FD here.
Figure 4.8. Layout of the T2K Experiment[35].
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The T2K beam is produced at the Japan Proton Accelerator Research Complex (J-
PARC). The primary beam is from the 30 GeV main ring and has achieved continuous beam
power of 220 kW as of May 2013 with 1.2× 1014 protons per pulse[20]. The 30 GeV protons
strike a graphite target that is 26 mm in diameter and 90 cm long. This corresponds to
2 interaction lengths and approximately 80% of the protons interact in the target. Three
horns, pulsed with 250 kA, magnetically focus the secondary beam of pions and kaons into
the 96 m He-filled decay region. The profile and intensity of muons are monitored via muon
monitors (MUMON) after a beam dump at the end of the decay region. The beam is pointed
at an angle 2.5◦ degrees off-axis from the direction of SK, and is tunable down to an off-axis
angle of 2.0◦. When viewed at the 2.5◦ off-axis angle, the beam energy is peaked at 600 MeV.
The ND complex for T2K is located 280 m downstream from the target. It consists of
the Interactive Neutrino GRID (INGRID) on-axis detector and the ND280 off-axis detector.
INGRID is made up of 14 identical modules that are arranged in a cross pattern. Each
7.1 ton module is made up of 9 steel plates alternating with 11 scintillator planes (with
horizontal and vertical bars). INGRID measures the beam center up to a precision of 10
cm which corresponds to an angle of 0.4 mrad with respect to the target. It also checks the
axial symmetry of the beam and makes cross-section measurements on iron.
Figure 4.9 shows the layout of the ND280 off-axis detector along with an event display of
a candidate muon. The inner detector starts with the π0 detector (P0D) which is designed
to measure neutral current interactions on water that are a critical background to the νe
appearance signal. The P0D is followed by three time-projection chambers (TPC) interleaved
with two fine grained detectors (FGD) that allow particle momentum, energy, and charge
to be reconstructed. The P0D, TPCs, and FGD are surrounded by an electromagnetic
calorimeter (ECAL) in order to detect gamma rays that exit the contained detectors. This
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is all surrounded by a magnet, originally constructed for the UA1 experiment, that has been
instrumented with the side muon range detector (SMRD) to measure muons exiting the
detector through the sides and serves as a cosmic ray trigger. The magnet provides a 0.2
T field and allows the momentum and sign of charge particles to be determined by their
curvature.
Figure 4.9. Layout of the T2K ND280 (top) and a example event display
(bottom)[35]. The event shows a muon starting in the P0D and traversing
through the entire detector. In the TPC, the muon produces secondary parti-
cles that traverse into the downstream ECAL.
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The FD for T2K is the SK detector, described briefly in Chapter 3, and it is located
at 295 km1 from the target. SK is a large underground WC detector and has a total mass
of 50 kt (22.5 kt fiducial mass). It is separated into inner and outer detector regions to
form a veto against events originating outside of the detector. The detector is instrumented
with 11,129 inward facing photomultiplier tubes (PMT) that give 40% coverage of the inner
surface. The outer veto region is instrumented with 1885 PMTs. Charged current events,
νµ or νe, are separated by identifying the Cerenkov radiation from the outgoing lepton of
the event. An electron will produce a ring that is fuzzy at the edges as the scattering of the
electron slightly redirects the Cerenkov cone of light that reaches the PMTs on the detector
wall. A muon will produce a ring with sharp edges since it is heavier and scatters less than
an electron and if the event is completely contained a decay electron may be visible. Figure
4.10 shows event displays for these two cases.
The run plan for T2K has the experiment collecting a total of 7.8 × 1021 POT over the
next 10 years while ramping up to a power of 750 kW. The amount of running to be done
in ν mode and ν̄ mode, the ν:ν̄ ratio, has not yet been determined for these runs and is the
subject of optimization studies in Chapter 9. The author of this thesis has also prepared
an internal technical note, as a member of the T2K collaboration, that studies the ν:ν̄ ratio
optimizations in detail.
4.3.1.1. T2K Experimental Inputs. The T2K inputs used for future sensitivity analyses
are based on T2K-SK MC. In this MC the simulated neutrino beam flux is constrained by νµ
measurements in the ND280 tracker by fitting a set of nuisance parameters affecting flux and
cross-section uncertainties from a neutrino event generator. This allows the neutrino beam
flux to be extrapolated to the FD while reducing the flux and cross-section uncertainties.
1Based on GPS measurements the target is 295, 335.2± 0.7 m from the center of the SK detector[35].
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Figure 4.10. Event displays for the SK detector[35] in the T2K beam. The
top figure shows an electron-like event with a fuzzy ring and no decay electron
present. The bottom figure shows a muon-like event where the ring has sharply
defined edges and contains a decay electron.
49
Table 4.1. Table of of event rates expected in T2K for 7.8× 1021 POT split
evenly between neutrino and antineutrino running.
Signal Bkg νµ +ν̄µ Bkg νe +ν̄e Bkg NC Bkg
νe appearance 84.8 54.1 1.1 32.6 20.4
ν̄e appearance 24.2 26.3 0.4 15.8 10.1
νµ disappearance 612.3 43.7 - 1.4 42.3
ν̄µ disappearance 298.7 19.5 - 0.6 18.9
With the flux prediction at SK in hand, the SK MC is used to generate event samples for νe
appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance.
The selections applied in this manner give seven channels for the νe appearance and
ν̄e appearance analyses: νe and ν̄e for the signal, and νµ, ν̄µ, NC, beam νe, beam ν̄e for
backgrounds. Seven channels also represent the νµ disappearance and ν̄µ disappearance
analyses: νµ and ν̄µ for the signal, and NC, beam/oscillated νe, beam/oscillated ν̄e for
backgrounds. The spectra2 for the samples are given in Figure 4.11 in terms of signal and
background. Table 4.1 breaks down the integrated number of events per channel.
4.3.2. T2K Baseline and Beam Energy. The T2K baseline and neutrino energy were
chosen to maximize the disappearance probability and to restrict the energy range of events
to those energies where CCQE is dominant and so the energy is able to be reconstructed
accurately from SK measurements. Figure 4.12 shows the oscillation probabilities for νe
appearance and νµ disappearance in ν and ν̄ modes assuming the Capozzi et al. best fit
values for the oscillation parameters. The figures also show the expected unoscillated νµ CC
event spectrum in T2K. The original goal of T2K was to establish the phenomenon of νe
appearance. Having established a relatively large value of sin2(2θ13) early in its operation3,
2The spectra in this chapter were generated, by the author of this thesis, using inputs and methods that
will be described in Chapter 5. These inputs were used as the basis for T2K+NOνA combined fit sensitivity
studies done for the T2K collaboration and published in [36]. The expected total numbers of events predicted
for T2K were confirmed to match those predicted in official T2K oscillation analyses.
3The latest νe appearance result from T2K[20] obtains a best-fit value of sin2(2θ13) = 0.140+0.038−0.032 in the
NH and sin2(2θ13) = 0.170+0.045−0.037 in the IH with δCP = 0 and sin
2(θ23) = 0.5 assumed. This is a 7.3σ
determination of θ13 6= 0.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 4.11. The expected event spectra in the T2K FD, computed from
T2K MC, for the four samples. Each assume a 1:1 ν:ν̄ ratio and a total of
7.8 × 1021 POT. Each figure shows the integrated number of events for the
energy range for that figure. The Capozzi et al. set of oscillation parameters
are assumed.
T2K is now focusing on constraining δCP . The figures show that, in νe appearance, T2K as
some ability to distinguish between different values of δCP . This will be discussed further in
later sections.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 4.12. Oscillation probabilities for νe appearance and νµ disappear-
ance in ν and ν̄ modes at 295 km. The unoscillated νµ (ν̄µ) CC spectrum in
T2K is plotted in gray.
4.3.3. NOνA. NOνA is an off-axis LBL experiment with neutrino beam starting at Fer-
milab, passing through the ND on-site, and propagating 810 km to the far detector at Ash
River in northern Minnesota. With its long-baseline it is more sensitive than any existing
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LBL experiment to the matter effect and the mass hierarchy. The NOνA experiment com-
pleted construction in the Summer of 2014. It is currently taking data with 1.35×1020 POT
taken as of February 2014 at a beam power of 300 kW [37].
The NuMI beam, which is now primarily the neutrino beam for NOνA, is produced at
Fermilab. The primary beam from the Main Injector (MI) is 120 GeV and has achieved
300 kW as of February 2014 but will be upgraded to produce 700 kW. The protons strike a
graphite target that is 2 interaction lengths long. Two magnetic horns pulsed with 185 kA
focus the resulting hadrons into a 675 m long He-filled decay region that is two meters in
diameter. The profile and intensity of the beam are monitored by hadron and muon monitors
at the end of the decay region and after various levels of absorption. The beam is pointed at
an angle 14 mrad (0.8◦) off-axis from the near and far detectors to produce a beam energy
spectrum peaked at 2 GeV.
The NOνA ND is located 1 km downstream of the target. Both the ND and FD are
totally active tracking calorimeters. They use liquid scintillator contained in extruded PVC
cells organized into alternating X/Y planes. The ND will have ∼18,000 cells and be 4m
× 4m × 14m with a mass of 0.3 kt and located 105 m underground. Each of the cells is
designed identically to the FD. It will also have a muon ranger downstream to catch muons
not contained by the primary detector.
The NOνA FD is located 810 km away from the target in Ash River, Minnesota. It
is composed of ∼ 344, 000 cells with overall dimensions of 16m × 16m × 60m and have a
mass of 14 kt. Charged current νµ events are identified by reconstructing the muon track
using either a CCQE or CC Non-QE (RES and DIS events) assumption where the muon is
contained and so the energy of the event can be reconstructed with 4% resolution[37]. For
CC νe events, the reconstruction algorithm looks for an EM shower starting from the vertex.
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The nominal running plan has the experiment running for 3 years in ν mode and 3 years
in ν̄ mode. At full power, the experiment will receive 6× 1020 POT/yr.
4.3.3.1. NOνA Experimental Inputs. The NOνA inputs for this thesis are based on pub-
licly available configurations[38] that use the predicted NuMI beam flux and estimated per-
formance of the far detector. NOνA beam flux, energy resolutions, and selection efficiencies
are implemented in GLoBES files[38] created by the GLoBES developers (GLoBES is de-
scribed in Chapter 5). These were based on the NOνA 2007 Technical Design Report[32].
Updates to the efficiencies were made to match the total number of events in νe appearance,
ν̄e appearance, νµ disappearance, and ν̄µ disappearance events with those shown publicly by
the NOνA collaboration[37]. These files describe both νe appearance and νµ disappearance
event selections in both ν and ν̄ modes at 1.8×1021 POT in each mode. The oscillation sen-
sitivities produced from these configurations were compared with official NOνA sensitivities
and found to agree well. The comparisons are shown in Appendix A.
In νe appearance the signal is defined as νe CC with backgrounds from beam νe, νµ CC,
and NC events. Events arising from ν̄ contamination in the beam are considered negligible
in ν mode. In νe appearance the signal is defined as νe + ν̄e CC with backgrounds from
beam νe + ν̄e, νµ + ν̄µ CC, and NC events. Figure 4.13 shows the event spectra for the νe
appearance and ν̄e appearance samples.
In νµ disappearance the samples are broken up into multiple sources to take advantage of
the improved energy resolution of CCQE events. The signal samples are CCQE, CC-NonQE,
and CC uncontained. CCQE was described previously. CC-NonQE contains RES and DIS
and has worse energy resolution, when compared with CCQE, coming from missing or mis-
reconstructed energy. CC uncontained events contain a muon that exits the detector and
so the energy is estimated from the vertex activity and from scattering of the muon before
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Table 4.2. Table of of event rates expected in NOνA for 3.6×1021 POT split
evenly between neutrino and antineutrino running.
Signal Bkg νµ +ν̄µ Bkg νe +ν̄e Bkg NC Bkg
νe appearance 57.4 32.7 5.0 8.4 19.3
ν̄e appearance 26.7 15.0 <1 5.0 10.0
νµ disappearance 508 20 - - 20
ν̄µ disappearance 270 9 - - 9
it exits the detector. Figure 4.14 shows the event spectra for the νµ disappearance and ν̄µ
disappearance samples.
(a) νe appearance (b) ν̄e appearance
Figure 4.13. The expected event spectra in the NOνA FD for νe appearance
and ν̄e appearance analyses. A 1:1 ν:ν̄ ratio and a total of 3.6 × 1021 POT
is assumed. Each figure shows the integrated number of events in the plotted
energy range. The Capozzi et al. set of oscillation parameters are assumed.
4.3.4. NOνA Baseline and Beam Energy. The NOνA baseline and neutrino energy
were chosen to maximize the appearance probability, maximize the matter effect, and to
maximize statistics due to higher neutrino cross sections at higher energies. Figure 4.15
shows the oscillation probabilities for νe appearance and νµ disappearance in ν and ν̄ modes
assuming the Capozzi et al. best fit values for the oscillation parameters. The figures
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(a) νµ disappearance CC
QE
(b) νµ disappearance CC
Non-QE
(c) νµ disappearance CC
Uncontained
(d) ν̄µ disappearance CC
QE
(e) ν̄µ disappearance CC
Non-QE
(f) ν̄µ disappearance CC
Uncontained
Figure 4.14. The expected event spectra in the NOνA FD for νµ disappear-
ance and ν̄µ disappearance analyses for each sample: CCQE, CC Non-QE, and
CC uncontained. A 1:1 ν:ν̄ ratio and a total of 3.6 × 1021 POT is assumed.
Each figure shows the integrated number of events in the plotted energy range.
The Capozzi et al. set of oscillation parameters are assumed.
also show the expected unoscillated νµ CC event spectrum in NOνA. The ν flux energy
spectrum aligns well to cover most of the first oscillation maximum. In the νe appearance
(ν̄e appearance) spectrum the oscillation probability for δCP = −90◦(δCP = 90◦) in the
NH(IH) is well separated from the other probabilities, but there is significant overlap for
the other probabilities. This forms a degeneracy for these values of δCP and the MH. If the
true value of δCP and MH are at these values then NOνA will need to use constraints from
another experiment, like T2K, to break the degeneracy.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 4.15. Oscillation probabilities for νe appearance and νµ disappear-
ance in ν and ν̄ modes at 810 km. The unoscillated νµ (ν̄µ) CC spectrum in
NOνA is plotted in gray.
4.3.5. LBNE. The Long-Baseline Neutrino Experiment (LBNE)[39] is a planned LBL
experiment with the primary goals of measuring CP violation and determining the mass
hierarchy via νe appearance. It is projected to start collecting data around 2025. The
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project is being planned in stages that successively lead to improved physics reach. This





















Figure 4.16. Layout of the LBNE Experiment[40].
The LBNE beam will be produced at Fermilab and the primary beam will use 60-120
GeV protons from the Main Injector proton accelerator. The baseline beam design will run
at 1.2 MW and will be designed to be upgradeable to 2.3 MW. Protons will strike a graphite
target that is 7.4 mm × 15.4 mm and more than 2 interaction lengths in length. After the
target two horns will focus the secondary beam with a pulsed current of between 180 kA
and 350 kA into a decay region that is 204 m in length and air filled.
An ND, located ∼500 m downstream of the target, is planned. The current reference
design is a fine-grained tracking detector consisting of a straw tube tracker and an electro-
magnetic calorimeter inside of a 0.4 T magnetic field. Argon gas, water, and other nuclear
targets are placed upstream of the tracking volume to provide nuclear cross section measure-
ments on different materials. It also enables the identification of uncontained muons using
resistive plate chambers in the magnet and also before and after the tracker. The ND design
is under study by the LBNE collaboration and alternative or additional detectors, such as a
LAr TPC, are being considered.
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The LBNE FD will be a large volume LAr Time-Projection Chamber (TPC) 1300 km
downstream of the target and located ∼ 4800 feet underground at the Homestake mine
in South Dakota. The TPC has a modular design which gives the possibility of a phased
construction. The full LBNE FD is planned to have a mass of 34 kt. The underground
nature of the experiment decreases backgrounds and allows it to also search for proton decay
and supernova neutrinos.
A simulation, based on lessons learned from current and previous LAr experiments, has
been created to study events in LAr detectors. Figure 4.17 shows an example for three types
of events that are critical to a LBL physics analysis. The first is a CC νµ event where the
muon is clearly visible as a long straight track and is contained in the detector so that the
decay electron is visible at the end of the track. The second is a CCQE νe event where the
proton is visible as a track that deposits a lot of energy over a short distance (high dE/dx)
and the electron produces a shower. The third is an NC event where vertex activity at the
interaction point is clearly visible followed by a gap and then two γs converting to start a
shower. A LAr TPC has a high resolution and so in many cases is able to distinguish a
CCQE νe event and NC event by distinguishing between electrons and γs before the EM
shower begins.
The current design of LBNE has the experiment running for equal amounts in ν and ν̄
modes with a beam power of 1.2 MW for a total POT of 6.0× 1021 POT over 6 years. The
ν:ν̄ running ratio for LBNE will be discussed further in Section 9.
4.3.5.1. LBNE Experimental Inputs. The LBNE inputs for the future sensitivity analyses
in this document are based on outputs from the LBNE Fast Monte Carlo (Fast MC). The
Fast MC uses parameterization of expected detector responses as well as LBNE neutrino
beam flux predictions and the GENIE event generator to simulate neutrinos interacting in
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(a) CC νµ event
(b) CCQE νe event
(c) NC π0 event
Figure 4.17. Simulated events in a LAr detector[39].
the FD. Simulated neutrino interactions in the FD are recorded along with the identity
and kinematics of the initial neutrino and the final-state particles that will interact in the
detector. The detector response parameterization includes energy smearing so that a realistic
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Table 4.3. Table of of event rates expected in LBNE for 6.0×1021 POT split
evenly between neutrino and antineutrino running. The Capozzi et al. set of
oscillation parameters are assumed
Signal Bkg νµ +ν̄µ Bkg νe +ν̄e Bkg ντ +ν̄τ Bkg NC Bkg
νe appearance 490 251 2 120 94 36
ν̄e appearance 309 178 1 98 57 22
νµ disappearance 4971 299 - 4 140 147
ν̄µ disappearance 2889 185 - 2 85 94
estimation of reconstructed neutrino energy can be made. Using this information, all of the
events are classified as either CC νe, CC νµ, or NC.
Using the Fast MC outputs also allows for the impact of systematic uncertainties to be
propagated to the analyses. This will be discussed further in Chapter 7. 4
The event spectra for νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappear-
ance are built from an analysis of the final states in the simulated events. The selections
give nine channels for the νe appearance and ν̄e appearance analyses: νe and ν̄e for the sig-
nal, and mis-identified CC νµ + ν̄µ, mis-identified CC ντ + ν̄τ , NC, and beam CC νe + ν̄e
for backgrounds. A similar set of nine channels are used for the νµ disappearance and ν̄µ
disappearance analyses: νµ and ν̄µ for the signal, mis-identified CC ντ + ν̄τ , NC, and beam
CC νe + ν̄e for backgrounds. Figure 4.18 shows the expected event spectra in terms of signal
and background and Table 4.3 gives the integrated number of events per channel. CC ντ
events contribute a significant background due to the higher energy neutrinos required for
longer baseline oscillations.
4.3.6. LBNE Baseline and Beam Energy. The LBNE baseline and neutrino energy
were chosen to maximize the appearance probability, maximize the matter effect, and to
4The LBNE Fast MC is described further in [39] which describes the LBNE in detail and also includes
sensitivity studies, developed by the author of this thesis, that use parameterized inputs and estimates of
detector efficiencies that are independent of the Fast MC. The sensitivities in this thesis are based on the
Fast MC outputs and so may differ slightly due to the different assumptions.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 4.18. The expected event spectra in the LBNE FD, computed from
LBNE Fast MC, for the four samples. Each assume a 1:1 ν:ν̄ ratio and a total
of 6.0× 1021 POT. Each figure shows the integrated number of events for the
energy range for that figure. The Capozzi et al. set of oscillation parameters
are assumed.
maximize statistics due to higher neutrino cross sections at higher energies. Figure 4.19
shows the oscillation probabilities for νe appearance and νµ disappearance in ν and ν̄ modes
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assuming the Capozzi et al. best fit values for the oscillation parameters. The figures also
show the expected unoscillated νµ CC event spectrum in LBNE.
An extensive study[41] was done by the LBNE collaboration to optimize the sensitivity
for CP violation detection, MH determination, and for resolution on δCP . The study chose a
set of baselines, optimized the neutrino beam at each baseline, and computed the sensitivity
at each baseline. Short baselines suffer from not being able to resolve the second oscillation
maximum and so cannot resolve degeneracies between δCP and the MH that occur in the
oscillation probabilities. At shorter baselines the energy of the second oscillation maximum
is below that which can typically be resolved in typical neutrino oscillation experiments.
The second oscillation maximum is visible at the LBNE 1300 km baseline, as can be seen in
Figure 4.19. While the matter effect causes longer baselines to have greater mass hierarchy
sensitivity, if the baseline is too long then the experiment will suffer from increased ντ
backgrounds and decreased ν flux. Taking these sensitivity consideration into account, the
study finds that a baseline of at least 1000 km in a wide-band neutrino beam is optimal.
4.3.7. T2HK. Tokai to Hyper-Kamiokande (T2HK)[42] is a proposed LBL experiment
with the primary goal of measuring CPV. It is the successor to T2K and consists of major
upgrades to the beam and ND and a completely new FD.
The T2HK beam will be produced at J-PARC using the same beam-line as T2K. It is
anticipated that the beam will be running at 1.66 MW at that time. The nominal beam for
T2HK is assumed to be 2.5◦ off-axis from the FD. The ND will be the T2K ND280 detector
with possible upgrades.
The proposed FD for T2HK is the Hyper Kamiokande (HK) large WC detector that will
also be at a baseline of 295 km as is SK for T2K. It has a fiducial mass of 560 kt, which is
about 25 times larger than SK. It is also to be located underground (1750 MWE). By using
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 4.19. Oscillation probabilities for νe appearance and νµ disappear-
ance in ν and ν̄ modes at 1300 km. The unoscillated νµ (ν̄µ) CC spectrum in
LBNE is plotted in gray.
99,000 20 inch photo-multiplier tubes, it will achieve 20% coverage of the inner detector
surface. The mechanism for reconstructing CCQE events from electrons and muons in HK
is the same as it is in SK.
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Table 4.4. Table of of event rates expected in T2HK for 1.5 years in ν mode
and 3.5 years in ν̄ mode at 1.66 MW. The Capozzi et al. set of oscillation
parameters are assumed.
Signal Bkg νµ +ν̄µ Bkg νe +ν̄e Bkg NC Bkg
νe appearance 2111 1141 24 660 458
ν̄e appearance 1788 1615 25 912 678
νµ disappearance 15224 1091 - 37 1054
ν̄µ disappearance 22306 1449 - 37 1412
Current design documents[43] have the experiment running for 1.5 years in ν mode and
3.5 years in ν̄ mode with a beam power of 1.66 MW. These differences in the detector mass
are accounted for by scaling the mass of the T2K detector by 24.9. The differences in beam
power and total running time are accounted for by doubling the T2HK running time relative
to T2K.5
4.3.7.1. T2HK Experimental Inputs. Experimental inputs for T2HK are the same as for
T2K but with a large scaling applied to account for the increased detector size and beam
power. Table 4.4 gives the expected event rates for T2HK and Figure 4.20 gives the expected
event spectra for νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance.
4.3.8. T2HK Baseline and Beam Energy. Since T2HK has the same baseline and
neutrino beam shape, Figure 4.12 also applies to T2K. T2HK will have a much larger event
rate, but since the νµ flux is in arbitrary units, the plot remains the same for T2HK and
T2K. Although T2HK has very little sensitivity to the mass hierarchy due to its shorter
baseline, it is anticipated that HK itself will make a measurement of the MH via high-
statistics atmospheric neutrino measurements.
5No effort was made to precisely match T2HK predicted event rates published in, for example, [43] or [44].
The sensitivities produced for T2HK in this thesis are estimates for an experiment with twice the POT and
25 times the detector mass as T2K. Recent work by the T2HK collaboration[44] has updated the official
T2HK sensitivities with predictions based on improved event selections in the SK detector simulation. The
rates in this recent work for νe appearance are roughly 16% higher than those used in this thesis after
accounting for differences in assumed oscillation parameter values.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 4.20. The expected event spectra in the T2HK FD. Each assumes 1.5
years in ν mode and 3.5 years in ν̄ mode at 1.66 MW. Each figure shows the
integrated number of events for the energy range for that figure. The Capozzi
et al. set of oscillation parameters are assumed.
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CHAPTER 5
Methods for Computing Sensitivity to Neutrino
Oscillations
In order to predict the sensitivity of current and future experiments it is necessary to
have a statistical method for incorporating the experimental inputs described in the previous
chapter. This chapter reviews the likelihood ratio test method used to compute the sensitiv-
ities and explores the assumptions and approximations that go into it as well as how prior
information about the oscillation parameters and systematic uncertainties are propagated to
the test hypotheses. It then describes the software library used to perform these tests and
how inputs from T2K, NOνA, LBNE, and T2HK, based on simulations, are used with the
library.
5.1. Profile Log-likelihood Method
As shown in the previous chapter the expected event rates for a particular oscillation
hypothesis can be computed using inputs from each experiment. These are always computed
as a function of Ereco and set of oscillation parameters, θ, for the purposes of this work.
Details on how the event rates are computed will be given later in this chapter.
The likelihood ratio is a statistical test to compare two different models for consistency
with an observation. A null hypothesis, H0, is compared to an alternative hypothesis, H1,
in a ratio that grows as the alternative hypothesis further rejects the null hypothesis. This
quantity can then be used to determine the p-value, which is the probability of obtaining H1
assuming that H0 is true.
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In an experiment, the observed number of events, N obs, is compared to an expectation
for a given hypothesis, N exp. In a particular time interval, the probability to observe N obs




























where θ = (θ12, θ13, θ23, δCP ,∆m231,∆m232) is a vector of oscillation parameters and f is
a vector of nuisance parameters describing, for example, a systematic effect and will be
discussed below. The bin index i and total number of bins, Nbins, represents the reconstructed
energy (Ereco) bin.
The log of the likelihood ratio (LLR) between H0 and H1 is
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The log of the likelihood ratio is taken because when computing the product of many small
numbers a computer may run into machine precision errors so taking the log turns the small
numbers into larger negative numbers that can be represented more precisely with floating
68
point numbers. The factor of two makes L equal to a χ2 for large statistics and will be
discussed below in the context of interpreting the statistical significance of an experimental
measurement or simulated experimental measurement. The ’̂ ’ over θ and f mean that
those parameters are to be profiled. In general, profiling a parameter refers to maximizing
the likelihood, or minimizing the LLR, with respect to that parameter. The N expi (θ̂, f̂) term
will have both θ and f profiled, while N expi (θ,
ˆ̂
f) will have only f profiled. The likelihood
for H0 will have the oscillation parameters at fixed values while those of H1 will be profiled.
As a result, the likelihood of H0 will always be less than or equal to H1, making the ratio
fall between zero and one. Profiling the parameters is a numerical approximation to a full
integration over the probability distributions for the parameters.
5.1.1. Wilk’s Theorem. The LLR can be used to reject the null hypothesis, H0, if it
is above some predetermined value. This value is quantified using Wilk’s theorem which
states that for large sample sizes the LLR is distributed like a χ2 distribution with the
degrees of freedom (DOF) at the number of fixed parameters in θtest minus the number of
fixed parameters in θtrue. When applicable, this theorem means that the LLR test can be
interpreted as a χ2 test and with statistical significance of σ =
√
χ2.
Exceptions to the validity of the theorem occur in the limit of low statistics and when H0
is not χ2 distributed. The simple scenario, assuming σ =
√
χ2, is assumed for the majority of
studies in this document. Chapter 8 will discuss these statistical issues in more detail in the
context of evaluating the experimental sensitivity to CP violation and the mass hierarchy.
5.2. Asimov Data Set
When computing the future sensitivity of an experiment there is no data, or N obs, with
which to compare an expectation, N exp. In this case one can assume a “true" set of oscillation
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and nuisance parameter values, θtrue and ftrue, and compute
LAsimov
(











The data set, N true, produced in this way is the data set that produces the maximum
likelihood when θ = θtrue, also known as the Asimov data set[45]. The Asimov data set
does not take into account the statistical fluctuations that would be expected from repeated
experimental measurements, but a statistical fluctuation of the Asimov data set will increase
or decrease the LLR of a measurement in 50% of cases so that the median LLR value is given
by computing the LLR using the Asimov data set to replace N obs. Statistical fluctuations
will be introduced into the sensitivities computed in Chapter 8.
This likelihood is propagated in a similar way as above and the LLR becomes
L (θtrue,θ) = −2 ln
[
L(N true (θtrue,ftrue) |N exp(θ, ˆ̂f))
L(N true (θtrue,ftrue) |N exp(θ̂, f̂)))
]
but the likelihood in the denominator is equal to one because, by definition, the likelihood
is maximized when θ = θtrue which will happen during the profiling of θ̂ to maximize the
likelihood. Taking this into account and using Stirling’s approximation (ln(n!) ≈ n ln(n)−n)
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the LLR can be simplified to
L (θtrue,θ) = −2 ln
[







































The LLR is written only as function of θtrue and θ because the nuisance parameters in f
are profiled and so do not affect the interpretation of the LLR.
The LLR is typically interpreted as a ∆χ2, so the equivalence L ≡ ∆χ2 will be assumed
when using the Asimov data set.
5.2.1. Combining Test Statistics. To combine the results from multiple experiments
and samples, the test statistics from multiple experiments can be added. For example, the




























νµ , and ∆χ
2
ν̄µ represent the samples for νe appearance, ν̄e appearance,
νµ disappearance, and ν̄µ disappearance respectively for the indicated experiment.
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5.3. Systematic Uncertainties & Priors
The systematic uncertainties to be incorporated into the ∆χ2 fall into two categories.
First are the oscillation parameter systematics that alter the underlying physical parameters
affecting the neutrino oscillation probabilities. The oscillation parameter systematics allow
the oscillation parameters to float within their uncertainties in order to minimize the ∆χ2.
These parameters represent the constraints on the oscillation parameters from global fits as
described in Section 3. Table 3.2 gives the 1σ uncertainties that make up the constraints on
the oscillation parameters.
Second are the non-oscillation parameter systematics that alter the event spectra based
on uncertainties in the expected event spectra. These represent uncertainties in the flux,
neutrino cross-sections, and detector effects. For the first set of sensitivity studies, to be
presented in the following Chapter, a simple model of the uncertainties is adopted which
allows the total signal and total background to float with an overall normalization. Chap-
ter 7 will explore more sophisticated approaches of incorporating non-oscillation systematic
uncertainties. For the sensitivity studies in this document, the level of uncertainty in the
signal and background depends on the experiment and the sample under consideration (νe
appearance, νµ disappearance). The levels assumed are:
• LBNE and T2HK
– νe appearance: 1% on signal, 5% on background normalization
– νµ disappearance: 5% on signal, 10% on background normalization
• T2K and NOνA
– νe appearance: 5% on signal, 10% on background normalization
– νµ disappearance: 5% on signal, 10% on background normalization
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The systematic parameters are allowed to vary in the minimization of the ∆χ2. The vari-
ation of these systematic parameters is constrained by pull terms that implement a Gaussian
constraint on the systematic parameters. The likelihood is multiplied by the probability of





































Where the first line is the same as above, the second line constrains the non-oscillation
systematic parameters, and the third line constrains the oscillation parameters. The nominal
value for the kth oscillation parameter is represented by θnominalk and is given in Table 3.2.























This is the ∆χ2 that is used for all studies in this document except for those in Chapter 8,
where this profile likelihood method using the Asimov data set will be extended beyond the
Asimov data set to include statistical fluctuations.
5.4. The GLoBES Library
Sensitivities are computed using the General Long Baseline Experiment Simulator
(GLoBES)[4][5] software library. The library facilitates the use of standardized input formats,
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systematics definitions, oscillation parameter uncertainties, and analysis methods among
multiple experiments in order to compute sensitivity to the neutrino oscillation parameters.
In particular it defines methods that enable the ∆χ2 to be computed given this set of inputs.
The C library defines a set of methods allowing for the use of specially formatted inputs,
described below, in order to compute the expected event spectra at a specified baseline.
Figure 5.1 shows the inputs that go into computing the expected event spectra at the FD.
The library does not directly compute the sensitivities, but requires the developer to use
the library to compute ∆χ2 for different N true(θtrue) and N exp(θ) values as defined above.
An explicit example is given below for a T2K sensitivity to measuring sin2(2θ13) and δCP
simultaneously.
The GLoBES library also allows the developer to include custom ∆χ2 implementations
to include the effects systematics beyond what the library has by default. This functionality
was used to study detailed systematics implementations that will be discussed in Chapter 7.
5.4.1. GLoBES Event Spectra. All of the inputs to GLoBES for the sensitivity stud-
ies considered in the document come from external Monte Carlo simulations and estimates of
detector performance. The sources for the T2K, NOνA, LBNE, and T2HK GLoBES inputs
were described in Chapter 4.












• the superscript, cα, represents the channel being considered before oscillations and
is what is produced in the beam
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Figure 5.1. Schematic representation of the inputs provided to the GLoBES
library. The flux, oscillation probability, neutrino interaction cross sections,
detector efficiencies and responses are used to generate event rates as a function
of energy for a particular experiment.
• the superscript, cβ, represents the channel being considered after oscillation and is
what interacts in the FD
• the subscript i represents a reconstructed energy bin
• the subscript j represents a true energy bin
• NEtrue is the number of bins in true energy; the binning structure for each of the
experiments is depicted in the event spectra in Chapter 4
• ncαj is the expected interaction rate in the far detector for the unoscillated channel
cα and includes the neutrino flux, cross sections for the neutrino interactions, and
detector efficiencies that are depicted in Figure 5.1
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• P cα→cβj (θ) is the probability of the appropriate beam flux component, cα, oscillating
into channel cβ and is a function of the oscillation parameters including the baseline,
true neutrino energy, j, and the matter density and is depicted in Figure 5.1
• Scβij is a matrix that defines the response of the detector to interactions of the type
cβ, it maps the true neutrino energy to a PDF of reconstructed neutrino energy and
is depicted as the “Detector Response" in Figure 5.1; it is often called a smearing
matrix as it smears the true energy out over multiple reconstructed energy bins in
the far detector
For example, the primary signal for νe appearance is the signal νe channel, defined as







j (θ) · S
νe
ij .(30)
The N cβi (θ) is computed for all channels for θtrue and θ in order to produce event spectra
for NSignal and NBG as depicted in the event spectra. The complete set of channels and the
channels that make up signal and background were defined in Chapter 4.
5.4.2. GLoBES Sensitivity Example. To illustrate the steps necessary to generate
sensitivities using the GLoBES library a set of example sensitivities will be developed here
using the T2K GLoBES inputs. As shown in Chapter 3, the oscillation parameters are not
all well constrained and have some variability in what the true values might be considered to
be. It is useful in evaluating the sensitivity of experiments to compute how well a variable
can be constrained by a particular experiment with a well defined set of variables such as
exposure, ν:ν̄ run ratio, systematics, and the set of assumed oscillation parameters. Since
δCP and sin2(2θ13) are not well defined and they are correlated via the νe appearance os-
cillation probability it is informative to evaluate how well an experiment can constrain the
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two variables simultaneously. The ∆χ2 formula defined above is used to compute the ∆χ2
at a set of grid points in the δCP , sin2(2θ13) plane where the vector θtrue has δCP set to
0 and sin2(2θ13) set to 0.1 and the vector θ has δCP and sin2(2θ13) fixed to the grid point
values. The ∆χ2 is also minimized with respect to the other oscillation parameters, sin2(θ23)
and ∆m231, and to the non-oscillation systematics that include the effects of normalization
uncertainties on the signal and background. These studies do not constrain either δCP or
sin2(2θ13) from external measurements in order to evaluate the experimental ability of T2K
alone.
The ∆χ2 values are interpreted as confidence levels (CL) by taking the square root to
get a Gaussian σ parameter, σ =
√
∆χ2, or the appropriate CL can be interpreted as, for
example, a 90% CL. Since the values of δCP and sin2(2θ13) are fixed in the minimization, the
∆χ2 is distributed as a χ2 with 2 DOF and ∆χ2 = 4.7 corresponds to the 90% CL. Contours
are drawn at this CL for Figures 5.2, 5.3, 5.4, and 5.5. Values of δCP and sin2(2θ13) outside
of the contours are expected to be excluded at the 90% CL or higher while values inside
the contours are consistent with the true hypothesis (δCP = 0, sin2(2θ13) = 0.1). As the
experiment collects more data the regions will become smaller as more of the parameter
space is excluded.
Figure 5.2 shows the 90% projected allowed regions in δCP vs sin2(2θ13) for true values
of sin2(2θ13) = 0.1 and δCP = 0. This includes no systematics but does profile sin2(θ23) and
∆m231 as was described in Section 5.1. The nominal ultimate T2K exposure of 7.8 × 1021
POT is used. If the true values are δCP = 0 and sin2(2θ13) = 0.1, then sin2(2θ13) can be
constrained to be between 0.078 and 0.122 (90% CL). This study also assumes the mass
hierarchy is known to be normal and there are no non-oscillation systematic uncertainties
included. Disappearance spectra are also fitted to help constrain θ23 and ∆m232; hence this
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is a joint νe appearance and νµ disappearance sensitivity. The curved shape of the contour
comes about from the decreased(increased) number of events expected for positive(negative)
δCP values. The predicted test event spectra become more consistent with the ‘true’ event
spectra for δCP = 0 for larger(smaller) values of sin2(2θ13) for positive(negative) δCP values.
The following plots in this section sequentially apply more assumptions to the study of T2K





















Figure 5.2. T2K 90% CL allowed regions in δCP vs sin2(2θ13) for true values
of sin2(2θ13) = 0.1, sin2(θ23) = 0.5, and δCP = 0 at 7.8× 1021 POT. The true
mass hierarchy is normal and the test spectra is assumed to be normal as well.
No systematics are included.
5.4.2.1. Systematics. To estimate non-oscillation systematic uncertainties resulting from
simulations of the neutrino fluxes, cross section models and detector effects, a 5% normal-
ization uncertainty on signal events and a 10% on normalization uncertainty on background
events is adopted for both appearance and disappearance spectra in T2K, as described in
Section 5.3. These are assumed to be uncorrelated for νe appearance, ν̄e appearance, νµ
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disappearance, and ν̄µ disappearance which means that there are eight independent system-
atic parameters for the signal and background normalizations in each sample. Definitions
for the signal or background in each sample were given above. Technical details on how
the normalization uncertainties contribute to the ∆χ2 calculation were also described above.
Figure 5.3 shows the same contour as Figure 5.2 along with the same contour computed with
simple normalization systematics. The increase in the size of the allowed region of the 90%
CL contours is expected because the normalization uncertainties allow for a greater region





















Figure 5.3. T2K 90% CL allowed regions in δCP vs sin2(2θ13) for true values
of sin2(2θ13) = 0.1 and δCP = 0 at 7.8 × 1021 POT. The true mass hierarchy
is normal and the test spectra is assumed to be normal as well. A contour
with simple systematics (dashed) and without systematics (solid) is shown for
comparison. For the simple systematics contours, a 5% normalization error on
signal and 10% normalization error on background is used.
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5.4.2.2. Mass Hierarchy. Since the true mass hierarchy is not currently known it is nec-
essary to consider multiple test spectra in generating the allowed regions. A mass hierarchy
(MH), either normal (NH) or inverted (IH), must be chosen for the true spectra as well as
the test spectra. The value of ∆m231 is different in the inverted hierarchy due to the change
in relative positions of the mass splittings. In the inverted hierarchy case it is calculated as
∆m231,IH = −∆m231,NH + ∆m221.
The values for each of these terms is given in Table 3.2.
In Figures 5.2 and 5.3 the NH was chosen to generate the true spectra and also restrict the
test spectra to oscillation hypotheses using only the NH. However, to properly account for
the unknown MH it is necessary to check the IH test spectra during the minimization of the
∆χ2 as well. Figure 5.4 shows both contours. The allowed region for IH is shifted to higher
values of sin2(2θ13) because the νµ → νe oscillation probability is lower in the IH relative to
the NH. To compensate for this decreased appearance probability in the test spectra the fit
will find a higher value of sin2(2θ13). A similar set of allowed regions could also be generated
for a true IH spectra fitted assuming either NH or IH for the test spectra. Note that in some
cases the MH is not profiled, but separate results are reported for assumptions of either the
NH or IH.
5.4.2.3. ν̄ running. Running in antineutrino mode and performing a combined analysis
with νe appearance and νµ disappearance in both neutrino and antineutrino modes may
help to constrain the oscillation parameters better than just neutrino mode running alone.
To study this effect antineutrino mode running is added to the analysis. Figure 5.5 has
allowed regions for 100% ν, 100% ν̄, and 50% ν + 50% ν̄ running. Note that studies where

























Figure 5.4. T2K 90% CL allowed regions in δCP vs sin2(2θ13) for true values
of sin2(2θ13) = 0.1 and δCP = 0 at 7.8× 1021 POT. The true mass hierarchy is
normal and the test spectra is assumed to be either normal(solid) or inverted
hierarchy(dashed). Signal and background normalization systematics are used.
oscillation test hypotheses. This is equivalent to adding the allowed regions that result from
the normal and inverted hierarchy test hypotheses. This can be seen by comparing the two
outermost curves in Fig. 5.4 with the red curve in Fig. 5.5. The lower(upper) edge of the
red contour in Fig. 5.5 corresponds to the NH(IH) lower(upper) contour in Fig. 5.4. Adding
antineutrino running can resolve degeneracies in the MH for certain regions of the sin2(2θ13)
vs δCP plane. The optimization of the neutrino to antineutrino running ratio (ν:ν̄) is an
interesting problem that will be addressed in a later chapter.
5.4.2.4. External θ13 Constraint. External data can be useful in constraining the allowed
parameter space. In this case there is a constraint on sin2(2θ13), dominated by the reactor
measurements of the ν̄e → ν̄e survival probability, in the Capozzi et al. 2014 global fit that
























T2K 50% ν+50% 
–
ν, Unknown MH
Figure 5.5. T2K 90% CL allowed regions in δCP vs sin2(2θ13) for true values
of sin2(2θ13) = 0.1 and δCP = 0 at 7.8 × 1021 POT. The true mass hierarchy
is normal and the test spectra mass hierarchy is unknown (minimum taken
between normal and inverted hierarchy ∆χ2). Three variations on ν:ν̄ run
ratios are plotted: 100% ν running (red), 100% ν̄ running (blue), and 50% ν
+ 50% ν̄ running (black). Signal and background normalization systematics
are used.








in the NH and similarly in the IH. There is no δCP dependence in the ν̄e → ν̄e survival
probability so it provides a strong constraint on sin2(2θ13) to be within a vertical region
around 0.092 with a 1σ width of 0.007.
Figure 5.6 shows the effects of including this constraint on the 90% CL allowed regions
in δCP vs sin2(2θ13). The T2K + DB contour (blue) is much smaller than the T2K alone
contour and the DB result dominates the constraint on sin2(2θ13). Note that this is a different
constraint (0.005) applied to a different true value (sin2(2θ13) =0.10), but the same principle



















T2K 50% ν+50% 
–
ν, Unknown MH
T2K 50% ν+50% 
–
ν, +DB, Unknown MH
Figure 5.6. T2K 90% CL allowed regions in δCP vs sin2(2θ13) for true values
of sin2(2θ13) = 0.1 and δCP = 0 at 7.8 × 1021 POT. The true mass hierarchy
is normal and the test spectra mass hierarchy is unknown (minimum taken
between normal and inverted hierarchy ∆χ2). 50% ν + 50% ν̄ running without
(black) and with (blue) the Capozzi et al. sin2(2θ13) constraint contours are
plotted. Normalization systematics are included.
5.5. Summary
This chapter has introduced the LLR and described the statistical interpretation of the
LLR as a χ2 distribution. The use of the Asimov data set to describe the median sensitivity
of an experiment was introduced and leads to the definition of a ∆χ2 that incorporates
uncertainties in the oscillation parameters and non-oscillation systematics. The GLoBES
library is used to take the experimental inputs, primarily from external simulations, and
compute the expected event rates and ∆χ2 comparing a true hypothesis and a test hypothesis.
All of the aspects that go into computing these sensitivities will be explored in more detail
in the following chapters.
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CHAPTER 6
Neutrino Oscillation Sensitivities in T2K, NOνA,
LBNE, and T2HK
The sensitivity to the neutrino oscillation parameters will be explored in this chapter
using the methods, inputs, and nominal running conditions outlined in the previous chapters.
Systematic uncertainties on signal and background normalizations, ν:ν̄ running, exposure,
and other nominal assumptions made for all of the sensitivities are given in Table 6.1. These
parameters will be kept fixed in the chapter unless stated otherwise. Other variations in
these parameters will be explored in subsequent chapters.
The sensitivities will be presented in two different categories. First are sensitivities that
determine how well the oscillation parameters can be measured, both alone and when correla-
tions among the parameters are considered. Second are sensitivities that check a hypothesis
while profiling all of the oscillation parameters in order to evaluate the experiments ability
to detect CP violation, determine the MH, and determine the octant.
These sensitivities will be for the full proposed exposure in T2K, NOνA, LBNE, and
T2HK. Where possible a combination of the two current running experiments, T2K and
NOνA, will be included. This combination gives an idea of where the constraints on the
oscillation parameters from future global fits will be when the future experiments LBNE and
T2HK are getting started.
6.1. Event Spectra for Oscillation Parameter Variations
To make a connection between the event spectra shown for each experiment in Chapter 4
and the sensitivities to the oscillation parameters, this section will present variations of the
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Table 6.1. Table of nominal running parameters for the four experiments.
Experiment Signal Background Exposure
(sample) Uncertainty Uncertainty ν:ν̄ (POT)
T2K
νe appearance 5% 10% 1:1 7.8× 1021
νµ disappearance 5% 10%
NOνA
νe appearance 5% 10% 1:1 3.6× 1021
νµ disappearance 5% 10%
LBNE
νe appearance 1% 5% 1:1 9× 1021
νµ disappearance 5% 10%
T2HK
νe appearance 1% 5% 3:1 15.6× 1021
νµ disappearance 5% 10%
event spectra that come about from varying the oscillation parameters. Each set of spectra
will give the nominal event spectrum overlaid with ±3σ variations in sin2(2θ13), sin2(θ23),
δCP , and ∆m231. These 3σ variations for sin
2(2θ13), sin2(θ23), and ∆m231 are taken from the
Capozzi et al. 2014 global fit given in Table 3.2. The figures are given for the NH assumption
only. The IH versions of the figures are given in Appendix B.
6.1.1. θ13 Variations. Figures 6.1 through 6.4 show the response in the event spectra
for the four experiments in the four samples for ±3σ variations in θ13. The red histograms
show the signal for the indicated nominal θ13 value with a solid line and variations in θ13 with
dashed lines. The solid red histogram also has error bars that indicate the statistical error
in each bin. Comparing the statistical errors to the size of the variation that comes from
varying θ13 visually indicates how well the experiment can constrain θ13. The blue histogram
shows the total backgrounds as described in Chapter 4. Changes in the background are small
and so the background is considered constant with respect to changes in θ13. The responses
to θ13 variations in the νe appearance and ν̄e appearance spectra are very large as the leading
term in the νµ → νe oscillation probability is directly proportional to sin2(2θ13). There is
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very little response to θ13 variations in νµ disappearance and ν̄µ disappearance as might be
expected since θ13 appears only in sub-leading terms in the νµ → νµ survival probability.
The sensitivity to θ13 then largely comes from νe appearance and ν̄e appearance, but when
the uncertainties in the other oscillation parameters are taken into account including νµ
disappearance and ν̄µ disappearance in the ∆χ2 is crucial to achieving the best possible
measurement on θ13, largely by constraining θ23.
For T2K, Figure 6.1 shows that the expected signal increases(decreases) by 25%(23%)
for a +(-)3σ change in θ13 in νe appearance and 26%(22%) in νe appearance. While the νµ
disappearance and ν̄µ disappearance integrated number of events change by less than 1%.
Similar changes are seen in the figures for NOνA, LBNE, and T2HK.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.1. T2K event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.2. NOνA event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
 [GeV]recoE

























(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.3. LBNE event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.4. T2HK event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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6.1.2. θ23 Variations. Figures 6.5 through 6.8 show the response in the event spectra
for the four experiments in the four samples for ±3σ variations in θ23. In contrast with θ13,
θ23 variations have an effect on both the appearance and disappearance event spectra. For
νe appearance and ν̄e appearance the θ23 variations have a similar effect as the θ13 variations
because the amplitude of the leading order term for the νµ → νe oscillation probability
is proportional to sin2(θ23) sin2(2θ13). For νµ disappearance and ν̄µ disappearance the θ23
variations determine the amplitude of the νµ → νµ oscillation probability via a factor of
sin2(2θ23).
There is some confusion that may arise from the difference between when sin2(θ23) or
sin2(2θ23) is used to express the observable parameter. In a two flavor νµ disappearance os-
cillation probability, as discussed in Section 2.1.2, the probability is expressed as a function
of sin2(2θ23), and so sin2(2θ23) is used for a two-flavor νµ disappearance oscillation analy-
sis. Treated in this way, there is no octant effect as there is no difference in the oscillation
probability between the two octants. A full three-flavor νµ disappearance oscillation proba-
bility, as given in Equation 17, is a function of sin2(θ23), as is the νe appearance probability.
If a joint fit, νe appearance and νµ disappearance, is performed for a three-flavor fit then
sin2(θ23) is used and the fit will be sensitive to the octant. In early neutrino oscillation
experiments, there was little sensitivity to even the leading order oscillation terms so the
approximation provided by the two flavor disappearance probability was sufficient to model
the effect of oscillations in those experiments. With the higher statistics, relative to earlier
experiments, expected in current and future LBL experiments the full three flavor oscilla-
tion effects, including matter effects, can be observed and a new era of precision neutrino
oscillation measurements is beginning.
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It is worth pausing here to consider the difference between maximal mixing and maximal
disappearance since the distinction comes about via the interplay of appearance and disap-
pearance oscillation probabilities in a three flavor fit. Maximal mixing means that θ23 = π/4
or sin2(θ23) = 0.5 and this means that there is maximal νµ − ντ mixing. Maximal disap-
pearance is when the disappearance oscillation probability amplitude, cos2(θ13) sin2(2θ13), is
equal to zero. For the Capozzi et al. global fit value of sin2(2θ13) = 0.092 in the NH the
maximal disappearance probability occurs when sin2(θ23) = 0.5/ cos2(θ13) = 0.51. If there
is maximal disappearance, then there is a particular L/E where there is expected to be no
νµ → νµ events. In a measurement the events are binned in energy bins that contain a
range of energies so that the expectation will not be zero in any one bin in the maximal
disappearance case.
A joint fit that includes both appearance and disappearance is critical to constraining θ23
and θ13 simultaneously since the two parameters have very similar effects in νe appearance
and ν̄e appearance but very different effects in νµ disappearance and ν̄µ disappearance, as
can be seen by comparing Figures 6.5 through 6.8 to Figures 6.1 through 6.4. For example,
in LBNE the +3σ θ13 change changes the expectation by 24% in the νe appearance sample
(Figure 6.3A). The +3σ θ23 also changes the νe appearance sample by 44% (Figure 6.7A). In
the νµ disappearance samples, however, the +3σ θ13 variation changes the total number of
events by only 0.5% while the +3σ θ23 variation changes it by 3%. The differences between
the responses in the samples are where the increases sensitivity comes from for a combined νe
appearance and νµ disappearance analysis by further constraining the oscillation parameters.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.5. T2K event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.6. NOνA event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
 [GeV]recoE

























(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.7. LBNE event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.8. T2HK event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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6.1.3. ∆m231 Variations. Figures 6.9 through 6.12 show the response in the event spec-
tra for the four experiments in the four samples for ±3σ variations in ∆m231. The effects
of ∆m231 variations are exhibited in all samples as a shift in the oscillation frequency with
respect to L/E, or since the baseline is fixed in each experiment, with respect to 1/E. For
example, in Figure 6.9 the bottom-left νµ disappearance event spectra shows the minimum
shifting from 0.6 GeV down(up) to closer to 0.5 GeV(0.7 GeV) for a −3σ(+3σ) shift in ∆m231.
A similar shift also occurs in the position of the maximum of the νe appearance and ν̄e ap-
pearance spectra. It is critical to have sufficient energy resolution to measure this parameter
since it depends on being able to accurately determine the position of the minimum in νµ
disappearance and ν̄µ disappearance.
For similar reasons if the bin size is too large then the effects of shifting the value of
∆m231 will be less evident in the event spectra. The binning in the T2K and T2HK νµ and
ν̄µ samples has been optimized so that the disappearance maximum has fine binning, 50
MeV, while in other regions of Ereco the binning is less fine. The LBNE binning has not
been optimized and is constant in bin widths of 125 MeV for both the νe appearance and
νµ disappearance samples. It is not a simple matter to change these bin widths but future
work will need to study the binning structures in order to optimize ∆m231 sensitivity.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.9. T2K event spectra for ±3σ variations in ∆m231 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.10. NOνA event spectra for ±3σ variations in ∆m231 for νe ap-
pearance (top left), ν̄e appearance (top right), νµ disappearance (bottom left),
and ν̄µ disappearance (bottom right). The histograms are overlaid and not
stacked. The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The
integrated numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.11. LBNE event spectra for ±3σ variations in ∆m231 for νe ap-
pearance (top left), ν̄e appearance (top right), νµ disappearance (bottom left),
and ν̄µ disappearance (bottom right). The histograms are overlaid and not
stacked. The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The
integrated numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.12. T2HK event spectra for ±3σ variations in ∆m231 for νe appear-
ance (top left), ν̄e appearance (top right), νµ disappearance (bottom left), and
ν̄µ disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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6.1.4. δCP Variations. Figures 6.13 through 6.16 show the response in the event spectra
for the four experiments in the four samples for variations in δCP . Since there are only weak
global-fit constraints on δCP , relative to the other oscillation parameters, the full range of
spectral variation is shown by choosing δCP = ±π/2 as the variations and with δCP = 0 as
the nominal value.
The νe appearance and ν̄e appearance spectra are changed dramatically by a change
in δCP . The effect depends on whether spectra in neutrino or anti-neutrino mode are being
considered. The sin(δCP ) term in the νe appearance probability will be negative for neutrinos
and positive for anti-neutrinos. It is this difference between the appearance probability of
neutrino and anti-neutrinos that makes it critical to run in both modes in order to directly
compare the rates relative to expectations.
In a wide-band band beam experiment like LBNE the variations in δCP , shown in Figure
6.15, create shape distortions that play an important role in distinguishing between changes
in the MH and changes in δCP . In particular, in the νe appearance spectrum the first
oscillation maximum is visible around a reconstructed energy of 2.5 GeV, but the second
oscillation maximum is just barely visible below 1 GeV. This effect was discussed in the
context of the LBNE baseline in Section 4.3.6 and will be revisited in Chapter 9 in order to
evaluate the effects of increasing the νµ flux at the second oscillation maximum.
The disappearance spectra are changed very slightly by the effects of the δCP parameter.
A small modification comes from the cos(δCP ) term in the νµ disappearance oscillation
probability. The variations in the νµ disappearance and ν̄µ disappearance spectra are very
small so that the differences in the histograms are not visible, but the effect of the cos(δCP )
term can be seen by comparing the event rates as the δCP = +π/2 and δCP = −π/2 event
spectra integrated numbers of events are both increased with respect to the δCP = 0 numbers
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in each of the experiments. The effect of δCP in νµ disappearance and ν̄µ disappearance
is symmetrical, they both increase with a non-zero value. This is a small change in the
disappearance spectra and even with the large event rates in T2HK the effect is 0.2% as
compared with a ∼29% effect in νe appearance.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.13. T2K event spectra for ±3σ variations in δCP for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.14. NOνA event spectra for±3σ variations in δCP for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.15. LBNE event spectra for±3σ variations in δCP for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure 6.16. T2HK event spectra for±3σ variations in δCP for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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6.2. Oscillation Parameter Sensitivities
The predicted resolution on the oscillation parameters quantifies the ability of the exper-
iment to constrain a particular oscillation parameter. This section will revisit the ∆χ2 used
to compute the sensitivity and show one and two dimensional constraints of the parameters
assuming the true values are those of the Capozzi et al. global fit.
6.2.1. Revisiting the ∆χ2. Figures 6.17 and 6.18 show the ∆χ2 as a function of each
variable: sin2(2θ13), sin2(θ23), ∆m231, and δCP for the assumption of True MH=NH and True
MH=IH respectively. The ∆χ2 value is computed using the method outlined in Chapter 5.
The true values of the oscillation parameters are set to the Capozzi et al. global fit values
while the fit value of the oscillation parameter being scanned is set to the x-axis value. All
of the other oscillation parameter fit values are profiled in the minimization of the ∆χ2 and
are constrained by the global fit 1σ ranges. The ∆χ2 is summed for all four samples: νe
appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance. Normalization system-
atics on the signal and background are included at the nominal levels. The mass hierarchy is
also profiled by computing a ∆χ2 using both the NH and IH assumptions for the fit spectra
and taking the minimum between the two ∆χ2 values.
Figures 6.17A and 6.18A show the ∆χ2 versus the fit value of sin2(2θ13) used in the ∆χ2
computation. The ∆χ2 grows as the scanned value of sin2(2θ13) increasingly differs from
the true value of sin2(2θ13). There are kinks in the NOνA and T2K+NOνA curves that
come from a change in the δCP fit value that minimizes the ∆χ2. For reference, a value of
∆χ2 =1(9) corresponds to 1σ (3σ). Figure 6.18A shows a sudden drop in the LBNE and
T2HK curves at a sin2(2θ13) value below the true value of sin2(2θ13). This is a degenerate
region where these experiments cannot distinguish between a value of sin2(2θ13) = 0.092 and
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sin2(2θ13) = 0.077 because they have similar oscillation probabilities and the event spectra are
similar enough when the normalization systematics and oscillation parameters systematics
are taken into account. Other measurements can be used to break this degeneracy and these
will be added in Section 6.2.3.
Figures 6.17B and 6.18B show the ∆χ2 versus the fit value of sin2(θ23). The global best fit
value is in the first octant at sin2(θ23) = 0.44(0.46) in the NH(IH). There is a degeneracy in
the values of sin2(θ23) for the T2K, NOνA, and T2K+NOνA curves. This means that their
νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance spectra predictions
for a value of sin2(2θ13) = 0.44 and a value of sin2(2θ13) = 0.59 cannot be distinguished
at the 3σ level though they can all distinguish them at the 1σ level. The lower statistics
of T2K and NOνA, even in combination, are not enough to distinguish between the two
octants at the 3σ level. A high statistics sample in νe appearance and ν̄e appearance helps
to distinguish between the two octants because there is a strong dependence on the octant in
the oscillation probabilities for these samples. The first octant assumption predicts a lower
νe appearance and ν̄e appearance probability than the second octant assumption. LBNE
and T2HK have no such degeneracy in the True MH=NH case at the 3σ level (∆χ2 = 9)
which is the vertical range covered by this figure, while LBNE sees a small degenerate region
in the True MH=IH case.
Figure 6.17B also shows that the value of sin2(θ23) = 0.44 can be distinguished from
maximal mixing, or sin2(θ23) = 0.5, in T2K at the 3σ level. It cannot be determined at
such a high level in NOνA. In the True MH=IH case, Figure 6.18B shows that even the
combination can only make the distinction at about the 90% level (∆χ2 = 2.7). LBNE just
barely reaches the 3σ level. The global fit value of sin2(θ23) for True MH=IH is higher than
in True MH=NH and this makes it more difficult to distinguish from sin2(θ23) = 0.5.
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Figures 6.17C and 6.18C show the ∆χ2 versus the fit value of ∆m231. These measurements
are mostly symmetric around the true value ∆m231. There is some deviation seen in the NOνA
and T2K+NOνA curves. These abrupt changes come from jumps in the values of δCP that
minimize the ∆χ2. The value jumps from δCP = 0 to δCP = π at these points. The difference
in the event spectra that come about from changes in ∆m231 and changing δCP from 0 to π
are similar in that they both result in a shift of the spectra with respect to energy.
Figures 6.17D-F and 6.18D-F show the ∆χ2 versus the fit value of δCP for δtrueCP = 0,
δtrueCP = π/2, and δtrueCP = −π/2 respectively for the True MH=NH and True MH=IH as-
sumptions. In the δtrueCP = 0 case there are multiple degeneracies that come about from the
similar event spectra predicted for fit assumptions of NH and IH and values of δCP . These
degeneracies can be better understood by looking at the predicted number of signal events
for the NH and IH assumptions as a function of δCP , as in Figure 6.19. It depicts an in-
tegrated number of events in νe appearance and does not indicate what ∆χ2 contributions
might come from considering ν̄e appearance, νµ disappearance, ν̄µ disappearance, and shape
information. Shape information is particularly important in LBNE to distinguish δCP = 0
and δCP = π. For 6.19A, depicting T2K νe appearance signal events, there are degeneracies
where the expected number of signal events at the value of δCP on the x-axis is equal to
the number expected at δCP = 0 and δCP = π in the NH and IH. To compare with the
degeneracies seen in the T2K curve in Figure 6.17D, the top most horizontal line in Figure
6.19A, representing NH and δCP = 0, overlaps with the IH (dashed black) curve at two points
just above and below the x-axis value of δCP = −π/2. These same points are seen to show
degeneracies, coming from profiling the MH, in Figure 6.19A, though the T2K curve in this
case includes all four samples so is not as degenerate as it would be with a νe appearance
only fit. A similar degeneracy is seen in the NOνA curves though it is less pronounced due
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to the longer baseline in NOνA. The degeneracy is non-existent in LBNE because of its long
baseline and ability to separate the effects of the MH and δCP . T2HK sees a degeneracy
between δCP = −π and δCP = −π/2 that comes from profiling the MH.
Similar degeneracies appear in Figure 6.17F but are at different points in δCP . T2K sees
less of an effect from the MH degeneracy in this case, when compared with NOνA, because it
has such a small MH effect, as can be seen by comparing the solid and dashed black lines in
Figure 6.19A. NOνA has a similar number of signal events predicted between NH, δCP = π/2
and IH, δCP = −π/2 so is unable to significantly distinguish between them. LBNE again sees
no degeneracies. T2HK sees a small degenerate region near π, again coming from profiling
the MH.
Figure 6.17F shows no degeneracies and this is where the signal events have no or little
overlap between values of δCP and the MH. All of these trends are mirrored, with respect to
δCP = 0, in the IH case as seen in Figure 6.18.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=NH
(c) δtrueCP = 0, True MH=NH (d) δ
true
CP = 0, True MH=NH
(e) δtrueCP = π/2, True MH=NH (f) δ
true
CP = −π/2, True MH=NH
Figure 6.17. Behavior of the ∆χ2 as a function of each oscillation parameter.
The Capozzi et al. best-fit values are assumed for the true values, except in
the case of δCP which is given for δCP = −π/2, 0, π/2. All four samples are
fit in each experiment. The nominal assumptions are used for systematics and
ν:ν̄ ratios.
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(a) δtrueCP = 0, True MH=IH (b) δ
true
CP = 0, True MH=IH
(c) δtrueCP = 0, True MH=IH (d) δ
true
CP = 0, True MH=IH
(e) δtrueCP = π/2, True MH=IH (f) δ
true
CP = −π/2, True MH=IH

























































































(c) LBNE νe appearance
Figure 6.19. Integrated number of νe appearance signal events predicted in
T2K, NOνA, and LBNE as a function of the true value of δCP . The solid
black curve is for the NH assumption and the dashed black curve is for the IH
assumption. The horizontal blue(red) lines are for the NH(IH) assumption at
δCP = 0 and δCP = π as indicated. The y-axis ranges are different for each
figure due to the different number of signal events in each experiment.
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6.2.2. Resolutions. The resolution on a particular oscillation parameter is a useful
metric with which to compare the performance of different experiments. Figure 6.20 shows
the expected ranges and 1σ resolutions, as a percentage, on sin2(2θ13), sin2(θ23), and ∆m231
along with the Capozzi et al. 2014 1σ regions. The other oscillation parameters are profiled
in the ∆χ2 minimization so that, for example, the sin2(2θ13) range includes limitations in
the resolution that come from uncertainties in sin2(θ23), ∆m231, and δCP . The 1σ resolution
is defined as: Resolution = Upper−Lower
2·Central . The figure shows how well the oscillation parameters
can be constrained if the true value of the parameter is that of the Capozzi et al. best fit
value. The Capozzi et al. global fit includes more than just LBL experiment inputs, as
described in Chapter 3, such as atmospheric, solar, and reactor measurements.
The figure shows that sin2(2θ13) is least constrained in T2K and most constrained in
T2HK. NOνA does slightly better than T2K because it has some constraint on the MH and
the combination does even better. Both LBNE and T2HK expected constraints are better
than the current constraint on sin2(2θ13).
Two values of sin2(θ23) are fit to show the ability to constrain sin2(θ23) if sin2(θ23) = 0.44
or if sin2(θ23) = 0.5. The resolutions are worse for sin2(θ23) = 0.5 because the oscillation
probability changes more slowly around θ23 = π/4 in νµ disappearance and ν̄µ disappearance
due to the dependence on sin2(2θ23). The constraints for the sin2(θ23) = 0.44 value are
improved by all of the measurements.
The expected resolutions on ∆m231 are generally an improvement on the current con-
straints. The ∆m231 resolution is partially limited by the granularity of the binning around
the peak νµ disappearance and ν̄µ disappearance probability. The binning structure in T2K
and T2HK has been optimized for this, with 50 MeV bins in the region of Ereco. The NOνA
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and LBNE Ereco binning is not optimized for this measurement with 250 MeV and 125 MeV
bins respectively.
These ranges and resolutions can be read off the ∆χ2 figures in Figure 6.17. Quantifying
the experimental performance this way overlooks many subtle effects of degeneracies in
the measurements. These effects are better addressed with a more detailed look at two
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Figure 6.20. The expected 1σ resolutions on sin2(2θ13), sin2(θ23), and ∆m231
for the four experiments and a T2K+NOνA combined fit. The resolutions
are also given as a percentage. The Capozzi et al. best-fit values are given
in the gray background regions. All four samples are fit in each experiment:
νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance. The
nominal assumptions are used for systematics and ν:ν̄ ratios. The other os-
cillation parameters and the MH are profiled in the fit. The resolution on
sin2(θ23) is given for both sin2(θ23) =0.437 and sin2(θ23) =0.5.
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6.2.3. Allowed Regions. Two dimensional allowed regions are contour plots in two
of the oscillation parameters and show an experiment’s ability to simultaneously constrain
two of the parameters. They are generated in a similar way as the ∆χ2 figures of the
previous sections. The true values of the oscillation parameters are set to the Capozzi et
al. global fit values while the fit value of the oscillation parameters being plotted are set
to the x-axis and y-axis values. All of the other oscillation parameter fit values are profiled
in the minimization of the ∆χ2 and are constrained by the global fit 1σ ranges. The ∆χ2
is summed for all four samples: νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ
disappearance. Normalization systematics on the signal and background are included at the
nominal levels. The mass hierarchy is also profiled by computing a ∆χ2 using both the NH
and IH assumptions for the fit spectra and taking the minimum between the two ∆χ2 values.
The 90% CL contours are draw assuming two DOF at ∆χ2 = 4.7.
Figure 6.21 shows the 90% CL allowed regions in δCP vs sin2(2θ13) for the four experiments
and for the combination of T2K+NOνA. Six figures are given for δtrueCP = 0, δtrueCP = π/2, and
δtrueCP = −π/2 with the True MH=NH and True MH=IH assumptions. The true values of δCP
and sin2(2θ13) are indicated by the cross. Figure 6.21A shows the regions allowed in a fit for
the δtrueCP = 0 and True MH=NH assumptions. T2K and NOνA are not able to constrain δCP
at the 90% level for these values while T2K+NOνA begins to exclude values of δCP around
π/2. LBNE constrains δCP and sin2(2θ13) simultaneously with no degeneracies. T2HK
constrains them as well but has a degenerate region near δCP = −π due to degeneracies
between δCP and the MH, as discussed in the previous sections.
Figure 6.21B shows the regions allowed in a fit for the δtrueCP = 0 and True MH=IH
assumptions. The T2K and NOνA curves do not differ much from the True MH=NH versions
but the excluded region for the T2K+NOνA combination moves to δCP = −π/2. For both
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LBNE and T2HK there is a degenerate region in sin2(2θ13), near sin2(2θ13) = 0.08 and away
from the true value, that comes about from uncertainties in sin2(θ23) allowing for a value of
sin2(θ23) in the second octant and a lower value of sin2(2θ13) in the fit. T2HK also sees the
degenerate region from the uncertain MH move to near δCP = π.
For non-zero values of δtrueCP , as shown in Figures 6.21C-F, T2K is able to exclude between
π/2 and π radians surrounding the wrong value of δCP , depending on the true MH. NOνA
excludes a similar region, but only in the cases where the MH and δCP are not degenerate. In
cases where δCP and MH are degenerate, NOνA is unable to exclude any of δCP at the 90%
level. Both LBNE and T2HK are able to constrain δCP and sin2(2θ13) without degeneracies
except in the case of True MH=IH as above.
There already exists constraints on sin2(2θ13) that can be included to improve these ex-
pected allowed regions. As discussed in Section 5.4.2.4, the global fit constraints on sin2(2θ13)
can be added to the ∆χ2 values and the contours regenerated. This is done in Figure 6.22.
With this constraint in place, the degeneracies in sin2(2θ13) in the True MH=IH case are
no longer present and the regions are slightly smaller in the δCP dimension as well. It is
useful to find out what each experiment can measure without external input as well as with
external input. There could be tensions, for example, in a future global fit between reactor
SBL and accelerator LBL measurements of sin2(2θ13). In that case a measurement using
only the experimental LBL data may be necessary to quantify the differences between the
measurements.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
(c) δtrueCP = π/2, True MH=NH (d) δ
true
CP = π/2, True MH=IH
(e) δtrueCP = −π/2, True MH=NH (f) δtrueCP = −π/2, True MH=IH
Figure 6.21. The 90% CL allowed regions in δCP vs sin2(2θ13) for the indi-
cated true values. The Capozzi et al. best-fit values are assumed for the true
values, except in the case of δCP which is given for δCP = −π/2, 0, π/2. All
four samples are fit in each experiment. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The other oscillation parameters and the MH
are profiled.
118
(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
(c) δtrueCP = π/2, True MH=NH (d) δ
true
CP = π/2, True MH=IH
(e) δtrueCP = −π/2, True MH=NH (f) δtrueCP = −π/2, True MH=IH
Figure 6.22. The 90% CL allowed regions in δCP vs sin2(2θ13) for the indi-
cated true values. The Capozzi et al. best-fit values are assumed for the true
values, except in the case of δCP which is given for δCP = −π/2, 0, π/2. All
four samples are fit in each experiment. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The measurement on sin2(2θ13) from reactor
experiments has been added to the ∆χ2. The other oscillation parameters and
the MH are profiled.
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Figure 6.23 shows a similar set of 90% CL allowed regions in δCP vs sin2(θ23). The true
values of δCP and sin2(θ23) are indicated by the cross. Figure 6.23A shows the regions allowed
in a fit for the δtrueCP = 0 and True MH=NH assumptions. Ignoring the second octant for a
moment, the excluded regions of δCP for T2K, NOνA, and T2K+NOνA are similar to those
in the δCP vs sin2(2θ13) regions. But there are degenerate regions in the second octant that
make the excluded regions different in this case. These regions in δCP do not appear in the
δCP vs sin2(2θ13) regions of Figures 6.21 and 6.22 because in that fit the value of sin2(θ23) is
constrained by the Capozzi et al. 1σ global fit constraints. Here it is constrained only by the
experiment itself. This means, for example, that in a T2K measurement a value of δtrueCP = 0
in the first octant looks similar to a value of δtrueCP = π/2 in the second octant. External
measurements on sin2(θ23) will need to included in order to remove these degenerate regions
for T2K, NOνA, and T2K+NOνA.
If the MH is assumed to be known, then the degenerate regions decrease dramatically.
Figure 6.24 shows the effects of assuming the MH to be known on the δCP vs sin2(θ23) allowed
regions. NOνA especially benefits because the degeneracies between δCP and the MH are
resolved. This also removes the degenerate region in δCP for T2HK. LBNE is completely
unaffected because LBNE is able to resolve the MH on its own.
Maximal mixing, or sin2(θ23) = 0.5 also affects the contours in δCP vs sin2(θ23). Figure
6.25 shows the allowed regions again but with sin2(θ23) = 0.5 and with the MH profiled. The
contours grow wider in sin2(θ23) as compared with Figure 6.23. They also grow wider in δCP
for T2K, NOνA, and T2K+NOνA.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
(c) δtrueCP = π/2, True MH=NH (d) δ
true
CP = π/2, True MH=IH
(e) δtrueCP = −π/2, True MH=NH (f) δtrueCP = −π/2, True MH=IH
Figure 6.23. The 90% CL allowed regions in δCP vs sin2(θ23) for the indicated
true values. The Capozzi et al. best-fit values are assumed for the true values,
except in the case of δCP which is given for δCP = −π/2, 0, π/2. All four
samples are fit in each experiment. The nominal assumptions are used for
systematics and ν:ν̄ ratios. The other oscillation parameters and the MH are
profiled.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
(c) δtrueCP = π/2, True MH=NH (d) δ
true
CP = π/2, True MH=IH
(e) δtrueCP = −π/2, True MH=NH (f) δtrueCP = −π/2, True MH=IH
Figure 6.24. The 90% CL allowed regions in δCP vs sin2(θ23) for the indicated
true values. The Capozzi et al. best-fit values are assumed for the true values,
except in the case of δCP which is given for δCP = −π/2, 0, π/2. All four
samples are fit in each experiment. The nominal assumptions are used for
systematics and ν:ν̄ ratios. The other oscillation parameters are profiled and
the MH is assumed to be known.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
(c) δtrueCP = π/2, True MH=NH (d) δ
true
CP = π/2, True MH=IH
(e) δtrueCP = −π/2, True MH=NH (f) δtrueCP = −π/2, True MH=IH
Figure 6.25. The 90% CL allowed regions in δCP vs sin2(θ23) for the indi-
cated true values and maximal mixing. The Capozzi et al. best-fit values
are assumed for the true values, except in the case of δCP which is given for
δCP = −π/2, 0, π/2 and for sin2(θ23) which is assumed to be sin2(θ23) = 0.5.
All four samples are fit in each experiment. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The other oscillation parameters and the MH
are profiled.
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Figure 6.26 shows 90% CL allowed regions in sin2(2θ13) vs sin2(θ23) for the True MH=NH
and True MH=IH assumptions. No external measurements on sin2(2θ13) and sin2(θ23) are
applied here so that the experiments ability to constrain sin2(2θ13) and sin2(θ23) on their
own is indicated by the contours. For both the True MH=NH and True MH=IH and
assumptions there is a degenerate region where the amplitude for νe appearance and ν̄e
appearance, sin2(θ23) sin2(2θ13), is the same. The νµ disappearance and ν̄µ disappearance
contributions are unable to constrain this degeneracy because they are predominantly depen-
dent on sin2(2θ23) so the octant is not resolved by this measurement. All four experiments are
affected by this degeneracy and will need an external measurement to break the degeneracy.
Figure 6.27 applies the global fit constraints on sin2(2θ13), discussed in Section 5.4.2.4.
This breaks the degeneracy in T2K+NOνA for True MH=NH and in T2HK and LBNE for
True MH=IH by constraining sin2(2θ13) to be within a small range that excludes the second
octant degenerate region.
Figure 6.28 shows the contours under the assumption of maximal mixing, sin2(θ23) = 0.5,
and without the global fit constraints on sin2(2θ13). The correlations between sin2(2θ13) and
sin2(θ23) are more obvious in this Figure; as sin2(2θ13) increases, sin2(θ23) must decrease to
produce the same, degenerate event rate.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
Figure 6.26. The 90% CL allowed regions in sin2(2θ13) vs sin2(θ23) for the
indicated true values. The Capozzi et al. best-fit values are assumed for
the true values. All four samples are fit in each experiment. The nominal
assumptions are used for systematics and ν:ν̄ ratios. The other oscillation
parameters and the MH are profiled.
(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
Figure 6.27. The 90% CL allowed regions in sin2(2θ13) vs sin2(θ23) for the
indicated true values. The Capozzi et al. best-fit values are assumed for
the true values. All four samples are fit in each experiment. The nominal
assumptions are used for systematics and ν:ν̄ ratios. The measurement on
sin2(2θ13) from reactor experiments has been added to the ∆χ2. The other
oscillation parameters and the MH are profiled.
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(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
Figure 6.28. The 90% CL allowed regions in sin2(2θ13) vs sin2(θ23) for the
indicated true values and maximal mixing. The Capozzi et al. best-fit values
are assumed for the true values except for sin2(θ23) = 0.5. All four samples
are fit in each experiment. The nominal assumptions are used for systematics
and ν:ν̄ ratios. The other oscillation parameters and the MH are profiled.
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Concluding the set of 90% CL allowed regions, Figures 6.29 through 6.31 give the allowed
regions in ∆m231 vs sin
2(θ23) at the global best fit sin2(θ23) both unknown and known MH
cases and with maximal mixing, sin2(θ23) = 0.5, and unknown MH. In Figure 6.29 the
degeneracies in the octant are still present for T2K and NOνA, but T2K+NOνA is able to
distinguish between the two octants in the NH, but not the IH. LBNE and T2HK are able
to resolve the octant degeneracy on their own in this case, in contrast to the sin2(2θ13) vs
sin2(θ23) regions, because the constraint on sin2(2θ13) is included when it is profiled during the
∆χ2 minimization. With the maximal mixing in Figure 6.31, the degeneracies are replaced
by wider regions in sin2(θ23). There is an interesting effect coming from profiling the MH
in this Figure that is especially pronounced for T2HK. It is obvious that the T2HK allowed
region is a merger of two allowed regions that are separated in ∆m231. These two regions
come from the different values of ∆m231 in each mass hierarchy. Figure 6.30 shows the effect
of assuming the MH to be known. In this case the width of the region in ∆m231 is reduced.
(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
Figure 6.29. The 90% CL allowed regions in ∆m231 vs sin
2(θ23) for the indi-
cated true values. The Capozzi et al. best-fit values are assumed for the true
values. All four samples are fit in each experiment. The nominal assumptions
are used for systematics and ν:ν̄ ratios. The other oscillation parameters and
the MH are profiled.
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(a) δtrueCP = 0, True MH=NH (MH
known)
(b) δtrueCP = 0, True MH=IH (MH
known)
Figure 6.30. The 90% CL allowed regions in ∆m231 vs sin
2(θ23) for the indi-
cated true values. The Capozzi et al. best-fit values are assumed for the true
values. All four samples are fit in each experiment. The nominal assumptions
are used for systematics and ν:ν̄ ratios. The other oscillation parameters are
profiled but the MH is assumed to be known.
(a) δtrueCP = 0, True MH=NH (b) δ
true
CP = 0, True MH=IH
Figure 6.31. The 90% CL allowed regions in ∆m231 vs sin
2(θ23) for the indi-
cated true values. The Capozzi et al. best-fit values are assumed for the true
values except for sin2(θ23) = 0.5. All four samples are fit in each experiment.
The nominal assumptions are used for systematics and ν:ν̄ ratios. The other
oscillation parameters and the MH are profiled.
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6.3. Sensitivity to CP Violation, Mass Hierarchy, and θ23 Octant
The ∆χ2 method described in Chapter 5 can also be used to compute the ability of each
experiment, or combination of experiments, to reject a null hypothesis. The ∆χ2 will be
used in this Section to compute the sensitivity to detecting CP violation, determining the
MH, and determining the θ23 octant.
The ∆χ2, as defined in Equation 28, is used with the true set of oscillation parameters
set to the global fit values but with one or more of the parameters set to other values to be
tested in a raster scan. The test values used depend on the type of sensitivity regions being
computed:
• CP violation (sin δCP 6= 0): The test value for δCP is constrained to either 0 and π.
The test octant and test MH are left unconstrained.
• Mass Hierarchy: The test value for MH is constrained to the MH opposite the true
MH. The test octant and test δCP are left unconstrained.
• θ23 octant: The test value for sin2(θ23) is constrained to the octant opposite that of
the true value. The test MH and test δCP are left unconstrained.
All of the other test oscillation parameters are profiled.
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6.3.1. Pre-fit and Post-fit Spectra. Figures 6.32 to 6.47 depict the process of
fitting the four samples in each experiment by showing the true event spectrum overlaid
with a test spectrum before the systematic parameters are fit (pre-fit) and after the fit
(post-fit). The post-fit spectrum includes the effects of minimizing the ∆χ2 with respect
to the oscillation parameters and with respect to normalization uncertainties on the signal
and the background. The pre-fit and post-fit background spectra are shown in the dashed
lines. The histograms are stacked so that the true, pre-fit, and post-fit spectra are for signal
plus background. The values of the total ∆χ2 comparing the true to the pre-fit and post-fit
spectra are indicated and include the contributions from νe appearance, ν̄e appearance, νµ
disappearance, and ν̄µ disappearance. All of the figures assume True MH=NH. The right
y-axis of the figures represents the ∆χ2 value, computed using Equation 28, in the yellow
histogram. This value is computed using the true and post-fit spectrum so that it includes
the effects of systematics uncertainties but does not include the penalty terms that constrain
the systematics nuisance parameters that are in line two of Equation 28. These spectral
comparisons answer a few questions about the sensitivities:
• How are the sensitivities affected by systematic uncertainties?
• Where does the sensitivity to the oscillation hypothesis come from in terms of Ereco?
• How do the νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance
samples contribute to the total ∆χ2?
If the cross-sections and flux were perfectly known, or flat with respect to energy, then these
questions could be addressed in a very straight forward way because they would depend only
on the values and uncertainties of the oscillation parameters. In the case of realistic flux and
detector responses and systematics it is necessary to answer these questions by evaluating the
event spectra for each sample in each experiment. These questions will be addressed in the
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following sections for δCP variations, MH variations, and sin2(θ23) variations for distinguish
the octant and maximal mixing.
6.3.1.1. Spectra: δCP Variations. Figures 6.32 to 6.35 show the spectra for all four sam-
ples in each of the experiments for variations in δCP . The true event spectrum is for δCP = 0
and the pre-fit and post-fit spectra are for δCP = −π/2. This comparison does not represent
the full sensitivity to CP violation, but it gives an idea of where the best-case sensitivity to
CP violation comes from in terms of the event spectra and how the systematic uncertainties
diminish the sensitivity.
Figure 6.32 shows these spectra for T2K. The sensitivity to these variations in δCP comes
from the difference between the expected event spectrum at δCP = −π/2 (red and blue lines)
and δCP = 0 (gray areas). The difference between the blue line and the gray histogram
visually depicts the sensitivity to detecting the effects of these different δCP values after
systematic uncertainties have been included. Most of the ∆χ2 contribution comes from 6.32A
for νe appearance. There is very little contribution to this sensitivity from νµ disappearance
and ν̄µ disappearance. The total ∆χ2 before the fit is 6 and 4 after the fit, indicating a 2σ
difference between the spectra for these particular δCP values. With much larger POT and
detector mass, as in T2HK in Figure 6.35, these scale to much larger values, reaching greater
than 5σ significance.
For NOνA, in Figure 6.33, these variations in δCP cause the largest ∆χ2 contribution
in the ν̄e appearance sample. This sample has the largest contribution because the total
number of events at δCP = −π/2 is more similar to δCP = 0 for νe appearance than for
ν̄e appearance. There is very little contribution to the ∆χ2 from νµ disappearance and ν̄µ
disappearance for NOνA. 1
1Although there is often little contribution to the ∆χ2 from νµ disappearance and ν̄µ disappearance, including
these samples helps to constrain the other oscillation parameters in the ∆χ2 minimization.
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For LBNE, in Figure 6.34, the largest ∆χ2 contribution is in the νe appearance sample.
There is an obvious shape dependence visible in these spectra. The first oscillation maximum
is dominant with the ∆χ2 contribution coming from Ereco values that are shifted from the
oscillation peak due to the shift in energy of the fit spectrum at δCP = −π/2 with respect
to the true spectrum at δCP = 0. There is also a contribution from the second oscillation
maximum below 1 GeV, though it is significantly smaller than the ∆χ2 contribution from
the first oscillation maximum.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.32. T2K pre-fit (red) and post-fit (blue) spectra, each with δCP =
−π/2, compared to the true spectrum for δtrueCP = 0. The background spectra
are given by the dashed lines and the signal+background spectra are given
by the solid lines and gray region. The error bars on the gray region indicate
statistical uncertainties. The total ∆χ2 before and after the fit are indicated
and include νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disap-
pearance. The nominal assumptions are used for systematics and ν:ν̄ ratios.
The ∆χ2 as a function of Ereco is given by the yellow histogram.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.33. As in Figure 6.36 but for NOνA.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.34. As in Figure 6.36 but for LBNE.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.35. As in Figure 6.36 but for T2HK.
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6.3.1.2. Spectra: MH Variations. Figures 6.36 to 6.39 show the spectra for all four sam-
ples in each of the experiments for variations in the MH. The true event spectrum is for NH
and the pre-fit and post-fit spectra are for IH. The true values of the oscillation parameters
are those of the Capozzi et al. best-fit values and with δtrueCP = 0. All of the other oscillation
parameters are profiled in the fit.
In Figure 6.36 T2K has very little sensitivity to spectrum variations caused by changing
the mass hierarchy. It is interesting to note that there is more sensitivity in the νµ disappear-
ance and ν̄µ disappearance samples than in the νe appearance and ν̄e appearance samples.
This trend continues in T2HK, in Figure 6.39, but because the statistics are so large in T2HK
the significance increases to a value of ∆χ2 = 2. This significance varies heavily depending
on the assumed true values of the other parameters and this will be explored further in
Section 6.3.2.
The sensitivity to the MH in NOνA, as see in Figure 6.37, comes primarily from the νe
appearance sample. Comparing the red (pre-fit) and blue (post-fit) histograms in Figure
6.37A, the systematics have a large effect and diminish the total ∆χ2 from ∆χ2 = 11 before
the fit to ∆χ2 = 1 after the fit. Again, this ∆χ2 is highly dependent on the assumed true
value of δCP as will become more evident in later sections.
In LBNE, the MH variations have a very large effect on the event spectra, as shown in
Figure 6.38. The scale of the contributions from νe appearance and ν̄e appearance are the
same. As in the δCP variations spectra, the shape of the spectrum contributes significantly
to the fit. The second oscillation maximum, below 1 GeV, again is contributing to the ∆χ2.
The total ∆χ2 is 80 after the fit.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.36. T2K pre-fit (red) and post-fit (blue) spectra, each with
MH=IH, compared to the true spectrum for True MH=NH (δtrueCP = 0). The
background spectra are given by the dashed lines and the signal+background
spectra are given by the solid lines and gray region. The error bars on the gray
region indicate statistical uncertainties. The total ∆χ2 before and after the
fit are indicated and include νe appearance, ν̄e appearance, νµ disappearance,
and ν̄µ disappearance. The nominal assumptions are used for systematics and
ν:ν̄ ratios. The ∆χ2 as a function of Ereco is given by the yellow histogram.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.37. As in Figure 6.36 but for NOνA.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.38. As in Figure 6.36 but for LBNE.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.39. As in Figure 6.36 but for T2HK.
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6.3.1.3. Spectra: sin2(θ23) Variations: Maximal Mixing. Figures 6.40 to 6.43 show the
spectra for all four samples in each of the experiments for variations in sin2(θ23). The true
event spectrum is for sin2(θ23) = 0.5 and the pre-fit and post-fit spectra are for sin2(θ23) =
0.43. This comparison evaluates the ability of the experiment to detect non-maximal mixing.
The true values of the other oscillation parameters are those of the Capozzi et al. best-fit
values and with δtrueCP = 0. All of the other oscillation parameters are profiled in the fit.
The dominant contribution to detecting non-maximal sin2(θ23) in T2K comes from νµ
disappearance, as shown in Figure 6.40. The ∆χ2 values are peaked around the oscillation
maximum in the νµ disappearance and ν̄µ disappearance samples because the θ23 oscillation
parameter controls the amplitude of the disappearance. Scaling to T2HK exposures, as in
Figure 6.43, leads to a much higher ∆χ2 value. The ∆χ2 contributions are more balanced
between νµ disappearance and ν̄µ disappearance in the T2HK case because of the 1:3 ν:ν̄
running ratio.
The sensitivity to this effect in NOνA and LBNE also comes predominantly from νµ
disappearance with the largest contributions centered around the oscillation maximum. The
∆χ2 value is higher before the fit in NOνA then in T2K yet it ends up lower after the fit so
the systematics play a larger role in NOνA for non-maximal sin2(θ23) sensitivity.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.40. T2K pre-fit (red) and post-fit (blue) spectra, each with
sin2(θ23) = 0.43, compared to the true spectrum for sin2(θ23) = 0.5. The
background spectra are given by the dashed lines and the signal+background
spectra are given by the solid lines and gray region. The error bars on the gray
region indicate statistical uncertainties. The total ∆χ2 before and after the
fit are indicated and include νe appearance, ν̄e appearance, νµ disappearance,
and ν̄µ disappearance. The nominal assumptions are used for systematics and
ν:ν̄ ratios. The ∆χ2 as a function of Ereco is given by the yellow histogram.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.41. As in Figure 6.40 but for NOνA.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.42. As in Figure 6.40 but for LBNE.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.43. As in Figure 6.40 but for T2HK.
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6.3.1.4. Spectra: sin2(θ23) Variations: Octant. Figures 6.44 to 6.47 show similar spectra
for a different set of variations in sin2(θ23). The true event spectrum is for sin2(θ23) = 0.43
and the pre-fit and post-fit spectra are for sin2(θ23) = 0.57. This comparison evaluates the
ability of the experiment to distinguish between the first and second octants. In this case, the
disappearance spectra are less able to distinguish between the two spectra. The dependence
of the disappearance amplitude on sin2(2θ23) means that the spectra in the first and second
octant are similar. The appearance amplitude depends on sin2(θ23) so it is sensitive to the
octant and for this reason the ∆χ2 contributions are greater for these spectra than those in
the previous section.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.44. T2K pre-fit (red) and post-fit (blue) spectra, each with
sin2(θ23) = 0.43, compared to the true spectrum for sin2(θ23) = 0.57 in the
second octant. The background spectra are given by the dashed lines and the
signal+background spectra are given by the solid lines and gray region. The
error bars on the gray region indicate statistical uncertainties. The total ∆χ2
before and after the fit are indicated and include νe appearance, ν̄e appearance,
νµ disappearance, and ν̄µ disappearance. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The ∆χ2 as a function of Ereco is given by the
yellow histogram.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.45. As in Figure 6.44 but for NOνA.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.46. As in Figure 6.44 but for LBNE.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 6.47. As in Figure 6.44 but for T2HK.
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6.3.2. Sensitivity Regions in sin2(θ23) vs δCP . All of the oscillation parameters are
well constrained in the global fit except for sin2(θ23) and δCP . For this reason, the ability of
each experiment to reject hypotheses as a function of the true value of sin2(θ23) and δCP will
be explored here. These plots are qualitative in nature and make three effects very obvious:
• Decreasing CP asymmetry with increasing sin2(θ23)
• Increasing matter asymmetry with increasing sin2(θ23)
• Increasing CP asymmetry with increasing sin δCP
Figures 6.48 through 6.62 show sensitivity regions for the indicated confidence levels at
which each experiment can reject each of the hypotheses. These sensitivity regions in sin2(θ23)
vs δCP are 2D ∆χ2 contours assuming the ∆χ2 has one degree of freedom. In contrast to
the plots in Section 6.2.3 that have two degrees of freedom, the plots here have one degree of
freedom because all of the parameters are profiled in the fit except for one: the hypothesis
being tested (e.g. sin δCP 6= 0). The ∆χ2 values are computed at points in the sin2(θ23) vs
δCP plane sampled by an evenly spaced 40×40 grid. The true values of sin2(θ23) and δCP are
set to the values of the grid point. The T2K, NOνA, and T2K+NOνA sensitivity regions
are limited to the 90% and 3σ significance levels, while the LBNE and T2HK show the 3σ
and 5σ levels. The Capozzi et al. global fit value, 1σ region, and 3σ region for sin2(θ23) are
indicated by the horizontal black lines and differ for the True MH=NH and True MH=IH
assumptions. All of the figures profile all of the oscillation parameters, the octant, and the
MH in the fit. The nominal assumptions for ν:ν̄ running and normalization systematics are
assumed here.
6.3.2.1. CP Violation. The first set of sensitivity regions in Figures 6.48-6.52 are for
CP violation. At a particular point in the plane, which indicates a true value of sin2(θ23)
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and a true value of δCP , the null hypothesis, sin δCP = 0, can be rejected at the indicated
significance level.
For T2K, in Figure 6.48, CP violation can be detected at the 90% level in a region
around δtrueCP = −π/2 for the True MH=NH and δtrueCP = π/2 for True MH=IH. In the True
MH=NH case the significance falls below 90% for some values of sin2(θ23) because of the
degeneracy between δCP and sin2(θ23) A similar drop-off is seen for True MH=IH but for the
opposite sign of δCP and in the second octant. It is a general feature of these sensitivities
that the sensitivity decreases as the true value of sin2(θ23) increases. This is because of the
dependence of the CP asymmetry on cot(θ13) as in Equation 19. T2K can make a 90% CL
determination of CP violation if δCP is near −(+)π/2 in the NH(IH) and assuming sin2(θ23)
is at the current global fit value. The sensitivity falls off slightly for the second octant.
NOνA, in Figure 6.49, sees similar sensitivity to T2K around the global best-fit value
of sin2(θ23), though it has 90% CL sensitivity over a narrower region in δCP . The T2K and
NOνA regions complement each other very well in some regions of the plane; in areas where
T2K sees lower ∆χ2 values, NOνA sees higher ∆χ2 values, and vice versa. However, even
the combination of T2K+NOνA, in Figure 6.49, does not see much 90% CL sensitivity in
the first octant. This is due to the degeneracy between the NH and the IH. This degeneracy
decreases in the second octant because the matter effects become larger in the second octant
and NOνA starts to distinguish between the NH and IH. The T2K+NOνA combination can
make a 90% CL determination of CP violation for δCP near −(+)π/2 in the NH(IH) and for
all sin2(θ23) values, but falls short of 90% CL in the first octant for δCP near +(−)π/2 for
the True MH=NH (True MH=IH) assumption due to MH degeneracies.
Figure 6.51 shows the equivalent sensitivity in LBNE. There are no degeneracies between
the octant and MH here so that the regions are relatively uniform in δCP and exhibit the
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expected falloff in the CP asymmetry with increasing sin2(θ23). LBNE can make a 5σ
determination of CP violation for values of sin2(θ23) near the global best-fit and δCP near
±π/2. A 3σ determination can be made for all values of sin2(θ23) for δCP values near ±π/2.
The widths of these δCP regions will be further quantified in Section 6.4.
T2HK, in Figure 6.51, sees greater than 5σ sensitivity for δCP values near −(+)π/2 for
the True MH=NH (True MH=IH) assumptions and the coverage of this region, in terms of
δCP , falls of with increasing sin2(θ23). There is a large effect coming from the MH degeneracy
for δCP near +(−)π/2 for the True MH=NH (True MH=IH) assumptions. As the matter
effect increases with higher sin2(θ23) the T2HK sensitivity is increasingly affected by the
degeneracy between δCP and the MH.
(a) True MH=NH (b) True MH=IH
Figure 6.48. T2K 90% CL CP violation sensitivity regions in True sin2(θ23)
vs True δCP . The color scale represents the ∆χ2 value. The Capozzi et al.
global fit best fit, 1σ, and 3σ regions are indicated by the horizontal black lines.
The Capozzi et al. best-fit values are assumed for the true values of the other
oscillation parameters. All four samples are fit: νe appearance, ν̄e appearance,
νµ disappearance, and ν̄µ disappearance. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The other oscillation parameters, MH, and
octant are profiled.
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(a) True MH=NH (b) True MH=IH
Figure 6.49. As in Figure 6.48 but for NOνA.
(a) True MH=NH (b) True MH=IH
Figure 6.50. As in Figure 6.48 but for T2K+NOνA.
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(a) True MH=NH (b) True MH=IH
Figure 6.51. As in Figure 6.48 but for LBNE 3σ and 5σ.
(a) True MH=NH (b) True MH=IH
Figure 6.52. As in Figure 6.48 but for T2HK 3σ and 5σ.
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6.3.2.2. Mass Hierarchy. The next set of sensitivity regions in Figures 6.53-6.57 are for
MH determination. At a particular point in the plane, which indicates the true value of
sin2(θ23) and the true value of δCP used in the ∆χ2, the null hypothesis of the opposite MH
can be rejected at the indicated significance level. For the True MH=NH (True MH=IH)
assumption the fit spectrum is for the IH(MH) and this fit spectrum is allowed to vary with
respect to the oscillation parameters and normalization systematics. This means that for the
true MH assumption, the opposite MH can be rejected at the indicated significance level.
The distribution of this ∆χ2 does not actually follow a typical χ2 distribution, especially for
low values of ∆χ2, but this feature will be revisited in Chapter 8 and for now the significance
will be interpreted as σ =
√
∆χ2.
T2K has very little sensitivity to the MH due to the short baseline, but there is a small
effect coming from the matter effect shown in Figure 6.53. But this significance only reaches
the 1σ level for a small region in δCP around the global best-fit value of sin2(θ23). Any
significance around δCP = +(−)π/2 is lost by the degeneracy between δCP and the MH for
the case of the True MH=NH (True MH=IH) assumption. There is an interesting effect
that occurs around δCP = −(+)π/2 for True MH=NH (True MH=IH). The fit value of δCP
that minimizes the ∆χ2 jumps from 0 to π producing a ridge of slightly more significant
∆χ2 values. A more extreme example of this effect is given by the MH sensitivity regions
for T2HK in Figure 6.57 where there are regions of 3σ and 5σ sensitivity to the MH. A
significant portion of the total ∆χ2 comes from the νµ disappearance spectral distortions at
these particular values of δCP and sin2(θ23).
By itself NOνA see significant regions, in Figure 6.54, of δCP covered at the 90% CL
around the global best-fit value of sin2(θ23) around δtrueCP = −π/2 (δtrueCP = π/2) for the case
of True MH=NH (True MH=IH). The degeneracy between δCP and MH makes a significant
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measurement difficult for the opposite sign of true δCP . Combining T2K+NOνA, as in Figure
6.55, breaks the degeneracy for higher values of sin2(θ23) and this extends the 90% regions
in the degenerate region for both True MH=NH and True MH=IH.
A combination of high resolution on δCP and sensitivity to spectral shape differences
between NH and IH is critical to the ability to make a significant measurement for all values
of δCP and sin2(θ23). LBNE is able to break these degeneracies and make a greater than 5σ
determination of the MH for most values of sin2(θ23) and δCP . There is a small region where
the degeneracies are still present when the matter effect is lower at lower values of sin2(θ23)
so that δCP and MH effects are degenerate. Covering the second oscillation maximum, as
discussed in Chapter 4, is critical to breaking the degeneracy in this region and will be
discussed further in Chapter 9.
(a) True MH=NH (b) True MH=IH
Figure 6.53. T2K 1σ CL MH sensitivity regions in True sin2(θ23) vs True
δCP . The color scale represents the ∆χ2 value. The Capozzi et al. global fit
best fit, 1σ, and 3σ regions are indicated by the horizontal black lines. The
Capozzi et al. best-fit values are assumed for the true values of the other
oscillation parameters. All four samples are fit: νe appearance, ν̄e appearance,
νµ disappearance, and ν̄µ disappearance. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The other oscillation parameters and the octant
are profiled.
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(a) True MH=NH (b) True MH=IH
Figure 6.54. As in Figure 6.53 but for NOνA.
(a) True MH=NH (b) True MH=IH
Figure 6.55. As in Figure 6.53 but for T2K+NOνA.
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(a) True MH=NH (b) True MH=IH
Figure 6.56. As in Figure 6.53 but for LBNE 3σ and 5σ.
(a) True MH=NH (b) True MH=IH
Figure 6.57. As in Figure 6.53 but for T2HK 3σ and 5σ.
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6.3.2.3. θ23 Octant. The final set of sensitivity regions in Figures 6.58-6.62 are for θ23
octant determination. At a particular point in the plane, which again indicates the true value
of sin2(θ23) and the true value of δCP used in the ∆χ2, the null hypothesis of the opposite
octant can be rejected at the indicated significance level. The true octant is given by the
sin2(θ23) value in the plane and the sin2(θ23) value of the fit spectra is forced to be in the
opposite octant but the fit sin2(θ23) value is still profiled in the ∆χ2 minimization.
T2K and NOνA have comparable 90% and 3σ octant sensitivity regions, shown in Figures
6.58 and 6.59, although there is variation in each of them with respect to δCP that comes
from their ability to constrain δCP in the fit. Their combination sees a relatively flat response
in δCP and can determine the octant to 90% CL from sin2(θ23) ∼ 0.46 to sin2(θ23) ∼ 0.56.
LBNE and T2HK, in Figures 6.61 and 6.62, both see 3σ octant sensitivity for sin2(θ23) values
between 0.46 and 0.57.
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(a) True MH=NH (b) True MH=IH
Figure 6.58. T2K 90% and 3σ CL octant sensitivity regions in True sin2(θ23)
vs True δCP . The color scale represents the ∆χ2 value. The Capozzi et al.
global fit best fit, 1σ, and 3σ regions are indicated by the horizontal black lines.
The Capozzi et al. best-fit values are assumed for the true values of the other
oscillation parameters. All four samples are fit: νe appearance, ν̄e appearance,
νµ disappearance, and ν̄µ disappearance. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The other oscillation parameters and the MH
are profiled.
(a) True MH=NH (b) True MH=IH
Figure 6.59. As in Figure 6.58 but for NOνA.
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(a) True MH=NH (b) True MH=IH
Figure 6.60. As in Figure 6.58 but for T2K+NOνA.
(a) True MH=NH (b) True MH=IH
Figure 6.61. As in Figure 6.58 but for LBNE 3σ and 5σ.
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(a) True MH=NH (b) True MH=IH
Figure 6.62. As in Figure 6.58 but for T2HK 3σ and 5σ.
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6.3.3. Sensitivity vs δCP . It is also possible to simplify the sensitivity regions produced
in the previous section to a two dimensional plot of significance (or ∆χ2) vs the true value
of δCP . The true value of sin2(θ23) is assumed to be that of the Capozzi et al. global best-fit
in this case. This format allows the sensitivities of each of the experiments to be directly
compared.
Figures 6.63 and 6.64 give the sensitivity, in terms of
√
∆χ2, vs the true value of δCP for
detecting CP violation or determining the MH respectively. The colored regions represent
the maximum and minimum sensitivity that come from considering all the combinations of
1σ uncertainties on sin2(2θ13), sin2(θ23), and ∆m231 in the indicated MH assumption. The
colored regions are larger for the True MH=IH because the Capozzi et al. 1σ constraints on
sin2(θ23) are much larger, reaching into the second octant in the IH case.
For CP violation sensitivity in Figure 6.63 the curves for all of the experiments in the True
MH=NH case are free of degeneracies for δCP < 0 but there are degeneracies with the MH
for δCP > 0. The reverse is true for True MH=IH. T2K and NOνA have similar sensitivity
but T2K has greater sensitivity when not affected by the MH degeneracy and NOνA has
greater sensitivity when the MH is degenerate with δCP for true δCP values greater(less) than
zero for the True MH=NH (True MH=IH) case. The T2K+NOνA combination reaches a
maximum of about 2.5σ in the favorable case and the combination makes the sensitivity
nearly uniform in the degenerate case. LBNE is the only experiment not affected by MH
degeneracies here and is able to make a 3σ measurement for a significant fraction of δCP
values. In the δCP < 0 region T2HK has the greatest sensitivity, reaching a maximum of
nearly 7σ, but suffers from the MH degeneracy in the δCP > 0 case. If the mass hierarchy is
assumed to be known, then the T2K, NOνA, T2K+NOνA, and T2HK curves will be nearly
symmetric between the δCP < 0 and δCP > 0 regions.
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For MH sensitivity in Figure 6.63 similar features are seen as in the sensitivity regions of
the previous section. The figure shows full and scaled versions to make all of the features of
the curves visible. T2K, as expected, shows relatively little sensitivity to the MH, but with
the much larger statistics of T2HK is able to make measurements on par with T2K+NOνA
combined and even exceeding it for some values of δCP . There is an interesting feature just
below δtrueCP = −π/2 (δtrueCP = π/2) for the True MH=NH (True MH=IH) case where the ∆χ2
value spikes for T2K, NOνA, T2K+NOνA, and T2HK. This feature comes about because
there is a small region where the degeneracy between the MH and δCP does not exist because
the number of signal events differs from any number of events possible in the opposite mass
hierarchy for any value of δCP . LBNE is able make a greater than 5σ MH determination for
most values of δCP .
(a) True MH=NH (b) True MH=IH
Figure 6.63. CP violation sensitivity vs True δCP . The Capozzi et al. best-
fit values are assumed for the true values of the other oscillation parameters.
All four samples are fit: νe appearance, ν̄e appearance, νµ disappearance, and
ν̄µ disappearance. The nominal assumptions are used for systematics and ν:ν̄
ratios. The other oscillation parameters and MH are profiled.
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(a) True MH=NH (b) True MH=IH
(c) True MH=NH (zoomed) (d) True MH=IH (zoomed)
Figure 6.64. MH sensitivity vs True δCP . The Capozzi et al. best-fit values
are assumed for the true values of the other oscillation parameters. All four
samples are fit: νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disap-
pearance. The nominal assumptions are used for systematics and ν:ν̄ ratios.
The other oscillation parameters are profiled. The bottom two figures have
the y-axis scaled to a smaller value to show features in the lower sensitivities.
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6.4. Sensitivity vs Exposure
All of the figures up to this point have assumed the nominal exposure planned by each
experiment. The experiments are each planning to run over many years, between 6 and
10 generally, so many measurements of the oscillation parameters and constraints on CP
violation, MH, and the octant could be made before the end of the experiment. This section
will evaluate the sensitivity as a function of the number of POT the experiment has received.
Figures 6.65 through 6.72 show resolutions on oscillation parameters and expected sensi-
tivities for MH, CP violation, and the octant. The method is similar to the ∆χ2 computation
defined before, but it is repeated at each POT value to compute a resolution or a sensitivity.
The vertical lines indicate the nominal planned exposure for NOνA, LBNE, and T2K with
the color matching that of the curve for the experiment. T2HK has a nominal running POT
of 15.6× 1021 POT so it is beyond the bounds of these plots. The bands represent the best
and worst case resolutions that result from 1σ variations in the true values of sin2(2θ13),
sin2(θ23), and ∆m231. The dashed lines within the bands represent the best-fit values. So
each curve is giving a range of resolutions, at each POT value, on sensitivities that might
be achieved taking into account the current 1σ uncertainties in these oscillation parame-
ters. All of the other oscillation parameters are assumed to be at the best-fit values and
are profiled in the ∆χ2 minimization. This curves are computed at 30 steps in POT. The
horizontal dashed black lines in Figures 6.65 through 6.67 represent the current constraints
on the plotted resolution from the Capozzi et al. global fit.
Figure 6.65 shows the 1σ sin2(2θ13) resolutions vs POT in T2K, NOνA, LBNE, and
T2HK. The resolution is defined as Resolution = sin
2(2θupper13 )−sin2(2θlower13 )
2
where the upper and
lower values are those 1σ (1 DOF) values to which sin2(2θ13) can be measured if the true value
of sin2(2θ13) = 0.092 (sin2(2θ13) = 0.094) in the NH(IH) is assumed. Two versions are given
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for each true MH value that show a zoomed y-axis to make details in the LBNE and T2HK
curves more visible. NOνA sees a tighter constraint on sin2(2θ13) than T2K at the same POT
due to higher event rates, but T2K will produce a similar resolution with a higher final POT.
T2HK sees the best constraint on sin2(2θ13) for all POT values. The current constraint on
sin2(2θ13) from the 2014 Capozzi et al. global fit, indicated by the horizontal dashed black
line, is primarily dominated by results from reactor experiments. Only LBNE and T2HK
have high enough statistics to compete with the reactor measurements at their current levels.
However, by the time LBNE or T2HK could reach a competitive level, experiments like
RENO and Daya Bay will have produced even tighter constraints on sin2(2θ13) and the
global fit constraints will continue to be dominated by reactor results.
Figure 6.66 shows curves for the 1σ sin2(θ23) resolutions. Here the resolution is defined
as Resolution = sin
2(θupper23 )−sin2(θlower23 )
2
and the true value of sin2(θ23) is sin2(2θ13) = 0.092
(sin2(2θ13) = 0.094) in the NH(IH) case. No bands are included in this figure as the sin2(θ23)
constraint variations have a very large effect and make the figure indecipherable. T2K and
NOνA in the True MH=NH case show a large slope at early running as the second octant is
quickly excluded due to the slightly lower value of IH sin2(θ23). The T2K and NOνA curves
in the True MH=IH case have a relatively low slope at early POT as the first and second
octant are still included in the 1σ region for sin2(θ23). But as the POT increases further a
large jump is seen as the second octant is finally excluded. Both T2K and NOνA quickly
surpass the current constraints on sin2(θ23) even with only 50% of the total POT in the
NOνA case and ∼25% of the total POT in the T2K case. LBNE will reach a resolution of
0.0064, or 1.5%, under the nominal assumptions and T2HK will exceed this resolution due
to the very high exposure and large event rates in νµ disappearance and ν̄µ disappearance.
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(a) True MH=NH (b) True MH=IH
(c) True MH=NH (zoomed) (d) True MH=IH (zoomed)
Figure 6.65. 1σ sin2(2θ13) resolutions vs POT in T2K, NOνA, LBNE, and
T2HK. The Capozzi et al. best-fit values are assumed for the true val-
ues of the oscillation parameters and the true value of sin2(2θ13) = 0.092
(sin2(2θ13) = 0.094) in the NH(IH) is used. All four samples are fit: νe appear-
ance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance. The nominal
assumptions are used for systematics and ν:ν̄ ratios. The bands represent the
best and worst case resolutions that result from 1σ variations in the true val-
ues of sin2(2θ13), sin2(θ23), and ∆m231. The other oscillation parameters and
MH are profiled. The vertical dashed lines represent the nominal exposures
for NOνA, T2K, and LBNE respectively.
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(a) True MH=NH (b) True MH=IH
(c) True MH=NH (zoomed) (d) True MH=IH (zoomed)
Figure 6.66. 1σ sin2(θ23) resolutions vs POT in T2K, NOνA, LBNE, and
T2HK. The Capozzi et al. best-fit values are assumed for the true values of the
oscillation parameters and the true value of sin2(θ23) = 0.44 (sin2(θ23) = 0.46)
in the NH(IH) is used. All four samples are fit: νe appearance, ν̄e appearance,
νµ disappearance, and ν̄µ disappearance. The nominal assumptions are used
for systematics and ν:ν̄ ratios. The other oscillation parameters and MH are
profiled. The vertical dashed lines represent the nominal exposures for NOνA,
T2K, and LBNE respectively.
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Figure 6.67 shows curves for the 1σ ∆m231 resolutions. No True MH=IH version is in-
cluded here as the resolutions for either MH are very similar. Here the resolution is defined




and is around the true value ∆m231 = 2.47×10−3 eV2.
All of the experiments will make improvements over the current global-fit resolution, in-
dicated by the horizontal black line, at their final POT level. NOνA will constrain ∆m231
more than T2K for all POT values since NOνA has sensitivity to the MH and is able to
better distinguish between the two solutions in the ∆m231 value in each mass hierarchy. The
resolution is computed by scanning out from the central (best-fit) value until the 1σ ∆χ2 is
reached. This will exclude disconnected regions like those in the T2HK allowed regions of
Figure 6.29 leading to the smaller widths corresponding to the ∆m232 widths in 6.30 where
the MH is known. The jump in the T2HK resolution near 5× 1020 POT is where the region
due to the IH solution separates from the region due to the (correct) NH solution. LBNE
sees no such jump as it is able to distinguish between the NH and IH spectra. LBNE would
also, in a sense, be blind to the incorrect solution because of the coarse 125 MeV binning
in Ereco in disappearance mode, future studies for LBNE sensitivities should include opti-
mization studies of the binning in disappearance mode, particularly around the maximum
disappearance dip, to see if this resolution might be improved.
Figures 6.68 and 6.69 show curves for the 1σ δCP resolutions for δtrueCP = 0 and δtrueCP = π/2






and is around the
indicated true value of δCP . The resolution is given in degrees. The 1σ global-fit constraints
on δCP are relatively weak so they are not indicated in these Figures nor are the central
best-fit values used as the true central values. Values of δtrueCP = 0 and δtrueCP = π/2 are used
to encompass the range of expected resolutions on δCP .
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(a) True MH=NH
Figure 6.67. 1σ ∆m231 resolutions vs POT in T2K, NOνA, LBNE, and
T2HK. The Capozzi et al. best-fit values are assumed for the true values
of the oscillation parameters and the true value of ∆m231 = 2.47 × 10−3 eV2
in the NH is used. Similar resolutions are expected in the IH case. All four
samples are fit: νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ dis-
appearance. The nominal assumptions are used for systematics and ν:ν̄ ratios.
The bands represent the best and worst case resolutions that result from 1σ
variations in the true values of sin2(2θ13), sin2(θ23), and ∆m231. The other os-
cillation parameters and MH are profiled. The vertical dashed lines represent
the nominal exposures for NOνA, T2K, and LBNE respectively.
In Figure 6.68, T2K sees a strong effect from the degeneracy between the MH, δCP , and
the θ23 octant making the bands very wide starting at around 6 × 1021POT for both the
True MH=NH and True MH=IH cases. In the lower edge of this band, the sin2(θ23) true
value is at the lower edge of the 1σ range, at sin2(θ23) = 0.414(0.424) so the octant is able
to be resolved and thus the opposite octant solutions that widen the δCP allowed regions are
removed. The upper edge corresponds to the sin2(θ23) true value that is at the upper edge
of the 1σ range, sin2(θ23) = 0.470(0.594) for NH(IH), and the octant is not resolved so the
resolution does not decrease.
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(a) True MH=NH, δtrueCP = 0 (b) True MH=IH, δ
true
CP = 0
(c) True MH=NH, δtrueCP = 0 (zoomed) (d) True MH=IH, δ
true
CP = 0 (zoomed)
Figure 6.68. 1σ δCP resolutions vs POT in T2K, NOνA, LBNE, and T2HK
for δtrueCP = 0. The Capozzi et al. best-fit values are assumed for the true
values of the oscillation parameters. All four samples are fit: νe appearance,
ν̄e appearance, νµ disappearance, and ν̄µ disappearance. The nominal assump-
tions are used for systematics and ν:ν̄ ratios. The bands represent the best
and worst case resolutions that result from 1σ variations in the true values of
sin2(2θ13), sin2(θ23), and ∆m231. The other oscillation parameters and MH are
profiled. The vertical dashed lines represent the nominal exposures for NOνA,
T2K, and LBNE respectively.
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(a) True MH=NH, δtrueCP = π/2 (b) True MH=IH, δ
true
CP = π/2
(c) True MH=NH, δtrueCP = π/2 (zoomed) (d) True MH=IH, δ
true
CP = π/2 (zoomed)
Figure 6.69. 1σ δCP resolutions vs POT in T2K, NOνA, LBNE, and T2HK
for δtrueCP = π/2. The Capozzi et al. best-fit values are assumed for the true
values of the oscillation parameters. All four samples are fit: νe appearance,
ν̄e appearance, νµ disappearance, and ν̄µ disappearance. The nominal assump-
tions are used for systematics and ν:ν̄ ratios. The bands represent the best
and worst case resolutions that result from 1σ variations in the true values of
sin2(2θ13), sin2(θ23), and ∆m231. The other oscillation parameters and MH are
profiled. The vertical dashed lines represent the nominal exposures for NOνA,
T2K, and LBNE respectively.
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Figure 6.70 shows the sensitivity to CP violation as a function of POT. The y-axis
represents the median significance of the rejection of the sin δCP = 0 hypothesis, in units of
σ. This median means that, in terms of significance, 50% of δCP values produce a significance
above and 50% below the y-axis value. This is also referred to as δCP coverage. No experiment
will ever reach 100% δCP coverage for CP violation because there are values of δCP , 0 and
π, for which CP sin δCP = 0. A value of 50% was chosen to represent the distribution. The
bands are primarily influenced by the value of sin2(θ23), as the value of sin2(θ23) increases the
CP asymmetry decreases so the upper edge of the band corresponds to the lower sin2(θ23)
1σ global-fit value. LBNE has the highest median significance for all but the earliest POT
values and reaches 3.8σ for the nominal LBNE POT. T2HK suffers from the MH degeneracy,
but if the MH is resolved then this plot would show T2HK to have a much higher median
significance. T2K and NOνA are both below 1σ due to the MH degeneracy not being
resolved. Their combination will allow for a greater median significance to be reached.
Figure 6.71 shows the sensitivity to determining the MH vs POT. The value plotted on
the y-axis is the worst case significance, in terms of δCP , so it is the significance for which
100% of δCP values are covered. The significance for MH determination does not have the
same meaning here as the null hypothesis is not distributed as a χ2 distribution and this
feature will be studied in Chapter 8. The bands again are primarily influenced by the value
of sin2(θ23), but in this case as the value of sin2(θ23) increases the matter effect increases so
that the upper edge of the band corresponds to the higher sin2(θ23) 1σ global-fit value. LBNE
has the highest significance again because it is the only experiment able to simultaneously
resolve the δCP , MH, and octant degeneracies.
Figure 6.72 shows the values for which the octant can be determined at 3σ as a function
of POT. For example, in the case of True MH=NH, T2K at full POT can resolve the octant
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(a) True MH=NH (b) True MH=IH
Figure 6.70. CP violation median sensitivity vs POT in T2K, NOνA, LBNE,
and T2HK. The Capozzi et al. best-fit values are assumed for the true val-
ues of the oscillation parameters. All four samples are fit: νe appearance, ν̄e
appearance, νµ disappearance, and ν̄µ disappearance. The nominal assump-
tions are used for systematics and ν:ν̄ ratios. The bands represent the best
and worst case resolutions that result from 1σ variations in the true values of
sin2(2θ13), sin2(θ23), and ∆m231. The other oscillation parameters and MH are
profiled. The vertical dashed lines represent the nominal exposures for NOνA,
T2K, and LBNE respectively.
at the 3σ level if the true value of sin2(θ23) is greater than 0.64 or less than 0.37. T2HK and
LBNE quickly reach a limit on their ability to resolve the octant at this level and can do so
if the true value of sin2(θ23) is greater than 0.57 or less than 0.45
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(a) True MH=NH (b) True MH=IH
(c) True MH=NH (zoomed) (d) True MH=IH (zoomed)
Figure 6.71. MH worst case sensitivity vs POT in T2K, NOνA, LBNE, and
T2HK. The Capozzi et al. best-fit values are assumed for the true values of
the oscillation parameters. All four samples are fit: νe appearance, ν̄e appear-
ance, νµ disappearance, and ν̄µ disappearance. The nominal assumptions are
used for systematics and ν:ν̄ ratios. The bands represent the best and worst
case resolutions that result from 1σ variations in the true values of sin2(2θ13),
sin2(θ23), and ∆m231. The other oscillation parameters and MH are profiled.
The vertical dashed lines represent the nominal exposures for NOνA, T2K,
and LBNE respectively.
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(a) True MH=NH (b) True MH=IH
Figure 6.72. 3σ Octant sensitivity vs POT in T2K, NOνA, LBNE, and
T2HK. The Capozzi et al. best-fit values are assumed for the true values of
the oscillation parameters. All four samples are fit: νe appearance, ν̄e appear-
ance, νµ disappearance, and ν̄µ disappearance. The nominal assumptions are
used for systematics and ν:ν̄ ratios. The bands represent the best and worst
case resolutions that result from 1σ variations in the true values of sin2(2θ13),
sin2(θ23), and ∆m231. The other oscillation parameters and MH are profiled.




A full suite of sensitivities to the neutrino oscillation parameters in a three flavor analysis
has been presented in this chapter. The set of assumptions that went into these sensitivities
was outlined in Table 6.1. In particular, the assumption of normalization systematics on the
signal and background and the Capozzi et al. global fit values and 1σ ranges were used to
model uncertainties in the measured event spectra.
The constraints on δCP that are indicated in the Capozzi et al. global fit and plotted in
Figure 3.9 were not used in generating these sensitivities. The fit values of δCP were assumed
to be unconstrained in the fits and the true values were either computed at each value of
δCP or assumed to be δtrueCP = 0, δtrueCP = −π/2, or δtrueCP = π/2. Figures 6.63 and 6.64 give
an idea of the sensitivity in the case of the best-fit δCP value that is nearly −π/2. In the
True MH=NH case the CP violation detection and MH determination potential is highest
at this value. In the True MH=IH case the degeneracy between the MH and δCP will make
measurements difficult until LBNE (or another experiment) can conclusively resolve the MH.
The next three chapters will focus on expanding the statistical interpretation of these sen-
sitivities, incorporating more sophisticated systematic uncertainties, and varying the running




Systematic uncertainties are a critical piece to estimating the sensitivity of oscillations
in current and future LBL experiments. It is important to evaluate their effects on the
sensitivity in order to plan for their mitigation. In the ∆χ2 computation, these systematic
uncertainties take into account how well the predicted event spectra are expected to be
constrained by measurements in the near and far detectors as well as by external data. This
chapter will discuss the normalization systematics introduced in Chapter 5 in more detail
and describe multiple studies that were done with the goal of more accurately representing
the expected systematic uncertainties.
The systematic uncertainties assumed to generate all of the sensitivities of Chapter 6
assumed normalization uncertainties on the signal and background at between 1-5% for the
total signal and 5-10% for the total background. These uncertainties were incorporated into
the ∆χ2 formulation using nuisance parameters. The nuisance parameters for the signal and
background normalizations modify the total number of events for νe appearance (Nνe), ν̄e
appearance (Nν̄e), νµ disappearance (Nνµ), and ν̄µ disappearance (Nν̄µ) using the following
definitions:
Nνe = (1 + f
signal
νe )(nνe−osc + nν̄e−osc)(32)
+ (1 + f backgroundνe )(nνe−beam + nν̄e−beam + nντ + nν̄τ + nNC + nνµ + nν̄µ)
Nν̄e = (1 + f
signal
ν̄e )(nνe−osc + nν̄e−osc)(33)
+ (1 + f backgroundν̄e )(nνe−beam + nν̄e−beam + nντ + nν̄τ + nNC + nνµ + nν̄µ)
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Nνµ = (1 + f
signal
νµ )(nνµ + nν̄µ)(34)
+ (1 + f backgroundνµ )(nνe−beam + nν̄e−beam + nντ + nν̄τ + nNC)
Nν̄µ = (1 + f
signal
ν̄µ )(nνµ + nν̄µ)(35)
+ (1 + f backgroundν̄µ )(nνe−beam + nν̄e−beam + nντ + nν̄τ + nNC)
The index to indicate the bin in Ereco has been left off to simplify these equations. As
discussed in Chapter 5 the nuisance parameters are profiled and that means that they are
varied to minimize the ∆χ2. In this formulation there are eight nuisance parameters; two each
for νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance. The nuisance
parameters have the effect of allowing the signal or the backgrounds that make up the fit
spectra to shift upwards or downwards to match the true spectra and reducing the ability to
differentiate between two oscillation hypotheses. The nuisance parameters are not correlated
in any way in this formulation so that they float independently of one another.
These systematic uncertainties are put in place to incorporate the uncertainties from
multiple effects. The major categories of uncertainties are:
• flux uncertainties that arise primarily from uncertainties in the modeling of the
production of hadrons in the target
• ν interaction cross section uncertainties
• nuclear model uncertainties that affect, for example, the number of nucleons ejected
in an interaction
• far detector reconstruction and fiducial volume uncertainties
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It is beyond the scope of this thesis to give a detailed accounting of each of these sources.
This chapter will instead focus on two approaches to modeling the uncertainties in a more
advanced way.
The dominant uncertainty for an LBL neutrino oscillation measurement is the flux un-
certainty. In the simplest formulation the flux error introduces an uncertainty on the initial
flux of νµ in the beam. The flux uncertainties will be constrained by measurements in a near
detector and measurements in the other samples at the far detector. For example, the νµ
disappearance measurement will be used to constrain the νe appearance measurement. The
justification behind the use of normalization uncertainties for signal and background is that
this is the uncorrelated piece of the uncertainties assuming the other correlated pieces will
cancel. There could be a 5% flux uncertainty, for example, in the νµ flux but this will cancel
by simultaneously fitting multiples samples in the near and far detector, leaving only the
uncertainties that do not cancel. An analysis below will treat the correlations more directly
by allowing them to cancel in the minimization of the ∆χ2.
A normalization uncertainty only affects the overall rate by multiplying every bin in the
signal or background spectrum by a normalization factor. It does not affect the shape of
the fit spectra because each bin increases or decreases by the same multiplicative factor
and so the relative number of events in one bin to the next bin remains the same. Each
of the methods discussed in this chapter moves progressively towards implementing more
shape uncertainty. First, a comparison of the relative contributions of rate and shape to the
sensitivity in each experiment will be made.
183
7.1. Shape and Rate Contributions to Sensitivity
The rate contribution to the sensitivity is computed by counting the total number of
events irrespective of Ereco. This gives the sensitivity if the experiment were a single bin
counting experiment with no ability to distinguish between the energy of one event or an-
other.
The shape contribution is determined by using the binning structure as before, but
allowing the entire fit spectrum (signal and background) to float without constraint. The
shape contribution to the ∆χ2 is determined by the binning structure and binning granularity
of the experiment and the energy range covered by the experiment.
Figures 7.1 through 7.5 show the contributions of shape and rate to the sensitivity to CP
violation, MH, and δCP resolution in each experiment. The contributions are determined
using the criteria outlined above. These figures include no non-oscillation parameter sys-
tematics but do profile the oscillation parameters to minimize the ∆χ2. The contributions
of rate and shape do not necessarily add directly to give the shape+rate curve because of
constraints that they provide on the other oscillation parameters when they are profiled.
For T2K and NOνA it is not critical to incorporate a shape uncertainty as there is little
contribution to the sensitivity from the shape of the fit spectra. However for LBNE the lack
of uncertainty on the shape of the fit spectra is an overly optimistic assumption. The rest of
this chapter will focus on implementing shape uncertainties using multiple methods to vary
the shape of the fit spectra. The remaining studies for this chapter will be for LBNE only
since it is affected significantly by shape uncertainties.
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Figure 7.1. The contributions of rate and shape to the sensitivity to CP vi-
olation, MH, and δCP resolution in T2K. The Capozzi et al. best-fit values are
assumed for the true values and δtrueCP = 0. The nominal running assumptions
and ν:ν̄ ratios, but no systematics are used. The other oscillation parameters
and the MH are profiled.
Figure 7.2. The contributions of rate and shape to the sensitivity to CP vio-
lation, MH, and δCP resolution in NOνA. The Capozzi et al. best-fit values are
assumed for the true values and δtrueCP = 0. The nominal running assumptions
and ν:ν̄ ratios, but no systematics are used. The other oscillation parameters
and the MH are profiled.
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Figure 7.3. The contributions of rate and shape to the sensitivity to CP
violation, MH, and δCP resolution in a T2K+NOνA combined fit. The Capozzi
et al. best-fit values are assumed for the true values and δtrueCP = 0. The nominal
running assumptions and ν:ν̄ ratios, but no systematics are used. The other
oscillation parameters and the MH are profiled.
Figure 7.4. The contributions of rate and shape to the sensitivity to CP vio-
lation, MH, and δCP resolution in LBNE. The Capozzi et al. best-fit values are
assumed for the true values and δtrueCP = 0. The nominal running assumptions
and ν:ν̄ ratios, but no systematics are used. The other oscillation parameters
and the MH are profiled.
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Figure 7.5. The contributions of rate and shape to the sensitivity to CP vio-
lation, MH, and δCP resolution in T2HK. The Capozzi et al. best-fit values are
assumed for the true values and δtrueCP = 0. The nominal running assumptions
and ν:ν̄ ratios, but no systematics are used. The other oscillation parameters
and the MH are profiled.
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7.2. Implementing Shape Uncertainties
The author of this thesis has extended the GLoBES library described in Chapter 5 to
implement multiple methods of including uncertainties in the shape of the fit spectrum. This
involved developing implementations of the ∆χ2 to modify the response of the fit spectrum
with respect to nuisance parameters that represent uncertainties in the systematic parameters
of a particular model of the uncertainty. One such implementation will be described here
although many others were also developed.
There are multiple effects that were added to study more detailed systematic uncer-
tainties. First is the inclusion of correlations among the samples. As described above, the
normalization systematic uncertainties were completely uncorrelated which means that the
nuisance parameters were varied irrespective of one another. If the flux of νµ is measured
then this also serves as a constraint on the oscillated νe flux since it oscillates from the νµ
flux. So it is sensible to make the nuisance parameters correlated, that is, make them the
same for the four samples.
The second effect is to separate the uncertainties on the backgrounds by allowing them
to vary independently. It is important that they are allowed to vary in a way that accu-
rately models their actual uncertainties. Summing the backgrounds into one spectrum and
allowing them to float together, as was done in the previous chapter, overly constrains the
backgrounds. The formulation being produced here allows the backgrounds to float sepa-
rately and, when these fluctuations are taken together, introduces a shape uncertainty in the
total background spectrum.
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The equations used to compute the total number of events in each sample in LBNE with
the new nuisance parameters included are
Nνe = (1 + fsignal)(nνe−osc + nν̄e−osc) + (1 + fνe)(nνe−beam + nν̄e−beam)(36)
+ (1 + fντ )(nντ + nν̄τ ) + (1 + fNC)(nNC + nνµ + nνµ)
Nν̄e = (1 + fsignal)(nνe−osc + nν̄e−osc) + (1 + fνe)(nνe−beam + nν̄e−beam)(37)
+ (1 + fντ )(nντ + nν̄τ ) + (1 + fNC)(nNC + nνµ + nνµ)
Nνµ = (1 + fsignal)(nνµ + nν̄µ) + (1 + fνe)(nνe−beam + nν̄e−beam)(38)
+ (1 + fντ )(nντ + nν̄τ ) + (1 + fNC)(nNC)
Nν̄µ = (1 + fsignal)(nνµ + nν̄µ) + (1 + fνe)(nνe−beam + nν̄e−beam)(39)
+ (1 + fντ )(nντ + nν̄τ ) + (1 + fNC)(nNC)
where it is implied that each of the channel variables (n∗) depend on the oscillation param-
eters (θ). This formulation will be referred to as correlated sample, multiple background
(CSMB) uncertainties while the previous will be referred to as uncorrelated sample, single
background (USSB) uncertainties. The constraints on these nuisance parameters are imple-
mented using a pull term as discussed in Chapter 5. The uncertainties on the four parameters
are: σsignal = 0.05, σνe = 0.05, σNC = 0.1, σντ = 0.2. These uncertainties were chose to
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correspond with studies done in other experiments to estimate the independent background
contributions to the fit[46].
To contrast with the USSB approach the pre-fit and post-fit spectra for both systematic
uncertainty formulations will be presented here. Figure 7.6 shows the spectra for USSB
systematic uncertainties and 7.7 for CSMB uncertainties. These figures have the oscilla-
tion parameters fixed in the fit in order to show the effects of only the USSB and CSMB
approaches.
The total ∆χ2 for the USSB approach, shown in Figure 7.6, is reduced by including the
systematics, from 47 to 44. In the νe appearance event spectra, Figure 7.6A, the normal-
ization on the signal shifts the fit spectrum downward to minimize the ∆χ2. The opposite
is true for ν̄e appearance in Figure 7.6B, where the fit spectrum is shifted upwards. The νµ
disappearance and ν̄µ disappearance spectra play very little role in this sensitivity with both
of the ∆χ2 values nearly equal to zero.
The total ∆χ2 for the CSMB approach, shown in Figure 7.7, remains basically the same
(the total value is rounded to the nearest integer). In order to reduce the ∆χ2 value computed
from the νe appearance sample, in Figure 7.7A, the fsignal will have to have a negative value,
but in the ν̄e appearance sample, Figure 7.7B, it would require a positive value to decrease
the ∆χ2. The balance between these two effects is found during the minimization and leaves
the fsignal nearly at zero. It is this constraint that comes from measuring spectra in both
neutrino and antineutrino modes that leads to no reduction in sensitivity for CP violation
when using the CSMB approach.
The ν samples will not be perfectly constrained by the ν̄ samples in a full analysis,
however. For example, reduced statistics from the reduced cross sections for ν̄ mode may
lead to a weaker constraint on the ν̄ flux overall so that the ratio of expected events in each
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mode will not be known perfectly. Section 7.3 will have new nuisance parameters introduced
to account for these differences.
Figure 7.8 shows the CP violation and MH sensitivity (
√
∆χ2) vs δCP for the no system-
atics, USSB, and CSMB systematics cases. The reduction that comes in either formulation
is small, but the CP violation sensitivity is effectively not reduced at all in the CSMB case.
The MH sensitivity is reduced near δCP = −π/2 where there is a strong dependence on
the rate and the overall normalization uncertainty on the signal is able to fit the differences
between the NH spectra and IH spectra.
In addition to these studies presented in this section, other studies were done that eval-
uated the effects of various models of the uncertainties for the shape of the signal and
background event spectra. In every case the systematics were found to have a small effect
if they were able to constrain the shape of the signal to a high degree. It will take a more
advanced model of the fluctuations induced in the Ereco fit spectra to accurately depict the
expected reductions in sensitivity.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.6. LBNE pre-fit (red) and post-fit (blue) spectra, each with δCP =
−π/2, compared to the true spectrum for δtrueCP = 0. The background spectra
are given by the dashed lines and the signal+background spectra are given by
the solid lines and gray region. The error bars on the gray region indicate sta-
tistical uncertainties. The total ∆χ2 before and after the fit are indicated and
include νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance.
The nominal assumptions are used for systematic (uncorrelated sample, single
background systematics) uncertainties and ν:ν̄ ratios. The ∆χ2 as a function
of Ereco is given by the yellow histogram.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.7. LBNE pre-fit (red) and post-fit (blue) spectra, each with δCP =
−π/2, compared to the true spectrum for δtrueCP = 0. The background spectra
are given by the dashed lines and the signal+background spectra are given by
the solid lines and gray region. The error bars on the gray region indicate sta-
tistical uncertainties. The total ∆χ2 before and after the fit are indicated and
include νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappear-
ance. The nominal assumptions are used for systematic (correlated sample,
multiple background systematics) uncertainties and ν:ν̄ ratios. The ∆χ2 as a
function of Ereco is given by the yellow histogram.
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(a) CP Violation Sensitivity vs δCP
True MH=NH
(b) MH Sensitivity vs δCP
True MH=NH
Figure 7.8. LBNE CP Violation & MH Sensitivity sensitivity vs True δCP for
no systematics and the two different systematics formulations. The Capozzi
et al. best-fit values are assumed for the true values of the other oscillation
parameters. All four samples are fit: νe appearance, ν̄e appearance, νµ disap-
pearance, and ν̄µ disappearance. The nominal assumptions are used for the
ν:ν̄ ratios. The other oscillation parameters and MH are profiled.
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7.3. LBNE Systematic Response Functions
The LBNE Fast Monte Carlo (Fast MC) simulation is being developed to simulate the
neutrino production, propagation, and interactions in both near and far detectors for LBNE.
As described in Chapter 4, the inputs to produce all of the figures in previous sections were
made using the outputs of this Fast MC simulation. Not used in previous sections were
variations in the fit event spectra that come from considering variations in the systematic
uncertainty parameters. As of this writing, systematic uncertainties in the flux and cross-
sections have been implemented and propagated to the far detector analysis samples in order
to estimate their effects on the sensitivity to the neutrino oscillation parameters. The work
in this section was done within the LBNE collaboration and includes the inputs from other
members of the collaboration. Work or figures that were not done by the author of this
thesis will be labeled as such.
Propagating the systematic uncertainties through the Fast MC allows the effects of each
uncertainty to be seen on each sample at the FD and this has been incorporated, by the
author of this thesis, into sensitivity analyses using the GLoBES library in a similar way to
the method that was outlined in Chapter 5. This adds realistic systematic uncertainties to
the νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance FD oscillation
analysis samples that might be used in a full data analysis. The variations in a channel
are collected into a response function that takes a true neutrino energy and a nuisance
parameter encoding the number of standard deviations the systematic parameter should
vary and returns a weight that multiplies the number of events for that channel and Etrue.
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Rcj(f) · P cj (θ) · ncj · Scij
)
(40)
where ncj is the Fast MC prediction for the event rate at the FD in Etrue bin j, P c(θ) is the
oscillation probability for the set of oscillation parameters θ, Scij is the Fast MC smearing
matrix that maps Etrue → Ereco, and Rcj(f) is the Fast MC systematic response function
at nuisance parameter value f and in energy bin j. The response functions are generated
at discrete values of f by the Fast MC and splines are used to form a continuous response
function when used in the ∆χ2.
Event rates are computed separately for each channel and combined to form a signal and
background where a number of nuisance parameters are varied in order to apply theoret-
ical and statistical uncertainties to the samples. Four nuisance parameters that represent
theoretical uncertainties between channels and samples are incorporated:
• fνµ varies the channels depending on νµ
• fν̄/ν varies the channels depending on ν̄µ, ν̄e, and ν̄τ relative to the νµ, νe, and
ντ channels respectively and incorporates uncertainty in the relative cross sections
between ν and ν̄
• fνe/νµ varies the channels depending on νe relative to the νµ channel
• fντ/νµ varies the channels depending on ντ relative to the νµ channel
Eight nuisance parameters represent statistical uncertainty from statistical limitations in the
measurement of νµ flux and incorporate statistical uncertainties between samples within the
Asimov data set framework: f statν̄µ/νµ , f
stat
νe/νµ
, f statν̄e/νµ , f
stat
NC/νµ
, f statνosce /νµ , f
stat
ν̄osce /νµ





The number of events in a particular bin then is computed using the raw event rates for
each channel (lower case n) and this set of nuisance parameters. In νe appearance and ν̄e
appearance the number of events is
Nνe,ν̄e = R















+Rνe−beam(fνµ + fνe/νµ + f
stat
νe/νµ)nνe−beam
+Rν̄e−beam(fνµ + fν̄/ν + fνe/νµ + f
stat
ν̄e/νµ)nν̄e−beam
+Rντ (fνµ + fντ/νµ + f
stat
ντ/νµ)nντ




where the first two rows are the signal channels and the last seven are the background
channels. In νµ disappearance and ν̄µ disappearance the number of events is
Nνµ,ν̄µ = R
νµ(fνµ)nνµ(42)
+Rν̄µ(fνµ + fν̄/ν + f
stat
ν̄µ/νµ)nν̄µ











+Rνe−beam(fνµ + fνe/νµ + f
stat
νe/νµ)nνe−beam
+Rν̄e−beam(fνµ + fν̄/ν + fνe/νµ + f
stat
ν̄e/νµ)nν̄e−beam
+Rντ (fνµ + fντ/νµ + f
stat
ντ/νµ)nντ
+Rν̄τ (fνµ + fν̄/ν + fντ/νµ + f
stat
ν̄τ/νµ)nν̄τ
and again the first two rows are the signal channels and the last seven are the background
channels. The response functions are different for each sample so that, for example, the
Rνµ in νe appearance differs from the Rνµ in νµ disappearance. It is important to note that
the 12 nuisance parameters here are shared between the four samples so that the sensitivity
benefits from the large samples in νµ acting to constrain the predicted νe flux in the νe
appearance and ν̄e appearance samples. Without the f stat parameters and the theoretical
uncertainties then these constraints would be perfect and the νµ and νe samples would be
completely correlated, as would the νe and ν̄e samples. With these f stat nuisance parameters
in place the constraints on the systematic uncertainties are limited by the statistics of the
experiment and the constraints provided by other experiments on the model parameters.
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The nuisance parameters are not completely free but constrained by penalty terms with
Gaussian priors on each parameter. The theoretical nuisance parameters are constrained
with prior 1σ widths of σν̄/ν = 10%, σνe/νµ = 2.5%, σντ/νµ = 10%. These constraints are
based on external measurements and are estimates that will need to be justified and expanded
in future work.
The statistical nuisance parameters represent statistical uncertainties through constraints
of the nuisance parameters so these constraints are computed from the available simulated
data samples. The uncertainties in these nuisance parameters are the constraints that will
come from measurements in the far detector. In particular the constraints on the statistical
nuisance parameters depend on the sample statistics and get better with increased POT.
The constraints are computed by evaluating the ∆χ2 as a function of fνµ and determining
the constraint provided on fνµ by the simulated data. Figure 7.9 shows an example of a
response of the ∆χ2 to changes in the fνµ parameter for the CC MRESA systematic that will
be described in more detail below. The 1σ response for this systematic is at χ2(0.15) = 1. For
this systematic, then, the σstat prior is 15%, i.e., there is a 15% constraint on this systematic
parameter that comes from the νµ sample. The improvement over the prior constraint is
visible by comparing the gray curve to the red curve. This does not represent a measurement
of the systematic parameter, but is a characterization of how much the parameter affects
the analysis samples in the oscillation analyses. All eight f stat parameters use this same
constraint and so incorporate uncertainty in the νµ channel measurement into the constraints
on the other channels.
Figure 7.9 shows the response, or fractional change, of each channel making up the
νe appearance sample to variations in CC MRESA . The color scale represents the response
















Figure 7.9. Response function ∆χ2 vs f for CCMRESA . The ∆χ2 curve shows
the effect of varying the fνµ nuisance parameter by the x-axis value on the ∆χ2.
The gray line shows the prior constraint on the fνµ parameter (σνµ = 1) where
a +1σ variation corresponds to a +20% change in CC MRESA . The 1σ sigma
response is extracted and used to constrain the f stat nuisance parameters. The
1σ level is indicated by the horizontal red line.
of the nuisance parameter (f). For example a 1σ change in CC MRESA change (+20% change
in parameter) produces a +10% change in number of signal νe events at 2 GeV. In this way
the nuisance parameter fluctuations are propagated to all of the channels using Equation 40.
After propagating the response function effects to the channels they can be combined
into the νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance samples as
in Figures 7.11 and 7.12. These figures show the effect of a +1σ fluctuation in the CCMRESA
parameter. The +1σ variation corresponds to a +20% change in the value of CC MRESA . To
the extent that the fluctuations in the systematic parameters allow the spectrum to mimic
oscillation effects, these response function systematic parameters will reduce the sensitivity
to the oscillation parameters. These reductions will be evaluated for a preliminary set of the
systematic parameters in the next section.
There are 13 cross section systematics that are currently considered in the analysis of
the LBNE sensitivity. These represent variations in the models that affect the cross section
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νµ Background ν̄µ Background νe Background
ν̄e Background NC Background νe Signal
ν̄e Signal ντ Background ν̄τ Background
Figure 7.10. LBNE Fast MC response functions in νe appearance for the
CC MRESA systematic parameter. Each channel has a response function which
varies the spectrum as the nuisance parameter is varied. The empty (white)
bins are bins where no events occur. This figure is from the LBNE Fast MC.
The NC channel sees no effect from this particular systematic parameter so it
is constant at one.
of the various interactions measured in an oscillation analysis and they affect the shape
and rate of the predicted spectrum. In addition, there are 10 flux systematic parameters
that represent uncertainties in the configuration of the beam that must be constrained by
near detector measurements. No near detector is currently implemented in these studies to
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constrain these parameters so the resulting sensitivities are preliminary studies to inform
the design constraints on a near detector. Constraints coming from the near detector will
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Figure 7.11. LBNE Fast MC event spectra for νe appearance (left) and ν̄e
appearance (right). The nominal spectrum for each channel is indicated by
the filled histograms and the variation produced by a +1σ shift in CC MRESA
is indicated by the lines above each filled histogram. The bottom portion of
the plot shows the ratio of the weighted spectrum to the nominal, unweighted
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Figure 7.12. LBNE Fast MC event spectra for νµ disappearance (left) and ν̄µ
disappearance (right). The nominal spectrum for each channel is indicated by
the filled histograms and the variation produced by a +1σ shift in CC MRESA
is indicated by the lines above each filled histogram. The bottom portion of
the plot shows the ratio of the weighted spectrum to the nominal, unweighted
spectrum for each channel. Figures reproduced from [39].
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7.3.1. Pre-fit & Post-fit Spectra. To illustrate the effects of incorporating the
response function systematics the pre-fit and post-fit spectra for δCP variations are shown
in Figures 7.13 through 7.18. These figures are for the CC MQEA and CC M
RES
A systematics
individually and then in combination, and then for combinations of the flux and/or cross
section parameters. The CCMQEA parameter affects the region around the QE peak near 0.6
GeV, while the resonant (RES) region dominates between 1-3 GeV as illustrated in Figure
4.6. Applying both of these systematic effects together gives the fit spectra freedom to move
in a wide range of Ereco. The ∆χ2 for the combination of the systematics has 12 nuisance
parameters per systematic for a total of 24 nuisance parameters.
Figure 7.13 shows the pre-fit and post-fit spectra for δCP with the variations allowed by
the CC MQEA response functions allowed to shift the spectrum. There is a small reduction in
the ∆χ2 from the νe appearance sample, from 24 to 21, while the other samples, particularly
ν̄e appearance and νµ disappearance, are acting to constrain the CC MQEA parameter and
have their ∆χ2 increased in order to reduce the ∆χ2 from the νe appearance spectrum. The
overall ∆χ2 is reduced by allowing the pre-fit νe appearance spectrum to float downward
slightly which also slightly decreases the ν̄e appearance event spectrum and the νµ disap-
pearance event spectrum. Overall this systematic has a small effect on the ability of LBNE
to differentiate between δCP = 0 and δCP = −π/2 and reduces the total ∆χ2 from 47 to 46.
A very similar effect is seen in Figure 7.14 for the CC MRESA parameter.
The combination of these two systematic parameters, in Figure 7.15, allows more freedom
in the fit spectrum variations and is able to reduce the total ∆χ2 from 47 to 45.
The combined effect on the sensitivity to variations in δCP of all 13 of the cross section
parameters can be seen in Figure 7.16. The total ∆χ2 is reduced much more significantly,
from 47 to 36, by the extra freedom in the fit allowed by the additional systematic parameters.
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For the 10 flux systematic parameters an even more significant reduction is seen in Figure 7.17
decreasing the ∆χ2 fro 47 to 30. Finally, when combining all of the systematic parameters
currently simulated in the Fast MC simulation, in Figure 7.18, the ∆χ2 is reduced from 47
to 25.
The ∆χ2 in the case of 13, 10, and 23 systematic parameters has 156, 120, or 286
nuisance parameters, respectively. This large number of systematic parameters makes the
minimization take much longer and required special handling to parallelize the processing of
adjacent points in δCP .
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.13. LBNE Fast MC pre-fit (red) and post-fit (blue) spectra, each
with δCP = −π/2, compared to the true spectrum for δtrueCP = 0. The CC M
QE
A
systematic response functions were used in the fit. The background spectra
are given by the dashed lines and the signal+background spectra are given
by the solid lines and gray region. The error bars on the gray region indicate
statistical uncertainties. The total ∆χ2 before and after the fit are indicated
in the legend and include νe appearance, ν̄e appearance, νµ disappearance, and
ν̄µ disappearance. The nominal assumptions are used the ν:ν̄ ratio. The ∆χ2
as a function of Ereco is given by the yellow histogram before (solid) and after
(dashed) the fit. The other oscillation parameters are fixed.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.14. As in Figure 7.13 but for the CC MRESA systematic parameter.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance





(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.16. As in Figure 7.13 but for all 13 of the neutrino cross section
systematic parameters.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.17. As in Figure 7.13 but for all 10 of the flux systematic parameters.
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(a) νe appearance (b) ν̄e appearance
(c) νµ disappearance (d) ν̄µ disappearance
Figure 7.18. As in Figure 7.13 but for all 23 of the systematic parameters.
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The systematic variations caused by a systematic parameter will, in general, cause vari-
ations in all four of the samples. It is informative to look at the fit for only one sample so
that the effects of the systematic parameter, without constraints from the other samples, can
be seen. The effect of including only one sample in the analysis, νe appearance, is shown in
Figure 7.19. Without the other samples present in the fit the fit spectra for νe appearance
are allowed to float without constraints from the other samples and with only the constraints
from the penalty terms present. The total ∆χ2 is reduced from 26 to 6 in this case because
the systematic parameters allow the fit spectra to float in a way that mimics the effects of
δCP variations. This significant reduction in sensitivity emphasizes the need for constraining
the systematic parameters via either other FD samples or by using ND samples.
Figure 7.19. As in Figure 7.13 but for all 23 of the systematic parameters
and including only the νe appearance sample.
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7.3.2. Sensitivities. Figures 7.20 through 7.25 evaluate the effects of systematic un-
certainties on the CP violation and MH sensitivities as a function of the true value of δCP
using the Fast MC systematic parameter response functions. The red curves include all four
samples: νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance. The blue
curves include only the νe appearance sample with 50% neutrino running in order to show
the effect of constraints coming from fitting multiple samples. The solid lines include no
systematics while the dashed curves include the indicated systematic response function or
set of response functions. The top set of figures include no oscillation parameter systematics
while the bottom set profile the other oscillation parameters in order to minimize the ∆χ2.
Figure 7.20 shows these sensitivities vs δCP with the CC MQEA systematic parameter
included. For the νe appearance only case (blue) there is a large reduction of the sensitivity
when only the effects of the systematics are applied in Figures 7.20A-B. When all four
samples are included (red) the effects of the systematic are constrained and there is very
little reduction. In Figures 7.20C-D the other oscillation parameters are profiled so that the
effects of the systematic parameter relative to the oscillation parameter systematics can be
seen by comparison. For most of the δCP parameter space the CC MQEA systematic is only
able to decrease the sensitivity further by a small amount. There is still a large reduction in
the νe appearance only MH sensitivity near δCP = −π/2.
There is a larger reduction of each of the sensitivities for the CC MRESA systematic
parameter seen in Figure 7.21. The CC MRESA parameter has a bigger effect at the energy of
the first oscillation maximum in LBNE whereas the CCMQEA parameter varies the fit spectra
closer to the second oscillation maximum. The dominant contribution to the sensitivity is
from the first oscillation maximum and this explains the larger effect of this systematic
parameter on the sensitivities.
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The combination of the CC MQEA and CC M
RES
A systematic parameters, in Figure 7.22,
degrades the sensitivity even further in the νe appearance only (blue) case but the combined
sample only decreases slightly.
When the effects of multiple systematics are included, as in Figures 7.23 through 7.25,
the increased uncertainty in the fit spectrum degrades the sensitivity even further. For all
23 systematics and with the oscillation parameters profiled, in Figure 7.25 the best case
sensitivity for CP violation is reduced from 5.5σ to 4σ. This study does not yet include con-
straints on the systematic parameters that will come from measurements in a near detector
and the studies will be used to help establish design criteria for a near detector.
The studies here regarding the response function systematics are preliminary and a more
detailed study is underway. This work is being used in a comprehensive study by the LBNE
collaboration of the effects of systematics on the sensitivities in LBNE. Efforts are underway
to either validate or update the 1%/5% signal/background uncertainties for νe appearance
(5%/10% for νµ disappearance) that were assumed throughout this thesis using these detailed
systematic studies.
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(a) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(b) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(c) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
(d) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
Figure 7.20. LBNE CP Violation and MH Sensitivity sensitivity vs δCP for
no systematics (solid) with the CCMQEA response function systematic (dashed)
in place. All four samples are fit in the “all" cases (red) while only the νe
appearance sample is fit for the νe cases (blue). The Capozzi et al. best-fit
values are assumed for the true values of the other oscillation parameters. The
fit oscillation parameters are fixed in the top figures and are profiled in the
bottom figures.
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(a) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(b) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(c) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
(d) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
Figure 7.21. As in Figure 7.20 but for CC MRESA .
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(a) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(b) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(c) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
(d) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled




(a) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(b) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(c) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
(d) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
Figure 7.23. As in Figure 7.20 but for all 13 cross section systematic parameters.
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(a) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(b) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(c) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
(d) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
Figure 7.24. As in Figure 7.20 but for all 10 flux systematic parameters.
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(a) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(b) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Fixed
(c) CP Violation Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
(d) MH Sensitivity vs δCP
True MH=NH
Osc. Systs. Profiled
Figure 7.25. As in Figure 7.20 but for all 23 systematic parameters.
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7.4. Conclusions & Future Work
This chapter has presented studies that show the shape and rate contributions to the
sensitivities to the neutrino oscillation parameters. The dominant contribution in T2K,
NOνA, and T2HK is from the rate while LBNE depends heavily on both the rate and the
shape to achieve high sensitivity to the MH and to CP violation. Methods were developed
to explore the effects of alternative systematics treatments in LBNE, in particular methods
that include realistic degradation of the shape contributions to the sensitivity were explored.
These studies are part of an ongoing effort in the LBNE collaboration to understand
the effects of systematic uncertainties on the projected oscillation sensitivities. The author
of this thesis has developed the software tools used by the collaboration to study these
effects. Future work in the LBNE Fast MC simulations will enable a complete study of the
systematics that are expected to affect the oscillation sensitivities. The work will inform the
design of the near and far detectors for the experiment as well as prioritize the systematic
effects that must be constrained by the experiment in order to meet the stated experimental
goals.
The most up to date work to include these systematic parameters from the LBNE Fast
MC into the sensitivity estimates for CP violation and MH determination were shown in
this chapter. For example, including all 23 of the parameters that are currently implemented
reduces the CP violation sensitivity at the best case point (δCP = −π/2 in the NH) from
5.5σ to 4σ. These dramatic reductions in the sensitivity do not necessarily reflect what is
expected for a complete LBNE simulation. These results represent the current state of the
simulation considering the far detector only. Future work will see more accurate estimates
of future sensitivity in LBNE by including near detector simulations and a more complete
set of systematic parameters.
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CHAPTER 8
Statistical Fluctuations of Event Spectra
The method used in this thesis for computing a ∆χ2 comparing a null hypothesis, H0, to
a test hypothesis, H1, was outlined in Chapter 5. This chapter will study the implications of
looking beyond the Asimov data set where the median ∆χ2 (∆χ2) value is computed from
the most likely values of the sample spectra and no statistical fluctuations are included.
The Asimov data set approach to computing ∆χ2 is suitable for evaluating the power of the
average experiment to reject hypotheses but leaves out the range of possible experiments
that could be expected.
To study the effects of statistical fluctuations on the distribution of ∆χ2 values the
GLoBES library was modified by the author of this thesis to allow for repeatedly computing
the ∆χ2 with statistical fluctuations included. Before the ∆χ2 is computed, the true event
spectrum is fluctuated, bin-by-bin, by pulling from the Poisson distribution with median
value equal to that of the median value from the bin. This fluctuation is done on each of the
four samples, νe appearance, ν̄e appearance, νµ disappearance, and ν̄µ disappearance, and
then the ∆χ2 value is computed as before using the newly fluctuated true event spectrum,
which serves as a mock data spectrum. This process is repeated thousands of times to
generate a distribution of ∆χ2 values.
This statistical approach, referred to as a toy Monte Carlo (MC), will be used to study
the ∆χ2 distributions for determining the MH and detecting CP violation.
8.1. Mass Hierarchy & Statistical Fluctuations
The test for MH sensitivity is different from the tests for the other sensitivities in that
it compares two discrete possibilities: the normal and inverted mass hierarchies. A test
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statistic T is defined as:
T ≡ ∆χ2 = χ2IH − χ2NH(43)
Where the definition T ≡ ∆χ2 is used to emphasize the fact that the null hypothesis for
this test statistic does not necessarily follow a χ2 distribution. Note that in the case of the
Asimov data set and for the True MH=NH (True MH=IH) then χ2NH = 0 (χ2IH = 0) as
pointed out in Chapter 5. Figure 8.1 shows the distributions of T for T2K+NOνA. The
red histograms of Figures 8.1A, C, E represent the distribution of T values assuming True
MH=NH and δCP at the indicated value, while the blue histogram assumes True MH=IH
but integrates over δCP . The blue histograms of Figures 8.1B, D, F represent the distribution
of T values assuming True MH=IH and δCP at the indicated value, while the blue histogram
assumes True MH=IH but integrates over δCP . A value of T less than zero indicates that
the IH would be favored by the measurement and a T value greater than zero favors the NH.
There are significant portions of the distributions that fall below(above) zero in the True
MH=NH (True MH=IH) case. These figures also indicate the value of T computed from
the Asimov data set (T∆χ2) and from the median of the toy MC (TMC) as vertical lines.
These vertical lines are close together or overlapping in almost every case which validates
the assumption that the Asimov data set accurately reproduces the median of the toy MC
distribution of T values with some deviations where the degeneracies between δCP and the
MH are significant.
The results of these toy MC T distributions are used to compute the probability distri-
bution function (PDF) for the null hypothesis and the test hypothesis. These two PDFs are
then used to compute the p-value for which the null hypothesis is correctly rejected for all
toy MC experiments. The probability to reject H0 when it is false, or Type II error[45], is
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(a) δCP = −π/2, True MH=NH
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(b) δCP = −π/2◦, True MH=IH
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(c) δCP = 0, True MH=NH
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(d) δCP = 0, True MH=IH
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(e) δCP = π/2, True MH=NH
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(f) δCP = π/2, True MH=IH
Figure 8.1. Distributions of the test statistic, T , for a combined T2K+NOνA
fit for δCP = −π/2, 0, and π/2 for both the True MH=NH and True MH=IH
cases. The red(blue) histogram is for the NH(IH) distribution. The vertical
lines represent the median of the toy MC T distribution (dashed) and the T
value computed from the Asimov data set (solid). The nominal assumptions
are assumed for systematics and ν:ν̄ ratios. The fit oscillation parameters are
profiled.
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referred to as β and is directly related to the p-value. The p-value, or 1 − β, is computed
using




for the True MH=NH cases and




for the True MH=IH cases.
Table 8.1 lists the T -values and p-values for the True MH=NH and True MH=IH cases
using Tmedian = TMC or Tmedian = T∆χ2 for three values of δCP in T2K+NOνA. Two values
are given for the p-value. The first is computed from the distribution of T values for H0 using
the integrals in Equations 44-45 using either the T∆χ2 or TMC value for the appropriate limit
of the integration. The second is computed by integrating the χ2 distribution for 1 DOF
above the same limit. Comparing these two approaches to computing the p-value quantifies
how the assumption that the H0 hypothesis is χ2 distributed and that Wilk’s theorem applies
skews the interpretation of the metric.
The TMC values are similar to the T∆χ2 values, but there are differences particularly for
the cases where the degeneracies between δCP and the MH are significant at δCP = +(−)π/2
in the NH(IH). In these degenerate cases the statistical fluctuations tend to smooth out any
abrupt transitions in the fit values of the oscillation parameters that may cause the ∆χ2 to
over/under estimate the central value of the ∆χ2 distribution. Another example of this effect
is discussed in the next section. Because of this smoothing effect the test statistic computed
using the Asimov data set, T∆χ2 , overestimates the median of the ∆χ
2 distribution in the
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degenerate cases, i.e. it predicts a more significant measurement than is likely. In the other
cases the Asimov data set is slightly conservative.
The p-values in columns 3, 6, and 9 of Table 8.1 give the fraction of experiments for
which the IH will be measured when it is false if the criteria for accepting the hierarchy
measurement is that the ∆χ2 is greater(lesser) than the median expected value for the True
MH=NH (True MH=IH) case. If δCP = −π/2 and the MH is normal then there is a 0.03%
probability that the wrong mass hierarchy determination will be made. This increases to 7%
in the δCP = +π/2 case. If the χ2 distribution is used to interpret the test statistic then a
more conservative estimate of the p-value will be made.
Table 8.1. Median MC and ∆χ2 test statistic values and p-values for δCP =
−π/2, 0, and π/2 corresponding to the distributions shown in Figure 8.1 for
a T2K+NOνA combined fit. The p-values are computed with the H0 and H1
distributions computed with 20,000 toy MC experiments. The values are given
for both True MH=NH and True MH=IH cases.
δCP = −π/2 δCP = 0 δCP = π/2
p(T) p(T) p(T) p(T) p(T) p(T)
T Toy MC χ2 T Toy MC χ2 T Toy MC χ2
NH TMC 8.39 0.000348 0.00377 2.60 0.0330 0.107 1.44 0.0731 0.229
NH T∆χ2 7.97 0.000485 0.00475 2.20 0.0436 0.138 2.75 0.0330 0.0973
IH TMC -1.46 0.0741 0.13 -3.79 0.0334 0.107 -8.94 0.000201 0.00332
IH T∆χ2 -2.74 0.0334 0.068 -3.19 0.0440 0.142 -8.11 0.000355 0.00441
Figure 8.2 shows the distributions as a function of the true δCP value. The median of
the distribution is given by the solid red line while the T∆χ2 based on the Asimov data set is
given by the dashed black line. The differences between the two methods is very obvious in
this figure with the TAsimov (equivalent to T∆χ2) curve falling below the TMedian (equivalent
to TMC) for all values of δCP except around the degeneracies. The 1σ and 2σ regions both
fall below zero indicating that there are significant portions of phase space where the data
might indicate an(a) IH(NH) spectrum when true mass hierarchy is NH(IH).
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(a) True MH=NH (b) True MH=IH
Figure 8.2. Distributions of the test statistic T vs δCP for T2K+NOνA in
the True MH=NH and True MH=IH cases. The red line represents the median
value computed from the toy MC while the green and yellow bands represent
the widths of the distributions containing 68% and 95% of the toy MC T values
respectively. The TAsimov (black-dashed) line gives the values computed using
the Asimov data set. The nominal assumptions are assumed for systematics
and ν:ν̄ ratios. The fit oscillation parameters are profiled.
8.1.1. MH Statistics in LBNE. Figure 8.3 shows the corresponding ∆χ2 distributions
for MH determination in LBNE. The H0 distribution has a very different shape, when com-
pared with T2K+NOνA, because the values of ∆χ2 are widely distributed for LBNE, as the
true value of δCP is varied, because of a high sensitivity to δCP and the MH in LBNE. In
8.3A, for example, the left end of the H0 distribution (blue) corresponds to δCP = π/2 while
the right end corresponds to δCP = −π/2. More generally, the H1 and H0 distributions are
widely separated in every case as compared with T2K+NOνA.
In Table 8.2 and in Figure 8.4 the sensitivity test statistic T is seen to be effectively
equivalent between the two approaches. The p-value computed from the Toy MC is below
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Table 8.2. Median MC and ∆χ2 test statistic values and p-values for δCP =
−π/2, 0, and π/2 corresponding to the distributions shown in Figure 8.3 for
LBNE. The p-values are computed with the H0 and H1 distributions computed
with 20,000 toy MC experiments. The values are given for both True MH=NH
and True MH=IH cases.
δCP = −π/2 δCP = 0 δCP = π/2
p(T) p(T) p(T) p(T) p(T) p(T)
T Toy MC χ2 T Toy MC χ2 T Toy MC χ2
NH T∆χ2 193 <0.00005 ∼ 0 79.7 <0.00005 ∼ 0 21.0 <0.00005 4.67e-06
NH TMC 193 <0.00005 ∼ 0 79.6 <0.00005 ∼ 0 20.4 <0.00005 6.25e-06
IH T∆χ2 -28.4 <0.00005 1.15e-07 -112 <0.00005 ∼ 0 -220 <0.00005 ∼ 0
IH TMC -27.7 <0.00005 1.43e-07 -111 <0.00005 ∼ 0 -219 <0.00005 ∼ 0
the statistical limits of the toy MC. Because the number of toy MC experiments is 20,000
the lowest probability accessible to the MC is 1/20000 = 0.00005.
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(a) δCP = −π/2, True MH=NH
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(c) δCP = 0, True MH=NH
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(d) δCP = 0, True MH=IH
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(e) δCP = π/2, True MH=NH
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(f) δCP = π/2, True MH=IH
Figure 8.3. Distributions of the test statistic, T , for LBNE for δCP = −π/2,
0, and π/2 for both the True MH=NH and True MH=IH cases. The red(blue)
histogram is for the NH(IH) distribution. The vertical lines represent the
median of the toy MC T distribution (dashed) and the T value computed
from the Asimov data set (solid). The nominal assumptions are assumed for
systematics and ν:ν̄ ratios. The fit oscillation parameters are profiled.
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(a) True MH=NH (b) True MH=IH
Figure 8.4. Distributions of the test statistic T vs δCP for LBNE for the
True MH=NH and True MH=IH cases. The red line represents median value
computed from the toy MC while the green and yellow bands represent the
widths of the distributions containing 68% and 95% of the toy MC T values
respectively. The TAsimov (black-dashed) line gives the values computed using
the Asimov data set. The nominal assumptions are assumed for systematics
and ν:ν̄ ratios. The fit oscillation parameters are profiled.
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Table 8.3. Median MC and ∆χ2 test statistic values and p-values for δCP =
−π/2, 0, and π/2 corresponding to the distributions shown in Figure 8.5 for
T2HK. The p-values are computed with the H0 and H1 distributions computed
with 20,000 toy MC experiments. The values are given for both True MH=NH
and True MH=IH cases.
δCP = −π/2 δCP = 0 δCP = π/2
p(T) p(T) p(T) p(T) p(T) p(T)
T Toy MC χ2 T Toy MC χ2 T Toy MC χ2
NH T∆χ2 28.3 <0.00005 7.66e-08 1.71 0.0376 0.181 13.9 7.57e-05 1.91e-04
NH TMC 28.9 <0.00005 1.06e-07 1.79 0.0376 0.191 11.4 1.27e-04 7.46e-04
IH T∆χ2 -97.4 1.69e-04 1.80e-03 -3.22 0.00947 0.0727 -34.2 <0.00005 5.01e-09
IH TMC -88.6 2.99e-04 3.73e-03 -3.37 0.00947 0.0689 -35.1 <0.00005 3.42e-09
8.1.2. MH Statistics in T2HK. Figure 8.5 shows the corresponding ∆χ2 distributions
for MH determination in T2HK. In the case of δCP = −π/2(π/2) in the NH(IH), T2HK has
significant sensitivity to the MH. In these best cases, Table 8.2, gives the P values for rejection
of the correct hypothesis that are less than 0.00005. This sensitivity is not robust for all
values of δCP however. In the δCP = π/2, NH case of Figure 8.5E the degeneracy between
δCP and the MH is significant and when statistical fluctuations are included the sensitivity
is reduced relative to the Asimov data set ∆χ2. Figure 8.6 shows significant differences
between the TMedian and TAsimov values for the δCP values that are degenerate with the MH.
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(c) δCP = 0, True MH=NH
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(d) δCP = 0, True MH=IH
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(e) δCP = π/2, True MH=NH
T



























(f) δCP = π/2, True MH=IH
Figure 8.5. Distributions of the test statistic, T , for T2HK for δCP = −π/2,
0, and π/2 for both the True MH=NH and True MH=IH cases. The red(blue)
histogram is for the NH(IH) distribution. The vertical lines represent the
median of the toy MC T distribution (dashed) and the T value computed
from the Asimov data set (solid). The nominal assumptions are assumed for
systematics and ν:ν̄ ratios. The fit oscillation parameters are profiled.
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(a) True MH=NH (b) True MH=IH
Figure 8.6. Distributions of the test statistic T vs δCP for T2HK for the
True MH=NH and True MH=IH cases. The red line represents median value
computed from the toy MC while the green and yellow bands represent the
widths of the distributions containing 68% and 95% of the toy MC T values
respectively. The TAsimov (black-dashed) line gives the values computed using
the Asimov data set. The nominal assumptions are assumed for systematics
and ν:ν̄ ratios. The fit oscillation parameters are profiled.
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8.2. CP Violation & Statistical Fluctuations




− χ2fit, χ2δCP=π − χ
2
fit)(46)
The χ2δCP=0 and χ
2
δCP=π
terms compare the δCP = 0 and δCP = π fit spectra to the Poisson
fluctuated true spectrum at a particular value of δCP while profiling all of the fit oscillation
parameters except for δCP . The χ2fit value is the best fit value of χ2 after all of the oscillation
parameters are profiled. For each toy MC throw this value is subtracted from the values of
χ2 at δCP = 0 and δCP = π and the minimum is taken to compute the TCPV for that throw.
This is repeated thousands of times to generate a PDF of TCPV values. The studies of TCPV
are presented here for LBNE with the nominal assumptions for systematics and ν:ν̄ ratio
and with the fit oscillation parameters profiled.
The null hypothesis, H0, in this case is when sin(δCP ) = 0 so the minimum is taken
between the TCPV distributions at δCP = 0 and δCP = π. The distribution of TCPV for H0 is
shown in Figure 8.7. A χ2 distribution for 1 DOF is also plotted to show that the distribution
of the PDF for H0 is χ2 distributed. As discussed in Chapter 5, Wilk’s theorem applies when
the null hypothesis is distributed as a χ2 and the significance of the determination of CP
violation, in units of σ, is given by σ =
√
TCPV .
Figure 8.8 shows the H0 PDF and the test hypothesis, H1, PDF for δCP = −π/2. The
figure also shows the median value (TMC) computed from the toy MC and the TAsimov (which


























Figure 8.7. Distribution of the test statistic, TCPV , for LBNE for δCP = 0, π.
The minimum TCPV is taken between the δCP = 0 and δCP = π cases to form
the PDF. The χ2 distribution for 1 DOF is given by the dashed black line.
The nominal assumptions are assumed for systematics and ν:ν̄ ratios. The fit
oscillation parameters are profiled.
Figure 8.9 shows the distributions of
√
TMC as function of the assumed true δCP value.
It also overlays the
√
TAsimov values in order to compare the approaches. The curves are
generally equal except for a notable difference. At δCP = 0 and δCP = π the
√
TAsimov curve
goes to zero while the
√
TMC goes to approximately 1σ. This happens because the Asimov
data set comparison between a test spectrum at δCP = 0 and a fit spectrum at δCP = 0 will
always yield a value of ∆χ2 =0. The value of the
√
TMC in this case is just the median of
the χ2 distribution. However, in the case of
√
TMC , the true spectrum is fluctuated so that
there is always some difference between the test and fit spectra. This means that if the true







































Figure 8.8. Distributions of the test statistic, TCPV , for LBNE for
H0(min(TδCP=0, TδCP=π)) in red and H1 for the test hypothesis of δCP = −π/2
in blue. The χ2 distribution for 1 DOF is given by the dashed black curve.
The median of the H1 distribution and the TCPV computed from the Asimov
data set are indicated by vertical black lines that are indistinguishable in this
case. The nominal assumptions are assumed for systematics and ν:ν̄ ratios.
The fit oscillation parameters are profiled.
8.3. Conclusions
This chapter has shown studies done to extend the studies of previous chapters and
include the effects of statistical fluctuations on the expected measurement sensitivities to CP
violation and the MH. This work was used by the LBNE collaboration to study the effects
of statistical fluctuations and was based on the work of Qian et al[47]. Similar studies were
also used in the T2K future sensitivity task force to explore the sensitivity for a combined,
T2K+NOνA sensitivity to the mass hierarchy. This work also validated the assumption that
the Asimov data set, based on the median of the predicted event rate distributions, accurately





















Figure 8.9. Distributions of the test statistic, TCPV , for LBNE vs δCP . The
red line represents the median value computed from the toy MC while the
green and yellow bands represent the widths of the distributions containing
68% and 95% of the toy MC TCPV values respectively. The TAsimov (black-
dashed) line gives the values computed using the Asimov data set. The nominal





With the machinery in place to compute the sensitivity to the oscillation parameters in
each experiment it is possible to evaluate the sensitivity as a function of the run parameters.
In this chapter the ν:ν̄ run ratios will be explored first for a combined T2K+NOνA analysis
and then for each experiment individually. Then, for LBNE, the amount of νµ flux at the
second oscillation maximum will be varied to optimize MH sensitivity.
To analyze the effects of different running configurations it is informative to have a set
of metrics that characterize the ability of the experiment (or combination of experiments) to
constrain variables or reject a hypothesis. The following metrics are used in these studies:
• sin2(2θ13) 1σ half-width
• sin2(θ23) 1σ half-width
• ∆m231 1σ half-width
• δCP = [0, π/2, π,−π/2] half-width
• Median ∆χ2 for sin δCP 6= 0 determination
• Lowest ∆χ2 for MH determination
These are visualized in Figure 9.1 and were also discussed in Chapter 6. In some cases
there are degenerate 1σ CI regions in δCP that are disconnected from the central value. For
example there may be a disconnected degenerate region for a true value of δCP = 0 if event
spectra are similar between δCP = 0 and δCP = π. In this case half of the width of the
degenerate region is added to this metric.
The first four metrics listed above are measurements of the ability of the experiment to
directly constrain the oscillation parameters at a particular set of true parameter values.
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The true values used are from the Capozzi et al. global fit. The fit values of MH, sin2(θ23),
δCP , and ∆m231 are unconstrained in the fit. The fit value of sin
2(2θ13) is constrained using
the Capozzi et al. global fit 1σ ranges for sin2(2θ13) except in the case of the sin2(2θ13) 1σ














































































(e) Median ∆χ2 for


















(f) Lowest ∆χ2 for mass
hierarchy
Figure 9.1. Metrics of performance for ν:ν̄ run ratio variations. For Figures
9.1a through 9.1d the actual metric is half of the 1σ width. These figures are
examples of the metrics and do not correspond to a particular experimental
configuration used in this thesis.
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9.1. ν:ν̄ Run Ratios in Each Experiment
Each experiment will have to decide at which ν:ν̄ ratio to run in order to optimize sensi-
tivity to particular oscillation effects. This ratio does not have to remain fixed throughout the
run and is likely to change depending on other experimental goals and external constraints
on the oscillation parameters at the time the experiment runs. This section evaluates the
sensitivity variations as a function of ν:ν̄ from the previous section for T2K, NOνA, LBNE,
and T2HK independently.
The sensitivities as a function of ν:ν̄ ratio produced here will assume the nominal sys-
tematics configurations with normalization uncertainties on signal and backgrounds. The
systematics implemented in this way will in general affect the sensitivity equally in ν and
ν̄ modes. There could be systematic effects that affect the ν and ν̄ modes differently. For
example a more sophisticated accounting of systematic uncertainties might take into account
the fact that the neutrino interaction cross sections are less well known for ν̄ interactions. So
it might be desirable to run longer in ν̄ mode to constrain the flux of ν̄µ in the beam in that
mode. Consequently, the optimal ratios here come with the caveat that further systematics
considerations may have to be considered in selecting the final ν:ν̄ running ratio.
Figure 9.2 shows the expected resolution on sin2(2θ13) for the four experiments as a
function of the ν:ν̄ running ratios for both the True MH=NH and True MH=IH assumptions.
The current sin2(2θ13) resolution from the Capozzi et al. global fit is indicated by the
horizontal dashed black line. All of the experiments show the general feature of needing
some mix of ν and ν̄ running to get the best resolution so that running with 1:0 or 0:1
running ratios leads to the worst resolution on sin2(2θ13). This is a result of profiling δCP
in the fit and running both ν and ν̄ helps to better constrain the odd terms, from sin δCP ,
in the νe appearance and ν̄e appearance oscillation probabilities, through which δCP and θ13
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are correlated. Running at least some small amount in each mode helps to constrain the δCP
values and reduce their impact on the sin2(2θ13) resolution.
The resolutions on sin2(θ23) resulting from ν:ν̄ variations are shown in Figure 9.3. These
resolutions generally exclude the second octant solution except in the case of 0:1 ν:ν̄ running
in NOνA where the resolution jumps to a larger value relative to the other ν:ν̄ ratios in
NOνA. Since νµ disappearance and ν̄µ disappearance contribute the most to sin2(θ23) sensi-
tivity for the true value of sin2(θ23) used for these figures and those samples do not depend
on the δCP value, the best sin2(θ23) resolution comes with mostly ν running. The overall
event rate in ν mode is higher than in ν̄ so that mode is preferred when statistics dominate
the sensitivity.
The resolutions on ∆m231 show a similar preference for all ν running in Figure 9.4. Higher
statistics enable the dip in the νµ disappearance spectra to be measured with greater preci-
sion.
Figures 9.5 through 9.7 show the 1σ resolutions on δCP for the true values of δCP = 0,
−π/2, and π/2 respectively. T2K and NOνA have a similar preference for all ν running
in the δCP = 0, True MH=NH case although NOνA has better resolution. T2K has a
similar preference in the True MH=IH case. NOνA resolutions increase when the ν ratio
is above 80% because of degeneracies between δCP and MH as can be seen in Figures 6.17
and 6.18. A balance of ν:ν̄ running in NOνA better resolves the MH. NOνA generally has
better resolution for δCP = 0, compared with T2K, because this degeneracy is slightly more
resolved in NOνA with its longer baseline. LBNE and T2HK have similar optimal ratios for
δCP = 0 resolution with between 60% and 70% ν running being optimal. T2HK has a jump
in the resolution that comes from the degenerate region near δCP = π, visible in Figures

















































































































































































































































































(d) True MH=IH (zoomed)
Figure 9.2. The 1σ resolutions on sin2(2θ13) = 0.092 (sin2(2θ13) = 0.094) as
a function of ν:ν̄ running ratio for True MH=NH (True MH=IH) for each ex-
periment. Dashed(solid) curves are without(with) normalization systematics
at the nominal levels. The horizontal dashed line indicates the current resolu-
tion from the Capozzi et al. global fit. The other oscillation parameters and














































































































































































































































































(d) True MH=IH (zoomed)
Figure 9.3. The 1σ resolutions on sin2(θ23) = 0.44 (sin2(θ23) = 0.46) as a
function of ν:ν̄ running ratio for True MH=NH (True MH=IH) for each exper-
iment. Dashed(solid) curves are without(with) normalization systematics at
the nominal levels. The horizontal dashed line indicates the current resolution






















































































































Figure 9.4. The 1σ resolutions on ∆m231 = 2.47 × 10−3 eV2 as a function
of ν:ν̄ running ratio for True MH=NH for each experiment. Dashed(solid)
curves are without(with) normalization systematics at the nominal levels. The
horizontal dashed line indicates the current resolution from the Capozzi et al.
global fit. The other oscillation parameters and the MH are profiled.
In Figures 9.6 and 9.7 the resolutions for δCP = −π/2 and δCP = π/2 show responses to
ν:ν̄ variations that are similar to the response for the opposite sign of δCP in the opposite
MH assumption. For T2K in Figures 9.6A the resolutions are again best for all ν running
while NOνA requires a balance of ν and ν̄ running to achieve the best resolution. In the
True MH=NH case, Figure 9.6C, the LBNE resolutions are relatively flat between 100% and
50% ν running, but in the True MH=IH case there is a preference for all ν̄ running. T2HK

















































































































































































































































































(d) True MH=IH (zoomed)
Figure 9.5. The 1σ resolutions on δCP = 0 as a function of ν:ν̄ running ratio
for True MH=NH (left) and IH (right) for each experiment. Dashed(solid)
curves are without(with) normalization systematics at the nominal levels. The





















































































































































































































































































(d) True MH=IH (zoomed)
Figure 9.6. The 1σ resolutions on δCP = −π/2 as a function of ν:ν̄
running ratio for True MH=NH (left) and IH (right) for each experiment.
Dashed(solid) curves are without(with) normalization systematics at the nom-





















































































































































































































































































(d) True MH=IH (zoomed)
Figure 9.7. The 1σ resolutions on δCP = π/2 as a function of ν:ν̄ running ra-
tio for True MH=NH (left) and IH (right) for each experiment. Dashed(solid)
curves are without(with) normalization systematics at the nominal levels. The
other oscillation parameters and the MH are profiled.
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9.1.1. Optimal ν:ν̄ for CP Violation and MH. Each of the experiments is focused
on maximizing the possibility of detecting CP violation and/or determining the MH so it
is reasonable to use one or both of these metrics to choose the ν:ν̄ run ratio. Figures 9.8
and 9.9 show the median ∆χ2 value for sin δCP 6= 0 and the lowest ∆χ2 for determining the
MH, respectively. These figures characterize the sensitivity for all values of δCP . However
there is a slight indication in the Capozzi et al. global fit for δCP near −π/2. This value
leads to the largest possible CP asymmetry. This is the best case if the MH is the NH in
T2K, NOνA, and T2HK and also leads to very high CP violation sensitivity in LBNE for
either MH. Figures 9.10 and 9.11 show the expected ∆χ2 as a function of the ν:ν̄ running
ratio. Comparing these figures it is possible to plan a run ratio that balances between what
is currently known about δCP and the possibility that δCP is any other value.
For T2K there is very little sensitivity to the MH so the CP violation detection sensitivity
can guide the selection of the ν:ν̄ run ratio. For 50% of δCP values T2K can make at least a
∆χ2 ∼ 1 (∼ 1σ) measurement with all ν running in the True MH=NH case. If δCP = −π/2
then the same optimal ratio, 1:0, gives the best ∆χ2 of ∼ 5 for True MH=NH. In the True
MH=IH case T2K suffers from degeneracies between δCP and the MH if δCP − π/2.
For CP violation sensitivity in NOνA the optimal ratio comes about from some mix of ν
and ν̄ running in order to reduce the sensitivity to degeneracies between δCP and the MH.
The median ∆χ2 is just above 1σ for running ratios near 50% ν running. The expected
∆χ2 for the δCP = −π/2 case is also highest for ratios near 50%. The lowest ∆χ2 for MH
determination is a poor metric for NOνA since the degeneracies between δCP and MH lead
to a very small ∆χ2 in the worst case. In the δCP = −π/2 case the best MH sensitivity
comes from all ν running in the True MH=NH case simply due to the increased statistics
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in ν running and the lack of degeneracies for this combination of MH and δCP values. The
sensitivity is degraded by degeneracies again in the True MH=IH case.
For LBNE the optimal ratio for CP violation sensitivity is between 30% and 50% ν
running considering both MH cases. The True MH=NH case prefers slightly more ν running
than the True MH=IH case though the difference in median ∆χ2 values is very small. The
situation is similar in the δCP = −π/2 case. For MH determination the optimal ratio is 70%
ν running for the True MH=NH case and 50% for the True MH=IH case and the optimal
ratio is again very similar for the δCP = −π/2 case.
For T2HK the optimal ratio for CP violation sensitivity is between 30% and 50% ν
running considering both MH cases. For the MH determination the lowest ∆χ2 metric
shows very little sensitivity but in the case of δCP = −π/2 the optimal ratio is near 50%


























































































































































































































































(d) True MH=IH (zoomed)
Figure 9.8. Median ∆χ2 for CP violation as a function of ν:ν̄ running ratio
for True MH=NH (left) and IH (right) for each experiment. Dashed(solid)
curves are without(with) normalization systematics at the nominal levels. The
























































































































































































































































(d) True MH=IH (zoomed)
Figure 9.9. Lowest ∆χ2 for MH determination as a function of ν:ν̄ run-
ning ratio for True MH=NH (left) and IH (right) for each experiment.
Dashed(solid) curves are without(with) normalization systematics at the nom-












































































































































































































































































(d) True MH=IH (zoomed)
Figure 9.10. ∆χ2 for CP violation as a function of ν:ν̄ running ratio for
True MH=NH (left) and IH (right) for each experiment and with the true
value of δCP at −π/2. Dashed(solid) curves are without(with) normalization





















































































































































































































































(d) True MH=IH (zoomed)
Figure 9.11. ∆χ2 for MH determination as a function of ν:ν̄ running ra-
tio for True MH=NH (left) and IH (right) for each experiment and with the
true value of δCP at −π/2. Dashed(solid) curves are without(with) normaliza-
tion systematics at the nominal levels. The other oscillation parameters are
profiled.
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9.2. T2K+NOνA Joint ν:ν̄ Ratios
The metrics introduced in the previous section will be used here to explore the optimal
running ratios for a combined T2K+NOνA fit. Each metric is calculated for a T2K+NOνA
combined analysis in an 11x11 grid of ν:ν̄ run ratios: 0:1, 1:9, 2:8, 3:7, 4:6, 5:5, 6:4, 7:3, 8:2,
9:1, 1:0. These plots can indicate the optimal run ratios for both experiments if a combined
fit is the ultimate goal.
Figure 9.12 shows the lowest ∆χ2 values for mass hierarchy determination for ν:ν̄ vari-
ations in a combined T2K+NOνA fit for the True MH=NH and True MH=IH cases. The
best sensitivity for 100% of δCP values comes from 80-90% ν running in NOνA and 100% ν
running in T2K for the True MH=NH case. For the True MH=IH case it comes from 90%
ν running in NOνA and 100% ν running in T2K. As seen in the previous section, some ν̄
running is needed in NOνA to help with the δCP and MH degeneracy but T2K has little
chance of resolving this degeneracy and contributes most to the combination by running all
ν mode.
Similarly, Figure 9.13 shows the median ∆χ2 values for sin δCP 6= 0 determination for
ν:ν̄ variations in a combined T2K+NOνA fit. The same optimal ν:ν̄ ratios are seen to give
the best sensitivity as in the MH determination case. These ratios concur with the optimal










































































































































































































































































































































































































Figure 9.12. Lowest ∆χ2 for a combined T2K+NOνA fit to determine the
mass hierarchy as a function of ν:ν̄ running ratio in T2K (x-axis) and NOνA
(y-axis). Each entry represents the ∆χ2 value which gives 100% coverage in
































































































































































































































































































































































































Figure 9.13. Median ∆χ2 for CP violation in a combined T2K+NOνA fit.
Each entry represents the ∆χ2 value which gives 50% coverage in δCP . The
nominal assumptions for systematic uncertainties are assumed.
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9.3. LBNE Second Oscillation Maximum
In a wide-band neutrino beam such as in LBNE the second oscillation maximum is
strongly affected by variations in δCP and the MH. This effect was described in Section
4.3.6. In this section the effects of increasing the νµ flux below 1 GeV will be explored.
Studying the sensitivities this way motivates the pursuit of more νµ flux at the second
oscillation maximum but does not address how this might be put into practice. This study
only characterizes the benefits that might be gained from either increasing the flux at the
second oscillation maximum by modifying the existing beam or by running the beam in a
completely different, perhaps off-axis, configuration.
To test the effects of increasing the initial νµ flux in the neutrino beam near the second
oscillation maximum a multiplier was applied to the signal and background channels below
Etrue = 1 GeV. This multiplier is applied to the true νµ energy, before the smearing matrix
is applied to map the Etrue to Ereco as described in Section 5.4.1. Figure 9.14 shows the
effects on the event spectrum, signal and background, for increasing values of this flux
multiplier: 1.5, 2, 4, and 10. Table 9.1 lists the integrated numbers of signal, background,
and total events for both νe appearance and ν̄e appearance that result from applying these
flux multipliers. Increasing the νµ flux in this way increases the signal greatly without
significantly increasing the backgrounds.
Figure 9.15 shows the effects of this flux multiplier on the CP violation sensitivity. The
median ∆χ2 increases to ∼ 4σ for a 300% increase in the flux. There is a more significant
effect for the MH, in Figure 9.16, especially in the worst case region of true δCP values. For
even a modest doubling of the flux at the second oscillation maximum the worst case MH
∆χ2 exceeds ∆χ2 = 25. The addition of flux in this region breaks the degeneracy between
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(a) νe appearance (b) ν̄e appearance
Figure 9.14. Event spectra for νe appearance and ν̄e appearance in LBNE
for variations in the flux multiplier to increase the νµ flux below 1 GeV. The
flux is multiplied by a factor of 1.5, 2, 4, and 10. The other nominal running
assumptions for LBNE are assumed. The plots are zoomed in to focus on the
region, in Ereco, of the second oscillation maximum.
Table 9.1. Table of event rates expected in LBNE for 6.0 × 1021 POT split
evenly between neutrino and antineutrino running and with initial νµ flux mul-
tiplied by the indicated factor. The Capozzi et al. set of oscillation parameters
are assumed.
Multiplier νe Signal νe Bkg νe Total ν̄e Signal ν̄e Bkg ν̄e Total
1 501.7 194.2 695.9 303.0 147.3 450.3
1.5 506.5 194.5 701.0 305.5 147.5 453.0
2 511.4 194.6 706.0 307.9 147.6 455.5
4 530.9 195.2 726.1 317.4 148.3 465.7
10 589.6 197.2 786.8 346.2 150.2 496.4
the MH and δCP in this region because the relative oscillation probability between NH vs
IH and δCP = π/2 vs δCP = −π/2 is different in the first and second oscillation maximum.
The increase in νµ flux below 1 GeV also helps to further distinguish between adjacent
δCP values because of these opposing changes in the oscillation probability at the first and
258



























































Figure 9.15. CP Violation sensitivity for variations in the flux multiplier to
increase the νµ flux below 1 GeV. The flux is multiplied by a factor of 1.5, 2,
4, and 10 yielding successively higher ∆χ2 values. The other nominal running
assumptions and normalization systematics for LBNE are assumed. A and B
show the sensitivity as a function of true δCP while plots C and D show the
corresponding median ∆χ2 value as a function of the flux multiplier.
second oscillation maxima. Figure 9.17 shows the resulting increased precision for measuring
δCP = 0 and δCP = π/2 for the True MH=NH and True MH=IH cases.
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Figure 9.16. MH sensitivity for variations in the flux multiplier to increase
the νµ flux below 1 GeV. The flux is multiplied by a factor of 1.5, 2, 4, and
10 yielding successively higher ∆χ2 values. The other nominal running as-
sumptions and normalization systematics for LBNE are assumed. A and B
show the sensitivity as a function of true δCP while plots C and D show the






















































































































(d) True MH=IH, δtrueCP = π/2
Figure 9.17. 1σ δCP resolution for variations in the flux multiplier to in-
crease the νµ flux below 1 GeV. The flux is multiplied by a factor of 1.5, 2, 4,
and 10 yield successively smaller δCP resolutions. The other nominal running




The current and next generation of long baseline neutrino oscillation experiments are
searching for CP violation in the lepton sector and attempting to resolve the neutrino mass
hierarchy as well as make precision measurements of the oscillation parameters. Their ability
to do this depends on experimental design parameters that have been, or are being, selected
in order to optimize sensitivity to these parameters. The work presented in this thesis
estimates the sensitivity for the T2K, NOνA, LBNE, and T2HK experiments and explores
the experimental and theoretical variables that affect this sensitivity.
This thesis has introduced the methods of computing sensitivities to the oscillation pa-
rameters in a neutrino oscillation experiment. The neutrino oscillation parameters and the
external inputs used to compute event spectra for multiple samples in the far detectors for
each experiment were described and the method used to compute a ∆χ2 in order to quantify
the ability of each experiment to distinguish two hypotheses was described. This method
was then extended to include the effects of systematic uncertainties and statistical effects
relevant to the oscillation physics. Using these methods and inputs, the sensitivity was also
optimized with respect to the neutrino and antineutrino running times in each experiment.
Sensitivities were computed for T2K, NOνA, LBNE, and T2HK and in some cases for
a combination of T2K+NOνA. Event spectra for each experiment were computed using
simulated inputs for the flux, cross sections, energy resolutions, and analysis sample selection
efficiencies. These event spectra were considered for ν and ν̄ modes in both νe appearance
and νµ disappearance samples in the far detector for each experiment. A ∆χ2 was computed
comparing a true event spectrum with test hypothesis spectra and this ∆χ2 was minimized
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with respect to oscillation parameter uncertainties, adapted from the Capozzi et al. 2014
global fit, and with various models of the systematic uncertainties taken into account.
The T2K and NOνA experiments will have their full event samples around 2020. With
these full samples used in a combined T2K+NOνA fit they can constrain the neutrino
oscillation parameters further and determine the octant of θ23 to greater than 90% CL for
the current best-fit value of θ23. They can also begin to see hints of CP violation but will
not be able to make a statistically significant measurement of this effect.
In one possible scenario, the LBNE collaboration projects[39] receiving the full POT used
in this thesis by 2035. At that time, LBNE will have the ability to detect CP violation at the
3σ confidence level for greater than 60% of possible δCP values, will measure the neutrino
mass hierarchy at the 5σ level for 84% of δCP values, and determine the octant of θ23 to
greater than 3σ CL for the current best-fit value of θ23.
T2HK will also have the ability to detect CP violation with 3σ significance for greater
than 60% of possible δCP values. T2HK will be limited in ability to resolve the mass hi-
erarchy with long baseline neutrino oscillations due to degeneracies between the oscillation
parameters. However, with a very large fiducial volume the T2HK experiment expects sen-
sitivity to the mass hierarchy at better than 3σ for 46% of δCP values from atmospheric
neutrino samples in the HK detector over 10 years[43].
These studies of the sensitivities in current and future experiments inform the design and
planning of run periods for the experiments and facilitates the communication of the goals
and capabilities of the experiments to outside observers and especially decision makers. These
sensitivity studies were used by the LBNE collaboration to support the case for constructing
LBNE[39][48][41][49][50] and to garner international support and collaborators. Studies on
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the combination of T2K and NOνA in a combined fit were used by the T2K collaboration
to support requests for future run periods within the T2K experiment[51].
It is an exciting time in neutrino physics with the recent discovery of a large θ13 value
opening up the possibility of discovering CP violation in the lepton sector and with two run-
ning experiments (T2K and NOνA) both collecting data that will contribute to this search.
Planning for future experiments is underway and these future experiments are capable of
measuring the neutrino mass hierarchy and making a definitive measurement of CP violation
should it exist. These future experiments also lead to an era of precision measurements on
the neutrino oscillation parameters that contribute to further establishing the parameters of
the three neutrino paradigm.
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NOνA Event Rate Reproductions
The ability to reproduce NOνA sensitivities is tested by comparisons of numbers of events
from official NOνA documents with those produced using the GLoBES NOνA files. Events
per channel comparisons are provided in Table A.1. The signal, NC background, νµ CC, and
νe CC GLoBES efficiencies were tuned to match so that there is no difference between the
Official and GLoBES numbers of events. Note that in ν̄ mode the efficiencies were tuned to
match assuming that wrong sign contamination was not included in the official totals. The
event spectra that result from the GLoBES configuration files are shown in Fig. A.2 for νe
appearance and νµ disappearance event selections in ν and ν̄ modes.
Table A.1. Comparisons of expected number of νe appearance signal and
background events between NOνA official (from [52]) and NOνA GLoBES.
The NOνA GLoBES files have been tuned so that these match exactly for νe
appearance. The mismatch for the Total Bkg field between lines one and two
are due to rounding.
Beam Signal NC Bkg νµ CC νe CC Total Bkg
Official ν 72.6 20.8 5.2 8.4 34.5
GLoBES ν 72.6 20.8 5.2 8.4 34.4
Official ν̄ 33.8 10.6 0.7 5.0 16.3
GLoBES ν̄ 33.8 10.6 0.7 5.0 16.3
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The accuracy of the GLoBES configuration files for NOνA is tested by attempting to
reproduce the official NOνA sensitivity plots. Each plot (Figs. A.1 through A.3) in this
section includes a digitized version of a NOνA plot from the “official NOνA plots and figures"
website [53]. Unless otherwise specified the reproductions use oscillation parameter values
corresponding to the NOνA plot: sin2(2θ13) = 0.095, sin2(θ23) = 0.5. The NOνA GLoBES
sensitivities are relatively close to the official NOνA sensitivities.
In the case of the 1σ allowed regions in 2 sin2(θ23) vs δCP/(2π) in Fig. A.1 the NOνA
GLoBES region is slightly shifted upwards. In the case of CP violation sensitivity in Fig.
A.2 the NOνA GLoBES curves are slightly higher than the official curves. In the case of
mass hierarchy sensitivity in Fig. A.3 the NOνA GLoBES curves are slightly lower than
the official curves. These differences are assumed to be due to differences in signal event
predictions in νµ disappearance mode and differences in assumptions for the true oscillation
parameters.
In Fig. A.2 the shape of of the significance curves comes from differences in expected
event rates between the value of δCP indicated on the x-axis and δCP = [0, π]. For NH(IH)
this difference is a maximum at δCP = −π/2(π/2). In the NH there is a degeneracy at
δCP = π/2 where the difference is reduced by using the IH in the fit. This degeneracy causes
the dip in the significance seen at δCP = π/2 for the NH and at δCP = −π/2 for the IH. The
significance falls to zero at δCP = [0, π] because there is no difference in event rates at those
points.
In Fig. A.3 the shape of this significance curve comes from comparing the expected
event rates between the NH and the IH. The maximum sensitivity in the NH(IH) is at
δCP = −π/2(π/2) where the largest difference between the event rates occurs. At δCP =
π/2(−π/2) for the NH(IH) curve the degeneracy between δCP and the mass hierarchy again
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causes the significance to drop. The significance goes to zero where the expected event rate
in the NH is the same as that in the IH at a different value of δCP .
Figure A.1. 1σ Allowed regions in ∆m232 vs sin
2(2θ23). The GLoBES re-
production(red) makes a slightly . The GLoBES contours are determined
assuming 1σ with 2 degrees of freedom.
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Figure A.2. CP violation sensitivity from official NOνA plots (blue) and the
GLoBES reproduction (red). The solid/dashed curve is for true normal/in-
verted hierarchy (NH/IH). A rate only (single-bin) νe appearance analysis is
considered for the reproduction. The reproduced curves are all slightly higher
than the official curves.
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Figure A.3. Mass hierarchy sensitivity from official NOνA plots (blue) and
GLoBES reproduction (red). The solid/dashed curve is for true normal/in-
verted hierarchy (NH/IH). A rate only (single-bin) νe appearance analysis is
considered for the reproduction. The reproduced curves are overall slightly
lower than the official curves.
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APPENDIX B
Event Spectra for Oscillation Parameter
Variations in the Inverted Hierarchy
This appendix provides IH versions of the oscillation parameter variation spectra pre-
sented in Section 6.1. The spectra are given for variations in θ13, θ23, ∆m231, and δCP .
B.1. θ13 Variations
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.1. T2K event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
 [GeV]recoE





















(d) ν̄µ disappearance, True MH=NH
Figure B.2. NOνA event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
 [GeV]recoE
























(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.3. LBNE event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.4. T2HK event spectra for ±3σ variations in θ13 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated




























(a) νe appearance, True MH=NH
 [GeV]recoE
























(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.5. T2K event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
 [GeV]recoE
























(c) νµ disappearance, True MH=NH
 [GeV]recoE





















(d) ν̄µ disappearance, True MH=NH
Figure B.6. NOνA event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.7. LBNE event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.8. T2HK event spectra for ±3σ variations in θ23 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated






























(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
 [GeV]recoE





















(d) ν̄µ disappearance, True MH=NH
Figure B.9. T2K event spectra for ±3σ variations in ∆m231 for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
 [GeV]recoE























(d) ν̄µ disappearance, True MH=NH
Figure B.10. NOνA event spectra for ±3σ variations in ∆m231 for νe ap-
pearance (top left), ν̄e appearance (top right), νµ disappearance (bottom left),
and ν̄µ disappearance (bottom right). The histograms are overlaid and not
stacked. The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The
integrated numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
 [GeV]recoE
























(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
 [GeV]recoE
























(d) ν̄µ disappearance, True MH=NH
Figure B.11. LBNE event spectra for ±3σ variations in ∆m231 for νe ap-
pearance (top left), ν̄e appearance (top right), νµ disappearance (bottom left),
and ν̄µ disappearance (bottom right). The histograms are overlaid and not
stacked. The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The
integrated numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
 [GeV]recoE


























(d) ν̄µ disappearance, True MH=NH
Figure B.12. T2HK event spectra for ±3σ variations in ∆m231 for νe appear-
ance (top left), ν̄e appearance (top right), νµ disappearance (bottom left), and
ν̄µ disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated


































(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
 [GeV]recoE

























(d) ν̄µ disappearance, True MH=NH
Figure B.13. T2K event spectra for ±3σ variations in δCP for νe appearance
(top left), ν̄e appearance (top right), νµ disappearance (bottom left), and ν̄µ
disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 7.8 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.14. NOνA event spectra for ±3σ variations in δCP for νe appear-
ance (top left), ν̄e appearance (top right), νµ disappearance (bottom left),
and ν̄µ disappearance (bottom right). The histograms are overlaid and not
stacked. The nominal 3.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The
integrated numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.15. LBNE event spectra for ±3σ variations in δCP for νe appear-
ance (top left), ν̄e appearance (top right), νµ disappearance (bottom left),
and ν̄µ disappearance (bottom right). The histograms are overlaid and not
stacked. The nominal 6.0 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The
integrated numbers of events are given in parentheses in the legend.
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(a) νe appearance, True MH=NH
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(b) ν̄e appearance, True MH=NH
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(c) νµ disappearance, True MH=NH
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(d) ν̄µ disappearance, True MH=NH
Figure B.16. T2HK event spectra for ±3σ variations in δCP for νe appear-
ance (top left), ν̄e appearance (top right), νµ disappearance (bottom left), and
ν̄µ disappearance (bottom right). The histograms are overlaid and not stacked.
The nominal 15.6 × 1021 POT with 1:1 ν:ν̄ ratio is assumed. The integrated
numbers of events are given in parentheses in the legend.
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APPENDIX C
Resolutions on Oscillation Parameters
Tables C.1 through C.3 give a complete set of the resolutions and other metrics for CP
violation and MH sensitivity. The resolutions on the parameters were defined in Chapter
9. The CP violation metric “CPV - 1σ, 3σ, or 5σ δCP coverage" gives the percentage of
δCP values for which the sensitivity is above the indicated level of 1σ, 3σ, or 5σ. The CP
violation metric “CPV - (∆χ2)1/2 for 25%, 50%, or 75% of δCP " gives the σ =
√
∆χ2 value
for which there is 25%, 50%, 75% δCP coverage.
Table C.1. Resolutions on the oscillation parameters for each experiment.
Sensitivities are given for both mass hierarchies and for four different system-
atics scenarios: A) oscillation parameters fixed and no systematics, B) oscilla-
tion parameters fixed and with systematics, C) Oscillation parameters profiled
and no systematics, D) Oscillation parameters profiled and with systematics.
The nominal running assumptions for each experiment are assumed.
T2K NOVA T2K+NOVA LBNE T2HK
NH IH NH IH NH IH NH IH NH IH
sin2(2θ13) resolution A (%) 12.4 12.6 13.9 14.5 9.3 9.5 4.4 4.2 2.1 2.1
sin2(2θ13) resolution B (%) 13.6 13.7 14.9 15.3 10.1 10.2 4.6 4.4 2.8 2.7
sin2(2θ13) resolution C (%) 17.1 15.9 15.4 15.0 11.3 10.5 4.7 4.8 2.3 2.2
sin2(2θ13) resolution D (%) 18.0 16.8 16.6 19.3 11.9 11.2 5.0 5.2 3.0 2.8
sin2(θ23) resolution A (%) 2.9 4.0 2.7 3.9 2.0 2.7 1.4 1.8 0.5 0.6
sin2(θ23) resolution B (%) 3.3 4.5 3.2 4.5 2.3 3.1 1.7 2.1 0.6 0.8
sin2(θ23) resolution C (%) 3.1 4.5 4.0 6.7 2.5 3.6 1.4 2.0 0.5 0.7
sin2(θ23) resolution D (%) 3.5 4.9 4.5 7.2 2.7 3.8 1.7 2.3 0.6 0.9
∆m231 resolution A (%) 1.4 - 1.1 - 0.9 - 0.5 - 0.2 -
∆m231 resolution B (%) 1.5 - 1.3 - 1.0 - 0.5 - 0.3 -
∆m231 resolution C (%) 2.0 - 1.7 - 1.1 - 0.5 - 0.3 -
∆m231 resolution D (%) 2.1 - 1.9 - 1.1 - 0.5 - 0.3 -
δCP = 0 resolution A (◦) 46.5 42.0 33.5 33.5 19.5 19.5 10.5 10.5 4.5 4.5
δCP = 0 resolution B (◦) 52.0 48.5 36.0 35.5 21.0 21.5 10.5 10.5 5.5 5.5
δCP = 0 resolution C (◦) 61.5 57.5 34.5 33.5 20.5 20.5 10.5 10.5 4.5 4.5
δCP = 0 resolution D (◦) 70.5 62.5 36.5 36.0 22.0 22.0 11.0 11.5 5.5 5.5
δCP = π/2 resolution A (◦) 62.5 49.5 55.0 55.5 40.5 41.0 19.5 20.5 14.0 13.5
δCP = π/2 resolution B (◦) 64.0 52.0 66.5 58.0 42.0 43.0 19.5 21.5 14.5 14.5
δCP = π/2 resolution C (◦) 81.0 52.0 118.5 58.5 43.0 43.5 21.5 23.0 15.5 15.5
δCP = π/2 resolution D (◦) 82.5 53.5 130.5 60.5 44.5 44.5 21.5 23.5 16.0 16.5
δCP = −π/2 resolution A (◦) 52.0 68.5 56.0 56.0 42.5 43.0 20.5 19.5 14.5 13.5
δCP = −π/2 resolution B (◦) 55.0 70.5 58.5 65.0 44.5 45.0 20.5 20.0 15.5 14.5
δCP = −π/2 resolution C (◦) 54.5 88.0 58.5 136.5 45.5 45.5 22.5 22.0 16.5 16.0
δCP = −π/2 resolution D (◦) 57.0 89.5 61.0 140.5 47.0 47.5 22.5 22.0 17.0 16.5
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Table C.2. As in Table C.1 but for CP violation.
T2K NOVA T2K+NOVA LBNE T2HK
NH IH NH IH NH IH NH IH NH IH
CPV - 2σ δCP coverage A (%) 18.0 19.0 0.0 0.0 43.0 43.0 78.0 78.0 90.0 90.0
CPV - 2σ δCP coverage B (%) 12.0 14.0 0.0 0.0 24.0 27.0 76.0 75.0 86.0 86.0
CPV - 2σ δCP coverage C (%) 14.0 17.0 0.0 0.0 25.0 25.0 76.0 75.0 83.0 81.0
CPV - 2σ δCP coverage D (%) 7.0 12.0 0.0 0.0 23.0 23.0 74.0 74.0 77.0 74.0
CPV - 3σ δCP coverage A (%) 0.0 0.0 0.0 0.0 6.0 7.0 64.0 64.0 86.0 86.0
CPV - 3σ δCP coverage B (%) 0.0 0.0 0.0 0.0 0.0 0.0 63.0 62.0 82.0 82.0
CPV - 3σ δCP coverage C (%) 0.0 0.0 0.0 0.0 0.0 0.0 64.0 62.0 72.0 69.0
CPV - 3σ δCP coverage D (%) 0.0 0.0 0.0 0.0 0.0 0.0 62.0 60.0 64.0 61.0
CPV - 5σ δCP coverage A (%) 0.0 0.0 0.0 0.0 0.0 0.0 34.0 34.0 71.0 74.0
CPV - 5σ δCP coverage B (%) 0.0 0.0 0.0 0.0 0.0 0.0 28.0 29.0 59.0 59.0
CPV - 5σ δCP coverage C (%) 0.0 0.0 0.0 0.0 0.0 0.0 30.0 23.0 53.0 49.0
CPV - 5σ δCP coverage D (%) 0.0 0.0 0.0 0.0 0.0 0.0 24.0 9.0 42.0 35.0
CPV - (∆χ2)1/2 for 25% of δCP A 1.6 1.6 1.5 1.6 2.2 2.2 5.3 5.3 9.0 9.2
CPV - (∆χ2)1/2 for 25% of δCP B 1.5 1.5 1.4 1.5 2.0 2.0 5.1 5.1 7.1 7.3
CPV - (∆χ2)1/2 for 25% of δCP C 1.5 1.6 1.3 1.4 1.9 2.0 5.1 4.9 8.5 9.1
CPV - (∆χ2)1/2 for 25% of δCP D 1.4 1.4 1.3 1.3 1.8 1.8 4.9 4.7 6.8 7.1
CPV - (∆χ2)1/2 for 50% of δCP A 1.1 1.1 1.3 1.2 1.9 2.0 4.0 4.0 6.5 6.5
CPV - (∆χ2)1/2 for 50% of δCP B 1.1 1.0 1.2 1.2 1.8 1.8 3.9 3.8 5.5 5.4
CPV - (∆χ2)1/2 for 50% of δCP C 0.9 0.8 1.1 1.2 1.5 1.5 3.9 3.7 5.1 4.8
CPV - (∆χ2)1/2 for 50% of δCP D 0.9 0.8 1.0 1.1 1.4 1.5 3.7 3.5 4.2 3.8
CPV - (∆χ2)1/2 for 75% of δCP A 0.8 0.8 0.7 0.6 1.1 1.1 2.1 2.0 4.9 4.9
CPV - (∆χ2)1/2 for 75% of δCP B 0.8 0.8 0.6 0.6 1.0 1.0 2.0 1.9 3.9 3.8
CPV - (∆χ2)1/2 for 75% of δCP C 0.5 0.5 0.7 0.6 1.0 1.0 2.0 1.9 2.4 2.4
CPV - (∆χ2)1/2 for 75% of δCP D 0.5 0.5 0.6 0.6 1.0 1.0 1.9 1.8 2.0 1.9
Table C.3. As in Table C.1 but for MH determination.
T2K NOVA T2K+NOVA LBNE T2HK
NH IH NH IH NH IH NH IH NH IH
MH - ∆χ2 for 100% of δCP C (%) 0.0 0.0 0.1 0.1 1.7 1.8 21.0 28.6 1.3 1.0
MH - ∆χ2 for 100% of δCP D (%) 0.0 0.0 0.1 0.1 1.5 1.6 20.3 27.6 0.9 0.7
MH - ∆χ2 for 0% of δCP C (%) 1.7 1.7 7.4 7.4 8.9 8.9 209.4 235.1 44.6 51.0
MH - ∆χ2 for 0% of δCP D (%) 1.4 1.4 6.5 6.6 7.8 7.9 192.4 218.7 43.7 44.8
MH - 2σ δCP coverage C (%) 0 0 31 31 31 31 100 100 53 53
MH - 2σ δCP coverage D (%) 0 0 28 28 31 31 100 100 47 53
MH - 3σ δCP coverage C (%) 0 0 0 0 0 0 100 100 28 31
MH - 3σ δCP coverage D (%) 0 0 0 0 0 0 100 100 28 31
MH - 5σ δCP coverage C (%) 0 0 0 0 0 0 84 100 16 22




This appendix gives a brief overview of the computational resources used in computing
the various sensitivities in this thesis.
For a typical minimization where all four samples (νe appearance, ν̄e appearance, νµ
disappearance, and ν̄µ disappearance) are included, the oscillation parameters are profiled,
the mass hierarchy is profiled, and normalization systematics are included on the signal and
background the minimization of the ∆χ2 takes approximately 20 seconds per point. Table
D.1 lists estimates for a representative set of the types of jobs run.
Table D.1. Estimates of the computational time for various types of jobs
run to make the sensitivities in this thesis.
Plot Type Grid Size ∆χ2’s Minimized Processing Time (hours)
δCP vs sin2(2θ13) 80 x 80 12,800 7
δCP vs sin2(θ23) 80 x 80 12,800 7
Significance vs δCP - CP Violation 37 148 0.1
∆χ2 vs δCP ,sin2(2θ13),sin2(θ23), etc. 100 200 0.1
All of the processes are single core processes as the ∆χ2 minimization is intrinsically a
single core process. When necessary, parallelization was achieved by splitting up the runs
with respect to the oscillation parameter being scanned. For example, when scanning over
multiple true values of δCP , the δCP values were split into 37 separate processes each with a
different true value of δCP considered.
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