Given simple polygons P and Q, their separation, denoted by P;Q, is de ned to be the minimum distance between their boundaries. We present a parallel algorithm for nding a closest pair among all pairs p;q, p 2 P and q 2 Q. The algorithm runs in Olog n time using On processors on a CREW PRAM, where n = jPj + jQj. This algorithm is time-optimal and improves by a factor of Olog n on the time complexity of previous parallel methods. The algorithm can be implemented serially in n time, which gives the rst optimalsequentialalgorithmfor determiningthe separationof simple polygons. Our results are obtained by providing a uni ed treatment of the separation and the closest visible vertex problems for simple polygons.
Introduction
Computing the minimum distance between two simple polygons P and Q is a well studied problem in computational geometry. There are two common variants of this problem: i nding a closest pair of boundary points between P and Q, and ii nding a closest pair of mutually visible vertices between P and Q, where vertices p 2 P and q 2 Q are visible if pq does not properly intersect P or Q.
The former variant is known as the separation problem, 2 and we will refer to the latter variant as the closest visible vertex or the CVV problem see Fig. 1 . The Euclidean distance between a pair of points realizing the separation of P and Q is denoted by P;Q, and the Euclidean distance between a pair of points realizing the closest visible vertex distance between P and Q is denoted by cvvP;Q. For convenience, in this paper we will refer to the separation and the CVV problems This paper was presented in preliminary form at the 3rd Workshop on Algorithms and Data Structures, Montr eal, Qu eb ec, Canada, August 1993. 1 y This work was supportedin part by a n A T&T Bell LaboratoriesGraduate Fellowship, the Joint Services Electronics Program U.S. Army, U.S. Navy, U.S. Air Force under contract N00014-90-J-1270, and NSF Grant CCR-89-22008. as nding P;Q and cvvP;Q, respectively, e.g., a solution of P;Q will give a pair p; q realizing P;Q, p 2 P and q 2 Q.
It is somewhat surprising that, although the separation and the closest visible vertex problems would appear to be closely related, no bene t for either problem has been gained by this apparent similarity in the past; in fact, the algorithms proposed for these two problems have di ered greatly from one another. In this paper we show that there is no underlying geometric reason for these algorithmic di erences by providing a uni ed treatment for both of these problems. In particular, we show that the general strategy used in Ref. 3 to solve the CVV problem for simple polygons can indeed be used to solve the separation problem as well. More speci cally, although the geometric basis and the implementation of the algorithm presented here di er from those of the CVV algorithm, the overall structure of the two algorithms is similar and we show that many of the ideas rst appearing in algorithms for the CVV problem 4;5;3 also prove v aluable for the separation problem.
Computing the separation of two polygons P and Q, has received much attention. Let jPj+jQj = n. The separation problem has been addressed sequentially in various cases. When both P and Q are convex, their separation can be determined in log n time. 6;7;8;2 If exactly one of P or Q is convex, then their separation can be computed in n time. 9 When neither polygon is convex their separation can be found in On log n time by traversing the contour external skeleton between the polygons in their generalized Voronoi diagram. 10;11;12 The parallel complexity of the separation problem has only been addressed for the case in which both polygons are convex. Atallah and Goodrich 13 give an algorithm for a CREW PRAM with n 1=c processors that requires Oc 2 time, and Dadoun and Kirkpatrick 14 show that time Oc is su cient on a CREW PRAM with n 1=c processors, where c is any integer such that 2 c log n. Note that both of the above algorithms achieve constant time if enough processors are available. These parallel algorithms actually solve a v ariant of the problem that asks for the smallest distance between any two points, including interior points, of the two polygons; it is shown by A tallah and Goodrich 13 that the boundary-to-boundary version considered here has a lower bound of log n on the time complexity on an exclusive write PRAM having a polynomial number of processors. Since Goodrich et al. 15 have shown that a generalized Voronoi diagram can be constructed in Olog 2 n time using On processors on a CREW PRAM, the separation of any t w o simple polygons, can be found within these same time and processor bounds by a naive parallelization of the sequential approach.
In this paper we study the problem of determining P;Q in the most general case, i.e., when P and Q are any t w o simple polygons. We describe a parallel algorithm for computing the separation of simple polygons P and Q that runs in Olog n time using On processors on a CREW PRAM. This algorithm improves by a factor of Olog n on the time complexity of the generalized Voronoi diagram method mentioned above, 15 and moreover, it is time-optimal, as shown by A tallah and Goodrich. 13 Our separation algorithm exploits the close relation between the CVV and the separation problems by employing the same underlying algorithmic framework that was used in Ref. 3 to solve the CVV problem. A serial version of our parallel algorithm can be implemented in n time, which provides the rst optimal sequential algorithm for the separation problem; the complexity of the previous sequential technique was On log n. 10;11;12 The optimalityof the sequential algorithm follows from the fact that Chin et al. 9 establish a linear lower bound even for the case in which one of the polygons is convex.
An Overview of the Algorithm
Given simple polygons P and Q, a preprocessing phase of the separation algorithm can rst determine if P;Q = 0, or if P;Q 0. In the former case we are done, and in the latter case we h a v e established that the boundaries of P and Q do not intersect. As noted by Chazelle, 16 an algorithm for triangulating a simple polygon can easily be adapted to determine whether the boundaries of two simple polygons P and Q intersect, i.e., whether or not P;Q = 0. We recall that Goodrich 17 has shown that a simple polygon can be triangulated in Ologn time using On processors on a CREW PRAM, and that Chazelle 16 has given a sequential algorithm for triangulating a simple polygon in n time, where n is the numb e r o f v ertices in the simple polygon.
Motivated by the above discussion, in the remainder of this paper we only consider the case in which the boundaries of P and Q do not intersect, and describe how P;Q can be determined in this situation in Ologn time using On processors on a CREW PRAM; we also explain how a serial version of our parallel algorithm can be implemented in n time.
Our general strategy exploits the close relationship between the CVV problem and the separation problem. In particular, the framework of our separation algorithm is modeled after the method of computing cvvP;Q described in Ref. 3 , which in turn uses some ideas that rst appeared in the CVV algorithms of Wang and Chan 4 and Aggarwal et al.. 5 An overview of the separation algorithm is given in Algorithm 1. Clearly, there are a number of properties that the technique used to decompose the problem into subproblems in Step 1 should possess, e.g., the total size of all the subproblems in aggregate should be On. These issues will be addressed Algorithm 1 SeparationP;Q
Step 1. Decompose the problem of determining P;Q i n to a collection of subproblems so that P;Q = min 0i m f P i ; Q i g . F or each subproblem P i ; Q i , P i and Q i are linearly separable subchains of P and Q, respectively.
Step 2. Solve the subproblems P i ; Q i , 80 i m , in parallel, and select the subproblem realizing P;Q.
below when the method of decomposing the original problem into subproblems is given. All of the above cited CVV algorithms adhere to this general two phase approach, i.e., the original problem is decomposed into a collection of linearly separable subproblems, which can be solved to yield the solution of the original problem. Although the actual decomposition of the original problem into subproblems is necessarily di erent than that used for the CVV problem, a technique quite similar to that used in the CVV algorithm of Ref. 3 can be used for the separation problem as well. In addition, many of the ideas used to solve the subproblems in the CVV algorithms 3;4;5 prove v aluable when solving the subproblems in the separation algorithm.
The Decomposition Technique
In this section we describe how to decompose the original problem into a collection of restricted subproblems so that P;Q = min 0i m P i ; Q i , and in the next section we show h o w each of these subproblems can be solved in time linear in its size. The decomposition technique is described in Algorithm 2.
Algorithm 2 DECOMPOSEP;Q
Step 1. Find a sequence of line segments separating P and Q.
a Construct a simple polygon R that lies between P and Q. There are two situations that we distinguish: the containing case, when CHP Q is identical to CHP o r CHQ, and the non-containing case see Fig. 2 . In the non-containing case see Fig. 2a , nd the two common supporting lines l t and l b to CHP and CHQ; R is formed from P 0 and Q 0 the facing portions of P and Q between l t and l b and the segments q b p b and q t p t of l b and l t , respectively, b e t w een P and Q. I n the containing case see Fig. 2b , R is formed from the portion of the plane that lies between P and Q by adding a segment b e t w een two visible vertices p 2 P and q 2 Q; this segment is viewed as two edges of R. If CHP Q = CHQ but P is not contained within Q, then we also include an edge of CHQ i n R . We n o w give some useful de nitions. A vertical orientation is associated with each segment l i 2 SP;Q so that the bottom top endpoint b i t i o f l i is the endpoint closest to l i,1 l i+1 . It is a simple matter to verify that each l i 2 SP;Q i n tersects both P and Q, either at an endpoint or at some interior point o f l i ; let p + i and q + i denote the highest points of intersection of l i with P and Q, respectively. For convenience, in the non-containing case let p + ,1 = p b , q + ,1 = q b , p + m = p t , and q + m = q t . The subchain of P beginning at p i and ending at p j , in a clockwise scan of P , is denoted by P pi;pj p i and p j may b e a n y points on the boundary of P; the subchain Q qi;qj is de ned analogously with counterclockwise replacing clockwise.
Step 2. Construct the subproblems. For each segment l i 2 SP;Q w e de ne a subproblem P i ; Q i , where P i and Q i are subchains of P and Q, respectively, separated by l i . The subchain P i , 80 i m , i s de ned as follows; subchain Q i is de ned analogously. See Fig. 3 .
The decomposition technique outlined above is similar to the method used in Ref. 3 to decompose a general instance of the CVV problem into a collection of linearly separable subproblems. In particular, like the present situation, the decomposition in the CVV algorithm is based on the set SP;Q of separating line segments computed in Step 1 of DECOMPOSE. However, the construction of the subproblems is more complicated for the CVV problem than it is for the separation problem. The main reason for the added complication in the CVV algorithm is that care must be taken to avoid introducing spurious solutions to the original problem into the subproblems, i.e., although it is trivially true that P 0 ; Q 0 P;Q, it is not necessarily the case that cvvP 0 ; Q 0 cvvP;Q, for arbitrary subchains P 0 and Q 0 of P and Q, respectively.
We rst examine the complexity of DECOMPOSE, and then we prove its correctness.
Complexity of DECOMPOSE
Let n = jPj + jQj. Computing the set of separating line segments SP;Q i n
Step 1 of DECOMPOSE can be accomplished in Olog n time using On processors on a CREW PRAM. The classi cation of containing or non-containing requires that we compute the convex hulls of P, Q, and P Q, and then test whether CHP Q is identical to CHP o r CHQ; the former can be accomplished in Olog n time using On= logn processors on an EREW PRAM, 18;2 , and the latter can be done in constant time using On processors. In the non-containing case the simple polygon R is completed by segments belonging to the two common supporting lines of CHP and CHQ see Fig. 2a ; these supporting lines can be found when merging CHP and CHQ to form CHP Q b y the Olog n sequential technique of Dobkin and Kirkpatrick. 2 The construction of R in the containing case is nearly as simple. Assume CHP Q = CHQ, let p 2 P be the vertex of P with largest y-coordinate, and let E be the subset of the edges of Q CHQ that are intersected by the horizontal line through p. Find the closest edges e l and e r in E to p from the left and right, respectively see Fig. 2b . Let q be the vertex of the subchain of Q between e l and e r that is closest to p with smallest y-coordinate; clearly p and q are visible and thus the segment pq can be used to form R. All of the above computations can be carried out by standard parallel techniques in Ologn time using On= log n processors on an EREW PRAM. 19 If CHP Q = CHQ, but P is not contained in Q, then the edge of CHQ needed to separate R from the unbounded region can be found by a list ranking process within these same resource bounds.
The shortest path in Step 1b can be computed in Olog n time using On= logn processors by the technique of Goodrich et al. 20 ; this technique requires that R be triangulated which can be done in Olog n time using On processors. 17 The extension of the endpoints of the shortest path in Step 1c can be done by r a y shooting queries i.e., given a simple polygon R and a query ray r, what is the rst edge of R that is hit by r; the technique of Goodrich et al. 20 answers such queries in Olog n time with a single processor. The removal of the redundant segments from SPP;Q in Step 1d can be performed by a list ranking process in Olog n time using On= log n processors. A CREW PRAM is needed for Step 1 since the ray query data structure may b e i n v olved in On simultaneous queries, i.e., concurrent accesses.
Once SP;Q is found, the construction of the subproblems in Step 2 is immediate, i.e., in O1 time using a single processor for each subproblem.
We will show in Section 3.2 that P;Q = min 0i m f P i ; Q i g . It is immediate to verify from the de nition of P i and Q i that no point o f P or Q appears in more than four subproblems. Therefore, the size of all subproblems in aggregate is at most 4n, i.e., P i m i=0 jP i j + jQ i j = On. Thus, assuming that, as will be established in Section 4, P i ; Q i can be solved in OlogjP i j + log jQ i j time using OjP i j + jQ i j processors on a CREW PRAM, 80 i m , w e h a v e the following theorem.
Theorem 1 If P and Q are simple polygons, then P;Q can be c omputed i n O log n time using On processors on a CREW PRAM, where n = jPj + jQj.
Proof. First, it is determined if P;Q = 0 o r i f P;Q 0; recall that this can be accomplished with Olog n time and On processors by using a slight modication of Goodrich's algorithm for triangulating a simple polygon. 17 If P;Q 0, then the subproblems P i ; Q i , 80 i m , are constructed within the desired time and processor bounds by DECOMPOSEP;Q. Next, each subproblem is solved separately in Olog n time using a total of On processors, and the subproblem achieving the minimum solution is selected in Ologn time using On= logn processors. 2 We note that DECOMPOSE can be implemented in On sequential time. The only portions of the above description that require more than On w ork are the shortest path computation and the ray shooting queries. The shortest path can be found in On time using the technique of Guibas and Hershberger 21 ; this requires that the polygon rst be triangulated which Chazelle has shown can be done in linear time. 16 It is a simple matter to verify that the extension of the endpoints in Step 1c can be accomplished by linear scans of the simple polygon R, i.e., in On time. We will see in Section 4 that the subproblem P i ; Q i can be solved sequentially in OjP i j+jQ i j time, 80 i m , which gives a new optimal sequential algorithm for the separation problem.
Corollary 1 If P and Q are simple polygons, then P;Q can be c omputed sequentially in n time, where n = jPj + jQj.
Correctness of DECOMPOSE
We establish the correctness of DECOMPOSE by showing that every visible pair p 2 P and q 2 Q is assigned to some subproblem in Step 2; this is su cient since clearly any pair p; q realizing P;Q m ust be visible.
Lemma 1 Let P and Q be nonintersecting simple polygons with SP;Q as de ned above. If p 2 P and q 2 Q are visible, pq l i 6 = ;, and pq l i,1 = ;, then p 2 P i and q 2 Q i , where P i and Q i are the subchains de ned in Step 2 of DECOMPOSE. Proof. Consider a visible pair p 2 P and q 2 Q satisfying the conditions of the lemma, i.e., pq l i 6 = ;, and pq l i,1 = ;. Since pq does not intersect l i,1 , it must be that p is above p + i,1 and q is above q + i,1 ; the terms above and below are in reference to the bottom-to-top orientation associated with each l i 2 SP;Q. Without loss of generality assume t i 2 P see Fig. 3 , so that p is below p + i = t i , i.e., p 2 P i . It is easy to verify that no point q 0 2 Q above q + i+1 is visible from l i ; this follows from the fact that SP;Q is constructed from extensions of segments forming a shortest path in R, and that l i+1 is the highest segment in this path that intersects l i . Since by h ypothesis p and q are visible, the above fact implies q is below q + i+1 , i.e., q 2 Q i . 2 Since it is obvious that P i ; Q i P;Q, for all 0 i m, the above lemma establishes that P;Q = min 0im f P i ; Q i g . As mentioned before, a more complex decomposition technique is required for the CVV problem since it is not necessarily true that cvvP i ; Q i cvvP;Q.
Linearly Separable Polygonal Chains
We n o w consider two disjoint polygonal chains P and Q that can be separated by a line l; w e allow v ertices and edges of P and or Q to lie on l. W e present a n algorithm for this special case that determines P;Q i n O logn time using On processors on a CREW PRAM, where n = jPj + jQj.
Without loss of generality the line l is assumed to be vertical, Q lies to the left of l, jPj = n p , jQj = n q , n = n p + n q , and the vertices of P and Q are assumed to be indexed bottom-to-top. We begin with some useful de nitions see Fig. 4 . For every vertex p 2 P, the visible wedge of p, denoted by Wp, is the interior of the maximal w edge with apex p whose interior contains no vertex of P and all points of l visible from p. The upper and lower rays de ning Wp are denoted by rp + and rp , , respectively, and p + and p , denote rp + l and rp , l, respectively.
If rp + l = ; then p + = + 1 , and if rp , l = ; then p , = ,1. The visible angle of p, is the angle, in Wp, between the rays rp , and rp + and is denoted by p. Finally, let l p be the line perpendicular to l that passes through p, and denote l l p by p l . Analogous de nitions hold for vertices of Q. Throughout this section, dx; y denotes the Euclidean distance between points x and y. The algorithm presented in this section is patterned after the technique in Ref. 3 for determining cvvP;Q when P and Q are linearly separable chains. For this reason, we brie y sketch the CVV algorithm before continuing our discussion of the separation problem.
A CVV Algorithm for Linearly Separable Polygonal Chains
The following lemmas are used to form subchains P 0 and Q 0 of P and Q, respectively, so that cvvP 0 ; Q 0 = cvvP;Q, and P 0 and Q 0 have a restricted form that can be exploited to calculate cvvP;Q more easily. Lemma The y-coordinate of u + nq+1 u , 0 is assumed to be +1 ,1. The region Rp i is bounded above b y the segment p i ; u + i and the horizontal ray originating at u + i , and is bounded below b y the segment p i ; u , i and the horizontal ray originating at u , i . Note that Rp is properly contained in Wp, 8p 2 P, and that the set of upper lower boundaries of the feasible regions Rp, 8p 2 P, is monotone with respect to the separating line l. The following lemma implies that although vertices p 2 P and q 2 Q may be visible, if p 6 2 Rq o r q 6 2 Rp, then dp; q c v v P;Q. Lemma 4 Ref. 3 Let P and Q be p olygonal chains that are separated by a line l and monotone with respect to it, p 90 , and q 90 , 8p 2 P;q 2 Q. I f p; q realizes cvvP;Q, then p 2 Rq and q 2 Rp.
We next consider the n p n q matrix M whose entries are de ned as follows.
Let B 0 be some constant that is greater than the maximal distance between P and The fact that the upper and lower boundaries of the feasible regions R are monotone with respect to the separating line l implies that the entries of M have a v ery special structure. In particular, M is totally monotone, so that algorithms for identifying a minimum entry in a totally monotone matrix can be used to nd a minimum entry in M. a The above discussion yields Algorithm 3 for computing cvvP;Q when P and Q are linearly separable polygons.
Algorithm 3 LinSep-CVVP;Q
Step 1. Remove v ertices that are not perpendicularly visible from l, and vertices that have visible angles less than 90 degrees.
Step 2. Find the feasible regions Rp and Rq for all vertices p 2 P and q 2 Q remaining under consideration.
Step 3. Find a minimum entry in the matrix M. a A matrix is monotone if the minimum entry in its ith row lies below or to the right o f t h e minimum entry in its i,1st row, and a matrix is totally monotone if each of its 22 submatrices is monotone. Aggarwal et al. 22 noticed that the problem of computing a minimum or maximum value in every row of a totally monotone matrix arises in several geometric problems, and provided an optimal n time algorithm solving this problem for an n n totally monotone matrix.
This algorithm runs in Olog n time using On processors on a CREW PRAM. In Steps 1 and 2, the algorithm uses known parallel methods for triangulating a simple polygon, 17 and for constructing a data structure for a simple polygon that can be used to answer ray shooting queries or to identify the rst edge of a particular shortest path 20 ; the data structure answers such queries in Olog n time using a single processor. In Step 3, the algorithm of Atallah and Kosaraju 23 is used to nd a minimum entry in each r o w M . All of the above tasks can be completed in Olog n time using On processors on a CREW PRAM. Finally, the minimum of the row minima is easily determined in Ologn time using On processors. It is not di cult to see that the sequential complexity of the above algorithm is On. Steps 1 and 2 can be accomplished by linear scans of the relevant subchains, and a minimum value in each r o w o f M can be found in On time. 22 A complete analysis of both the parallel and the sequential complexity of Algorithm 3 can be found in Ref.3.
A Separation Algorithm for Linearly Separable Polygonal Chains
We n o w return to the problem of determining the separation of P and Q. Note that P;Q is either realized by a v ertex pair or by a v ertex and a edge, and in the former case P;Q = cvvP;Q, i.e., P;Q =minfcvvP;Q, P e ; Q v , P v ; Q e g , where P v Q v and P e Q e represent the vertices and open edges, respectively, o f P Q .
Since P and Q are linearly separable polygonal chains, cvvP;Q can be found by Algorithm 3 described above. Thus, we n o w concentrate on the problem of determining P v ; Q e ; P e ; Q v can be found analogously. F or convenience, we will use cveP;Q closest-vertex-edge to denote P v ; Q e , and if cveP;Q i s realized by the minimum distance between vertex p 2 P and edge e 2 Q, w e will say that p; e realizes cveP;Q. Our goal is to adapt algorithm LinSep-CVV to the present scenario; the modi ed version that computes cveP;Q will be called the LinSep-CVE algorithm. For ease of notation, we will refer to algorithms LinSep-CVV and LinSep-CVE as the CVV and CVE algorithms, respectively; this will not result in any a m biguity since we are only considering linearly separable polygonal chains in this section.
We rst note that Lemmas 2 and 3 hold for any point on the boundary of Q. This fact is readily veri ed by realizing that there is nothing special about any interior point of an edge that distinguishes it from a vertex; indeed, such an interior point" could in fact be a vertex. Thus, since cvvP;Q P;Q, Lemmas 2 and 3, respectively, establish that we can eliminate all vertices of P and all boundary points of Q that i are not perpendicularly visible from l Lemma 2, and ii that have 90 Lemma 3.
The CVE algorithm has a pattern analogous to that of the CVV algorithm. First, we prune those vertices of P and portions of edges of Q that are not perpendicularly visible from the separating line l. Next, visible wedges W are constructed for each vertex of P and each edge of Q, and those vertices of P and portions of edges of Q with visible angles less than 90 are eliminated from consideration. Then, for each vertex of P and each edge of Q remaining under consideration, feasible regions R are constructed; these regions will be used to de ne a totally monotone matrix whose entries contain the distances between all candidates for the closest vertex edge pair. Finally, a minimum entry in this matrix is found, thereby identifying cveP;Q. We m ust now de ne appropriate visible wedges W and feasible regions R for each vertex of P and each edge of Q. F or each v ertex p 2 P, the visible wedge
Wp and the feasible region Rp are de ned in exactly the same manner as in the CVV algorithm. Our task now is to de ne, and construct, appropriate W and R regions for the edges of Q. Consider an edge e = q i ; q i +1 2 Q, and the wedges W q i and Wq i+1 as de ned in the CVV algorithm. Recall that rq + rq , passes by the highest lowest vertex of Q that is visible from q; denote these vertices by hq and lq, respectively. In the special and unusual case in which hq i = h q i +1 and lq i = l q i +1 , we can determine as follows which points of e have 90 ; b y Lemma 3, all such points can be eliminated from further consideration. Let C e denote the circle with diameter dlq i ; h q i that is centered at the midpoint o f l q i ; h q i see Fig. 6a . It is easy to verify that all points of e external to C e have 90 , and all points of e on the boundary of or internal to C e have 90 .
After eliminating those points of e with 90 , leaving at most one segment e 0 = q 0 i ; q 0 i +1 , We 0 is de ned as follows: W e 0 is bounded above b y the ray originating at q 0 i+1 and passing by hq i , and is bounded below b y the ray originating at q 0 i and passing by lq i see Fig. 6b . Clearly, We 0 contains all points of P that are visible from every point o f e 0 . Although there may b e a v ertex p 2 P that is visible from e 0 , but is not contained in We 0 , the following lemma establishes that dp; e 0 c v e P;Q, i.e, p; e 0 cannot realize cveP;Q unless p 2 We 0 . Lemma 5 Let e; e 0 and We 0 be as described a b ove. If p; e 0 realizes cveP;Q, then p 2 We 0 . Proof. Let P 0 denote the portion of P that is external to We 0 . Without loss of generality, consider a vertex p 2 P 0 that lies above We 0 but is visible from some point o f e 0 see Fig. 6b . In this case, it is easy to verify that cvep; Q dp; hq i d p; e 0 . In general, however, for each edge e = q i ; q i +1 2 Q, w e do not have hq i = h q i +1 and lq i = l q i +1 . Our solution to this problem is simply to partition each edge into a number of segments so that within each segment this special property holds. In the following we denote the partitioned set of edges of Q e by Q 0 e = fe i j1 i n e g, where e i = v , i ; v + i and yv , i y v + i ; later we show n e = OjQ e j.
Given the visible wedges W for the partitioned set of edges, their feasible regions R are de ned similarly to those of the vertices p 2 P v . W e associate with each edge e i = q i ; q i +1 2 Q 0 e two points, u , i and u + i , o f P see Fig. 7 . The point u + i is the highest point o f P that satis es i yq i+1 yu + i yu + i+1 , and ii u + i 2 We i . Similarly, the point u , i is the lowest point o f P that satis es i yq i yu , i yu , i,1 , and ii u , i 2 We i . The feasible region Re i is bounded above b y q i +1 ; u + i and the horizontal ray originating at u + i , is bounded below b y q i ; u , i and the horizontal ray originating at u , i .
The following lemma establishes the su ciency of the feasible regions. Given a point p 2 P and an edge e 2 Q, the nearest point on edge e to p will be denoted by q p;e , i.e., dp; e = d p; q p;e .
Lemma 6 Let P and Q be p olygonal chains or portions thereof that are separated by a line l and monotone with respect to it, with Q 0 e = fe i j1 i n e g the set of partitioned e dges of Q e described a b ove, p 90 , and q 90 , for each vertex p 2 P v and each point q 2 Q 0 e . I f p; e realizes cveP;Q, then p 2 Re and q p;e 2 Rp, where p 2 P v and e 2 Q 0 e . Proof. Assume the lemma is false, and that p i ; e j realizes cveP;Q, p i 2 P v and e j = q j ; q j +1 2 Q 0 e . Clearly if p i and q pi;ej are not visible, then p i ; e j cannot realize cveP;Q; therefore we assume p i and q pi;ej are visible. If q pi;ej 6 2 Rp i , then Lemma 4 can be used to show that dp i ; q p i ;ej c v v P;Q cveP;Q. Thus, it must be that q pi;ej 2 Rp i , but p i 6 2 Re j . Without loss of generality, assume p i lies below Re j , the other case is similar. If p i 6 2 We j , then, by Lemma 5 we have dp i ; e j d p i ; l q j cveP;Q recall lq j is the lowest vertex of Q visible from q j . Thus, we n o w assume p i 2 We j and p i 6 2 Re j see Fig. 7 ; therefore, by de nition of Re j , there must be some edge e k = q k ; q k +1 2 Q 0 e , k j , such that p i lies below We k . Again, by Lemma 5, we h a v e d p i ; e k d p i ; l q k cveP;Q. Moreover, since x 90 , for all x 2 e k , and both p i and e j lie outside We k , we h a v e d p i ; e j d p i ; e k c v e P;Q. 2
The previous lemma establishes that we can use the R regions in the CVE algorithm in the same manner that they were used in the CVV algorithm. Specically, w e consider the n p n e matrix M, de ned as follows, where B 0 is, once again, a constant greater than the maximal distance between P and Q, and B = B 0 + n q . We again use the symbols " and " to indicate that one construct lies above o r below another construct, e.g., p R e indicates that p lies below Re. otherwise By Lemma 6, M contains the distances between all vertex-edge pairs that are candidates for cveP;Q. The value B is used to ensure that for vertex-edge pairs that, by Lemma 6, are not candidates for cveP;Q, the corresponding value in M will be larger than cveP;Q, e.g., if p i 6 2 Re j o r q p i ;ej 6 2 Rp i , then M i; j B , j B 0 c v e P;Q. Note that, since Rp Wp and Re We, 8p 2 P v ; e2 Q e , all candidate pairs p; e are visible. Thus, a minimum entry in M will yield cveP;Q. The following lemma establishes that M is totally monotone, which ensures that our algorithm will be able to employ the known methods for searching in a totally monotone matrix. 23;22 Lemma 7 The matrix M described a b ove is totally monotone.
Proof. The proof is nearly identical to the proof of its counterpart in Ref. Step 4. Find the smallest entry in M, which identi es a pair p; e realizing cveP;Q, p 2 P v and e 2 Q 0 e . 
Complexity of Algorithm LinSep-CVE
It is clear that all steps, with the exception of Step 2b, can be accomplished with the same techniques and within the same resource bounds as in the CVV algorithm, i.e., they are all accomplished in Olog n time using On processors on a CREW PRAM, where n = jPj + jQj.
We n o w explain how an edge e i = q i ; q i +1 2 Q e can be partitioned into a set of segments S ei = fs j j1 j kg, where s j = u j ; u j +1 , u 1 = q i and u k+1 = q i+1 , so that 8s 2 S ei , and 8x; y 2 s, hx = h y and lx = l y ; recall that hx l x denotes the highest lowest point o f Q visible from x. Without loss of generality we explain how to partition e i into a set of segments S + ei = fs j j1 j k 0 kg so that 8s 2 S + ei , and 8x; y 2 s, hx = h y ; a similar process is used to ensure that 8s 2 S ei , and 8x; y 2 s, lx = l y .
Clearly, i f h q i = h q i +1 no subdivision is necessary. Note that hq i q i+1 ;
without loss of generality, w e relax our de nition of visibility here and assume any point on an edge can see" both endpoints of the edge. If hq i = q i +1 , then hx = q i +1 , 8x 2 e i , and no subdivision is required. So we assume hq i q i +1 and hq i 6 = hq i+1 ; it is easy to verify that hq i h q i +1 , i.e., it is not possible that q i+1 h q i h q i +1 . Let C j denote the convex hull of fq j ; q j +1 ; : : : ; q n q g . Note that hq i 2 C i+1 , and that C i is the portion of C i+1 above hq i , concatenated with the edge q i ; h q i . Let C , i denote the portion of C i+1 that is below hq i see Fig. 8 . It is easy to verify that the supporting lines of C , i , which contain an edge of C , i , determine the points of e i that have di erent h values, i.e., the intersections of these supporting lines with e i , partition e i as desired. Thus, if for each edge e i 2 Q e , w e can nd the set of edges C , i , then we can use ray shooting queries to perform the necessary partitioning. However, it turns out to be di cult to separately compute the sets C , i , 81 i n q . It is not di cult to see that each edge e 2 C , i can be responsible for partitioning at most one edge of Q e , and in particular, the edge of Q e to be partitioned by the line l e , containing e, will be the rst edge of Q e , below e, i n tersected by l e . T h us, instead of separately forming the sets C , i , 81 i n nq , w e can identify the set E, containing all edges that appear in some set C , j , 81 j q nq . Then, for each e 2 E, w e determine which, if any, of the edges of Q e it partitions, i.e., we nd the rst edge of Q e , below e, that is intersected by the line l e containing e. Note that the set E contains exactly those edges which are the rst edge on a shortest path from a vertex of Q to q nq , i.e., if e = q i ; q j is an edge of E, then the rst edge on the shortest path from q i to q nq is q i ; q j , i j . Therefore, the partitioning of
Step 2b can be accomplished by i identifying the set E, and then, ii performing a r a y shooting query for each edge in E. The technique of Goodrich et al. 20 can be used to perform both of these operations in Ologn time using On processors on a CREW PRAM.
It is a simple matter to verify that the number of new endpoints vertices" introduced in this manner is at most 2n q . This follows from the fact that jEj = n q i.e., there is one edge in E originating at each v ertex of Q, and a particular edge e 2 E introduces at most one new point on the edge of Q e that is intersected by the line though e. Thus, the total number of endpoints and thus edges we end up with after partitioning all edges is at most 3n q , i.e., the original n q endpoints combined with an additional n q from each of the two partitioning processes. The above discussion establishes the following theorem.
Theorem 2 If P and Q are two linearly separable polygonal chains, then P;Q can be c omputed i n O log n time using On processors on a CREW PRAM, where n = jPj + jQj.
Although the parallel algorithm described above d o e s O n log n w ork, there exists a more e cient sequential algorithm. As before, all steps, with the exception of Step 2b, can be accomplished within the same time bounds as in the sequential version of algorithm LinSep-CVV. It is easy to see that a linear scanning process of Q can compute the successive convex hulls C i = CHfq i ; q i +1 ; : : : ; q n q g , 1 i n q , i decreasing. From the discussion of the parallel algorithm, it is clear that the scanning up of C i+1 to form C i will actually determine the points on e which h a v e di erent h values see Fig. 8 . Thus, Step 2b can be implemented sequentially in On time.
Corollary 2 If P and Q are two linearly separable polygonal chains, then P;Q can be c omputed optimally in n time, where n = jPj + jQj.
Conclusion and Open Problems
In this paper we h a v e described a parallel algorithm for computing the separation of two simple polygons in Olog n time using On processors on a CREW PRAM; a sequential version of this algorithm can be implemented in in n time. Although our parallel algorithm is time-optimal, it is not work-optimal, i.e., the processor-time product is On log n. In order to obtain a work-and time-optimalparallel algorithm for this problem, it seems that either the parallel complexity of triangulating a simple polygon and of nding the minimum value in a totally monotone matrix need to be reduced, or, more likely, a n e n tirely di erent approach is required.
In this paper we h a v e studied the separation problem in the scenario in which n o preprocessing is allowed. However, separation problems, and the potentially simpler intersection detection problems which simply decide whether or not two objects intersect, have also been studied in an environment which allows preprocessing. For example, when preprocessing is permitted, Dobkin and Kirkpatrick 2 give algorithms for determining the separation of two convex objects in two and three dimensions; the Ologn algorithm for nding the separation of two convex polygons does not require any preprocessing as long the vertices of the polygons are stored in cyclic order, but the Olog 2 n algorithm for computing the separation of two convex polyhedra requires preprocessing. Mount 24 has given an algorithm for determining whether or not two simple polygons intersect in Om log 2 n time, where m is the complexity n umber of links of a minimum link polygonal path separating P and Q; this algorithm requires On log n preprocessing. Thus, if m n= log 2 n, then Mount's intersection detection algorithm is more e cient than the test derived from Chazelle's linear time triangulation algorithm. 16 It would be interesting to study the complexity of computing the separation of two simple polygons when preprocessing is allowed. 6 . References
