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Abstract: Well-posedness is studied for a special system of two-point boundary value problem for evolution
equations which is called a forward-backward evolution equation (FBEE, for short). Two approaches are
introduced: A decoupling method with some brief discussions, and a method of continuation with some
substantial discussions. For the latter, we have introduced Lyapunov operators for FBEEs, whose existence
leads to some uniform a priori estimates for the mild solutions of FBEEs, which will be sufficient for the well-
posedness. For some special cases, Lyapunov operators are constructed. Also, from some given Lyapunov
operators, the corresponding solvable FBEEs are identified.
AMS Mathematics Subject Classification. 34D10, 34G20, 35K90, 35L90, 47D06, 47J35, 49K27.
Keywords. Forward-backward evolution equations, decoupling field, Lyapunov operator, method of con-
tinuation.
1 Introduction
In this paper, we consider the following system of evolution equations:
(1.1)

y˙(t) = Ay(t) + b(t, y(t), ψ(t)),
ψ˙(t) = −A∗ψ(t)− g(t, y(t), ψ(t)),
t ∈ [0, T ],
y(0) = x, ψ(T ) = h(y(T )),
where A : D(A) ⊆ X → X generates a C0-semigroup e
At on a real Hilbert space X (identified with its dual
X∗), with (
eAt
)∗
= eA
∗t, t ≥ 0,
being the adjoint semigroup generated by A∗ (the adjoint operator of A), and b, g, and h being suitable
maps. The above could be called a two-point boundary value problem, mimicking a similar notion for ordi-
nary differential equations. We see that the equation for y(·) is an initial value problem which should be
solved forwardly, and the equation for ψ(·) is a terminal value problem which should be solved backwardly.
Therefore, inspired by the so-called forward-backward stochastic differential equations (FBSDEs, for short,
see [17, 25, 26] for details), we prefer to call (1.1) a forward-backward evolution equation (FBEE, for short).
In common occasions, two-point boundary value problem is related to certain eigenvalue problems, for which
the well-posedness of the problem might not be the goal, instead, one might be more interested in the exis-
tence of solutions, not necessarily the uniqueness. See, for examples, [3, 32, 6], and see also [7] for some other
∗This work is supported in part by NSF Grant DMS-1406776.
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considerations. Whereas, in this paper, we are interested in the well-posedness of (1.1). On the other hand,
our system has a special structure, involving one forward evolution equation and one backward evolution
equation. Hence, we use the name FBEE to distinguish the current situation from other situations in the
literature.
A pair of functions (y(·), ψ(·)) is called a strong solution of (1.1) if these functions are differentiable almost
everywhere, with the property
y(t) ∈ D(A), ψ(t) ∈ D(A∗), a.e. t ∈ [0, T ],
and the equations are satisfied almost everywhere. A pair (y(·), ψ(·)) is called a mild solution (or a weak
solution) to FBEE (1.1) if the following system of integral equations are satisfied:
(1.2)

y(t) = eAtx+
∫ t
0
eA(t−s)b(s, y(s), ψ(s))ds,
ψ(t) = eA
∗(T−t)h(y(T )) +
∫ T
t
eA
∗(s−t)g(s, y(s), ψ(s))ds,
t ∈ [0, T ].
Note that in the case A is bounded, (1.1) and (1.2) are actually equivalent, and thus, a mild solution
(y(·), ψ(·)) is actually a strong solution.
Our study of the above system is mainly motivated by the study of optimal control theory. It is known
that for a standard optimal control problem of an evolution equation with, say, a Bolza type cost functional,
by applying the Pontryagin maximum/minimum principle, one will obtain an optimality system of the above
form whose solution will give a candidate for the optimal trajectory and its adjoint ([14]). Therefore,
solvability of the above type system is important, at least for optimal control theory of evolution equations.
Roughly speaking, when T is small enough, or the Lipschitz constants of the involved functions are small
enough, one can show that FBEE (1.1) will have a unique mild solution, by means of contraction mapping
theorem. On the other hand, if (1.1) is the optimality system (obtained via Pontryagin maximum/minimum
principle) of a corresponding optimal control problem which admits an optimal control, then this FBEE
admits a mild solution, which might not be unique. Further, if the corresponding optimal control has an
optimal control and the optimality system admits a unique mild solution, then this solution can be used to
construct the optimal control(s). Hence, under proper conditions, FBEE (1.1) could admit a (unique) mild
solution, without restriction on the length of the time horizon T , and/or the size of the Lipschitz constants
of the involved functions. This is actually the case if the FBEE is the optimality system of a linear-quadratic
(LQ, for sort) optimal control problem satisfying proper conditions ([14]).
In this paper, we will study the (unique) solvability of FBEE (1.1) under some general conditions. Two
approaches will be introduced: decoupling method and method of continuation. The former is inspired by
the so-called invariant embedding which can be traced back to [1, 5, 4]. Such a method was used in the study
of FBSDEs (see [15, 17], for details). The latter is inspired by the method of continuity for elliptic partial
differential equations (see, e.g. [10]), and FBSDEs ([11, 25, 19, 26]). Due to the nature of FBEE (1.1), some
technical difficulties exist in applying either of these methods. We will briefly present some main idea of the
decoupling method and will relatively more carefully present the method of continuation.
The rest of this paper is organized as follows. In Section 2, we will present some preliminary results,
including a main motivation from optimal control theory. Linear FBEEs are carefully discussed in Section 3.
In Section 4, a brief description on the decoupling method will be given. In Section 5, we will introduce the
so-called Lyapunov operator which is adopted from [26] (for FBSDEs). The existence of Lyapunov operators
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lead to some uniform a priori estimates for the mild solutions of our FBEE. Well-posedness of FBEEs will
be established in Section 6. In Section 7, we will construct some Lyapunov operators through which some
well-posed FBEEs will be identified. In Section 8, we briefly discussed some extensions of our main results.
In Section 9, several illustrative examples will be presented. Finally, some concluding remarks will be made
in Section 10.
2 Preliminaries
Throughout of this paper, we let X be a separable real Hilbert space, with the norm ‖ · ‖ and the inner
product
〈
· , ·
〉
. We identify the dual X∗ with X . The set of all bounded linear operators from X to itself is
denoted by L(X). The set of all self-adjoint operators on X is denoted by S(X) and the set of all positive
semi-definite operators on X is denoted by S+(X). For the notational simplicity, when there is no confusion,
we will not distinguish between λ and λI (for any λ ∈ R). For example, we use λ − A to denote λI − A.
Also, if F is in S+(X), we denote it by F > 0; if F − cI > 0, we simply denote it by F > c, and F 6 c means
−F > −c. Next, we denote
C([0, T ];X) =
{
y : [0, T ]→ X
∣∣ y(·) is continuous},
and
‖y(·)‖∞ = sup
t∈[0,T ]
‖y(t)‖, ∀y(·) ∈ C([0, T ];X).
For convenience and definiteness of our presentation, we introduce the following standing assumptions:
(H0)′ A : D(A) ⊆ X → X generates a C0-semigroup e
At on X .
(H0) In addition to (H0)′, either
(2.1) A∗ = A,
with the spectrum σ(A) ⊆ R of A satisfying
(2.2) supσ(A) ≡ supReσ(A) = −σ0 < 0,
or
(2.3) A∗ = −A,
for which it holds: σ(A) ⊆ iR and thus
(2.4) supReσ(A) = σ0 = 0.
Case (2.1) corresponds to the heat equation (or second order parabolic equations) with proper lower
order terms and proper boundary conditions. Case (2.3) corresponds to the wave equation (or second order
hyperbolic equations) with proper boundary conditions, without damping. Some extensions of the results
presented in this paper are possible. But for the moment, we prefer not to get into the most general situations,
for the simplicity of our presentation. We should keep in mind that for the case A∗ = A, one has σ0 > 0 and
for the case A∗ = −A, one has σ0 = 0.
Let us now look at our main motivation of studying our FBEEs. Consider the following controlled system:
(2.5)
 y˙(t) = Ay(t) + f(t, y(t), u(t)), t ∈ [0, T ],y(0) = x,
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with cost functional of Bolza type:
(2.6) J(x;u(·)) =
∫ T
0
f0(s, y(s), u(s))ds + f1(y(T )).
In the above, f : [0, T ] × X × U → X , f0 : [0, T ] × X × U → R, f1 : X → R are suitable maps, with U
being a separable metric space. We call x ∈ X an initial state, u(·) a control, and y(·) a state trajectory,
respectively. Denote
U =
{
u : [0, T ]→ U
∣∣ u(·) is measurable}.
This is the set of all admissible controls. Under some mild conditions, for any x ∈ X and u(·) ∈ U , state
equation (2.5) admits a unique mild solution y(·) ≡ y(· ;x, u(·)), i.e., the solution to the following integral
equation:
(2.7) y(t) = eAtx+
∫ t
0
eA(t−s)f(s, y(s), u(s))ds, t ∈ [0, T ],
and the cost functional J(x;u(·)) is well-defined. Then one can pose the following optimal control problem.
Problem (C). For any initial state x ∈ X , find a u¯(·) ∈ U such that
(2.8) J(x; u¯(·)) = inf
u(·)∈U
J(x;u(·)).
Any u¯(·) ∈ U satisfying (2.8) is called an optimal control, the corresponding y¯(·) ≡ y(· ;x, u¯(·)) is called
an optimal state trajectory and (y¯(·), u¯(·)) is called an optimal pair.
With the above setting, we have the following standard result. To simplify the presentation, we assume
that the involved maps f, f0, f1 have all the required measurability and smoothness. The readers are referred
to [14] for details.
Proposition 2.1. (Pontryagin’s Minimum Principle) Let (H0)′ hold and let (y¯(·), u¯(·)) be an
optimal pair of Problem (C). Then the following minimum condition holds:
(2.9)
〈
ψ(t), f(t, y(t), u(t))
〉
+ f0(t, y(t), u(t)) = min
u∈U
[〈
ψ(t), f(t, y(t), u)
〉
+ f0(t, y(t), u)
]
, t ∈ [0, T ],
where ψ(·) is the mild solution to the following adjoint equation:
(2.10)
 ψ˙(t) = −A∗ψ(t)− fy(t, y¯(t), u¯(t))∗ψ(t)− f0y (t, y¯(t), u¯(t)), t ∈ [0, T ],ψ(T ) = f1y (y¯(T )),
i.e., the following holds:
(2.11) ψ(t) = eA
∗(T−t)f1y (y¯(T )) +
∫ T
t
eA
∗(s−t)
[
fy(s, y¯(s), u¯(s))
∗ψ(s) + f0y (s, y¯(s), u¯(s))
]
ds, t ∈ [0, T ].
Note that (2.5) and (2.10) form a system with the minimum condition (2.9) bringing in the coupling.
Suppose there exists a map ϕ : [0, T ]×X ×X → U such that
〈
ψ, f(t, y, ϕ(t, y, ψ))
〉
+ f0(t, y, ϕ(t, y, ψ)) = min
u∈U
[〈
ψ, f(t, y, u)
〉
+ f0(t, y, u)
]
.
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Then we obtain the following system (dropping the bar in y¯(·))
(2.12)

y˙(t) = Ay(t) + f(t, y(t), ϕ(t, y(t), ψ(t))), t ∈ [0, T ],
ψ˙(t) = −A∗ψ(t)− fy(t, y(t), ϕ(t, y(t), ψ(t)))
∗ψ(t)− f0y (t, y(t), ϕ(t, y(t), ψ(t))), t ∈ [0, T ],
y(0) = x, ψ(T ) = f1y (y(T )).
This is called the optimality system of Problem (C), which is an FBEE of form (1.1) with
b(t, y, ψ) = f(t, y, ϕ(t, y, ψ)),
g(t, y, ψ) = fy(t, y, ϕ(t, y, ψ))
∗ψ + f0y (t, y, ϕ(t, y, ψ)),
h(y) = f1y (y).
If (y(·), ψ(·)) is a mild solution of FBEE (2.12), then y(·) will be a candidate of optimal trajectory and
ϕ(· , y(·), ψ(·)) will be a candidate of optimal control.
Let us now look an interesting special case of the above. To this end, we let U also be a real Hilbert
space, and 
f(t, y, u) = F (t, y) +B(t)u, f1(y) = G(y),
f0(t, y, u) = Q(t, y) +
〈
S(t)y, u
〉
+
1
2
〈
R(t)u, u
〉
,
for some suitable maps F (· , ·), B(·), G(·), Q(· , ·), S(·), and R(·). Then the state equation becomes
(2.13)
 y˙(t) = Ay(t) + F (t, y(t)) +B(t)u(t), t ∈ [0, T ],y(0) = x,
and the cost functional takes the form:
(2.14) J(x;u(·)) =
∫ T
0
[
Q(y(t)) +
〈
S(t)y(t), u(t)
〉
+
1
2
〈
R(t)u(t), u(t)
〉]
dt+G(y(T )).
Note that the right-hand side of the state equation is affine in u(·) and the integrand in the cost functional
is up to quadratic in u(·). We therefore refer to the corresponding optimal control problem as an affine-
quadratic optimal control problem (AQ problem, for short). For finite-dimensional case, general AQ problem
was studied in [24]. In current case, the adjoint equation reads ψ˙(t) = −A∗ψ(t)− Fy(t, y(t))∗ψ(t)−Qy(t, y(t))− S(t)∗u(t), t ∈ [0, T ],ψ(T ) = Gy(y(T )).
By the minimum condition
〈
ψ(t), B(t)u(t)
〉
+
〈
S(t)y(t), u(t)
〉
+
1
2
〈
R(t)u(t), u(t)
〉
= min
u∈U
[〈
ψ(t), B(t)u
〉
+
〈
S(t), u
〉
+
1
2
〈
R(t)u, u
〉]
, t ∈ [0, T ],
we obtain, assuming the invertibility of R(t),
u(t) = −R(t)−1
[
B(t)∗ψ(t) + S(t)y(t)
]
, t ∈ [0, T ].
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Therefore, the corresponding optimality system reads as follows:
y˙(t) = Ay(t) + F (t, y(t))−B(t)R(t)−1S(t)y(t)−B(t)R(t)−1B(t)∗ψ(t),
ψ˙(t) = −A∗ψ(t)−
[
Qy(t, y(t))− S(t)
∗R(t)−1S(t)y(t)
]
−
[
Fy(t, y(t))
∗ − S(t)∗R(t)−1B(t)∗
]
ψ(t),
y(0) = x, ψ(T ) = Gy(y(T )).
When  y 7→ F (t, y) is linear,y 7→ Q(t, y), y 7→ G(y) are convex,
the corresponding optimal control problem is referred to as linear-convex problem, which was studied in
[28, 29, 30]. See also [31] for some investigations on finite-dimensional two-person zero-sum differential
games of linear state equation with non-quadratic payoff/cost functional where the convexity of y 7→ Q(t, y)
and y 7→ G(y) were not assumed. Further, if
F (t, y) ≡ 0, Q(t, y) =
1
2
〈
Q(t)y, y
〉
, G(y) =
1
2
〈
Gy, y
〉
,
for some Q : [0, T ] → S(X) and G ∈ S(X), the problem is reduced to a classical LQ problem. In this case,
the optimality system becomes the following linear FBEE:
(2.15)

y˙(t) =
[
A−B(t)R(t)−1S(t)
]
y(t)−B(t)R(t)−1B(t)∗ψ(t),
ψ˙(t) = −
[
A−B(t)R(t)−1S(t)
]∗
ψ(t)−
[
Q(t)−S(t)∗R(t)−1S(t)
]
y(t),
y(0) = x, ψ(T ) = Gy(T ).
It is known that under the following conditions:
(2.16) R(t) > δI, Q(t)− S(t)∗R(t)−1S(t) > 0, t ∈ [0, T ], G > 0,
the map u(·) 7→ J(x;u(·)) for the current LQ problem is uniformly convex, and the above linear FBEE (2.15)
admits a unique mild solution (y(·), ψ(·)) ([14]).
Next, we note that under (H0)′, by Hille-Yosida’s theorem, there exist M > 1 and ω ∈ R such that
(2.17) ‖(λ−A)−n‖ 6
M
(λ − ω)n
, ∀λ > ω, n > 1,
and the Yosida approximation Aλ of A is well-defined:
(2.18) Aλ = λA(λ −A)
−1, λ > ω.
By making a shifting and absorbing a relevant term into b(t, y, ψ) (see (1.1)), we may assume that ω = 0 in
the above. Then by [21], we may assume the following:
(2.19)

‖eAλt‖ 6M, ∀t > 0,
lim
λ→∞
‖Aλx−Ax‖ = 0, ∀x ∈ D(A),
lim
λ→∞
sup
t∈[0,T ]
‖eAλtx− eAtx‖ = 0, ∀x ∈ X.
Now, let us look at (H0). It is clear that under condition (2.1), one has
(2.20)
〈
Ax, x
〉
6 −σ0‖x‖
2, ∀x ∈ D(A),
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and under (2.3), one has
(2.21)
〈
Ax, x
〉
= 0, ∀x ∈ D(A).
The following simple result is concerned with the Yosida approximation Aλ of A, under (H0).
Proposition 2.2. If (2.1) holds, then
(2.22)
〈
Aλx, x
〉
6 −
λσ0
λ+ σ0
‖x‖2, ∀x ∈ X, λ > 0.
If (2.3) holds, then
(2.23)
〈
(Aλ +A
∗
λ)x, x
〉
6 0, ∀x ∈ X, λ > 0.
Proof. Under (2.1), A admits the following spectral decomposition ([8]):
(2.24) Ax =
∫
σ(A)
µdEµx, ∀x ∈ D(A),
where µ 7→ Eµ is the projection-valued measure associated with A, and σ(A) ⊆ (−∞,−σ0] is the spectrum
of A. Consequently,
Aλ = λA(λ −A)
−1 =
∫
σ(A)
λµ
λ− µ
dEµ.
Since the map µ 7→ λµ
λ−µ
is increasing on (−∞,−σ0], we have
〈
Aλx, x
〉
=
∫
σ(A)
λµ
λ− µ
d‖Eµx‖
2 6 −
λσ0
λ+ σ0
‖x‖2, ∀x ∈ X.
Now, let (2.3) hold. We let X = X + iX be the complexification of X , i.e.,
X =
{
x+ iy
∣∣ x, y ∈ X},
with the following definition of addition, scalar multiplication, and inner product:
(x+ iy) + (x˜+ iy˜) = (x + x˜) + i(y + y˜), ∀x, y, x˜, y˜ ∈ X,
(α+ iβ)(x+ iy) = (αx− βy) + i(αy + βx), ∀α, β ∈ R, x, y ∈ X,〈
x+ iy, x˜+ iy˜
〉
=
〈
x, x˜
〉
+
〈
y, y˜
〉
+ i
(〈
y, x˜
〉
−
〈
x, y˜
〉)
, ∀x, x˜, y, y˜ ∈ X.
Naturally extend A to A : D(A) ⊆ X→ X as followsD(A) = D(A) + iD(A) ⊆ X,A(x+ iy) = Ax+ iAy, ∀x+ iy ∈ D(A).
Then under (2.3), we have〈
A(x + iy), x˜+ iy˜
〉
=
〈
Ax + iAy, x˜+ iy˜
〉
=
〈
Ax, x˜
〉
+
〈
Ay, y˜
〉
+ i
(〈
Ay, x˜
〉
−
〈
Ax, y˜
〉)
= −
〈
x,Ax˜
〉
−
〈
y,Ay˜
〉
− i
(
y,Ax˜
〉
−
〈
x,Ay˜
)
= −
〈
x˜+ iy˜,A(x + iy)
〉
,
which implies that
A∗ = −A.
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Hence, A admits the following spectral decomposition:
Az =
∫
σ(A)
µdEµz, ∀z ∈ D(A),
with σ(A) ⊆ iR. Consequently, for any λ > 0,
〈
(Aλ +A
∗
λ)z, z
〉
=
∫
σ(A)
[ λµ
λ− µ
−
λµ
λ+ µ
]
d‖Eµz‖
2
= −
∫
σ(A)
2λ|µ|2
λ2 + |µ|2
d‖Eµz‖
2 6 0, z = x+ iy ∈ X.
Note that for any x ∈ X , if
(λ −A)−1x = z˜ = x˜+ iy˜,
with x˜, y˜ ∈ X , then
x = (λ−A)(x˜+ iy˜) = (λ−A)x˜+ i(λ−A)y˜.
Hence, we must have
x˜ = (λ −A)−1x, y˜ = 0.
Consequently,
Aλx = Aλx, ∀x ∈ X.
Likewise,
A∗λx = A
∗
λx, ∀x ∈ X.
Hence, (2.23) follows.
To conclude this section, let us introduce some assumptions on the coefficients of FBEE (1.1).
(H1) The maps b, g : [0, T ] × X × X → X and h : X → X are continuous, and the map (y, ψ) 7→
(b(t, y, ψ), g(t, y, ψ), h(y)) is locally Lipschitz.
(H2) In addition to (H1), let the map (y, ψ) 7→ (b(t, y, ψ), g(t, y, ψ), h(y)) be uniformly Lipschitz and of
uniformly linear growth, i.e., there exists a constant L > 0 such that
(2.25)
 ‖b(t, 0, 0)‖ 6 L, t ∈ [0, T ],
‖b(t, y, ψ)− b(t, y¯, ψ¯)‖ 6 L‖y − y¯‖+ L‖ψ − ψ¯‖, ∀t ∈ [0, T ], y, y¯, ψ, ψ¯ ∈ X,
(2.26)
 ‖g(t, 0, 0)‖ 6 L, t ∈ [0, T ],
‖g(t, y, ψ)− g(t, y¯, ψ¯)‖ 6 L‖y − y¯‖+ L‖ψ − ψ¯‖, ∀t ∈ [0, T ], y, y¯, ψ, ψ¯ ∈ X,
and
(2.27) ‖h(y)− h(y¯)‖ 6 L‖y − y¯‖, ∀y, y¯ ∈ X.
(H3) In addition to (H1), let the map (y, ψ) 7→ (b(t, y, ψ), g(t, y, ψ), h(y)) be Fre´chet differentiable, with
continuous Fre´chet derivatives.
Note that (H3) is neither stronger nor weaker than (H2), since the Fre´chet derivatives bx, bψ, gx, gψ, hy, if
they exist, are not necessarily uniformly bounded. We let G1, G2, G3 be the set of all (b, g, h) satisfying (H1),
(H2), and (H3), respectively. Any (b, g, h) ∈ G1 uniquely generates an FBEE (1.1) (without mentioning the
well-posedness). Hence, any (b, g, h) ∈ G1 is called the generator of an FBEE of form (1.1).
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3 Linear FBEEs
In this section, we consider the following linear FBEE:
(3.1)

y˙(t) = Ay(t) +B11(t)y(t) +B12(t)ψ(t) + b0(t),
ψ˙(t) = −A∗ψ(t)−B21(t)y(t) −B22(t)ψ(t)− g0(t),
t ∈ [0, T ],
y(0) = x, ψ(T ) = Hy(T ) + h0,
with
(3.2)
Bij(·) ∈ L∞(0, T ;L(X)), i, j = 1, 2,b0(·), g0(·) ∈ L1(0, T ;X), H ∈ L(X), h0 ∈ X.
The above is a special case of (1.1). A pair (y(·), ψ(·)) is called a mild solution to (3.1) if the following holds:
y(t) = eAtx+
∫ t
0
eA(t−s)
[
B11(s)y(s) +B12(s)ψ(s) + b0(s)
]
ds,
ψ(t) = eA
∗(T−t)
[
Hy(T ) + h0
]
+
∫ T
t
eA
∗(s−t)
[
B21(s)y(s) +B22(s)ψ(s) + g0(s)
]
ds,
t ∈ [0, T ].
Our first result is the following.
Proposition 3.1. Let (H0)′ and (3.2) hold. Then FBEE (3.1) admits a mild solution if the following
operator:
ψ(·) 7→ ψ(·)−
∫ T
0
(
Φ22(T, ·)HΦ11(T, s) +
∫ T
s∨·
Φ22(r, ·)B21(r)Φ11(r, s)dr
)
B12(s)ψ(s)ds
is invertible on C([0, T ];X), where Φ11(· , ·) and Φ22(· , ·) are evolution operators generated by A + B11(·)
and A∗ +B22(·), respectively.
Proof. By the variation of constants formula, we have
y(t) = Φ11(t, 0)x+
∫ t
0
Φ11(t, s)
[
B12(s)ψ(s) + b0(s)
]
ds,
and
ψ(t) = Φ22(T, t)
[
Hy(T ) + h0
]
+
∫ T
t
Φ22(s, t)
[
B21(s)y(s) + g0(s)
]
ds
= Φ22(T, t)
{
H
[
Φ11(T, 0)x+
∫ T
0
Φ11(T, s)
(
B12(s)ψ(s) + b0(s)
)
ds
]
+ h0
}
+
∫ T
t
Φ22(s, t)
[
B21(s)
(
Φ11(s, 0)x+
∫ s
0
Φ11(s, r)
[
B12(r)ψ(r) + b0(r)
]
dr
)
+ g0(s)
]
ds
=
∫ T
0
(
Φ22(T, t)HΦ11(T, s) +
∫ T
s∨t
Φ22(r, t)B21(r)Φ11(r, s)dr
)
B12(s)ψ(s)ds
+
(
Φ22(T, t)HΦ11(T, 0) +
∫ T
t
Φ22(s, t)B21(s)Φ11(s, 0)ds
)
x
+
∫ T
0
(
Φ22(T, t)HΦ11(T, s) +
∫
s∨t
Φ22(r, t)B21(r)Φ11(r, s)dr
)
b0(s)ds
+
∫ T
t
Φ22(s, t)g0(s)ds +Φ22(T, t)h0, t ∈ [0, T ].
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The above is a Fredholm integral equation for ψ(·) of the second kind. By our assumption, it has a unique
solution. Then our result follows.
Next, we consider a special case: A∗ = −A. For such a case, we have that
(3.3) A ≡
(
A 0
0 −A∗
)
=
(
A 0
0 A
)
generates a C0-group e
At ≡
(
eAt 0
0 eAt
)
on X ×X . Hence, if we denote
(3.4) B(t) =
(
B11(t) B12(t)
−B21(t) −B22(t)
)
,
then A + B(·) generates an evolution operator Φ̂(· , ·) on X × X . The following result concerns the well-
posedness of the corresponding linear FBEE.
Proposition 3.2. Let A∗ = −A and (3.2) hold. Then linear FBEE (3.1) admits a unique mild solution
(y(·), ψ(·)) for any h0 ∈ X if and only if
(3.5)
[
(−H, I)Φ̂(T, 0)
(
0
I
)]−1
∈ L(X ×X).
Proof. Suppose (3.1) admits a unique mild solution. Then we have
(3.6)
(
y(t)
ψ(t)
)
= Φ̂(t, 0)
(
x
ψ(0)
)
+
∫ t
0
Φ̂(t, s)
(
b0(s)
−g0(s)
)
ds, t ∈ [0, T ],
with ψ(0) undetermined. By the condition at t = T , we have
h0 = −Hy(T ) + ψ(T ) = (−H, I)
(
y(T )
ψ(T )
)
= (−H, I)Φ̂(T, 0)
(
x
ψ(0)
)
+
∫ T
0
(−H, I)Φ̂(t, s)
(
b0(s)
−g0(s)
)
ds
= (−H, I)Φ̂(T, 0)
(
0
I
)
ψ(0) + (−H, I)Φ̂(T, 0)
(
I
0
)
x+
∫ T
0
(−H, I)Φ̂(t, s)
(
b0(s)
−g0(s)
)
ds.
Hence, in order for any h0 ∈ X the above uniquely determines ψ(0), we need (3.5). Conversely, if (3.5) holds,
one obtains
(3.7) ψ(0) =
[
(−H, I)Φ̂(T, 0)
(
0
I
)]−1 [
h0 − (−H, I)Φ̂(T, 0)
(
I
0
)
x−
∫ T
0
(−H, I)Φ̂(t, s)
(
b0(s)
−g0(s)
)
ds
]
.
From this we obtain the mild solution (y(·), ψ(·)) of FBEE (3.1).
We note that in principle, condition (3.5) is checkable, although it might be practically complicated. We
also note that, in the above, the condition that A∗ = −A, or eAt is a group, plays an essential role. It seems
that if eAt is not a group, the arguments used above will not work (since Φ̂(· , ·) in the above might not be
defined).
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We now return to the general linear FBEE (3.1) (without assuming (H0)). Suppose (y(·), ψ(·)) is a
strong solution to linear FBEE (3.1). Inspired by the well-known invariant imbedding idea ([4, 15, 27, 16]),
we suppose that the following relation holds:
ψ(t) = P(t)y(t) + p(t), t ∈ [0, T ],
for some Fre´chet differentiable functions P : [0, T ] → L(X) and p : [0, T ] → X . Then, formally, we should
have
−A∗[P(t)y(t) + p(t)]−B21(t)y(t) −B22(t)[P(t)y(t) + p(t)]− g0(t) = ψ˙(t)
= P˙(t)y(t) + P(t)
(
Ay(t) +B11(t)y(t) +B12(t)[P(t)y(t) + p(t)] + b0(t)
)
+ p˙(t)
=
(
P˙(t) + P(t)A+ P(t)B11(t) + P(t)B12(t)P(t)
)
y(t) + P(t)B12(t)p(t) + P(t)b0(t) + p˙(t).
Hence,
0 =
(
P˙(t) + P(t)A+A∗P(t) + P(t)B11(t) +B22(t)P(t) + P(t)B12(t)P(t) +B21(t)
)
y(t)
+p˙(t) +A∗p(t) +
(
P(t)B12(t) +B22(t)
)
p(t) + P(t)b0(t) + g0(t).
This suggests that we choose P(·) satisfying the following:
(3.8)
 P˙(t) + P(t)A+A∗P(t) + P(t)B11(t) +B22(t)P(t) + P(t)B12(t)P(t) +B21(t) = 0, t ∈ [0, T ],P(T ) = H,
and choose p(·) satisfying
(3.9)
 p˙(t) +A∗p(t) +
(
P(t)B12(t) +B22(t)
)
p(t) + P(t)b0(t) + g0(t) = 0, t ∈ [0, T ],
p(T ) = h0.
Equation (3.8) is called a differential Riccati equation. Any P : [0, T ] → L(X) is called a mild solution of
(3.8) if the following integral equation is satisfied:
(3.10)
P(t) = eA
∗(T−t)HeA(T−t) +
∫ T
t
eA
∗(s−t)
[
P(s)B11(s) +B22(s)P(s)
+P(s)B12(t)P(s) +B21(s)
]
eA(s−t)ds, t ∈ [0, T ].
Note that if A is bounded, (3.8) and (3.10) are equivalent. Further, recalling that Φ11(· , ·) and Φ22(· , ·) are
the evolution operators generated by A + B11(·) and A
∗ + B22(·), respectively, one sees that (3.10) is also
equivalent to the following:
(3.11) P(t) = Φ22(T, t)HΦ11(T, t) +
∫ T
t
Φ22(s, t)
[
P(s)B12(t)P(s) +B21(s)
]
Φ11(s, t)ds, t ∈ [0, T ].
Having the above derivation, we now present the following result.
Proposition 3.3. Let (H0)′ and (3.2) hold. Let Riccati equation (3.8) admit a unique mild solution
P : [0, T ]→ L(X). Then linear FBEE (3.1) admits a unique mild solution (y(·), ψ(·)).
Proof. For any λ > 0, consider the following:
Pλ(t) = e
A∗λ(T−t)HeAλ(T−t) +
∫ T
t
eA
∗
λ(s−t)Q̂(s)eAλ(s−t)ds, t ∈ [0, T ],
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where, with the mild solution P(·) of the Riccati equation (3.8),
Q̂(s) = P(s)B11(s) +B22(s)P(s) + P(s)B12(t)P(s) +B21(s).
Clearly, Pλ(·) is uniformly bounded (by noting (2.19)). Moreover, for any x ∈ X ,
‖Pλ(t)x − P(t)x‖ ≤ ‖e
A∗λ(T−t)HeAλ(T−t)x− eA
∗(T−t)HeA(T−t)x‖
+
∫ T
t
‖eA
∗
λ(s−t)Q̂(s)eAλ(s−t)x− eA
∗(s−t)Q̂(s)eA(s−t)x‖ds
6 ‖eA
∗
λ(T−t)H
[
eAλ(T−t)x− eA(T−t)x
]
‖+ ‖eA
∗
λ(T−t)HeA(T−t)x− eA
∗(T−t)HeA(T−t)x‖
+
∫ T
t
(
‖eA
∗
λ(s−t)Q̂(s)
[
eAλ(s−t)x− eA(s−t)x
]
‖+ ‖eA
∗
λ(s−t)Q̂(s)eA(s−t)x− eA
∗(s−t)Q̂(s)eA(s−t)x‖
)
ds
6 K‖eAλ(T−t)x− eA(T−t)x‖+ ‖eA
∗
λ(T−t)HeA(T−t)x− eA
∗(T−t)HeA(T−t)x‖
+
∫ T
t
(
K‖eAλ(s−t)x− eA(s−t)x‖+ ‖eA
∗
λ(s−t)Q̂(s)eA(s−t)x− eA
∗(s−t)Q̂(s)eA(s−t)x‖
)
ds→ 0.
Hereafter, K > 0 represents a generic constant which can be different from line to line. Note that Pλ(·) also
solves the following Lyapunov equation:
(3.12)
 P˙λ(t) + Pλ(t)Aλ +A∗λPλ(t) + Q̂(t) = 0, t ∈ [0, T ],Pλ(T ) = H.
Now, we let pλ(·) be the solution of the following:
(3.13)
 p˙λ(t)+A∗λpλ(t)+
[
Pλ(t)B12(t)+B22(t)
]
pλ(t)+Pλ(t)b0(t)+g0(t) = 0, t ∈ [0, T ],
pλ(T ) = h0,
It is clear that
‖pλ(·)‖∞ <∞.
We estimate
‖pλ(t)− p(t)‖ 6 ‖e
A∗λ(T−t)h0 − e
A∗(T−t)h0‖
+
∫ T
t
{∥∥∥eA∗λ(s−t)(Pλ(s)B12(s) +B22(s))pλ(s)− eA∗(s−t)(P(s)B12(s) +B22(s))p(s)∥∥∥
+
∥∥∥eA∗λ(s−t)(Pλ(s)b0(s) + g0(s)) − eA∗(s−t)(P(s)b0(s) + g0(s))∥∥∥}ds
6 ‖eA
∗
λ(T−t)h0 − e
A∗(T−t)h0‖+
∫ T
t
{∥∥∥eA∗λ(s−t)(Pλ(s)B12(s) +B22(s))(pλ(s)− p(s))∥∥∥
+
∥∥∥(eA∗λ(s−t) − eA∗(s−t))(P(s)B12(s) +B22(s))p(s)∥∥∥
+
∥∥∥eA∗λ(s−t)(Pλ(s)− P(s))(B12(s) +B22(s))p(s)∥∥∥
+
∥∥∥(eA∗λ(s−t) − eA∗(s−t))(P(s)b0(s) + g0(s))∥∥∥+ ∥∥∥eA∗λ(s−t)(Pλ(s)− P(s))b0(s)∥∥∥}ds
6 ‖eA
∗
λ(T−t)h0 − e
A∗(T−t)h0‖∫ T
t
{
K‖pλ(s)− p(s)‖+
∥∥∥(eA∗λ(s−t) − eA∗(s−t))(P(s)B12(s) +B22(s))p(s)∥∥∥
+
∥∥∥(eA∗λ(s−t) − eA∗(s−t))(P(s)b0(s) + g0(s))∥∥∥
+K
(∥∥∥(Pλ(s)− P(s))(B12(s) +B22(s))p(s)∥∥∥+∥∥∥(Pλ(s)− P(s))b0(s)∥∥∥)}ds.
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Then by Gronwall’s inequality, we have
‖pλ(t)− p(t)‖ 6 K‖e
A∗λ(T−t)h0 − e
A∗(T−t)h0‖
+K
∫ T
t
{∥∥∥(eA∗λ(s−t) − eA∗(s−t))(P(s)B12(s) +B22(s))p(s)∥∥∥
+
∥∥∥(eA∗λ(s−t) − eA∗(s−t))(P(s)b0(s) + g0(s))∥∥∥
+
∥∥∥(Pλ(s)− P(s))(B12(s) +B22(s))p(s)∥∥∥+ ∥∥∥(Pλ(s)− P(s))b0(s)∥∥∥}ds→ 0.
Now, let yλ(·) be the solution to the following: y˙λ(t) = Aλyλ(t) +B11(t)yλ(t) +B12(t)
[
Pλ(t)yλ(t) + pλ(t)
]
+ b0(t), t ∈ [0, T ],
yλ(0) = x.
By the convergence of Pλ(·)→ P(·) and pλ(·)→ p(·), we have
lim
λ→∞
‖yλ(·)− y(·)‖∞ = 0.
Define
ψλ(t) = Pλ(t)yλ(t) + pλ(t).
Then one has  y˙λ(t) = Aλyλ(t) +B11(t)yλ(t) +B12(t)ψλ(t) + b0(t),yλ(0) = x,
and
ψ˙λ(t) = P˙λ(t)yλ(t) + Pλ(t)y˙λ(t) + p˙λ(t)
= −
(
Pλ(t)Aλ +A
∗
λPλ(t) + P(t)B11(t) +B22(t)P(t) + P(t)B12(t)P(s) +B21(t)
)
yλ(t)
+Pλ(t)
{
Aλyλ(t) +B11(t)yλ(t) +B12(t)
[
Pλ(t)yλ(t) + pλ(t)
]
+ b0(t)
}
−
[
A∗λpλ(t) +
(
Pλ(t)B12(t) +B22(t)
)
pλ(t) + Pλ(t)b0(t) + g0(t)
]
= −A∗λ
[
Pλ(t)yλ(t) + pλ(t)
]
−B21(t)yλ(t)−B22(t)
[
P(t)yλ(t) + pλ(t)
]
− g0(t)
+
[
Pλ(t)− P(t)
]
B11(t)yλ(t) +
[
Pλ(t)B12(t)Pλ(t)− P(t)B12(t)P(t)
]
yλ(t)
= −A∗λψλ(t)−B21(t)yλ(t)−B22(t)ψλ(t)− g0(t) +Rλ(t),
where
Rλ(t) =
([
Pλ(t)− P(t)
]
B11(t) +
[
Pλ(t)B12(t)Pλ(t)− P(t)B12(t)P(t)
])
yλ(t).
Since
‖Rλ(t)‖ 6 K‖yλ(t)− y(t)‖+
∥∥∥([Pλ(t)− P(t)]B11(t) + [Pλ(t)B12(t)Pλ(t)− P(t)B12(t)P(t)])y(t)∥∥∥
6 K‖yλ(t)− y(t)‖+ ‖
[
Pλ(t)− P(t)
]
B11(t)y(t)‖
+‖
[
Pλ(t)− P(t)
]
B12(t)P(t)y(t)‖ + ‖Pλ(t)B12(t)
[
Pλ(t)− P(t)
]
y(t)‖
6 K‖yλ(t)− y(t)‖+ ‖
[
Pλ(t)− P(t)
]
B11(t)y(t)‖
+‖
[
Pλ(t)− P(t)
]
B12(t)P(t)y(t)‖ +K‖
[
Pλ(t)− P(t)
]
y(t)‖ → 0,
we see that
ψλ(·)→ ψ(·),
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and (y(·), ψ(·)) is a mild solution to FBEE (3.1).
Now, a natural question is when the Riccati equation (3.8) admits a mild solution. Let us rewrite the
Riccait equation as follows:
(3.14)
P(t) = Φ22(T, t)HΦ11(T, t) +
∫ T
t
Φ22(s, t)B21(s)Φ11(s, t)ds
+
∫ T
t
Φ22(s, t)P(s)B12(s)P(s)Φ11(s, t)ds, t ∈ [0, T ].
A trivial case is B12(·) = 0 for which the above equation is linear and it always has a solution, under (H0)
′
and (3.2). In general, we have the following result.
Proposition 3.4. Suppose (H0)′ and (3.2) hold.
(i) Equation (3.14) admits at most one solution P(·) ∈ C([0, T ];L(X)).
(ii) Suppose in addition that
(3.15) B22(t) = B11(t)
∗, t ∈ [0, T ],
and
(3.16) H ∈ S+(X), −B12(·), B21(·) ∈ L
∞(0, T ; S+(X)).
Then Riccati equation (3.14) admits a unique solution P(·) ∈ C([0, T ]; S+(X)).
Proof. (i) Suppose P(·), P˜(·) ∈ C([0, T ];L(X)) are two solutions to (3.14). Then P̂(·) ≡ P(·)−P˜(·) satisfies
the following:
P̂(t) =
∫ T
t
Φ22(s, t)
[
P(s)B12(s)P(s)− P˜(s)B12(s)P˜(s)
]
Φ11(s, t)ds
=
∫ T
t
Φ22(s, t)
[
P̂(s)B12(s)P(s) + P˜(s)B12(s)P̂(s)
]
Φ11(s, t)ds.
Here, we note that P(·) = P̂(·) + P˜(·). Hence
P(s)B12(s)P(s)− P˜(s)B12(s)P˜(s) =
[
P̂(s) + P˜(s)
]
B12(s)P(s)− P˜(s)B12(s)
[
P(s)− P̂(s)
]
= P̂(s)B12(s)P(s) + P˜(s)B12(s)P̂(s).
Then by Gronwall’s inequality, we obtain that
P˜(·) = P(·).
(ii) Under our conditions, we have
A∗ +B22(·) =
[
A+B11(·)
]∗
.
Hence,
Φ22(· , ·) = Φ11(· , ·)
∗,
and (3.8) can be written as
(3.17)

P˙(t) + P(t)
[
A+B11(t) +B12(t)P(t)
]
+
[
A+B11(t) +B12(t)P(t)
]∗
P(t)
+P(t)
[
−B12(t)
]
P(t) +B21(t) = 0, t ∈ [0, T ],
P(T ) = H,
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We now let
P0(t) = 0, t ∈ [0, T ],
and let Pn+1(·) be the mild solution of the following Lyapunov equation:
(3.18)

P˙n+1(t) + Pn+1(t)
[
A+B11(t) +B12(t)Pn(t)
]
+
[
A+B11(t) +B12(t)Pn(t)
]∗
Pn+1(t)
+Pn(t)
[
−B12(t)
]
Pn(t) +B21(t) = 0, t ∈ [0, T ],
Pn+1(T ) = H,
Observe the following:
0 = P˙n+1(t)− P˙n(t) +
[
Pn+1(t)− Pn(t)
][
A+B11(t)
]
+
[
A+B11(t)
]∗[
Pn+1(t)− Pn(t)
]
+Pn+1(t)B12(t)Pn(t) + Pn(t)B12(t)Pn+1(t)− Pn(t)B12(t)Pn−1(t)− Pn−1(t)B12(t)Pn(t)
−Pn(t)B12(t)Pn(t) + Pn−1(t)B12(t)Pn−1(t)
= P˙n+1(t)− P˙n(t) +
[
Pn+1(t)− Pn(t)
][
A+B11(t) +B12(t)Pn(t)
]
+
[
A+B11(t) +B12(t)Pn(t)
]∗[
Pn+1(t)− Pn(t)
]
+
[
Pn(t)− Pn−1(t)
]
B12(t)
[
Pn(t)− Pn−1(t)
]
.
This implies that
Pn+1(t) 6 Pn(t), t ∈ [0, T ], n > 1.
On the other hand, from (3.18), one has
Pn(t) > 0, ∀t ∈ [0, T ], n > 1.
Hence, by [22, 18] for any t ∈ [t, T ], there exists a P(t) ∈ S+(X) such that
(3.19) lim
n→∞
‖Pn(t)x− P(t)x‖ = 0, ∀x ∈ X.
Note that for any x ∈ X ,
Pn+1(t)x = Φ11(T, t)
∗HΦ11(T, t)x+
∫ T
t
Φ11(s, t)
∗B21(s)Φ11(s, t)xds
+
∫ T
t
Φ11(s, t)
∗
[
Pn+1(s)B12(s)Pn(s) + Pn(s)B12(s)Pn+1(s)
−Pn(s)B12(s)Pn(s)
]
Φ11(s, t)xds, t ∈ [0, T ].
Thus, making use of (3.19), we obtain that P(·) is a mild solution to (3.14).
Let us look at linear FBEE (2.15) resulting from linear-quadratic optimal control problem. We rewrite
(2.15) below:
(3.20)

y˙(t) = Ay(t)−B(t)R(t)−1S(t)y(t)−B(t)R(t)−1B(t)∗ψ(t),
ψ˙(t) = −A∗ψ(t)−
[
Q(t)− S(t)∗R(t)−1S(t)
]
y(t) + S(t)∗R(t)−1B(t)∗ψ(t),
y(0) = x, ψ(T ) = Gy(T ).
Note that
R(t) > δI, ∀t ∈ [0, T ],
which leads to the existence of R(t)−1. Hence,B11(t) = −B(t)R(t)−1S(t), B12(t) = −B(t)R(t)−1B(t)∗,B21(t) = [Q(t)− S(t)∗R(t)−1S(t)], B22(t) = −S(t)∗R(t)−1B(t)∗.
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Then in the case that
G > 0, Q(t)− S(t)∗R(t)−1S(t) > 0, t ∈ [0, T ],
the corresponding Riccati equation admits a unique solution and linear FBEE (2.15) admits a solution.
4 Decoupling Method — A Brief Description
We note that in the previous section, the essence of the approach by means of Riccati equation is to use the
ansatz
ψ(t) = P(t)y(t) + p(t), t ∈ [0, T ].
Inspired by this, we now look at nonlinear cases. For FBEE (1.1), suppose
ψ(t) = K(t, y(t)), t ∈ [0, T ],
for some K(· , ·). Let {ζn}n≥1 be an orthonormal basis of X . Then
K(t, y) =
∞∑
n=1
〈
K(t, y), ζn
〉
ζn ≡
∞∑
n=1
kn(t, y)ζn,
with kn : [0, T ]×X → R. Suppose (t, y) 7→ K(t, y) is Fre´chet differentiable. Then, so is (t, y) 7→ kn(t, y) =〈
K(t, y), ζn
〉
, and for any z ∈ X ,
K(t, y + δz)−K(t, y)
δ
=
∞∑
n=1
kn(t, y + δz)− kn(t, y)
δ
ζn
→
∞∑
n=1
〈
kny (t, y), z
〉
ζn ≡
[ ∞∑
n=1
ζn ⊗ k
n
y (t, y)
]
z.
This means
(4.1) Ky(t, y) =
∞∑
n=1
ζn ⊗ k
n
y (t, y), (t, y) ∈ [0, t]×X.
Note that Ky(t, y) is independent of the choice of {ζn}n≥1.
We now present the following result.
Proposition 4.1. Let (H0)′ and (H2) hold. Let K : [0, T ]×X → X be Fre´chet differentiable satisfying
the following:
(4.2)
Kt(t, y)+Ky(t, y)
[
Ay+b(t, y,K(t, y))
]
+A∗K(t, y)+g(t, y,K(t, y)) = 0, (t, y) ∈ [0, T ]×D(A),
K(T, y) = h(y), y ∈ X.
Let y(·) be a classical solution to the following:
(4.3)
 y˙(t) = Ay(t) + b(t, y(t),K(t, y(t)), t ∈ [0, T ],y(0) = x,
and
(4.4) ψ(t) = K(t, y(t)), t ∈ [0, T ].
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Then (y(·), ψ(·)) is a strong solution of FBEE (1.1).
Proof. Note that as a part of requirement for K(· , ·) being a solution to (4.2), one has
K(t, y) ∈ D(A∗), ∀(t, y) ∈ [0, T ]×X.
By (4.4), we have
ψ˙(t) = Kt(t, y(t)) +Ky(t, y(t))
[
Ay(t) + b(t, y(t),K(t, y(t))
]
= −A∗K(t, y(t))− g(t, y(t),K(t, y(t)) = −A∗ψ(t)− g(t, y(t), ψ(t)),
and
ψ(T ) = K(T, y(T )) = h(y(T )).
Hence, our claim follows.
It is seen that thanks to the map K(· , ·), the original FBEE (1.1) is decoupled into (4.3) and (4.4).
Because of this, we introduce the following notion:
Definition 4.2. A map K : [0, T ]×X → X is called a decoupling field of FBEE (1.1) if it is a solution
to (4.2).
Now the natural question is when one can solve equation (4.2). The linear case has been treated in the
previous section. To look at the nonlinear case, let us further assume that A∗ = A and it has a sequence of
eigenvalues
0 > −σ0 = λ1 > λ2 > λ2 · · · ,
with the corresponding eigenfunctions {ζn}n>1 which form an orthonormal basis for X . Then
K(t, y) =
∞∑
n=1
〈
K(t, y), ζn
〉
ζn ≡
∞∑
n=1
kn(t, y)ζn.
Hence,
0 = Kt(t, y)+Ky(t, y)
[
Ay+b(t, y,K(t, y))
]
+A∗K(t, y)+g(t, y,K(t, y))
=
∞∑
n=1
(
knt (t, y) +
〈
kny (t, y), Ay + b(t, y,K(t, y))
〉
+ λnk
n(t, y) +
〈
g(t, y,K(t, y)), ζn
〉)
ζn.
Therefore, we obtain a coupled system of countably many equations:
(4.5)

knt (t, y) +
〈
kny (t, y), Ay + b(t, y,K(t, y))
〉
+ λnk
n(t, y)
+
〈
g(t, y,K(t, y)), ζn
〉
= 0, (t, y) ∈ [0, T ]×X,
kn(T, y) =
〈
h(y), ζn
〉
, y ∈ X.
Let us look at a special case. Suppose
K(t, y) = k1(t, y)ζ1, (t, y) ∈ [0, T ]×X, ζ1 ∈ D(A
∗).
Then
(4.6)

k1t (t, y) +
〈
k1y(t, y), Ay + b(t, y, k
1(t, y)ζ1)
〉
+ λ1k
1(t, y)
+
〈
g(t, y, k1(t, y)ζ1), ζ1
〉
= 0, (t, y) ∈ [0, T ]×X,
k1(T, y) = h1(y), y ∈ X,
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and
(4.7)
〈
g(t, y, k1(t, y)ζ1), ζn
〉
= 0, n > 1.
To guarantee (4.7), we assume that
(4.8) g(t, y, span {ζ1}) ⊆ span {ζ1}.
We note that (4.6) is a first order Hamilton-Jacobi equation in the Hilbert space X , involving an un-
bounded operator A. Therefore, it is possible to study the existence of viscosity solution of it. When the
viscosity solution has certain regularity, one might be able to obtain a decoupling field K(t, y) = k1(t, y)ζ1
for our FBEE. Apparently, this is merely a very special case for the general FBEEs, and it already looks
complicated. Hence, there is a very long way to go in this direction to establish a satisfactory theory (for
nonlinear FBEEs). We hope to report some further results in this direction in our future publications.
5 Lyapunov Operators and a Priori Estimates
We now look at the solvability by another method, called method of continuity. We first look at the following
linear FBEE:
(5.1)

y˙(t) = Ay(t) +B11(t)y(t) +B12(t)ψ(t) + b0(t), t ∈ [0, T ],
ψ˙(t) = −A∗ψ(t)−B21(t)y(t)−B22(t)ψ(t) − g0(t), t ∈ [0, T ],
y(0) and ψ(T ) are given,
with Bij : [0, T ]→ L(X). Let
(5.2) A =
(
A 0
0 −A∗
)
, B(t) =
(
B11(t) B12(t)
−B21(t) −B22(t)
)
.
Then FBEE (5.1) can be written as
(5.3)

(
y˙(t)
ψ˙(t)
)
=
[
A+ B(t)
](y(t)
ψ(t)
)
+
(
b0(t)
−g0(t)
)
, t ∈ [0, T ],
y(0) and ψ(T ) are given.
We introduce the following Lyapunov differential equation for operator-valued function Π(·):
(5.4) Π˙(t) + Π(t)[A−M(t)] + [A−M(t)]∗Π(t) +Q(t) = 0, t ∈ [0, T ],
where
Π(t) =
(
P (t) Γ(t)∗
Γ(t) P¯ (t)
)
, M(t) =
(
M(t) 0
0 −M¯(t)∗
)
, Q(t) =
(
Q0(t) Θ(t)
∗
Θ(t) Q¯0(t)
)
,
with M, M¯,Θ : [0, T ]→ L(X) and Q0, Q¯0 : [0, T ]→ S(X) to be properly chosen later. We may equivalently
write (5.4) as follows:
(5.5) P˙ (t) + P (t)[A−M(t)] + [A∗ −M(t)∗]P (t) +Q0(t) = 0,
(5.6) ˙¯P (t)− P¯ (t)[A∗ − M¯(t)∗]− [A− M¯(t)]P¯ (t) + Q¯0(t) = 0,
18
(5.7) Γ˙(t) + Γ(t)[A−M(t)]− [A− M¯(t)]Γ(t) + Θ(t) = 0,
and
(5.8) Γ˙(t)∗ − Γ(t)∗[A∗ − M¯(t)∗] + [A∗ −M(t)∗]Γ(t)∗ +Θ(t)∗ = 0.
Let us first look at (5.5) and (5.6). Operator-valued functions P (·) and P¯ (·) are mild solutions to (5.5) and
(5.6), respectively, if the following hold:
(5.9) P (t)=eA
∗(T−t)P (T )eA(T−t) −
∫ T
t
eA
∗(s−t)[P (s)M(s)+M(s)∗P (s)−Q0(s)]e
A(s−t)ds, t∈ [0, T ],
and
(5.10) P¯ (t)=eAtP¯ (0)eA
∗t −
∫ t
0
eA(t−s)[P¯ (s)M¯(s)∗+M¯(s)P¯ (s)+Q¯0(s)]e
A∗(t−s)ds, t∈ [0, T ].
We use the above definition simply because when A is bounded, (5.5) is equivalent to (5.9), and (5.6) is
equivalent to (5.10). Further, if we let Φ(· , ·) and Φ¯(· , ·) be the evolution operators generated by A−M(·)
and A− M¯(·), respectively, then P (·) and P¯ (·) admit the following representation:
(5.11) P (t) = Φ(T, t)∗P (T )Φ(T, t)+
∫ T
t
Φ(s, t)∗Q0(s)Φ(s, t)ds, t ∈ [0, T ],
and
(5.12) P¯ (t) = Φ¯(t, 0)P¯ (0)Φ¯(t, 0)∗ −
∫ t
0
Φ¯(t, s)Q¯0(s)Φ¯(t, s)
∗ds, t ∈ [0, T ].
This yields that if
P (T ),−P¯ (0), Q0(t), Q¯0(t) > 0, t ∈ [0, T ],
then
(5.13) P (t) > 0, P¯ (t) 6 0, t ∈ [0, T ].
Now, let us look at (5.7) and (5.8), which are equivalent. We assume that (H0) holds. Therefore, we
have two cases to discuss.
Case 1. Let (2.1) hold. In this case, since A is dissipative, the appearance of the term Γ(t)A − AΓ(t)
makes (5.7) and (5.8) difficult to solve in general. To overcome this, we require that for all t ∈ [0, T ],
Γ(t) : D(A)→ D(A) and
(5.14) Γ(t)Ax = AΓ(t)x, t ∈ [0, T ], x ∈ D(A).
Then both (5.7) and (5.8) are reduced to the following:
(5.15) Γ˙(t)− Γ(t)M(t) + M¯(t)Γ(t) + Θ(t) = 0,
which admits a unique solution as long as, say,M(·), M¯(·) and Θ(·) are bounded and Γ(T ) ∈ L(X) is given.
Actually, if Ψ(· , ·) and Ψ¯(· , ·) are evolution operators generated by −M(·) and M¯(·), respectively, then
(5.16) Γ(t) = Ψ¯(T, t)Γ(T )Ψ(T, t) +
∫ T
t
Ψ¯(s, t)Θ(s)Ψ(s, t)ds, t ∈ [0, T ].
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Note that under (2.1), A admits a spectral decomposition
A =
∫
σ(A)
µdEµ,
with σ(A) ⊆ (−∞,−σ0] being the spectral of A, if
(5.17)

Γ(T ) =
∫
σ(A)
γ(µ)dEµ, Θ(t) =
∫
σ(A)
θ(t, µ)dEµ,
M(t) =
∫
σ(A)
m(t, µ)dEµ, M¯(t) =
∫
σ(A)
m¯(t, µ)dEµ,
for some suitable maps γ : σ(A)→ R and θ,m, m¯ : [0, T ]× σ(A)→ R, then
Γ(t) =
∫
σ(A)
(
e
∫
T
t
[m¯(s,µ)−m(s,µ)]dsγ(µ) +
∫ T
t
e
∫
τ
t
[m¯(s,µ)−m(s,µ)]dsθ(τ, µ)dτ
)
dEµ.
Hence, (5.14) holds in this case. In particular, if
(5.18)
 γ(µ) = γ, θ(t, µ) = θ(t),m(t, µ) = m(t), m¯(t, µ) = m¯(t), (t, µ) ∈ [0, T ]× σ(A),
we have
Γ(t) =
(
e
∫
T
t
[m¯(s)−m(s)]dsγ +
∫ T
t
e
∫
τ
t
[m¯(s)−m(s)]dsθ(τ)dτ
)
I.
Also, as a special case of (5.17), if
(5.19)
Γ(t) = γ(t)Aλ, Θ(t) = θ(t)Aλ,M(t) = m(t)Aλ, M¯(t) = m¯(t)Aλ, t ∈ [0, T ],
for some suitable scalar functions γ(·), θ(·),m(·), m¯(·), then
Γ(t) =
(
e
∫
T
t
[m¯(s)−m(s)]dsγ +
∫ T
t
e
∫
τ
t
[m¯(s)−m(s)]dsθ(τ)dτ
)
Aλ,
for which (5.14) will also hold.
Case 2. Let (2.3) hold. Then eAt is a group. Consequently, e−At is well-defined. Similar to the case of
P (·), a map Γ(·) is called a mild solution to equation (5.7), if the following holds:
(5.20)
Γ(t) = e−A(T−t)Γ(T )eA(T−t)
+
∫ T
t
e−A(s−t)[M¯(s)Γ(s)−Γ(s)M(s)+Θ(s)]eA(s−t)ds, t ∈ [0, T ].
By recalling the evolution operators Φ(· , ·) and Φ¯(· , ·) generated by A−M(·) and A− M¯(·), (noting that in
the current case, Φ¯(s, t)−1 exists) we have
(5.21) Γ(t) = Φ¯(T, t)−1Γ(T )Φ(T, t) +
∫ T
t
Φ¯(s, t)−1Θ(s)Φ(s, t)ds, t ∈ [0, T ].
We point out that in the current case, (5.14) is not needed. However, if (5.17) holds and we are working in
a complex Hilbert space, we will still have (5.14) and Γ(·) can also be given by (5.16).
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In what follows, when we say a mild solution Π(·) of (5.4), we mean that P (·) and P¯ (·) are given by (5.9)
and (5.10), respectively, and Γ(·) is defined by by (5.16) such that (5.14) holds for the case A = A∗ and Γ(·)
is defined by (5.21) for the case A∗ = −A (since we prefer to stay with a real Hilbert space).
The following is the main result of this section and it will play an important role below.
Proposition 5.1. Let (y(·), ψ(·)) be a mild solution of linear FBEE (5.1) and Π(·) be a mild solution of
Lyapunov differential equation (5.4). Then
(5.22)
〈
Π(T )
(
y(T )
ψ(T )
)
,
(
y(T )
ψ(T )
)〉
−
〈
Π(0)
(
y(0)
ψ(0)
)
,
(
y(0)
ψ(0)
)〉
=
∫ T
0
[〈(
Π(t)[B(t)+M(t)]+[B(t)+M(t)]∗Π(t)−Q(t)
)(y(t)
ψ(t)
)
,
(
y(t)
ψ(t)
)〉
+2
〈
Π(t)
(
b0(t)
−g0(t)
)
,
(
y(t)
ψ(t)
)〉]
dt.
Proof. For λ > 0, let Φλ(· , ·) and Φ¯λ(· , ·) be the evolution operators generated by Aλ − M(·) and
Aλ − M¯(·), respectively. Define
(5.23) Pλ(t)=Φλ(T, t)
∗P (T )Φλ(T, t) +
∫ T
t
Φλ(s, t)
∗Q0(s)Φλ(s, t)ds, t ∈ [0, T ],
and
(5.24) P¯λ(t) = Φ¯λ(t, 0)P¯ (0)Φ¯λ(t, 0)
∗ −
∫ t
0
Φ¯λ(t, s)Q¯0(s)Φ¯λ(t, s)
∗ds, t ∈ [0, T ].
For the case A∗ = A, we have (5.16) with (5.14) which leads to
Γ(t)Aλ = AλΓ(t), t ∈ [0, T ].
For the case A∗ = −A, we define
(5.25) Γλ(t) =Φ¯λ(T, t)
−1Γ(T )Φλ(T, t)+
∫ T
t
Φ¯λ(s, t)
−1Θ(s)Φλ(s, t)ds, t ∈ [0, T ].
A direct computation shows that
Π˙λ(t) + Πλ(t)[Aλ −M(t)] + [Aλ −M(t)]
∗Πλ(t) +Q(t) = 0,
where
Aλ =
(
Aλ 0
0 −A∗λ
)
, Q(t) =
(
Q0(t) Θ(t)
∗
Θ(t) Q¯0(t)
)
,
and
Πλ(t) =
(
Pλ(t) Γλ(t)
∗
Γλ(t) P¯λ(t)
)
,
with Γλ(·) = Γ(·) for the case A
∗ = A. At the same time, we let
(
y˙λ(t)
ψ˙λ(t)
)
=
[
Aλ + B(t)
](yλ(t)
ψλ(t)
)
+
(
b0(t)
−g0(t)
)
, t ∈ [0, T ],
yλ(0) = y(0), ψλ(T ) = ψ(T ).
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Then 〈
Πλ(T )
(
yλ(T )
ψλ(T )
)
,
(
yλ(T )
ψλ(T )
)〉
−
〈
Πλ(0)
(
yλ(0)
ψλ(0)
)
,
(
yλ(0)
ψλ(0)
)〉
=
∫ T
0
[〈
−
(
Πλ(t)[Aλ−M(t)]+[Aλ−M(t)]
∗Πλ(t)+Q(t)
)(yλ(t)
ψλ(t)
)
,
(
yλ(t)
ψλ(t)
)〉
+
〈{
Πλ(t)[Aλ + B(t)]+[Aλ + B(t)]
∗Πλ(t)
}(yλ(t)
ψλ(t)
)
,
(
yλ(t)
ψλ(t)
)〉
+2
〈
Πλ(t)
(
b0(t)
−g0(t)
)
,
(
yλ(t)
ψλ(t)
)〉]
dt
=
∫ T
0
[〈(
Πλ(t)[B(t)+M(t)]+[B(t)+M(t)]
∗Πλ(t)−Q(t)
)(yλ(t)
ψλ(t)
)
,
(
yλ(t)
ψλ(t)
)〉
+2
〈
Πλ(t)
(
b0(t)
−g0(t)
)
,
(
yλ(t)
ψλ(t)
)〉]
dt.
Passing to the limit, we obtain our result.
Next, we let
G0 =
{
(b0, g0, h0)
∣∣ b0(·), g0(·) ∈ L2(0, T ;X), h0 ∈ X}.
For any x ∈ X and (b, g, h) ∈ G1, (b0, g0, h0) ∈ G0, and ρ ∈ [0, 1], consider the following FBEE: It is easy to
see that when
(5.26)

y˙ρ(t) = Ayρ(t) + ρb(t, yρ(t), ψρ(t)) + b0(t),
ψ˙ρ(t) = −A∗ψρ(t)− ρg(t, yρ(t), ψρ(t))− g0(t),
t ∈ [0, T ],
yρ(0) = x, ψρ(T ) = ρh(yρ(T )) + h0.
It is easy to see that for ρ = 0, (5.26) is a trivial decoupled FBEE which admits a unique mild solution,
and for ρ = 1, (5.26) is essentially the same as (although it looks a little more general than) FBEE (1.1).
We will show that under certain conditions, there exists an absolute constant ε > 0 such that when (5.26)
is (uniquely) solvable for some ρ ∈ [0, 1), it must be (uniquely) solvable for (5.26) with ρ replaced by
(ρ + ε) ∧ 1. Then by repeating the same argument, we obtain the (unique) solvability of (1.1) over [0, T ].
Such an argument is called a method of continuation (see [25]). In doing so, the key is to establish an a
priori estimate for the mild solutions to (5.26), uniform in ρ ∈ [0, 1]. To this end, we need to make some
preparations.
For any λ > 0, we introduce the following approximate system of FBEE (5.26):
(5.27)

y˙
ρ
λ(t) = Aλy
ρ
λ(t) + ρb(t, y
ρ
λ(t), ψ
ρ
λ(t)) + b0(t),
ψ˙
ρ
λ(t) = −A
∗
λψ
ρ
λ(t)− ρg(t, y
ρ
λ(t), ψ
ρ
λ(t))− g0(t),
t ∈ [0, T ],
y
ρ
λ(0) = x, ψ
ρ
λ(T ) = ρh(y
ρ
λ(T )) + h0.
Suppose for the initial condition x ∈ X , the generator (b, g, h) ∈ G4 and (b0, g0, h0) ∈ G0, FBEE (5.27)
admits a solution (yρλ(·), ψ
ρ
λ(·)). Also, let (y¯
ρ
λ(·), ψ¯
ρ
λ(·)) be a solution of (5.27) with (b, g, h), (b0, g0, h0), and
x respectively replaced by (b¯, g¯, h¯) ∈ G1, (b¯0, g¯0, h¯0) ∈ G0, and x¯ ∈ X . Define
(5.28) ŷ(·) = y¯ρλ(·) − y
ρ
λ(·), ψ̂(·) = ψ¯
ρ
λ(·)− ψ
ρ
λ(·).
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Denote
(5.29)

b˜y(t)=
∫ 1
0
by(t, y
ρ
λ(t) + αŷ(t), ψ
ρ
λ(t) + αψ̂(t))dα,
b˜ψ(t)=
∫ 1
0
bψ(t, y
ρ
λ(t) + αŷ(t), ψ
ρ
λ(t) + αψ̂(t)))dα,
g˜y(t)=
∫ 1
0
gy(t, y
ρ
λ(t) + αŷ(t), ψ
ρ
λ(t) + αψ̂(t))dα,
g˜ψ(t)=
∫ 1
0
gψ(t, y
ρ
λ(t) + αŷ(t), ψ
ρ
λ(t) + αψ̂(t)))dα,
h˜y =
∫ 1
0
hy(y
ρ
λ(T ) + αŷ(T ))dα,
and set
(5.30)

δb(t) = b¯(t, y¯ρλ(t), ψ¯
ρ
λ(t))− b(t, y¯
ρ
λ(t), ψ¯
ρ
λ(t)), δb0(t) = b¯0(t)− b0(t),
δg(t) = g¯(t, y¯ρλ(t), ψ¯
ρ
λ(t))− g(t, y¯
ρ
λ(t), ψ¯
ρ
λ(t)), δg0(t) = g¯0(t)− g0(t),
δh = h¯(y¯ρλ(T ))− h(y¯
ρ
λ(T )), δh0 = h¯0 − h0, x̂ = x¯− x.
Then (ŷ(·), ψ̂(·)) satisfies
(5.31)

˙̂y(t) = Aλŷ(t) + ρb˜y(t)ŷ(t) + ρb˜ψ(t)ψ̂(t) + ρδb(t) + δb0(t),
˙̂
ψ(t) = −A∗λψ̂(t)−ρg˜y(t)ŷ(t)−ρg˜ψ(t)ψ̂(t)−ρδg(t)−δg0(t),
t ∈ [0, T ],
ŷ(t) = x̂, ψ̂(T ) = ρh˜y ŷ(T ) + δh+ δh0.
For the above linear FBEE, we have the following result.
Proposition 5.2. Let (b, g, h) ∈ G3 and
(5.32)

Lby(t), sup
(y,ψ)∈X×X
[
maxσ
(by(t, y, ψ) + by(t, y, ψ)∗
2
)]+
,
Lgψ(t) , sup
(y,ψ)∈X×X
[
max σ
(gψ(t, y, ψ) + gψ(t, y, ψ)∗
2
)]+
,
t ∈ [0, T ],
where σ(Λ) is the spectrum of the operator Λ ∈ L(X). Let (yρλ(·), ψ
ρ
λ(·)) be a solution to FBEE (5.27), and
(y¯ρλ(·), ψ¯
ρ
λ(·)) be a solution of (5.27) corresponding to (b¯, g¯, h¯) ∈ G1, (b0, g0, h0) ∈ G0 and x¯ ∈ X . Then
(5.33) ‖ŷ(·)‖∞ 6 ρ
∫ T
0
eρ
∫
T
s
Lby(τ)dτ‖b˜ψ(s)ψ̂(s)‖ds+K
[
‖x̂‖+
∫ T
0
(
‖δb(s)‖+ ‖δb0(s)‖
)
ds
]
,
and
(5.34)
‖ψ̂(·)‖∞ 6 ρ
[
eρ
∫
T
0
Lgψ(τ)dτ‖h˜yŷ(T )‖+
∫ T
t
eρ
∫
s
0
Lgψ(τ)dτ‖g˜y(s)ŷ(s)‖ds
]
+K
[
‖δh‖+ ‖δh0‖+
∫ T
0
(
‖δg(s)‖+ ‖δg0(s)‖
)
ds
]
.
The proof is straightforward and for reader’s convenience, a proof is presented in the appendix.
We note that in the above proposition, it is only assumed that (b, g, h) ∈ G3 (the set of all generators
satisfying (H3)). Therefore, the Fre´chet derivatives by, bψ, and so on are not necessarily bounded. However,
it is still possible that ∫ T
0
(
‖b˜ψ(s)ψ̂(s)‖ + ‖g˜y(s)ŷ(s)‖
)
ds <∞.
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On the other hand, in the case (b, g, h) ∈ G4, we have
‖ŷ(·)‖∞ 6 ρ
∫ T
0
eρ
∫
T
s
Lby(τ)dτ‖b˜ψ(s)ψ̂(s)‖ds+K
[
‖x̂‖+
∫ T
0
(
‖δb(s)‖+ ‖δb0(s)‖
)
ds
]
6 ρ
(∫ T
0
eρ
∫
T
s
Lby(τ)dτ‖b˜ψ(s)‖ds
)
‖ψ̂(·)‖∞ +K
[
‖x̂‖+
∫ T
0
(
‖δb(s)‖+ ‖δb0(s)‖
)
ds
]
,
and
‖ψ̂(·)‖∞ 6 ρ
[
eρ
∫
T
0
Lgψ(τ)dτ‖h˜y ŷ(T )‖+
∫ T
0
eρ
∫
s
0
Lgψ(τ)dτ‖g˜y(s)ŷ(s)‖ds
]
+K
[
‖δh‖+ ‖δh0‖+
∫ T
0
(
‖δg(s)‖+ ‖δg0(s)‖
)
ds
]
6ρ2
[
eρ
∫
T
t
Lgψ(τ)dτ‖h˜y‖+
∫ T
0
eρ
∫
s
0
Lgψ(τ)dτ‖g˜y(s)‖ds
][∫ T
0
eρ
∫
T
s
Lby(τ)dτ‖b˜ψ(s)‖ds
]
‖ψ̂(·)‖∞
+K
[
‖x̂‖+‖δh‖+‖δh0‖+
∫ T
0
(
‖δb(s)‖+‖δb0(s)‖+‖δg(s)‖+‖δg0(s)‖
)
ds
]
.
Hence, when the following holds:
(5.35) ρ2
[
eρ
∫
T
0
Lgψ(τ)dτ‖h˜y‖+
∫ T
0
eρ
∫
s
0
Lgψ(τ)dτ‖g˜y(s)‖ds
][∫ T
0
eρ
∫
T
s
Lby(τ)dτ‖b˜ψ(s)‖ds
]
<1,
FBEE (5.27) admits a unique mild solution (yρλ(·), ψ
ρ
λ(·)), by means of contraction mapping theorem. It is
not hard to see that condition (5.35) holds when one of the following holds:
• The parameter ρ = 0, this is a trivial case, for which the FBEE is linear and decoupled.
• The time duration T is small enough.
• The coupling is weak enough in the sense that the Lipschitz constant of b(t, y, ψ) with respect to ψ (the
bound of bψ(·)), and/or the Lipschitz constants of g(t, y, ψ) and h(y) with respect to y (the bounds of gy(·)
and hy(·)) are small enough. An extreme case is that b(t, y, ψ) is independent of ψ, or g(t, y, ψ) and h(y) are
independent of y, which corresponds to the decoupled case.
From Proposition 5.2, we see that due to the coupling, in general, one can only obtain an estimate of
ŷ(·) in terms of ψ̂(·), and an estimate of ψ̂(·) in terms of ŷ(·). In order to obtain an a priori estimate on the
whole (ŷ(·), ψ̂(·)), we need either have an estimate for∫ T
0
‖b˜ψ(s)ψ̂(s)‖
2ds
independent of ŷ(·), or have an estimate for
‖h˜y ŷ(T )‖
2 +
∫ T
0
‖g˜y(s)ŷ(s)‖
2ds
independent of ψ̂(·). We now search conditions under which this is possible. To this end, we introduce the
following notions.
Definition 5.3. A continuous function Π(·) ≡
(
P (·) Γ(·)∗
Γ(·) P¯ (·)
)
: [0, T ] → S(X ×X) is called a type (I)
Lyapunov operator of the generator (b, g, h) ∈ G3 if there exist Q : [0, T ] → S(X × X) and M : [0, T ] →
L(X ×X) with
Q(t) =
(
Q0(t) Θ(t)
∗
Θ(t) Q¯0(t)
)
, M(t) =
(
M(t) 0
0 −M¯(t)∗
)
, t ∈ [0, T ],
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such that Π(·) is a mild solution to the Lyapunov differential equation
(5.36) Π˙(t) + Π(t)[A−M(t)] + [A−M(t)]∗Π(t) +Q(t) = 0, t ∈ [0, T ].
and for some constants µ,K > 0, the following are satisfied:
(5.37)

Π(0) +
(
−K 0
0 0
)
6 0,
(
I ρhy(y)
∗
0 I
)
Π(T )
(
I 0
ρhy(y) I
)
+
(
−µhy(y)
∗hy(y) 0
0 K
)
>0, ∀y∈X, ρ∈ [0, 1],
Hρ(t,Π(t), y, ψ)−Q(t) + µ
(
gy(t, y, ψ)
∗gy(t, y, ψ) 0
0 0
)
Π(t)
Π(t) −K
60,
∀(t, y, ψ) ∈ [0, T ]×X ×X, ρ ∈ [0, 1],
where
(5.38)
Hρ(t,Π, y, ψ) = ρ
[
ΠB(t, y, ψ) + B(t, y, ψ)∗Π
]
+ΠM(t) +M(t)∗Π,
∀(t,Π, y, ψ) ∈ [0, T ]× S(X)×X ×X, ρ ∈ [0, 1],
and
B(t, y, ψ) =
(
by(t, y, ψ) bψ(t, y, ψ)
−gy(t, y, ψ) −gψ(t, y, ψ)
)
, ∀(t, y, ψ) ∈ [0, T ]×X ×X.
If (5.37) is replaced by the following:
(5.39)

Π(0) +
(
−K 0
0 0
)
6 0,(
I ρhy(y)
∗
0 I
)
Π(T )
(
I 0
ρhy(y) I
)
+
(
0 0
0 K
)
> 0, ∀y ∈ X, ρ ∈ [0, 1],
Hρ(t,Π(t), y, ψ)−Q(t) + µ
(
0 0
0 bψ(t, y, ψ)
∗bψ(t, y, ψ)
)
Π(t)
Π(t) −K
60,
∀(t, y, ψ) ∈ [0, T ]×X ×X, ρ ∈ [0, 1],
then Π(·) is called a type (II) Lyapunov operator of (b, g, h).
If Π(·) is either a type (I) or Type (II) Lyapunov operator of (b, g, h), we simply call it a Lyapunov
operator of (b, g, h).
The existence of a Lyapunov operator gives some kind of compatibility of the coefficients in FBEE (1.1),
which will guarantee the well-posedness of the FBEE. We will carefully discuss properties and existence of
Lyapunov operators a little later. First, we present the following result gives the (uniform) stability of mild
solutions to (5.26) when the generator (b, g, h) ∈ G3 admits a Lyapunov operator.
Proposition 5.4. Let (b, g, h) ∈ G3 admit a Lyapunov operator Π(·) of either type (I) or (II). For any
ρ ∈ [0, 1], and x ∈ X , let (yρ(·), ψρ(·)) be a mild solution of FBEE (5.26) with some (b0(·), g0(·), h0) ∈ G0,
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and let (y¯ρ(·), ψ¯ρ(·)) be a mild solutions of FBEE (5.26) corresponding to another generator (b¯, g¯, h¯) ∈ G1,
and some (b¯0(·), g¯0(·), h¯0) ∈ G0, x¯ ∈ X . Then
(5.40)
‖y¯ρ(·)− yρ(·)‖∞ + ‖ψ¯
ρ(·)− ψρ(·)‖∞ 6 K
{
‖x¯− x‖2+ ‖h¯0 − h0‖
2 + ‖h¯(y¯ρ(T ))− h(y¯ρ(T ))‖2
+
∫ T
0
(
‖b¯(s, y¯ρ(s), ψ¯ρ(s))− b(t, y¯ρ(t), ψ¯ρ(s))|2 + ‖b¯0(s)− b0(s)‖
2
+‖g¯(s, y¯ρ(s), ψ¯ρ(s)) − g(s, y¯ρ(s), ψ¯ρ(s))‖2 + ‖g¯0(s)− g0(s)‖
2
)
ds
}
,
uniformly in ρ ∈ [0, 1]. In particular, if (b¯, g¯, h¯) = (b, g, h), then
(5.41)
‖y¯ρ(·)− yρ(·)‖2∞ + ‖ψ¯
ρ(·)− ψρ(·)‖2∞
6K
{
‖x¯− x‖2+‖h¯0 − h0‖
2+
∫ T
0
(
‖b¯0(s)−b0(s)‖
2+‖g¯0(t)−g0(s)‖
2
)
ds
}
,
uniformly in ρ ∈ [0, 1].
Proof. Recall notations in (5.28)–(5.30) and noting Proposition 5.1, we have (suppressing s when it has
no ambiguity)
〈(I ρ(h˜y)∗
0 I
)
Π(T )
(
I 0
ρh˜y I
)(
ŷ(T )
ρδh+ δh0
)
,
(
ŷ(T )
ρδh+ δh0
)〉
−
〈
Π(0)
(
x̂
ψ̂(0)
)
,
(
x̂
ψ̂(0)
)〉
=
〈
Π(T )
(
ŷ(T )
ρh˜y ŷ(T ) + ρδh+ δh0
)
,
(
ŷ(T )
ρh˜y ŷ(T ) + ρδh+ δh0
)〉
−
〈
Π(0)
(
x̂
ψ̂(0)
)
,
(
x̂
ψ̂(0)
)〉
=
〈
Π(T )
(
ŷ(T )
ψ̂(T )
)
,
(
ŷ(T )
ψ̂(T )
)〉
−
〈
Π(0)
(
x̂
ψ̂(0)
)
,
(
x̂
ψ̂(0)
)〉
=
∫ T
0
{〈(
H˜ρ −Q
)( ŷ
ψ̂
)
,
(
ŷ
ψ̂
)〉
+ 2
〈
Π
(
ŷ
ψ̂
)
,
(
ρδb+ δb0
ρδg + δg0
)〉}
ds
=
∫ T
0
〈(H˜ρ −Q Π
Π 0
)
ŷ
ψ̂
ρδb+ δb0
ρδg + δg0
 ,

ŷ
ψ̂
ρδb+ δb0
ρδg + δg0
〉ds,
where
H˜ρ(t,Π, y, ψ) = ρ
[
ΠB˜+ B˜∗Π
]
+ΠM(t) +M(t)∗Π,
and
B˜ =
(
b˜y b˜ψ
−g˜y −g˜ψ
)
,
with b˜y, etc. given by (5.29). Consequently, in the case that Π(·) is a type (I) Lyapunov operator of (b, g, h),
we have
〈
Π(T )
(
ŷ(T )
ρh˜yŷ(T ) + ρδh+ δh0
)
,
(
ŷ(T )
ρh˜yŷ(T ) + ρδh+ δh0
)〉
−
〈
Π(0)
(
x̂
ψ̂(0)
)
,
(
x̂
ψ̂(0)
)〉
> µ‖h˜yŷ(T )‖
2 −K
[
‖x̂‖2 + ‖δh‖2 + ‖δh0‖
2
]
,
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and
∫ T
0
〈(H˜ρ −Q Π
Π 0
)
ŷ
ψ̂
ρδb+ δb0
ρδg + δg0
 ,

ŷ
ψ̂
ρδb+ δb0
ρδg + δg0
〉ds
6
∫ T
0
(
− µ‖g˜y(s)ŷ(s)‖
2 +K‖ρδb(s) + δb0(s)‖
2 +K‖ρδg(s) + δg0(s)‖
2
)
ds.
Hence,
‖h˜yŷ(T )‖
2 +
∫ T
0
‖g˜y(s)ŷ(s)‖
2ds 6 K
[
‖x̂‖2 + ‖δh‖2 + ‖δh0‖
2
+
∫ T
0
(
‖δb(s)‖2 + ‖δb0(s)‖
2 + ‖δg(s)‖2 + ‖δg0(s)‖
2
)
ds
]
.
Combining the above with (5.33) and (5.34), we obtain (5.40).
On the other hand, in the case that Π(·) is a type (II) Lyapunov operator for (b, g, h), we have
〈
Π(T )
(
ŷ(T )
ρh˜yŷ(T ) + ρδh+ δh0
)
,
(
ŷ(T )
ρh˜yŷ(T ) + ρδh+ δh0
)〉
−
〈
Π(0)
(
x̂
ψ̂(0)
)
,
(
x̂
ψ̂(0)
)〉
> −K
[
‖x̂‖2 + ‖δh‖2 + ‖δh0‖
2
]
,
and
∫ T
0
〈(H˜ρ −Q Π
Π 0
)
ŷ
ψ̂
ρδb+ δb0
ρδg + δg0
 ,

ŷ
ψ̂
ρδb+ δb0
ρδg + δg0
〉ds
6
∫ T
0
(
− µ‖b˜ψ(s)ψ̂(s)‖
2 +K‖ρδb(s) + δb0(s)‖
2 +K‖ρδg(s) + δg0(s)‖
2
)
ds.
Hence, ∫ T
0
‖b˜ψ(s)ψ̂(s)‖
2ds 6 K
[
‖x̂‖2 + ‖δh‖2 + ‖δh0‖
2
+
∫ T
0
(
‖δb(s)‖2 + ‖δb0(s)‖
2 + ‖δg(s)‖2 + ‖δg0(s)‖
2
)
ds
]
.
Then, combining the above with (5.33) and (5.34), we again obtain (5.40).
6 Well-Posedness of FBEEs via Lyapunov Operators
We now state and prove the following theorem concerning the well-posedness of FBEE (1.1).
Theorem 6.1. Let (b, g, h) ∈ G2 ∩ G3 admit a type (I) or (II) Lyapunov operator Π(·). Then FBEE
(1.1) admits a unique mild solution (y(·), ψ(·)). Moreover, the following estimate holds:
(6.1) ‖y(·)‖∞ + ‖ψ(·)‖∞ 6 K
[
‖x‖+ ‖h(0)‖+
∫ T
0
(
‖b(s, 0, 0)‖+ ‖g(s, 0, 0)‖
)
ds
]
.
27
Further, if (y¯(·), ψ¯(·)) is a mild solution of FBEE (1.1) corresponding to (b¯, g¯, h¯) ∈ G2∩G3, then the following
stability estimate holds:
(6.2)
‖y¯(·)− y(·)‖∞ + ‖ψ¯(·)− ψ(·)‖∞ 6 K
{
‖x¯− x‖+ ‖h¯(y¯(T ))− h(y¯(T ))‖
+
∫ T
0
(
‖b¯(s, y¯(s), ψ¯(s))− b(s, y¯(s), ψ¯(s))‖ + ‖g¯(s, y¯(s), ψ¯(s)− g(s, y¯(s), ψ¯(s)‖
)
ds
}
.
Proof. Let (b0, g0, h0) ∈ G0. Let ρ ∈ [0, 1). Suppose the following (coupled) FBEE admits a unique mild
solution (yρ(·), ψρ(·)):
(6.3)

y˙ρ(t) = Ayρ(t) + ρb(t, yρ(t), ψρ(t)) + b0(t),
ψ˙ρ(t) = −A∗ψρ(t) + ρg(t, yρ(t), ψρ(t)) + g0(t),
yρ(0) = x, ψρ(T ) = ρh(yρ(T )) + h0,
and the following estimate holds:
(6.4)
‖yρ(·)‖∞ + ‖ψ
ρ(·)‖∞ 6 K
{
‖x‖+ ‖h(0)‖+ ‖h0‖
+
∫ T
0
(
‖b(s, 0, 0)‖+ ‖b0(s)‖+ ‖g(s, 0, 0)‖+ ‖g0(s)‖
)
ds
}
.
Now, let ε > 0 such that ρ+ ε ∈ [0, 1]. Consider the following coupled FBEE:
(6.5)

y˙ρ+ε(t) = Ayρ+ε(t) + (ρ+ ε)b(t, yρ+ε(t), ψρ+ε(t)) + b0(t),
ψ˙ρ+ε(t) = −A∗ψρ+ε(t) + (ρ+ ε)g(t, yρ+ε(s), ψρ+ε(t)) + g0(t),
yρ+ε(t) = x, ψρ+ε(T ) = (ρ+ ε)h(yρ+ε(T )) + h0,
To obtain the (unique) solvability of the above problem, we introduce the following sequence of problems:
(6.6)

yρ+ε,0(·) = ψρ+ε,0(·) = 0,
y˙ρ+ε,k+1(t) = Ayρ+ε,k+1(t) + ρb(t, yρ+ε,k+1(t), ψρ+ε,k+1(t))
+εb(t, yρ+ε,k(t), ψρ+ε,k(t)) + b0(t),
ψ˙ρ+ε,k+1(t) = −A∗ψρ+ε,k+1(t) + ρg(t, yρ+ε,k+1(t), ψρ+ε,k+1(t))
+εg(t, yρ+ε,k(t), ψρ+ε,k(t)) + g0(t),
yρ+ε,k+1(0) = x,
ψρ+ε,k+1(T ) = ρh(yρ+ε,k+1(T )) + εh(yρ+ε,k(T )) + h0.
By our assumption, inductively, for each k > 0, as long as (yρ+ε,k(·), ψρ+ε,k(·)) ∈ C([t, T ];X×X), the above
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FBEE admits a unique mild solution (yρ+ε,k+1(·), ψρ+ε,k+1(·)) ∈ C([t, T ];X ×X). Further,
(6.7)
‖yρ+ε,k+1(·)‖∞ + ‖ψ
ρ+ε,k+1(·)‖∞
6K
{
‖x‖+ ‖h(0)‖+ ‖εh(yρ+ε,k+1(T )) + h0‖
+
∫ T
0
(
‖b(s, 0, 0)‖+ ‖εb(s, yρ+ε,k(s), ψρ+ε,k(s)) + b0(s)‖
)
ds
+
∫ T
0
(
‖g(s, 0, 0)‖+ ‖εg(s, yρ+ε,k(s), ψρ+ε,k(s)) + g0(t)‖
)
ds
}
6 K
{
‖x‖+ ‖h(0)‖+ ‖h0‖+ ε‖y
ρ+ε,k(T )‖
+
∫ T
0
[
‖b(s, 0, 0)‖+ ‖b0(s)‖+ ε
(
‖yρ+ε,k(s)|+ ‖ψρ+ε,k(s)‖
)]
ds
+
∫ T
0
[
‖g(s, 0, 0)‖+ ‖g0(s)‖+ε
(
‖yρ+ε,k(s)‖+ ‖ψρ+ε,k(s)‖
)]
ds
}
6 Kε
(
‖yρ+ε,k(·)‖∞ + ‖ψ
ρ+ε,k(·)‖∞
)
+K
{
‖x‖+ ‖h(0)‖+ ‖h0‖+
∫ T
0
(
‖b(s, 0, 0)‖+ ‖b0(s)‖+ ‖g(s, 0, 0)‖+ ‖g0(s)‖
)
ds
}
.
Now, since (b, g, h) admits a type (I) or type (II) Lyapunov operator P (·), by Proposition 5.3, we obtain
‖yρ+ε,k+1(·)− yρ+ε,k(·)‖∞ + ‖ψ
ρ+ε,k+1(·)− ψρ+ε,k(·)‖∞
6 εK
{
‖h(yρ+ε,k(T ))− h(yρ+ε,k−1(T ))‖
+
∫ T
0
[
‖b(s, yρ+ε,k(s), ψρ+ε,k(s))− b(s, yρ+ε,k−1(s), ψρ+ε,k−1(s))‖
+‖g(s, yρ+ε,k(s), ψρ+ε,k(s))− g(s, yρ+ε,k−1(s), ψρ+ε,k−1(s))‖
]
ds
}
6 εK0
(
‖yρ+ε,k(·)− yρ+ε,k−1(·)‖∞ + ‖ψ
ρ+ε,k(·)− ψρ+ε,k−1(·)‖∞
)
.
Here, K0 > 0 is an absolute constant (independent of k > 1). Thus, taking ε > 0 small enough so that
εK0 6
1
2 , we obtain
lim
k→∞
(
‖yρ+ε,k(·)− yρ+ε(·)‖∞ + ‖ψ
ρ+ε,k(·)− ψρ+ε(·)‖∞
)
= 0,
with 
yρ+ε(·) =
∞∑
k=1
[
yρ+ε,k(·)− yρ+ε,k−1(·)
]
,
ψρ+ε(·) =
∞∑
k=1
[
ψρ+ε,k(·)− ψρ+ε,k−1(·)
]
.
which is the unique mild solution of FBEE (6.5). Further, let k →∞ in (6.7), we obtain
‖yρ+ε(·)‖∞ + ‖ψ
ρ+ε(·)‖∞ 6 Kε
(
‖yρ+ε(·)‖∞ + ‖ψ
ρ+ε(·)‖∞
)
+K
{
‖x‖+ ‖h(0)‖+ ‖h0‖+
∫ T
t
(
‖b(s, 0, 0)‖+ ‖b0(s)‖ + ‖g(s, 0, 0)‖+ ‖g0(s)‖
)2
ds
]}
.
Note that the constant K in front of ε above is universal. Then choose an ε > 0 satisfying Kε ≤ 12 so that
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the first term on the right hand side can be absorbed into the left hand, leading to the following:
‖yρ+ε(·)‖∞ + ‖ψ
ρ+ε(·)‖∞ 6 K
{
‖x‖+ ‖h(0)‖+ ‖h0‖
+
∫ T
t
(
‖b(s, 0, 0)‖+ ‖b0(s)‖ + ‖g(s, 0, 0)‖+ ‖g0(s)‖
)
ds
}
.
Continuing the above procedure, we obtain the solvability of the following coupled FBEE:
y˙(t) = Ay(t) + b(t, y(t), ψ(t)) + b0(t),
ψ˙(t) = −A∗ψ(t)− g(t, y(t), ψ(t))− g0(t),
y(0) = x, ψ(T ) = h(y(T )) + h0,
with the mild solution (y(·), ψ(·)) satisfying
‖y(·)‖∞ + ‖ψ(·)‖∞ 6 K
{
‖x‖+ ‖h(0)‖+
∫ T
0
(
‖b(s, 0, 0)‖+ ‖b0(s)‖+ ‖g(s, 0, 0)‖+ ‖g0(s)‖
)
ds
}
.
Thus, in particular, by taking (b0, g0, h0) = 0, we obtain the solvability of FBEE (1.1) with estimate
(6.8) ‖y(·)‖∞+‖ψ(·)‖∞6K
{
‖x‖+‖h(0)‖+
∫ T
0
(
‖b(s, 0, 0)‖+‖g(s, 0, 0)‖
)
ds
}
.
Now, let (y¯(·), ψ¯(·)) be a mild solution to (1.1) corresponding to (b¯, g¯, h¯) ∈ G2 ∩G3. Then, (y¯(·)− y(·), ψ¯(·)−
ψ(·)) satisfies a linear FBEE with the generator admitting a type (I) or type (II) Lyapunov operator Π(·),
the same as that for the generator (b, g, h). Hence, applying (6.8), we obtain the following stability estimate:
(6.9)
‖y¯(·)− y(·)‖∞ + ‖ψ¯(·)− ψ(·)‖∞ 6 K
{
‖x¯− x‖+ ‖h¯(y¯(T ))− h(y¯(T ))‖
+
∫ T
0
(
‖b¯(s, y¯(s), ψ¯(s)) − b(s, y¯(s), ψ¯(s))‖ + ‖g¯(s, y¯(s), ψ¯(s)) − g(s, y¯(s), ψ¯(s))‖
)
ds
}
.
This proves the theorem.
7 Construction of Lyapunov Operators and Solvable FBEEs
In this section, we will construct some Lyapunov operators, through which we obtain well-posedness of
corresponding FBEEs. First of all, we prove the following result which is practically more convenient to use
than the definition.
Theorem 7.1. Let (H0) hold and let (b, g, h) ∈ G2 ∩ G3. Let Π(·) ≡
(
P (·) Γ(·)∗
Γ(·) P¯ (·)
)
be a mild solution
to linear Lyapunov differential equation (5.4) for some
(7.1) M(·) ≡
(
M(·) 0
0 −M¯(·)∗
)
, Q(·) ≡
(
Q0(·) Θ(·)
∗
Θ(·) Q¯0(·)
)
.
Then Π(·) is both a Lyapunov operator of types (I) and (II) for (b, g, h) if the following hold:
(7.2) P¯ (t) 6 −δ, P (T ) > δ,
(7.3) P (T ) + hy(y)
∗Γ(T )+Γ(T )∗hy(y) + hy(y)
∗P¯ (T )hy(y) > δ, ∀y ∈ X,
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and
(7.4)
Π(t)M(t) +M(t)
∗Π(t)−Q(t) 6 −δ, t ∈ [0, T ],
Π(t)B(t, y, ψ) + B(t, y, ψ)∗Π(t) + Π(t)M(t) +M(t)∗Π(t) −Q(t) 6 −δ, (t, y, ψ)∈ [0, T ]×X×X.
for some δ > 0, with
B(t, y, ψ) =
(
by(t, y, ψ) bψ(t, y, ψ)
−gy(t, y, ψ) −gψ(t, y, ψ)
)
, (t, y, ψ) ∈ [0, T ]×X ×X.
Note that δ > 0 appears in (7.2)–(7.4) does not have to be the same. But, we can always make them the
same by shrinking δ if necessary.
Proof. First of all, in order Π(·) to be a type (I) Lyapunov operator of the generator (b, g, h), one needs
(5.37). Hence, at t = 0, one needs
0 > Π(0) +
(
−K 0
0 0
)
=
(
P (0)−K Γ(0)∗
Γ(0) P¯ (0)
)
,
for some K > 0, which will be ensured by the following:
(7.5) P¯ (0) 6 −δ,
for some δ > 0. Next, at t = T , one needs
(7.6)
0 6
(
I ρhy(y)
∗
0 I
)
Π(T )
(
I 0
ρhy(y) I
)
+
(
−µhy(y)
∗hy(y) 0
0 K
)
=ρ2
(
0 hy(y)
∗
0 0
)
Π(T )
(
0 0
hy(y) 0
)
+ρ
[(0 hy(y)∗
0 0
)
Π(T )+Π(T )
(
0 0
hy(y) 0
)]
+Π(T ) +
(
−µhy(y)
∗hy(y) 0
0 K
)
, ∀y∈X, ρ∈ [0, 1],
for some µ,K > 0. If we are able to show the following (which will be done below)
(7.7) P¯ (T ) 6 0,
then
(7.8)
(
0 hy(y)
∗
0 0
)
Π(T )
(
0 0
hy(y) 0
)
=
(
hy(y)
∗P¯ (T )hy(y) 0
0 0
)
6 0.
Hence, (7.6) is true if and only if it is true for ρ = 0, 1, i.e.,
0 6 Π(T ) +
(
−µhy(y)
∗hy(y) 0
0 K
)
=
(
P (T )− µhy(y)
∗hy(y) Γ(T )
∗
Γ(T ) P¯ (T ) +K
)
,
and
0 6
(
0 hy(y)
∗
0 0
)
Π(T )
(
0 0
hy(y) 0
)
+
[(0 hy(y)∗
0 0
)
Π(T ) + Π(T )
(
0 0
hy(y) 0
)]
+Π(T ) +
(
−µhy(y)
∗hy(y) 0
0 K
)
=
(
P (T ) + hy(y)
∗Γ(T ) + Γ(T )∗hy(y) +hy(y)
∗P¯ (T )hy(y)− µhy(y)
∗hy(y) Γ(T )
∗+ hy(y)
∗P¯ (T )
Γ(T ) + P¯ (T )hy(y) P¯ (T ) +K
)
.
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By choosing µ > 0 small enough and K > 0 large enough, we see that the above is implied by the following:
(
P (T ) Γ(T )∗
Γ(T ) P¯ (T ) +K
)
> δ,
(
P (T ) + hy(y)
∗Γ(T ) + Γ(T )∗hy(y) +hy(y)
∗P¯ (T )hy(y) Γ(T )
∗ + hy(y)
∗P¯ (T )
Γ(T ) + P¯ (T )hy(y) P¯ (T ) +K
)
> δ,
for some δ > 0. This will further be implied by
P (T ) > δ, P (T )+hy(y)
∗Γ(T )+Γ(T )∗hy(y)+hy(y)
∗P¯ (T )hy(y)>δ,
for some δ > 0. Hence, to summarize, at t = 0, T , it suffices to have (7.2)–(7.3).
Now, we look at t ∈ (0, T ). One needsHρ(t, y, ψ)−Q(t) + µ
(
gy(t, y, ψ)
∗gy(t, y, ψ) 0
0 0
)
Π(t)
Π(t) −K
60,
for some µ,K > 0. The left-hand side is affine in ρ. Hence, the above is true for all ρ ∈ [0, 1] if and only if
it is true for ρ = 0, 1, i.e.,Π(t)M(t) +M(t)∗Π(t)−Q(t) + µ
(
gy(t, y, ψ)
∗gy(t, y, ψ) 0
0 0
)
Π(t)
Π(t) −K
60,
Π(t)B(t, y, ψ)+B(t, y, ψ)∗Π(t)+Π(t)M(t)+M(t)∗Π(t)−Q(t)+µ
(
gy(t, y, ψ)
∗gy(t, y, ψ) 0
0 0
)
Π(t)
Π(t) −K
60,
for some µ,K > 0. These are implied by the following: (by letting µ > 0 small enough)
(7.9)
(
Π(t)M(t) +M(t)∗Π(t)−Q(t) Π(t)
Π(t) −K
)
6 −δ,
and
(7.10)
(
Π(t)B(t, y, ψ) + B(t, y, ψ)∗Π(t) + Π(t)M(t) +M(t)∗Π(t) −Q(t) Π(t)
Π(t) −K
)
6 −δ,
for some δ > 0. It is clear that (7.9)–(7.10) hold for some large K > 0 if (7.4) holds. Further, we note that
the first condition in (7.4) implies
−P (t)M(t)−M(t)∗P (t) +Q0(t) > δ,
P¯ (t)M¯(t)∗ + M¯(t)P¯ (t) + Q¯0(t) > δ.
Hence, for any t ∈ [t, T ], using P (T ) > δ and P¯ (0) 6 −δ, we obtain
(7.11) P (t) = eA
∗(T−t)P (T )eA(T−t) +
∫ T
t
eA
∗(s−t)[−P (s)M(s)−M(s)∗P (s)+Q0(s)]e
A(s−t)ds > 0,
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and
(7.12) P¯ (t) = eAtP¯ (0)eA
∗t −
∫ t
0
eA(t−s)[P¯ (s)M¯(s)∗+M¯(s)P¯ (s)+Q¯0(s)]e
A∗(t−s)ds 6 0.
In particular, (7.7) holds. This proves that under (7.2)–(7.4), Π(·) is a type (I) Lyapunov operator for the
generator (b, g, h).
We can similarly prove that under (7.2)–(7.4), Π(·) is also a type (II) Lyapunov operator for the generator
(b, g, h).
Corollary 7.2. Let (H0) hold and let (b, g, h) ∈ G2 ∩ G3. Let Π(·) ≡
(
P (·) Γ(·)∗
Γ(·) P¯ (·)
)
be a mild solution
to (5.4) for some M(·) and Q(·) of form (7.1) such that (7.2)–(7.3) hold. Suppose the following hold:
(7.13)
Π(t)M(t) +M(t)
∗Π(t) −Q(t) 6 −δ − ε, t ∈ [0, T ],
Π(t)B(t, y, ψ) + B(t, y, ψ)∗Π(t) 6 ε, (t, y, ψ)∈(0, T )×X×X,
for some δ, ε > 0. Then Π(·) is both a Lyapunov operator of types (I) and (II) for (b, g, h). In particular,
this is the case if the following holds:
(7.14)
Q(t) > δ + ε, t ∈ [0, T ],Π(t)B(t, y, ψ)+B(t, y, ψ)∗Π(t)6 ε, (t, y, ψ)∈(0, T )×X×X,
for some δ, ε > 0.
Proof. It is clear that (7.13) implies (7.4). In particular, by letting M(·) = 0, we see that (7.14) implies
(7.4).
We note that condition (7.13) is more convenient to check than (7.4). Next, we look at some concrete
special cases of Theorem 7.1, which will be more practically useful. We first present the following result.
Lemma 7.3. Let (H0) hold and p1, p¯0, q0, q¯0, θ, γ ∈ R and m, m¯ > −σ0. Let
(7.15)
M(t) = mI, M¯(t) = m¯I,Q0(t) = q0I, Q¯0(t) = q¯0I, Θ(t) = θI.
The mild solution Π(·) of (5.4) satisfying
(7.16) P (T ) = p1I, P¯ (0) = −p¯0I, Γ(T ) = γI,
is given by the following: In the case A∗ = A, for any t ∈ [0, T ],
(7.17)
Π(t)=
(
p1e
2(A−m)(T−t)
[
γe(m¯−m)(T−t) + θ e
(m¯−m)(T−t)−1
m¯−m
]
I[
γe(m¯−m)(T−s)+ θ e
(m¯−m)(T−t)−1
m¯−m
]
I −p¯0e
2(A−m¯)t
)
+
1
2
(
q0(A−m)
−1[e2(A−m)(T−t) − I] 0
0 −q¯0(A− m¯)
−1[e2(A−m¯)t − I]
)
,
and in the case A∗ = −A, for t ∈ [0, T ],
(7.18) Π(t)=

[
p1e
−2m(T−t) + q02m (1− e
−2m(T−t))
]
I
[
γe(m¯−m)(T−s)+ θ e
(m¯−m)(T−t)−1
m¯−m
]
I
[
γe(m¯−m)(T−t) + θ e
(m¯−m)(T−t)−1
m¯−m
]
I −
[
p¯0e
−2m¯t + q¯02m¯ (1− e
−2m¯t)
]
I
.
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In the above, the following convention is adopted:
(7.19)
1− e−αβ
α
≡ β, if α = 0.
In particular, if
(7.20) m¯ = m,
then in the case A∗ = A, for m ∈ R(A) and t ∈ [0, T ],
(7.21)
Π(t)=
(
p1e
2(A−m)(T−t) [γ + θ(T − t)]I
[γ + θ(T − t)]I −p¯0e
2(A−m)t
)
+
1
2
(
q0(A−m)
−1[e2(A−m)(T−t) − I] 0
0 −q¯0(A−m)
−1[e2(A−m)t − I]
)
,
and in the case A∗ = −A, for t ∈ [0, T ],
(7.22) Π(s)=
[p1e−2m(T−s) + q0 1−e2m(T−s)2m ]I [γ + θ(T − t)]I
[γ + θ(T − t)]I −
[
p¯0e
−2m(s−t) + q¯0
1−e−2mt
2m
]
I
 .
Further, if m = m¯ = 0, then, for A∗ = A, t ∈ [0, T ],
(7.23) Π(t) =
(
(p1 +
q0
2 A
−1)e2A(T−t) + q02 A
−1 [γ + θ(T − t)]I
[γ + θ(T − t)]I −(p¯0 +
q¯0
2 A
−1)e2At + q¯02 A
−1
)
,
and for A∗ = −A, t ∈ [0, T ],
(7.24) Π(t) =
[p1 + q0(T − t)]I [γ + θ(T − t)]I
[γ + θ(T − t)]I −[p¯0 + q¯0t]I
 .
Proof. With the choice of (7.15), we have
(7.25)
P (t) = e(A−m)
∗(T−t)P (T )e(A−m)(T−t) +
∫ T
t
e(A−m)
∗(s−t)Q0(s)e
(A−m)(s−t)ds
= p1e
(A−m)∗(T−t)e(A−m)(T−t) + q0
∫ T
t
e(A−m)
∗(s−t)e(A−m)(s−t)ds, t ∈ [0, T ],
and
(7.26)
P¯ (t) = e(A−m¯)tP¯ (0)e(A−m¯)
∗t −
∫ t
0
e(A−m¯)(t−s)Q¯0(s)e
(A−m¯)∗(t−s)ds
= −p¯0e
(A−m¯)te(A−m¯)
∗t − q¯0
∫ t
0
e(A−m¯)(t−s)e(A−m¯)
∗(t−s)ds, t ∈ [0, T ].
Also, in the current case, Γ(·) satisfies
Γ˙(t) + (m¯−m)Γ(t) + θI = 0,
which leads to (with Γ(T ) = γI)
(7.27)
Γ(t) =
[
γe(m¯−m)(T−t) + θ
∫ T
t
e(m¯−m)(s−t)dr
]
I
=
[
γe(m¯−m)(T−t) + θ
e(m¯−m)(T−t) − 1
m¯−m
]
I = Γ(t)∗, t ∈ [0, T ].
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When m¯−m = 0, the above is understood as
(7.28) Γ(t) =
[
γ + θ(T − t)
]
I, t ∈ [0, T ].
We now look at two cases.
In the case A∗ = A, (7.25) and (7.26) become
(7.29) P (t) = p1e
2(A−m)(T−t) +
q0
2
(A−m)−1
[
e2(A−m)(T−t) − I
]
, t ∈ [0, T ],
and
(7.30) P¯ (t) = −p¯0e
2(A−m¯)t −
q¯0
2
(A− m¯)−1
[
e2(A−m¯)t − I
]
, t ∈ [0, T ].
In the case A∗ = −A, (7.25) and (7.26) become
(7.31) P (t)=
(
p1e
−2m(T−t)+q0
∫ T
t
e−2m(s−t)ds
)
I=
(
p1e
−2m(T−t)+
q0
2m
(1− e−2m(T−t))
)
I, t ∈ [0, T ],
with the above understood as follows when m = 0,
(7.32) P (t) =
(
p1 + q0(T − t)
)
I, t ∈ [0, T ],
and
(7.33) P¯ (t) = −
(
p¯0e
−2m¯t + q¯0
∫ t
0
e−2m¯(t−s)ds
)
I = −
(
p¯0e
−2m¯t +
q¯0
2m¯
(1− e−2m¯t)
)
I, t ∈ [0, T ],
with the above understood as follows when m¯ = 0,
(7.34) P¯ (t) = −
(
p¯0 + q¯0t
)
I, t ∈ [0, T ].
The rest conclusions are clear.
Combining Theorem 7.1 or Corollary 7.2 with Lemma 7.3, we can present many concrete cases for which
the corresponding FBEEs are well-posed. For the simplicity of presentation, we only consider below the case
that (7.20) holds. First, we present a simple lemma.
Lemma 7.4. Let
f(κ) = αe−κ + β
1− e−κ
κ
, κ > 0,
with α, β > 0. Then κ 7→ f(κ) is decreasing on (0,∞) and
0 = lim
κ→∞
f(κ) = inf
κ>0
f(κ) < sup
κ>0
f(κ) = lim
κ→0
f(κ) = α+ β.
Proof. We note that
f ′(κ) = −αe−κ + β
e−κκ− (1− e−k)
κ
= −
( α
eκ
+
eκ − 1− κ
κ2eκ
)
< 0.
Then our conclusion follows immediately.
Theorem 7.5. Let (H0) hold and let (b, g, h) ∈ G2∩G3. Suppose there are constants p1, p¯0, q0, q¯0, δ, δ¯, ε >
0, m > −σ0, and γ, θ ∈ R such that
(7.35) p1I + γ[hy(y) + hy(y)
∗]−
[
p¯0e
−2(σ0+m)(T−t) +
q¯0(1− e
−2(σ0+m)(T−t))
2(σ0 +m)
]
hy(y)
∗hy(y) > δ,
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(7.36)
(
q0
σ0+me
−2(σ0+m)(T−t)
σ0+m
− 2mp1e
−2(σ0+m)(T−t) θ
θ q¯0
σ0+me
−2(σ0+m)t
σ0+m
− 2mp¯0e
−2(σ0+m)t
)
> δ¯ + ε,
∀t ∈ [0, T ].
Then the corresponding FBEE is well-posed if one of the following holds:
(i) In the case A∗ = A, it holds that
(7.37)
(
p1e
2(A−m)(T−t) 0
0 −p¯0e
2(A−m)t
)
B(t, y, ψ) + B(t, y, ψ)∗
(
p1e
2(A−m)(T−t) 0
0 −p¯0e
2(A−m)t
)
+[γ + θ(T − t)]
[(0 I
I 0
)
B(t, y, ψ) + B(t, y, ψ)∗
(
0 I
I 0
)]
+
1
2
[(q0(A−m)−1[e2(A−m)(T−t) − I] 0
0 −q¯0(A−m)
−1[e2(A−m)t − I]
)
B(t, y, ψ)
+B(t, y, ψ)∗
(
q0(A−m)
−1[e2(A−m)(T−t) − I] 0
0 −q¯0(A−m)
−1[e2(A−m)t − I]
)]
6ε.
(ii) In the case A∗ = −A, it holds that
(7.38)
(
p1e
−2m(T−t) 0
0 −p¯0e
−2mt
)
B(t, y, ψ) + B(t, y, ψ)∗
(
p1e
−2m(T−t) 0
0 −p¯0e
−2mt
)
+[γ + θ(T − t)]
[(0 I
I 0
)
B(t, y, ψ) + B(t, y, ψ)∗
(
0 I
I 0
)]
+
(
q0
1−e−2m(T−t)
2m I 0
0 −q¯0
1−e−2mt
2m I
)
B(t, y, ψ) + B(t, y, ψ)∗
(
q0
1−e−2m(T−t)
2m I 0
0 −q¯0
1−e−2mt
2m I
)
6 ε.
Proof. (i) We consider the case A∗ = A. First of all, by taking
(7.39) P (T ) = p1I > 0, P¯ (0) = −p¯0I < 0,
we see that (7.2) holds. Next, to get (7.3), we look at the following (recalling (7.33)):
P (T ) + hy(y)
∗Γ(T )+Γ(T )∗hy(y) + hy(y)
∗P¯ (T )hy(y)
= p1I + γ[hy(y) + hy(y)
∗]− hy(y)
∗
(
p¯0e
2(A−m)T +
q¯0
2
(A−m)−1
[
e2(A−m)T − I
])
hy(y).
Let us estimate the quadratic term in hy(y) on the right hand side of the above. To this end, we observe
the following: For any τ > σ0 (recall m > −σ0),
p¯0e
−2(τ+m)T +
q¯0T (1− e
−2(τ+m)T )
2(τ +m)T
≡ p¯0e
−κ +
q¯0T (1− e
−κ)
κ
≡ f(κ),
with κ = 2(τ +m)T > 2(σ0 +m)T > 0. By Lemma 7.4, we have
sup
κ>2(σ0+m)T
f(κ) = f(2(σ0 +m)T ) = p¯0e
−2(σ0+m)T +
q¯0(1− e
−2(σ0+m)T )
2(σ0 +m)
.
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By the spectral decomposition of A, making use of (7.35), one has
P (T ) + hy(y)
∗Γ(T )+Γ(T )∗hy(y) + hy(y)
∗P¯ (T )hy(y)
= p1I + γ[hy(y) + hy(y)
∗]− hy(y)
∗
(
p¯0e
2(A−m)T +
q¯0
2
(A−m)−1
[
e2(A−m)T − I
])
hy(y)
> p1I + γ[hy(y) + hy(y)
∗]−
[
p¯0e
−2(σ0+m)T +
q¯0(1− e
−2(σ0+m)T )
2(σ0 +m)
]
hy(y)
∗hy(y) > δ,
which gives (7.3). Next, note that (in the case m¯ = m)
(7.40) −Π(t)M(t) −M(t)∗Π(t) +Q(t) =
(
−2mP (t) + q0I θI
θI 2mP¯ (t) + q¯0I
)
.
We now look at the following (noting (7.29) and (7.30)):
−2mP (t) + q0I =−2mp1e
2(A−m)(T−t)−mq0(A−m)
−1
[
e2(A−m)(T−t)−I
]
+q0I
= −2mp1e
2(A−m)(T−t) + q0
[
A−me2(A−m)(T−t)
]
(A−m)−1,
and
2mP¯ (t) + q0I = −2mp¯0e
2(A−m)t −mq¯0(A−m)
−1
[
e2(A−m)t − I
]
+q¯0I
= −2mp¯0e
2(A−m)t + q¯0
[
A−me2(A−m)t
]
(A−m)−1.
Similar to the above, for any τ > σ0 and m > −σ0, we have (τ +m > 0)
−2mp1e
−2(τ+m)(T−t) +
q0(τ +me
−2(τ+m)(T−t))
τ +m
= −2mp1e
−2(τ+m)(T−t) + q0 +
2mq0(T − t)(e
−2(τ+m)(T−t) − 1)
2(τ +m)(T − t)
= q0 −
[
2mp1e
−κ −
2mq0(T − t)(1 − e
−κ)
κ
]
≡ q0 − f(κ),
with κ = 2(τ +m)(T − t) > 2(σ0 +m)(T − t). By Lemma 7.4 again, we have
(7.41)
−2mp1e
−2(τ+m)(T−t) +
q0(τ +me
−2(τ+m)(T−t))
τ +m
> q0 − sup
κ>2(σ0+m)(T−t)
f(κ) = q0 − f(2(σ0 +m)(T − t))
= q0 − 2mp1e
−2(σ0+m)(T−t) +
2mq0(e
−2(σ0+m)(T−t) − 1)
2(σ0 +m)
= q0
[
1−
2m(1− e−2(σ0+m)(T−t))
2(σ0 +m)
]
− 2mp1e
−2(σ0+m)(T−t)
= q0
σ0 +me
−2(σ0+m)(T−t)
σ0 +m
− 2mp1e
−2(σ0+m)(T−t)
> q0 − lim
κ→0
f(κ) = q0[1 + 2σ0(T − t)] + 2σ0p1.
Similarly,
(7.42)
−2mp¯0e
−2(τ+m)t +
q¯0(τ +me
−2(τ+m)t)
τ +m
> q¯0
[
1−
2m(1− e−2(σ0+m)t)
2(σ0 +m)
]
− 2mp¯0e
−2(σ0+m)t
> q¯0
σ0 +me
−2(σ0+m)t
σ0 +m
− 2mp¯0e
−2(σ0+m)t > q¯0[(1 + 2σ0t] + 2σ0p¯0.
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Consequently, using the spectral decomposition of A, we have
−2mP (t) + q0I > q0
σ0 +me
−2(σ0+m)(T−t)
σ0 +m
− 2mp1e
−2(σ0+m)(T−t),
2mP¯ (t) + q¯0I > q¯0
σ0 +me
−2(σ0+m)t
σ0 +m
− 2mp¯0e
−2(σ0+m)t.
Hence,
−Π(t)M(t)−M(t)∗Π(t) +Q(t) =
(
−2mp1e
2(A−m)(T−t) θI
θI −2mp¯0e
2(A−m)t
)
+
(
q0[A−me
2(A−m)(T−t)](A−m)−1 0
0 q¯0[A−me
2(A−m)t](A−m)−1
)
>
([
q0
σ0+me
−2(σ0+m)(T−t)
σ0+m
]
I θI
θI
[
q¯0
σ0+me
−2(σ0+m)t
σ0+m
]
I
)
−2m
(
p1e
−2(σ0+m)(T−t)I 0
0 p¯0e
−2(σ0+m)(T−t)I
)
> δ, ∀t ∈ [0, T ],
for some δ > 0, provided (7.36) holds. Then by (7.37), together with the representation of Π(·) from Lemma
7.3, we have
Π(t)B(t, y, ψ) + B(t, y, ψ)∗Π(t) 6 ε.
Hence, Corollary 7.2 applies.
(ii) We now consider the case A∗ = −A. Again, we still have (7.2) by (7.35). Next, for the current case,
recalling (7.30),
P (T ) + hy(y)
∗Γ(T )+Γ(T )∗hy(y) + hy(y)
∗P¯ (T )hy(y)
= p1I + γ[hy(y) + hy(y)
∗]−
(
p¯0e
−2m(T−t) +
q¯0
2m
(1− e−2m(T−t))
)
hy(y)
∗hy(y) > δ.
This leads to (7.35) with σ0 = 0. In the current case, we still have (7.40). We observe the following (noting
(7.31) and (7.33)):
−2mP (t) + q0I =−2m
(
p1e
−2m(T−t) +
q0
2m
(1− e−2m(T−t))
)
I +q0I
= −2mp1e
−2m(T−t) + q0e
−2m(T−t) = (q0 − 2mp1)e
−2m(T−t),
and
2mP¯ (t) + q¯0I = −2m
(
p¯0e
−2mt +
q¯0
2m
(1− e−2mt)
)
I + q¯0I
= −2mp¯0e
−2mt + q¯0e
−2mt = (q¯0 − 2mp¯0)e
−2mt,
Hence,
−Π(t)M(t) −M(t)∗Π(t) +Q(t)
=
(
(q0 − 2mp1)e
−2m(T−t)I θI
θI (q¯0 − 2mp¯0)e
−2mtI
)
> δ, ∀t ∈ [0, T ],
for some δ > 0, provided(
(q0 − 2mp1)e
−2m(T−t) θ
θ (q¯0 − 2mp¯0)e
−2mt
)
> 0, ∀t ∈ [0, T ],
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which is implied by (7.36) with σ0 = 0. The rest proof is obvious.
Corollary 7.6. Let (H0) hold, and let (b, g, h) ∈ G2 ∩ G3. Let p1, p¯0, q0, q¯0, δ, δ¯, ε > 0, γ ∈ R such that
(7.43) p1 + γ[hy(y) + hy(y)
∗]− (p¯0 + q¯0T )hy(y)
∗hy(y) > δ,
and
(7.44)
(
q0[1 + 2σ0(T − t)] + 2σ0p1 θ
θ q¯0[1 + 2σ0t] + 2σ0p¯0
)
> δ¯ + ε, t ∈ [0, T ].
Then the corresponding FBEE is well-posed if one of the following holds:
(i) For the case A∗ = A, the following holds:
(7.45)
(
p1e
2(A+σ0)(T−t) 0
0 −p¯0e
2(A+σ0)t
)
B(t, y, ψ) + B(t, y, ψ)∗
(
p1e
2(A+σ0)(T−t) 0
0 −p¯0e
2(A+σ0)t
)
+[γ + θ(T − t)]
[(0 I
I 0
)
B(t, y, ψ) + B(t, y, ψ)∗
(
0 I
I 0
)]
+
[(q0(T − t)η((A+ σ0)(T − t)) 0
0 −q¯0tη
(
(A+ σ0)t
))B(t, y, ψ)
+B(t, y, ψ)∗
(
q0(T − t)η
(
(A+ σ0)(T − t)
)
0
0 −q¯0tη
(
(A+ σ0)t
))]6ε,
where
(7.46) η(κ) =

eκ − 1
κ
, κ 6= 0,
1, κ = 0.
(ii) For the case A∗ = −A, the following holds:
(7.47)
(
[p1 + q0(T − t)]I [γ + θ(T − t)]I
[γ + θ(T − t)]I −[p¯0 + q¯0t]I
)
B(t, y, ψ)
+B(t, y, ψ)∗
(
[p1 + q0(T − t)]I [γ + θ(T − t)]I
[γ + θ(T − t)]I −[p¯0 + q¯0t]I
)
6ε.
Proof. By letting m → −σ0 in (7.35) and (7.36), we have (7.43)–(7.44). Thus, when (7.43)–(7.44) hold,
for m sufficiently closes to −σ0, (7.35)–(7.36) hold.
(i) For the case A∗ = A, we note that
1
2
(A−m)−1[e2(A−m)(T−t) − I] =
∫
σ(A)
e2(µ−m)(T−t) − 1
2(µ−m)
dEµ.
By the definition of η(·), we have that
e2(µ−m)(T−t) − 1
2(µ−m)
= (T − t)η
(
2(µ−m)(T − t)
)
,
and
lim
m→−σ0
1
2
(A−m)−1[eA−m)(T−t) − I] = (T − t)
∫
σ(A)
η
(
(µ+ σ0)(T − t)
)
dEµ
= (T − t)η
(
(A+ σ0)(T − t)
)
.
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Then sending m→ −σ0 in (7.37), we obtain (7.45).
Now, for the case A∗ = −A, by sending m→ 0, we obtain (7.47).
Although the conditions stated in Theorem 7.5 and Corollary 7.6 still look lengthy, they are practically
checkable. To illustrate this, let us look at an interesting situation covered.
Corollary 7.7. Let (H0) hold and (b, g, h) ∈ G2 ∩ G3. Let
(7.48) hy(y) + hy(y)
∗ > 0, ∀y ∈ X.
Let
(7.49)

B11(t, y, ψ) = B22(t, y, ψ)
∗,
B12(t, y, ψ) +B
∗
12(t, y, ψ) 6 0,
B21(t, y, ψ) +B21(t, y, ψ)
∗ > δ.
(t, y, ψ) ∈ [0, T ]×X ×X,
for some δ > 0, and
(7.50) p¯0(t)B22 +B
∗
22p¯0(t) 6 0, ∀t ∈ [0, T ],
where
(7.51) p¯0(t) =
 p¯0e2(A+σ0)t + q¯0tη
(
(A+ σ0)t
)
, if A∗ = A,
[p¯0 + q¯0t]I, if A
∗ = −A,
with p1, q0, p¯0, q¯0 > 0 and η(·) is defined by (7.46). Then the FBEE generated by (b, g, h) is well-posed.
Proof. First of all, by (7.48), and the boundedness of hy(·) (since (b, g, h) ∈ G2 ∩ G3), we can find p1 > 0
large so that (7.43) holds, and γ > 0 is allowed to be arbitrarily large. Also, by letting θ = 0, we see that
(7.44) holds, as long as q0, q¯0 > 0. Next, we define
(7.52) p1(t) =
 p1e2(A+σ0)(T−t) + q0(T − t)η
(
(A+ σ0)(T − t)
)
, if A∗ = A,
[p1 + q0(T − t)]I, if A
∗ = −A.
Then according to Corollary 7.6, the FBEE is well-posed if the following holds:
ε >
(
p1(t) γI
γI −p¯0(t)
)(
B11 B12
−B21 −B22
)
+
(
B∗11 −B
∗
21
B∗12 −B
∗
22
)(
p1(t) γI
γI −p¯0(t)
)
=
(
p1(t)B11 − γB21 p1(t)B12 − γB22
γB11 + p¯0(t)B21 γB12 + p¯0(t)B22
)
+
(
B∗11p1(t)− γB
∗
21 γB
∗
11 +B
∗
21p¯0(t)
B∗12p1(t)− γB
∗
22 γB
∗
12 +B
∗
22p¯0(t)
)
=
(
p1(t)B11 +B
∗
11p1(t)− γ[B21 +B
∗
21] p1(t)B12 +B
∗
21p¯0(t)
B∗12p1(t) + p¯0(t)B21 p¯0(t)B22 +B
∗
22p¯0(t) + γ[B12 +B
∗
12]
)
.
This is equivalent to the following:(
ε+ γ[B21 +B
∗
21]− [p1(t)B11 +B
∗
11p1(t)] −[p1(t)B12 +B
∗
21p¯0(t)]
−[B∗12p1(t) + p¯0(t)B21] ε− γ[B12 + B
∗
12]− [p¯0(t)B22 +B
∗
22p¯0(t)]
)
> 0,
which is implied by
γ[B21 +B
∗
21]− [p1(t)B11 +B
∗
11p1(t)] > 0,
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and
ε− γ[B12 +B
∗
12]− [p¯0(t)B22 +B
∗
22p¯0(t)]
−[B∗12p1(t) + p¯0(t)B21]
(
γ[B21 +B
∗
21]− [p1(t)B11 +B
∗
11p1(t)]
)−1
[p1(t)B12 +B
∗
21p¯0(t)] > 0.
Note that ∥∥∥(γ[B21 +B∗21]− [p1(t)B11 +B∗11p1(t)])−1∥∥∥
6
1
γ
‖(B21 +B
∗
21)
−1‖
∥∥∥(I − 1
γ
(B21 +B
∗
21)
−1[p1(t)B11 +B
∗
11p1(t)]
)−1∥∥∥
6
1
γ
‖(B21 +B
∗
21)
−1‖
1
1− 1
γ
‖(B21 +B∗21)
−1[p1(t)B11 +B∗11p1(t)]‖
=
‖(B21 +B
∗
21)
−1‖
γ − ‖(B21 +B∗21)
−1[p1(t)B11 +B∗11p1(t)]‖
.
Therefore, it suffices to have (note (7.49)–(7.50))
ε >
‖B∗12p1(t) + p¯0(t)B21‖
2‖(B21 +B
∗
21)
−1‖
γ − ‖(B21 +B∗21)
−1[p1(t)B11 +B∗11p1(t)]‖
,
which can be achieved by letting γ > 0 sufficiently large. Then our conclusion follows.
Let us look at some more cases.
Corollary 7.8. Let (H0) hold. Suppose (b, g, h) ∈ G2 ∩ G3 such that
(7.53) hy(y) + hy(y)
∗ > 0, ∀y ∈ X,
and
(7.54)
(
0 I
I 0
)
B(t, y, ψ) + B(t, y, ψ)∗
(
0 I
I 0
)
6 −δ, ∀(t, y, ψ) ∈ [0, T ]×X ×X,
for some δ > 0. Then the corresponding FBEE is well-posed.
Proof. First, by letting p1, p¯0, q0, q¯0 > 0, with q0, q¯0 > 0 suitably large, we will have (7.44). Then letting
p1 > 0 large, we will have (7.43). Next, by noting
0 6 η(κ) 6 1, ∀κ ≤ 0,
we see that under the condition (b, g, h) ∈ G4, either A
∗ = A or A∗ = −A, we always have the boundedness of
all the terms involved in the left-hand sides of (7.45) and (7.47), respectively. Hence, under condition (7.54),
we can find γ > 0 large enough so that (7.45) and (7.47) holds, respectively. Due to the condition (7.53), by
letting γ > 0 large, (7.43) will not be affected. Then Corollary 7.6 applies to get the well-posedness of the
corresponding FBEE.
Note that (7.54) is equivalent to the following:(
−[gy(t, y, ψ) + gy(t, y, ψ)
∗] by(t, y, ψ)
∗ − gψ(t, y, ψ)
by(t, y, ψ)− gψ(t, y, ψ)
∗ bψ(t, y, ψ) + bψ(t, y, ψ)
∗
)
6 −δ, ∀(t, y, ψ) ∈ [0, T ]×X ×X.
This is further equivalent to the uniform monotonicity of the following map(
y
ψ
)
7→
(
g(t, y, ψ)
−b(t, y, ψ)
)
,
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in the sense that for some δ > 0,
〈( g(t, y, ψ)− g(t, y¯, ψ¯)
−b(t, y, ψ) + b(t, y¯, ψ¯)
)
,
(
y − y¯
ψ − ψ¯
)〉
> δ
(
‖y − y¯‖2 + ‖ψ − ψ¯‖2), ∀t ∈ [0, T ], y, y¯, ψ, ψ¯ ∈ X.
It is possible to cook up many other cases from Theorem 7.5 and/or Corollary 7.6, for which the corre-
sponding FBEEs are well-posed. Let us list some of them here.
Corollary 7.9. Let (H0) hold and (b, g, h) ∈ G2 ∩ G3. Then the corresponding FBEE is well-posed if
one of the following holds:
(i) For some δ, ε > 0,
I + hy(y) + hy(y)
∗ > δ, ∀y ∈ X.
In the case A∗ = A, for all (t, y, ψ) ∈ [0, T ]×X ×X ,(
e2(A+σ0)(T−t) I
I 0
)
B(t, y, ψ) + B(t, y, ψ)∗
(
e2(A+σ0)(T−t) I
I 0
)
6 0,
and in the case A∗ = −A, for all (t, y, ψ) ∈ [t, T ]×X ×X ,(
I I
I 0
)
B(t, y, ψ) + B(t, y, ψ)∗
(
I I
I 0
)
6 0.
(ii) For some δ, ε > 0,
I − hy(y)
∗hy(y) > δ, ∀y ∈ X.
In the case A∗ = A, for all (t, y, ψ) ∈ [0, T ]×X ×X ,(
e2(A+σ0)(T−t) 0
0 e2(A+σ0)t
)
B(t, y, ψ) + B(t, y, ψ)∗
(
e2(A+σ0)(T−t) 0
0 e2(A+σ0)t
)
6 0,
and in the case A∗ = −A, for all (t, y, ψ) ∈ [0, T ]×X ×X ,
(7.55) B(t, y, ψ) + B(t, y, ψ)∗ ≤ 0.
(iii) For some δ, ε > 0,
(7.56) I + hy(y) + hy(y)
∗ − hy(y)
∗hy(y) > δ, ∀y ∈ X.
In the case A∗ = A, for all (t, y, ψ) ∈ [0, T ]×X ×X ,
(7.57)
(
e2(A+σ0)(T−t) I
I e2(A+σ0)t
)
B(t, y, ψ) + B(t, y, ψ)∗
(
e2(A+σ0)(T−t) I
I e2(A+σ0)t
)
6 0,
and in the case A∗ = −A, for all (t, y, ψ) ∈ [0, T ]×X ×X ,
(7.58)
(
I I
I I
)
B(t, y, ψ) + B(t, y, ψ)∗
(
I I
I I
)
6 0.
Proof. (i) We take p1 = γ > 0 large enough and take p¯0, q0, q¯0 > 0 small enough, θ = 0. Then we may
apply Corollary 7.6 to get our claim.
(ii) and (iii) can be proved similarly.
Inspired by the above result, it is easy for us to prove many other results of similar nature. We prefer
not to get into exhausting details.
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8 More General Cases
In this section, we will briefly consider some more general cases.
First of all, we consider the case (b, g, h) ∈ G2, i.e., the generator (b, g, h) only satisfies (H2), and might
not be Fre´chet differentiable in (y, ψ). Such a situation happens in many optimal control problems. To study
such a case, let us recall some results from [20].
Let f : X → X be Lipschitz continuous and y¯ ∈ X . For any linear subspace L ⊆ X , we define
L-Gaˆteaux-Jacobian DLf(y¯) ∈ L(L;X) by the following (if the limit exists):
DLf(y¯)(x) = f
′(y¯;x) = lim
t→0
f(y¯ + tx)− f(y¯)
t
, ∀x ∈ X.
The set of all points y¯ ∈ X for which DLf(y¯) exist is denoted by ΩL(f). Next, we let
∂Lf(y¯) =
⋂
δ>0
co
{
DLf(y)
∣∣ y ∈ ΩL(f), ‖y − y¯‖ 6 δ}
and define the generalized Jacobian of f(·) at y¯ by the following:
∂f(y¯) =
{
Ψ ∈ L(X ;X)
∣∣ Ψ∣∣
L
∈ ∂Lf(y¯), ∀L subspace of X
}
.
For any y, z ∈ X , define y ⊗ z : L(X)→ R by
(y ⊗ z)(Ψ) =
〈
Ψ(y), z
〉
, ∀Ψ ∈ L(X).
Then y ⊗ z ∈ L(L(X);R). Let
X ⊗X = span {y ⊗ z
∣∣ y, z ∈ X} ⊆ L(X)∗.
The weak topology induced by X⊗X on L(X) is called the weak∗-operator-topology, denoted by β(X). The
following can be found in [20].
Proposition 8.1. If f : X → X is Lipschitz near y¯, then ∂f(y¯) is non-empty, bounded, and β(X)-
compact.
More interestingly, we have the following mean-value theorem (see [20], Theorem 4.4).
Proposition 8.2. Let f : X → X be locally Lipschitz. Then for any y, y¯ ∈ X ,
f(y)− f(y¯) ∈
[
co
( ⋃
λ∈[0,1]
∂f(y¯ + λ(y − y¯))
)]
(y − y¯).
With the above preparation, we now consider the case that (b, g, h) ∈ G2. Naturally, we need only to
define
B(s, y, ψ) =
(
by bψ
−gy −gψ
)
,
with
by ∈ ∂yb(t, y, ψ), bψ ∈ ∂ψb(t, y, ψ), gy ∈ ∂yg(t, y, ψ), gψ ∈ ∂ψg(t, y, ψ).
Then, all the results from previous sections for (b, g, h) ∈ G2 ∩ G3 can be carried over properly to the case
(b, g, h) ∈ G2.
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Next, we consider (b, g, h) ∈ G3, i.e., the generator (b, g, h) may be not globally Lipschitz with respect
to y and/or ψ, or equivalently, the Fre´chet derivative of (y, ψ) 7→ (b(t, y, ψ), g(t, y, ψ), h(y)) might be not
bounded. In such cases, a priori uniform boundedness of the mild solution (y(·), ψ(·)) could play an essential
role. Let us indicate one such a case. To this end, we introduce the following
(H3)′ In addition to (H3), there is a non-decreasing function f : [0,∞)→ [0,∞) such that
(8.1)
‖by(t, y, ψ)‖+ ‖bψ(t, y, ψ)‖+ ‖gy(t, y, ψ)‖ + ‖gψ(t, y, ψ)‖+ ‖hy(y)‖ 6 f(‖y‖+ ‖ψ‖),
∀(t, y, ψ) ∈ [0, T ]×X ×X,
Moreover,
(8.2)

〈
b(t, y, ψ), y
〉
6 L(1 + ‖y‖2),〈
g(t, y, ψ), ψ
〉
6 L(1 + ‖ψ‖2),
∀(t, y, ψ) ∈ [0, T ]×X ×X.
Under (H3)′, if (yρλ(·), ψ
ρ
λ(·)) is a solution to (5.27), then
‖yρλ(t)‖
2 = ‖x‖2 + 2
∫ t
0
〈
y
ρ
λ(s), Aλy
ρ
λ(s) + ρb(s, y
ρ
λ(s), ψ
ρ
λ(s)) + b0(s)
〉
ds
6 ‖x‖2 + 2L
∫ t
0
(
1 + ‖yρλ(s)‖
2 + ‖yρλ(s)‖ ‖b0(s)‖
)
ds.
Then by Gronwall’s inequality, we have
‖yρλ(·)‖∞ 6 K
(
1 + ‖x‖+
∫ T
0
‖b0(r)‖dr
)
.
Similarly,
‖ψρλ(t)‖
2 = ‖ψρλ(T )‖
2 − 2
∫ T
t
〈
ψ
ρ
λ(s),−A
∗
λψ
ρ
λ(s)− ρg(s, y
ρ
λ(s), ψ
ρ
λ(s)) − g0(s)
〉
ds
6 ‖ψρλ(T )‖
2 + 2L
∫ T
t
(
1 + ‖ψρλ(s)‖
2 + ‖ψρλ(s)‖ ‖g0(s)‖
)
ds.
Hence, it follows from Gronwall’s inequality that
‖ψρλ(·)‖∞ 6 K
(
1 + ‖ψρλ(T )‖+
∫ T
0
‖g0(s)‖ds
)
6 K
(
1 + ‖h(0)‖+ f(‖yρλ(T )‖)‖y
ρ
λ(T ) + ‖h0‖+
∫ T
0
‖g0(s)‖ds
)
6 K.
Consequently, the relevant proofs will go through as if (H4) is assumed.
For concrete PDEs, there are some other ways to obtain uniform boundedness of the (weak) solutions to
the system. We will see some of such below.
9 Several Illustrative Examples
In this section, we look at several examples.
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Example 9.1. (Linear-Convex Optimal Control Problem) Consider an optimal control problem
with a linear state equation:  y˙(t) = Ay(t) +Bu(t),y(0) = x,
and with the cost functional
J(x;u(·)) =
∫ T
0
(
Q(y(t)) +
1
2
〈
Ru(t), u(t)
〉)
ds+G(y(T )),
where y 7→ Q(y) and y 7→ G(y) are C2 and convex. Then Pontryagin minimum principle leads to the
optimality system:
(9.1)

y˙(t) = Ay(t)−BR−1B∗ψ(t),
ψ˙(t) = −A∗ψ(t)−Qy(y(t)),
y(0) = x, ψ(T ) = Gy(y(T )).
In this case, we have
b(t, y, ψ) = −BR−1B∗ψ, g(t, y, ψ) = Qy(y), h(y) = Gy(y).
Thus,
by(t, y, ψ) = 0, bψ(t, y, ψ) = −BR
−1B∗,
gy(t, y, ψ) = Qyy(y), gψ(t, y, ψ) = 0, hy(y) = Gyy(y).
Then
B(t, y, ψ) =
(
0 −BR−1B∗
−Qyy(y) 0
)
,
Hence, under conditions
R > δ, M > Gyy(y) > 0, M > Qyy(y) > δ, ∀y ∈ X,
for some M, δ > 0, all the conditions of Corollary 7.7 hold, and the FBEE (9.1) admits a unique mild
solution. A further special case is the following:
Q(y) =
1
2
〈
Qy, y
〉
, G(y) =
1
2
〈
Gy, y
〉
,
for some Q,G ∈ S+(X). In this case, the FBEE can be written as
(9.2)

y˙(t) = Ay(t)−BR−1B∗ψ(t),
ψ˙(t) = −A∗ψ(t) −Qy(t),
y(0) = x, ψ(T ) = Gy(T ).
Hence, according to the above, when
R > δ, G > 0, Q > δ,
for some δ > 0, the FBEE (9.2) admits a unique mild solution.
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Example 9.2. (AQ Problem) For the simplicity of presentation, we let S(·) = 0, and assume that all
the involved functions are time-independent. Then the optimality system reads
(9.3)

y˙(t) = Ay(t) + F (y(t)) −BR−1B∗ψ(t),
ψ˙(t) = −A∗ψ(t)−Qy(y(t)) − Fy(y(t))
∗ψ(t),
y(0) = x, ψ(T ) = Gy(y(T )),
with A∗ = A or A∗ = −A. Thus,
(9.4)

b(t, y, ψ) = F (y)−BR−1B∗ψ,
g(t, y, ψ) = Qy(y) + Fy(y)
∗ψ,
h(y) = Gy(y).
Let {ξn}n≥1 be an orthonormal basis of X , under which we may let
F (y) =
∞∑
n=1
〈
F (y), ξn
〉
ξn ≡
∞∑
n=1
fn(y)ξn.
Then
Fy(y)z = lim
δ→0
F (y + δz)− F (y)
δ
=
∞∑
n=1
〈
fny (y), z
〉
ξn ≡
∞∑
n=1
[ξn ⊗ f
n
y (y)]z.
Thus,
Fy(y) =
∞∑
n=1
ξn ⊗ f
n
y (y),
and
Fy(y)
∗ψ =
∞∑
n=1
[fny (y)⊗ ξn]ψ =
∞∑
n=1
fny (y)
〈
ξn, ψ
〉
.
Hence,
[Fy(y)
∗ψ]y =
∞∑
n=1
fnyy(y)
〈
ξn, ψ
〉
∈ S(X), ∀y ∈ X.
Consequently, 
by(s, y, ψ) = Fy(y), bψ(s, y, ψ) = −BR
−1B∗,
gy(s, y, ψ) = Qyy(y) + [Fy(y)
∗ψ]y, gψ(s, y, ψ) = Fy(y)
∗ = by(s, y, ψ)
∗,
hy(y) = Gyy(y).
Then
B(s, y, ψ) =
(
Fy(y) −BR
−1B∗
−Qyy(y)− [Fy(y)
∗ψ]y −Fy(y)
∗
)
≡
(
B11 B12
−B21 −B22
)
From this, we can calculate(
0 I
I 0
)
B(s, y, ψ) + B(s, y, ψ)∗
(
0 I
I 0
)
=
(
−[gy(s, y, ψ) + gy(s, y, ψ)
∗] by(s, y, ψ)
∗ − gψ(s, y, ψ)
by(s, y, ψ)− gψ(s, y, ψ)
∗ bψ(s, y, ψ) + bψ(s, y, ψ)
∗
)
= −2
(
Qyy(y) + [Fy(y)
∗ψ]y 0
0 BR−1B∗
)
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Next, we note that if ψ(·) is a mild solution to the backward evolution equation in (9.3), we have
‖ψ(t)‖2 = ‖ψ(T )‖2 + 2
∫ T
t
〈
[A+ Fy(y(s))]ψ(s) +Qy(y(s)), ψ(s)
〉
ds
6 ‖Gy(y(T )))‖
2 + 2
∫ T
t
‖Qy(y(s))‖ ‖ψ(s)‖ds
6 ‖Gy(·)‖
2
∞ + 2
∫ T
t
‖Qy(·)‖∞‖ψ(s)‖ds ≡ ϕ(t).
Then
ϕ˙(t) = −2‖Qy(·)‖∞‖ψ(t)‖ > −2‖Qy(·)‖∞
√
ϕ(t),
which leads to (√
ϕ(t)
)′
> −‖Qy(·)‖∞.
Then
‖ψ(t)‖ =
√
ϕ(t) =
√
ϕ(T )−
∫ T
t
(√
ϕ(s)
)′
ds 6 ‖Gy(·)‖∞ + ‖Qy(·)‖∞T, ∀t ∈ [0, T ].
Hence,
‖Fy(y)
∗ψ‖ = ‖Fy(y)‖ ‖ψ‖ 6 ‖Fy(y)‖
(
‖Gy(·)‖∞ + ‖Qy(·)‖∞T
)
,
∀ ‖ψ‖ 6
(
‖Gy(·)‖∞ + ‖Qy(·)‖∞T
)
.
Consequently, if we assumeGyy(y) > 0, ∀y ∈ X, BR
−1B∗ > δ,
Qyy(y) > ‖Fy(y)‖
(
‖Gy(·)‖∞ + ‖Qy(·)‖∞T
)
+ δ, ∀y ∈ X,
for some δ > 0, then (9.3) admits a unique mild solution, by Corollary 7.8.
Example 9.3. (Optimal Control of a Parabolic PDE).We now consider an optimal control problem
for a parabolic equation. Such a problem was studied in [23]. The controlled state equation reads:
(9.5)

yt = ∆y − (λ+ u)y + f, in (0, T )× Ω,
y
∣∣
∂Ω
= 0,
y(0, x) = y0(x), x ∈ Ω,
where y(t, x) is the state and u(t, x) is the control, and Ω ⊆ Rn is a bounded domain with smooth boundary
∂Ω. The cost functional is the following:
(9.6) J(u(·)) =
1
2
∫ T
0
∫
Ω
(
L|y − yd|
2 +Nu2
)
dxdt+
1
2
∫
Ω
M |y(T, x)− z(x)|2dx.
We assume that 
f(t, x) > 0, yd(t, x) 6 0, (t, x) ∈ (0, T )× Ω,
y0(x) > 0, z(x) 6 0, x ∈ Ω.
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According to [23], optimal control exists and the optimality system reads:
(9.7)

yt = ∆y − λy −
1
N
ψy2 + f, in (0, T )× Ω,
ψt = −∆ψ + λψ +
1
N
yψ2 − L(y − yd), in (0, T )× Ω,
y
∣∣
∂Ω
= ψ
∣∣
∂Ω
= 0,
y(0, x) = y0(x), ψ(T, x) =M
(
y(T, x)− z(x)
)
, x ∈ Ω,
Then we have 
b(s, y, ψ) = −λy −
1
N
ψy2 + f,
g(s, y, ψ) = −λψ −
1
N
yψ2 + L(y − yd).
Hence, 
by = −λ−
2
N
yψ, bψ = −
1
N
y2,
gy = L−
1
N
ψ2, gψ = −λ−
2
N
yψ = by.
Then
B(t, y, ψ) =
(
−λ− 2
N
yψ − 1
N
y2
−L+ 1
N
ψ2 λ+ 2
N
yψ
)
.
Thus, (
0 I
I 0
)
B(t, y, ψ) + B(t, y, ψ)
(
0 I
I 0
)
= 2
(
−L+ 1
N
ψ2 0
0 − 1
N
y2
)
6 0,
provided ψ is bounded (which was shown in [23]) and N is large enough.
10 Concluding Remarks
We have discussed the well-posedness of FBEEs which is mainly motivated by the optimality systems of
optimal control problems for infinite dimensional evolution equations. We have presented some basic results
from two approaches: the decoupling method and the method of continuity. It is seen that the theory is far
from mature and many challenging questions are left open. Here is a partial list of these:
• In the direction of decoupling method, it is widely open that how one can construct decoupling field,
through solving a PDE in Hilbert space.
• In the direction of method of continuity, more careful analysis is need to make the stated condition
easier to use.
• More general generators A other than A∗ = A and A∗ = −A. Also, taking into account of PDEs, the
generator (b, g, h) might be unbounded (involving differential operators).
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11 Appendix.
Proof of Proposition 4.2. First, we have
‖ŷ(s)‖2=‖x̂‖2+
∫ s
t
(
2
〈
ŷ(r), Aλŷ(r)+ρb˜y(r)ŷ(r)+ρb˜ψ(s)ψ̂(s)+δb(r)+δb0(r)
〉)
dr
6‖x̂‖2+
∫ s
t
[〈(
Aλ +A
∗
λ + ρ
(˜
by(r)+ b˜y(r)
∗
))
ŷ(r), ŷ(r)
〉
+ 2‖ŷ(r)‖‖ρb˜ψ(r)ψ̂(r)+ρδb(r)+δb0(r)‖
]
dr
6 ‖x̂‖2+ 2
∫ s
t
[
ρLby(r)‖ŷ(r)‖
2 + ‖ŷ(r)‖‖ρb˜ψ(r)ψ̂(r)+ρδb(r)+δb0(r)‖
]
dr ≡ ϕ(s)2.
Then
ϕ(s)ϕ˙(s) = ρLby(s)‖ŷ(s)‖
2 + ‖ŷ(s)‖‖ρb˜ψ(s)ψ̂(s)+ρδb(s)+δb0(s)‖
6 ρLby(s)ϕ(s)
2 + ϕ(s)‖ρb˜ψ(s)ψ̂(s)+ρδb(s)+δb0(s)‖
≡ a2(s)ϕ(s)
2 + a1(s)ϕ(s).
Consequently,
ϕ˙(s) 6 a2(s)ϕ(s) + a1(s).
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Hence, by Gronwall’s inequality,
‖ŷ(s)‖ 6 ϕ(s) ≤ e
∫
s
t
a2(τ)dτ‖x̂‖+
∫ s
t
e
∫
s
r
a2(τ)dτa1(r)dr
= eρ
∫
s
t
Lby(τ)dτ‖x̂‖+
∫ s
t
eρ
∫
s
r
Lby(τ)dτ‖ρb˜ψ(r)ψ̂(r)+ρδb(r)+δb0(r)‖dr
6 ρ
∫ s
t
eρ
∫
s
r
Lby(τ)dτ‖b˜ψ(r)ψ̂(r)‖dr +K
[
‖x̂‖+
∫ s
t
(
‖δb(r)‖+ ‖δb0(r)‖
)
dr
]
.
This proves (5.33). We now prove (5.34). One has
‖ψ̂(T )‖2 − ‖ψ̂(s)‖2
=
∫ T
s
2
〈
ψ̂(r),−A∗λψ̂(r) − ρg˜y(r)ŷ(r)−ρg˜ψ(r)ψ̂(r)−ρδg(r)−δg0(r)
〉
dr
> −2
∫ T
s
(〈
ρ[g˜ψ(s) + g˜ψ(s)
∗]ψ̂(s), ψ̂(s)
〉
+
〈
ψ̂(s), ρg˜y(s)ŷ(s) + ρδg(s) + δg0(s)
〉)
ds
> 2
∫ T
t
{
− ρLgψ(r)‖ψ̂(r)‖
2 − ‖ψ̂(r)‖ ‖ρg˜y(r)ŷ(r) + ρδg(r) + δg0(r)‖
}
ds,
which leads to
‖ψ̂(s)‖2 6 ‖ψ̂(T )‖2 + 2
∫ T
s
{
ρLgψ(r)‖ψ̂(r)‖
2 + ‖ψ̂(r)‖ ‖ρg˜y(r)ŷ(r) + ρδg(r) + δg0(r)‖
}
dr ≡ ϕ(s)2.
Then
ϕ(s)ϕ˙(s) = −ρLgψ(r)‖ψ̂(s)‖
2 + ‖ψ̂(s)‖ ‖ρg˜y(s)ŷ(s) + ρδg(s) + δg0(s)‖
> −ρLgψ(r)ϕ(s)
2 + ‖ρg˜y(s)ŷ(s) + ρδg(s) + δg0(s)‖ϕ(s) ≡ −a2(s)ϕ(s)
2 − a1(s)ϕ(s).
Thus,
ϕ˙(s) + a2(s)ϕ(s) > −a1(s).(
e−
∫
T
s
a2(τ)dτϕ(s)
)′
> −a1(s)e
−
∫
T
s
a2(τ)dτ
ϕ(T )− e−
∫
T
s
a2(τ)dτϕ(s) > −
∫ T
s
a1(r)e
−
∫
T
r
a2(τ)dτdr.
Hence,
‖ψ̂(s)‖ 6 ϕ(s) 6 e
∫
T
s
a2(τ)dτϕ(T ) +
∫ T
s
a1(r)e
∫
r
s
a2(τ)dτdr
6 eρ
∫
T
s
Lgψ(τ)dτ‖h˜y ŷ(T ) + ρδh+ δh0‖+
∫ T
s
eρ
∫
r
s
Lgψ(τ)dτ‖ρg˜y(r)ŷ(r) + ρδg(r) + δg0(r)‖dr
6 ρ
[
eρ
∫
T
s
Lgψ(τ)dτ‖h˜y ŷ(T )‖+
∫ T
s
eρ
∫
r
s
Lgψ(τ)dτ‖g˜y(r)ŷ(r)‖dr
]
+K
[
‖δh‖+ ‖δh0‖+
∫ T
s
(
‖δg(r)‖+ ‖δg0(r)‖
)
dr
]
.
This completes the proof.
Note that if we let (yρ0(·), ψ
ρ
0(·)) be the mild solution of the following:
(11.1)

y˙
ρ
0(s) = Ay
ρ
0(s) + ρb(s, 0, 0) + b0(s),
ψ˙
ρ
0(s) = −A
∗ψ
ρ
0(s)− ρg(s, 0, 0)− g0(s),
s ∈ [t, T ],
y
ρ
0(t) = x, ψ
ρ
0(T ) = ρh(0) + h0.
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Then
y
ρ
0(s) = e
A(s−t)x+
∫ s
t
eA(s−r)[ρb(r, 0, 0) + b0(r)]dr.
Hence,
‖yρ0(·)‖∞ 6 ‖x‖+
∫ T
t
‖ρb(r, 0, 0) + b0(r)‖dr.
Also,
ψ
ρ
0(s) = e
A∗(T−s)ψ
ρ
0(T ) +
∫ T
s
eA
∗(r−s)[ρg(r, 0, 0) + g0(r)]dr.
Hence,
‖ψρ0(·)‖∞ 6 ‖ρh(0) + h0‖+
∫ T
t
‖ρg(r, 0, 0) + g0(r)‖dr.
Now, taking
b¯(s, y, ψ) = b(s, 0, 0), b¯0(s) = b0(s),
g¯(s, y, ψ) = g(s, 0, 0), g¯0(s) = g0(s),
h¯(y) = h(0), h¯0 = h0.
Then
(11.2)

δb(s) = b(s, 0, 0)− b(s, yρλ(s), ψ
ρ
λ(s)), δb0(s) = b¯0(s)− b0(s) = 0,
δg(s) = g(s, 0, 0)− g(s, yρλ(s), ψ
ρ
λ(s)), δg0(s) = g¯0(s)− g0(s) = 0,
δh = h(0)− h(yρλ(T )), δh0 = h¯0 − h0 = 0, x̂ = x− x¯ = 0.
(11.3) ‖ŷ(·)‖∞ 6 ρ
∫ T
t
eρ
∫
T
r
Lby(τ)dτ‖b˜ψ(r)ψ̂(r)‖dr.
and
(11.4) ‖ψ̂(·)‖∞ 6 ρ
[
eρ
∫
T
t
Lgψ(τ)dτ‖h˜yŷ(T )‖+
∫ T
t
eρ
∫
r
t
Lgψ(τ)dτ‖g˜y(r)ŷ(r)‖dr
]
.
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