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I. INTRODUCTION 
Kelley [I] and Bry son [2] first described the following penalty-function 
technique for solving optimal control problems with state-variable inequality 
constraints. Ho [3] has discussed some aspects of the convergence of the 
procedure. This paper extends some recent results of Fiacco and 
McCormick [4] to the optimal control problem. (A similar extension of an 
earlier algorithm developed in [5] has been the subject of a recent paper [6].) 
It is first shown that the Kelley-Bryson procedure is equivalent to a 
generalization, to the optimal control problem, of the Slacked Unconstrained 
Minimization Technique [SLUMT] proposed in [4]. This generalized pro- 
cedure is shown to converge to the solution of the constrained problem in the 
limit as a penalty multiplier tends to infinity. Further results for the special 
case of a control problem with convex cost function, linear dynamics and 
linear constraints are obtained. Finally, comments on the physical reaaon- 
ableness of the conditions required in the proof are given. 
II. As EXTENSIOIS OF SLUMT 
Consider the following problem in optimal control: 
Min\mize J1(u) = @[x(l,), Z,] 
(4 
subject to 
41) =f(x(O* m 0; x(b) = *II 
and 
qx(q, 1) < 0. 
The final time I, is assumed to be given explicitly. 
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The procedure suggested by Kelley and by Bryson consists of solving the 
sequence of unconstrained problems given below: 
m 
Minimize Jr(u, rJ = @[x($), +] + rL1 1” h(&) S,” dt 
to 
subject to 
k*(f) =f(@), u(t), 4; x(to) = x0 3 
(4) 
(5) 
where TV > 0 and 
a>0 
a<0 (6) 
for rk > r&1 > 0 and limit,,, ylc = 0. 
The Slacked Unconstrained Minimization Technique [SLUMT] sug- 
gested by Fiacco and McCormick [4] approaches the analogous problem in 
nonlinear programming in much the same fashion. For the problem 
Mi$mizef(x) x - n-vector 
subject to 
giw < 0 i = 1, 2 ,..., m, 
they propose to solve the sequence of unconstrained problems 
(7) 
(8) 
with t( 2 0 for all i, and rk > 0. 
Under suitable assumptions of convexity of the objective function f and 
Of& 3 they show that the sequence of unconstrained minima approaches an 
optimal solution to the constrained problem in the limit as R -+ 03, with 
Yk > F]c+r > 0 and limit&.,, rk = 0. 
The noteworthy point is that at a minimum x* of the unconstrained 
problem, the slacked variables 4 are shown to be given by 
ti = max[O, - g&*)]. v-9 
Generalizing this procedure to solve the problem (A) the following problem 
is obtained: 
! 
M!jn$~ .I@, q, 4 = @[x($), $1 + G’ j” [S, + q(t)l* dt (11) 
(C) to subject to 
a(t) =f(@), u(t), t); x(fo) = &J , (12) 
where q(f) is the “slacked variable” or additional control, with the correspond- 
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ing requirement that q(t) > 0 for t E [t, , $1; and where rk > 0. This problem 
must be solved for yk > rkfl > 0 with limit,,, yk = 0. 
That the above problem is equivalent to the procedure of(B) is seen if we 
form the Hamiltonian for the problem (C). 
H = yi%%(~(~), t) + q(t)]” + A*(%f(x(t>, u(t), t). (13) 
Then, noting that n(t) is an additional control variable, the optimal q(t) is 
seen to be 
4(t) = max[O, - S&40, Ql for t E [4l ,$1, (14) 
which is what one would expect from (IO) above. However, it is seen that the 
slacked variable q(t) performs the same role as the unit step function in (B). 
So the problem (C) is merely an alternative statement of the problem (B), 
proposed by Kelley and by Bryson. For the remainder of this paper only the 
procedure outlined in (C) will be considered. 
III. PROOF OF CONVERGENCE 
Problem (A) may be considered as the following optimization problem in 
the space of continuous real functions defined on the closed interval [t,, , $1: 
subject to 
Minimize Q(U). (15) 
We), t) d 0, (16) 
where rP and S are functionals, implicit or explicit, of u(t); for t E [t, , $1. 
In the same fashion, the procedure outlined in (C) may be considered as 
the following: 
Mp;p P(u, 4, yk) = D(U) + ril 1” [S + &)I2 dt (17) 
to 
mdrk > lk+l > 0 with limit,,, yk = 0. 
In order to prove that the procedure solves the problem (A), use will be 
made of the following conditions and lemmas. 
Cl. The functionals @ and S are continuous real functionals of the 
continuous real function u over the closed interval [to , tf]. 
C2. Define R = {u 1 S(u(t), t) < 0, t E [to, tf]}. Then assume that for 
some finite Kr , 
RK,={u~@(u)<Kl,u~R) 
is nonempty and compact. 
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C3. Assume that for every rk > 0, any finite K and s(t) > 0, the set 
is a compact set, possibly empty. 
Note 1. This is weaker than assuming that the region R is compact. 
Note 2. Cl and C2 together imply the existence of a finite vector function 
c(i), t E [to , tf], and a finite scalar r+, > - co such that Q(e) = v,, = infR Q(U). 
Note 3. An analytic statement of the requirement of compactness is 
obtained from Ascoli’s theorem [7], which states that an equivalent condition 
is that the class of control functions which solves the problem (A) is uniformly 
bounded and equicontinuous. Similarly, C3 requires that the class of control 
functions which solve the unconstrained problem (C) be uniformly bounded 
and equicontinuous. 
LEMMA 1. For each rk > 0, there exist bounded functions uk , qh , ~T,(er,) 
(not necessarily unique) such that P(uL , qk , rk) is a minimum over Tk . 
PROOF. A uniform upper bound is available on the possible minimum 
values of each P(u, q, rlc). Let zz be a control function solving the problem (A), 
and er, = Q(U). 
Then 
inf 
Vu@0 
P(u, q, Yk) < d$ P(is, q, YjJ = VO 
Denote 
T&o) = f [u, ql I D(u) + G’ j ” [S + &)I2 dt < wo , q(t) 2 0, t E [to 1 $11 .
to 
(19) 
By C3, each Tk is compact. This proves the lemma. 
LEMMA 2. The set of [u, q] over which the P-j&&m can be minimized 
for anY rk , where 0 < r, < Y, , is contained in a compact set which depend 
only upon r, . 
PROOF. AS r, >lk, TkcTl. 
THEOREM 1. Let {rk} be an infinite sequence of positiwe numbers uch that 
rk > rk, > 0 ad hitk+, rk = 0. Under conditzims Cl, C2, and C3, the 
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P-function is minimized in the region where q(t) >, 0, t E [to , t,] by a bounded 
pair of control functions [uk , qk], (not necessarib unique). Further 
Ljiit r,l/” [%c(t), t) + M>ls dt = 0. to (20) 
and 
(21) 
1;~t @(uk) = o,, . 
That is, every limit point of the sequence of control functions {uk} solves the 
problem (A). 
PROOF. Each member of the sequence of controls {uk) is bounded and is 
contained within a compact set depending only upon r1 (Lemmas 1 and 2). Let 
q = ir+f a(u) (23) 
where TI is defined in (19). Combining with (18), 
O(, b p[ffk, lk] > w1 (24) 
and each term of P is uniformly bounded below. Since TI is compact there 
will be a limit point u* of the sequence {uk}. Then u* must be feasible 
(S(u*(t), t) < 0); otherwise P-t co. If (20) did not hold, then @(u*) < no, 
contradicting the fact that ~1~ = infR a(~). Hence (20) must hold. By similar 
reasoning (21) must hold and so also (22). 
It is seen that when uk is determined, qk must be given by 
!?k@) = max[oO, - s(“k@>p t>l 
confirming (14). 
for t E PO > $1 (25) 
IV. RESULTS UNDER ASSUMPTIONS OF CONVEXITY AND LINEARITY 
It is to be noted that the results of the previous section do not require that 
the cost function or the P-function be convex. The only requirement is that 
global minima of P(u, q, rk) be found over the sets Tk . Computationally this 
is a very stringent requirement (shared by the method in [6]) if local minima 
are present, which are distinct from the global minimum. However if the 
following additional conditions are met, along with Cl-C3, it can be shown 
that the problem (A) is convex and the problem (C) is also convex. 
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C4. The function f(x(t), u(t), t) is linear in x(t) and in u(t) Vt E [to , t,]. 
C5. The cost @(x(tf), tr) is convex in I. 
C6. The constraint S(x(t), t) is linear in x(t), t Vt E [& , $1. 
From C4-C6 it follows that the problem (A) is that of minimizing a 
convex functional over a convex set R in the u space. (R is convex by C6.) 
Such a problem has no local minima distinct from global minima. 
Further it is seen that if S is linear then S2 is convex. So (S + p)” is convex 
and so is sl [S + q(t)12 dt. Therefore problem (C) is also the minimization 
of a convex functional, over the convex set T,; that is, the problem (C) also 
has no local minima distinct from global minima. 
A class of problems satisfying C4-C6 is linear systems with quadratic cost 
and linear state constraints. 
V. COMMENTS ON CONDITIONS Cl-C3 
Condition Cl is clearly reasonable. C2 and C3 require that the class of 
controls be uniformly bounded and equicontinuous. Given that the control 
functions are continuous, the requirement of uniform boundedness appears 
to be violated only by pathological functions. The requirement of equi- 
continuity is seen to be met in a sufficiently small neighborhood of the con- 
strained minimizing control. However, even globally, the condition does not 
appear to be overly stringent in physical optimal control problems. 
VI. CONCLUSIONS 
In this paper, it has been shown that the penalty function technique used 
by Kelley and by Bryson for solving optimal control problems with state 
constraint is equivalent to an extension of SLUMT to dynamic problems. 
The proof of convergence of the method given in this paper provides a 
theoretical basis for the Kelley-Bryson procedure. 
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