The standard alphabet of the 20 genetically encoded amino acids is considered to have been selected during early evolution from a larger pool of α-amino acids based on its coverage of the chemical space. Chemical space is here defined by charge, size and hydrophobicity, leading to 6-tuples representing coverage, which is composed of range and evenness in these three physico-chemical properties. We summarize findings of previous studies on the adaptive properties of the 20 encoded amino acids and show how we extend these computational experiments to subsets of the standard alphabet.
Introduction
The modern genetically encoded alphabet is believed to be highly optimized, by means of a stepwise growth of earlier simple alphabets, for a number of features including codon mapping and coverage of chemical space (Philip and Freeland, 2011; Ilardo et al., 2015; Freeland and Hurst, 1998) , as opposed to a random expansion (Wong, 2005) . The origin of the genetic code has been of interest to both origin of life and artificial life community (Froese et al., 2018) . We explored here the optimality of smaller alphabets based on maximum coverage of chemical space.
Chemical structure space is defined as the set of compounds, hypothetical or actual, which fulfil a given set of property criteria, such as molecular formula, chemical property or chemical substructure (Eberhardt et al., 2011) .
Non-randomness of the Standard Alphabet Philip and Freeland (2011) hypothesised that natural selection, instead of random incorporation, would have favoured a set of amino acids that is better covering chemical space in terms of charge, size and hydrophobicity. They proved their hypothesis with a computer experiment based on 76 known amino acids of abiotic and biosynthetic origin. The coordinates in chemical space were computed as pK a , van der Waals volume V vdw and partition coefficient logP . They randomly sampled sets of n = 20 amino acids from the background set of 76, and calculated their coverage of chemical space in terms of range and evenness as follows:
Let p 1 ≤ p 2 ≤ . . . ≤ p n be the sorted values of a property P ∈ {pK a , V vdw , logP } for a set A of n amino acids. Then the range of A w.r.t. P is defined as difference of maximum and minimum value
and the evenness of A w.r.t. P is computed as variance of differences of successive property values
Better coverage means higher range and lower evenness. One significant result of Philip and Freeland (2011) was that none of the sampled sets outperformed the coded set in terms of coverage in all three properties. We refer to the method described above as adaptive analysis.
Extraordinarily Adaptive Properties
In order to conduct even more rigorous testing of the hypothesis of Philip and Freeland (2011) virtual libraries of α-amino acids were prepared using in silico molecular structure generation (Meringer et al., 2013; Meringer and Cleaves, 2017) . From these libraries 1913 xeno amino acids were chosen as extended background set for adaptive analysis (Ilardo et al., 2015) . 10 8 random sets of size 20 were sampled and compared to the coded set in terms of coverage of chemical space as described above. It turned out that better sets do exist, but they are extremely rare.
Subsets of the Standard Alphabet
A frequently asked question on the studies summarized above was whether such adaptive properties can also be found among subsets of the standard alphabet. In the following we describe how we extended adaptive analysis to handle not only one reference set, but the 20 n subsets of size n, short called n-subsets.
Using equations (1) and (2) we define the coverage of a set A of amino acids as κ(A) = ( (A, pK a ), (A, V vdw ), (A, logP ), −ε(A, pK a ), −ε(A, V vdw ), −ε(A, logP )), the 6-tupel composed of range and negative evenness values in the three considered properties, charge, size and hydrophobicity. Using this formalism, we can say that a set A is better than a set B iff κ(A) > κ(B), where the 'greater' relationship for two 6-tuples a = (a 1 , . . . , a 6 ) and b = (b 1 , . . . , b 6 ) is defined in the following natural way:
Let C denote the standard alphabet of the 20 coded amino acids, and X the set of 1913 xeno amino acids. Our basic approach to find subsets of X that have better coverage than subsets of C is straightforward.
(i) run through all set sizes n = 3, . . . , 19
(ii) for each n sample 10 8 random sets A of size n from X (iii) for each A run through all n-subsets B of C and check if κ(A) ≥ κ(B). If any such B is found then output A.
However, we want to improve step (iii) to avoid relationships κ(B) ≤ κ(A) ≤ κ(B ) for any other n-subsets B of C. For this purpose we take advantage of the partial order introduced in definition (3). Instead of running through all n-subsets B ⊂ C we can simplify this step by checking against n-subsets of maximum coverage in C. A n-subset M ⊂ C has maximum coverage in C iff there is no other n-subset B ⊂ C with κ(B) > κ(M ). Note that partially ordered sets may have more than one maximum. Taking this into account, step (iii) can be replaced by the more efficient (iii') for each A run through all n-subsets M of maximum coverage and check if κ(A) ≥ κ(M ). If any such M is found then output A.
Our first computations have shown that the number of nsubsets of C with maximum coverage is much smaller than 20 n , see Figure 1 . This way computation time can be reduced to a few days. Independent implementations in Matlab and Python show consistent results pointing to strong adaptive properties of subsets of the amino acid alphabet. Details are currently being prepared for publication (Ilardo et al.) . lication are those of the author(s) and do not necessarily reflect the views of the John Templeton Foundation. The number of subsets with maximum coverage (red) is for every considered set size n smaller than the number of n-subsets (blue). In total this results in a factor of about 50 and renders computations feasible in realistic time.
