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In this paper, under the hypothesis that ρ is upper bounded, we construct a Lyapunov
functional for the multidimensional isentropic compressible Navier–Stokes equations and
show that the weak solutions decay exponentially to the equilibrium state in L2 norm. This
can be regarded as a generalization of Matsumura and Nishida’s results [A. Matsumura,
T. Nishida, in: Computing Methods in Applied Sciences and Engineering, vol. V, 1982, pp.
389–406], since our analysis is done in the framework of Lions [P.-L. Lions, Oxford Science
Publication, 1998] and Feireisl et al. [E. Fereisl, A. Novotny, H. Petzeltová, J. Math. Fluid
Mech. 3 (2001) 358–392], the higher regularity of (ρ,u) and the uniformly positive lower
bound of ρ are not necessary in our analysis and vacuum may be admitted. Indeed, the
upper bound of the density ρ plays the essential role in our proof.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper is devoted to the asymptotic behavior of the solutions to the Navier–Stokes equations of an isentropic com-
pressible ﬂuid:{
ρt + div(ρu) = 0,
(ρu)t + div(ρu ⊗ u) + ∇ P (ρ) = μu + (λ + μ)∇ divu, (1.1)
where the density ρ = ρ(t, x) and the velocity u = (u1(t, x),u2(t, x), . . . ,uN (t, x)) are functions of the time t ∈ (0,∞) and
the spatial coordinate x ∈ Ω where Ω ⊂ RN , N  2, is a bounded regular domain. P (ρ) = aργ is the pressure, with a > 0
and γ > 1 being two positive constants. Since the constant a does not play any role in the analysis, we assume henceforth
that a = 1. The constants μ and λ are viscosity coeﬃcients satisfying
μ > 0, λ + 2
N
μ 0.
We prescribe the initial conditions for the density and momenta:
ρ(0) = ρ0, (ρu)(0) =m0, (1.2)
together with the no-slip boundary conditions for the velocity:
u|∂Ω = 0. (1.3)
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to the multidimensional isentropic compressible Navier–Stokes equations with large initial data was obtained by Lions in
[20], in which he used the renormalization skills introduced by DiPerna and Lions in [5] to obtain global weak solutions
provided that the speciﬁc heat ratio γ is appropriately large, for example, γ  3N/(N + 2), N = 2,3. Later, Feireisl, Novotny
and Petzeltová [9] improved Lions’s result to the case γ > N2 . If the initial data was assumed to have some symmetric
properties, Jiang and Zhang [13,14] obtained the global weak solutions for any γ > 1. For the full Navier–Stokes equations,
Feireisl and Petzeltová established the variational solutions, see [10], for example.
Concerning the large time behavior of solutions to the initial–boundary value problem (1.1)–(1.3), by using the weak con-
vergence method, Feireisl and Petzeltová [7] proved the weak solutions to the problem (1.1)–(1.3) with a gradient external
force ∇ F independent of time t converge to stationary solution (ρs,0) in the following sense
ρ(t) → ρs strongly in Lγ (Ω), ess sup
τ>t
∫
Ω
ρ(τ )
∣∣u(τ )∣∣2 dx → 0, as t → ∞,
where the domain Ω need not to be bounded and the initial data need not to be close to the equilibrium state. If the
initial data is close to the equilibrium state, there are many results on the problem of large time behavior of global smooth
solutions to the compressible Navier–Stokes equations (of heat-conducting ﬂow). When there is no external or internal force
involved, the Hs global existence and time-decay rate of strong solutions are obtained in whole space R3 ﬁrst by Matsumura
and Nishida [21,22] and the optimal Lp (p  2) decay rate is established by Ponce [27]. The large time decay rate of global
solution in multidimensional half space or exterior domain is also investigated for the compressible Navier–Stokes equations
by Kagei and Kobayashi [15,16], Kobayashi and Shibata [17], and Kobayashi [18]. Therein, the optimal L2 time-decay rate in
three dimension is established as∥∥(ρ − ρ˜,u)(t)∥∥L2(R3)  C(1+ t)− 34 ,
with (ρ˜,0) the constant state, under small initial perturbation in Sobolev space. When additional (exterior or internal) po-
tential force is taken into account, the global existence of a strong solution and convergence to steady state are investigated
by Matsumura and Nishida [24] and many other authors [3,4,28,29,32]. The optimal Lp convergence rate in R3 is established
by Duan et al. [6] for the non-isentropic compressible ﬂow as∥∥(ρ − ρ˜,u, θ − θ∞)(t)∥∥Lp(R3)  C(1+ t)− 32 (1− 1p ), 2 p  6,
where (ρ˜,0, θ∞) is related to the steady-state solution, under the same smallness assumptions on initial perturbation and
the external force. If Ω is a smooth bounded domain in R3, based on high order energy estimates, Matsumura and Nishida
[23] proved that, for large times, the solution decays exponentially to a unique equilibrium state. However, for the one-
dimensional case, the smallness assumption on the initial data and force can be removed. Indeed, by constructing suitable
Lyapunov functionals, the decay rate estimates in L2 norm and H1 norm are established by Stras˘kraba and Zlotnik [30], and
the decay is exponential if so the decay rate of the nonstationary part of the mass force is.
In this paper, under the hypothesis that ρ is upper bounded, we construct a Lyapunov functional for the multidimen-
sional isentropic compressible Navier–Stokes equations (1.1) with the aid of the operator B introduced by Bogovskii [1] (cf.
Lemma 2.5). Based on this, we show that the weak solutions to problem (1.1) decay exponentially to the equilibrium state
in L2 norm. The ideas mainly come from [30], however, unlike [30], we do not divide by ρ on both side of (1.1)2. As a
result, the uniformly positive lower bound of ρ is not necessary in our analysis and vacuum may be admitted. Compared
with [23], our analysis follows the framework of Lions [20] and Feireisl et al. [9], and thus the higher regularity of (ρ,u)
is not necessary here. Actually, the upper bound of the density ρ plays the essential role in our proof. Coincidentally, a
blow-up criterion for the 3D compressible Navier–Stokes equations was given in terms of the upper bound of the density ρ
by Sun et al. [31], however, their result does not contain the case for spatial dimension N > 3.
Now we give a precise formulation of our result. Let ρs be the solution of the following stationary problem:{∇ P (ρs) = 0,∫
Ω
ρs dx =
∫
Ω
ρ0 dx.
(1.4)
Then ρs = 1|Ω|
∫
Ω
ρ0 dx be a positive constant.
Formally, the total energy of problem (1.1) can be written as
E(t) =
∫
Ω
1
2
ρ(t)
∣∣u(t)∣∣2 + 1
γ − 1ρ
γ (t)dx,
satisfying the energy inequality
dE
dt
+
∫
Ω
μ|∇u|2 + (λ + μ)(divu)2 dx 0. (1.5)
The deﬁnition of weak solutions to the problem (1.1)–(1.3) is given as follows:
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of the problem (1.1), (1.3) on (0,∞) × Ω , if
• ρ  0, ρ ∈ L∞loc(0,∞; Lγ (Ω)), u ∈ L2loc(0,∞;W 1,20 (Ω)).
• Eqs. (1.1) are satisﬁed in D ′((0,∞) × Ω); moreover, (1.1)1 holds in D ′((0,∞) ×RN ) provided ρ , u were prolonged to
be zero on RN\Ω .
• The energy inequality (1.4) holds in D ′(0,∞).
• The equality (1.1)1 holds in the sense of renormalized solutions, more precisely, the following equation
b(ρ)t + div
(
b(ρ)u
)+ (b′(ρ)ρ − b(ρ))divu = 0
holds in D ′((0,∞) × Ω) for any b ∈ C1(R) such that
b′(z) = 0 for all z ∈R large enough, say, |z| M,
where the constant M may vary for different functions b.
The paper is mainly concerned with the proof of the following theorem.
Theorem 1.2. Let Ω be a bounded Lipschitz domain in RN , N  2, (ρ,u) be a ﬁnite energy weak solution to the problem (1.1)–(1.3)
and ρs be the solution to the stationary problem (1.4). In addition, if we assume ρ is upper bounded, i.e., there exists constant ρ¯ > 0,
such that
ρ  ρ¯, a.e. (t, x) ∈ (0,∞) × Ω.
Then ∫
Ω
ρ|u|2 + (ρ − ρs)2 dx C(E0, ρ¯)exp
{−C(ρ¯,Ω)t} for a.e. t ∈ (0,∞), (1.6)
where
E0 =
∫
Ω
|m0|2
2ρ0
+ 1
γ − 1ρ
γ
0 dx.
Remark 1.3. A natural question is that whether the solution (ρ,u) stated in Theorem 1.2 exists. Indeed, Matsumura and
Nishida [23] obtained the existence of global solution to the compressible heat-conductive ﬂuid in bounded domain in
R
3 provided the initial data is close to the equilibrium state. If vacuum is taken into account, Huang, Li and Xin [12]
established the global existence and uniqueness of classical solutions to the Cauchy problem for the isentropic compressible
Navier–Stokes equations in three spatial dimensions with smooth initial data which are of small energy but possibly large
oscillations with constant state as far ﬁeld which could be either vacuum or non-vacuum.
Remark 1.4. A well chosen Lyapunov functional is of fundamental importance in the proof of Theorem 1.2. Indeed, since the
conservation of the mass is a non-dissipative equation, it appears only a dissipative term for the velocity in the basic energy
inequality, and from which we cannot deduce exponential decay. Therefore, a more general energy functional is needed. To
this end, with the help of the operator B, we add to the usual energy functional a suitable bilinear term −σ ∫
Ω
ρuB[ρ −
ρs]dx and then get the desired estimates. Besides, we would like to mention that, by the reviewer’s proposal, we ﬁnd that
Padula [26] constructed a similar functional and get exponential decay for the “weak” solutions to the isothermal ﬂuids
with large potential force and without vacuum. In [26], the decay rate depends on the low bound of the density. However,
in this paper, the additional force is not taken into consideration, and thus the corresponding equilibrium density ρs is a
positive constant, from which we can show that the pressure term
∫
Ω
ρ
∫ ρ
ρs
hγ −ργs
h2
dhdx in the basic energy equivalents to
the L2 norm of ρ −ρs (see Lemma 3.1 below) as long as ρ is upper bounded. This is an important fact in our proof. Finally,
it is worth noting that in Padula’s work [26] (see also [25, Lemma 2.2]), some techniques similar to the operator B were
also used to construct the general energy functional.
Remark 1.5. We believe that our method can be adapted to the other related models. This is the object of our future work.
Notations.
1. η(·) = 1N η( · ), where η is the standard molliﬁer in RN .
2. [ f ] = η ∗ f , for any f ∈ L1loc(RN ).
The rest of the paper is organized as follows: In Section 2, we present some preliminary results which will be used later.
In Section 3, we give the proof of Theorem 1.2.
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We ﬁrst recall some elementary results related to the ﬁnite energy weak solutions (ρ,u).
Lemma 2.1. (See [9].) Let (ρ, u) be a solution of (1.1)1 in D ′((0,∞) × Ω) and such that ρ ∈ L2((0,∞) × Ω) and u ∈
L2(0,∞;[W 1,20 (Ω)]N ).
Then, prolonging ρ , u to be zero on RN\Ω , Eq. (1.1)1 holds inD ′((0,∞) ×RN ).
Lemma 2.2. (See [9].) Let (ρ,u) be a ﬁnite energy weak solution of problem (1.1)–(1.3) on the time interval (0,∞).
Then the total mass m[ρ(t)] .= ∫
Ω
ρ(t)dx is conserved, i.e.,∫
Ω
ρ(t)dx =
∫
Ω
ρ0 dx, (2.1)
for all t ∈ (0,∞).
Next, we shall show the commutator estimates which will play an important role in the molliﬁer arguments.
Lemma 2.3. (See [19,10].) Let Ω ⊂ RN be a domain and ρ ∈ Lp(Ω), u ∈ [W 1,q(Ω)]N be given functions with 1  p,q ∞ and
1
p + 1q  1.
Then for any compact K ⊂ Ω ,
(i) ∥∥[div(ρu)]

− div([ρ]u)∥∥Lr(K )  c(K )‖ρ‖Lp(Ω)‖u‖W 1,q(Ω) (2.2)
provided  is small enough, where 1r = 1p + 1q . In addition, if Ω =RN , K can be replaced by RN .
(ii)
[
div(ρu)
]

− div([ρ]u)→ 0 in Lθ (K ) as  → 0, (2.3)
where 1
θ
= 1p + 1q , if p < ∞ and 1 θ < q if p = ∞. In addition, if Ω =RN and p < ∞, K can be replaced by RN .
Proof. Since the proof of most of the results in this lemma can be found in [19,10], here we only prove (ii) for the case
p = ∞. To this end, we deﬁne G(ρ) = [div(ρu)] − div([ρ]u). Choosing any open subset U such that K ⊂ U Ω , then
ρ ∈ L∞(Ω) implies ρ ∈ L p˜(U ), where p˜ = qθq−θ satisfying 1p˜ + 1q = 1θ . It is easy to see that G(ρ) → 0 in Lθ (Ω) as  → 0 for
any ρ ∈ C∞0 (Ω). Now choosing a sequence ρn ∈ C∞0 (U ) such that ρn → ρ in L p˜(U ) as n → ∞, using the result in (i) with
ρ , p, r and Ω replaced by ρ − ρn , p˜, θ and U , respectively, we have∥∥G(ρ)∥∥Lθ (K )  ∥∥G(ρ − ρn)∥∥Lθ (K ) + ∥∥G(ρn)∥∥Lθ (K )  c(K )‖ρ − ρn‖L p˜(U )‖u‖W 1,q(U ) + ∥∥G(ρn)∥∥Lθ (K )
 c(K )‖ρ − ρn‖L p˜(U )‖u‖W 1,q(Ω) +
∥∥G(ρn)∥∥Lθ (Ω) → 0, as  → 0, n → ∞.
This completes the proof of Lemma 2.3. 
Corollary 2.4. If ρ ∈ L∞((0,∞) × Ω) and u ∈ L2(0,∞;[W 1,20 (Ω)]N ) solves (1.1)1 inD ′((0,∞) × Ω).
Then for any subset [α,β] ⊂ (0,∞), we have
∂t[ρ] + div
([ρ]u)= r a.e. on [α,β] × Ω, (2.4)
where r = div([ρ]u) − [div(ρu)] . Moreover, r is bounded in L2([α,β] × Ω) uniformly in  and converges to 0 strongly in
L2(α,β; Lθ (Ω)) for all θ ∈ [1,2).
Proof. Firstly, by virtue of Lemma 2.1, Eq. (1.1)1 holds in D ′((0,∞)×RN ) provided ρ , u were extended to be zero on RN\Ω .
Then we use the molliﬁer η as test functions to deduce (2.4) provided  > 0 is small enough. It follows from Lemma 2.3
immediately that r is bounded in L2([α,β]×Ω) uniformly in  , together with Lebesgue’s dominated convergence theorem,
we have r → 0 in L2(α,β; Lθ (Ω)) for θ ∈ [1,2), where we have used the fact that Ω is bounded. 
Finally, we state some properties of the operator B introduced by Bogovskii.
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Ω
f dx = 0}.
Then the problem
div v = f , v|∂Ω = 0, (2.5)
admits a solution operator B : f → v enjoying the following properties:
• B is a linear operator from Lp(Ω) into [W 1,p0 (Ω)]N , i.e.,∥∥B[ f ]∥∥W 1,p(Ω)  c(p,Ω)‖ f ‖Lp(Ω);
• The function v = B[ f ] solves the problem (2.5);
• If a function f ∈ Lp(Ω) can be written in the form f = div g with g ∈ [Lr(Ω)]N and g · n = 0 on ∂Ω , where n is the outward
pointing unit normal vector ﬁeld along ∂Ω , then∥∥B[ f ]∥∥Lr(Ω)  c(p, r,Ω)‖g‖Lr(Ω).
Remark 2.6. To our best knowledge, the operator B[·] was ﬁrst constructed by Bogovskii [1]. A complete proof of the above
mentioned properties may be found in Galdi [11] or Borchers and Sohr [2]. Moreover, the operator B[·] was ﬁrst used by
Feireisl and Petzeltová [8] to show the existence of weak solutions (ρ,u) to the problem (1.1)–(1.3) with the density ρ
square integrable up to the boundary ∂Ω .
3. Proof of Theorem 1.2
Before proceeding any further, we would like to give some elementary estimates about an quantity derived from the
pressure P , more precisely, we have
Lemma 3.1. Let r0 > 0, r¯ > 0 and γ > 1 be arbitrary ﬁxed constants, f (r) = r
∫ r
r0
hγ −rγ0
h2
dh for r ∈ [0, r¯]. Then there exists positive
constants K1 and K2 depending on r0 and r¯, such that
K1(r − r0)2  f (r) K2(r − r0)2 for all r ∈ [0, r¯]. (3.1)
Proof. Let
g(r) = r
∫ r
r0
hγ −rγ0
h2
dh
(r − r0)2 .
It is easy to see that
lim
r→0 g(r) =
limr→0 r
∫ r
r0
hγ −rγ0
h2
dh
r20
= rγ−20 > 0.
Using the l’Hospital rule, we obtain
lim
r→r0
g(r) = lim
r→r0
∫ r
r0
hγ −rγ0
h2
dh + rγ −r
γ
0
r
2(r − r0) =
γ
2
rγ−20 > 0.
Consequently, g(r) is a continuous function on [0, r¯] with g(r) > 0, and (3.1) follows immediately. 
Now we are in a position to give the proof of Theorem 1.2. First of all, we need to rewrite the energy inequality (1.5) as a
new form. To this end, we choose an arbitrary ψ(t) ∈D(0,∞) with ψ(t) 0, then the energy inequality (1.5) is equivalent
to
−
∞∫
0
ψt
∫
Ω
1
2
ρ|u|2 + ρ
γ
γ − 1 dxdt +
∞∫
0
ψ
∫
Ω
μ|∇u|2 + (λ + μ)(divu)2 dxdt  0.
Recalling that ρs = 1|Ω|
∫
Ω
ρ0 dx is a positive constant and
∫
Ω
ρ(t)dx is independent of t due to Lemma 2.2, we thus have
∞∫
ψt
∫ (
− γ
γ − 1ρρ
γ
s + ργs
)
dxdt = 0.0 Ω
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−
∞∫
0
ψt
∫
Ω
(
1
2
ρ|u|2 + ρ
ρ∫
ρs
hγ − ργs
h2
dh
)
dxdt +
∞∫
0
ψ
∫
Ω
(
μ|∇u|2 + (λ + μ)(divu)2)dxdt  0. (3.2)
Next, we use the operator B introduced in Lemma 2.5 to construct test function of the form
Φ(t, x) = ψ(t)B[[ρ] − ρs ],
where ψ is the same as in (3.2) and ρs = 1|Ω|
∫
Ω
[ρ] dx. Obviously, Φ(t, x) is smooth in x and vanishes near ∂Ω due to
the properties of operator B. Moreover, since ρ ∈ L∞(0,∞;Ω), Φt is in L2(0,∞;[W 1,20 (Ω)]N ) in view of Corollary 2.4.
Consequently, Φ could be used as a test function for Eq. (1.1)2. Thus, we have
−
∞∫
0
ψt
∫
Ω
ρuB[[ρ] − ρs ]dxdt +
∞∫
0
ψ
∫
Ω
ρuB[div([ρ]u)]dxdt −
∞∫
0
ψ
∫
Ω
ρuB
[
r − 1|Ω|
∫
Ω
r dx
]
dxdt
−
∞∫
0
ψ
∫
Ω
ρu ⊗ u : ∇B[[ρ] − ρs ]dxdt −
∞∫
0
ψ
∫
Ω
(
P (ρ) − P (ρs)
)([ρ] − ρs )dxdt
+ μ
∞∫
0
ψ
∫
Ω
∇u : ∇B[[ρ] − ρs ]dxdt + (λ + μ)
∞∫
0
ψ
∫
Ω
divu
([ρ] − ρs )dxdt = 0, (3.3)
where we have used Corollary 2.4. Letting  → 0, we obtain by virtue of Corollary 2.4 and the properties of operator B,
−
∞∫
0
ψt
∫
Ω
ρuB[ρ − ρs]dxdt +
∞∫
0
ψ
∫
Ω
ρuB[div(ρu)]dxdt −
∞∫
0
ψ
∫
Ω
ρu ⊗ u : ∇B[ρ − ρs]dxdt
−
∞∫
0
ψ
∫
Ω
(
P (ρ) − P (ρs)
)
(ρ − ρs)dxdt + μ
∞∫
0
ψ
∫
Ω
∇u : ∇B[ρ − ρs]dxdt
+ (λ + μ)
∞∫
0
ψ
∫
Ω
divu(ρ − ρs)dxdt = 0. (3.4)
Multiplying (3.4) by a negative constant −σ with 0 < σ  1 and summing up the resulting equation with the energy
inequality (3.2), we get
−
∞∫
0
ψt
∫
Ω
(
1
2
ρ|u|2 + ρ
ρ∫
ρs
hγ − ργs
h2
dh − σρuB[ρ − ρs]
)
dxdt +
∞∫
0
ψ
∫
Ω
(
μ|∇u|2 + (λ + μ)(divu)2)dxdt
− σ
∞∫
0
ψ
∫
Ω
ρuB[div(ρu)]dxdt + σ
∞∫
0
ψ
∫
Ω
ρu ⊗ u : ∇B[ρ − ρs]dxdt + σ
∞∫
0
ψ
∫
Ω
(
ργ − ργs
)
(ρ − ρs)dxdt
− σμ
∞∫
0
ψ
∫
Ω
∇u : ∇B[ρ − ρs]dxdt − σ(λ + μ)
∞∫
0
ψ
∫
Ω
divu(ρ − ρs)dxdt  0. (3.5)
Let
Vσ =
∫
Ω
(
1
2
ρ|u|2 + ρ
ρ∫
ρs
hγ − ργs
h2
dh − σρuB[ρ − ρs]
)
dx,
and
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∫
Ω
(
μ|∇u|2 + (λ + μ)(divu)2)dx− σ ∫
Ω
ρuB[div(ρu)]dx+ σ ∫
Ω
ρu ⊗ u : ∇B[ρ − ρs]dx
+ σ
∫
Ω
(
ργ − ργs
)
(ρ − ρs)dx− σμ
∫
Ω
∇u : ∇B[ρ − ρs]dx− σ(λ + μ)
∫
Ω
divu(ρ − ρs)dx.
Using the fact ρ  ρ¯ and the properties of operator B, we have∣∣∣∣∣
∫
Ω
−σρuB[ρ − ρs]dx
∣∣∣∣∣ σ2
∫
Ω
ρ|u|2 dx+ σ ρ¯c(Ω)
2
∫
Ω
(ρ − ρs)2 dx. (3.6)
Then it follows from (3.6) and Lemma 3.1 that
c0(σ , ρ¯,Ω)
∫
Ω
(
ρ|u|2 + (ρ − ρs)2
)
dx Vσ  c1(σ , ρ¯,Ω)
∫
Ω
(|u|2 + (ρ − ρs)2)dx, (3.7)
provided σ is small enough.
On the other hand, by Hölder’s inequality, we have∣∣∣∣∣−σ
∫
Ω
ρuB[div(ρu)]dx
∣∣∣∣∣ σ‖ρu‖L2(Ω)∥∥B[div(ρu)]∥∥L2(Ω)  σ c(Ω)‖ρu‖2L2(Ω)  σ c(Ω)ρ¯2‖u‖2L2(Ω),
∣∣∣∣∣σ
∫
Ω
ρu ⊗ u : ∇B[ρ − ρs]dx
∣∣∣∣∣ σ ρ¯
(∫
Ω
|u|2p dx
) 1
p
(∫
Ω
∣∣∇B[ρ − ρs]∣∣q dx
) 1
q
 σ ρ¯c(Ω)
∫
Ω
|∇u|2 dx
(∫
Ω
|ρ − ρs|q dx
) 1
q
 σ ρ¯2c(Ω)
∫
Ω
|∇u|2 dx,
where we take p =
{
N
N−2 if N  3,
2 if N = 2 and
1
p + 1q = 1
∣∣∣∣∣−σμ
∫
Ω
∇u : ∇B[ρ − ρs]dx
∣∣∣∣∣ μ4
∫
Ω
|∇u|2 dx+ σ 2μ
∫
Ω
∣∣∇B[ρ − ρs]∣∣2 dx
 μ
4
∫
Ω
|∇u|2 dx+ σ 2μc(Ω)
∫
Ω
|ρ − ρs|2 dx,
∣∣∣∣∣−σ(λ + μ)
∫
Ω
divu(ρ − ρs)dx
∣∣∣∣∣ λ + μ4
∫
Ω
|divu|2 dx+ σ 2(λ + μ)
∫
Ω
|ρ − ρs|2 dx,
and it is easy to see that,
σ
∫
Ω
(
ργ − ργs
)
(ρ − ρs)dx σ c
∫
Ω
|ρ − ρs|2 dx.
In view of the above ﬁve estimates, we have
Wσ  c2(σ , ρ¯,Ω)
∫
Ω
(|u|2 + (ρ − ρs)2)dx, (3.8)
provided σ is small enough.
Therefore, from (3.7) and (3.8), we deduce that for appropriate selected σ  1, there exists positive constant C(ρ¯,Ω),
such that
C(ρ¯,Ω)Vσ Wσ . (3.9)
Combining (3.9) with (3.5), we obtain
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∞∫
0
ψt(t)Vσ (t)dt + C(ρ¯,Ω)
∞∫
0
ψ(t)Vσ (t)dt  0, (3.10)
for any ψ ∈D(0,∞) whit ψ  0.
Let [α,β] be any compact subset of (0,∞), taking ψ(t) = η(t − ·) in (3.10), we have
∂t[Vσ ] + C(ρ¯,Ω)[Vσ ]  0, a.e. t ∈ [α,β], (3.11)
provided  is small enough.
Thus
[Vσ ](t) [Vσ ](s)exp
{−C(ρ¯,Ω)(t − s)}
for a.e. 0 < s < t < ∞, according to (3.10). Recalling that Vσ (t) ∈ L∞loc(0,∞), letting  → 0, we have
Vσ (t) Vσ (s)exp
{−C(ρ¯,Ω)(t − s)} C(E0, ρ¯)exp{−C(ρ¯,Ω)t}, (3.12)
where E0 denotes the initial energy.
Consequently, (1.6) follows from (3.7) and (3.12) immediately. This completes the proof of Theorem 1.2. 
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