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Abstract
In this paper we establish the existence and uniqueness of solutions for nonlinear
evolution equations on Banach space with locally monotone operators, which is a gen-
eralization of the classical result by J.L. Lions for monotone operators. In particular,
we show that local monotonicity implies the pseudo-monotonicity. The main result
is applied to various types of PDE such as reaction-diffusion equations, generalized
Burgers equation, Navier-Stokes equation, 3D Leray-α model and p-Laplace equation
with non-monotone perturbations.
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1 Main results
Consider the following Gelfand triple
V ⊆ H ≡ H∗ ⊆ V ∗,
i.e. (H, 〈·, ·〉H) is a real separable Hilbert space and identified with its dual space H
∗ by
the Riesz isomorphism, V is a real reflexive Banach space such that it is continuously and
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densely embedded into H . If 〈·, ·〉V denotes the dualization between V and its dual space
V ∗, then it follows that
〈u, v〉V = 〈u, v〉H, u ∈ H, v ∈ V.
The main aim of this paper is to establish the existence and uniqueness of solutions for
general nonlinear evolution equations
(1.1) u′(t) = A(t, u(t)) + b(t), 0 < t < T, u(0) = u0 ∈ H,
where T > 0, u′ is the generalized derivative of u on (0, T ) and A : [0, T ] × V → V ∗, b :
[0, T ] → V ∗ is measurable, i.e. for each u ∈ L1([0, T ];V ), A(t, u(t)) is V ∗-measurable on
[0, T ].
It’s well known that (1.1) has a unique solution if A satisfies the monotone and coercivity
conditions (cf. [23, 19, 40]). The proof is mainly based on the Galerkin approximation and
the monotonicity tricks. The theory of monotone operators started from the substantial work
of Minty [30, 31], then it was studied systematically by Browder [7, 8] in order to obtain
existence theorems for quasi-linear elliptic and parabolic partial differential equations. The
existence results of Browder were generalized to more general classes of quasi-linear elliptic
differential equations by Leray and Lions [22], and Hartman and Stampacchia [17]. We refer
to [6, 23, 38, 40] for more detailed exposition and references.
One of most important extensions of monotone operator is the pseudo-monotone operator,
which was first introduced by Bre´zis in [5]. The prototype of a pseudo-monotone operator
is the sum of a monotone operator and a strongly continuous operator (i.e. a operator maps
a weakly convergent sequence into a strongly convergent sequence). Hence the theory of
pseudo-monotone operator unifies both the monotonicity arguments and the compactness
arguments. For example, it can be applied to show the existence of solutions for general quasi-
linear elliptic equations with lower order terms which satisfy no monotonicity condition (cf.
[9, 38, 40]).
This variational approach has also been adapted for analyzing stochastic partial dif-
ferential equations (SPDE). The existence and uniqueness of solutions to SPDE was first
developed by Pardoux [32], Krylov and Rozovskii [19], we refer to [15, 34] for further gener-
alizations. Within this framework many different types of properties have been established
recently, e.g. see [26, 35] for the small noise large deviation principle, [16] for discretization
approximation schemes to the solution of SPDE, [24, 25, 39] for the Harnack inequality
and consequent ergodicity, compactness and contractivity for the associated transition semi-
groups, and [27, 4, 14] for the invariance of subspaces and existence of random attractors for
corresponding random dynamical systems.
In this work we establish the existence, uniqueness and continuous dependence on initial
conditions of solutions to (1.1) by using the local monotonicity condition instead of the clas-
sical monotonicity condition. The analogous result for stochastic PDE has been established
in [28]. The standard growth condition on A (cf. [23, 19, 40]) is also replaced by a much
weaker condition such that the main result can be applied to larger class of examples. One of
the key observations is that we show the local monotonicity implies the pseudo-monotonicity
(see Lemma 2.2), which may have some independent interests. The main result is applied
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to establish the existence and uniqueness of solutions for a large class of nonlinear evolution
equations such as reaction diffusion equations, generalized Burgers type equations, general-
ized p-Laplace equations, 2-D Navier-Stokes equation and 3D Leray-α model of turbulence.
Suppose for fixed α > 1, β ≥ 0 there exist constants δ > 0, C and a positive function
f ∈ L1([0, T ];R) such that the following conditions hold for all t ∈ [0, T ] and v, v1, v2 ∈ V .
(H1) (Hemicontinuity) The map s 7→ 〈A(t, v1 + sv2), v〉V is continuous on R.
(H2) (Local monotonicity)
〈A(t, v1)− A(t, v2), v1 − v2〉V ≤ (C + ρ(v1) + η(v2)) ‖v1 − v2‖
2
H ,
where ρ, η : V → [0,+∞) are measurable functions and locally bounded in V .
(H3) (Coercivity)
2〈A(t, v), v〉V ≤ −δ‖v‖
α
V + C‖v‖
2
H + f(t).
(H4) (Growth)
‖A(t, v)‖V ∗ ≤
(
f(t)
α−1
α + C‖v‖α−1V
)(
1 + ‖v‖βH
)
.
Remark 1.1. (1) If β = 0 and ρ = η ≡ 0, then (H1)− (H4) are the classical monotone and
coercive conditions in [40, Theorem 30.A] (see also [23, 19, 33]). It can be applied to many
quasi-linear PDE such as porous medium equation and p-Laplace equation (cf. [40, 33]).
(2) One typical form of (H2) in applications is
ρ(v) = η(v) = C‖v‖γ,
where ‖ · ‖ is some norm on V and C, γ are some constants. The typical examples are 2-
D Navier-Stokes equation on bounded or unbounded domain and Burgers equation, which
satisfy (H2) but do not satisfy the classical monotonicity condition (i.e. ρ = η ≡ 0). We
refer to section 3 for more examples.
(3) If ρ ≡ 0 in (H2), then the existence and uniqueness of solutions to (1.1) with general
random noise has been established in [28] by using some different techniques.
(4) (H4) is also weaker than the following standard growth condition assumed in the
literature (cf. [19, 40, 33]:
(1.2) ‖A(t, v)‖V ∗ ≤ f(t)
α−1
α + C‖v‖α−1V .
The advantage of (H4) is, e.g., to include many semilinear type equations with nonlinear
perturbation terms. For example, if we consider the reaction-diffusion type equation, i.e.
A(u) = ∆u+F (u), then for verifying the coercivity (H3) we have α = 2. Hence (1.2) implies
that F has at most linear growth. However, we can allow F to have some polynomial growth
by using (H4) here. We refer to section 3 for more details.
Now we can state the main result, which gives a unified framework to analyze various
classes of nonlinear evolution equations.
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Theorem 1.1. Suppose that V ⊆ H is compact and (H1)-(H4) hold, then for any u0 ∈
H, b ∈ L
α
α−1 ([0, T ];V ∗) (1.1) has a solution
u ∈ Lα([0, T ];V ) ∩ C([0, T ];H), u′ ∈ L
α
α−1 ([0, T ];V ∗)
such that
〈u(t), v〉H = 〈u0, v〉H +
∫ t
0
〈A(s, u(s)) + b(s), v〉V ds, t ∈ [0, T ], v ∈ V.
Moreover, if there exist constants C and γ such that
(1.3) ρ(v) + η(v) ≤ C(1 + ‖v‖αV )(1 + ‖v‖
γ
H), v ∈ V,
then the solution of (1.1) is unique.
Remark 1.2. (1) The proof is based on Galerkin approximation. Moreover, by the Lions-
Aubin theorem (cf. [38, Chapter III, Proposition 1.3]), the compact embedding of V ⊆ H
implies the following embedding
W 1α(0, T ;V,H) := {u ∈ L
α([0, T ];V ) : u′ ∈ L
α
α−1 ([0, T ];V ∗)} ⊆ Lα(0, T ;H)
is also compact. Hence there exists a subsequence of the solutions of the Galerkin ap-
proximated equations (see (2.5) in Section 2) strongly converges to the solution of (1.1) in
Lα(0, T ;H).
(2) One can easily see from the proof that the solution of (1.1) is unique if all solutions
of (1.1) satisfy ∫ T
0
(ρ(u(s)) + η(u(s))) ds <∞.
(3) The compact embedding V ⊆ H is required in the main result. For (global) mono-
tonicity one can easily drop this assumption. In fact, the classical monotonicity tricks only
works in general for the operator satisfies (H2) with C = ρ = η = 0. For C > 0 (but
ρ = η = 0) one can apply a standard exponential transformation to (1.1) to reduce the case
C > 0 to the case C = 0. However, this kind of techniques does not work for the locally
monotone case. In order to verify the pseudo-monotonicity of A(t, ·), we have to split it
into the sum of A(t, ·)− cI and cI. And I is pseudo-monotone if and only if the embedding
V ⊂ H is compact.
(4) We can also establish a similar result for stochastic evolution equations in Hilbert
space with additive noise:
(1.4) dX(t) = A(t, X(t))dt+BdN(t), t ≥ 0, X(0) = x.
Here A : [0, T ]× V → V ∗ and B ∈ L(U ;H), where U is another Hilbert space and N(t) is a
U -valued adapted stochastic process definded on a filtered probability space (Ω,F ,Ft,P) (cf.
[14, 33]). By a standard transformation (substitution), (1.4) can be reduced to deterministic
evolution equations with a random parameter which Thoerem 1.1 can be applied to. This
result and some further applications will be investigated in a separated paper.
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Next result is the continuous dependence of solution of (1.1) on u0 and b.
Theorem 1.2. Suppose that V ⊆ H is compact and (H1)-(H4) hold, ui are the solution of
(1.1) with ui,0 ∈ H and bi ∈ L
α
α−1 ([0, T ];V ∗) ∩ L2([0, T ];H), i = 1, 2 respectively and satisfy
∫ T
0
(ρ(u1(s)) + η(u2(s))) ds <∞.
Then there exists a constant C such that
‖u1(t)− u2(t)‖
2
H ≤ exp
[∫ t
0
(C + ρ(u1(s)) + η(u2(s))) ds
]
·
(
‖u1,0 − u2,0‖
2
H +
∫ t
0
‖b1(s)− b2(s)‖
2
Hds
)
, t ∈ [0, T ].
(1.5)
The paper is organized as follows. The proofs of the main results are given in the next
section. In Section 3 we apply the main results to several concrete semilinear and quasi-linear
evolution equations on Banach space.
2 Proofs of Main Theorems
2.1 Proof of Theorem 1.1
In order to make the proof easier to follow, we first give the outline of the proof for the
reader’s convenience.
Step 1: Galerkin approximation; local monotonicity and coercivity implies the existence
(and uniqueness) of solutions to the approximated equations;
Step 2: A priori estimates was obtained from coercivity;
Step 3: Verify the weak limits by using modified monotonicity tricks;
Step 4: Uniqueness follows from local monotonicity.
The main difficulty is in the third step. The classical monotonicity tricks does not work
for locally monotone operators. The crucial part for overcoming this difficulty is the following
result: every locally monotone operator is pseudo-monotone. Then by using some techniques
related with pseudo-monotonicity one can establish the existence of solutions.
We first recall the definition of pseudo-monotone operator introduced first by Bre´zis in
[5]. We use the standard notation “⇀” for weak convergence in Banach space.
Definition 2.1. The operator A : V → V ∗ is called pseudo-monotone if vn ⇀ v in V and
lim inf
n→∞
〈A(vn), vn − v〉V ≥ 0
implies for all u ∈ V
〈A(v), v − u〉V ≥ lim sup
n→∞
〈A(vn), vn − u〉V .
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Remark 2.1. (1) We remark that the definition of pseudo-monotone operator here coincides
with the definition in [40] (one should replace A here by −A in [40] due to different form of
the formulation for evolution equations).
(2) The class of pseudo-monotone operators is stable under summation (i.e. the sum of
two pseudo-monotone operators is still pseudo-monotone) and strictly smaller than the class
of operator of type (M) (cf. [40, 38]). And note that the class of operator of type (M) is not
stable under summation. A counterexample can be found in [38].
Proposition 2.1. If A is pseudo-monotone, then vn ⇀ v in V implies that
lim inf
n→∞
〈A(vn), vn − v〉V ≤ 0.
Proof. If the conclusion is not true, then there exists vn ⇀ v in V such that
lim inf
n→∞
〈A(vn), vn − v〉V > 0.
Then we can extract a subsequence such that vnk ⇀ v and
(2.1) lim
k→∞
〈A(vnk), vnk − v〉V > 0.
Then by the pseudo-monotonicity of A we have for all u ∈ V
〈A(v), v − u〉V ≥ lim sup
k→∞
〈A(vnk), vnk − u〉V .
By taking u = v we obtain
lim sup
k→∞
〈A(vnk), vnk − v〉V ≤ 0,
which is a contradiction to (2.1).
Hence the proof is completed.
Remark 2.2. We also recall a slightly modified definition of pseudo-monotone operator by
Browder (cf. [13]): The operator A : V → V ∗ is called pseudo-monotone if vn ⇀ v in V and
lim inf
n→∞
〈A(vn), vn − v〉V ≥ 0
implies
A(vn) ⇀ A(v) and lim
n→∞
〈A(vn), vn〉V = 〈A(v), v〉V .
From this definition one clearly see the role of pseudo-monotone operator for verifying the
limit of weakly convergent sequence under nonlinear operator.
If A is bounded (i.e. A maps bounded set into bounded set), then it’s easy to show that
these two definitions are equivalent by Proposition 2.1. In particular, under the assumption
of (H4), these two definitions are equivalent.
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Lemma 2.2. If the embedding V ⊆ H is compact, then (H1) and (H2) implies that A(t, ·)
is pseudo-monotone for any t ∈ [0, T ].
Proof. For simplicity, we denote A(t, ·) by A(·) for any fixed t ∈ [0, T ].
Suppose vn ⇀ v in V and
(2.2) lim inf
n→∞
〈A(vn), vn − v〉V ≥ 0,
then for any u ∈ V we need to show
(2.3) 〈A(v), v − u〉V ≥ lim sup
n→∞
〈A(vn), vn − u〉V .
Given u and the constant C in (H2), we take
K = ‖u‖V + ‖v‖V + sup
n
‖vn‖V ; C1 = sup
v:‖v‖V ≤2K
(C + ρ(v) + η(v)) <∞.
Since the embedding V ⊆ H is compact, we have vn → v in V
∗ and
〈C1v, v − u〉V = lim
n→∞
〈C1vn, vn − u〉V .
Hence for proving (2.3) it’s sufficient to show that
〈A0(v), v − u〉V ≥ lim sup
n→∞
〈A0(vn), vn − u〉V ,
where A0 = A− C1I (I is the identity operator).
Then (H2) implies that
lim sup
n→∞
〈A0(vn), vn − v〉V ≤ lim sup
n→∞
〈A0(v), vn − v〉V = 0.
By (2.2) we obtain
(2.4) lim
n→∞
〈A0(vn), vn − v〉V = 0.
Let z = v + t(u− v) with t ∈ (0, 1
2
), then the local monotonicity (H2) implies that
〈A0(vn)−A0(z), vn − z〉V ≤ 0,
i.e.
t〈A0(z), v − u〉V − (1− t)〈A0(vn), vn − v〉V ≥ t〈A0(vn), vn − u〉V − 〈A0(z), vn − v〉V .
By taking lim sup on both sides and using (2.4) we have
〈A0(z), v − u〉V ≥ lim sup
n→∞
〈A0(vn), vn − u〉V .
Then letting t→ 0, by the hemicontinuity (H1) we obtain
〈A0(v), v − u〉V ≥ lim sup
n→∞
〈A0(vn), vn − u〉V .
Therefore, A is pseudo-monotone.
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Remark 2.3. For some concrete operators, the local monotonicity (H2) might be easier to
check by explicit calculations than the definition of pseudo-monotonicity. Hence the above
result can be also seen as a computable sufficient condition for the pseudo-monotonicity in
applications.
The proof of Theorem 1.1 is split into a few lemmas. Let X := Lα([0, T ];V ), then
X∗ = L
α
α−1 ([0, T ];V ∗). We denote by W 1α(0, T ;V,H) the Banach space
W 1α(0, T ;V,H) = {u ∈ X : u
′ ∈ X∗},
where the norm is defined by
‖u‖W := ‖u‖X + ‖u
′‖X∗ =
(∫ T
0
‖u(t)‖αV dt
) 1
α
+
(∫ T
0
‖u′(t)‖
α
α−1
V ∗ dt
)α−1
α
.
It’s well known that W 1α(0, T ;V,H) is a reflexive Banach space and it is continuously imbed-
ded into C([0, T ];H) (cf. [40]). Moreover, we also have the following integration by parts
formula
〈u(t), v(t)〉H − 〈u(0), v(0)〉H =
∫ t
0
〈u′(s), v(s)〉V ds+
∫ t
0
〈v′(s), u(s)〉V ds,
t ∈ [0, T ], u, v ∈ W 1α(0, T ;V,H).
We first consider the Galerkin approximation to (1.1).
Let {e1, e2, · · · } ⊂ V be an orthonormal basis in H and let Hn := span{e1, · · · , en} such
that span{e1, e2, · · · } is dense in V . Let Pn : V
∗ → Hn be defined by
Pny :=
n∑
i=1
〈y, ei〉V ei, y ∈ V
∗.
Obviously, Pn|H is just the orthogonal projection onto Hn in H and we have
〈PnA(t, u), v〉V = 〈PnA(t, u), v〉H = 〈A(t, u), v〉V , u ∈ V, v ∈ Hn.
For each finite n ∈ N we consider the following evolution equation on Hn:
(2.5) u′n(t) = PnA(t, un(t)) + Pnb(t), 0 < t < T, un(0) = Pnu0 ∈ Hn.
It is easy to show that PnA is locally monotone and coercive on Hn (finite dimensional
space). According to the classical result of Krylov (cf. [20] or [33, Theorem 3.1.1]), there
exists a unique solution un to (2.5) such that
un ∈ L
α([0, T ];Hn) ∩ C([0, T ];Hn), u
′
n ∈ L
α
α−1 ([0, T ];Hn).
Lemma 2.3. Under the assumptions of Theorem 1.1, there exists a constant K > 0 such
that
(2.6) ‖un‖X + sup
t∈[0,T ]
‖un‖H + ‖A(·, un)‖X∗ ≤ K, n ≥ 1.
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Proof. By the integration by parts formula and (H3) we have
‖un(t)‖
2
H − ‖un(0)‖
2
H
= 2
∫ t
0
〈u′n(s), un(s)〉V ds
= 2
∫ t
0
〈PnA(s, un(s)) + Pnb(s), un(s)〉V ds
= 2
∫ t
0
〈A(s, un(s)) + b(s), un(s)〉V ds
≤
∫ t
0
(
−δ‖un(s)‖
α
V + C‖un(s)‖
2
H + f(s) + ‖b(s)‖V ∗‖un(s)‖V
)
ds
≤
∫ t
0
(
−
δ
2
‖un(s)‖
α
V + C‖un(s)‖
2
H + f(s) + C1‖b(s)‖
α
α−1
V ∗
)
ds,
(2.7)
where C1 is a constant induced from Young’s inequality.
Hence we have for t ∈ [0, T ],
‖un(t)‖
2
H +
δ
2
∫ t
0
‖un(s)‖
α
V ds ≤ ‖u(0)‖
2
H + C
∫ t
0
‖un(s)‖
2
Hds+
∫ t
0
(
f(s) + C1‖b(s)‖
α
α−1
V ∗
)
ds.
Then by Gronwall’s lemma we have
‖un(t)‖
2
H ≤ e
Ct
(
‖u(0)‖2H +
∫ t
0
e−Cs
(
f(s) + C1‖b(s)‖
α
α−1
V ∗
)
ds
)
, t ∈ [0, T ].
δ
2
∫ t
0
‖un(s)‖
α
V ds ≤ e
Ct
(
‖u(0)‖2H +
∫ t
0
e−Cs
(
f(s) + C1‖b(s)‖
α
α−1
V ∗
)
ds
)
, t ∈ [0, T ].
Therefore, there exists a constant C2 such that
‖un‖X + sup
t∈[0,T ]
‖un(t)‖H ≤ C2, n ≥ 1.
Then by (H4) there exists a constant C3 such that
‖A(·, un)‖X∗ ≤ C3, n ≥ 1.
Hence the proof is complete.
Note that X,X∗ and H are reflexive spaces, by the estimates in Lemma 2.3, there exists
a subsequence, again denote by un, such that as n→∞
un ⇀ u in X (also in W
1
α(0, T ;V,H));
A(·, un) ⇀ w in X
∗;
un(T )⇀ z in H.
Recall that un(0) = Pnu0 → u0 in H as n→∞.
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Lemma 2.4. Under the assumptions of Theorem 1.1, the limit elements u, w and z satisfy
u ∈ W 1α(0, T ;V,H) and
u′(t) = w(t) + b(t), 0 < t < T, u(0) = u0, u(T ) = z.
Proof. The proof is standard (cf. [40, Lemma 30.5]), we include it here for the completeness.
Recall the following integration by parts formula
〈u(T ), v(T )〉H−〈u(0), v(0)〉H =
∫ T
0
〈u′(t), v(t)〉V dt+
∫ T
0
〈v′(t), u(t)〉V dt, u, v ∈ W
1
α(0, T ;V,H).
Then, for ψ ∈ C∞([0, T ]) and v ∈ Hn, by (2.5) we have
〈un(T ), ψ(T )v〉H − 〈un(0), ψ(0)v〉H
=
∫ T
0
〈u′n(t), ψ(t)v〉V dt+
∫ T
0
〈ψ′(t)v, un(t)〉V dt
=
∫ T
0
〈A(t, un(t)) + b(t), ψ(t)v〉V dt+
∫ T
0
〈ψ′(t)v, un(t)〉V dt.
(2.8)
Letting n→∞ we obtain for all v ∈
⋃
nHn,
(2.9) 〈z, ψ(T )v〉H − 〈u0, ψ(0)v〉H =
∫ T
0
〈w(t) + b(t), ψ(t)v〉V dt+
∫ T
0
〈ψ′(t)v, u(t)〉V dt.
Since
⋃
nHn is dense in V , it’s easy to show that (2.9) hold for all v ∈ V, ψ ∈ C
∞([0, T ]).
If ψ(T ) = ψ(0) = 0, then we have
∫ T
0
〈w(t) + b(t), v〉V ψ(t)dt = −
∫ T
0
〈u(t), v〉Vψ
′(t)dt.
This implies that u′ = w + b, t ∈ (0, T ). In particular, we have u ∈ W 1α(0, T ;V,H).
Then by the integration by parts formula we have
〈u(T ), ψ(T )v〉H − 〈u(0), ψ(0)v〉H
=
∫ T
0
〈u′(t), ψ(t)v〉V dt+
∫ T
0
〈ψ′(t)v, u(t)〉V dt
=
∫ T
0
〈w(t) + b(t), ψ(t)v〉V dt+
∫ T
0
〈ψ′(t)v, u(t)〉V dt.
Hence by (2.9) we obtain
〈u(T ), ψ(T )v〉H − 〈u(0), ψ(0)v〉H = 〈z, ψ(T )v〉H − 〈u0, ψ(0)v〉H.
Then by choosing ψ(T ) = 1, ψ(0) = 0 and ψ(T ) = 0, ψ(0) = 1 respectively we obtain that
u(T ) = z, u(0) = u0.
Hence the proof is complete.
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Next lemma is very crucial for the proof of Theorem 1.1. The result basically says that
A is also a pseudo-monotone operator from X to X∗, hence one can still use a modified
monotonicity tricks to verify the limit of the Galerkin approximation as a solution to (1.1).
The techniques used in the proof is inspired by the works of Hirano and Shioji [18, 37].
Lemma 2.5. Under the assumptions of Theorem 1.1, suppose that
(2.10) lim inf
n→∞
∫ T
0
〈A(t, un(t)), un(t)〉V dt ≥
∫ T
0
〈w(t), u(t)〉V dt,
then for any v ∈ X we have
(2.11)
∫ T
0
〈A(t, u(t)), u(t)− v(t)〉V dt ≥ lim sup
n→∞
∫ T
0
〈A(t, un(t)), un(t)− v(t)〉V dt.
Proof. Since W 1α(0, T ;V,H) ⊂ C([0, T ];H) is a continuous embedding, we have that un(t)
converges to u(t) weakly in H for all t ∈ [0, T ]. Hence un(t) also converges to u(t) weakly in
V for all t ∈ [0, T ].
Claim 1: For all t ∈ [0, T ] we have
(2.12) lim sup
n→∞
〈A(t, un(t)), un(t)− u(t)〉V ≤ 0.
Suppose there exists a t0 such that
lim sup
n→∞
〈A(t0, un(t0)), un(t0)− u(t0)〉V > 0.
Then we can take a subsequence such that
lim
i→∞
〈A(t0, uni(t0)), uni(t0)− u(t0)〉V > 0.
Note that uni(t0) converges to u(t0) weakly in V and A(t0, ·) is pseudo-monotone, we have
〈A(t0, u(t0)), u(t0)− v〉V ≥ lim sup
i→∞
〈A(t0, uni(t0)), uni(t0)− v〉V , v ∈ V.
In particular, we have
lim sup
i→∞
〈A(t0, uni(t0)), uni(t0)− u(t0)〉V ≤ 0,
which is a contradiction with the definition of this subsequence.
Hence (2.12) holds.
By (H3) and (H4) there exists a constant K such that
〈A(t, un(t)), un(t)− v(t)〉V ≤−
δ
2
‖un(t)‖
α
V +K
(
f(t) + ‖un(t)‖
2
H
)
+K
(
1 + ‖un(t)‖
αβ
H
)
‖v(t)‖αV , v ∈ X.
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Then by Lemma 2.3, Fatou’s lemma, (2.10) and (2.12) we have
0 ≤ lim inf
n→∞
∫ T
0
〈A(t, un(t)), un(t)− u(t)〉V dt
≤ lim sup
n→∞
∫ T
0
〈A(t, un(t)), un(t)− u(t)〉V dt
≤
∫ T
0
lim sup
n→∞
〈A(t, un(t)), un(t)− u(t)〉V dt ≤ 0.
(2.13)
Hence
lim
n→∞
∫ T
0
〈A(t, un(t)), un(t)− u(t)〉V dt = 0.
Claim 2: There exists a subsequence {uni} such that
(2.14) lim
i→∞
〈A(t, uni(t)), uni(t)− u(t)〉V = 0 for a.e. t ∈ [0, T ].
Define gn(t) = 〈A(t, un(t)), un(t)− u(t)〉V , t ∈ [0, T ], then
lim
n→∞
∫ T
0
gn(t)dt = 0, lim sup
n→∞
gn(t) ≤ 0, t ∈ [0, T ].
Then by Lebesgue’s dominated convergence theorem we have
lim
n→∞
∫ T
0
g+n (t)dt = 0,
where g+n (t) := max{gn(t), 0}.
Note that |gn(t)| = 2g
+
n (t)− gn(t), hence we have
lim
n→∞
∫ T
0
|gn(t)|dt = 0.
Therefore, we can take a subsequence {gni(t)} such that
lim
i→∞
gni(t) = 0 for a.e. t ∈ [0, T ],
i.e. (2.14) holds.
Therefore, for any v ∈ X , we can choose a subsequence {uni} such that
lim
i→∞
∫ T
0
〈A(t, uni(t)), uni(t)− v(t)〉V dt = lim sup
n→∞
∫ T
0
〈A(t, un(t)), un(t)− v(t)〉V dt;
lim
i→∞
〈A(t, uni(t)), uni(t)− u(t)〉V = 0 for a.e. t ∈ [0, T ].
Since A is pseudo-monotone, we have
〈A(t, u(t)), u(t)− v(t)〉V ≥ lim sup
i→∞
〈A(t, uni(t)), uni(t)− v(t)〉V , t ∈ [0, T ].
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By Fatou’s lemma we obtain
∫ T
0
〈A(t, u(t)), u(t)− v(t)〉V dt ≥
∫ T
0
lim sup
i→∞
〈A(t, uni(t)), uni(t)− v(t)〉V dt
≥ lim sup
i→∞
∫ T
0
〈A(t, uni(t)), uni(t)− v(t)〉V dt
= lim sup
n→∞
∫ T
0
〈A(t, un(t)), un(t)− v(t)〉V dt.
(2.15)
Hence the proof is complete.
Proof of Theorem 1.1 (i) Existence: The integration by parts formula implies that
‖un(T )‖
2
H − ‖un(0)‖
2
H = 2
∫ T
0
〈A(t, un(t)) + b(t), un(t)〉V dt;
‖u(T )‖2H − ‖u(0)‖
2
H = 2
∫ T
0
〈w(t) + b(t), u(t)〉V dt.
Since un(T )⇀ z in H , by the lower semicontinuity of ‖ · ‖H we have
lim inf
n→∞
‖un(T )‖
2
H ≥ ‖z‖
2
H = ‖u(T )‖
2
H.
Hence we have
lim inf
n→∞
∫ T
0
〈A(t, un(t)), un(t)〉V dt ≥
1
2
(
‖u(T )‖2H − ‖u(0)‖
2
H
)
−
∫ T
0
〈b(t), u(t)〉V dt
=
∫ T
0
〈w(t), u(t)〉V dt.
By Lemma 2.5 we have for any v ∈ X ,
∫ T
0
〈A(t, u(t)), u(t)− v(t)〉V dt ≥ lim sup
n→∞
∫ T
0
〈A(t, un(t)), un(t)− v(t)〉V dt
≥ lim inf
n→∞
∫ T
0
〈A(t, un(t)), un(t)− v(t)〉V dt
≥
∫ T
0
〈w(t), u(t)〉V dt−
∫ T
0
〈w(t), v(t)〉V dt
=
∫ T
0
〈w(t), u(t)− v(t)〉V dt.
Since v ∈ X is arbitrary, we have A(·, u) = w as the element in X∗.
Hence u is a solution to (1.1).
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(ii) Uniqueness: Suppose u(·, u0), v(·, v0) are the solutions to (1.1) with starting points
u0, v0 respectively, then by the integration by parts formula we have for t ∈ [0, T ],
‖u(t)− v(t)‖2H = ‖u0 − v0‖
2
H + 2
∫ t
0
〈A(s, u(s))− A(s, v(s)), u(s)− v(s)〉V ds
≤ ‖u0 − v0‖
2
H + 2
∫ t
0
(C + ρ(u(s)) + η(v(s))) ‖u(s)− v(s)‖2Hds.
By (1.3) we know that ∫ T
0
(C + ρ(u(s)) + η(v(s))) ds <∞.
Then by Gronwall’s lemma we obtain
(2.16) ‖u(t)− v(t)‖2H ≤ ‖u0 − v0‖
2
H exp
[
2
∫ t
0
(C + ρ(u(s)) + η(v(s)))ds
]
, t ∈ [0, T ].
In particular, if u0 = v0, this implies the uniqueness of the solution of (1.1).
2.2 Proof of Theorem 1.2
By (H2) we have
‖u1(t)− u2(t)‖
2
H = ‖u1,0 − u2,0‖
2
H + 2
∫ t
0
〈A(s, u1(s))− A(s, u2(s)), u1(s)− u2(s)〉V ds
+ 2
∫ t
0
〈b1(s)− b2(s), u1(s)− u2(s)〉V ds
≤ ‖u1,0 − u2,0‖
2
H +
∫ t
0
‖b1(s)− b2(s)‖
2
Hds
+
∫ t
0
(C + ρ(u1(s)) + η(u2(s))) ‖u1(s)− u2(s)‖
2
Hds, t ∈ [0, T ],
where C is a constant.
Then by Gronwall’s lemma we have
‖u1(t)− u2(t)‖
2
H ≤ exp
[∫ t
0
(C + ρ(u1(s)) + η(u2(s))) ds
]
·
(
‖u1,0 − u2,0‖
2
H +
∫ t
0
‖b1(s)− b2(s)‖
2
Hds
)
, t ∈ [0, T ].
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3 Application to examples
It’s obvious that the main results can be applied to nonlinear evolution equations with
monotone operators (e.g. porous medium equation, p-Laplace equation) perturbated by some
non-monotone terms (e.g. some locally Lipschitz perturbation). Moreover, we also formulate
some examples where the coefficients are only locally monotone. For simplicity here we only
formulate the examples where the coefficients are time independent, but one can easily adapt
all these examples to the time dependent case.
Here we use the notation Di to denote the spatial derivative
∂
∂xi
, Λ ⊆ Rd is an open
bounded domain with smooth boundary. For standard Sobolev space W 1,p0 (Λ) (p ≥ 2) we
always use the following (equivalent) Sobolev norm:
‖u‖1,p :=
(∫
Λ
|∇u(x)|pdx
) 1
p
.
As preparation we first give a lemma for verifying (H2).
Lemma 3.1. Consider the Gelfand triple
V :=W 1,20 (Λ) ⊆ H := L
2(Λ) ⊆W−1,2(Λ)
and the operator
A(u) = ∆u+
d∑
i=1
fi(u)Diu,
where fi (i = 1, · · · , d) are Lipschitz functions on R.
(1) If d < 3, then there exists a constant K such that
2〈A(u)−A(v), u− v〉V ≤ −‖u− v‖
2
V +
(
K +K‖u‖4L4 +K‖v‖
2
V
)
‖u− v‖2H, u, v ∈ V.
In particular, if fi are bounded functions for i = 1, · · · , d, then we have
2〈A(u)− A(v), u− v〉V ≤ −‖u− v‖
2
V +
(
K +K‖v‖2V
)
‖u− v‖2H , u, v ∈ V.
(2) For d = 3 we have
2〈A(u)−A(v), u− v〉V ≤ −‖u− v‖
2
V +
(
K +K‖u‖8L4 +K‖v‖
4
V
)
‖u− v‖2H, u, v ∈ V.
In particular, if fi are bounded functions for i = 1, · · · , d, we have
2〈A(u)− A(v), u− v〉V ≤ −‖u− v‖
2
V +
(
K +K‖v‖4V
)
‖u− v‖2H , u, v ∈ V.
(3) If fi are bounded measurable functions on Λ and independent of u for i = 1, · · · , d,
i.e.
A(u) = ∆u+
d∑
i=1
fi ·Diu,
then for any d ≥ 1 we have
2〈A(u)−A(v), u− v〉V ≤ −‖u− v‖
2
V +K‖u− v‖
2
H, u, v ∈ V.
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Proof. (1) Since all fi are Lipschitz and linear growth, we have
〈A(u)− A(v), u− v〉V
= −‖u− v‖2V +
d∑
i=1
∫
Λ
(fi(u)Diu− fi(v)Div) (u− v) dx
= −‖u− v‖2V +
d∑
i=1
∫
Λ
(fi(u)(Diu−Div) +Div(fi(u)− fi(v))) (u− v) dx
≤ −‖u− v‖2V +
d∑
i=1
[(∫
Λ
(Diu−Div)
2dx
)1/2(∫
Λ
f 2i (u)(u− v)
2dx
)1/2
+
(∫
Λ
(Div)
2dx
)1/2(∫
Λ
(fi(u)− fi(v))
2 (u− v)2dx
)1/2 ]
≤ −‖u− v‖2V +K‖u− v‖V
(∫
Λ
(
1 + u4
)
dx
)1/4(∫
Λ
(u− v)4dx
)1/4
+K‖v‖V
(∫
Λ
(u− v)4dx
)1/2
≤ −‖u− v‖2V +K‖u− v‖
3/2
V ‖u− v‖
1/2
H (1 + ‖u‖L4) + 2K‖v‖V ‖u− v‖V ‖u− v‖H
≤ −
1
2
‖u− v‖2V +
(
K +K‖v‖2V +K‖u‖
4
L4
)
‖u− v‖2H, u, v ∈ V,
where K is a constant that may change from line to line, and we also used the following well
known estimate on R2 (see [29, Lemma 2.1])
(3.1) ‖u‖4L4 ≤ 2‖u‖
2
L2‖∇u‖
2
L2, u ∈ W
1,2
0 (Λ).
(2) For d = 3 we use the following estimate (cf. [29])
(3.2) ‖u‖4L4 ≤ 4‖u‖L2‖∇u‖
3
L2, u ∈ W
1,2
0 (Λ),
then the second assertion can be derived similarly by using Young’s inequality.
(3) This assertion obviously follows from the estimates in (i).
Remark 3.1. (1) If all fi are bounded, then the local monotonicity (H2) also implies the
coercivity (H3).
(2) If we write the operator in the following vector form
A(u) = ∆u+∇ · ~F (u),
where ~F (x) = (F1(x), · · · , Fd(x)) : R→ R
d satisfies
|~F (x)− ~F (y)| ≤ C(1 + |x|+ |y|)|x− y|, x, y ∈ R.
Then by using the divergence theorem (or Stokes’ theorem) one can show that for d < 3,
2〈A(u)− A(v), u− v〉V ≤ −‖u− v‖
2
V +
(
K +K‖u‖4L4 +K‖v‖
4
L4
)
‖u− v‖2H, u, v ∈ V,
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for d = 3 we have
2〈A(u)− A(v), u− v〉V ≤ −‖u− v‖
2
V +
(
K +K‖u‖8L4 +K‖v‖
8
L4
)
‖u− v‖2H, u, v ∈ V.
And it’s also easy to show the coercivity (H3) holds since we have
〈∇ · ~F (u), u〉V = −
∫
Λ
~F (u) · ∇udx = 0, u ∈ W 1,20 (Λ).
The first example is a general semilinear equation on Λ ⊆ R, which unifies the classical
reaction-diffusion equation and Burgers equation.
Example 3.2. Consider the following equation
(3.3) u′ =
∂2u
∂x2
+
∂F
∂x
(u) + g(u) + h, u(0) = u0 ∈ L
2(Λ).
Suppose the following conditions hold for some constant C > 0:
(i) F is a function on R satisfies
|F (x)− F (y)| ≤ C(1 + |x|+ |y|)|x− y|, x, y ∈ R.
(ii) g is a continuous function on R such that
g(x)x ≤ C(x2 + 1), x ∈ R;
|g(x)| ≤ C(|x|3 + 1), x ∈ R;
(g(x)− g(y))(x− y) ≤ C(1 + |x|t + |y|t)(x− y)2, x, y ∈ R,
(3.4)
where t ≥ 1 is a constant.
(iii) h ∈ W−1,2(Λ).
Then (3.3) has a solution u ∈ W 12 (0, T ;W
1,2
0 (Λ), L
2(Λ)). Moreover, if t ≤ 2, then the
solution of (3.3) is also unique.
Proof. We define the Gelfand triple
V :=W 1,20 (Λ) ⊆ H := L
2(Λ) ⊆W−1,2(Λ)
and the operator
A(u) =
∂2u
∂x2
+
∂F
∂x
(u) + g(u), u ∈ V.
It is easy to show that (H1) holds by the continuity of F and g.
Similar to Lemma 3.1, one can easily show that
〈
∂F
∂x
(u)−
∂F
∂x
(v), u− v〉V
=−
∫
Λ
(
F (u)− F (v)
)(∂u
∂x
−
∂v
∂x
)
dx
≤
1
4
‖u− v‖2V + C
(
1 + ‖u‖4L4 + ‖v‖
4
L4
)
‖u− v‖2H , u, v ∈ V.
(3.5)
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By integration by parts formula we have
〈
∂F
∂x
(u), u〉V = 0, u ∈ V.
(3.4) and (3.1) implies that
〈g(u)− g(v), u− v〉V
≤C
(
1 + ‖u‖tL2t + ‖v‖
t
L2t
)
‖u− v‖2L4
≤
1
4
‖u− v‖2V + C
(
1 + ‖u‖2tL2t + ‖v‖
2t
L2t
)
‖u− v‖2H , u, v ∈ V.
(3.6)
Therefore, we have
2〈A(u)−A(v), u−v〉V ≤ −‖u−v‖
2
V+C
(
1 + ‖u‖4L4 + ‖u‖
2t
L2t + ‖v‖
4
L4 + ‖v‖
2t
L2t
)
‖u−v‖2H , u, v ∈ V,
i.e. (H2) holds.
Note that by (3.4) we have
〈g(u), u〉V ≤ C
(
1 + ‖u‖2H
)
, u ∈ V,
hence (H3) holds with α = 2.
By the Sobolev embedding theorem we have
‖g(u)‖V ∗ ≤ C
(
1 + ‖u‖3L3
)
≤ C
(
1 + ‖u‖V ‖u‖
2
H
)
, u ∈ V,
‖
∂F
∂x
(u)‖V ∗ ≤ ‖F (u)‖H ≤ C
(
1 + ‖u‖2L4
)
≤ C (1 + ‖u‖V ‖u‖H) , u ∈ V.
Hence (H4) also holds (with β = 2).
Therefore, the assertions follow from Theorem 1.1.
Remark 3.2. If we take F (x) = x2 and g = h = 0, then (3.3) is the classical Burgers equation
in fluid mechanics. If we take g(x) = x − x3 and F = h = 0, then (3.3) is the well known
reaction-diffusion equation.
Example 3.3. Consider the following equation
(3.7) u′ = ∆u+
d∑
i=1
fi(u)Diu+ g(u) + h, u(0) = u0 ∈ L
2(Λ).
Suppose the following conditions hold for some constant C > 0:
(i) fi are bounded Lipschitz functions on R for i = 1, · · · , d;
(ii) g is a continuous function on R such that
g(x)x ≤ C(x2 + 1), x ∈ R;
|g(x)| ≤ C(|x|r + 1), x ∈ R;
(g(x)− g(y))(x− y) ≤ C(1 + |x|t + |y|t)(x− y)2, x, y ∈ R,
(3.8)
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where r, t ≥ 1 are some constants.
(iii) h ∈ W−1,2(Λ).
Then we have
(1) if d = 2, r = 7
3
and t = 2, (3.7) has a unique solution u ∈ W 12 (0, T ;W
1,2
0 (Λ), L
2(Λ)).
(2) if d = 3, r = 7
3
and t ≤ 3, (3.7) has a solution u ∈ W 12 (0, T ;W
1,2
0 (Λ), L
2(Λ)).
Moreover, if t = 4
3
, fi, i = 1, 2, 3 are bounded measurable functions on Λ and independent of
u, then the solution of (3.7) is also unique.
Proof. We define the Gelfand triple
V :=W 1,20 (Λ) ⊆ H := L
2(Λ) ⊆W−1,2(Λ)
and the operator
A(u) = ∆u+
d∑
i=1
fi(u)Diu+ g(u), u ∈ V.
By assumption (3.8) we have
〈g(u)− g(v), u− v〉V ≤ C
(
1 + ‖u‖tL2t + ‖v‖
t
L2t
)
‖u− v‖2L4 .
Then from (3.1) or (3.2) and Lemma 3.1 we have for d = 2
2〈A(u)− A(v), u− v〉V ≤ −‖u− v‖
2
V +K
(
1 + ‖v‖2V + ‖u‖
2t
L2t + ‖v‖
2t
L2t
)
‖u− v‖2H, u, v ∈ V,
and for d = 3,
2〈A(u)− A(v), u− v〉V ≤ −‖u− v‖
2
V +K
(
1 + ‖v‖4V + ‖u‖
4t
L2t + ‖v‖
4t
L2t
)
‖u− v‖2H, u, v ∈ V,
i.e. (H2) holds.
Note that
〈g(u), u〉V ≤ C
(
1 + ‖u‖2H
)
, u ∈ V.
Then by Lemma 3.1 and Remark 3.1 we know that (H3) holds with α = 2.
For d = 2, 3 we have
‖g(u)‖V ∗ ≤ C
(
1 + ‖u‖rL6r/5
)
, u ∈ V.
For r = 7
3
, by the interpolation theorem we have
‖u‖L6r/5 ≤ ‖u‖
4/7
L2 ‖u‖
3/7
L6 , u ∈ W
1,2
0 (Λ) ⊆ L
6(Λ).
Then
‖g(u)‖V ∗ ≤ C
(
1 + ‖u‖rL6r/5
)
≤ C
(
1 + ‖u‖
4/3
H ‖u‖V
)
, u ∈ V.
Hence (H4) holds.
The hemicontinuity (H1) follows easily from the continuity of f and g.
Therefore, all assertions follow from Theorem 1.1.
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In particular, if d = 3 and fi, i = 1, 2, 3 are bounded measurable functions on Λ and
independent of u, then we have
2〈A(u)−A(v), u− v〉V ≤ −‖u− v‖
2
V +K
(
1 + ‖u‖4tL2t + ‖v‖
4t
L2t
)
‖u− v‖2H , u, v ∈ V.
Since t = 4
3
, by the interpolation inequality we have
‖u‖L2t ≤ ‖u‖
5/8
L2 ‖u‖
3/8
L6 , u ∈ V.
Therefore
‖u‖4tL2t ≤ C‖u‖
10/3
H ‖u‖
2
V , u ∈ V.
Hence the solution of of (3.7) is unique.
Remark 3.3. (1) As we mentioned in Remark 1.1, the classical result for monotone operators
can not be applied to the above example. The typical example of monotone perturbation
is to assume all fi are independent of unknown solution u, g is monotone (e.g. Lipschitz)
and has linear growth (r = 1). However, here we allow g is locally monotone (e.g. locally
Lipschitz) and has certain polynomial growth (r > 1).
(2) The boundedness of fi is only assumed in order to verify the coercivity (H3). This
assumption can be removed if we formulate (3.7) in vector form as explained in Remark 3.1.
We may also consider the following quasi-linear evolution equations on Rd (d ≥ 3).
Example 3.4. Consider the Gelfand triple
V := W 1,p0 (Λ) ⊆ H := L
2(Λ) ⊆ W−1,q(Λ)
and the following equation on Rd for p > 2
(3.9) u′ =
d∑
i=1
Di
(
|Diu|
p−2Diu
)
+ g(u) + h, u(0) = u0 ∈ L
2(Λ).
Suppose the following conditions hold:
(i) g is a continuous function on R such that
g(x)x ≤ C(|x|
p
2
+1 + 1), x ∈ R;
|g(x)| ≤ C(|x|r + 1), x ∈ R;
(g(x)− g(y))(x− y) ≤ C(1 + |x|t + |y|t)|x− y|s, x, y ∈ R,
(3.10)
where C > 0 and r, s, t ≥ 1 are some constants.
(ii) h ∈ W−1,q(Λ), p−1 + q−1 = 1.
Then we have
(1) if d < p, s = 2 and r = p + 1, (3.9) has a solution. Moreover, if t ≤ p also holds,
then the solution is unique.
(2) if d > p, 2 < s < p, r = 2p
d
+ p − 1 and t ≤ p
2(s−2)
(d−p)(p−2)
, (3.9) has a solution. The
solution is unique if t ≤ p(p−s)
p−2
also holds.
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Proof. (1) It’s well known that
∑d
i=1Di (|Diu|
p−2Diu) satisfy (H1)-(H4) (cf. [24, 26]). In
particular, there exists a constant δ > 0 such that
(3.11)
d∑
i=1
〈Di
(
|Diu|
p−2Diu
)
−Di
(
|Div|
p−2Div
)
, u− v〉V ≤ −δ‖u− v‖
p
V , u, v ∈ W
1,p
0 (Λ).
Recall that for d < p we have the following Sobolev embedding
W
1,p
0 (Λ) ⊆ L
∞(Λ).
Hence we have
〈g(u)− g(v), u− v〉V ≤ C
∫
Λ
(
1 + |u|t + |v|t
)
|u− v|2dx
≤ C
(
1 + ‖u‖tL∞ + ‖v‖
t
L∞
)
‖u− v‖2L2
≤ C
(
1 + ‖u‖tV + ‖v‖
t
V
)
‖u− v‖2H , u, v ∈ V,
(3.12)
where C is a constant may change from line to line.
Hence (H2) holds.
Note that from (3.10) we have
〈g(u), u〉V ≤ C
∫
Λ
(1 + |u|
p
2
+1)dx
≤ C
(
1 + ‖u‖
p/2
L∞‖u‖H
)
≤
δ
2
‖u‖pV + C
(
1 + ‖u‖2H
)
, u ∈ V.
(3.13)
Therefore, (H3) holds with α = p by (3.11).
(H4) follows from the following estimate:
‖g(u)‖V ∗ ≤ C
(
1 + ‖u‖p+1Lp+1
)
≤ C
(
1 + ‖u‖p−1L∞ ‖u‖
2
H
)
, u ∈ V.
Hence the assertions follow from Theorem 1.1.
(2) Note that for d > p we have the following Sobolev embedding
W
1,p
0 (Λ) ⊆ L
p0(Λ), p0 =
dp
d− p
.
Let t0 =
p(s−2)
s(p−2)
∈ (0, 1) and p1 ∈ (2, p0) such that
1
p1
=
1− t0
2
+
t0
p0
.
Then we have the following interpolation inequality
‖u‖Lp1 ≤ ‖u‖
1−t0
L2 ‖u‖
t0
Lp0 , u ∈ W
1,p
0 (Λ).
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Since 2 < s < p, it is easy to show that s < p1.
Let p2 =
p1
p1−s
, then by assumption (3.10) we have
〈g(u)− g(v), u− v〉V ≤ C
∫
Λ
(
1 + |u|t + |v|t
)
|u− v|sdx
≤ C
(
1 + ‖u‖tLtp2 + ‖v‖
t
Ltp2
)
‖u− v‖sLp1
≤ C
(
1 + ‖u‖tLtp2 + ‖v‖
t
Ltp2
)
‖u− v‖
s(1−t0)
L2 ‖u− v‖
st0
Lp0
≤ ε‖u− v‖pLp0 + Cε
(
1 + ‖u‖tbLtp2 + ‖v‖
tb
Ltp2
)
‖u− v‖2L2,
(3.14)
where ε, Cε are some constants and the last step follows from the following Young inequality
xy ≤ εxa + Cεy
b, x, y ∈ R, a =
p− 2
s− 2
, b =
p− 2
p− s
.
By calculation we have
s
p1
=
p− s
p− 2
+
p(s− 2)
p0(p− 2)
, p2 =
p0(p− 2)
(p0 − p)(s− 2)
.
Hence if t ≤ (p0−p)(s−2)
p−2
, then
‖u‖Ltp2 ≤ C‖u‖Lp0 ≤ C‖u‖V , v ∈ V.
Therefore, (H2) follows from (3.11) and (3.14).
(H3) can be verified for α = p in a similar way.
For r = 2p
d
+ p− 1, by the interpolation inequality we have
‖g(u)‖V ∗ ≤ C
(
1 + ‖u‖r
Lrp
′
0
)
≤ C
(
1 + ‖u‖p−1p0 ‖u‖
β
H
)
, u ∈ V,
where
1
p0
+
1
p′0
, β =
2p
d
.
Therefore, (H4) also holds.
Then all assertions follow from Theorem 1.1.
Remark 3.4. One further generalization is to replace
∑d
i=1Di (|Diu|
p−2Diu) by more general
quasi-linear differential operator
∑
|α|≤m
(−1)|α|DαAα(x,Du(x, t); t),
where Du = (Dβu)|β|≤m. Under certain assumptions (cf. [40, Proposition 30.10]) this
operator satisfies the monotonicity and coercivity condition.
According to Theorem 1.1, we can obtain the existence and uniqueness of solutions to this
type of quasi-linear PDE with some non-monotone perturbations (e.g. some locally Lipschitz
lower order terms).
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Now we apply Theorem 1.1 to the Navier-Stokes equation.
Let Λ be a bounded domain in R2 with smooth boundary. It’s well known that by means
of divergence free Hilbert spaces V,H and the Helmhotz-Leray orthogonal projection PH ,
the classical form of the Navier-Stokes equation can be formulated in the following form:
(3.15) u′ = Au+B(u) + f, u(0) = u0 ∈ H,
where
V =
{
v ∈ W 1,20 (Λ,R
2) : ∇ · v = 0 a.e. in Λ
}
, ‖v‖V :=
(∫
Λ
|∇v|2dx
)1/2
,
and H is the closure of V in the following norm
‖v‖H :=
(∫
Λ
|v|2dx
)1/2
.
The linear operator PH (Helmhotz-Leray projection) and A (Stokes operator with viscosity
constant ν) are defined by
PH : L
2(Λ,R2)→ H, orthogonal projection;
A :=W 2,2(Λ,R2) ∩ V → H, Au = νPH∆u,
and the nonlinear operator
B : DB ⊂ H × V → H, B(u, v) = −PH [(u · ∇)v] , B(u) = B(u, u).
It’s well known that by using the Gelfand triple
V ⊆ H ≡ H∗ ⊆ V ∗
the following mappings
A : V → V ∗, B : V × V → V ∗
are well defined. In particular, we have
〈B(u, v), w〉V = −〈B(u, w), v〉V , 〈B(u, v), v〉V = 0, u, v, w ∈ V.
Example 3.5. (2D Navier-Stokes equation) For f ∈ L2(0, T ;V ∗) and u0 ∈ H, (3.15) has a
unique solution.
Proof. The hemicontinuity (H1) is easy to show since B is a bilinear map.
Note that 〈B(v), v〉V = 0, it’s also easy to get the coercivity (H3)
〈Av +B(v) + f, v〉V ≤ −ν‖v‖
2
V + ‖f‖V ∗‖v‖V ≤ −
ν
2
‖v‖2V + C‖f‖
2
V ∗ , v ∈ V.
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Recall the following estimate (cf. [29, Lemma 2.1, 2.2])
|〈B(w), v〉V | ≤ 2‖w‖L4(Λ;R2)‖v‖V ;
|〈B(w), v〉V | ≤ 2‖w‖
3/2
V ‖w‖
1/2
H ‖v‖L4(Λ;R2), v, w ∈ V.
(3.16)
Then we have
〈B(u)− B(v), u− v〉V = −〈B(u, u− v), v〉V + 〈B(v, u− v), v〉V
= −〈B(u− v), v〉V
≤ 2‖u− v‖
3/2
V ‖u− v‖
1/2
H ‖v‖L4(Λ;R2)
≤
ν
2
‖u− v‖2V +
32
ν3
‖v‖4L4(Λ;R2)‖u− v‖
2
H , u, v ∈ V.
(3.17)
Hence we have the local monotonicity (H2)
〈Au+B(u)−Av − B(v), u− v〉V ≤ −
ν
2
‖u− v‖2V +
32
ν3
‖v‖4L4(Λ;R2)‖u− v‖
2
H .
The growth (H4) follows from (3.16) and (3.1).
Hence the existence of solution to (3.15) follows from Theorem 1.1.
By definition any solution u of (3.15) is a element in L2([0, T ];V ) and C([0, T ];H), then
(3.1) implies that
∫ T
0
‖u(t)‖4L4dt ≤ 2 sup
t∈[0,T ]
‖u(t)‖2H
∫ T
0
‖u(t)‖2V dt <∞.
Hence the solution of (3.15) is also unique.
Remark 3.5. (1) The main result can be also applied to some other classes of two dimensional
hydrodynamical models such as magneto-hydrodynamic equations, the Boussinesq model for
the Be´nard convection and 2D magnetic Be´nard problem. We refer to [12] (and the references
therein) for the details of these models. Note that the assumption (C1) in [12] implies a
special type of local monotonicity (e.g. see (2.8) in [12]).
(2) For the 3D Navier-Stokes equation, we recall the following estimate (cf. [29, (2.5)])
‖ψ‖4L4 ≤ 4‖ψ‖L2‖∇ψ‖
3
L2 , ψ ∈ W
1,2
0 (Λ;R
3).
Then one can show that
〈B(u)− B(v), u− v〉V = −〈B(u− v), v〉V
≤ 2‖u− v‖
7/4
V ‖u− v‖
1/4
H ‖v‖L4(Λ;R3)
≤
ν
2
‖u− v‖2V +
212
ν7
‖v‖8L4(Λ;R3)‖u− v‖
2
H , u, v ∈ V.
(3.18)
Hence we have the following local monotonicity (H2)
〈Au+B(u)−Av − B(v), u− v〉V ≤ −
ν
2
‖u− v‖2V +
212
ν7
‖v‖8L4(Λ;R3)‖u− v‖
2
H .
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However, we only have the following growth condition in the 3D case:
‖B(u)‖V ∗ ≤ 2‖u‖
2
L4(Λ;R3) ≤ 4‖u‖
1/2
H ‖u‖
3/2
V , u ∈ V.
Unfortunately, this is not enough to verify (H4) in Theorem 1.1.
Now we apply the main result to the 3D Leray-α model of turbulence, which is a regu-
larization of the 3D Navier-Stokes equation. It was first considered by Leray [21] in order to
prove the existence of a solution to the Navier-Stokes equation in R3. Here we use a special
smoothing kernel in the 3D Leray-α model, which was first considered in [11] (cf. [10] for
more references). It has been shown in [11] that the 3D Leray-α model compares successfully
with empirical data from turbulent channel and pipe flows for a wide range of Reynolds num-
bers. This model has a great potential to become a good sub-grid-scale large-eddy simulation
model of turbulence. The Leray-α model can be formulated as follows:
u′ = ν∆u− (v · ∇)u−∇p+ f,
∇ · u = 0, u = v − α2∆v
(3.19)
where ν > 0 is the viscosity, u is the velocity, p is the pressure and f is a given body-forcing
term.
By using the same divergence free Hilbert spaces V,H (but in 3D) one can rewrite the
Leray-α model into the following abstract form:
(3.20) u′ = Au+B(u, u) + f, u(0) = u0 ∈ H,
where
Au = νPH∆u,B(u, v) = −PH
[((
I − α2∆
)−1
u · ∇
)
v
]
.
Example 3.6. (3D Leray-α model) For f ∈ L2(0, T ;V ∗) and u0 ∈ H, (3.20) has a unique
solution.
Proof. (H1) holds obviously since B is a bilinear map.
Note that 〈B(u, v), v〉V = 0, it’s also easy to get the coercivity (H3):
〈Av +B(v, v) + f, v〉V ≤ −ν‖v‖
2
V + ‖f‖V ∗‖v‖V ≤ −
ν
2
‖v‖2V + C‖f‖
2
V ∗ , v ∈ V.
Recall the following well-known estimate (cf. [29, Lemma 2.1, 2.2])
|〈B(u, v), w〉V |
≤c‖(I − α2∆)−1u‖
1/4
H ‖(I − α
2∆)−1u‖
3/4
V ‖v‖
1/4
H ‖v‖
3/4
V ‖w‖V
≤C‖u‖H‖v‖
1/4
H ‖v‖
3/4
V ‖w‖V , u, v, w ∈ V,
(3.21)
where c, C are some constants.
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Then we have
〈B(u, u)−B(v, v), u− v〉V
=− 〈B(u, u− v), v〉V + 〈B(v, u− v), v〉V
=− 〈B(u− v, u− v), v〉V
≤C‖u− v‖
5/4
H ‖u− v‖
3/4
V ‖v‖V
≤
ν
2
‖u− v‖2V + Cν‖v‖
8/5
V ‖u− v‖
2
H , u, v ∈ V.
(3.22)
Hence we have the local monotonicity (H2):
〈Au+B(u, u)−Av − B(v, v), u− v〉V ≤ −
ν
2
‖u− v‖2V + Cν‖v‖
8/5
V ‖u− v‖
2
H .
Note that (3.21) also implies that (H4) holds.
Hence the existence and uniqueness of solutions to (3.20) follows from Theorem 1.1.
Remark 3.6. The main result can also be applied to some other equations such as 3D Tamed
Navier-Stokes equation, which is also a modified version of 3D Navier-Stokes equation. One
may refer to [28, 36] for more details.
Acknowledgements
The author would like to thank Professors Phillipe Cle´ment, Michael Ro¨ckner and Feng-yu
Wang for their valuable discussions.
References
[1] V. Barbu, G. Da Prato, and M. Ro¨ckner, Existence and uniqueness of nonnegative
solutions to the stochastic porous media equation, Indiana Univ. Math. J. 57 (2008),
no. 1, 187–212.
[2] V. Barbu, G. Da Prato, and M. Ro¨ckner, Some results on stochastic porous media
equations, Bollettino U.M.I. 9 (2008), 1–15.
[3] V. Barbu, G. Da Prato, and M. Ro¨ckner, Stochastic porous media equation and self-
organized criticality, Commun. Math. Phys. 285 (2009), 901–923.
[4] W. Beyn, B. Gess, P. Lescot and M. Ro¨ckner, The global random attractor for a class
of stochastic porous media equations, Preprint.
[5] H. Bre´zis, E´quations et ine´quations non line´aires dans les espaces vectoriels en dualite´,
Ann. Inst. Fourier 18 (1968), 115–175.
[6] H. Bre´zis, Ope´rateurs maximaux monotones, North-Holland, Amsterdam, 1973.
26
[7] F. E. Browder, Nonlinear elliptic boundary value problems, Bull. Amer. Math. Soc. 69
(1963), 862–874.
[8] F. E. Browder, Non-linear equations of evolution, Ann. Math. 80 (1964), 485–523.
[9] F. E. Browder and P. Hess, Nonlinear mappings of monotone type in Banach spaces, J.
Funct. Anal. 11 (1972), 251–294.
[10] V.V. Chepyzhov, E.S. Titi and M.I. Vishik, On the convergence of solutions of the
Leray-α model to the trajectory attractor of the 3D Navier-Stokes system, Discrete and
Continuous Dynamical Systems, 17 (2007), 481–500.
[11] A. Cheskidov, D.D. Holm, E. Olson and E.S. Titi, On Leray-α model of turbulence,
Royal Society London, Proc. Series A, Mathematical, Physical & Engineering Sciences,
461 (2005), 629–649.
[12] I. Chueshov and A. Millet, Stochastic 2D hydrodynamical type systems: well posedness
and large deviations, Appl. Math. Optim. 61 (2010), 379–420.
[13] F. E. Browder, Pseudo-monotone operators and nonlinear elliptic boundary value prob-
lems on unbounded domains, Proc. Natl. Acad. Sci. USA 74 (1977), 2659–2661.
[14] B. Gess, W. Liu, and M. Ro¨ckner, Random attractors for a class of stochastic partial
differential equations driven by general additive noise, arXiv:1010.4641v1.
[15] I. Gyo¨ngy, On stochastic equations with respect to semimartingale III, Stochastics 7
(1982), 231–254.
[16] I. Gyo¨ngy and A. Millet, Rate of convergence of space time approximations for stochastic
evolution equations, Pot. Anal. 30 (2009), 29–64.
[17] P. Hartman and G. Stampacchia, On some nonlinear elliptic differential equations, Acta.
Math. 115 (1966), 271-310.
[18] N. Hirano, Nonlinear evolution equations with nonmonotonic perturbations, Nonlinear
Anal. 13 (1989), 599–609.
[19] N.V. Krylov and B.L. Rozovskii, Stochastic evolution equations, Translated from Itogi
Naukii Tekhniki, Seriya Sovremennye Problemy Matematiki 14 (1979), 71–146.
[20] N.V. Krylov, On Kolmogorov’s equations for finite dimensional diffusion, Stochastic
PDE’s and Kolmogorov’s equations in infinite dimensions (Cetraro, 1998), Lecture notes
in Math., vol. 1715, Springer, Berlin, 1999, 1–63.
[21] J. Leray, Essai sur le mouvemenet d’un fluide visqueux emplissant l’espace, Acta. Math.
63 (1934), 193–248.
27
[22] J. Leray and J. L. Lions, Quelques re´sultats de Viˇsik sur les proble`mes elliptiques non
line´aires par les me´thodes de Minty-Browder, Bull. Soc. Math. France 93 (1965), 97–107.
[23] J. L. Lions, Quelques me´thodes de re´solution des proble`mes aux limites on line´aires,
Dunod, Paris, 1969.
[24] W. Liu, Harnack inequality and applications for stochastic evolution equations with
monotone drifts, J. Evol. Equat. 9 (2009), 747–770.
[25] W. Liu and F.-Y. Wang, Harnack inequality and strong Feller property for stochastic
fast diffusion equations, J. Math. Anal. Appl. 342 (2008), 651–662.
[26] W. Liu, Large deviations for stochastic evolution equations with small multiplicative
noise, Appl. Math. Optim. 61 (2010), 27–56.
[27] W. Liu: Invariance of subspaces under the solution flow of SPDE, Infin. Dimens. Anal.
Quantum Probab. Relat. Top. 13 (2010), 87–98.
[28] Wei Liu. and Michael Ro¨ckner. SPDE in Hilbert space with locally monotone coeffi-
cients. J. Funct. Anal. 259 (2010), 2902–2922.
[29] J.-L. Menaldi and S.S. Sritharan Stochastic 2-D Navier-Stokes equation, Appl. Math.
Optim. 46 (2002), 31–53.
[30] G.J. Minty, Monotone (non-linear) operators in Hilbert space, Duke. Math. J. 29 (1962),
341–346.
[31] G.J. Minty, On a monotonicity method for the solution of non-linear equations in Ba-
nach space, Proc. Nat. Acad. Sci. USA 50 (1963), 1038–1041.
[32] E. Pardoux, Equations aux de´rive´es partielles stochastiques non line´aires monotones,
Ph.D. thesis, Universite´ Paris XI, 1975.
[33] C. Pre´voˆt and M. Ro¨ckner, A concise course on stochastic partial differential equations,
Lecture Notes in Mathematics, vol. 1905, Springer, 2007.
[34] J. Ren, M. Ro¨ckner, and F.-Y. Wang, Stochastic generalized porous media and fast
diffusion equations, J. Diff. Equa. 238 (2007), 118–152.
[35] J. Ren, and X. Zhang, Fredlin-Wentzell’s large deviation principle for stochastic evolu-
tion equations, J. Funct. Anal. 254 (2008), 3148–3172.
[36] M. Ro¨ckner, and X. Zhang, Tamed 3D Navier-Stokes equation: existence, uniqueness
and regularity, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 12 (2009), 525–549.
[37] N. Shioji, Existence of periodic solutions for nonlinear evolution equations with pseudo
monotone operators, Proc. Amer. Math. Soc. 125 (1997), 2921–2929.
28
[38] R.E. Showalter, Monotone operators in Banach space and nonlinear partial differential
equations, Mathematical Surveys and Monographs 49, American Mathematical Society,
Providence, 1997.
[39] F.-Y. Wang, Harnack inequality and applications for stochastic generalized porous media
equations, Ann. Probab. 35 (2007), 1333–1350.
[40] E. Zeidler, Nonlinear Functional Analysis and its Applications II/B: Nonlinear Mono-
tone operators, Springer-Verlag, New York, 1990.
29
