Abstract-This paper presents a robust radial basis function (RBF) network based classifier for polarimetric synthetic aperture radar (SAR) images. The proposed feature extraction process utilizes the covariance matrix, the gray level co-occurrence matrix (GLCM) based texture features, and the backscattering power (Span) combined with the H/α/A decomposition, which are projected onto a lower dimensional feature space using principal component analysis. For the classifier training two popular techniques are explored: conventional backpropagation (BP) and particle swarm optimization (PSO). By using both polarimetric covariance matrix and decomposition based pixel values and textural information (contrast, correlation, energy, and homogeneity) in the feature set, classification accuracy is improved. An experimental study is performed using the fully polarimetric San Francisco Bay and Flevoland data sets acquired by the NASA/Jet Propulsion Laboratory Airborne SAR (AIRSAR) at L-band to evaluate the performance of the proposed classifier. Classification results (in terms of confusion matrix, overall accuracy and classification map) compared with competing state of the art algorithms demonstrate the effectiveness of the proposed RBF network classifier.
INTRODUCTION
Image and data classification techniques play an important role in the automatic analysis and interpretation of remote sensing data. Particularly polarimetric synthetic aperture radar (SAR) data poses a challenging problem in this field due to complexity of measured information from its multiple polarimetric channels. Recently, the number of applications which use data provided by the SAR systems having fully polarimetric capability have been increasing. Over the past decade, there has been extensive research in the area of the segmentation and classification of polarimetric SAR data. In the literature, the classification algorithms for polarimetric SAR can be divided into three main classes: 1) classification based on physical scattering mechanisms inherent in data [1, 2] , 2) classification based on statistical characteristics of data [3, 4] and 3) classification based on image processing techniques [5, 6] . Additionally, there has been several works using some combinations of the above classification approaches [3, 1] . While these approaches to the polarimetric SAR classification problem can be based on either supervised or unsupervised methods, their performance and suitability usually depend on applications and the availability of ground truth.
As one of the earlier algorithms, Kong et al. [7] derived a distance measure based on the complex Gaussian distribution and used it for maximum-likelihood (ML) classification of single-look complex polarimetric SAR data. For multilook data represented in covariance or coherency matrices, Lee et al. [3] proposed a new unsupervised classification method based on combination of polarimetric target decomposition (specifically the Cloude and Pottier decomposition [8] ) and the maximum likelihood classifier using the complex Wishart distribution. The unsupervised Wishart classifier has an iterative procedure based on the well-known K-means algorithm, and has become a preferred benchmark algorithm due to its computational efficiency and generally good performance. However, this classifier still has some significant drawbacks since it entirely relies on K-means for actual clustering, such as it may converge to local optima, the number of clusters should be fixed a priori, its performance is sensitive to the initialization and its convergence depends on several parameters. Recently, a two-stage unsupervised clustering based on the EM algorithm [9] is presented for classification of polarimetric SAR images. The EM algorithm estimates parameters of the probability distribution functions which represent the elements of a 9-dimensional feature vector, consisting of six magnitudes and three angles of a coherency matrix. In [6] , a new wavelet-based texture image segmentation algorithm is successfully applied to unsupervised SAR image segmentation problem. More recently, neural network based approaches [10, 11] for classification of polarimetric synthetic aperture radar data have been shown to outperform other aforementioned well-known techniques. Compared with other approaches, neural network classifiers have the advantage of adaptability to the data without making a priori assumption of a particular probability model or distribution. However, their performance depends on the network structure, training data, initialization and parameters. In this study, the RBF neural network classifier is chosen due to its robustness, faster learning capability compared with other feedforward networks, and superior performance with simpler network architectures. The performance of the proposed RBF network classifier is evaluated using the fully polarimetric San Francisco Bay and Flevoland data sets acquired by the NASA/Jet Propulsion Laboratory Airborne SAR (AIRSAR) at L-band. The classification results (in terms of confusion matrix, overall accuracy and classification map) are compared with competing state of the art classifiers.
POLARIMETRIC SAR DATA PROCESSING
Polarimetric radars measure the complex scattering matrix S produced by a target under study with the objective to infer its physical properties. Assuming linear horizontal and vertical polarizations for transmitting and receiving, S can be expressed as
Reciprocity theorem applies in a monostatic system configuration, S hv = S vh . For coherent scatterers only, the decompositions of the measured scattering matrix S can be employed to characterize the scattering mechanisms of such targets. Alternatively, the second order polarimetric descriptors of the 3 × 3 average polarimetric covariance [C 3 ] and the coherency [T 3 ] matrices can be employed to extract physical information from the observed scattering process. The elements of the covariance matrix can be written in terms of three unique polarimetric components of complex scattering matrix:
For single-look processed polarimetric SAR data, the three polarimetric components (HH, HV , and V V ) has a multivariate complex Gaussian distribution and the complex covariance matrix form has a complex Wishart distribution [13] . Due to presence of speckle noise and random vector scattering from surface or volume, polarimetric SAR data are often multi-look processed by averaging n neighboring pixels. Cloude-Pottier decomposition [8] is based on eigenanalysis of the polarimetric coherency matrix, [T ] :
where λ 1 > λ 2 > λ 3 ≥ 0 are real eigenvalues and the corresponding orthonormal eigenvectors e i (representing three scattering mechanisms) are
Cloude and Pottier defined entropy H and average of alpha angle,ᾱ for analysis of the physical information related to the scattering characteristics of a medium:
For a multi-look coherency matrix, the entropy, 0 ≤ H ≤ 1, represents the randomness of a scattering medium between isotropic scattering (H = 0) and fully random scattering (H = 1), while the average alpha angle can be related to target average scattering mechanisms from singlebounce (or surface) scattering (ᾱ ≈ 0) to dipole (or volume) scattering (ᾱ ≈ π/4) to double-bounce scattering (ᾱ ≈ π/2). Due to basis invariance of the target decomposition, H and α are roll invariant hence they do not depend on orientation of target about the radar line of sight. Additionally, information about target's total backscattered power can be determined by the span as
H,ᾱ, and span calculated by the above noncoherent target decomposition method have been widely used as the main polarimetric features of a scatterer in many target classification schemes.
FEATURE EXTRACTION
The proposed feature extraction process utilizes the complete covariance matrix information, the gray level co-occurrence matrix (GLCM) based texture features, and the backscattering power (span) combined with the H/α/A decomposition [8] . As suggested by the previous studies [14, 10] appropriate texture measures for SAR imagery based on the gray level co-occurrence probabilities are included in the feature set to improve its discrimination power and classification accuracy. In this study, contrast, correlation, energy, and homogeneity features are extracted from normalized GLCMs which are calculated using interpixel distance of 2 and averaging over four possible orientation settings (θ = 0
To reduce the dimensionality (and redundancy) of input feature space, the principal components transform is applied and the most principal components (in this paper, ten principal components are selected) are then selected as features.
RBF NEURAL NETWORKS
An artificial neural network (ANN) consists of a set of connected processing units, usually called neurons or nodes. ANNs can be described as directed graphs, where each node performs some activation function to its inputs and then gives the result forward to be the input of some other neurons until the output neurons are reached. ANNs can be divided into feedforward and recurrent networks according to their connectivity. In a recurrent ANN there can be backward loops in the network structure, while in feedforward ANNs such loops are not allowed. A popular type of feedforward ANN is the radial basis function (RBF) network [15] , which has always two layers in addition to the passive input layer: a hidden layer of RBF units and a linear output layer. Only the output layer has connection weights and biases. The activation function of the kth RBF unit is defined as,
where ϕ is a radial basis function or, in other words, a strictly positive radially symmetric function, which has a unique maximum at N -dimensional center µ k and whose value drops rapidly close to zero away from the center. σ k is the width of the peak around the center µ k . The activation function gets noteworthy values only when the distance between the N -dimensional input X and the center µ k , X − µ k is smaller than the width σ k . The most commonly used activation function in RBF networks is the Gaussian basis function defined as
where µ k and σ k are the mean and standard deviation, respectively, and . denotes the Euclidean norm. More detailed information about RBF networks can be obtained from [15] and [16] . In this study, two distinct training methods for RBF network classifiers, the traditional backpropagation (BP) and particle swarm optimization (PSO) are investigated. For the BP algorithm, RPROP enhancement is used when training RBF networks. The main difference in RPROP is that it modifies the update-values for each parameter according to the sequence of signs of partial derivatives. This only leads to a faster convergence, while the problems of a hill-climbing algorithm are not solved. Further details about BP and RPROP can be found in [17] and [18] , respectively. For PSO-based training, the proposed approach is to apply multi-dimensional particle swarm optimization (MD PSO) [19] based dynamic clustering to determine the optimal number of Gaussian neurons with their correct parameters (centroids and variances). Afterwards, BP can conveniently be used to compute the remaining network parameters, weights (w) and bias (θ) of the each output layer neuron.
EXPERIMENTAL RESULTS
The NASA/Jet Propulsion Laboratory Airborne SAR (AIRSAR) L-band data of the San Francisco Bay and Flevoland are used for performance evaluation of the proposed RBF network classifier. The original four-look fully polarimetric SAR data of the San Francisco Bay, having a dimension of 900 × 1024 pixels, provides good coverage of both natural (sea, mountains, forests, etc.) and manmade targets (buildings, streets, parks, golf course, etc.) with a more complex inner structure. In this study, the sub-area with size 600 × 600 is extracted and used for the purpose of comparing the classification results with the Wishart [3] and the NN-based [10] classifiers. The aerial photographs for this area which can be used as ground-truth are provided by the TerraServer Web site [20] . In this study, the speckle filter suggested by Lee et al. [21] is employed with 5 × 5 window to preserve the texture information as recommended.
The same training and testing areas for three classes, the sea (15810, 6723 pixels respectively), urban areas (9362, 6800), and the vegetated zones (5064, 6534) which are manually selected in an earlier study [10] are also used for training and testing of the proposed classifier in this study. The confusion matrix of the proposed method on the training and testing areas are given in Table 1 . The classification accuracy values are averaged over 10 independent runs. From the results, the main drawback of the proposed method is the separation of vegetated zones from urban areas. Compared to two other competing techniques, the proposed method is able to differentiate better the uniform areas corresponding to main classes of scattering such as the ocean, vegetation, and building areas. In Table 2 , the overall accuracies in training and testing areas for the proposed RBF classifier trained using the BP and PSO algorithms and two competing methods, the Wishart Maximum Likelihood (WML) classifier [3] and the NN-based classifier [10] , are compared. The proposed RBF classifier trained by the global PSO algorithm is superior to the WML and NNbased methods with higher accuracies in both training (99.5%) and testing (99.0%) areas. The classification map of the whole image produced by the proposed classifier is shown in Fig. 1 .
The overall classification results of the proposed RBF classifiers and two competing methods, the wavelet-based [22] and NN-based [10] classifiers, for the Flevoland dataset (an agricultural area in the Netherlands) are also given in Table 3 . In this paper, the RBF network classifier for classification of polarimetric SAR data has been proposed. Two different learning algorithms, the backpropagation and particle swarm optimization, were applied for the proposed classifier training. The promising results were obtained for the San Francisco Bay and Flevoland datasets and compared to competing state of the art classifiers. More experiments using larger real data sets will be done for further validation.
