A number of recent publications have addressed issues related to the quality of array manufacturing reviewed by Holloway et al. (1) and especially the spotting tools used for the production of high-quality DNA arrays (2, 3) . Variations in pin geometry cause variations in the transferred volume, which then affect the size of the spotted dots and ultimately the quality of the results. Individual analysis of the pins is very time-consuming, labor-intensive, and hardly applicable for the 384-pin gadgets often used to produce DNA arrays. The quality of the pins used for spotting can be improved either by changing the material used to make the pins (2) or by preselecting the pins using a precise radioactive assay (3) . Both publications pointed out that aging of the pins caused by multiple spotting may influence the pin geometry. Indirectly, the quality of the spots can provide an indication of pin quality, for example, by spiking fluorescent dyes to the spotting solution (4, 5) , but the methods cannot be applied to, for example, nylon-based arrays. Here we suggest a method for the quality control of flat-bottom pins based on fluorescence measurement of the volumes transferred by individual pins. The procedure requires less than 30 min and can be applied for quality control of the pins if performed between or even during spotting runs.
As a first step, we established a method to measure reliably as little as 3 µL fluorescein solution in the V-shaped 384-well microplate. The fluorescein solution was prepared by dissolving the amount of fluorescein powder (Molecular Probes, Eugene, OR, USA) required for a final concentration of 2.5 µg/mL in the dilution buffer containing 20 mM Tris-HCl, pH 8.0, 1.5× Q-solution (Qiagen, Hilden, Germany), and 10 mM dithiothreitol as an anti-fading agent (6) . The linearity of fluorescence detection was investigated by measuring different volumes of fluorescein solution in the V-shaped 384-well microplate (Genetix, New Milton, UK). Ninety-six wells of the plate filled with 3, 6, 9, or 12 µL fluorescein solution were measured using Wallac VICTOR 2  multilabel counter (PerkinElmer Life Sciences, Zaventem, Belgium). The measured signals from each well were averaged over the 96 values obtained for each volume and normalized such that the signal measured at 12 µL gave a value of 1. As shown in Figure 1 , the directly measured signals for 3 and 6 µL are stronger than theory predicts. This is probably due to the V-shape format of the wells and/or uneven distribution of the liquid in the bottom of the wells. However, this effect can be reversed close to theoretical values by adding 20 µL 20 mM Tris-HCl, pH 8.0, to every well ("fill up" line in Figure 1 ). We chose 20 µL for simplicity of pipetting and the volume limits of the microplate.
The quality-control assay for the pins was designed to simulate the process that typically occurs during array production. The amount of the liquid in the microplate is sufficient to produce at least 160 arrays. The robot inoculates the pins, arrayed in a format complementary to the microplate, into the spotting solution and transfers the liquid onto the membrane. To counterbalance variations in transferred volumes and to increase sample (usually DNA) amount on the support, spotting is usually repeated at least four times at the same position on the array (7, 8 duplicate spots of the same sample. Therefore, during a production run, every pin has to contact the membrane surface and deposit liquid 1280 times (4 times deposition × 2, for duplicates, × 160 arrays).
To estimate the quality of the pins, we calculated the transferred volumes by measuring the changes in fluorescein amounts in wells of a microplate before and after spotting. With the exception of using fluorescein rather than DNA in the solution, we kept all parameters the same. We prepared two 384-well microplates filled with 12 µL fluorescein solution. One plate was used for deposition on the nylon membrane; the second was used as a control and kept in the robot environment without spotting. For spotting, we used flat-bottom pins 250 µm in diameter (Genetix). After 1280 depositions, both plates were "filled up" with 20 µL dilution buffer, and the fluorescence intensities were measured again.
The deposited volumes were calculated as:
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where C i before and C i after are the fluorescence signals before and after spotting of the i-well and N is a normalization factor between two measurements, which usually depends on the spotting time and adjustment of the detection instrument. N was calculated as a ratio of the mean value of the control plate before spotting and after the "filling up" procedure. Typically, this value was 0.9-1.1, adding about 10% systematic error to the calculations-in other words, a constant factor to the measured volumes of all pins. Moreover, the range of spotted volumes even with adjusted pins can vary about 2-fold, as has been shown previously (3); therefore, the normalization factor could be neglected at the first approximation. We repeated the experiments three times and derived the average V i for every pin.
Similar to Soldatov et al. (3), we were able to rank pins according to their quality and select only the pins with very similar volume characteristics, as shown in Figure 2A . After testing 600 pins, we selected 432 pins of satisfactory quality and created two gadgets with 216 pins each. To measure the volumes transferred by each pin of the gadgets, we used the procedure described above, with the exception that the normalization factor was calculated using outer wells of the plate: the whole 384-well plate was filled with the fluorescein solution, but liquid from only the 216 central wells was spotted. As shown in Figure 2A , the average total volume of liquid transferred by the pin is 3.3 ± 0.7 µL. Taking into account that this volume was transferred with 1280 depositions, one can calculate that the volume for individual transfer is (A) Transferred volumes of 600 flat-bottom pins were measured, and the values were ranked from lowest to highest value. Four hundred thirty-two pins, which showed the smallest difference to the average transferred volume of 3.3 µL during a standard spotting run, were selected (hatched area) and used further for construction of two gadgets with a random selection of these pins. (B) Transferred volumes were compared after completing the first and fourteenth spotting runs. Ratios of fourteenth:first run values were calculated for every single pin on both gadgets. Ratios greater than 1 indicate that the pins transferred more volume after the fourteenth spotting run. On average, the transferred volume of all pins increased by a factor of 1.1, with a CV equal to 14.8% (gadget I, left side) and a factor of 1.5; CV = 21.4% (gadget II, right side). about 2.6 ± 0.6 nL, which is very close to the 3.2 nL reported by Soldatov et al. (3) . This value can be theoretically estimated as 4.1 nL from the assumption that the transferred volume is a semisphere with a diameter of 250 µm. Obviously, the lower volume measured indicates that the semi-sphere is not ideal but rather squashed in the center.
After the production of 2240 arrays (14 runs) with each gadget that corresponds to dotting 215,040 times with every pin, we reanalyzed the results of the volume transferred by individual pins. Figure 2B shows the ratio of transferred volumes detected with "used" pins compared to "fresh" ones. In the ideal case, the ratio should be 1, but the flat-bottom pins tend to deform during spotting runs, causing variations in pin diameter and thus transferred amount. As shown in Figure 2B , the ratio is 1.1 with a CV of 14.7% for the first gadget and 1.5 with a CV of 21.4% for the second one. Thus, although we started with the same pin population, aging of the pins obviously depends on pin assembly, robot settings, or other as yet unknown factors, stressing the fact that aging should be taken into account if large-scale spotting is planned.
One way to devise a tolerated limit for pin variations is to account for transferred volumes. For spotting, we use V-shaped wells filled with 12 µL DNA solution. To avoid damaging the pins in the microplate, we can effectively use only 10 µL of the volume for spotting. Figure 2A shows that the highest total transferred volume of the selected pins spotted from one plate is about 4 µL and the lowest volume is about 2.5 µL, a similar range to that reported earlier (3). To be sure that we evenly deposit DNA on the array, we only use pins that cannot transfer more than 9 µL solution (or a factor of 2.3 in Figure 2B ). If the value for one of the pins exceeds this parameter, then we substitute this pin by a previously tested one. It is worth mentioning that the major effect of pin variation manifests in different spot size estimations by image analysis software and as a consequence in evaluation of the neighborhood effect (9, 10) . The latter procedure relies on even and precise positioning of different DNA fragment samples at high density on a solid support. The variations stemming from the same pin on different arrays are usually accounted for by applying correction procedures in combination with different methods of normalization (11) .
The method described here can easily be implemented by any laboratory involved in production of nylon-, plastic-(12), or glass-based (8) arrays using flat-bottom pins. It can help in monitoring the consistency of the process (e.g., pin aging) and in adjusting the liquid volume needed for spotting, which can contribute to cost savings. The major advantages of the method are its speed and nonradioactive character, meaning it can be carried out between different robotic runs. We recently found that the method can be further simplified if the DNA used for spotting is directly "spiked" with fluorescent dye followed by the measurements described above. This method is different from those described earlier (4, 5) , although it only provides estimates of the DNA amount deposited on the membrane rather than direct quality control of spots used by the methods citied earlier.
