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QUANTUM FOLDING
ARKADY BERENSTEIN AND JACOB GREENSTEIN
Abstract. In the present paper we introduce a quantum analogue of the classical
folding of a simply-laced Lie algebra g to the non-simply-laced algebra gσ along a
Dynkin diagram automorphism σ of g. For each quantum folding we replace gσ by
its Langlands dual gσ∨ and construct a nilpotent Lie algebra n which interpolates
between the nilpotnent parts of g and gσ∨, together with its quantized enveloping
algebra Uq(n) and a Poisson structure on S(n). Remarkably, for the pair (g, g
σ∨) =
(so2n+2, sp2n), the algebra Uq(n) admits an action of the Artin braid groupBrn and
contains a new algebra of quantum n×nmatrices with an adjoint action of Uq(sln),
which generalizes the algebras constructed by K. Goodearl and M. Yakimov in [10].
The hardest case of quantum folding is, quite expectably, the pair (so8, G2) for
which the PBW presentation of Uq(n) and the corresponding Poisson bracket on
S(n) contain more than 700 terms each.
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2 ARKADY BERENSTEIN AND JACOB GREENSTEIN
1. Introduction and main results
This work is motivated by the classical “folding” result for a simply laced semisim-
ple Lie algebra g and an admissible diagram automorphism σ : g → g (in the sense
of [17, §12.1.1], see Section 2.1)
The fixed Lie algebra gσ = {x ∈ g : σ(x) = x} is also semisimple. (1.1)
Our goal is to find a quantum version of this result. Note, however, that the
embedding of associative algebras U(gσ) →֒ U(g)σ ⊂ U(g) induced by the inclusion
gσ →֒ g does not admit a naive quantum deformation (see Appendix A). On the
other hand, there exists a “crystal” version of the desired homomorphism. Namely,
let B∞(g) be the famous Kashiwara crystal introduced in [15]. The following result
was proved by G. Lusztig in [17, Section 14.4].
Proposition 1.1. Let σ be an admissible diagram automorphism of g. Then σ acts
on B∞(g) and the fixed point set B∞(g)
σ is naturally isomorphic to B∞(g
σ∨), where
gσ∨ is the Langlands dual Lie algebra of gσ.
Note that one can identify (in many ways) the C(q)-linear span of B∞(g) with the
quantized enveloping algebra U+q (g) of g+, where g+ stands for the “upper triangular”
Lie subalgebra of g. This leads us to the following definition.
Definition 1.2. A quantum folding of g is a C(q)-linear embedding (not necessarily
algebra homomorphism!)
ι : U+q (g
σ∨) →֒ U+q (g)
σ ⊂ U+q (g) (1.2)
(here U+q (g
σ∨) comes with powers of q depending on σ; see Section 2.2 for the details).
We construct all relevant quantum foldings below (Proposition 1.19) and now focus
on a rich algebraic structure that can be attached to each quantum folding.
Definition 1.3. We say that a k-algebra A generated by a totally ordered set XA
is Poincare-Birkhoff-Witt (PBW) if the set M(XA) of all ordered monomials in XA
is a basis of A. More generally, we say that A is sub-PBW if M(XA) spans A as a
k-vector space (but M(XA) is not necessarily linearly independent).
For a given sub-PBW algebra A we say that an algebra U = U(A,XA) is a
uberalgebra of A if
(a) U is generated by XA and is a PBW algebra with these generators;
(b) The identity map XA → XA extends to a surjective algebra homomorphism
U ։ A.
In general it is not clear whether a given sub-PBW algebra A admits a uberalgebra.
A criterion for uniqueness is based on the following notion of tameness of (A,XA).
We need some notation. First, consider the natural filtration k = A0 ⊂ A1 ⊂ · · ·
given by Ak = Span{1, XA, XA ·XA, . . . , (XA)
k}, k ∈ Z≥0. Next, for each X,X
′ ∈ XA
with X < X ′ let d(X,X ′) be the smallest number d such that X ′X ∈ Ad. We also
denote by d0 = d0(A,XA) the maximum of all the d(X,X
′).
Definition 1.4. We say that a sub-PBW algebra (A,XA) is tame if the setM(XA)∩
Ad0 is linearly independent.
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Lemma 1.5. A tame sub-PBW algebra (A,XA) admits at most one (up to isomor-
phism) uberalgebra U(A,XA).
In what follows, we will construct uberalgebras U(ι) for several quantum foldings ι
as in (1.2), and these uberalgebras will depend on g and σ rather than on a particular
choice of ι and most algebras generated by the image of ι will be tame. We need
more notation.
Definition 1.6. Let A and B be PBW-algebras and let ι : A →֒ B be an injective
map (not necessarily an algebra homomorphism). We say that ι is liftable if:
(i) For any ordered monomial X = Xm11 · · ·X
mN
N ∈M(XA) one has
ι(X) = ι(X1)
m1 · · · ι(XN)
mN .
(ii) There exists a finite subset Z0 ⊂ 〈A〉ι, where 〈A〉ι is the subalgebra of B
generated by ι(A), such that 〈A〉ι is sub-PBW with respect to ι(XA)∪Z0 (with
some ordering of ι(XA) ∪ Z0 compatible with the ordering of X).
(iii) There exists a uberalgebra U(ι) := U(〈A〉ι, ι(XA)∪Z0) for 〈A〉ι and a surjective
homomorphism µ := µι : U(ι) → A such that for all x ∈ XA, µ(ι(x)) = x and
µ(Z0) = 0.
If ι is liftable and (〈A〉ι, ι(XA)∪Z0) is tame (hence U(ι) is unique), in what follows
we refer to an ι as a tame liftable quantum folding.
For each liftable ι we have a diagram
U(ι) B
A
w
ιˆ
u
ι˜
x µι




ι (1.3)
satisfying µι ◦ ι˜ = idA and ιˆ ◦ ι˜ = ι where
• ι˜ : A →֒ U(ι) is the canonical splitting of µ given by ι˜(Xm11 · · ·X
mN
N ) =
ι(X1)
m1 · · · ι(XN )
mN in the notation of Definition 1.6(i).
• ιˆ : U(ι)→ B is the structural algebra homomorphism given by ιˆ(X) = X for
X ∈ ι(XA) ∪ Z0 (e.g., the image of ιˆ is 〈A〉ι).
Note the following easy Lemma.
Lemma 1.7. In the notation of Definition 1.6, write XA = {X1, . . . , XN} as an
ordered set. Fix 1 ≤ k ≤ N and f ∈
∑
M∈M(XA\{Xk})
kM . If the uberalgebra U(ι) is
optimal PBW (in the sense of Definition 2.17) then
(i) (A,X ′A), where X
′
A = {X1, . . . , X
′
k := Xk+f,Xk+1, . . . , XN}, is a PBW algebra.
(ii) The injective linear map ι′ : A→ B given by the formula
ι′(Xm11 · · · (X
′
k)
mkX
mk+1
k+1 · · ·X
mN
N ) = ι(X1)
m1 · · · ι(X ′k)
mkι(X
mk+1
k+1 ) · · · ι(X
mN
N )
is liftable with 〈A〉ι′ = 〈A〉ι, U(ι
′) = U(ι) and µι = µι′.
The following is our first main result (see Section 3 for greater details).
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Theorem 1.8. For the pair (g, gσ∨) = (so2n+2, sp2n), n ≥ 3 there exists a tame
liftable quantum folding ι : U+q (sp2n) →֒ U
+
q (so2n+2). The corresponding uberalgebra
U(ι) is isomorphic to Sq(V ⊗ V )⋊ U
+
q (sln), where V is the standard n-dimensional
Uq(sln)-module, and Sq(V ⊗V ) is a quadratic PBW-algebra in the category of Uq(sln)-
modules. More precisely:
(i) The algebra Sq(V ⊗ V ) is isomorphic to T (V ⊗ V )/〈(Ψ− 1)(V
⊗4)〉, where Ψ :
V ⊗4 → V ⊗4 is a C(q)-linear map given by:
Ψ = Ψ2Ψ1Ψ3Ψ2 + (q − q
−1)(Ψ1Ψ2Ψ1 +Ψ1Ψ3Ψ2) + (q − q
−1)2Ψ1Ψ2 (1.4)
where Ψi : V
⊗4 → V ⊗4, 1 ≤ i ≤ 3 is, up to a power of q, the braiding operator
in the category of Uq(sln)-modules that acts in the i-th and (i+1)st factors and
satisfies the normalized Hecke equation (Ψi − q
−1)(Ψi + q) = 0.
(ii) The covariant Uq(sln)-action on the algebra Sq(V ⊗ V ) is determined by the
natural action of the Hopf algebra Uq(sln) on V ⊗ V .
(iii) The algebra Sq(V ⊗ V ) is PBW with respect to any ordered basis of V ⊗ V .
Remark 1.9. Strictly speaking, the cross product Sq(V ⊗V )⋊U
+
q (sln) is “braided”
in the sense of Majid ([18]) because Uq(sln) is a braided Hopf algebra (see [17] and
Section 2.2).
We prove Theorem 1.8 in Section 3. In particular, the key ingredient in our proof
of part (iii) is the following surprising result.
Proposition 1.10. The map Ψ satisfies:
(i) The braid equation in (V ⊗ V )⊗3:
(Ψ⊗ 1)(1⊗Ψ)(Ψ⊗ 1) = (1⊗Ψ)(Ψ⊗ 1)(1⊗Ψ). (1.5)
(ii) The cubic version of the Hecke equation:
(Ψ− 1)(Ψ + q2)(Ψ + q−2) = 0.
In particular, Ψ is invertible and:
Ψ−1 = Ψ2Ψ1Ψ3Ψ2 + (q − q
−1)(Ψ2Ψ3Ψ2 +Ψ1Ψ3Ψ2) + (q − q
−1)2Ψ3Ψ2 .
(iii) dim(Ψ− 1)(V ⊗ V ) = dimΛ2V .
This and the following general fact that we failed to find in the literature, although
numerous special cases are well-known (cf. for example [20, 11, 8]), settle Theorem
1.8(iii) (see Section 3 for details).
Theorem 1.11. Let Y be a finite-dimensional C(q)-vector space and let Ψ be an
invertible C(q)-linear map Y ⊗ Y → Y ⊗ Y satisfying the braid equation. Assume
that:
(i) the specialization Ψ|q=1 of Ψ is the permutation of factors τ : Y ⊗ Y → Y ⊗ Y ,
(ii) dim(Ψ− 1)(Y ⊗ Y ) = dimΛ2Y .
Then the algebra SΨ(Y ) = T (Y )/〈(Ψ − 1)(Y ⊗ Y )〉 is a flat deformation of the
symmetric algebra S(Y ) (hence SΨ(Y ) is PBW for any ordered basis of Y ).
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We prove Theorem 1.11 in Section 2.6.
An explicit PBW presentation of both Sq(V ⊗ V ) and U(ι) is more cumbersome,
so we postpone it until Proposition 3.6. Below we provide a presentation of U(ι) by
a minimal set of Chevalley-like generators satisfying Serre-like relations.
Theorem 1.12. The uberalgebra U(ι) = Sq(V ⊗ V ) ⋊ U
+
q (sln), n ≥ 2 is generated
by u1, . . . , un−1, w, and z subject to the following relations (for all relevant i, j):
[ui, [ui, uj]q]q−1 = 0, if |i− j| = 1, uiuj = ujui, if |i− j| > 1,
uiw = wui, if i 6= 1, uiz = zui, if i 6= 2, zw = wz,
[u1, [u1, [u1, w]]q2]q−2 = 0, [u2, [u2, z]q]q−1 = 0,
[w, [w, u1]q2]q−2 = −hwz, [z, [u2, [u1, w]q2]q]q = [w, [u1, [u2, z]q]q]q2 ,
2[z, [z, u2]q]q−1 = h(z[u1, u2]qw + w[u2, u1]q−1z + wu1[z, u2]q + [u2, z]q−1u1w),
where h = q − q−1 and we abbreviate [a, b]v = ab − vba and [a, b] = [a, b]1 = ab − ba
(with the convention that u2 = 0 if n = 2).
Remark 1.13. Under the decomposition V ⊗ V = S2qV ⊕ Λ
2
qV in the category of
Uq(sln)-modules the generator w (respectively z) of U(ι) is a lowest weight vector
in the simple Uq(sln)-module S
2
qV (respectively Λ
2
qV ), with the convention that ui
equals the (n− i)th standard Chevalley generator En−i of U
+
q (sln).
It is easy to show that Sq(V ⊗V )/〈Λ
2
qV 〉
∼= Sq(S
2V ), Sq(V ⊗V )/〈S
2
qV 〉
∼= Sq(Λ
2V ),
where Sq(S
2V ) and Sq(Λ
2V ) are respectively the algebras of quantum symmetric and
quantum exterior matrices studied in [9, 19, 14, 22]. Due to this and the canonical
identification S(V ⊗V ) = S(Λ2V ⊕S2V ) = S(Λ2V )⊗S(S2V ), we can view Sq(V ⊗V )
as a deformation of the braided (in the category of Uq(sln)-modules) tensor product
Sq(Λ
2V )⊗Sq(S
2V ) (see also Remark 1.16 for the Poisson version of this discussion).
This point of view is supported by the observation that our braiding operator Ψ given
by (1.4) is a deformation of the braiding Ψ′ := Ψ2Ψ1Ψ3Ψ2 of V ⊗V with itself in the
category of Uq(sln)-modules. Note, however, that latter braiding Ψ
′ does not satisfy
the condition (ii) of Theorem 1.11, therefore, the quadratic algebra SΨ′(V ⊗ V ) (as
defined in Theorem 1.11) is not a flat deformation of S(V ⊗ V ).
Remark 1.14. In all quantum foldings we constructed so far the image of ι is
contained in Uq(g)
gr σ, where (·)gr σ is the graded fixed point algebra defined for any
graded algebra A =
⊕
γ∈ΓAγ and any automorphism σ of A by: A
gr σ =
⊕
γ∈Γ{a ∈
Aγ : σ(a) = a} (in our case, Γ is the root lattice of g). One can show that the
subalgebra of U+q (so2n+2) generated by the image of ι : U
+
q (sp2n) →֒ U
+
q (so2n+2) is
isomorphic to U+q (so2n+2)
gr σ, but we do not expect that this to happen in general
(e.g., it fails for the pair (g, gσ∨) = (so8, G2)). We will discuss the relationship
between quantum foldings and graded fixed points of diagram auromorphisms in a
separate publication.
Theorem 1.8 implies that the “classical limit” S(V ⊗ V ) of Sq(V ⊗ V ) has a
quadratic Poisson bracket which we present in the following
Corollary 1.15. In the notation of Theorem 1.8, let {Xi}, i = 1, . . . , n be the
standard basis of V . Then the formulae (for all 1 ≤ i ≤ j ≤ k ≤ l ≤ n, where we
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abbreviated Xij = Xi ⊗Xj for 1 ≤ i, j ≤ n):
{Xij, Xkl} = (δik + δil + δjk + δjl)XijXkl − 2(XilXkj +XkiXlj)
{Xij, Xlk} = (δik + δil + δjk + δjl)XijXlk − 2(XkjXli +XikXlj)
{Xji, Xkl} = (δik + δil + δjk + δjl)XjiXkl − 2(XjlXki +XkjXli)
{Xji, Xlk} = (δik + δil + δjk + δjl)XjiXlk − 2(XjkXli +XkiXlj)
{Xik, Xjl} = (δij + δil − δjk + δkl)XikXjl − 2(XilXjk −XijXkl +XjiXlk)
{Xik, Xlj} = (δij + δil − δjk + δkl)XikXlj − 2XjkXli
{Xki, Xjl} = (δij + δil − δjk + δkl)XjlXki − 2XjkXli
{Xki, Xlj} = (δij + δil − δjk + δkl)XkiXlj − 2XkjXli
{Xil, Xjk} = (δij + δik − δjl − δkl)XilXjk + 2(XijXlk −XjiXkl)
{Xil, Xkj} = (δij + δik − δjl − δkl)XilXkj + 2(XikXlj −XjlXki)
{Xli, Xkj} = (δij + δik − δjl − δkl)XkjXli
{Xli, Xjk} = (δij + δik − δjl − δkl)XjkXli
define a Poisson bracket on S(V ⊗ V ).
Remark 1.16. In [10] K. Goodearl and M. Yakimov constructed quadratic Poisson
brackets on S(Λ2V ) and S(S2V ). In parallel with Remark 1.13, one can show that
the ideal of S(V ⊗ V ) generated by Λ2V = Span{Xij −Xji} (respectively by S
2V =
Span{Xij + Xji}) is Poisson hence the quotient of S(V ⊗ V ) by this ideal is the
Poisson algebra S(S2V ) (respectively S(Λ2V )) from [10]. Therefore, we can view
the bracket given by Corollary 1.15 as a certain deformation of the Poisson bracket
on S(V ⊗ V ) obtained by lifting the brackets on S(Λ2V ) and S(S2V ).
We construct more liftable quantum foldings when σ is an involution.
Theorem 1.17. If (g, gσ∨) = (sln × sln, sln), n = 3, 4, then there exists a tame
liftable quantum folding ι : U+q (g
σ∨) →֒ U+q (g) such that U(ι) is a q-deformation
of the universal enveloping algebra U(Vn ⋊ (sln)+), n = 3, 4, where Vn is a finite-
dimensional module (regarded as an abelian Lie algebra) over (sln)+. More precisely,
(i) For (sl3 × sl3, sl3), V3 = 1 is the trivial one-dimensional (sl3)+-module and the
uberalgebra U(ι) is generated by u1, u2, and z subject to the following relations
• z is central;
• u2iuj − (q
2 + q−2)uiujui + uju
2
i = (q − q
−1)uiz for {i, j} = {1, 2}.
(ii) For (sl4× sl4, sl4), the (sl4)+-module V4 has a basis z12, z13, z23, z1,23, z12,3, z12,23,
the action of Chevalley generators e1, e2, e3 of (sl4)+ on V4 is given by the fol-
lowing diagram
z12 z13 z23
z12,3 z1,23
z12,23
u
e3
u
e1
[
[
℄
e2



e2
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where an arrow from z to z′ labeled by ei means that ei(z) = z
′, while ej(z) = 0
for all j 6= i. The uberalgebra U(ι) is a quantized enveloping algebra of the Lie
algebra V4 ⋊ (sl4)+ and it is generated by u1, u2, u3, z12 = z21, z23 = z32, and
z13 subject to the relations:
• uizij = zijui, i < j, u1u3 = u3u1,
• [ui, [ui, uj]q2 ]q−2 = huizij, |i− j| = 1,
• [ui, [ui, zj2]q2 ]q−2 = huiz13 for {i, j} = {1, 3},
• (q + q−1)[z12, z23] = [u2, [z12, u3]q−2 ]q2 − [u2, [z23, u1]q−2]q2,
• [u2, z13] + [zi2, zj2] = h(zj2uiu2 − u2uizj2) for {i, j} = {1, 3},
• 2[zi2, [zi2, uj]q−2 ]q2 + [zi2, [ui, z2j ]q−2 ]q2 + [ui, [zi2, z2j ]q−2]q2 =
= h{zi2, z13+ (q
2+1+ q−2)uiu2uj − uju2ui− uiuju2− u2uiuj} for {i, j} =
{1, 3},
• [zi2, z13]−[ui, [u2, [uj, zi2]]] = h(uizj2zi2−zi2zj2ui)+h
2(uiu2ujzi2−zi2uju2ui)
for {i, j} = {1, 3}, where we abbreviated [a, b]v = ab − vba, [a, b] = ab − ba,
{a, b} = ab+ ba, and h = q − q−1.
Remark 1.18. In case of (sl3×sl3, sl3) the uberalgebra U(ι) is PBW on the ordered
set {u1, u2, u21 = u1u2 − q
−2u2u1 − z, z} subject to the following relations
• the element z is central,
• u1u21 = q
2u21u1, u2u21 = q
−2u21u2,
• u1u2 = q
−2u2u1 + u21 + z.
In particular, S(1⋊ (sl3)+) is generated by u˜1, u˜2, u˜12, z˜ and the following
• {u˜1, z˜} = {u˜2, z˜} = {u˜21, z˜} = 0,
• {u˜1, u˜2} = −2u˜2u˜1 + 4u˜21 + 2z˜,
• {u˜1, u˜21} = 2u˜21u˜1, {u˜2, u˜21} = −2u˜21u˜2
defines a Poisson bracket on S(1⋊ (sl3)+).
The PBW-presentation of the uberalgebra U(ι) for the folding (sl4 × sl4, sl4) is
more cumbersome (see Theorem 4.7). Similarly to the previous discussion, the PBW
property of U(ι) defines a Poisson bracket on S(V4 ⋊ (sl4)+) which, unlike that
on S(V3 ⋊ (sl3)+), includes cubic terms (Theorem 4.8). It would be interesting to
construct both the uberalgebra and the corresponding Poisson bracket for the folding
(sln × sln, sln), n ≥ 4.
Now we will explicitly construct all tame liftable quantum foldings ι used in Theo-
rems 1.8 and 1.17 along with their (yet conjectural) generalizations to all semisimple
Lie algebras. We need some notation.
Given a semisimple simply laced Lie algebra g with an admissible diagram auto-
morphism σ, let I be the set of vertices of the Dynkin diagram of g and we denote by
the same letter σ the induced bijection σ : I → I. Denote by si, i ∈ I (respectively,
by s′r, r ∈ I/σ) the simple reflections of the root lattice of g (respectively, of g
σ∨).
Let W (g) = 〈si : i ∈ I〉 (respectively, W (g
σ∨) = 〈s′r : r ∈ I/σ〉) be the corresponding
Weyl group.
Denote by wˆ◦ (respectively, w◦) the longest element of W (g) (respectively, of
W (gσ∨)). Furthermore, denote by R(w◦) the set of all reduced decompositions of w◦
i.e. of all sequences i = (i1, . . . , im) ∈ (I/σ)
m where m = ℓ(w◦) is the Coxeter length
of w◦ such that si1 · · · sim = w◦. Similarly, one defines the set R(wˆ◦) of all reduced
decompositions of wˆ◦.
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Note that each admissible diagram automorphism σ defines an automorphism of
W (g) via si 7→ sσ(i) and its fixed subgroup W (g)
σ is isomorphic to W (gσ) = W (gσ∨)
via sr 7→ sˆr =
∏
i∈Or
si where Or ⊂ I is the r-th σ-orbit in I (see Proposition 2.4).
We denote this natural isomorphism W (gσ∨)→˜W (g)σ by w 7→ wˆ.
Thus, one can assign to each i = (i1, . . . , im) ∈ R(w◦) its lifting iˆ ∈ R(wˆ◦) via:
iˆ = (Oi1 , . . . ,Oim)
(in fact, iˆ is unique up to reordering of each set Ork).
Following Lusztig ([17, §40.2]), for each iˆ ∈ R(wˆ◦) (respectively, i ∈ R(w◦) one
defines a modified PBW-basis M(X
iˆ
) of U+q (g) (respectively, M(Xi) of U
+
q (g
σ∨)),
see Section 2.4 for details (this modification will ensure the commutativity of the
triangle in (1.3)).
One can show (see Lemma 2.11) that for any iˆ ∈ R(wˆ◦) the PBW basis M(Xiˆ)
does not depend on the choice of a lifting iˆ ∈ R(wˆ◦) of i ∈ R(w◦). Moreover, the
action of σ on U+q (g) preserves M(Xiˆ) for each such lifting iˆ.
The following result serves as a definition of quantum folding for all g and σ (see
Lemma 2.11 for details).
Proposition 1.19. Given an admissible diagram automorphism σ of g, for each
i ∈ R(w◦) there is a natural injective C(q)-linear map
ιi : U
+
q (g
σ∨) →֒ U+q (g)
σ ⊂ U+q (g) (1.6)
which maps the modified PBW-basisM(Xi) bijectively onto the fixed point setM(Xiˆ)
σ
of M(Xiˆ).
In fact, the tame liftable foldings ι used in Theorems 1.8 and 1.17 were of the form
ιi, i ∈ R(w◦).
Theorem 1.20. Let g be a simply laced semisimple Lie algebra and let σ be its
admissible diagram automorphism of order 2. Then for any reduced decompositions
i, i′ of w◦ the subalgebras of U
+
q (g) generated by the images of ιi and ιi′ are isomorphic.
This theorem is proved in Section 2.4.
However, if the order of σ is at least 3, it frequently happens that the image
of ι generates a non-sub-PBW algebra hence the uberalgebra U(ιi) does not always
exists (see Section 4.3). In order to restore the (sub-)PBW behavior of the algebras in
question, we propose the modification, which we refer to as the enhanced uberalgebra
Uˆ(ι).
Indeed, in the assumptions of Definition 1.3 let us relax the assumption that
Z0 ⊂ 〈A〉ι in Definition 1.6. Suppose that B is PBW domain. Then we take Z0 to be
a finite subset of Frac(ι(A)) ∩ B, where Frac(ι(A)) ⊂ Frac(B) is the skew-subfield
of the skew-filed Frac(B) generated by ι(A) (B is an Ore domain so its skew-field of
fractions Frac(B) is well-defined, see [3, Appendix A] for details).
We will refer to a map ι satisfying Definition 1.6 “relaxed” in such a way as en-
hanced liftable and to its uberalgebra (which we denote by Uˆ(ι)) as an enhanced
uberalgebra of ι. (A tame enhanced liftable ι is introduced accordingly). By con-
struction, Uˆ(ι) satisfies the diagram (1.3), however, it need not be generated by A
(unlike all known U(ι) for liftable ι).
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Theorem 1.21. Let n ≥ 3 and let (g, gσ∨) = (sl×n3 , sl3) where sl
×n
3 = sl3 × · · · ×
sl3 and σ is a cyclic permutation of factors. Then for both reduced decompositions
i1 = (121) and i2 = (212) of w◦ ∈ W (g
σ∨) the quantum folding ιir , r = 1, 2 is
enhanced liftable and the enhanced uberalgebras Uˆ(ιi1) and Uˆ(ιi2) are isomorphic.
More precisely,
(i) Uˆ(ιi1) is generated by Chevalley-like generators u1, u2, and z1, . . . , zn−1, subject
to Serre-like relations
• zkzl = zlzk for k, l = 1, . . . , n− 1,
• uizk,i = q
n−2kzk,iui for i = 1, 2, k = 1, . . . , n− 1,
• u2iuj − (q
n+ q−n)uiujui+ uju
2
i = (q
−1− q)ui
∑n−1
k=1 q
kzk,i for {i, j} = {1, 2}
where we abbreviated zk,1 = zn−k,2 = zk.
(ii) The enhanced uberalgebra Uˆ(ιi1) is a PBW algebra in the totally ordered set of
generators {u2, u21, u1, z1, . . . , zn−1}, where u21 = u1u2−q
−nu2u1−
n−1∑
k=1
q−q−1
qk−q−k
zk,
subject to the commutation relations:
• zkzl = zlzk for all 1 ≤ k, l ≤ n− 1,
• u1u21 = q
nu21u1, u2u21 = q
−nu21u2,
• u1zk = q
n−2kzku1, u2zk = q
2k−nzku2, u21zk = zku21 for all 1 ≤ k ≤ n− 1,
• u1u2 = q
−nu2u1 + u21 +
n−1∑
k=1
q − q−1
qk − q−k
zk.
(iii) Uˆ(ιi1) a quantum deformation of the enveloping algebra U(1
n−1⋊(sl3)+), where
1 is the trivial one-dimensional (sl3)+-module.
We prove Theorem 1.21 in Section 4.1.
Remark 1.22. It follows from Theorem 1.21 that the following defines a Poisson
bracket on S(1n−1 ⋊ (sl3)+)
• {u˜1, u˜21} = nu˜1u˜21, {u2, u˜21} = −nu˜1u˜21,
• {u˜1, z˜k} = (n− 2k)u˜1z˜k, {u˜2, z˜k} = (k − 2n)u˜2z˜k for k = 1, . . . , n− 1,
• {u˜1, u˜2} = n(2u˜21 − u˜1u˜2) + 2
∑n−1
k=1 z˜k,
where u˜1,u˜21, u˜2, and z˜k, k = 1, . . . , n − 1 are PBW generators of S(1
n−1 ⋊ (sl3)+)
obtained by certain specialization at q = 1 from generators of U(ιi1). Note that the
quotient by the Poisson ideal generated by z˜1, . . . , z˜n−1 is the Poisson algebra S(sl
+
3 )
with the standard Poisson bracket multiplied by n.
Theorem 1.23. Let (g, gσ∨) = (so8, G2) where σ is a cyclic permutation of 3 vertices
of Dynkin diagram of type D4. Then for both reduced decompositions i1 = (121212)
and i2 = (212121) of w◦ ∈ W (g
σ∨) the quantum folding ιik , k = 1, 2 is enhanced
liftable and the enhanced uberalgebras Uˆ(ιi1) and Uˆ(ιi2) are isomorphic to each other
and to a quantum deformation of the universal enveloping algebra U(nG2 ⋊ (sl2)+),
where nG2 is a certain nonabelian nilpotent 13-dimensional Lie algebra with the co-
variant (sl2)+-action. More precisely,
(i) nG2 ⋊ (sl2)+ is generated by u = e1, w, z1, z2 subject to the following relations
• [u, [u, [u, [u, w]]]] = [w, [w, u]] = 0;
• [u, [u, zi]] = [zi, [zi, [zi, u]]] = [w, zi] = 0, [w, [zi, u]] = [z1, z2] for i = 1, 2,
• [zi, [u, zi]] = [z1, [u, z2]] + [z2, [u, z1]] for i = 1, 2.
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(ii) nG2 is the Lie ideal in nG2⋊(sl2)+ with the basis wi, 1 ≤ i ≤ 5 and zi, 1 ≤ i ≤ 8
and the multiplication table (only non-zero Lie brackets are shown)
• [w1, w4] = −3w5, [w2, w3] = w5,
• [w1, z3] = [w1, z4] = 3z5, [w2, z1] = [w2, z2] = [z2, z1] = −z5,
• [w2, z3] = [w2, z4] = [z1, w3] = [z2, w3] = 2z6,
• [w3, z3] = [w3, z4] = [z3, z4] = z7, [w4, z1] = [w4, z2] = −3z7,
• [z1, z3] = [z2, z4] = 2z8,
• [z1, z4] = z6 + z8, [z2, z3] = −z6 + z8.
(iii) Uˆ(ιi1) is generated by Chevalley-like generators u, w, and z1, z2 and satisfies the
following Serre-like relations (the list is incomplete):
• [u, [u, [u, [u, w]q−3]q−1]q]q3 = 0
• [w, [w, u]q−3]q3 = [w, z1]q3 = [z2, w]q3 = q([z1, w]q + [w, z2]q)
• [z1, z2] = (q + q
−1)[z1, [w, u]q−3]− [z2, [w, u]q−3],
• [z1, [u, w]q] = [[w, u]q, z2], [z1, [z1, u]q−1]q = [z2, [z2, u]q−1]q,
• [z1, [z1, u]q−1]q = q([z1, [z2, u]q−1]q + [z2, [z1, u]q−1]q)
+(q − q−1)(q[z1, u]q−1z2 − z1[z2, u]q−1)
We prove Theorem 1.23 in Section 5.
Remark 1.24. The non-tameness of the quantum folding assigned to (so4, G2)
causes serious computational problems for the corresponding uberalgebra and the
Poisson bracket on S(nG2). At the moment the Poisson bracket involves around 700
terms and the PBW presentation of U(ιi1) is even more complicated (they can be
found at http://ishare.ucr.edu/jacobg/G2.pdf).
This is one of the reasons why Theorem 1.23(iii) contains only a partial Serre-like
presentation of U(ιi1) in Chevalley-like generators u, w, z1, z2. We dropped here the
most notorious relations involving more than 30 terms each (see the above mentioned
webpage).
Taking into account Theorems 1.8, 1.20, 1.21, and 1.23, we we propose the follow-
ing conjecture.
Conjecture 1.25. Let σ be any admissible diagram automorphism of g such that
gσ∨ has no Lie ideals of type G2. Then there exists a (unique) g+-module Vg such
that:
(i) for any i ∈ R(w◦), the folding ιi is tame enhanced liftable,
(ii) the corresponding enhanced uberalgebra Uˆ(ιi) is a flat deformation of both the
universal enveloping algebra U(n⋊ g+) and the symmetric algebra S(Vg ⋊ g+),
(iii) The skew field of fractions Frac(U(ιi)) is generated by ι˜i(Er), r ∈ I/σ, where
Er are Chevalley generators of U
+
q (g
σ∨) (and ι˜i : U
+
q (g
σ∨) →֒ U(ιi) is the lifting
of ιi given by (1.3)).
If σ is an involution, we drop “enhanced” in Conjecture 1.25 because we expect
that Uˆ(ιi) = U(ιi).
In particular, the conjecture implies that one can canonically assign to each simply
laced Lie algebra g a finite-dimensional g+-module V
(k)
g for each k ≥ 2 (by taking
g×k and its natural diagram automorphism σ, the cyclic permutation of factors so
that (g×k)σ
∨
= g)). Theorem 1.17 implies that such a V
(k)
g will be rather non-trivial
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even for g = sln. It would be also interesting to explicitly compute the Poisson
bracket on S(V
(k)
g ⋊ g+) predicted by Conjecture 1.25. It should be noted that if g
has a diagram automorphism σ′, then the corresponding uberalgebra also admits an
automorphism extending σ′. For example, in the notation of Theorems 1.21 and 1.17,
the uberalgebra for the folding (g, gσ∨) = (sl×k3 , sl3) has an automorphism σ
′ defined
by u1 7→ u2, u2 7→ u1, zi 7→ zk−i, 1 ≤ i ≤ k− 1, while the uberalgebra for the folding
(sl4× sl4, sl4) has an automorphism defined by e1 7→ e3, z12 7→ z32, z32 7→ z12 and e2,
z13 are fixed.
Note also that the part (iii) of Conjecture 1.25 holds for all cases we considered so
far, in particular, for the folding (g, gσ∨) = (sl×n3 , sl3), the skew-field Frac(U(ι)) is
generated by u1 and u2 (one can show that each zk, 1 ≤ k ≤ n−1 in Theorem 1.21(i)
is a rational “function” of u1 and u2; see Lemma 4.4) and for (g, g
σ∨) = (so8, G2) the
skew-field Frac(U(ι)) is generated by u and w (both z1 and z2 in Theorem 1.23(iii)
are rational “functions” of u and w).
Acknowledgments. An important part of this work was done while both authors
were visiting the University of Geneva and it is our pleasure to thank Anton Alekseev
for his hospitality. The authors thank Bernhard Keller, Bernard Leclerc, Nicolai
Reshetikhin, Olivier Schiffmann and Milen Yakimov for stimulating discussions.
2. General properties of quantum foldings and PBW algebras
2.1. Folding of semisimple Lie algebras. Recall that each semisimple Lie algebra
g = 〈ei, fi : i ∈ I〉 is determined by its Cartan matrix A = (aij)i,j∈I (see e.g. [21])
via:
(ad ei)
1−aijej = 0 = (ad fi)
1−aijfj , [ei, fj] = 0, i 6= j
and
[[ei, fi], ej ] = aijej , [[ei, fi], fj ] = −aijfj , i, j ∈ I
Denote by g+ the Lie subalgebra of g generated by the ei, i ∈ I.
We say that a bijection σ : I → I is a diagram automorphism of g if aσ(i),σ(j) = aij
for all i, j ∈ I. It is well-known that such σ defines a unique automorphism, which
we also denote by σ, of the Lie algebra g via
σ(ei) = eσ(i), σ(fi) = fσ(i), i ∈ I.
After [17, §12.1.1], a diagram automorphism σ is said to be admissible if for all i ∈ I,
k ∈ Z, ai,σk(i) = 0, whenever σ
k(i) 6= i.
In what follows we denote by I/σ the quotient set of I by the equivalence relation
which consists of all pairs (i, σk(i)). In other words, we use I/σ as the indexing set
for orbits of the cyclic group 〈σ〉 = {1, σ, σ2, . . .} action on I.
The following result is well-known (cf. for example [13, Proposition 7.9])
Theorem 2.1. Let σ be an admissible diagram automorphism of g. Then the fixed
Lie subalgebra gσ = {x ∈ g : σ(x) = x} of g is semi-simple, with:
• the Chevalley generators e′r, f
′
r, r ∈ I/σ given by
e′r =
∑
i∈Or
ei, f
′
r =
∑
i∈Or
fi ,
where Or is the r-th orbit of the 〈σ〉-action on I.
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• the Cartan matrix A′ = (a′r,s), r, s ∈ I/σ given by
a′r,s =
∑
i∈Or
ai,j (2.1)
for all j ∈ Os, r, s ∈ I/σ.
2.2. Quantized enveloping algebras and Langlands dual folding. For any
indeterminate v and for any m ≤ n ∈ Z≥0, set
[n]v :=
vn − v−n
v − v−1
, [n]v! :=
n∏
j=1
[j]v,
[
n
m
]
v
:=
[n]v!
[m]v![n−m]v!
.
For each semisimple Lie algebra g we fix symmetrizers di ∈ N such that diaij =
aijdj for all i, j ∈ I. Then denote by C = (diaij) the symmetrized Cartan matrix of
g (it depends on the choice of symmetrizers) and let qi := q
di .
Let Uq(g) be the quantized universal enveloping algebra of g which is aC(q)-algebra
generated by the elements Ei, Fi, K
±1
i , i ∈ I subject to the relations
[Ei, Fj] = δij
Ki −K
−1
i
qi − q
−1
i
, KiEjK
−1
i = q
aij
i Ej , KiFjK
−1
i = q
−aij
i Fj,
as well as quantum Serre relations
1−aij∑
b=0
(−1)r
[
1− aij
b
]
qi
EriEjE
1−aij−b
i = 0 =
1−aij∑
b=0
(−1)r
[
1− aij
b
]
qi
F ri FjF
1−aij−b
i (2.2)
for all i 6= j.
We denote by U+q (g) (resp. by U
≤0
q (g)) the subalgebra of Uq(g) generated by the
Ei, i ∈ I. (resp. by the Fi, K
±1
i , i ∈ I). Note that Uq(g) and U
+
q (g) are completely
determined by the symmetrized Cartan matrix C.
We now define the folding of symmetrized Cartan matrices for a given admissible
diagram automorphism σ. For each I × I symmetric matrix C and a bijection
σ : I → I denote by Cσ = (cσr,s) the I/σ × I/σ symmetric matrix with the entries:
cσr,s =
∑
i∈Or ,j∈Os
ci,j (2.3)
for all j ∈ Os, r, s ∈ I/σ.
Lemma 2.2. Let C = A be the Cartan matrix of a simply-laced semisimple Lie
algebra g with an admissible diagram automorphism σ. Then Cσ is a symmetrized
Cartan matrix of gσ∨, where gσ∨ is the Langlands dual Lie algebra of the semisimple
Lie algebra gσ. More precisely, Cσ = Dσ(A′)T where A′ is the Cartan matrix of gσ
(given by (2.1)) and Dσ is the diagonal matrix diag(|Or|, r ∈ I/σ).
Proof. By (2.1), (2.3) and the symmetry of A we have for all r, s ∈ I/σ
cσr,s =
∑
i∈Or ,j∈Os
ai,j =
∑
i∈Or
∑
j∈Os
aj,i =
∑
i∈Or
a′s,r = |Or|a
′
s,r. 
This motivates the following notation. For each g and σ as above denote by Uq(g
σ∨)
the quantized enveloping algebra determined by the matrix Cσ from Lemma 2.2.
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2.3. Braid groups and their folding. Given a semisimple Lie algebra g with the
Cartan matrix A = (aij)i,j∈I , let Q =
⊕
i∈I Zαi be the root lattice of g. Recall that
the Weyl group W (g) is generated by the simple reflections si : Q→ Q given by:
si(αj) = αj − aijαi
for i, j ∈ I. It is well-known that W (g) is a Coxeter group with the presentation
(sisj)
mij = 1, where mij =

1 if i = j
2 if aij = 0
3 if aij = aji = −1
4 if aijaji = 2
6 if aijaji = 3
. (2.4)
For each w ∈ W (g) denote by R(w) the set of all reduced decompositions i =
(i1, . . . , im) ∈ I
m such that
w = si1 · · · sim
and m is minimal (this m is the Coxeter length ℓ(w)). We denote by w◦ the longest
element of W (g).
The Artin braid group Brg is generated by the Ti, i ∈ I subject to the relations
(for all i, j ∈ I):
TiTj · · ·︸ ︷︷ ︸
mij
= TjTi · · ·︸ ︷︷ ︸
mij
. (2.5)
To each w ∈ W (g) one associates the element Tw ∈ Brg such that
Tw = Ti1 · · ·Tim (2.6)
for each i = (i1, . . . , im) ∈ R(w) (it follows from relations (2.5) that Tw is well-
defined).
Lemma 2.3 ([7, Theorem 4.21] and [5, Lemma 5.2]). For each w ∈ W we have
Tw◦TwT
−1
w◦ = Tw◦ww◦ .
In particular, the element Cg =
{
Tw◦ if w◦ is in the center of W
T 2w◦ if w◦ is not in the center of W
is in the cen-
ter of Brg. Moreover, the center of Brg is generated by all Cg′, where g
′ runs over
the simple Lie ideals of g.
Now we return to the folding situation. Let g be a semisimple Lie algebra and let
σ be its admissible diagram automorphism.
Note that σ defines an automorphism of W (g) (respectively of Brg) via σ(si) =
sσ(i) (respectively σ(Ti) = Tσ(i)) for i ∈ I. Denote by wˆ◦ (respectively, w◦) the longest
element of W (g) (respectively, of W (gσ∨)). Since σ preserves the Coxeter length, it
follows that σ(wˆ◦) = wˆ◦. The following result provides a “folding” isomorphism of
the corresponding Weyl and braid groups.
Proposition 2.4. For each semisimple simply laced Lie algebra g and its admissible
diagram automorphism σ we have:
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(i) The assignment
sr 7→ sˆr =
∏
i∈Or
si, r ∈ I/σ (2.7)
extends to an isomorphism of groups ·ˆ : W (gσ∨)→˜W (g)σ ⊂W (g).
(ii) The assignment
Tr 7→ Tˆr =
∏
i∈Or
Ti, r ∈ I/σ (2.8)
extends to an isomorphism of groups Brgσ∨→˜(Brg)
σ ⊂ Brg. Under this iso-
morphism the element Tw of Brgσ∨ is mapped to the element Twˆ of Brg.
Proof. It is easy to see that (2.7) defines a group homomorphism because it respects
the Coxeter relations (2.4). The injectivity also follows. Let us prove surjectivity,
i.e. that each element w ∈ W (g)σ factors into a product of the sˆr, r ∈ I/σ. We
proceed by induction on the Coxeter length of w, the induction base being trivial.
We need the following well-known result.
Lemma 2.5. Let w ∈ W (g) and i 6= j be such that ℓ(siw) = ℓ(sjw) = ℓ(w) − 1.
Then there exists w′ such that w = sisj · · ·︸ ︷︷ ︸
mij
·w′ and ℓ(w′) = ℓ(w)−mij. In particular,
if I0 ⊂ I satisfies
• ℓ(siw) = ℓ(w)− 1 for each i ∈ I0,
• sisi′ = si′si for all i, i
′ ∈ I0,
then there exists w′′ such that w = (
∏
i∈I0
si) · w
′′ and ℓ(w′′) = ℓ(w)− |I0|.
Indeed, let w ∈ W (g)σ. Then there exits i ∈ I such that w = siw
′ for some w′ with
ℓ(w′) = ℓ(w) − 1. Applying σk, we obtain: siw
′ = sσk(i)σ
k(w′), hence ℓ(sσk(i)w) =
ℓ(w) − 1. Thus the set I0 = {i, σ(i), σ
2(i) . . .} = Or satisfies the conditions of
Lemma 2.5. Therefore, w = sˆrw
′′ with ℓ(w′′) = ℓ(w) − |Or|. In particular, w
′′ ∈
W (g)σ and ℓ(w′′) < ℓ(w) so we finish the proof by induction. This proves (i).
To prove (ii) note that (2.8) defines a group homomorphism because it respects
the Coxeter relations (2.5). The injectivity also follows. Let us prove surjectivity,
i.e., that each element g ∈ (Brg)
σ factors into a product of the Tˆ±1r , r ∈ I/σ.
Following [5, 7], denote byBr+g the positive braid monoid, i.e, the monoid generated
by the Ti, i ∈ I subject to (2.5).
Lemma 2.6 ([5, Proposition 5.5],[7, Proposition 4.17]).
(i) The assignment Ti 7→ Ti defines an injective homomorphism of monoids Br
+
g →֒
Brg. In other words, Br
+
g is naturally a submonoid of Brg.
(ii) For each g ∈ Brg there exists an element g
+ ∈ Br+g such that g = Cg
+ for
some central element C of Brg.
Note that the central element Cg = T
2
wˆ◦
from Lemma 2.3 is the product of all
generators Cg′ of the center of Br
+
g , where g
′ runs over simple Lie ideals of g. This and
Lemma 2.6 imply that for each g ∈ Brg there exists N ≥ 0 such that C
N
g · g ∈ Br
+
g .
Taking into account that Twˆ◦ and hence Cg is fixed under σ, it suffices to prove that
any element g+ ∈ (Br+g )
σ factors into a product of the Tˆr, r ∈ I/σ.
We need the following result which is parallel to Lemma 2.5.
QUANTUM FOLDING 15
Lemma 2.7 ([5, Lemma 2.1]). Let g+ ∈ Br+g and i 6= j be such that g
+ = Ti·g
+
i = Tj ·
g+j for some g
+
i , g
+
j ∈ Br
+
g . Then there exists h
+ ∈ Br+g such that g
+ = TiTj · · ·︸ ︷︷ ︸
mij
·h+.
In particular, if I0 ⊂ I satisfies
• g+ ∈ Ti · Br
+
g for each i ∈ I0,
• TiTi′ = Ti′Ti for all i, i
′ ∈ I0,
then there exists h+ ∈ Br+g such that g
+ = (
∏
i∈I0
Ti) · h
+.
We proceed by induction on length of elements in Br+g . Indeed, let g
+ ∈ (Br+g )
σ.
Then there exits i ∈ I such that g+ = Ti · g
+
i for some g
+
i ∈ Br
+
g . Applying
σk, we obtain: Ti · g
+
i = Tσk(i) · σ
k(g+), where σk(g+) ∈ Br+g . Thus the set I0 =
{i, σ(i), σ2(i) . . .} = Or satisfies the conditions of Lemma 2.7. Therefore, g
+ = Tˆr ·h
+
for some h+ ∈ Br+g . In particular, h
+ ∈ (Br+g )
σ and is shorter than g+ so we finish
the proof by induction. This proves (ii). 
2.4. PBW bases and quantum folding. G. Lusztig proved in [17] that Brg acts
on Uq(g) by algebra automorphisms via:
Ti(K
±1
j ) = K
±1
j K
∓aij
i , Ti(Ei) = −K
−1
i Fi, Ti(Fi) = −EiKi, i, j ∈ I
Ti(Ej) =
∑
s+r=−aij
(−1)rq−ri E
(r)
i EjE
(s)
i , Ti(Fj) =
∑
s+r=−aij
(−1)rqriF
(s)
i FjF
(r)
i , i 6= j
(2.9)
where Y
(k)
i =
1
[k]qi !
Y ki (these automorphisms Ti are denoted T
′
i,−1 in [17]). G. Lusztig
also proved in [17] that Tw(Ei) ∈ U
+
q (g) if and only if ℓ(wsi) = ℓ(w)+1. Using this, for
each i = (i1, . . . , im) ∈ R(w◦), define the ordered setXi = {X1, X2, . . . , Xm} ⊂ U
+
q (g)
by:
Xk = Xi,k = c
−1
k Ti1 · · ·Tik−1(Eik),
where ck = γ(si1 · · · sik−1(αik)− αik) and γ : Q → C(q)
× is the unique group homo-
morphism defined by γ(αi) = qi−q
−1
i . It should be noted that for any w,w
′ ∈ W (g),
i, i′ ∈ I such that wαi = w
′α′i, γ(wαi − αi) = γ(w
′αi′ − αi′).
We will need the following useful Lemma which is, most likely, well known.
Lemma 2.8. Suppose that i, j ∈ I and w ∈ W (g) satisfy wαi = αj. Then
Tw(Ei) = Ej.
Proof. We use induction on ℓ(w), the induction base being trivial. Since wαi = αj
we have ℓ(wsi) = ℓ(w) + 1 and wsiw
−1 = sj. Then by [2, Lemma 9.9], there exist
k ∈ I and a i ∈ R(w) such that i terminates with (. . . , i, k) ∈ R(w◦(i, k)si) where
w◦(i, k) denotes the longest element of the subgroup of W (g) generated by si, sk.
Since by [17, §§39.2.2–4]
Tw◦(i,k)si(Ei) =
{
Ek, aik = aki = −1
Ei, otherwise,
(2.10)
we conclude that either Tw(Ei) = Tw′(Ei) with w
′αi = αj or Tw(Ei) = Tw′(Ek) with
w′αk = αj and in both cases ℓ(w
′) < ℓ(w). 
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For each a = (a1, . . . , am) ∈ Z
m
≥0 define the monomial X
a
i ∈ U
+
q (g) by:
Xai = X
a1
1 · · ·X
am
m .
The following result is well-known.
Proposition 2.9 ([17, Corollary 40.2.2]). The set M(Xi) of all monomials X
a
i is a
PBW-basis of U+q (g).
Remark 2.10. The basis M(Xi) differs from Lusztig’s PBW basis from [17] in that
we do not divide the monomials by q-factorials but rather by some factors which
vanish at q = 1.
Let σ be an admissible diagram automorphism of a semisimple simply laced Lie
algebra g. For each r ∈ I/σ define the element Eˆr :=
∏
i∈Or
Ei ∈ U
+
q (g) and the set
Eˆ•r ⊂ U
+
q (g) of all monomials
∏
i∈Or
Eaii , ai ∈ Z≥0. Note that Eˆr is fixed under the
action of σ on U+q (g) and the set Eˆ
•
r is σ-invariant. Moreover, (Eˆ
•
r )
σ = {Eˆkr | k ∈
Z≥0}. The following result is obvious.
Lemma 2.11. Assume that σ is an admissible diagram automorphism of g and
let i = (r1, . . . , rm) ∈ R(w◦). Let iˆ ∈ R(wˆ◦) be any lifting of i (as defined in the
Introduction). Then
(i) M(Xiˆ) = Xˆ
•
1 · · · Xˆ
•
m up to multiplication by non-zero scalars, where Xˆ
•
k =
Tˆr1 · · · Tˆrk−1(Eˆ
•
rk
), 1 ≤ k ≤ m.
(ii) The basis M(Xiˆ) is invariant under the action of σ on U
+
q (g) and the fixed
point set M(Xiˆ)
σ coincides, up to scalars, with the set
Xˆai = Xˆ
a1
1 · · · Xˆ
am
m ,
where
Xˆk = cˆ
−1
k Tˆr1 Tˆr2 · · · Tˆrk−1(Eˆrk)
and cˆk =
∏
i∈Ork
γ(sˆr1 · · · sˆrk−1(αi)− αi).
This motivates the following definition.
Definition 2.12 (i-th quantum folding). For each i ∈ R(w◦) define an injective
linear map ιi : U
+
q (g
σ∨) →֒ U+q (g)
σ ⊂ U+q (g) by the formula
ιi(X
a
i ) = Xˆ
a
i
for a = (a1, . . . , am) ∈ Z
m
≥0.
Remark 2.13. Combinatorially, ιi is a bijection M(Xi)→˜M(Xiˆ)
σ, which can be
interpreted as a certain bijection of Kashiwara crystals. More precisely, we can
view ιi as the composition of the canonical isomorphism B∞(g
σ∨) ∼= B∞(g
∨) with
the Lusztig’s σ-equivariant identification Lˆi : B∞(g)→˜M(Xiˆ) so that the following
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diagram commutes, in view of Proposition 1.1 and Lemma 2.11:
B∞(g)
Lˆi−−−→ M(X
iˆ
)x x
B∞(g
σ∨)
Lˆσ
i−−−→ M(X
iˆ
)
where the vertical arrows are natural inclusions of σ-fixed point subsets.
Remark 2.14. The Definition 2.12 makes sense for any i ∈ R(w) where w is any
element of the Weyl group. In that case we replace U+q (g) by the algebra Uq(w)
introduced in [6, 17] and extensively studied in [24, 25]. One can also define quantum
foldings for some pairs (g, g′) not related by a diagram automorphism (e.g., for
(sp6, G2)). Namely, following [16], one can embed B∞(g
′) into B∞(g) and then
extend the embedding linearly to ι : Uq(g
′) →֒ Uq(g) using Lusztig’s identifications
B∞(g
′) ∼= M(Xi) and B∞(g) ∼= M(Xiˆ).
We conclude this section with the proof of Theorem 1.20.
Proof of Theorem 1.20. It is sufficient to prove the statement for two reduced de-
compositions i, i′ ∈ R(w◦) which differ by one braid relation involving r, s ∈ I/σ and
thus it suffices to consider the rank 2 case. We have the following two possibilities:
1◦. |Or| = 2, |Os| = 1 and i = (r, s, r, s), i
′ = (s, r, s, r). LetOr = {i, j}, Os = {k},
with ai,k = aj,k = −1. Then iˆ = (i, j, k, i, j, k), iˆ
′ = (k, i, j, k, i, j) and the elements
Xˆs for these two decompositions are, respectively,
Xˆ1 = EiEj , Xˆ2 =
[Ei, [Ej , Ek]q−1]q−1
(q − q−1)2
, Xˆ3 =
[Ei, Ek]q−1 [Ej, Ek]q−1
(q − q−1)2
, Xˆ4 = Ek,
while Xˆ ′1 = Xˆ4, Xˆ
′
2 = Xˆ
∗
3 , Xˆ
′
3 = Xˆ
∗
2 and Xˆ
′
4 = Xˆ
∗
1 , where ∗ is the unique anti-
automorphism of U+q (g) such that E
∗
i = Ei for i ∈ I. A straightforward computation
shows that
Xˆ ′2 = q
−2(Xˆ3 + (q − q
−1)−1[Xˆ4, Xˆ1]Xˆ4), Xˆ
′
3 = Xˆ2 + q
−1(q − q−1)−1[Xˆ4, Xˆ1].
Therefore, the subalgebra of U+q (g) generated by Xˆr contains all elements Xˆ
′
r. Ap-
plying ∗ we obtain the opposite inclusion.
2◦. |Or| = |Os| = 2 and i = (r, s, r), i
′ = (s, r, s). Let Or = {i, j}, Os = {k, l}
with ai,k = −1 = aj,l = −1 and ai,l = aj,k = 0. Then we have Xˆ1 = EiEj = Xˆ
′
3,
Xˆ3 = EkEl = Xˆ
′
1 and
Xˆ2 =
[Ei, Ek]q−1[Ej , El]q−1
(q − q−1)2
, Xˆ ′2 =
[Ek, Ei]q−1[El, Ej]q−1
(q − q−1)2
.
It is easy to check that
Xˆ ′2 = Xˆ2 + q
−1(q − q−1)−1[Xˆ3, Xˆ1],
hence Xˆ ′2 is contained in the subalgebra of U
+
q (g) generated by Xˆk, 1 ≤ k ≤ 3.
Interchanging the role of r and s completes the proof. 
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2.5. Diamond Lemma and specializations of PBW algebras. We will use the
following version of Bergman’s Diamond Lemma ([4]). Let A be an associative k-
algebra and suppose that A is generated by a totally ordered set XA. Let M(XA)
be the set of ordered monomials on the XA.
Proposition 2.15. Assume that the defining relations for (A,XA) are
X ′X =
∑
M∈M(XA)
cMX,X′M, X < X
′,
where cXX
′
X,X′ ∈ k
× and for any M ∈M(XA), c
M
X,X′ 6= 0 implies that M < X
′X in the
lexicographic order. If for all X < X ′ < X ′′ there exist a unique S ⊂ M(XA) and a
unique {aM : M ∈ S} ⊂ k
× such that
X ′′X ′X =
∑
M∈S
aMM,
then (A,XA) is a PBW algebra
Note that, unlike [20], we do not require (A,XA) to be quadratic. In fact, in most
cases where we will need to apply the Diamond Lemma, this will not be the case.
We will now list some elementary properties of specializations which will be needed
later. The simplest instance of specialization is given by the following definition.
Throughout this subsection, let k = C(t) (later on, we set t = q − 1) and denote
by k0 the set of all f = f(t) ∈ k such that f(0) is defined. Clearly, k0 is a (local)
subalgebra of k and for each non-zero f ∈ k either f ∈ k0 or f
−1 ∈ k0.
Definition 2.16. Let U and V be k-vector spaces with bases BU andBV respectively.
Let F : U → V be a k-linear map that all matrix coefficients cb,b′ = cb,b′(t) ∈ k defined
by:
F (b) =
∑
b′∈BV
cb′,bb
′
for b ∈ BU , belong to k0. Then the specialization F0 of F is a k-linear map U → V
given by:
F0(b) =
∑
b′∈BV
cb′,b(0)b
′
for b ∈ BU (here, unlike in the literature on deformation theory, we preserve the
ground field k = C(t) after the specialization because it is more convenient to view
both F and F0 as k-linear maps U → V ).
Similarly, let (A,XA) be a PBW algebra. Then, in the notation of Definition 1.3,
it has a unique presentation:
X ′X =
∑
M∈M(XA)
cMX,X′M
for all X,X ′ ∈ XA such that X < X
′, where all cMX,X′ ∈ k.
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Definition 2.17. We say that the PBW algebra (A,XA) is specializable if all the
cMX,X′ belong to k0 and in that case define the specialization (A0, XA) to be the
associative k-algebra with the unique presentation:
X ′X =
∑
M∈M(XA)
cMX,X′(0)M
for all X,X ′ ∈ XA with X < X
′, where all cMX,X′ ∈ k.
We say that a specializable PBW algebra (A,XA) is optimal if (A0, XA) is just
the polynomial algebra k[XA], that is, if c
M
X,X′(0) = δM,XX′ for all relevant X,X
′,M
(i.e., the defining relations in (A0, XA) are X
′X = XX ′). In that case we define a
bi-differential bracket {·, ·} on k[XA] by:
• (Leibniz rule) {xy, z} = x{y, z}+ y{x, z}, {x, yz} = {x, y}z + y{x, z} for all
x, y, z ∈ k[XA].
• (skew symmetry) {x, y} = −{y, x} for all x, y ∈ k[XA].
• for all X,X ′ ∈ XA with X < X
′
{X ′, X} =
∑
M∈M(XA)
∂cMX,X′
∂t
∣∣∣
t=0
M. (2.11)
Proposition 2.18. Let (A,XA) be a specializable PBW-algebra. Then:
(i) Its specialization (A0, XA) is also PBW.
(ii) If, additionally, (A,XA) is optimal, then the bracket {·, ·} on A0 = k[XA] is
Poisson.
Proof. Denote A′0 =
∑
M∈M(XA)
k0M . Clearly, this is a k0-subalgebra of A and a free
k0-module. Taking into the account that (t) is a (unique) maximal ideal in k0, we
see that the specialization A0 of A, is canonically isomorphic to k⊗k0 A
′
0/tA
′
0.
To prove (i), suppose that in A0 we have
∑
M∈M(XA)
cMM = 0, where all cM ∈ C.
This implies that
∑
M∈M(AX)
cMM ∈ tA
′
0, hence
∑
M∈M(XA)
cMM =
∑
M∈M(XA)
tc′MM for
some c′M ∈ k0. Since A
′
0 is a free k0-module, this implies that cM = c
′
M = 0 for all
M and completes the proof of (i).
Now we prove (ii). Optimality of (A,XA) implies that the commutator [a, b] of
any a, b ∈ A′0 belongs to the ideal tA0. For any a0, b0 ∈ A
′
0/tA
′
0 denote:
{a0, b0} = π
( [a, b]
t
)
where π : A′0 ։ A
′
0/tA
′
0 is the canonical projection and a, b ∈ A
′
0 are any elements
such that π(a) = a0, π(b) = b0. Clearly, the bracket {a0, b0} is well-defined (i.e., it
does not depend on the choice of representatives a and b). This bracket is Poisson
because the original commutator bracket was skew-symmetric, and satisfied both the
Liebniz rule and Jacobi identities.
It remains to verify (2.11). Indeed, let X,X ′ ∈ XA with X < X
′. We have
{X ′, X} = π
(X ′X −XX ′
t
)
= π
(cXX′X,X′ − 1
t
)
XX ′ +
∑
M 6=XX′
π
(cMX,X′
t
)
M .
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This gives (2.11) because π(f) = f(0) and π(f−f(0)
t
) = ∂f
∂t
∣∣∣
t=0
for any f ∈ k0. The
proposition is proved. 
2.6. Nichols algebras and proof of Theorem 1.11. We will now prove Theorem
1.11, which allows to establish the PBW property when an algebra is quadratic and
is defined in terms of a braiding. Retain the notation of Section 2.5.
Proof. Let Y be a k-vector space and Ψ : Y ⊗ Y → Y ⊗ Y be linear map. For each
k ≥ 2 we define the linear maps Ψi : Y
⊗k → Y ⊗k, i = 1, . . . , k − 1 by the formula:
Ψi = 1
⊗i−1 ⊗Ψ⊗ 1⊗k−i−1 .
If Ψ is invertible and satisfies the braid equation (1.5), then for each k ≥ 2 one
obtains the representation of the braid group Brslk on Y
⊗k (in the notation of Section
2.4) via Ti 7→ Ψi for i = 1, . . . , k − 1.
Therefore, one can define the braided factorial [k]!Ψ : Y
⊗k → Y ⊗k by the formula:
[k]!Ψ =
∑
w∈Sk
Ψw
where Ψw is the image of Tw (given by (2.6)) in Endk(Y
⊗k).
It is well-known (see e.g. [23]) that IΨ :=
⊕
k≥2
ker[k]!Ψ is a two-sided ideal in the
tensor algebra T (Y ). The quotient algebra BΨ(Y ) := T (Y )/IΨ is called the Nichols-
Woronowicz algebra of the braided vector space (Y,Ψ).
For each linear map Ψ : Y ⊗ Y → Y ⊗ Y denote AΨ(Y ) := T (Y )/〈ker(Ψ + 1)〉.
We need the following result.
Proposition 2.19. Let Y be a k-vector space and let Ψ : Y ⊗ Y → Y ⊗ Y be an
invertible k-linear map satisfying the braid equation. Assume that:
(i) The specialization Ψ0 = Ψ|t=0 of Ψ is a well-defined (with respect to a basis of
Y ) invertible linear map Y ⊗ Y → Y ⊗ Y satisfying the braid equation.
(ii) The Nichols-Woronowicz algebra BΨ0(Y ) is isomorphic to AΨ0(Y ) as a graded
vector space.
(iii) dim ker(Ψ + 1) = dimker(Ψ0 + 1).
Then BΨ(Y ) ∼= BΨ0(Y ) as a graded vector space and one has an isomorphism of
algebras
BΨ(Y )→˜AΨ(Y ) .
Proof. We will need two technical results.
Lemma 2.20. Let U and V be a finite-dimensional C(t) vector spaces and F : U →
V be a linear map such that its specialization F0 at t = 0 is a well-defined map
U → V (with respect to some bases of BU and BV ). Then
(a) dimF0(U) ≤ dimF (U) and dim kerF ≤ dimkerF0.
(b) Assume that dimkerF = dimkerF0. Then there is a linear map G : V → V
such that:
(i) G(V ) = kerF ,
(ii) the specialization G0 of G at t = 0 is well-defined,
(iii) G0(V ) = kerF0.
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Proof. Fix bases BU and BV and identify U with k
n, V with km, and F : kn → kn
with its m× n matrix.
It is well-known (and easy to show) that for each non-zero F ∈ Matm×n(k) there
exist gt ∈ GLm(k0) and ht ∈ GLn(k0) such that
F = gtPht , (2.12)
where P is an m × n-matrix such that Pij = 0 unless (i, j) ∈ {(1, 1), . . . , (r, r)},
and Pii = t
λi for i = 1, . . . , r, where r = rank(F ) and λi ∈ Z. Therefore, F0 is
well-defined if and only if all λi ≥ 0.
In particular, F0 = g0P0h0 and rank(F0) ≤ k, where P0 is the specialization of P
at t = 0. That is,
dimF0(U) = rank(M0) ≤ rank(Mt) = dimF (U) .
This in conjunction with the equality dim kerF + rank(F ) = dimV proves (a)
Now we prove (b). Clearly, the condition dim kerF = dim kerF0 is equivalent to
rank(P0) = r, i.e., in the decomposition 2.12 one has λ1 = · · · = λr = 0, i.e., P = P0
is the matrix (not depending on t) of the standard projection kn → kr ⊂ km.
Let P⊥ ∈ Matn×n(C) be the standard projection k
n → Span{er+1, . . . , en} ⊂ k
n
(e.g., PP⊥ = 0). Denote G := h−1t P
⊥ so that the specialization G0 of G at t = 0 is
well-defined and given by G0 = h
−1
0 P
⊥.
Clearly,
G(km) = h−1t (Span{er+1, . . . , en}) = kerPht = kerF .
Similarly, G0(k
m) = kerF . This proves (b). 
Lemma 2.21. Let F be a free k-algebra on yi, i ∈ I where I is a finite set. Fix
a grading on F with deg yi ∈ Z>0. Fix any finite subset Bt of specializable (with
respect to the natural monomial basis of F) homogeneous elements in F . Then
dim 〈Bt〉n ≥ dim 〈B0〉n, where 〈Bt〉n (respectively, 〈B0〉n) is the nth homogeneous
component of the ideal in F generated by Bt (respectively, by the specialization Bt=0
of Bt).
Proof. Clearly
〈Bt〉n =
⊕
i+j+k=n
∑
b∈Bt : deg b=j
FibFk.
Define 〈̂Bt〉n =
⊕
i+j+k=n
⊕
b∈Bt : deg b=j
FibFk and let F : 〈̂Bt〉n → Fn be the natural map
which is the identity on each summand. Clearly the specialization of F0 at t = 0
with respect to the natural monomial basis in both spaces is well-defined and the
image of F (respectively, of F0) is 〈Bt〉n (respectively, 〈B0〉n). Then the assertion
follows from Lemma 2.20(a). 
The algebra BΨ(Y ) is graded and BΨ(Y )k is isomorphic to [k]Ψ!(Y
⊗k) as a vector
space Therefore,
dim(BΨ0)k ≤ dim(BΨ)k (2.13)
by Lemma 2.20(a) with V = Y ⊗k and F = [k]!Ψ.
On the other hand, note that ker(Ψ + 1) = ker[2]!Ψ and so we have a structural
homomorphism of graded algebras AΨ(Y ) ։ BΨ(Y ). In particular, we obtain a
surjective homomorphism of vector spaces Y ⊗k/〈Bt〉k ։ BΨ(Y )k where B is the
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image of natural basis in Y ⊗k under the map G from Lemma 2.20(b). It follows from
Lemma 2.21 that dimAΨ0(Y )k ≥ dimAΨ(Y )k. Combining this with (2.13) and the
obvious inequality dimAΨ(Y )k ≥ dimBΨ(Y )k we obtain dimAΨ(Y )k ≥ dimAΨ0(Y )k
which implies dimAΨ(Y )k = dimBΨ(Y )k = dimBΨ0(Y )k for all k. This completes
the proof of Proposition 2.19. 
Now we can complete the proof of Theorem 1.11. First, in the notation of Propo-
sition we use Proposition 2.19 with Y ∗ and −Ψ∗ : Y ∗ ⊗ Y ∗ → Y ∗ ⊗ Y ∗.
Taking t = q−1 and Ψ∗0 = τ in Proposition 2.19, we see that B−Ψ∗0(Y
∗) = Λ(Y ∗) =
A−Ψ∗0(Y
∗) hence A−Ψ∗(Y
∗) ∼= B−Ψ∗(Y
∗) is a flat deformation of the exterior algebra
Λ(Y ∗). Taking into account that (ker(−Ψ∗+1))⊥ = (Ψ− 1)(Y ⊗Y ) we see that the
quadratic dual A−Ψ∗(Y
∗)! = SΨ(Y ) is a flat deformation of S(Y ).
Theorem 1.11 is proved. 
2.7. Module algebras and semi-direct products. It is well-known that Uq(g) is
a Hopf algebra with:
• The coproduct ∆ : Uq(g)→ Uq(g)⊗ Uq(g) given by:
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi.
• The counit ε : Uq(g)→ C(q) given by:
ε(Ei) = ε(Fi) = 0, ε(K
±1
i ) = 1.
• The antipode S : Uq(g)→ Uq(g) given by
S(Fi) = −FiKi, S(Ei) = −K
−1
i Ei, S(Ki) = K
−1
i .
In particular, Uq(g) admits the (left) adjoint action on itself, which we denote by
(u, v) 7→ (ad u)(v). The action is given by:
(adu)(v) = u(1)vS(u(2)) ,
where ∆(u) = u(1) ⊗ u(2) in the Sweedler notation. By definition,
(adKi)(u) = KiuK
−1
i , (adEi)(u) = Eiu−KiuK
−1
i Ei, (adFi)(u) = (Fiu− uFi)Ki.
In particular, the quantum Serre relations can be written as
(adEi)
1−aij (Ej) = 0. (2.14)
We will also need the right action of Uq(g) on itself. Let ∗ be the unique anti-
automorphism of Uq(g) defined by E
∗
i = Ei, F
∗
i = Fi and K
∗
i = K
−1
i . Then we
define ad∗ u = ∗ ◦ ad u ◦ ∗. In particular, we have
(ad∗Ki)(u) = KiuK
−1
i , (ad
∗Ei)(u) = uEi −EiKiuK
−1
i , (ad
∗ Fi)(u) = K
−1
i [u, Fi].
and
Ti(Ej) = (ad
∗Ei)
(−aij )(Ej). (2.15)
It is easy to see that ad∗ u is in fact the right adjoint action for a different co-product
on Uq(g). Note that for all i, j ∈ I
(adEi)(Ej) = (ad
∗Ej)(Ei), (2.16)
while for all i, j ∈ I and w ∈ W such that wαi = αj we have, by Lemma 2.8
Tw((adEi)(u)) = (adEj)(Tw(u)), Tw((ad
∗Ei)(u)) = (ad
∗Ej)(Tw(u)). (2.17)
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Given a bialgebra U , refer to an algebra in the category U -mod as a module algebra
over U . The following Lemma is obvious.
Lemma 2.22. Let A be a left module algebra over Uq(g). Then the action of Cheval-
ley generators on A satisfies:
Ki(ab) = Ki(a)Ki(b), Ei(ab) = Ei(a)b+Ki(a)Ei(b), Fi(ab) = Fi(a)K
−1
i (b) + aFi(b)
for all a, b ∈ A and i ∈ I.
Definition 2.23. For any bialgebra B and its module algebra A define the cross
product A⋊B to be the the vector space A⊗B with the associative product given
by:
(a⊗ b)(a′ ⊗ b′) = a · (b(1)(a))⊗ b(2) · b
′
for all a ∈ A, b ∈ B (where ∆(b) = b(1)⊗ b(2) in Sweedler notation). In what follows,
we suppress tensors and will write a·b instead of a⊗b and b·a instead of (1⊗b)(a⊗1)
in the algebra A⋊ B.
Similarly, one can replace B by a braided bialgebra, i.e., a bialgebra in a braided
category C and A by a module algebra over B in C. Our main example is when CQ
is the category of Q-graded vector spaces with the braiding ΨU,V : U ⊗ V → V ⊗ U
for U, V ∈ ObCQ given by
ΨU,V (u⊗ v) = q
(µ,ν)v ⊗ u, u ∈ Uµ, v ∈ Vν
where (·, ·) is the inner product on Q given by
(αi, αj) = diaij (2.18)
where C = (diaij)i,j∈I is a symmetrized Cartan matrix of a semisimple lie algebra g.
Let Y = C(q)⊗ZQ. As G. Lusztig proved in [17], the Nichols-Woronowicz algebra
BΨY,Y (Y ) (see Section 2.6) is naturally isomorphic to U
+
q (g). The following obvious
fact is parallel to Lemma 2.22.
Lemma 2.24. Let A =
⊕
ν∈Q
Aν be a module algebra over (the braided bialgebra)
U+q (g). Then
(i) For any a ∈ Aν, b ∈ A, i ∈ I one has
Ei(ab) = Ei(a)b+ q
(αi,ν)aEi(b).
(ii) The braided cross product A⋊ U+q (g) is the algebra generated by A and U
+
q (g)
(and isomorphic to A⊗ U+q (g) as a vector space) subject to the relations
Ei · a = Ei(a) + q
(αi,ν)a · Ei
for all a ∈ Aν, i ∈ I. In particular, if A is a PBW algebra, then so is A⋊U
+
q (g).
Remark 2.25. In fact if A =
⊕
ν Aν is a Uq(g)-module algebra with Ki|Aν = q
(αi,ν),
then the braided cross product A⋊ U+q (g) is simply the subalgebra of the ordinary
cross product A ⋊ Uq(g) generated by A and U
+
q (g). Moreover, A ⋊ Uq(g)
∼= A ⋊
U+q (g)⊗ U
≤0
q (g) as a vector space.
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Using Lemma 2.22 and [17, §3.1.5] we obtain for any Uq(g)-module algebra A and
a, b ∈ A
E
(r)
i (ab) =
r∑
p=0
q
p(r−p)
i E
(r−p)
i (K
p
i (a))E
(p)
i (b)
F
(r)
i (ab) =
r∑
p=0
q
−p(r−p)
i F
(p)
i (a)K
−p
i (F
(r−p)
i (b)),
(2.19)
where Y
(r)
i := ([r]qi!)
−1Y ri . In particular, if Ki(a) = via, then
E
(r)
i (ab) =
r∑
p=0
q
p(r−p)
i v
p
iE
(r−p)
i (a)E
(p)
i (b) (2.20)
Given i = (i1, . . . , ik) ∈ I
k and m = (m1, . . . , mk) ∈ Z
k
≥0, let E
(m)
i = E
(m1)
i1
· · ·E
(mk)
ik
.
Using an obvious induction, we immediately obtain from (2.20)
E
(m)
i (ab) =
∑
m′,m′′∈Zk
≥0 :m
′+m′′=m
q
1
2
∑
1≤r,s≤km
′
rm
′′
s (αir ,αis )vm
′′
E
(m′)
i (a)E
(m′′)
i (b), (2.21)
where vm
′′
=
∏k
r=1 v
m′′r
ir
.
Following M. Kashiwara and G. Lusztig ([17, 15]), define for all i ∈ I and for
all u ∈ U+q (g) the elements ri(u), ir(u) ∈ U
+
q (g) by
[u, Fi] =
Ki · ir(u)− ri(u) ·K
−1
i
qi − q
−1
i
. (2.22)
Lemma 2.26 ([17, Lemma 1.2.15, Proposition 3.1.6]). For all i, j ∈ I, u, v ∈ U+q (g)
(i) ir(u) = ri(u
∗)∗ and ri(jr(u)) = jr(ri(u));
(ii) ri(Ej) = δij and ri(uv) = ri(u)K
−1
i vKi + uri(v);
(iii) If u ∈ ker ir then (adFi)(u) = (qi − q
−1
i )
−1ri(u);
(iv) ir(adEj(u)) = q
−aij
i Ej · ir(u)− q
aij
i Kj · ir(u) ·K
−1
j · Ej;
(v)
⋂
i∈I ker ir =
⋂
i∈I ker ri = C(q).
Recall that for any J ⊂ I the parabolic subalgebra pJ of g is the Lie subalgebra
generated by g+ and fj, j ∈ J . Let Uq(pJ) be the subalgebra of Uq(g) generated by
U+q (g) and by the Fj , K
±1
j , j ∈ J . Let Uq(gJ) = 〈Ej, Fj , K
±1
j : j ∈ J〉 and define
Uq(rJ) = {u ∈ U
+
q (g) : jr(u) = 0, ∀ j ∈ J}.
Clearly Uq(pJ) is a Hopf subalgebra of Uq(g), Uq(gJ) is a Hopf subalgebra of Uq(pJ),
and Uq(rJ) is a subalgebra of Uq(pJ). The following corollary is an immediate con-
sequence of Lemma 2.26.
Corollary 2.27 (Quantum Levi factorization).
(i) Uq(rJ) is preserved by the adjoint action of Uq(gJ) on Uq(pJ). In particular,
Uq(rJ) is a Uq(gJ)-module algebra.
(ii) Uq(pJ) = Uq(rJ)⋊ Uq(gJ).
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3. Folding (so2n+2, sp2n) and proof of Theorems 1.8 and 1.12
3.1. The algebras U+q,n and Uq,n. In what follows we take I = {−1, 0, . . . , n − 1}
for g = so2n+2 so that σ interchanges −1 and 0 and fixes each i = 1, . . . , n − 1.
Accordingly, we set I/σ := {0, 1, . . . , n− 1} for gσ∨ = sp2n.
Let Uq,n be the associative C(q)-algebra generated by Uq(sln) and w, z subject to
the following relations
[Fi, w] = 0 = [Fi, z], KiwK
−1
i = q
−2δi,1w, KizK
−1
i = q
−δi,2z (3.1a)
[Ei, w] = 0, i 6= 1, [Ei, z] = 0, i 6= 2, [z, w] = 0 (3.1b)
[E1, [E1, [E1, w]q−2]]q2 = 0 = [E2, [E2, z]q]q−1 , (3.1c)
[w, [w,E1]q2]q−2 = −hwz, [z, [E2, [E1, w]q2]q]q = [w, [E1, [E2, z]q]q]q2, (3.1d)
2[z, [z, E2]q]q−1 = h(z[E1, E2]qw + w[E2, E1]q−1z + wE1[z, E2]q + [E2, z]q−1E1w)
(3.1e)
where h = q − q−1 and we abbreviate [a, b]v = ab− vba and [a, b] = [a, b]1 = ab− ba
(with the convention that E2 = 0 if n = 2) and the Ei, Fi, K
±1
i , 1 ≤ i ≤ n − 1, are
Chevalley generators of Uq(sln). Let U
+
q,n be the associative C(q)-algebra generated
by the Ei, 1 ≤ i ≤ n− 1 and by w, z subject to the relations (3.1b)–(3.1e). Let V be
the standard Uq(sln)-module. We denote Sq(V ⊗V ) := SΨ(V ⊗V ) in the notation of
Theorem 1.11, where Ψ : V ⊗4 → V ⊗4 is the Uq(sln)-equivariant map given by (1.4).
The following theorem is the main result of the section.
Theorem 3.1.
(i) Sq(V ⊗ V ) is a PBW algebra on any ordered basis of V ⊗ V .
(ii) The algebra U+q,n is isomorphic to the braided cross product Sq(V ⊗V )⋊U
+
q (sln)
and in particular is PBW.
(iii) The algebra Uq,n is isomorphic to the cross product Sq(V ⊗ V ) ⋊ Uq(sln) and
also to the tensor product of U+q,n and the subalgebra of Uq(sln) generated by the
Fi, K
±1
i , i ∈ I. In particular, U
+
q,n is a subalgebra of Uq,n.
(iv) The assignment w 7→ E0, z 7→ 0 defines a homomorphism µ : Uq,n → Uq(sp2n).
Its image is the (parabolic) subalgebra of Uq(sp2n) generated by U
+
q (sp2n) and
K±1i , Fi, 1 ≤ i ≤ n− 1.
(v) The assignment w 7→ E0E−1 and
z 7→
1
qh
([E−1, [E1, E0]q]q + [E0, [E1, E−1]q]q)
defines an algebra homomorphism ιˆ : Uq,n → Uq(so2n+2). Its image is contained
in the (parabolic) subalgebra of Uq(so2n+2) generated by U
+
q (so2n+2) and K
±1
i , Fi,
1 ≤ i ≤ n− 1.
(vi) The assignments
Ti(w) =
{
(q + q−1)−1[[w,E1]q−2 , E1], i = 1
w, i 6= 1
Ti(z) =
{
[z, E2]q−1 , i = 2
z, i 6= 2
(3.2)
extend Lusztig’s action (2.9) of the braid group Brsln on Uq(sln) to an action
on Uq,n by algebra automorphisms. Moreover, µ and ιˆ are Brsln-equvivariant.
26 ARKADY BERENSTEIN AND JACOB GREENSTEIN
This theorem is proved in the rest of Section 3.
Remark 3.2. It is interesting to observe a complement to Theorem 3.1(iv): the
quotient algebra Uq,n/〈w〉 is isomorphic to the (parabolic) subalgebra of Uq(so2n)
generated by U+q (s02n) and Ki, K
−1
i , Fi, i = 1, . . . , n− 1.
Remark 3.3. Note that the subalgebra Sq(V ⊗ V ) of Uq,n is not preserved by the
action of Brsln . For example, T
2
3 (w), T
2
2 (z) /∈ Sq(V ⊗ V ).
Remark 3.4. The image of Sq(V ⊗ V ) under µ is isomorphic to Uq(rJ) ⊂ Uq(sp2n),
as defined in Section 2.7, where J = {1, . . . , n− 1}. Furthermore, ιˆ(Sq(V ⊗ V )) is a
quantum deformation of the coordinate ring ofM≤2, whereM≤2 is the variety of all
matrices with the symmetric part of rank at most 2. Moreover, both homomorphisms
are compatible with the cross-product structure, e.g. ιˆ(Uq,n) = ιˆ(Sq(V⊗V ))⋊Uq(sln).
3.2. Structure of algebra Sq(V ⊗ V ). Let {vi}, 1 ≤ i ≤ n be the standard basis
of the n-dimensional Uq(sln) module V . Let Xi,j = vi ⊗ vj be the standard basis
of V ⊗ V . In particular, we have
Ei(vj) = δi,j−1vj−1, Ei(Xj,k) = δi,j−1Xj−1,k + δi,k−1q
δi,j−δi,j−1Xj,k−1
Fi(vj) = δi,jvj+1, Fi(Xj,k) = δi,jq
δi,k−1−δi,kXj+1,k + δi,kXj,k+1
(3.3)
for all 1 ≤ i < n and for all 1 ≤ j, k ≤ n. Let T : V ⊗V → V ⊗V be the C(q)-linear
map defined by
T (Xij) = q
−δijXji, T (Xji) = q
δijXij − (q − q
−1)Xji
for all 1 ≤ i ≤ j ≤ n. It is well-known that T is an isomorphism of Uq(sln)-modules,
satisfies (T−q−1)(T+q) = 0 and the braid equation on V ⊗3. Define Ψi : V
⊗k → V ⊗k
by Ψi = 1
⊗i−1 ⊗ T ⊗ 1⊗k−i−1. Then Ψi are isomorphisms of Uq(gln)-modules. Let
Ψ = Ψ2Ψ1Ψ3Ψ2 + (q − q
−1)(Ψ1Ψ2Ψ1 +Ψ1Ψ3Ψ2) + (q − q
−1)2Ψ1Ψ2.
It will be convenient for us to regard Ψ as an element of the Hecke algebraH(Sn). Re-
call thatH(Sn) is the quotient of the group algebra over C(q) of the braid group Brsln
by the ideal generated by (Ti − q
−1)(Ti + q), 1 ≤ i ≤ n − 1. In particular, V
⊗n is
an H(Sn)-module. A well-known result of Jimbo ([12, Proposition 3]) provides a
quantum analogue of Schur-Weyl duality, namely the image of Uq(gln) in EndV
⊗n
is the centralizer of the image of H(Sn) and vice versa. It is also well-known that
the Hecke algebra H(Sn) is semi-simple.
Proof of Proposition 1.10. SinceH(Sn) is semi-simple, to prove part (i) (respectively,
part (ii)) of Proposition 1.10, it is sufficient to show that these identities hold in any
simple finite dimensional representation of the Hecke algebra H(S6) (respectively,
H(S4)). For, we use a realization of the multiplicity free direct sum of all simple
finite dimensional H(Sn)-modules, known as the Gelfand model, constructed in [1,
Theorem 1.2.2], which we briefly review for the reader’s convenience.
Let In be the set of involutions in the symmetric group Sn and let In,k ⊂ In be
the set of all involutions containing k cycles of length 2 so each In,k is an orbit for
the action of Sn on In. Given w ∈ In,k, one defines ℓˆ(w) = min{ℓ(v) : vwv
−1 =
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i=1 s2i−1}. Let V
(k)
n = Span{Cw : w ∈ In,k} and set Vn =
⊕
0≤k≤n/2 V
(k)
n . Then
Ti(Cw) =

−qCw, siwsi = w, ℓ(wsi) < ℓ(w)
q−1Cw, siwsi = w, ℓ(w) < ℓ(wsi)
qCsiwsi − (q − q
−1)Cw, siwsi 6= w, ℓˆ(w) < ℓˆ(siwsi)
q−1Csiwsi, siwsi 6= w, ℓˆ(siwsi) < ℓˆ(w)
defines a representation of the Hecke algebra H(Sn) on Vn which realizes the Gelfand
model for H(Sn). Clearly, V
(k)
n is an H(Sn)-submodule of Vn and V
(0)
n is the trivial
H(Sn)-module. A straightforward computation then shows that the matrix of Ψ on
V
(1)
4 with respect to the basis C(i,j), 1 ≤ i < j ≤ 4, is
0 q3h −q3h 0 0 q4
0 −q2 0 0 0 0
−q−3h −q−2h2 −h2 −q−2 0 qh
0 0 −q2 0 0 0
−q−3h −q−2h2 −h2 0 −q−2 −q−1h
q−4 q−3h q−1h 0 0 0

while Ψ|
V
(2)
4
= id. Here we abbreviate h = q − q−1. Part (ii) is now straightforward.
Part (i) is checked similarly and we omit the details.
It remains to prove (iii). Let τ = τV ⊗V,V⊗V be the permutation of factors. Note
that by the quantum Schur-Weyl duality, the vector subspace (V ⊗m)+ of Uq(sln)-
highest weight vectors in V ⊗m is isomorphic to the direct sum of simple H(Sm)-
modules Sλ, where λ runs over the set of all partitions of m with at most dimV non-
zero parts. In particular, if dimV ≥ m then (V ⊗m)+ ∼= Vm ∼=
⊕
λ S
λ. To complete
the argument, we need the following result, which is an immediate consequence of
Schur-Weyl duality.
Lemma 3.5. Let Ψ′ ∈ H(Sm) be such that Ψ
′ is specializable at q = 1 on Vm with
respect to the basis Cw, w ∈ Im and suppose that dimΨ
′(Sλ) = dimΨ′|q=1(S
λ) for all
partitions λ of m. Then for any V , dimΨ′(V ⊗m) = dimΨ′|q=1(V
⊗m).
Recall that V
(0)
4 = S
(4) and it is easy to see that V
(1)
4 = S
(2,12) ⊕ S(3,1) while
V
(2)
4 = S
(2,2)⊕S(1
4). Therefore, (Ψ−1)(Sλ) = (τ−1)(Sλ) = 0 for λ ∈ {(4), (2, 2), (14)}.
Finally, one can easily show that dim(Ψ − 1)(Sλ) = dim(τ − 1)(Sλ) = 2 for λ ∈
{(2, 12), (3, 1)}. 
We can now prove the first part of Theorem 3.1.
Proof of part (i) of Theorem 3.1. By Proposition 1.10, Ψ satisfies the braid relation
and condition (ii) of Theorem 1.11. Since Ψi specializes to the transposition of
factors with respect to the standard basis of V ⊗4, it follows that Ψ specializes to the
permutation of factors in (V ⊗2)⊗2. It remains to apply Theorem 1.11. 
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Proposition 3.6. The algebra Sq(V ⊗ V ) is generated by the elements Xij, 1 ≤
i, j ≤ n, subject to the following relations for all 1 ≤ i ≤ j ≤ k ≤ l ≤ n
XijXkl = q
−
ikjq
−
iljXklXij + hq
−dij(q−ikjXkjXil + q
−
iklq
−
iljXljXki)
+ h2(q−iklq
−
jilXjlXki + q
−
ikjq
−
jilXkjXli) + h
3q−dikq−jilXjkXli
XijXlk = q
−
ikjq
−
iljXlkXij + hq
−dij(q−iljXljXik + q
−
ikjq
±
kliXkjXli) + h
2q−jilq
±
lkiXjkXli
XjiXkl = q
−
ikjq
−
iljXklXji + hq
−dil(q−iklXjlXki + q
−
ikjXkjXli) + h
2q−kilXjkXli
XjiXlk = q
−
ikjq
−
iljXlkXji + hq
−dik(q−iljXljXki + q
±
kliXjkXli)
XikXjl = q
−
jilq
±
jklXjlXik + hq
−dik(−q−iljXklXij + q
−
jilq
−
jlkXlkXji + q
±
kjiXjkXil)
+ h2q−jik(q
−dil+djkXjkXli −XkjXil + q
−
iljXklXji)
XikXlj = q
−
jilq
±
jklXljXik + hq
−dijq±jkiq
±
jliXjkXli
XkiXjl = q
−
jilq
±
jklXjlXki + hq
djkq−jilXjkXli
XkiXlj = q
−
jilq
±
jklXljXki + hq
−dijq±jliXkjXli
XilXjk = q
±
ljiq
±
lkiXjkXil + hq
−dilq−ikj(q
−dij+dklXklXji −XlkXij)
+ h2(q−jilq
−dik+djlXjlXki −XljXik)
XilXkj = q
±
ljiq
±
lkiXkjXil + hq
djkq−jil(q
−dik+djlXjlXki −XljXik)
XliXjk = q
±
ljiq
±
lkiXjkXli
XliXkj = q
±
ljiq
±
lkiXkjXli
where h = q − q−1, q+abc = q
δab+δbc , q−abc = (q
+
abc)
−1 and q±abc = q
δab−δbc.
Proof. One can show that for all 1 ≤ i ≤ j ≤ k ≤ l ≤ n
Ψ(XijXkl) = q
−
ikjq
−
iljXklXij + hq
−
ikj(q
−δjlXkiXlj + q
−δijXkjXil) + h
2q−ikjXkiXjl
Ψ(XijXlk) = q
−
ikjq
−
iljXlkXij + hq
−
ilj(q
−δjkXliXkj + q
−δijXljXik) + h
2q−iljXliXjk
Ψ(XikXjl) = q
−
ilkq
±
kjiXjlXik + h(q
−δklq±kjiXjiXlk + q
−δij q±jkiXjkXil − q
−δikq−iljXklXij)
+ h2(q±kjiXjiXkl − q
−δik−δjlXkiXlj − q
−
jikXkjXil)− h
3q−δikXkiXjl
Ψ(XikXlj) = q
−
ilkq
±
kjiXljXik + hq
δjkq−ilkXliXjk
Ψ(XilXjk) = q
−
jikXjkXilq
+
jlk + h(−q
−δilq−ikjXlkXij + q
−δijq+jlkXjiXkl)
− h2(q−δil−δjkXliXkj + q
−
jilXljXik)− h
3q−δilXliXjk
Ψ(XilXkj) = q
−
jikXkjXilq
+
jlk − h(q
−δilq±kjiXljXik − q
−δikq+jlkXkiXjl)− h
2q−δil+δjkXliXjk
Ψ(XjiXkl) = q
−
ikjq
−
iljXklXji + hq
−
ikj(q
δijXkiXjl + q
−δilXkjXli)
Ψ(XjiXlk) = q
−
ikjq
−
iljXlkXji + hq
−
ilj(q
δijXliXjk + q
−δikXljXki)
Ψ(XjkXil) = q
±
ijlq
±
iklXilXjk
+ h(qδij (q±ikjXikXjl + q
±
iklXijXlk)− q
−δil(q−kjlXklXji + q
±
iklXjlXik))
+ h2(XjkXil + q
−δil−δjkXkjXli + q
±
ijkXkiXjl + q
±
iklXjiXlk − q
+
jikXijXkl)− h
3qδikXjiXkl
Ψ(XjkXli) = q
−
jlkq
+
jikXliXjk
Ψ(XjlXik) = q
±
ijkq
+
ilkXikXjl + h(q
−δjlq−ikjXlkXji − q
δijXijXklq
+
ilk + q
−δikXjkXilq
+
ilk)
− h2(q−δik−δjlXljXki + q
±
ijlXliXjk + q
+
ilkXjiXkl)
Ψ(XjlXki) = q
±
ijkq
+
ilkXkiXjl − hq
−δjlq+jikXliXjk
Ψ(XkiXjl) = q
−
ilkq
±
kjiXjlXki + h(q
−δilq±kjiXjkXli − q
−δij q−iljXklXji + q
−δijXjiXklq
+
ikj)
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− h2(XkiXjl + q
−
jilXkjXli)
Ψ(XkiXlj) = q
−
ilkq
±
kjiXljXki + hq
δikq−ilkXliXkj
Ψ(XkjXil) = q
−
jlkq
+
jikXilXkj
− h(qδjkq−ilkXjlXki + q
δij (q−iljXklXij − q
+
ikjXijXkl)− q
−δjlq+jikXikXlj)
− h2(q−δil+δjkXjkXli +XkjXil − q
−
iljXklXji + q
±
ijlXkiXlj + q
+
ikjXjiXkl) + h
3q−δilXkjXli
Ψ(XkjXli) = q
−
jlkq
+
jikXliXkj
Ψ(XklXij) = q
+
ikjq
+
iljXijXkl − h(q
−δklq±kjiXljXki + q
−δij q+iljXkjXil)
− h2(q±iklXliXkj + q
+
iljXkiXjl)
Ψ(XklXji) = XjiXklq
+
ikjq
+
ilj − h(q
δijq+iljXkiXjl + q
−δklq+jikXliXkj)
Ψ(XliXjk) = q
−
jikXjkXliq
+
jlk − h(q
−δijq−ikjXlkXji − q
−δij q+iljXjiXlk)
− h2(XliXjk + q
−
jikXljXki)
Ψ(XliXkj) = q
−
jikXkjXliq
+
jlk − h(q
−δijq±jkiXljXki − q
−δikq+ilkXkiXlj)− h
2XliXkj
Ψ(XljXik) = XikXljq
±
ijkq
+
ilk − h(q
δijq−ikjXlkXij − q
δij q+iljXijXlk + q
−δikq+jlkXjkXli)
− h2(XljXik − q
−
ikjXlkXji + q
±
ijkXliXkj − q
+
iljXjiXlk) + h
3q−δikXljXki
Ψ(XljXki) = q
±
ijkq
+
ilkXkiXlj − hq
δijq±ikjXliXkj
Ψ(XlkXij) = q
+
ikjq
+
iljXijXlk − h(q
−δijq+ikjXljXik + q
−δij q+jlkXkjXli)
+ h2(q±kjiXljXki −XliXjkq
+
ikj −XkiXljq
+
ilk) + h
3qδikXliXkj
Ψ(XlkXji) = XjiXlkq
+
ikjq
+
ilj − h(q
δijq+ikjXliXjk + q
δij q+ilkXkiXlj) + h
2q+jikXliXkj
Since the quotient S = (V ⊗V )/(Ψ− 1)(V ⊗V ) is a flat deformation of S2(V ⊗V ),
the canonical images of the XabXcd with (a, b) 4 (c, d) (where the order is defined
by (a, b) ≺ (c, d) if min(c, d) < min(a, b) or min(a, b) = min(c, d) and max(c, d) <
max(a, b), while (i, j) 4 (j, i), for all i ≤ j) form a basis of S. Using this basis we
obtain the formulae in the Proposition from the above formulae for Ψ. 
Remark 3.7. It is easy to check that the quotient of Sq(V ⊗V ) by the ideal generated
by the elements Xij−qXji, 1 ≤ i < j ≤ n (respectively, by the elements Xij+q
−1Xji,
1 ≤ i < j ≤ n and Xii, 1 ≤ i ≤ n) is isomorphic to the algebra Sq(S
2V ) (respectively,
Sq(Λ
2V ); cf. [14, Teorem 0.2] and [22, (1.1)], respectively, and also [19, 9, 26]).
We can now prove Corollary 1.15.
Proof. The algebra Sq(V ⊗V ) is clearly optimal specializable with respect to its PBW
basis on the Xij, 1 ≤ i, j ≤ n with the total order defined as in Proposition 3.6. It
remains to apply Propositions 2.18(ii) and 3.6. 
3.3. Cross product structure of U+q,n and Uq,n. In this section we will use the
usual numbering of nodes in the Dynkin diagram of so2n+2, that is, the simple root
αn−1 corresponds to the triple node. Retain the notations of Section 3.2.
Proposition 3.8 (Theorem 3.1(ii,iii)).
(i) The natural homomorphism U+q,n → Uq,n is injective and as vector spaces Uq,n
∼=
U+q,n ⊗ U
≤0
q (sln), where U
≤0
q (sln) is defined as in Section 2.2.
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(ii) The assignment w 7→ w′ := Xn,n, z 7→ z
′ := q(Xn−1,n − qXn,n−1) defines
isomorphisms of algebras ψ : Uq,n → Sq(V ⊗ V ) ⋊ Uq(sln) and ψ+ : U
+
q,n →
Sq(V ⊗ V )⋊ U
+
q (sln).
Proof. First we prove that the elements w′, z′ satisfy the relations (3.1b)–(3.1c). It
follows from (3.3) that w′ (respectively, z′) is a lowest weight vector of the Uq(sln)-
submodule of V ⊗ V isomorphic to V2̟1 (respectively, V̟2), where ̟i is the ith
fundamental weight of sln. In particular, we have
E
2δi,n−1+1
i (w
′) = 0 = E
δi,n−2+1
i (z
′), Fi(w
′) = Fi(z
′) = 0. (3.4)
Using Lemma 2.24(ii) we immediately conclude that w′ and z′ satisfy (3.1a), (3.1c)
and the first two relations in (3.1b). To prove the last relation in (3.1b) note that
[w′, z′] = [Xn,n, qXn−1,n − q
2Xn,n−1] = 0
since Xn,n−1Xnn = q
2XnnXn,n−1 and [Xn−1,n, Xnn] = q
2(q−q−1)XnnXn,n−1 by Propo-
sition 3.6. To prove the first relation in (3.1d), note that
[w′, [w′, En−1]q−2 ]q2 = [[En−1, w
′]q−2], w
′]q2 = [Xn−1,n + q
−1Xn,n−1, Xn,n]q2
= (1− q2)(Xn,nXn−1,n − qXn,nXn,n−1) = (q
−1 − q)w′z′.
The remaining identities are checked similarly. Using Lemma 2.24(ii), we rewrite
them in the form
∑
Yimi, where mi ∈ {1, En−1, En−2, En−1En−2, En−2En−1} and in
particularly are linearly independent and Yi ∈ Sq(V ⊗V ). Then we check that Yi = 0
which can be done either using the presentation from Proposition 3.6 or by observing
that Im(Ψ − 1) = ker((Ψ + q2)(Ψ + q−2)). This is a rather tedious, albeit simple,
computation, which was performed on a computer.
Thus, we proved that ψ : Uq,n → Sq(V ⊗V )⋊Uq(sln) is a surjective homomorphism
of algebras. The same argument shows that we have a surjective homomorphism of
algebras ψ+ : U
+
q,n → Sq(V ⊗ V )⋊ U
+
q (sln).
To complete the proof of the proposition, we prove first that ψ+ is an isomorphism.
Let F be the free algebra on the Ei, 1 ≤ i ≤ n − 1, w and z and define a grading
on F by degEi = degw = 1, deg z = 2. Let Iq be the kernel of the structural homo-
morphism F ։ U+q,n. It is easy to see that Iq is homogeneous with respect to this
grading. Regard Sq(V ⊗ V )⋊U
+
q (sln) as a graded algebra with the grading induced
by the homomorphism ψ+. By Lemma 2.21 we have dim(U
+
q,n)k ≤ dim(F/I1)k for
all k where I1 is the specialization of Iq at q = 1. On the other hand, it is easy to see
that F/I1 is isomorphic to U(n) where n = (V ⊗V )⋊ (sln)+, which we can regard as
a graded Lie algebra with the grading compatible with that on U+q,n. Since both U(n)
and Sq(V ⊗ V ) ⋊ U
+
q (sln) are PBW algebras on the set of the same cardinality, it
follows that dimU(n)k = dim(Sq(V ⊗V )⋊U
+
q (sln))k for all k. This and the obvious
inequality dim(U+q,n)k ≥ dim(Sq(V ⊗ V ) ⋊ U
+
q (sln))k proves the second assertion in
part (ii).
Let U ′q,n
+ be the subalgebra of Uq,n generated by the Ei, i ∈ I and by w, z. Clearly,
we have a canonical surjective homomorphism π : U+q,n → U
′
q,n
+ and ψ+ = ψ ◦ π.
Since ψ+ is an isomorphism and both ψ and π are surjective, it follows that π is an
isomorphism and proves the first assertion in part (i). To establish the remaining
assertions, we need the following easy Lemma.
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Lemma 3.9. Let ψ : A → B be a surjective homomorphism of algebras. Let A±
(respectively, B±) be subalgebras of A (respectively, B) such that the multiplication
map A+⊗A− → A (respectively, B+⊗B− → B) is surjective (respectively, bijective).
Suppose that the restriction of ψ to A± is an isomorphism onto B±. Then ψ is an
isomorphism of algebras and A ∼= A+ ⊗A− as vector spaces.
Applying this Lemma with A = Uq,n, B = Sq(V ⊗ V ) ⋊ Uq(sln), A
+ = U+q,n,
A− = B− = U≤0q (sln) and B
+ = Sq(V ⊗ V ) ⋊ U
+
q (sln) completes the proof of the
Proposition. 
3.4. Structural homomorphisms. In this section we prove parts (iv) and (v) of
Theorem 3.1. We use the numeration of nodes in the Dynkin diagram of so2n+2 and
sp2n introduced in Section 3.1. Note first that part (iv) of Theorem 3.1 is trivial
since modulo the ideal generated by z its defining relations are precisely the defining
relations of Uq(sp2n) where w corresponds to E0.
To prove part (v) of Theorem 3.1, let W = E0E−1 and
Z = (q2 − 1)−1([E0, [E1, E−1]q]q + [E−1, [E1, E0]q]q)
= (1− q−2)−1((ad∗E0)(ad
∗E1)(E−1) + (ad
∗E−1)(ad
∗E1)(E0))
= (1− q−2)−1((ad∗E0)(adE−1)(E1) + (ad
∗E−1)(adE0)(E1))
be the images of w and z in Uq(so2n+2). Clearly
ir(W ) = ri(W ) = 0, i > 0, 0r(W ) = E−1, −1r(W ) = E0. (3.5)
Using Lemma 2.27 we obtain
ir(Z) = 0, i > 0, 0r(Z) = q(ad
∗E1)(E−1), −1r(Z) = q(ad
∗E1)(E0). (3.6)
It is easy to check that Z∗ = Z, hence ri(Z) = 0 for all i > 0. Finally, we have
Z = q[W,E1]q−2 − q
[2]q
q − q−1
(adE0)(adE−1)(E1)
= q[E1,W ]q−2 − q
[2]q
q − q−1
(ad∗E0)(ad
∗E−1)(E1).
(3.7)
Proof of Theorem 3.1(v). We need to show that the elements W and Z satisfy the
relations (3.1a)–(3.1e). The last two identities in (3.1a) are trivial, while the first
follows from (2.22) and (3.5), (3.6). Furthermore, observe that
[Ei,W ] = (adEi)(W ), i > 1, [E1, [E1, [E1,W ]q−2]]q2 = (adE1)
3(W ),
while
[Ei, Z] = (adEi)(Z), i > 0, i 6= 2, [E2, [E2, Z]q−1]q = (adE2)
2(Z).
The first two identities in (3.1b) are now immediate from (2.19). The first identity
in (3.1c) follows from (2.20) since (adE1)
2(Ei) = 0, i ∈ {−1, 0} by quantum Serre’s
relations. The second is also a consequence of quantum Serre relations since adE2
commutes with ad∗Ei, adEj , i, j ∈ {0,−1}. To prove the last relation in (3.1b),
note that since
(ad∗Ei)
2(ad∗E1)(Ej) = 0, (adEi)(ad
∗Ej)(adEi)(E1) = 0, {i, j} = {0, 1}
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by quantum Serre relations, it follows that
Ei(ad
∗Ei)(ad
∗E1)(Ej) = q(ad
∗Ei)(ad
∗E1)(Ej)Ei,
Ei(ad
∗Ej)(ad
∗E1)(Ei) = q
−1(ad∗ Ej)(ad
∗E1)(Ei)Ei,
hence
WZ = ZW.
To prove the first identity in (3.1d), notice that since [Z,W ] = 0 we obtain from (3.7)
[W, [W,E1]q−2]q2 − (q
−1 − q)WZ = [W, [W,E1]q−2 − q
−1Z]q2
= [2]q(q − q
−1)−1[W, (adE0)(adE−1)(E1)]q2.
Since for all x ∈ U+q (so2n+2)
[W,x]q2 = E0[E−1, x]q + q[E0, x]qE−1
and [Ei, x]q = (adEi)(x) for x = (adE0)(adE−1)(E1) and i ∈ {0,−1}, it follows
from the quantum Serre relations that
[W, (adE0)(adE−1)(E1)]q2 = 0,
which together with (3.7) implies the first relation in (3.1d). To prove the remaining
identities, we use Lemma 2.26(v). Note that
ir([a, b]v) = [ir(a), b]vq−(δ,αi) + q
−(γ,αi)[a, ir(b)]vq(γ,αi),
for all a ∈ U+q (g)γ, b ∈ U
+
q (g)δ, γ, δ ∈ Q and v ∈ C(q)
×.
To prove (3.1d), note that
[E2, [E1,W ]q2]q = q
3(ad∗ E2)(ad
∗E1)(W ),
while
[E1, [E2, Z]q]q = q
2(ad∗E1)(ad
∗E2)(Z)
Thus, we want to show that ir(x) = 0 for all i ∈ I where
x = q[Z, (ad∗E2)(ad
∗E1)(W )]q − [W, (ad
∗E1)(ad
∗E2)(Z)]q2 .
This is trivial if i > 2. For i = 2 we obtain
2r(x) = (q − q
−1)(q2[Z, (ad∗E1)(W )]− [W, (ad
∗E1)(Z)]q2)
= (q−q−1)q2(Z(ad∗E1)(W )+(ad
∗E1)(Z)W )−((ad
∗E1)(W )Z+q
−2W (ad∗E1)(Z))
= (q − q−1)q2((ad∗E1)(ZW )− (ad
∗E1)(WZ)) = (q − q
−1)(ad∗E1)[Z,W ] = 0,
where we used already established (3.1b) and (2.20). Similarly
1r(x) = (q − q
−1)(q[Z, (ad∗E2)(W )]q − q
2[W, (ad∗E2)(Z)])
= (q − q−1)q2(ad∗E2)([W,Z]) = 0.
The computation of ir(x) for i ∈ {−1, 0} and the ones for the last identity, are rather
tedious and where performed on a computer. 
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Remark 3.10. It can be shown that the kernel of the homomorphism ιˆ : U+q,n →
Uq(so2n+2) is generated by an element of degree 3 in Sq(V ⊗ V ) which is a lowest
weight vector of a simple Uq(sln)-submodule of (V ⊗ V )
⊗3 isomorphic to V2̟3. On
the other hand, the image of ιˆ equals to the subalgebra of σ-invariant elements
in U+q (so2n+2) graded by Q
σ.
3.5. Braid group action on Uq,n.
Proof of part (vi) of Theorem 3.1. Let U˜q,n be the algebra generated by Uq(sln) and
w, z subjects to the relations (3.1a), (3.1b), (3.1c), except the commutativity relation
[w, z] = 0. Clearly that Uq,n is a quotient of U˜q,n. First we prove the following
Proposition 3.11. The formulae (3.2) extend the action of Brsln on Uq(sln) to an
action on U˜q,n by algebra automorphisms.
Proof. We note the following useful Lemma
Lemma 3.12. In U˜q,n we have
[Fi, T1(w)] = −δi,1[w,E1]q−2K1, [Fi, T2(z)] = −δi,2q
−1zK2
[T1(E1), T1(w)]q−2 = [w,E1]q−2 , [T2(E2), T2(z)]q−1 = z
[T2(E1), w]q−2 = [[E1, w]q−2, E2]q−1, [T1(E2), z]q−1 = [[E2, z]q−1 , E1]q−1 .
Clearly, [Ti(Fj), Ti(w)] = 0 (respectively, [Ti(Fj), Ti(z)] = 0) for all j and for
all i 6= 1 and (respectively, for all i 6= 2). Since
[T1(F1), T1(w)] = −[2]
−1
q [E1, [E1, [E1,W ]q−2]]q2K1 = 0
[T2(F2), T2(z)] = [E2, [E2, z]q−1 ]qK2 = 0.
we conclude that [T1(Fi), T1(w)] = 0 unless i = 2, while by Lemma 3.12
[T1(F2), T1(w)] = [[F1, F2]q, T1(w)] = [[F1, T1(w)], F2]q = −[w,E1]q−2 [K1, F2]q = 0
[T2(Fj), T2(z)] = [[F2, Fj]q, T2(z)] = [[F2, T2(z)], Fj ]q = −q
−1z[K2, Fj ]q = 0, j = 1, 3
The remaining identity in (3.1a) is clearly preseved. Similarly, for all i and for all j 6=
1 (respectively j 6= 2) we obtain [Ti(Ej), Ti(w)] = 0 (respectively [Ti(Ej), Ti(z)] = 0).
The remaining identities follow from Lemma 3.12 and direct computations. For
example, for i = 1, 3
[T2(Ei), T2(z)] = q
−2E2EiE2z − q
−2E2zE2Ei − q
−1EiE2E2z
+ EiE2zE2 + q
−1zE2E2Ei − zE2EiE2
= [z, (adE2)
(2)(Ei)]q−2 = 0,
where we used (3.1c) and quantum Serre relations. It is not hard to check, using the
above Lemma, that the maps Ti are invertible with their inverses given on w and z
by
T−11 (w) = [2]
−1
q [E1, [E1, w]q−2], T
−1
2 (z) = [E2, z]q−1
while T−1i (w) = w if i 6= 1 and T
−1
i (z) = z if i 6= 2. Thus, we conclude that the Ti
are automorphisms of U˜q,n. Finally, the only braid relations that need to be checked
are T1T2T1(w) = T2T1T2(w) = T2T1(w) and T2TiT2(z) = TiT2Ti(z) = TiT2(z), where
i = 1, 3. This is done by a direct computation. 
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To complete the proof of part (vi) of Theorem 3.1 is suffices to show that the kernel
of the canonical map U˜q,n → Uq,n is preserved by the Ti, 1 ≤ i ≤ n− 1. For example,
consider (3.1d). Note that [w, [w,E1]q−2 ]q2 = [[E1, w]q−2, w]q2. Using Lemma 3.12 we
obtain
[[Ti(E1), Ti(w)]q−2, Ti(w)]q2 =

[[E1, w]q−2, w]q2, i > 2
[[w, [w,E1]q−2 ]q2], E2]q−1, i = 2
[2]−1q [[[w, [w,E1]q−2 ]q2 , E1]q−2 , E1], i = 1,
while Ti(w)Ti(z) = wz, i > 2,
T1(w)T1(z) = [2]
−1
q [[wz,E1]q−2, E1]
and
T2(w)T2(z) = [wz,E2]q−1 .
Thus, the first relation in (3.1d) is preserved. The computations for the remaining
relations are rather tedious and where performed on a computer. The relations can
be checked in many different ways; perhaps, the simplest is to use the isomorphism
Uq,n ∼= Sq(V ⊗V )⋊Uq(sln), which allows us to write any element of Uq,n as
∑
i Yimi,
where Yi ∈ Sq(V ⊗ V ) and the mi are linearly independent elements of Uq(sln).
Writing a relation in this form, we then check that (Ψ + q2)(Ψ + q−2)(Yi) = 0
hence Yi ∈ Im(Ψ− 1). 
3.6. Liftable quantum foldings and U+q,n as a uberalgebra. In this section we
use the standard numbering of the nodes of all Dynkin diagrams.
Theorem 3.13. In the notation of Theorem 3.1, ιi for any i ∈ R(w◦) is a tame
liftable folding with U(ιi) = U
+
q,n and µιi = µ. In particular, ι˜i splits µ and we have
a commutative diagram
U+q,n U
+
q (so2n+2)
U+q (sp2n)
w
ιˆ
u
ι˜i






ιi
(3.8)
where all maps commute with the right multiplication with U+q (sln).
Proof. Let w′◦ be the longest element inW (sln) = W ((sp2n)J), where J = {1, . . . , n−
1} and let i′ = (n− 1, n− 2, n− 1, . . . , 1, . . . , n− 1) ∈ R(w′◦). Set
ir = (n, n− 1, n, n− 2, n− 1, n, . . . , r, . . . , n), 1 ≤ r ≤ n.
First, we prove the Theorem for i = i◦ where i◦ is the concatenation i1i
′.
Given j = (r1, . . . , rk) ∈ (I/σ)
k, write wj = sr1 · · · srk and Tj = Twj (respectively,
Tˆj = Twˆj). It is easy to check that
wir(αs) = αr+n−s−1, r < s ≤ n− 1, 1 ≤ r ≤ n. (3.9)
In particular, Ti1(Ei) = En−i, 1 ≤ i ≤ n − 1 by Lemma 2.8, hence Ti1 acts as
the diagram automorphism τ of U+q (sln) = U
+
q ((sp2n)J). Define the elements y
+
ij ∈
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U+q (sp2n), x
+
ij ∈ Uq(so2n+2), 1 ≤ i ≤ j ≤ n and x
−
ij ∈ U
+
q (sln) = U
+
q ((so2n+2)J) =
U+q ((sp2n)J)
Xi = {y
+
nn, y
+
n−1,n, y
+
n−1,n−1, . . . , y
+
1n, . . . , y
+
11, x
−
12, . . . , x
−
1,n, . . . x
−
n−1,n}
Xˆi = {x
+
nn, x
+
n−1,n, x
+
n−1,n−1, . . . , x
+
1n, . . . , x
+
11, x
−
12, . . . , x
−
1,n, . . . x
−
n−1,n}
(3.10)
as ordered sets, in the notation of Section 2.4. In particular for all a+ij , a
−
ij ∈ Z≥0, we
have
ιi
( →∏
1≤i≤j≤n
(y+ij)
a+ij
→∏
1≤i<j≤n
(x−ij)
a−ij
)
=
→∏
1≤i≤j≤n
(x+ij)
a+ij
→∏
1≤i<j≤n
(x−ij)
a−ij
where both products are taken in the same order as in (3.10).
Identify U+q,n with Sq(V ⊗ V )⋊ U
+
q (sln) using the isomorphism ψ+ from Proposi-
tion 3.8. Define ι˜i : U
+
q (sp2n)→ U
+
q,n by
ι˜i
( →∏
1≤i≤j≤n
(y+ij)
a+ij
→∏
1≤i<j≤n
(x−ij)
a−ij
)
=
→∏
1≤i≤j≤n
X˜
a+ij
ji
→∏
1≤i<j≤n
(x−ij)
a−ij (3.11)
where X˜ji = (q − q
−1)i+j−2nXji and the product in the right hand side is taken in
the total order defined in the proof of Proposition 3.6.
We will need the following result, where we abbreviate E˜i := adEi, E˜
∗
i := ad
∗Ei.
Proposition 3.14. The elements x+ij ∈ U
+
q (so2n+2) and y
+
ij ∈ U
+
q (sp2n) defined
in (3.10) are given by the following formulae
x+ij = (cˆ
+
ij)
−1E˜j · · · E˜n−1E˜i · · · E˜n−2E˜
∗
nE˜
∗
n+1(En−1), 1 ≤ i < j ≤ n (3.12)
x+ii = (cˆ
+
ii)
−1E˜
(2)
i · · · E˜
(2)
n−1(EnEn+1), 1 ≤ i ≤ n (3.13)
y+ij = (c
+
ij)
−1E˜i · · · E˜j−1E˜
(2)
j · · · E˜
(2)
n−1(En), 1 ≤ i ≤ j ≤ n (3.14)
where c+ij = (q + q
−1)1−δij (q − q−1)2n−i−j, cˆ+ij = (q − q
−1)2n−i−j+1−δij .
Proof. We only prove (3.12) and (3.13). The argument for (3.14) is nearly identical
and is omitted. By the definition of the set Xˆi given in Section 2.4 we have for all
1 ≤ i ≤ j ≤ n
x+ij = γ(βij)
−1(q − q−1)1+δij Tˆii+1Ti · · ·Ti+n−j−1(Ei+n−jE
δij
n+1),
where βij = deg x
+
ij = wˆii+1si · · · si+n−j−1(αi+n−j + δijαn+1). It is easy to see, us-
ing (3.9), that βij = αi + · · · + αj−1 + 2(αj + · · · + αn−1) + αn + αn+1, hence
γ(βij)(q − q
−1)−1−δij = cˆ+ij .
Since
wˆii = sn+1sn · · · siwˆii+1, 1 ≤ i ≤ n− 1 (3.15)
and ℓ(wii) = ℓ(wii+1) + n− i+ 2, we have for all 1 ≤ i ≤ n
Tˆii+1(Ei) = Tn+1 · · ·Ti+1Tii+2(Ei) = Tn+1 · · ·Ti+1(Ei).
Then it is easy to see, using (2.15), (2.16) and the obvious observation that adEr,
ad∗Es commute if ars = 0, that
cˆ+inx
+
in = E˜
∗
n+1 · · · E˜
∗
i+1(Ei) = E˜i · · · E˜n−2E˜
∗
nE˜
∗
n+1(En−1). (3.16)
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To establish (3.12) for 1 ≤ i < j < n, note that by (3.9) and Lemma 2.8 we have
Tˆii+1(Ei+n−j) = Ej , i < j < n. Therefore,
cˆ+ijx
+
ij = Tˆii+1Ti · · ·Ti+n−j−1(Ei+n−j) = Tˆii+1E˜
∗
i · · · E˜
∗
i+n−j−1(Ei+n−j)
= Tˆii+1E˜i+n−j · · · E˜i+1(Ei) = E˜j · · · E˜n−1(Tˆii+1(Ei)) = cˆ
+
inE˜j · · · E˜n−1x
+
in,
where we used [2, Lemma 3.5], (3.16) and (2.17).
Finally, we prove by a downward induction on i that
Tˆii+1Ti · · ·Tn−1(En) = Tσn−i(n)Tn−1 · · ·Ti+1(Ei). (3.17)
If i = n − 1, it follows from Lemma 2.8 that TnTn+1Tn−1(En) = Tn+1(En−1) so the
induction begins. For the inductive step, suppose that n− i is odd, the case of n− i
even being similar. Using (3.15), we can write
wˆii+1si · · · sn−1 = sn+1sn · · · siwˆii+2si+1 · · · sn−1
and since both expressions are reduced the induction hypothesis yields
Tˆii+1Ti · · ·Tn−1(En) = Tn+1 · · ·TiTnTn−1 · · ·Ti+2(Ei+1).
The inductive step now follows from the braid relations and Lemma 2.8. Using [2,
Lemma 3.5] we obtain from (3.17) that
cˆ+iix
+
ii = (E˜
∗
n+1E˜
∗
n−1 · · · E˜
∗
i+1(Ei))(E˜
∗
nE˜
∗
n−1 · · · E˜
∗
i+1(Ei))
= (E˜i · · · E˜n−1(En))(E˜i · · · E˜n−1(En+1)).
Since by the quantum Serre relations, E˜
(2)
i E˜i+1 · · · E˜n−1(Er) = 0, r ∈ {n, n + 1},
(3.13) follows immediately from (2.21). 
We can now complete the proof of the Theorem. First, observe that (3.3) implies
that Xii = E
(2)
i · · ·E
(2)
n−1(Xnn), 1 ≤ i ≤ n− 1 while
Xji = Ej · · ·En−1Ei · · ·En−2(Xn,n−1), 1 ≤ i < j ≤ n.
Since Xn,n−1 = [2]
−1
q (En−1(w)− q
−1z), we obtain
ι˜i(y
+
ij) =
Ej · · ·En−1Ei · · ·En−2
(q − q−1)2n−i−j−1
(En−1(w)− q−1z
q2 − q−2
)
, 1 ≤ i < j ≤ n
ι˜i(y
+
ii ) = (c
+
ii)
−1E
(2)
i · · ·E
(2)
n−1(w), 1 ≤ i ≤ n.
Note that for all u ∈ Sq(V ⊗ V ), 1 ≤ i ≤ n − 1 we have µ(Ei(u)) = E˜i(µ(u))
and similarly ιˆ(Ei(u)) = E˜i(u). This, together with (3.7), Proposition 3.14 and the
multiplicativity of ι˜i and ιi immediately implies the assertion for i = i◦.
To complete the proof, it remains to apply Lemma 1.7 and the argument from the
proof of Theorem 1.20. 
This completes the proof of Theorems 1.8 and 1.12. 
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4. Diagonal foldings
4.1. Folding (sl×n3 , sl3). Consider the algebra sn := sl
×n
3 with the diagram automor-
phism σ which is a cyclic permutation of the components.
Let A
(n)
q,3 be the associative C(q)-algebra generated by u1, u2 and zk, 1 ≤ k ≤ n−1
subjects to relations given in Theorem 1.21(i).
Theorem 4.1. (i) The algebra A
(n)
q,3 is PBW on the totally ordered set
{u2, u21, u1} ∪ {zk : 1 ≤ k ≤ n− 1},
where
u21 = u1u2 − q
−nu2u1 −
n−1∑
k=1
q − q−1
qk − q−k
zk.
(ii) The assignment ui 7→ Ei, zk 7→ 0 defines a surjective algebra homomorphism
µ : A
(n)
q,3 → Uq(s
σ
n
∨).
Proof. Since u21 = [u1, u2]q−n −
∑n−1
r=1 [r]
−1
q zr, we have
[u1, u21]qn = [u1, [u1, u2]q−n]qn −
n−1∑
r=1
[u1, zr]qn
[r]q
=
n−1∑
r=1
(
qr(q−1 − q) +
q2r − 1
[r]q
)
u1zr = 0.
Similarly, we can write
u21 = −q
−n[u2, u1]qn −
n−1∑
r=1
z˜n−r = −q
−n[u2, u1]qn −
n−1∑
r=1
[n− r]−1q zn−r
hence
[u2, u21]q−n = −q
−n[u2, [u2, u1]qn ]q−n −
n−1∑
r=1
[n− r]−1q [u2, zn−r]q−n
= −q−n(q−1 − q)
n−1∑
r=1
qru2zn−r −
n−1∑
r=1
1− q2(r−n)
[n− r]q
u2zn−r
= (q − q−1)
n−1∑
r=1
(
qr−n +
q2(r−n) − 1
qn−r − qr−n
)
u2zn−r = 0.
Since clearly u21 commutes with the zr, we obtain the PBW relations from Theo-
rem 1.21(ii) The above computations also show that PBW relations imply Serre-like
relations. To prove that A
(n)
q,3 is PBW, we use Diamond Lemma (Proposition 2.15).
It is easy to see that the only situation which needs to be checked is the monomial
u1u21u2. We have
(u1u21)u2 = q
nu21u1u2 = q
n(u2u21u1 + u
2
21 +
n−1∑
k=1
[k]−1q u21zk) = u1(u21u2).
The second assertion is obvious. 
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We now proceed to prove that A
(n)
q,3 is the desired enhanced uberalgebra for this
folding.
Given xα ∈ Uq(sl3) we denote its copy in the ith component of Uq(sl3)
⊗n by xα,i.
Let i1 = (121) and i2 = (212). Define the elements yi ∈ Uq(s
σ
n) and Yi,n ∈ Uq(sn),
i ∈ {1, 2, 12, 21} by
Xi1 = {y1, y21, y2}, Xˆi1 = {Y1,n, Y21,n, Y2,n}
as ordered sets, in the notation of Section 2.4, and similarly for i2. It is immediate
that y1 = E1, y2 = E2 and
y12 = (q
n − q−n)−1(E1E2 − q
−nE2E1), y21 = (q
n − q−n)−1(E2E1 − q
−nE1E2)
while Y1,n =
∏n
i=1E1,i, Y2,n =
∏n
i=1E2,i and
Y21,n =
n∏
i=1
E21,i, Y12,n =
n∏
i=1
E12,i,
where
E12,i =
E2,iE1,i − q
−1E1,iE2,i
q − q−1
, E21,i =
E1,iE2,i − q
−1E2,iE1,i
q − q−1
.
In particular, ιi1 (respectively, ιi2) is given by
ιi1(y
a
1y
b
21y
c
2) = Y
a
1,nY
b
21,nY
c
2,n, ιi2(y
a
2y
b
12y
c
1) = Y
a
2,nY
b
12,nY
c
1,n,
We will need some identities for the elements Eα,i. Clearly
qE21,i + E12,i = E1,iE2,i, qE12,i + E21,i = E2,iE1,i (4.1)
It follows from quantum Serre relations that
Ei,rEij,s = q
−δr,sEij,sEi,r, Ej,rEij,s = q
δr,sEij,sEj,r, i 6= j ∈ {1, 2}. (4.2)
In particular, this implies that
E12,iE21,i = E21,iE12,i.
Let Z0,1 = E21,1, Z1,1 = E12,1 and define inductively
Zi,k = Zi,k−1E21,k + Zi−1,k−1E12,k, 0 ≤ i ≤ k, (4.3)
where we use the convention that Zi,k = 0 if i < 0 or i > k. In particular, Z0,n = Y21,n
and Zn,n = Y12,n.
Lemma 4.2. We have for all 0 ≤ k, l ≤ n
Y1,nZk,n = q
n−2kZk,nY1,n, Y2,nZk,n = q
−n+2kZk,nY2,n, Zk,nZl,n = Zl,nZk,n (4.4)
Y1,nY2,n =
n∑
k=0
qn−kZk,n, Y2,nY1,n =
n∑
k=0
qkZk,n. (4.5)
Proof. The first relation is just (4.2) for n = 1. Then, using induction on n, we
obtain
Y1,nZk,n = Y1,n−1E1,n(Zk,n−1E21,n + Zk−1,n−1E12,n)
= qn−1−2kZk,n−1E1,nE21,nY1,n−1 + q
n+1−2kZk−1,n−1E1,nE12,nY1,n−1
= qn−2kZk,nYk,n.
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The second identity in (4.4) is proved similarly while the last is obvious since E21,r,
E12,s commute for all 1 ≤ r, s ≤ n. To prove (4.5), we again use the inductive
definition of the Zk,n. For n = 1 this relation coincides with (4.1), while
Y1,nY2,n = Y1,n−1Y2,n−1E1,nE2,n =
n−1∑
k=0
qn−k−1Zk,n−1(E12,n + qE21,n)
=
n∑
k=0
qn−k−1Zk,n−1E12,n +
n∑
k=0
qn−kZk,n−1E21,n =
n∑
k=0
qn−kZk,n.
The remaining identity is proved similarly. 
As an immediate corollary, we obtain
Y1,nY2,n = q
−nY2,nY1,n + (q
n − q−n)Y21,n +
n−1∑
k=1
(qn−k − qk−n)Zk,n (4.6)
Example 4.3. Let n = 3 and take ι = ιi1 . Then in 〈U
+
q (sl3)〉ι we have
Y1,3Y2,3 = q
−3Y2,3Y1,3 + (q
3 − q−3)Y21,3 + Y
′
21,3.
Since the terms in Y ′21,3 quasi-commute with Y1,3 with different powers of q and
are linearly independent, we obtain an infinite family of generators by taking q-
commutators of Y1,3 with Y
′
21,3. Thus, this algebra cannot be sub-PBW, since it
clearly has polynomial growths.
Lemma 4.4. The elements Zk,n, 1 ≤ k ≤ n − 1, are contained in 〈U
+
q (sl3)〉ιi
∩
FracU+q (sl3)
⊗n for both reduced expressions i of the longest element in the Weyl
group of sl3.
Proof. Using Lemma 4.2, we obtain for all s > 0
Y s1,nY2,n =
( n∑
k=0
q(s−1)(n−2k)+n−kZk,n
)
Y s−11,n .
Note that one of the Z0,n, Zn,n is contained in 〈U
+
q (sl3)〉ιi
. Taking 1 ≤ s ≤ n yields
a system of linear equations for the Zk,n in 〈U
+
q (sl3)〉ιi
∩ FracU+q (sl3)
⊗n with the
matrix (qns+k(1−2s)) where 1 ≤ s ≤ n + 1, 0 ≤ k ≤ n. This matrix is easily seen to
be non-degenerate. 
Proposition 4.5. The assignment
ui 7→ Yi,n, i = 1, 2, zk 7→ [k]q(q
n−k − qk−n)Zk,n
defines an algebra homomorphism ιˆ : A
(n)
q,3 → Uq(sln)
⊗n. In particular, the subalgebra
of U+q (sl3)
⊗n generated by ιi(U
+
q ((sl
×n
3 )
σ∨) and Z0 = {Zk,n : 1 ≤ k ≤ n − 1} is
independent of i and is sub-PBW.
Proof. It is sufficient to prove that Y1,n, Y2,n and Zk,n, 1 ≤ k ≤ n − 1 satisfy the
relations given in Theorem 1.21(i). The first two relations are already obtained in
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Lemma 4.2. Furthermore (4.4) implies
[Y1,n, [Y1,n, Y2,n]q−n ]qn =
n−1∑
k=0
hn−k[Y1,n, Zk,n]qn = −
n−1∑
k=1
qkhn−khkY1,nZk,n.
where hk = q
k − q−k. Similarly,
[Y2,n, [Y2,n, Y1,n]q−n ]qn =
n−1∑
k=0
hk[Y2,n, Zk,n]qn = −
n−1∑
k=0
qn−khn−khkY2,nZk,n
The remaining assertions are trivial. 
Define ι˜i1 : Uq(s
σ
n)→ A
(n)
q,3 by extending multiplicatively the assignments
y1 7→ u1, y2 7→ u2, y21 7→ (q
n − q−n)−1[u1, u2]q−n −
n−1∑
k=1
[k]−1q zk.
The map ι˜i2 is defined similarly.
Proposition 4.6. The maps ι˜ir , r = 1, 2 split µ and for each of them the dia-
gram (1.3) commutes with ι = ιi. In particular, A
(n)
q,3 is the unique uberalgebra for
this quantum folding.
Proof. We only show this for i = i1, the argument for i2 being similar. Since ιi is mul-
tiplicative on the modified PBW basis, it is enough to check that the diagram (1.3)
commutes on y1, y2 and y21, which is straightforward from Lemma 4.2 and from the
definition of µ, ιˆ and ι˜i. 
4.2. Folding (sl4×sl4, sl4). Now we turn our attention to the folding (sl
×2
4 , sl4) with
σ being the permutation of the components. Let Aq,4 = A
(2)
q,4 be the algebra with
generators ui, 1 ≤ i ≤ 3, z12 = z21, z13 = z31 and z23 = z32 and relations given
in Theorem 1.17(ii).
Theorem 4.7. The algebra Aq,4 is PBW on the totally ordered set
{Y2, Y21, Y23, Z21, Z23, Y13, Z123, Z321, Z1232, Z13, Y3, Y1},
where Yi = ui, 1 ≤ i ≤ 3, Zij = (1− q
2)−|i−j|zij, 1 ≤ i 6= j ≤ 3, and
Y2i =
uiu2 − q
−2u2ui + q
−1zi2
q2 − q−2
, Zi2j =
[uj, z2i]q−2 + q
−1z13
(1− q4)(1− q−2)
Y213 =
[uj, Y2i]q−2
q2 − q−2
−
Zj2i
[2]q
, Z2132 =
qZ2jY2i − q
−1Y2iZ2j
q − q−1
,
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where {i, j} = {1, 3}. The PBW-type relations are given by the following formulae
(where i ∈ {1, 3} and {i, j} = {1, 3})
Y2iY2 = q
2Y2Y2i, Z2iY2 = Y2Z2i, Z1232Y2 = q
2Y2Z1232,
Y13Y2 = Y2Y13 + h2Y21Y23 + h1Z1232,
Y2Z13 = q
2Z13Y2 + h1(Y2Z123 + q
2Y2Z321 − q
−2Y23Z21 − qZ21Z23 − Y21Z23)− h1h2Z1232,
YiY2 = q
−2Y2Yi + h2Y2i + h1Z2i, Y2iZ13 = Z13Y2i + h1(Y2iZi2j − Z2iY13),
Y23Y21 = Y21Y23, Z2iY2i = Y2iZ2i, Y13Y2i = q
2Y2iY13,
Zj2iY2i = Y2iZj2i, Zi2jY2i = q
2Y2iZi2j , Z1232Yi2 = Yi2Z1232, YiY2i = q
2Y2iYi,
YiY2j = q
−2Y2iYj + h2Y13 + h1Zj2i, Z2jY2i = q
−2Y2iZ2j + q
−1h1Z1232,
Z23Z21 = Z21Z23 + h1(Y2Z123 − Y2Z321 + q
−2Y21Z23 − q
−2Y23Z21),
Y13Z2i = Z2iY13 + qh1Y2iZi2j ,
Z2iZj2i = q
2Zj2iZ2i + h1(Z2iY13 − Y2iZi2j − qY2iZ13),
Zi2jZ2i = q
2Z2iZi2j + h1(Z2iY13 − Y2iZi2j − Z1232Yi),
Z1232Z2i = Z2iZ1232 + h1(q
2Y2Y2iZi2j + q
−2Y2iZ1232 − q
−2Y21Y23Z2i),
Z13Z2i = Z2iZ13 + h1q
−2(qY2Zj2iYi + q
−1Y2iZ2jYi − Y2iZ13 + Z2iZj2i)
+ h21q
−2(Z1232Yi + Y2iZi2j − Z2iY13),
YiZ2j = q
−2Zj2Yi + h1Z13 + h2Zj2i, Z13Y13 = q
2Y13Z13 − qh1Z123Z321,
YiZ2i = Z2iYi, Zi2jY13 = Y13Zi2j , Z1232Y13 = q
−2Y13Z1232,
YiY13 = q
2Y13Yi, Z321Z123 = Z123Z321,
Z1232Zi2j = Zi2jZ1232 + h1(Y21Y23Zi2j − Y2jZ2iY213 + q
−2Y213Z1232),
Zi2jZ13 = Z13Zi2j + h1(Y213Z213 − Z123Z321 + q
−1Y2jZj2iYi − q
−1Z2jY213Yi),
Z1232Z13 = Z13Z1232 + h1(q
−1Y2Y213Z123 + qY2Y213Z321 + Y2Z123Z321 − Y21Y23Z123
− q−1Y21Y23Z321 − Z21Z23Y213) + h
2
1(q
−2Y23Z21Y213 − q
−4Y213Z2132),
YiZ1232 = Z1232Yi − h1q(Y2iZi2j − Z2iY13),
YiZi2j = Zi2jYi, YiZj2i = q
2Zj2iYi, Z13Yi = YiZ13, Y3Y1 = Y1Y3.
where we abbreviate hk = q
k − q−k.
Proof. Since the proof is rather computational, we only provide a sketch. First,
we define an algebra A′ with generators Yα, α ∈ {1, 2, 3, 21, 23, 13} and Zβ, β ∈
{21, 23, 13, 123, 321, 1232} and relations as above. Using the Diamond Lemma (see
Proposition 2.15) we show that A′ is PBW on these generators with the total order
as defined in the theorem. Next, we introduce generators ui = Yi, 1 ≤ i ≤ 3,
zij = (1 − q
2)−|i−j|Zij 1 ≤ i, j ≤ 3 and show that they satisfy the relations in
Theorem 1.17(ii). In particular, this yields a surjective homomorphism of algebras
Aq,4 → A
′. To prove that it is an isomorphism, we use Lemma 2.21. We define a
grading on Aq,4 by deg ui = 1, deg z12 = deg z23 = 2 and deg z13 = 3. It is easy
to see that specializations of defining relations of Aq,4 are defining relations in the
universal enveloping algebra of a nilpotent Lie algebra n of dimension 12 generated
by ui, 1 ≤ i ≤ 3 and zij = zji, 1 ≤ i < j ≤ 3 subject to the relations
[ui, [ui, uj]] = 0, |i− j| = 1, [zα, zβ] = 0, α, β ∈ {12, 13, 23}
[ui, zi2] = [u2, zi2] = [ui, z13] = 0, i 6= 2
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[u2, [u2, z13]] = [z13, [z13, u2] = 0, [u1, u3] = 0
[zi2, [zi2, uj]] = [uj, [uj, zi2]] = 0, [zi2, [uj, u2]] = [u2, z13], {i, j} = {1, 3}
In particular, dimU(n)k = dimA
′
k for all k, where we endow A
′
k with the induced
grading. It remains to apply Lemma 2.21. 
Using the above and Proposition 2.18, we immediately obtain
Theorem 4.8. The algebra Aq,4 is optimal specializable. In particular, the following
formulae define a Poisson structure on its specialization (only non-zero brackets are
shown), where i ∈ {1, 3} and {i, j} = {1, 3}.
{Y2, Yi} = 2Y2Yi − 4Y2i − 2Zi2
{Y2, Y2i} = −2Yi2Y2
{Y2, Y13} = −4Y12Y32 − 2Z2132
{Y2, Zi2j} = −2Z2iY2j + 2Z2132
{Y2, Z13} = 2Y2Z123 + 2Y2Z13 + 2Y2Z321 − 2Y21Z23 − 2Y23Z21 − 2Z21Z23
{Y2, Z2132} = −2Y2Z2132
{Yi, Y2i} = 2YiY2i
{Yj , Y2i} = −2Y2iYj + 4Y13 + 2Zj2i
{Y2i, Y13} = −2Y2iY13
{Y2i, Z2j} = 2Yi2Zj2 − 2Z2132
{Y2i, Zi2j} = −2Y2iZi2j
{Y2i, Z13} = 2Y2iZ13 − 2Z2iY13
{Yi, Y13} = 2Y13Yi
{Y13, Z13} = −2Y13Z13 + 2Z123Z321
{Y13, Z1232} = 2Y13Z2132
{Yi, Z2j} = −2Z2jYi + 4Zj2i + 2Z13
{Y13, Zi2} = 2Yi2Zi2j
{Z21, Z23} = −2Y2Z123 + 2Y2Z321 − 2Y21Z23 + 2Y23Z21
{Zi2, Zi2j} = 2Z1232Yi + 2Y2iZi2j − 2Z2iZi2j − 2Z2iY13
{Z2i, Z13} = 2(Y2Zj2iYi − Y2iZ2jYi + Y2iZ13 − Z2iZ321)
{Z2i, Zj2i} = −2Y2iZi2j − 2Y2iZ13 + 2Z2iY13 + 2Z2iZj2i
{Z2i, Z1232} = −2Y2Y2iZi2j − 2Y2iZ1232 + 2Y21Y23Z2i
{Z13, Zi2j} = 2Z23Y13Y1 − 2Y23Z321Y1 + 2Z123Z321 − 2Y13Z13
{Z13, Z2132} = 2(Y21Y23Z123 − Y2Y13Z123 − Y2Z123Z321 − Y2Y13Z321 + Z21Z23Y13 + Y21Y23Z321)
{Yi, Zj2i} = 2YiZj2i
{Z1232, Yi} = 2Y2iZi2j − 2Y13Z2i
{Z1232, Zi2j} = 2Y21Y23Zi2j − 2Y2iZ2jY13 + 2Y13Z1232
It remains to prove that Aq,4 is the uberalgebra for our quantum folding. For, let
i = {2, 1, 3, 2, 1, 3} ∈ R(w◦) and define the elements xα ∈ U
+
q (sl4) by
Xi = {x2, x21, x23, x13, x1, x3}
as ordered sets, in the notation of Section 2.4. We identify the xα with the elements of
the first copy of U+q (sl4) in U
+
q (sl4)
⊗2 and denote by x′α the corresponding elements of
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the second copy. Then the quantum folding ιi is given by extending multiplicatively
ιi(xα) = xαx
′
α.
The following Lemma is checked by direct computations.
Lemma 4.9. Let y˜α = xαx
′
α and let
z˜2i = q
−1(x2ix
′
2x
′
i + x2xix
′
2i − 2y˜2i),
z˜13 = q
−2(4y˜13 − 2x21x3x
′
13 − 2x23x1x
′
13 − 2x13x
′
21x
′
3 − 2x13x
′
23x
′
1
+ x21x3x
′
23x
′
1 + x23x1x
′
21x
′
3 + x2x1x3x
′
13 + x13x
′
2x
′
1x
′
3)
z˜i2j = q
−1(x13x
′
2jx
′
i + x2jxix
′
13 − 2y˜13)
z˜1232 = x2x13x
′
21x
′
23 + x21x23x
′
2x
′
13 − 2q
−1y˜21y˜23.
Then the assignment Yα 7→ y˜α, Zα 7→ z˜α defines a surjective algebra homomorphism
Aq,4 → 〈U
+
q (sl4)〉ιi
. Moreover, the folding ιi is tame liftable.
In this case as well it can be shown that the diagram (1.3) commutes for a suitable
choice of ι˜i. We conclude this section with the following problem.
Problem 4.10. Construct the uberalgebra for the quantum folding (sl×kn , sln) for
all n and k ≥ 2.
5. Folding (so8, G2)
In this section we let g = so8 with I = {0, 1, 2, 3} so that σ is a cyclic permutation
of {1, 2, 3} and I/σ = {0, 1}. In this numbering we have (α0, α0) = 2, (α1, α1) = 6
in gσ∨ which we abbreviate as gσ since its Langlands dual is obtained by renumbering
the simple roots. Let Uq,G2 be the associative C(q)-algebra generated by Uq(sl2)
with Chevalley generators E0, F0, K
±1
0 and w, z1, z2 satisfying the relations given in
Theorem 1.23(iii) (with u replaced by E0) as well as
[F0, w] = 0 = [F0, zj], K0wK
−1
0 = q
−3w, K0zjK
−1
0 = q
−1zj , j = 1, 2.
Theorem 5.1.
(i) The algebra Uq,G2 is isomorphic to the cross product Aq ⋊ Uq(sl2), where Aq
is a flat deformation of the symmetric algebra of the nilpotent Lie algebra nG2
defined in Theorem 1.23(ii).
(ii) The assignment w 7→ E1, zj 7→ 0, j = 1, 2 defines a homomorphism ιˆ : Uq,n →
Uq(g
σ). Its image is the (parabolic) subalgebra of Uq(g
σ) generated by U+q (g
σ)
and K±10 , F0.
(iii) The assignments w 7→ E1E2E3 and
z1 7→ [E1E2E3, E0]q−3 −
q2 + 1 + q−2
(q − q−1)2
[E1, [E2, [E3, E0]q−1 ]q−1 ]q−1
z2 7→ [E0, E1E2E3]q−3 −
q2 + 1 + q−2
(q − q−1)2
[[[E0, E1]q−1, E2]q−1, E3]q−1
define an algebra homomorphism µ : Uq,G2 → Uq(g). Its image is contained in
the (parabolic) subalgebra of Uq(g) generated by U
+
q (g) and K
±1
0 , F0.
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(iv) The assignments
T0(w) = ((q
2 + 1 + q−2)(q + q−1))−1[[w,E0]q−3]q−1 ]q, T0(zj) = [zj , E0]q−1
extend Lusztig’s action (2.9) of the braid group Brsl2 on Uq(sl2) to an action
on Uq,G2 by algebra automorphisms. Moreover, µ and ιˆ are Brsl2-equvivariant.
Most of the computations necessary to prove this theorem were performed on a
computer and were involving rather heavy computations (for example, it took about
22 hours for the UCR cluster to check that the Diamond Lemma holds). Otherwise,
the structure of the proof is rather similar to the ones discussed above.
Appendix A. Naive quantum folding does not exist
In this appendix, we show that the classical additive folding does not admit a
quantum deformation even in the simplest possible case of sl4. We use the standard
numbering of the nodes of its Dynkin diagram. Let u1 = E1 + E3, u2 = E2. We
obviously have
u22u1 − (q + q
−1)u2u1u2 + u1u
2
2 = 0.
On the other hand, suppose that we have a relation
3∑
j=0
cju
j
1u2u
3−j
1 = 0. (A.1)
Retain the notation of 2.7. Applying r2 and r2r1 to the left hand side of (A.1) and
considering the coefficients of linearly independent monomials we obtain a system of
linear equations for the ci, 0 ≤ i ≤ 3 with the matrix
1 q−1 q−2 q−3
3q2 q(q2 + 2) 2q2 + 1 3q
q2 + 1 + q−2 q + 2q−1 2 + q−2 q + q−1 + q−3
3(q2 + 1) 5q + q−1 q2 + 5 3(q + q−1)

of determinant −(q − q−1)6. Thus, there is no relation of the form (A.1). Clearly,
replacing u1 and u2 by E1 + E3 + (q − 1)a, E2 + (q − 1)b, where a, b are σ-invariant
elements of degree greater than one will not affect the above calculation. Thus,
there is no embedding of U+q (so5) into U
+
q (sl4) which deforms the embedding of so5
into sl4.
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