Abstract. We discuss how the graph expansion property is related to the behavior of L p -functions on the covering tree. The work is based on a combinatorial interpretation of representation-theoretic ideas.
Introduction
The goal of this paper is to put on record some claims about expander graphs, which characterize them by the properties of L p -functions on their infinite covering tree. Let us first set some notations. Fix 2 ≤ q ∈ N. Let X be a finite, connected and q + 1-regular graph. Let T be the q + 1-regular tree which is the universal cover of X and let π : T → X be the covering map. Let v 0 ∈ V T be a vertex in T . For every function f : V X → C (i.e. a function defined on the vertices of X) letf : V T → C be the lift of f to T , i.e.f = f • π. Let ρ v0 (f )(v) = (V X ) be the subspace of f ∈ L 2 0 (V X ) for which the sum of f is 0 over each of the sides of X. We wish to understand the behavior at infinity of ρ v0 (f ) for f ∈ L 2 00 (V X ). The functionf itself is periodic, and therefore is not in L p (V T ) for any p < ∞. Let A : L 2 (V X ) → L 2 (V X ) be the vertex adjacency operator, Af (v) = v ′ ∼v f (v ′ ). The subspace L 2 00 (V X ) is the space of functions orthogonal to the trivial eigenvalues ± (q + 1) of A. Let λ(X) be the largest absolute value of an eigenvalue of A on L 2 00 (V X ). It is standard that λ(X) < q + 1 and that the graph X is a good expander if λ(X) is small (see [HLW06] ). In particular, X is called Ramanujan if λ(X) ≤ 2 √ q. Ramanujan graphs are considered the best expanders, by the Alon-Boppana theorem ( [Nil91] ).
Notice that the functionλ(p) = q 1/p + q (p−1)/p for p ∈ [2, ∞] is increasing withλ(2) = 2 √ q andλ(∞) = q + 1. Theorem 1.1. For p ≥ 2, λ(X) ≤ q 1/p + q (p−1)/p if and only if for every f ∈ L 2 00 (V X ) and v 0 ∈ T , ρ v0 f ∈ L p+ǫ (V T ) for every ǫ > 0.
In particular, X is a Ramanujan graph (i.e. λ(X) ≤ 2 √ q) if and only if for every f ∈ L 2 00 (V X ) and v 0 ∈ T , ρ v0 f ∈ L 2+ǫ (V T ) for every ǫ > 0.
One of the motivations for the definition of a Ramanujan graph is the classical result of Kesten ([Kes59] ), stating that the norm of A on L 2 (V T ) is 2 √ q. This is the case p = 2 of the following theorem:
Theorem 1.2. The valueλ(p) = q 1/p + q (p−1)/p is the norm of the adjacency operator A on L p (V T ), p ≥ 2. More precisely, the spectrum of A on L p (V T ), p ≥ 2 is θ + qθ −1 : θ ∈ C, q 1/p ≤ |θ| ≤ q (p−1)/p . Theorem 1.1 allows us to define: Definition 1.3. For p ≥ 2, a graph is an L p -expander if it satisfies one of the equivalent conditions of Theorem 1.1.
In particular, our definition of an L 2 -expander graph is the same as a Ramanujan graph.
Theorem 1.1 can be proved directly. We will take a slightly longer path, introducing along the way the basic notions of the vertex Hecke algebra H 0 and the Satake isomorphism. We define the algebra in Section 2. We study the Satake isomorphism and the irreducible representations of H 0 in Section 3. In Section 4 we show that each irreducible representation can be realized on functions of the vertices V T of the tree T . In Section 5 we prove Theorem 1.1 and finally in Section 6 we prove Theorem 1.2.
The second part of this paper is devoted to a generalization of the theory from vertices to directed edges. While this generalization is interesting for its own right, its advantage will be apparent in [Kam16] , where we will study high dimensional L p -expanders (see [Lub14] for an introduction to the subject of high dimensional expanders). However, since this algebra is more complicated, and in particular is not commutative, working with it requires more preliminaries. In Section 7 we define the Iwahori-Hecke algebra H φ of the tree, acting on functions on directed edges. In Section 8 we study the representations of H φ . In Section 9 we study the realizations of the representations on functions on directed edges E T on the tree. In Section 10 we present Theorem 10.1 which combines all the results about regular graphs.
In Section 11, we study the corresponding theory for bipartite biregular (but not regular) graphs. In this case, our definition of an L 2 -expander agrees with the definition of a Ramanujan graph given by Hashimoto in [Has89] , and the connection to the eigenvalues of A is more subtle then a simple upper bound.
Section 12 is devoted to some final remarks. Our analysis is based on constructions from the representation theory of p-adic Lie groups, although no prior knowledge of it is assumed. The main contribution of this work is the interpretation of the representation-theoretic statements into simple combinatorial language, as well as an extensions of some results to the case p > 2.
The Vertex Hecke Algebra of a Regular Tree
Let T be the q + 1-regular tree and let V T be its set of vertices.
.. be the operator:
Notice that A 0 = Id VT , that A 1 = A is the vertex adjacency operator of T , and that for k ≥ 1, A k sums (q + 1) q k−1 ≈ q k different vertices. The Hecke relations can be easily verified:
Definition 2.2. The vertex Hecke algebra H 0 (sometimes called the spherical Hecke algebra), is the algebra spanned as a vector space by A k , k ≥ 0.
By the Hecke relations H 0 is indeed an algebra, is commutative and is generated as an algebra by A = A 1 (and the identity A 0 , which we always assume is part of the generators).
There is a more abstract definition of the vertex Hecke algebra. Define:
Definition 2.3. Let S be a discrete set. We say that a linear operator h : C S → C S is row and column finite if it can be written as hf (x) = y∈S α x,y f (y), for some α : S × S → C, with # {y : α x,y = 0} < ∞ and # {y : α y,x = 0} < ∞ for every x ∈ S.
Notice that every operator h ∈ H 0 is row and column finite since it is true for the spanning vectors A k , k ≥ 0.
Proposition 2.4. Let γ ∈ Aut(T ) be an automorphism of the tree. Then γ acts naturally on
VT a linear operator. Then h ∈ H 0 if and only if h is row and column finite and the action of h on C VT commutes with the action of each γ ∈ Aut(T ) on C VT .
Proof. Since automorphisms preserve distances in T , the only if part follows. As for the if part, write h : C VT → C VT as hf (x) = y∈VT α x,y f (y), as in the definition of a row and column finite operator. Assume that h commutes with every γ ∈ Aut(T ).
Since hγ = γh we have α x,y = α x ′ ,y ′ . Therefore α x,y depends only on d(x, y) which means that h ∈ H 0 .
Representations of H 0
The following theorem is called the Satake isomorphism:
Theorem 3.1. The algebra H 0 is isomorphic to the subalgebra of C[x, x −1 ] which is invariant with respect to the automorphism x ↔ x −1 . The isomorphism is given by:
and for k ≥ 2:
Proof. Since both algebras are freely generated (as algebras) by a single element, A → q 1/2 x + x −1 indeed defines an isomorphism.
The following calculations verifies the explicit description:
Finally, we have:
Let us twist the Satake isomorphism by choosing θ = q 1/2 x. Writeθ = qθ
Corollary 3.2. The algebra H 0 is isomorphic to the subalgebra of C[θ, θ −1 ] which is invariant with respect to the automorphism θ ↔θ = qθ −1 . The isomorphism is given by:
And for k ≥ 1:
We can now classify the irreducible representations of H 0 . For 0 = θ ∈ C, write A k (θ) as in Corollary 3.2. The equality in the second line holds for θ =θ.
The representations V θ and V θ ′ are isomorphic if and only if θ ′ = qθ −1 or θ ′ = θ. Each irreducible finite dimensional complex representation of H 0 is one dimensional and is isomorphic to one of the representations V θ , for 0 = θ ∈ C.
Proof. Every eigenvector of A in every representation of H 0 spans a subrepresentation, and therefore each irreducible finite dimensional representation is one dimensional.
By the (twisted) Satake isomorphism, V θ is indeed a representation of H 0 . On the other hand, an irreducible representation is parameterized by the eigenvalue λ of A. Such a representation is isomorphic to V θ if and only if θ + qθ −1 = λ. This equation always has one or two solutions θ, θ ′ ∈ C satisfying θ ′ = qθ −1 .
We say that θ (or qθ −1 ) is the Satake parameter of the representation V θ . For a general operator h ∈ H 0 , write h(θ) ∈ C for its eigenvalue on V θ .
We will need the following estimates for the representation V θ :
(2) There exists an infinite number of k-s for which |A k (θ)| ≥ 0.1 |θ| k .
Proof. For (1):
is a sum of positive terms and
(c) If θ =θ and |θ| = θ thenθ =θ and |θ| = q 1/2 . Since q −1/2 θ is on the unit circle and is not equal to ±1, there exists an infinite number of k-s with imaginary part
Combining everything gives the explicit constant.
Geometric Realization
The construction of V θ can be realized as a subrepresentation of the action of H 0 on C VT in two ways: the sectorial model and the spherical model.
To describe the sectorial model, choose an infinite ray (i.e. an infinite non-backtracking path) R = (v 0 , v 1 , ..., ) on the tree. The relative distance c(v) ∈ Z of each vertex v to the ray R can be defined as follows-
Notice that this relation holds for k large enough, and if it holds for
is well defined since it does not depend on the choice of k.
. Notice that every vertex v has one neighbor u with c(u) = c(v) − 1, and q neighbors u 1 , ..., u q with c(u i ) = c(v) + 1.
VT the is an eigenvector of A, with eigenvalue θ + qθ −1 . Therefore,f θ spans a representation space of H 0 isomorphic to V θ , which we call the sectorial model of V θ .
The relative distance to the ray will be used again in Proposition 6.4, and similar considerations can be used to derive the (twisted) Satake isomorphism.
Whilef θ realizes V θ as a subrepresentation of C VT , there exists an infinite number of vertices v ∈ V T with f θ (v) = 1, so the function is not in L p (V T ) for any p < ∞. To obtain a representation of controlled growth, look at the vertex v 0 ∈ V T that is the start of the ray R.
We claim that f θ also spans a representation which is isomorphic to V θ , that is, A k acts on f θ by A k (θ). We call the resulting representation the spherical model of V θ , or the geometric realization of V θ . The claim can be proven directly, but also follows from the following interesting lemma:
Lemma 4.1. The operator ρ v0 commutes with the action of H 0 on C VT .
The intuition for the lemma is that H 0 commutes with automorphisms and ρ v0 is the "average" of all automorphisms fixing v 0 . Formalizing this intuition is left as an exercise.
As for the growth of f θ , we have:
Notice that since |θ| ≥ q 1/2 , the relevant p-s for the proposition are p ≥ 2.
Write a k = (q + 1) q k−1 1−p |A k (θ)| p for the k-th element of the resulting series. By Lemma 3.4 we have
The calculations motivate us to define:
Definition 4.3. Given a representation V of H 0 , u ∈ V and u * ∈ V * we call the linear functional c u,u * :
We say that V is p-finite if for every u ∈ V and u * ∈ V * , we have that
We can then conclude:
Action on Finite Graphs
Let X be a q +1-regular connected finite graph. We can extend the standard action of
. Moreover, with respect to the standard L 2 norm on V X the operator A is self-adjoint, so it diagonalizable in L 2 (V X ) and has real eigenvalues. By an easy argument the norm of A is bounded by q + 1 so its spectrum is within the range [−q − 1, q + 1]. Therefore the action of H 0 on L 2 (V X ) is a direct sum of one dimensional representations, and each Satake parameter θ of such a representation satisfies that λ = θ + qθ −1 is real and of absolute value ≤ q + 1.
, we have two options: either |λ| ≤ 2 √ q (the Ramanujan range) in which case |θ| = √ q and V θ is 2-tempered, or 2 √ q ≤ |λ| ≤ q + 1, θ is real and 1 ≤ |θ| ≤ q (i.e. −q ≤ θ ≤ −1 or 1 ≤ θ ≤ q), and V θ is p-tempered for p such that max{|θ| , q |θ| −1 } ≤ q (p−1)/p . The eigenvalue q + 1 for A is only achieved on constant functions on X. Similarly, the eigenvalue −q − 1 appears if and only if X is bipartite and is achieved on functions that are constant on each side of the graph, with one side negative of the other. Ignoring these two cases we seek the decomposition of H 0 on L 2 00 (V X ) as in the introduction. We can now give the proof of Theorem 1.1:
for every ǫ > 0. As for the other direction, notice that every matrix coefficient of L 2 00 (V X ) is a finite linear sum of matrix coefficients of the form
Remark 5.1. For Ramanujan graphs, we have the bounds A k ≤ (k + 1)q k/2 on the non-trivial spectrum of A k . Similar bounds were used in [LP15] to exhibit cutoff of the random walk on Ramanujan graphs and to show that almost all pairs of vertices in the graph are of distance (1 ± ǫ) log q |V X | from each other. See also [Sar15] Theorem 1.3. Similar calculations shows that in L p -expanders almost all pairs of vertices in the graph are of distance at most ≤ (p/2 + ǫ) log q |V X | and therefore the diameter is at most (p + ǫ) log q |V X |. A (generalized) proof is given in [Kam16] , Theorem 1.10.
6. The L p -Spectrum of Hecke Operators
In this section we wish to explain the connection between the notion of p-temperedness and the spectrum of Hecke operators on L p (V T ). Recall that the eigenvalues of a bounded operator h on a Banach space V is the set of λ ∈ C such that there exists 0 = v ∈ V , with hv = λv. The approximate point spectrum of h is the set of λ ∈ C such that for every ǫ > 0 there exists 0 = v ∈ V , with h − λv < ǫ v . The spectrum of h is the set of λ ∈ C such that h − λ has no bounded inverse. It is well known that the norm of h bounds the absolute value of every λ in its spectrum.
We will need the following lemmas in our calculations:
with equality if all the numbers are equal.
Lemma 6.2. Let X = X 0 ∪ X 1 be a biregular graph, such that every x ∈ X 0 is connected to K 0 vertices in X 1 , and every y ∈ X 1 is connected to K 1 vertices in X 0 .
Let A X : C X0 → C X1 be the adjacency operator from X 0 to X 1 , i.e. Af (y) = x∼y f (x). Then as operator A :
, with equality if the graph is finite.
The inequality is a result of Lemma 6.1. It is an equality if f is constant, and if the graph is finite such a function is in L p (X 0 ).
The following proposition shows that the L p -spectrum of Hecke operators must contain certain elements.
Proof. The geometric realization of V θ provides us with a function
which is an eigenvector of h with eigenvalue h(θ). The first claim follows.
For the second claim, let ǫ > 0 and define
Using the same arguments as in Proposition 4.2, let a k , a ǫ k be the k-th elements in the series in the calculations of f θ Let us calculate Af
The first inequality follows from Lemma 6.1. For the second inequality, since |d(v,
Summing over all v ∈ V T , we get Af 
Proof. Consider an infinite ray R on the tree. Recall from the discussion in Section 4 that every vertex v has one neighbor u 
e. the sum of f on the q vertices that have greater relative distance. Similarly,
is the value of f on the single neighbor of v that has shorter relative distance.
By definition, we have A = h 0 + h 1 . We claim that 
The proof for A k is a direct generalization: we can write A k = h 0 + .... + h k , where:
is the value of f on the single vertex u, with d(v, u) = k and c(u) − c(v) = −k.
• h i f (v), 0 < i < k is the sum of f on the (q − 1) q
Write for simplicity θ p = q (p−1)/p . Then:
The bounds for h 0 and h k are proved similarly to the bounds in the calculations for A. Let us prove the bounds for 0 < i < k: build a bipartite (infinite) directed graph G i , with
. Now apply Lemma 6.2 and organize to arrive to the given bounds.
Therefore
We can now prove Theorem 1.2:
, and each point of it belongs to the approximate point spectrum.
The eigenvalues are the interior θ + qθ
Proof. By Corollary 4.4 and Proposition 6.3 every point in the interior is an eigenvalue and every point on the boundary is in the approximate point spectrum.
Points on the boundary are not eigenvalues since if f ∈ L p (V T ) is an eigenvector with eigenvalue A(θ), and 
The Iwahori-Hecke Algebra
We wish to extend the L p -theory to operators acting on the directed edges of the tree or the graph. The theory here is slightly more complicated, since the algebra is not commutative and the operators are not self-adjoint. Since the proofs are very similar to the vertex case, some of them are omitted. In any case, a generalized full treatment is given in [Kam16] . A standard reference for Iwahori-Hecke algebras and Coxeter groups is [Mac96] .
We denote by E T the directed edges of the tree and by E X the directed edges of the graph.
Definition 7.1. Let h s0 , h s1 , h τ , h N B : C ET → C ET be the following operators:
The Iwahori-Hecke algebra H φ , or the directed edge Hecke algebra is the algebra of operators acting on C ET generated by the operators h s0 , h s1 and h τ .
All the operators also acts naturally on C EX ∼ = L 2 (E X ). The operator h N B is Hashimoto's nonbacktracking operator, used in the theory of the graph Zeta function, defined as
Our discussion here is indeed similar to the discussion of Hashimoto on the Zeta function in [Has89] . Notice that our two different notations for h s0 , h τ , h s1 agree with each other and that h wNB = h N B .
Lemma 7.6. Let e 0 , e 1 ∈ E T . Then: 1. The function h w 1 e1 is non-zero on q l(w) edges. 2. There exists a unique w ∈Ŵ such that h w 1 e1 is non-zero on e 0 . Definition 7.7. The distance d(e 0 , e 1 ) ∈Ŵ is the unique w ∈Ŵ such that h w 1 e1 is supported on e 0 .
As a result of Lemma 7.6 and the definition of d(e 0 , e 1 ) we may write for w ∈Ŵ and f ∈ C ET :
We can now describe H φ as follows:
Lemma 7.8. The algebra H φ is isomorphic to the C-algebra defined abstractly by the generating operators h s0 , h s1 , h τ , and the relations:
The algebra H φ is also isomorphic to the C-algebra which is the linear span of the basis operators h w , w ∈Ŵ , with the relations above and the relation h w h s = h ws if l(ws) = l(w) + 1 Remark 7.9. The relations of Lemma 7.8 are called the Iwahori-Hecke relations. It easily follows from them that
Proof. The fact that the two abstract descriptions are isomorphic is standard and left as exercise (see [Mac96] ). So it is enough to prove that h φ is isomorphic to the second description, using a linear basis of the algebra. By Lemma 7.6 the h w ∈ H φ are indeed linearly independent. The first 4 relations may be verified directly. The last relation follows from Lemma 7.6.
Lemma 7.10. The algebra H φ has an involution (or adjunction) * :
Proof. Follows from the fact that h w −1 is the adjoint of h w relatively to the natural inner product on L 2 (E T ).
The following proposition, analogous to Proposition 2.4, gives an abstract definition of H φ .
Proposition 7.11. Let γ ∈ Aut(T ) be an automorphism of the tree. Then γ acts naturally on C ET by γ · f (x, y) = f (γ −1 x, γ −1 y). The algebra H φ is the algebra of row and column finite operators acting on C ET and commuting with tree automorphisms.
Proof. As in Proposition 2.4.
It is natural to study H 0 and H φ together. We can do it by defining a larger algebra containing them both. Following Proposition 2.4 and Proposition 7.11, one can define:
Definition 7.12. The full graph Hecke algebra H is the algebra of row and column finite operators acting on C ET ⊕ C VT and commuting with tree automorphisms.
Consider the composition:
where p is the projection and i is the extension by zeros. Using it, A m extends to an operator acting on C ET ⊕ C VT , which we will denote by abuse of notations by A m again. This extension belongs to the full graph Hecke algebra H. Similarly, and again by abuse of notations, we may extend each operator h ∈ H φ to an operator h ∈ H. In other words, H 0 , H φ occur as subalgebras (with different units) of H and Id H = Id H0 + Id H1 .
Define the operators: U :
and extend them similarly to operators acting on C ET ⊕ C VT . We have that U, D ∈ H, and the following relations hold:
One can give a complete description of H, either in terms of generators of an algebra or in terms of a linear basis. We will only give the description in term of generators and relations.
Proposition 7.13. The algebra H is isomorphic to the C-algebra defined abstractly by the generators Id H φ , h s0 , h s1 , h τ , D and U the generating relations of h φ (with Id H φ instead of Id, including the identity relations in H φ ), and the relations
Proof. Left as an exercise.
The Representation Theory of the Iwahori-Hecke Algebra
Definition 8.1. A representation V of H φ is called unitary if there exists an inner product on V satisfying
Let X be a q + 1-regular graph, which we consider as a quotient of T by a discrete cocompact torsion free group Γ ⊂ Aut(T ). Since the action of H on C ET commutes with automorphisms we have an action of H on the Γ invariant vectors of C ET , which we identify with C EX ∼ = L 2 (E X ), i.e. functions on the directed edges of the finite graph. Moreover, this representation is unitary with respect to the usual inner product on L 2 (E X ).
The fact that the representation of H φ on L 2 (E X ) is unitary replaces the fact that H 0 acts on L 2 (V X ) by self-adjoint operators. We have: Proposition 8.2. Every finite dimensional unitary representation V of H φ (e.g. L 2 (E X )), decomposes into a direct sum of irreducible representations.
Proof. This result is standard in representation theory of * -algebras. Assume {0} = V ′ ⊂ V is a proper subrepresentation. Let U = {u ∈ V : v, u = 0, ∀v ∈ V ′ }. Since ., . is an inner product we have V = V ′ ⊕ U as vector spaces. Moreover if u ∈ U , h ∈ H then for every v ∈ V ′ , v, hu = h * v, u = 0. Therefore hu ∈ U and U is also a subrepresentation. The claim follows by induction. 
For any specific 0 = θ ∈ C, M 2×2 C θ, θ
Every irreducible finite dimensional representation is a quotient of such a representation.
Proof. By Lemma 7.8, one should prove that the set {Φ(h w ) : w ∈ W }, is linearly independent (over C) and that the Iwahori-Hecke relations hold. We leave the verification to the reader.
To prove the statement about every irreducible representation, let V be a finite dimensional representation of H φ , and let θ be an eigenvalue of h N B with eigenvector 0 = v 0 ∈ V . Let u 0 , u 1 = τ u 0 be the basis of U θ . Define a linear transformation U θ → V by u 0 → v 0 and u 1 → τ v 0 . The fact that u 0 is an eigenvector of h N B with eigenvalue θ guarantees (with some calculations) that it is also a homomorphism of representations of H φ . Therefore if V is irreducible it is a quotient of U θ .
The only possible irreducible representations that are not U θ are of dimension 1. In this case h τ acts by ±1. h s0 acts by multiplication by a scalar α and by the Iwahori-Hecke relation (h s0 + 1) (h s0 − q 0 ) = 0, α = −1 or α = q. Since h s1 = h τ h s0 h τ the operator h s1 also acts by α. Some extra simple calculations give the following:
Proposition 8.4. For every θ = ±1, ±q the representation U θ is irreducible.
There are four one dimensional representations which occur as quotients of U ±1 , U ±q : Two trivial representations U ± T , where τ acts by ±1 and h s0 , h s1 act by q. Two Steinberg (or special) representations U ± S , where τ acts by ±1 and h s0 , h s1 act by −1. Remark 8.5. The names trivial representation and Steinberg representation come from corresponding representations of the automorphism group of the tree.
Let us explain the connection between the H 0 -representation V θ and the H φ -representation U θ . Recall that we defined a larger algebra H containing both H 0 and H φ as subalgebras.
Proposition 8.6. We can induce a H φ representation U to a H representation W by W = H ⊗ H φ U . We can restrict a H representation W to a H φ representation U by U = Id H φ · W . Induction and restriction define a bijection between isomorphism classes of irreducible H φ -representations and isomorphism classes of irreducible H-representations.
Proof. Left to the reader. A generalized version appears in [Kam16] , Section 10.
To make Proposition 8.6 more explicit, we extend the embedding Φ :
, satisfying
for w ∈Ŵ , and
Once again, this embedding can be derived from the presentation of the algebra using generators and relations.
Notice that using this description, (1) The adjoint of h BN = h τ s0 isĥ * = h s0τ , and in unitary representation they have complex conjugate eigenvalues. The eigenvalues of h N B = h τ h s0 on U θ are θ and qθ −1 . The eigenvalues of its adjoint h * = h s0τ are also θ and qθ −1 . Therefore either θ =θ, i.e. is real, or θ = qθ −1 , i.e. |θ| 2 = q.
(2) The eigenvalues ofĥ are of absolute value ≤ q, sinceĥ = h τ h s0 and the eigenvalues and therefore the norms of h τ , h s0 are bounded by 1, q. This condition bounds θ to 1 ≤ |θ| ≤ q. Summarizing, we proved half of the following proposition.
Proposition 8.8. The unitary representations of H φ are the following representations:
1. U θ , for |θ| = q 1/2 . 2. U θ , for θ real 1 < |θ| < q . 3. All the one dimensional representations:
The proposition says that the algebraic definition of a unitary H φ -representation capture the combinatoric bounds we found in Section 5 on the Satake parameter. This is a very simple case of a general result of Barbasch and Moy ( [BM93] ). To complete the proof we need to prove that U θ is indeed unitary. Since we will not use this part and it is slightly technical, we skip it and refer the reader to [Sav02] , Section 9, where a similar claim is proven in the context of the representation theory of p-adic groups.
Geometric Realization and the L p -Spectrum
Similarly to the vertex Hecke algebra, representations of the Iwahori-Hecke algebra can be realized on the tree. We will only describe the spherical model, although there also exists a sectorial model of irreducible representations.
Recall that we have a distance d : E T × E T →Ŵ and that for a given e 0 ∈ E T the number of e ∈ E T with d(e 0 , e) = w is q l(w) .
Definition 9.1. Given a representation U of H φ , u ∈ U and u * ∈ U * we call the function c u,u * :
We say that U is p-finite if for every
A nice feature of working with the Iwahori-Hecke algebra is that p-temperedness is directly related to the eigenvalues of h N B .
Proposition 9.2. Let U be a finite dimensional representation of H φ , and let ρ U (h N B ) be the largest eigenvalue in absolute value of h N B . Then U is p-tempered if and only if ρ U (h N B ) ≤ q (p−1)/p . Therefore, U θ is p-tempered if and only if max{|θ| , q |θ|
S is 1-tempered and U ± T is not p-finite for any p < ∞.
Proof. Every w ∈ W can be written uniquely as w = τ δτ w m N B s δ1 1 , for δ τ , δ 1 ∈ {0, 1} and m ≥ 0. Thus, p-finiteness is equivalent to
for every u ∈ U, u * ∈ U * . This is reduced to the convergence of m≥0 q
(
eigenvector of h N B with eigenvalue θ with |θ| ≥ q (p−1)/p and u * , u = 0 the series diverges. For the other direction, the theory of matrix norms says that for every u ∈ U and u
, which shows that if ρ(h N B ) < q (p−1)/p the series converges.
As with representations of H 0 , the geometric realizations allows us to consider every irreducible representation of H φ as a subrepresentation of C ET . The definition can be extended to H and agrees with the corresponding definition of p-temperedness of H 0 -representations for irreducible H-representations whose restriction to H 0 is non-zero.
The arguments of Section 6 can be extended to the following theorem:
Theorem 9.3. Let V be a finite dimensional representation of H. Let p ≥ 2. The following are equivalent: 1. The eigenvalues of every h ∈ H are contained in the spectrum of h on
The L p -Expander Theorem
We summarize the discussion above by the following theorem. For simplicity, we look at a finite nonbipartite graph X, and denote 
Bipartite Biregular Graphs
In this section we show how to extend the previous results to biregular graphs. LetT be a biregular tree, i.e each vertex v is colored by t(v) ∈ {0, 1}, each edge contains one vertex of type 0 and one vertex of type 1, and each vertex of type i ∈ {0, 1} is contained in q i + 1 vertices. As the case q 0 = q 1 was covered above, we assume q 1 > q 0 ≥ 1.
Following Proposition 2.4 and Proposition 7.11, we define:
Definition 11.1. The vertex Hecke algebraH 0 is the algebra of row and column finite operators acting on C VT and commuting with automorphisms ofT .
Since we have two types of vertices and an automorphism never sends a vertex of one type to the other (since q 1 > q 0 ), the algebraH 0 is slightly more complicated than the algebra H 0 of the regular case. In particular,H 0 is not generated by the adjacency operator A and is not commutative. However, the algebra still contains the operators A m : C VT → C VT . Each operator A m sums a function on a sphere of radios m onT around each vertex, which is of approximate size √ q 0m (the exact size depends on the type of the vertex).
As for operators acting on edges, since each edge has a natural "direction" from vertices of type 1 to vertices of type 0, it is simpler to consider the setẼT of non-directed edges. Give each non-directed edge e = {x, y} ∈ẼT a direction from its 0-vertex x to its 1-vertex y. We therefore write e = (x, y).
Definition 11.2. The Iwahori-Hecke (or edge-Hecke) algebraH φ is the algebra of row and column finite operators acting on CẼT and commuting with automorphisms ofT .
The description ofH φ is very similar to the regular case. In particular, we have the operators h s0 and h s1 (but no h τ ), defined as in Section 7. The basis ofH φ consists of the operators h w , w ∈ W , where W is the (non-extended) Coxeter group W = s 0 , s 1 : s 2 0 = s 2 1 = 1 . The Iwahori-Hecke relations are:
Hashimoto's non-backtracking operator h N B is not part of our algebra. However, we do have the nonbacktracking operatorh N B = h s1s0 = h s1 h s0 (which correspond to h 2 N B in the regular graph case).
Definition 11.3. The full graph Hecke algebraH is the algebra of row and column finite operators acting on CẼT ⊕ C VT and commuting with tree automorphisms.
In this case it is useful to define the raising operators U 0 , U 1 : C VT → CẼT , and the lowering operators
VT by:
We extend U 0 , U 1 , D 1 , D 1 as usual to operators inH. The relations satisfied are:
The algebraH and the raising and lowering operators allow us to transfer results betweenH 0 andH φ . In addition, The restriction operatorW →Ũ = IdH φ ·W from aH-representationW to aH φ -representatioñ U defines a bijection between equivalence classes of irreducible representations ofH andH φ .
The L p -theory remains essentially the same. It is summarized in the following theorem:
Theorem 11.4. LetW be a finite dimensional representation ofH. Let p ≥ 2. The following are equivalent: 1. Each eigenvalue λ of every h ∈H onW is contained in the approximate point spectrum of h on
2.W is p-tempered, i.e. geometric realizations of it are in L p+ǫ (VT ⊕ẼT ) for every ǫ > 0.
Each eigenvalue θ
Since this theorem is a special case of the generalized theory in [Kam16] , we only give its sketch. The fact that (2) derives (1) is as in Proposition 6.3. The equivalence between (2) and (3) is as in Proposition 9.2. Finally, to prove that (1) derives (3) one generalizes Proposition 6.4. It also gives a more qualitative part, given as follows:
Proposition 11.5. The norm of A m ∈H 0 on L p (VT ) (and therefore of every p-tempered representation) is bounded by (m + 1)q 1 (q 0 q 1 ) (m/2)(p−1)/p .
The proposition states that up to O(mq 1 ), A m is bounded by the (p − 1)/p-th power of the number of vertices it sums.
The theorems above are general and do not require the classification of representations. However, understanding the exact connection between the eigenvalues of A and p-temperedness requires the classification of H-representation. To classify irreducible representations, we embedH in We denote the resulting 2-dimensionalH φ -representation byŨ θ ′ , and the resulting 4-dimensionalHrepresentation byW θ ′ . Notice that θ ′ correspond to an eigenvalue ofh N B , soŨ θ ′ will be similar to the representation U θ ′1/2 of Section 8.
The proposition below gives the classification of unitaryH-representations which can be found similarly to Section 8. The edge dimension of a representationW is the dimension of IdH 1. The representationW θ ′ , for (a)|θ
This representation is of dimension 4: vertex dimension 2 and edge dimension 2.
The eigenvalues ofh N B are θ ′ , q 0 q 1 θ ′−1 and it is p-tempered if and only if max |θ
(a) If |θ ′ | = √ q 0 q 1 the representation is 2-tempered and the eigenvalues λ ± of A are λ ± = ± θ1/2 √ q 1 +θ −1/2 √ q 0 , and
A satisfy √ q 1 + √ q 0 < |λ| < (1 + q 0 ) (1 + q 1 ). (c) For −q 1 < θ ′ < −q 0 the eigenvalues λ ± of A satisfy 0 < |λ|
2. The Steinberg representationW S : h 0 , h 1 act by −1. This representation is of dimension 1: vertex dimension 0 and edge dimension 1. The eigenvalue ofh N B is 1. There are no eigenvalues for A since the vertex dimension is 0. The representation is 1-tempered 3. The trivial representationW T : h 0 , h 1 act by q. This representation is of dimension 3: vertex dimension 2 and edge dimension 1. The eigenvalue ofh N B is q 0 q 1 . The eigenvalues of A are ± (1 + q 0 ) (1 + q 1 ). The representation is ∞-tempered.
4. The representationsW 0 : h 0 acts by q, h 1 acts by −1. This representation is of total dimension 2: vertex dimension 1 and edge dimension 1. The eigenvalue ofh N B is −q 0 . The eigenvalue of A is 0, with eigenvector supported on vertices of type 0. The representation is 2-finite.
5. The representationsW 1 : h 0 acts by −1, h 1 acts by q 1 . This representation is of total dimension 2: vertex dimension 1 and edge dimension 1. The eigenvalue ofh N B is −q 1 . The eigenvalue of A is 0, with eigenvector supported on vertices of type 1. The representation is not 2-tempered.
Let us apply the classification to graphs, i.e. to the decomposition of L 2 Ẽ X ⊕ V X as a unitaryH representation.
The trivial representationW T appears once: it is the subrepresentation consisting of functions having constant value on every type of face. By a dimension argument, the Steinberg representation appears χ(X) + 1 = Ẽ X − |V X | + 1 times in the decomposition. The rest of the representations are eitherW θ ′ orW 0 orW 1 .
Counting dimensions again, we know that the difference between the number of appearances ofW 0 andW
X . To make a graph an L 2 -expander, we need that:
(1) For eachW θ ′ appearing in the decomposition, θ ′ will satisfy |θ ′ | = √ q 0 q 1 (2) The representaionW 1 will not appear in the decomposition.
We therefore conclude: [Fri03, Bor15] ) is closely related to our analysis. Theorem 20 in [Bor15] in conjugation with Theorem 11.4 show that a random cover X ′ of a graph X is an L 2+ǫ -expander-cover (that is, we have a natural decomposition
V new is 2 + ǫ tempered). In contrast, the covers built in [MSS13] or [HPS15] , are not necessarily L 2 -expandercovers. The construction only promises that the new eigenvalues of A are bounded from above by √ q 1 + √ q 0 (see also question 6.3 at the end of [HPS15] ).
For L 2 -expanders, the bounds of Proposition 11.5 can be used as in [LP15] to exhibit cutoff of the random walk, and to show that almost all pairs of vertices in the graph are of distance (1 ± ǫ) log √ q0q1 |V X | from each other. Both results require aperiori the full definition of L 2 -expanders.
Some Final Remarks
(1) The definition of Hecke algebra as algebra of operators commuting with automorphisms appears in a similar context in [Fir16] , and is used to extend the definition of Ramanujan graphs to higher dimensional complexes. [Kam16] is a different approach to [Fir16] . (2) The results of this paper do not extend naturally to a general graph X, i.e. non-regular or biregular.
The problem is that the automorphism groups of the universal covering tree T of X is a lot "smaller", and in particular does not contain (in general) a non-trivial automorphism fixing a vertex of T . As a result, the vertex Hecke algebra contains a lot more operators, and the spherical average operator ρ v0 does not commute with Hecke operators. One can, however, give some L p -bounds on operators. For example, up to O(k), A k is bounded on the L p -space by the (p − 1)/p-th power of N k -the maximal number of vertices on a sphere of radios k. We have that N 1/k k → gr(T ), the growth of the tree, as in [AFH15] . Similarly, the eigenvalues of the non-backtracking operator h N B are bounded by gr(T ) (p−1)/p . See [AFH15] for similar calculations.
