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Multilayer perceptronAbstract The underlying system models of time series prediction are complex and not known a
priori, hence, accurate and unbiased estimation cannot be always achieved using well known linear
techniques. The estimation process requires more advanced prediction algorithms, such as multi-
layer perceptrons (MLPs). This paper presents an artificial chemical reaction neural network
(ACRNN), which uses artificial chemical reaction optimization (ACRO) to train the MLP models
for forecasting the stock market indices. The underlying motivation for using ACRO is the ability
to overcome the issues of convergence, parameter setting and overfitting and to accurately forecast
financial time series data even when the underlying system processes are typically nonlinear. Histor-
ical data of seven different stock indices have been collected for 15 years to test the performance of
the ACRNN approach. After extensive experimentation, it is observed that the ACRNN technique
demonstrates significant improvements in prediction accuracy over the MLP approach.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Forecasting the stock market remains a challenging task for
researchers. The influence of uncertainty in the stock market
increases the degree of difficulties to a great extent in proper
prediction of the index prices. Such difficulties in prediction
of stock market prices arise due to its nonlinearities, highly
volatile nature, discontinuities, movement of other stock mar-
kets, political influences and other macro-economical factors
and even individual psychology [1–3]. Further various eco-
nomic factors such as oil prices, exchange rates, interest rates,
stock price indices in other countries, and domestic/globalices, Ain
2 S.C. Nayak et al.economic situations, affect the movement of a stock market.
These factors have been employed on the study of stock price
prediction and found to be important elements for influencing
the market [4,5].
A stock market behaves very much like a random walk pro-
cess and their serial correlation is economically and statisti-
cally significant. Nonlinear dynamics proposes that in
financial time series past prices help to determine future prices,
but not in a straightforward way. The relationship between
past prices and future prices is nonlinear, and this non-
linearity implies that past price change can have wide ranging
effects on future prices.
As more and more money is being invested in the stock
market by common investors, brokers and speculators, inves-
tors get anxious about the future trend of the stock market.
If the direction of the market is successfully predicted, the
investors may be better guided and also monetary rewards will
be substantial. Hence an effective and accurate forecasting
model is necessary in order to predict the stock market behav-
ior. In recent years, many new methods for modeling and fore-
casting the stock market have been developed.
Mainly there are two broad categories of forecasting mod-
els used, i.e. linear and nonlinear models. For many decades
linear models have been the basis of traditional statistical fore-
casting models in financial engineering. Several statistical tech-
niques have been used extensively for stock market prediction
[6]. Among those statistical techniques employed in this
regard, moving averages (MAs), auto-regressive integrated
moving average (ARIMA), auto-regressive heteroscedastic
(ARCH), and generalized ARCH (GARCH) have received
wide acceptance. MA is a type of finite impulse response filter
used to analyze a set of data points by creating a series of aver-
ages of different subsets of the whole data set in the stock mar-
ket. This is used to smooth out the short-term fluctuations with
the help of time series analysis and highlight long term trends.
These models may not capture the non-linearity of other types
of time series, being developed for specific types of problems.
The Box–Jenkins method using autoregressive moving
average (ARMA); linear models have extensively been used
in many areas of time series forecasting [7]. These linear mod-
els have been successfully applied to different engineering, eco-
nomic and social applications. These models do not possess the
capacity to capture the high degree of non-linearity associated
with financial time series. The presence of noise and non-
linearity in the financial time series makes these traditional
methods ineffective to adapt toward nonlinear models. The
popular nonlinear models used for financial forecasting
include artificial neural networks, support vector machine,
Bayesian Networks, and fuzzy system models. Among these
frequently adopted methods, artificial neural networks have
drawn significant attention from several researchers in the field
of stock market behavior forecasting.
During the last two decades there has been tremendous
development in the field of soft computing methodology which
includes artificial neural network (ANN), evolutionary algo-
rithms, and fuzzy systems. This improvement in computational
intelligence capabilities has enhanced the modeling of complex,
dynamic and multivariate nonlinear systems. These soft com-
puting methodologies have been applied successfully to the
areas of data classification, financial forecasting, credit scor-
ing, portfolio management, risk level evaluation, etc. and
found to produce significant results. ANNs are softwarePlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
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The neural network can imitate the process of human behavior
and solve nonlinear problems, which have made it popular and
are widely used in calculating and predicting complicated sys-
tems. The quality of non-linear mapping achieved in ANN is
difficult with the conventional approaches. It has the capability
of dealing with complex problems of structural instability.
They are analogous to nonparametric, non-linear regression
models. Their novelty lies in their ability to model non-linear
processes with few a priori assumptions about the nature of
the generating process. The neural networks have the ability
to discover non-linear relationships in the input data set with-
out a priori assumption of the knowledge of relation between
the input and the output. ANNs are found to be good univer-
sal approximator which can approximate any continuous func-
tion to desired accuracy. ANNs are considered to be an
effective modeling procedure when the mapping from the input
to the output contains both regularities and exceptions which
is the way stock market behaves. It also allows the adaptive
adjustment to the model and nonlinear description of the
problems. These advantages of ANN attract researchers to
develop ANN based forecasting models to the area of stock
market prediction. These forecasting models incorporate prior
knowledge in ANN to improve the prediction accuracy. Neu-
ral networks are also extensively used in medical applications
such as image/signal processing [8], pattern and statistical clas-
sifiers [9] and for modeling the dynamic nature of biological
systems. This is particularly useful in financial engineering
applications where much is assumed and little is known about
the nature of the processes determining asset prices. ANN is
relatively a recent method for business forecasting and has
been successfully applied to wide range of forecasting prob-
lems such as exchange rate, credit scoring, business failure,
bankruptcy, interest rate, stock return, stock market index,
portfolio management and option & future prices. ANNs have
been successfully applied in financial engineering and gained
wide acceptance due to their better learning abilities and
approximation capabilities. Gradient based methods are one
of the most widely used error minimization methods used to
train back propagation based ANN models. Back propagation
algorithm is a classical domain dependent technique for super-
vised training. It works by measuring the output error calculat-
ing the gradient of this error, and then adjusting the ANN
weights and biases in the descending gradient direction. Back
propagation based ANNs are very popular methods to predict
stock market with better calculation, spreading abilities and
stronger nonlinear mapping ability. But the stock market deals
not only with nonlinearity but also with chaos, and it is a
dynamic system related to time. Therefore the network for pre-
diction is a dynamic system. Back propagation neural net-
works, particularly the multilayer perceptron (MLP) have
many shortcomings such as the slow learning rate, larger mem-
ory size, easy to get into local minimum, bigger randomicity
and so on, which affects the prediction accuracy of the stock
price. These shortcomings force researchers toward developing
hybrid models by combining linear and nonlinear models.
These hybrid models that have been developed by many
researchers combining nonlinear models such as ANN and
evolutionary soft computing techniques such as swarm
optimization, genetic algorithm and other nature and
bio-inspired search techniques, have come up with better
performance.ization of neural networks for eﬃcient prediction of stock market indices, Ain
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niques have been successfully applied to the potential corporate
finance applications and found to be appropriate. Over the dec-
ades, a number of forecasting models based on soft computing
techniques such as ANN [10,11], fuzzy logic and its hybridiza-
tion [12,13], Genetic Algorithm (GA) based ANN [14] have
been applied to the stock index forecasting. Several nature-
inspired population-based algorithms such as GA, particle
swarm optimization (PSO), differential evolution (DE), and
evolutionary algorithm (EA) have shown their promising abil-
ity as learning algorithms utilized for forecasting purposes.
However, their performance may vary from one stock market
to another. A single forecasting model may not be suitable
for the different types of stock markets in different countries.
According to the ‘‘no free lunch theorem” there is no single
state of the art constraint handling technique, which can out-
perform all others on every problem [15]. Hence, choosing a
suitable optimization technique for solving a particular prob-
lem involves a numerous trial and error method. The efficiency
of these optimization techniques is characterized by tuning the
parameters. For better convergence of the algorithm, suitable
fine-tuned parameters are required. In order to search the glo-
bal optimum solution, the algorithm requires appropriate selec-
tion of parameters which makes the use of algorithm difficult.
Hence, an optimization technique requiring less parameters,
small number of computations as well as good approximation
capability will be the choice for better forecasting accuracy.
These facts motivated us to develop a hybrid forecasting model
in order to fill the need of an effective and efficient model.
The objective of this research work was to develop a fore-
casting model which can be applied to global stock market
data. In this regard seven fast growing stock index databases
such as BSE, DJIA, NASDAQ, TAIEX, FTSE, S&P 500
and LSE have been considered for experimentation. In order
to fill up the vacancy of a good training algorithm, a natural
chemical reaction inspired metaheuristic has been chosen for
optimizing the parameters of a MLP and the model is termed
as ACRNN. The prediction of short term (one-day-ahead),
medium (one-week-ahead) and long term (one-month-ahead)
closing prices of the abovementioned data sets has been carried
out. These datasets consist of the daily closing prices for the
period of 01 January 2000–31 December 2014. The sliding win-
dow technique has been used to select the training pattern for
the network instead of dividing the whole data set into training
and test pattern. Unlike previous research works, instead of
normalizing the whole data set, we normalize the current train-
ing data. Also, for each current training pattern, a previously
optimized weight set has been utilized adaptively and hence
there is a significant reduction in training time.
The rest of the paper is organized as follows. Section 2 cov-
ers work related to stock index forecasting. Section 3 describes
background of artificial chemical reaction optimization. Sec-
tion 4 describes the architecture of the proposed forecasting
models. Section 5 presents the results and analysis of the exper-
iments conducted. Finally Section 6 gives the concluding
remarks followed by a list of references.2. Related work
This section explores some of the previous research attempts
on financial time series forecasting using linear, nonlinearPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
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of specification of return distribution on the performance of
volatility forecasting using two Generalized Auto Regressive
Conditional Heteroskedasticity (GARCH) models i.e.
GARCH-N and GARCH-SGED. Their empirical results from
Shanghai and Shenzhen composite stock indices indicated that
the GARCH-SGED model is more accurate and superior to
the GARCH-N model in forecasting the volatility of China
stock market. Ling-Ming and Shang-Wu Yu [16] adopted the
GM (1,1) model to predict the rates of return of nine major
index futures in the American and Eurasian market and com-
pared the performance with GARCH/TGARCH. Their results
findings revealed that the latter models perform better than the
former in terms of forecasting capabilities.
The ANNs have recently been applied to many areas such
as data mining, stock market analysis, medical and many other
fields. It is observed that MLP has been adopted as the most
frequently used ANN by the researchers for the task of fore-
casting. An MLP contains one or more hidden layer, and each
layer can contain more than one neurons. The input pattern is
applied to the input layer of the network and it propagates the
signals through the network from one layer to other till it
reaches the output layer. During the forward phase, the synap-
tic weights of the networks are fixed. In the backward phase,
the weights are adjusted in accordance with the error correc-
tion rule popularly called as back propagation learning rule.
Some forecasting applications of MLP are financial time series
forecasting [17], market trend analysis [18], macroeconomic
data forecasting [19], stock exchange movement [20], railway
traffic forecasting [21], airline passenger traffic forecasting
[22], maritime traffic forecasting [23], electric load forecasting
[24] and air pollution forecasting [25]. Though MLP is the
most widely and frequently used technique, it suffers from slow
and nonconvergence. Calderon and Cheh [26] argued that the
standard MLP network is subject to problems of local minima.
Again there is no formal guideline how to develop a network
for the MLP technique [27]. It is suggested that to overcome
the local minima problem, more nodes may be added to the
hidden layers. But multiple hidden layers with large number
of neurons in each layer make the network computationally
inefficient. Finding an optimal structure of the network of
MLP technique leads to a combinatorial problem. Defining a
feasible architecture and parameters for MLP is very often a
matter of trial and error which is also computationally very
expensive. From the study of the existing literature on stock
market index forecasting, it is observed that improved fore-
casting accuracy and adopting models with less computational
complexities are important areas of present day research in the
stock market. Aiming with better forecasting accuracies,
researchers moved toward adopting hybrid ANN models with
large number of evolutionary searching algorithms.
Majhi et al. [28] have used a Bacterial Foraging Optimiza-
tion (BFO) and Adaptive BFO (ABFO) for stock market index
prediction and observed that both BFO and ABFO models are
computationally more efficient, prediction wise more accurate
and show faster convergence compared to other evolutionary
computing models such as GA and PSO based models. Some
research work successfully applied Adaptive Neuro-Fuzzy
Inference System (ANFIS) and reveals that ANFIS provides
a promising alternative for stock market prediction and can
be a useful tool for economists and practitioners dealing with
the forecasting of the stock price index return [29]. A newization of neural networks for eﬃcient prediction of stock market indices, Ain
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the capabilities of NN, fuzzy as well as GA has been proposed
by Yu and Zhang [30]. They used GA and Gradient Descent
(GD) learning algorithm alternatively in an iterative manner
to adjust the parameters and their results indicate that hybrid
iterative evolutionary learning is more powerful than separate
sequential training algorithm. Hassan and Nath [31] have suc-
cessfully applied the Hidden Markov Model (HMM) for pre-
dicting future events and observe that HMM is encouraging
and offers a new paradigm for stock market forecasting.
Aboueldahab and Fakhreldin [32] proposed a new hybrid
GA/PSO model with perturbation term inspired by the passive
congregation biological mechanism to overcome the problem
of local search restriction in standard hybrid models. In [33],
research conducted to evaluate the effectiveness of neural net-
work models which are known to be dynamic and effective in
stock market predictions. The models under analysis were, a
MLP, a dynamic ANN (DAN2) and the hybrid neural net-
works which use generalized autoregressive conditional
heteroscedasticity (GARCH). In [34], the authors proposed
some neuro-genetic models for stock index prediction imple-
mented on the Indian stock market for six years historical data
and observed that in most of the financial year, the FLANN-
GA model outperforms the ANNGD and ANNGA in terms
of predictability. This shows how the rapid growth of evolu-
tionary optimization techniques during the last few decades
has increased the adaptability of hybrid forecasting models.
Optimization is one of the cornerstones in science and engi-
neering. Most of the problems can be formulated in the form
of optimization ranging from power generation scheduling in
electrical engineering [35], DNA sequencing in biomedical
science [36], to stock market trend prediction [37]. In the recent
past, the field of nature-inspired optimization techniques has
grown incredibly fast. These algorithms are usually general-
purpose and population-based. They are normally referred to
as evolutionary algorithms because many of them are moti-
vated by biological evolution. In a broad sense, evolutionary
algorithms cover those which vary a group of solutions in iter-
ations based on some nature-inspired operations. Examples
include GA, memetic algorithm (MA), ant colony optimiza-
tion (ACO), particle swarm optimization (PSO), differential
evolution (DE), and harmony search (HS). Many of them
are inspired by biological processes, varying in scale from the
genetic level, e.g. GA, MA, and DE, to the creature level, e.
g. ACO and PSO. Unlike the others, HS is motivated by the
phenomenon of human activities in composing music. These
algorithms are successful in solving many different kinds of
optimization problems.
Support Vector Machines (SVMs) with a new kernel func-
tion called Gaussian Radial Basis Polynomials Function
(GRPF) have been proposed by Zanaty [38] for improving
the classification accuracy. A comparative analysis of SVMs
versus the Multilayer Perception for data classifications is pre-
sented to verify the effectiveness of their proposed kernel func-
tion. Comparing the classification accuracy of the SVM to the
MLP learning algorithms, it is observed that support vector
machines with the proposed new kernel function accomplish
better accuracy than multilayer networks, especially in high
dimension data sets. An Effective Differential Evolution
(EDE) algorithm for solving real parameter optimization
problems over continuous domain has been introduced by
Mohamed et al. [39]. They proposed a new mutation rulePlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
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population of a particular generation. The mutation rule is
combined with the basic mutation strategy through a linear
decreasing probability rule. The comparison results between
the EDE and several classical differential evolution methods
indicate that the proposed EDE algorithm is competitive with,
and in some cases superior to, others. SVM, Least Square
SVM (LSSVM) and Relevance Vector Machine (RVM) were
employed for prediction of liquefaction susceptibility of soil
and produced best performance for prediction [40].
Similarly, many researchers studied the structure and
parameter design of RBFNN, which help to understand its
dynamic behavior and improve generalization ability [41–43].
The RBFNN has been widely applied to nonlinear time series
prediction [44], and stock market forecasting [45]. However it
has limitations with regard to convergence speed and forecast-
ing accuracy. To circumvent this problem, some attempts have
been made to develop hybrid models using RBFNN and evo-
lutionary algorithms. The authors in [46] introduced the artifi-
cial fish swarm algorithm to optimize the radial basis functions
and applied it to forecast the stock indices of the Shanghai
Stock Exchange. The performance of their model was found
to be superior to GA, PSO, ARIMA, back propagation and
SVM. Zhang and He [47] optimized RBF with GA to forecast
nonlinear time series, and Feng and Zhao [48] used RBFNN
optimized by SVM to forecast electricity loads successfully.
Artificial chemical reaction optimization (ACRO) is one of
the recently established meta-heuristics for optimization pro-
posed by Albert Lam and Li [49] in 2012. It is an evolutionary
optimization technique inspired by the nature of chemical
reaction. In a short period of time, ACRO has been applied
to solve many problems successfully, outperforming many
existing evolutionary algorithms in most of the test cases.
There are few applications of ACRO to multiple-sequence
alignment, data mining, classification rule discovery and some
benchmark functions and the efficiency has been demonstrated
[50,51]. This optimization method does not need a local search
method to refine the search and includes both local and global
search capability. Unlike other optimization techniques,
ACRO does not require many parameters that must be speci-
fied at beginning and only defining number of initial reactants
is enough for implementation. As the initial reactants are dis-
tributed over feasible global search region, optimal solutions
can be obtained with little iteration and hence significant
reduction in computational time is achieved. The ACRO has
been successfully used to solve many complex problems in
recent years and found to be outperforming many other evolu-
tionary population based algorithms. A complete guideline to
help the readers implement ACRO for their optimization
problem can be found in the tutorial introduced in [52]. The
tutorial summarizes the basic characteristics as well as applica-
tions reported in the literature. A real coded version of chem-
ical reaction optimization (RCCRO) has been proposed in [53]
to solve the continuous optimization problems. Also, they
proposed an adaptive scheme for RCCRO for performance
improvement. The performance of RCCRO has been com-
pared with a large number of techniques experimented on a
set of standard continuous benchmark functions. The results
show the suitability of ACRO solving problems in the contin-
uous domain. Chemical reaction optimization was also suc-
cessfully applied for population transition peer-to-peer live
streaming [54]. They employed chemical reaction optimizationization of neural networks for eﬃcient prediction of stock market indices, Ain
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ulating population transition probability matrix. Their simula-
tion results show that ACRO outperforms many commonly
used strategies for this problem. Minimizing the number of
coding links of a network for a given target transmission rate
to improve the network efficiency is a NP-hard problem. Pan
et al. in [55] adopted chemical reaction optimization to develop
an algorithm to solve this complex problem and found that the
ACRO based framework outperforms other existing algo-
rithms. The ACRO also has been successfully applied to grid
scheduling problem [56] and task scheduling problem [57].
The authors compared the efficiency of several versions of
chemical reaction optimization with other algorithms such as
genetic algorithm, simulated annealing, threshold accepting
and particle swarm optimization and found chemical reaction
optimization to be superior. ACRO was also used to replace
the back propagation based training of ANN for classification
problem [58]. The simulation results show that the ACRO
based ANN outperforms other optimization techniques such
as GA, and SVM. Allocating available channels to the unli-
censed users in order to maximize the utility of radio channels
are a complex task. An algorithm based on ACRO has been
developed by the authors in [59] to solve this radio spectrum
allocation problem which outperforms other evolutionary
techniques. Two different types of chemical reaction optimiza-
tion, named canonical CRO and super molecule based CRO
(S-CRO) have been proposed in [60] for the problem of stock
portfolio selection and suggested that S-CRO is promising in
handling the stock portfolio optimization problem. A special
type of higher order neural network, called as Pi-Sigma neural
network (PSNN) has been trained with ACRO forms a novel
CRO-PSNN model by the authors in [61]. The model perfor-
mance has been tested with various benchmark data sets.
The performance of their proposed model is found superior
to PSNN, GA-PSNN and PSO-PSNN. A new chemical reac-
tion optimization with greedy strategy algorithm (CROG)
has been proposed in [62] to solve the 0–1 knapsack problem.
The article designed a new repair function integrating a greedy
strategy and random selection is used to repair the infeasible
solutions. The experimental results show the superiority of
CROG over GA, ACO and quantum-inspired evolutionary
algorithm.
From the above literature studies, it is found that, there are
few applications of ACRO toward data mining. Also, there is a
lacking of ACRO applications in the domain of financial fore-
casting. Motivated by the capability of ACRO, only one appli-
cation was found toward forecasting BSE stock prices [63].
Also, MLP is the most frequently used ANN model for finan-
cial time series forecasting. In this study we aimed to fill this
research gap through the incorporation of ACRO with ANN
to forecast the movements of seven fast growing global stock
indices.
3. Artiﬁcial chemical reaction optimization
ACRO is a population based metaheuristic inspired by natural
chemical reaction proposed by Lam and Li [49]. The concept
loosely couples mathematical optimization techniques with
properties of chemical reactions. A chemical reaction is a nat-
ural process of transforming the unstable chemical substances
(reactants/molecules) to the stable ones. A chemical reactionPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
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The molecules interact with each other through a sequence
of elementary reactions producing some intermediate chemical
products. At the end, they are converted to those with mini-
mum energy to support their existence. The energy associated
with a molecule is called as enthalpy (which can be considered
as fitness function in case of minimization problem) and/or
entropy (which can be considered as fitness function in case
of maximization problem). During a chemical reaction this
energy changes with the change in intra-molecular structure
of a reactant and becomes stable at one point. Most of the
reactions can occur in both forward and backward directions,
i.e. reversible reaction. These reactions may be monomolecular
or bimolecular depending on the number of reactants taking
part in the reaction. This property is embedded in ACRO to
solve optimization problems. ACRO algorithm begins with
set of initial reactants in a solution. Then reactants are con-
sumed and produced via chemical reactions. Algorithm is ter-
minated when the termination criterion is met similar to the
state when no more reactions can take place (the solution
becomes inert solution). According to the above concept, the
ACRO algorithm consists of the following steps:
Step 1: Initialize parameters.
Step 2: Set the initial reactants and evaluate enthalpy.
Step 3: Apply chemical reactions on reactants.
Step 4: Update and select reactants.
Step 5:Go to step 3 if termination criterion not satisfied.
Step 6: Output reactant with best enthalpy.3.1. Problem and parameter initialization
The optimization problem is specified as follows: Minimize
f (x) subject to xj Є Xj = 1,2, . . ., N, where f (x) is an objective
function; x is the set of each decision variable xj; N is the num-
ber of decision variables, Xj is the set of the possible range of
values for each decision variable, that is xj
min and xj
max are the
lower and upper bound of the jth decision parameter respec-
tively for real-values encoding. The problem may require dif-
ferent types of encoding such as binary, real, and
permutation. The initial phase assigns values to the following
parameters such as representation type, length of reactant/
molecules (number of atoms in the molecule), total number
of reactants in the reactant pool (ReacNum), and termination
criteria.
3.2. Setting the initial reactants, evaluation and update
In this step initial reactants are evenly initialized in the feasible
search space. Uniform population method [64–66] proposed
for initial population generating can be used for creating initial
reactants. In general, all vectors in a space can be obtained as a
linear combination of elements of the base set. If one of ele-
ments in the base set is absent, then the dimension correspond-
ing to this element may be vanished. That is why, it is
important that initial reactants must contain reactants which
must hold each element of the base set. By considering regular-
ity case and base set, the initial reactants must be regular and
also hold the base set. Generating initial reactants based on
divide-and-generate paradigm is a method to generateization of neural networks for eﬃcient prediction of stock market indices, Ain
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which can be used to generate the initial reactant pool is
defined by Algorithm 1.
Algorithm 1: Generate Initial Reactants
/*R is the reactants set; I is the indices set and Ie is the enlarged
indices set*/
1-Create two reactants such as one of them R[1] contains all
upper bounds for variables and the other R[2] contains all lower
bounds for variables.
2-Index 3
3-k 2
4-while R is not saturated do
Let ie be an element of Ie and each ie are enlarged with
bit value and this bit value corresponds to part.
i 1
while R is not saturated and all reactants are not generated
for a specific value of k (and r 6 2k  2) do
i is a k-bit number and ie corresponds to the enlarged
value of i. Each bit of I is enlarged up to length of corresponding
part of R[0] and R[1].
for j 1 to n do
if jth bit of ie is 1 then
jth value of R[Index] is equal to R[1]*r
else
Jth value of R[Index] is equal to R[2]*r
end if
r is a random real number in interval [0, 1]
end for
Index Index +1
i i+1
end while
k k+1
end while
Different chemical reactions are applied on the reactants to
generate new reactants. If the newly generated reactants give a
better function value, the new reactant set is included and the
worse reactant is excluded similar to reversible chemical reac-
tions. The reactant with the best enthalpy value is used as the
optimal solution for the forecasting model.
The enthalpies of the reactant pool are considered as the fit-
ness of the reactants. The less the value of enthalpy of a reac-
tant there is more chance to select it for the next iteration. The
evaluation of enthalpy of the reactant pool can be calculated
by Algorithm 2.
Algorithm 2: Enthalpy (R)
Evaluate enthalpy of each reactant in RReactant1 ->  
Reactant2 ->
New Reactant ->
1 0 1 1 0 1 0 1
0 1 1 1 0 0 0 0
1 1 1 1 0 1 0 0
Figure 1 Synthesis reaction for binary encoding.3.3. Applying chemical reactions
Different chemical reactions are applied as searching operators
similar to crossover and mutation operator in genetic
algorithm. Based on the number of reactants take part in aPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
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gories: monomolecular (one reactant takes part in reaction)
or bimolecular (two reactants take part in chemical reaction).
The monomolecular reactions (Redox1 and Decomposition)
assist in intensification while the bimolecular reactions
(Synthesis, Redox2 and Displacement) can give the effect of
diversification. ACRO does not attempt to capture every detail
of a chemical reaction; rather it loosely couples chemical
reaction with optimization technique. The binary encoded
chemical reactions are discussed in the following subsections.
3.3.1. Synthesis reaction
Non-matching bits of two reactants are determined. Then, one
bit from the non-matching bit of the first reactant and one bit
from the non-matching bit of the second reactant are consec-
utively selected to form a new reactant. For an example the
synthesis reaction for binary encoding is shown in Fig. 1.
Let the two reactants are represented as Reactant1 and Reactant2
with 8 bits of size each. The non-matching bit positions are
found at 1, 2, 6 and 8 positions, and are highlighted with
red color. As described, the 1st bit position of the New Reac-
tant takes value from Reactant1 and 2nd takes value from
Reactant2. Similarly the 6th position takes value from Reac-
tant1 and 8th takes value from Reactant2. The matching bit
positions of Reactant1 and Reactant2 remain unchanged in
the New Reactant. The pseudo code of synthesis reaction is
presented by Algorithm 3.
Algorithm 3: Synthesis Reaction (r1, r2, R, data)
newReac= R(r1);
Flag = 0;
for i= 0 : Length(R(r1))  1
if R(r1,i) ! = R(r2,i) AND Flag = 0
newReac(i) = R(r1,i);
Flag = 1;
else if R(r1,i) ! = R(r2,i) AND Flag = 1
newReac(i) = R(r2,i);
Flag = 0;
end
end
ent = EvaluateEnthalpy (newReac, data)
if (ent < Enthalpy (r1))
Replace R(r1) by newReac
Enthalpy (r1) = ent;
end
if (ent < Enthalpy(r2))
Replace R(r2) by newReac
Enthalpy (r2) = ent;
endization of neural networks for eﬃcient prediction of stock market indices, Ain
Reactant ->  
New Reactant -> 
1 1 0 1 0 0 1 0
1 1 0 0 0 0 1 0
Figure 3 Redox1 reaction for binary encoding.
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In the displacement reaction, two new reactants are generated
by considering two old reactants. A random binary mask is
generated of the size of the reactants. Let the ith bit of the
new reactants to be generated. Then, if ith bit of the mask is
1, ith bit of new reactant1 is copy of ith bit of reactant2, and
ith bit of new reactant2 is copy of ith bit of reactant1. Other-
wise ith bit of new reactant1 is copy of ith bit of reactant1, and
ith bit of new reactant2 is copy of ith bit of reactant2. For an
example the displacement reaction for binary encoding is
shown in Fig. 2. As shown in the figure, the bit value of mask
is 1 at the positions 1, 2, 4 and 7, new reactant1 takes value
from reactant2 for these positions and new reactant2 takes
value from reactant1 for these positions. For other positions,
new reactant1 takes value from reactant1 and new reactant2
takes value from reactant2. The pseudo code of synthesis reac-
tion is described by Algorithm 4.
Algorithm 4: Displacement Reaction (r1, r2, R, data)
mask= random binary string of length R(r1);
for i= 0 : Length(R(r1))  1
if mask= 1
newReac1(i) = R(r2, i);
newReac2(i) = R(r1, i);
else
newReac1(i) = R(r1, i);
newReac2(i) = R(r2, i);
end
end
ent1 = EvaluateEnthalpy (newReac1, data)
ent2 = EvaluateEnthalpy (newReac2, data)
if ent1 < Enthalpy(r1)
Replace R(r1) by newReac1
Enthalpy (r1) = ent1;
end
if ent2 < Enthalpy(r2)
Replace R(r2) by newReac2
Enthalpy (r2) = ent2;
end3.3.3. Redox1 reaction
A randomly selected bit is changed from one to zero or vice
versa. The Redox1 reaction for binary encoded reactant is
shown in Fig. 3. Let the randomly selected bit position is 4
which is highlighted with red color. The corresponding bit
value at 4th position of the New Reactant is changed from 1
to 0. The other bit positions remain same as in the Reactant.
The pseudo code of synthesis reaction is described by
Algorithm 5.Reactant1 ->  
Reactant2 ->
Mask bit ->  
New reactant1-> 
New reactant2
1 0 1 1 0 1 0 0
0 1 0 0 1 0 1 1
1 1 0 1 0 0 1 0
0 1 1 0 0 1 1 0
-> 1 0 0 1 1 0 0 1
Figure 2 Displacement reaction for binary encoding.
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r1 = one random integer from [0, length(R(r))  1];
newReac=R(r);
if newReac(r1) = 1
newReac(r1) = 0;
else
newReac(r1) = 1;
end
ent = EvaluateEnthalpy (newReac, data)
if (ent < Enthalpy (r))
Replace R(r) by newReac
Enthalpy (r) = ent;
end3.3.4. Redox2. reaction
Example of the Redox2 reaction for two binary encoded reac-
tants is shown in Fig. 4. Two indices of reactant are randomly
generated and the bits of the reactants between the two indices
are exchanged to produce two new reactants. Let the two ran-
dom indices are 3 and 6. The bit values between position 3 and
6 of the New Reactant1 receive bit values from index3 to index6
fromReactant2 and the rest of the bit values fromReactant1 and
New Reactant2 receives bit values from index 3 to index 6 from
Reactant1 and the rest of the bit values from Reactant2. The
pseudo code of synthesis reaction is described by Algorithm 6.
Algorithm 6: Redox2 Reaction (rno1, rno2, R, data)
r1 = one random integer from [0, length(R(rno1))  1];
r2 = one random integer from [0, length(R(rno2))  1];
newReac1 =R(rno1);
newReac2 =R(rno2);
newReac1(r1 : r2) = R(rno2) (r1 : r2);
newReac2(r1 : r2) = R(rno1) (r1 : r2);
ent1 = EvaluateEnthalpy (newReac1, data)
ent2 = EvaluateEnthalpy (newReac2, data)
if ent1 < Enthalpy(rno1)
Replace R(rno1) by newReac1
Enthalpy (rno1) = ent1;
end
if ent2 < Enthalpy(rno2)
Replace R(rno2) by newReac2
Enthalpy (rno2) = ent2;
endReactant1
Reactant2 ->  
New Reactant1-> 
New Reactant2
-> 1 0 1 1 0 1 0 0
0 1 0 0 0 1 0 1
1 0 0 0 0 1 0 0
-> 0 1 1 1 0 1 0 1
Figure 4 Redox2 reaction for binary encoding.
ization of neural networks for eﬃcient prediction of stock market indices, Ain
8 S.C. Nayak et al.3.3.5. Decomposition reactionTwo random indices of the reactant string are generated and
the bits between those indices are flipped. Example of the
decomposition reaction for binary encoding is shown in
Fig. 5. Let the two random indices selected are 4 and 6, then
the bit values from index4 to index6 of the New Reactant are
flipped and rest of bit values remain same as in the old Reac-
tant. The pseudo code of synthesis reaction is described by
Algorithm 7.
Algorithm 7: Decomposition Reaction (r, R, data)
r1 = one random integer from [0, length(R(r))  1];
r2 = one random integer from [0, length(R(r))  1];
newReac=R(r)
for i = r1 : r2
if Reac(i) = 1
newReac(i) = 0;
else
newReac(i) = 1;
end
end
ent = EvaluateEnthalpy (newReac, data)
if (ent < Enthalpy (r))
Replace R(r) by newReac
Enthalpy (r) = ent;
end3.4. Termination criterion check
The ACRO terminates when the termination criterion (e.g.
maximum number of iterations or minimal error signal) has
been met. Otherwise chemical operators are applied, enthalpies
are evaluated and the reactants are updated repeatedly.
4. Methodology
This section describes the basics of the different neural net-
work based forecasting models used for this experimentation
such as the gradient descent based MLP, RBFNN and the pro-
posed ACRNN forecasting model.
4.1. Gradient descent based MLP
The multilayer perceptron has been considered as capable of
approximating any arbitrary functions to expected level of
accuracy. MLP is one of the most widely implemented neural
network topologies in different fields of research. In this exper-
iment the MLP is trained with a gradient descent based back
propagation algorithm. The back propagation rule propagates
the errors through the network and allows adaptation of the
hidden neurons. The error correction learning in this case isReactant ->  
New Reactant -> 
1 0 0 1 0 1 0 1
1 0 0 0 1 0 0 1
Figure 5 Decomposition reaction for binary encoding.
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must be presented at the output neuron. The feed forward neu-
ral network model considered here consists of one hidden layer
only. The architecture of the MLP model used here is pre-
sented in Fig. 6.
This model consists of a single output unit to estimate the
closing index prices. The neurons in the input layer use a linear
transfer function, and the neurons in the hidden layer and out-
put layer use sigmoidal function as follows:
yout ¼
1
1þ ekyin ð1Þ
where yout is the output of the neuron, k is the sigmoidal gain
and yin is the input to the neuron. Let there be m neurons in the
hidden layer. Since there are n input values in an input vector,
the number of neurons in the input layer is equal to n. The first
layer corresponds to the problem input variables with one
node for each input variable. The second layer is useful in cap-
turing non-linear relationships among variables. At each neu-
ron j in the hidden layer, the weighted output z is calculated
using Eq. (2):
zj ¼ f Bj þ
Xn
i¼1
Vij  Xi
 !
ð2Þ
where Xi is the i
th input vector, Vij is the synaptic weight value
between ith input neuron and jth hidden neuron and Bj is the
bias value and f is sigmoidal activation function. The output
y at the single output neuron is calculated using Eq. (3):
y ¼ f B0 þ
Xm
j¼1
Wj  zj
 !
ð3Þ
whereWj is the synaptic weight from jth hidden neuron to out-
put neuron, zj is the output of the jth hidden neuron, and B0 is
the output bias. This output y is compared to the desired out-
put and the error is calculated by using Eq. (4):
ei ¼ jti  yij ð4Þ
where ei is the error signal, ti is the target signal for ith training
pattern and yi is the estimated output for ith pattern.
This error is propagated back to train the MLP model. The
weight and other parameter values are adjusted by the gradient
descent rule for minimal error signal generation. Because of
the gradient descent neural network learning, they are charac-
terized with problems such as slow convergence and getting
trapped to local minima. Therefore possibilities are there, that
it may affect the prediction capabilities of the model.
4.2. Radial basis function neural network (RBFNN)
Radial basis function (RBF) network can be used for approx-
imating functions and recognizing patterns. The RBF network
is a two layered network. In RBF network, each hidden unit of
hidden layer implements a radial activation function and each
output neuron of output layer implements a weighted sum of
hidden units’ output. This network is a special class of neural
network in which the activation of a hidden neuron is deter-
mined by the distance between the input vector and a proto-
type vector. Prototype vectors refer to centers of clusters
formed by the patterns or vectors in the input space. The inter-
connection between the hidden and output layer is madeization of neural networks for eﬃcient prediction of stock market indices, Ain
Figure 6 Architecture of gradient descent based MLP forecasting model.
Artificial chemical reaction optimization of neural networks 9through weighted connectionsWi. The output layer, a summa-
tion unit, supplies the response of the network to the outside
world. The basic structure of a RBF neural network is shown
in Fig. 7.
As shown in the figure, in the input layer, the number of
input neurons is determined based on the input signals that
connect the network to the environment. The hidden layer
consists of a set of kernel units that carry out a nonlinear
transformation from the input space to the hidden space.
Two parameters, the center and the width are associated with
each RBF node. The centers are determined during RBF train-
ing. The problem of selecting suitable number of basis func-
tions is an important issue for RBFN. The number of basis
functions controls the approximation and the generalization
ability of RBF network. Some of the commonly used kernel
functions are the Gaussian function, cubic function, linear
function, and generalized multiquadratic function. We used
the Gaussian function which is represented in Eq. (5).
£iðxÞ ¼ exp 
kx lik2
2r2i
 !
ð5Þ
where k    k represents the Euclidean norm, x is the input vec-
tor, li is the center, ri is the spread and £iðxÞ represents the
output of the ith hidden node.Figure 7 Architecture of RBFNN based forecasting model.
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y ¼ fðxÞ ¼
XN
k¼1
wk£kðkx ckkÞ ð6Þ
where y is the network output, x is an input vector signal,
w ¼ ½w1;w2;    ;wNT is the weight vector in the output layer,
N is the number of hidden neurons,£kðÞ is the basis function,
k is the bandwidth of the basis function, x is the input vector
and ck ¼ ðck1; ck2;    ; ckmÞT is the center vector for kth node, m
is the number of input.4.3. Proposed ACRNN forecasting model
This model employs the MLP as the base architecture as
described in the previous sub-section. The efficient search
capability of ACRO is incorporated with the generalization
capability of MLP, hence synergies the forecasting accuracies.
The architecture for ACRNN is presented in Fig. 8. Each reac-
tant represents the candidate solution for the model which
comprises weight and bias vectors.
4.3.1. Reactant encoding
Binary strings are used to represent the reactants of ACRO
and each reactant represents a weight and bias set for
the MLP model. The length of the reactant is
n mþm  1þmþ 1 ¼ mðnþ 2Þ þ 1, where: n is the
number of neurons in the input layer, and m is the number
of neurons in the hidden layer. The output layer has one
neuron to estimate the closing price value predicted for
each input pattern presented to the network. There are m
number of bias values to the hidden layer and one bias
to the output neuron. The reactant representation for
ACRNN is shown in Fig. 9.4.3.2. Enthalpy of a reactant
Each reactant represents a potential solution (weight and bias
vector) for the MLP based forecasting model. A reactant is
associated with some enthalpy (minimum prediction errorization of neural networks for eﬃcient prediction of stock market indices, Ain
Figure 8 Architecture of ACRNN forecasting model.
Bias ValuesWeight Values
Input  and Hidden Layer Hidden and Output Layer hidden output 
… … …… .
Figure 9 Reactant representation for ACRNN model.
10 S.C. Nayak et al.signal in this case), which can be considered as the fitness value
of that reactant. The Mean Absolute Error (MAE) value is
treated as the enthalpy of a reactant and represented as Eq. (7):
MAE ¼
PN
i¼1jActuali  Estimatedij
N
ð7Þ
where N is the number of input patterns in the training set.
4.3.3. ACRNN training
The ACRO algorithm, as described in Section 3 is
employed here to search the optimal weight and bias set
for the ANN model. The fitness of the best and average
individual in each iteration moves toward the global opti-
mum. The ACRO performs a search over the whole solu-
tion space, finds the optimal solution relatively easily, and
does not require a continuous differentiable objective func-
tion as case of gradient based optimization techniques. The
problem of finding an optimal parameter set to train the
model could be seen as a search problem into the space
of all possible parameters. The parameter set includes the
weight set between the input-hidden layers, weight set
between hidden-output layers, and the bias value. This
search is performed here by employing the ACRO algo-
rithm. The reactants of ACRNN represent the weight and
bias values for a set of ANN models. Input data along
with the reactant values are fed to the set of ANN models.
The fitness is obtained from the absolute difference between
the target y and the estimated output y^. The less the fitnessPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015value (enthalpy) of an individual, ACRO considers it better
fit. A binary encoding scheme for ACRO has been used for
this experimental work. The weight values between input
and hidden layer neuron are represented as V11 to Vnm.
Weight values between hidden and output layer are repre-
sented by W1 to Wm. The bias values to the hidden and
output layer are represented by B1 and B0 respectively.
The high level training for ACRNN model is presented
as Algorithm 8.
Algorithm 8: ACRNN
1. Generate Initial Reactants /*Use algorithm1*/
2. SetMaxIter /* initially set maximum iteration number with a
bigger value for first training */
3. Select the next trainData and testData and normalize
4. Enthalpy = EvaluateEnthalpy (R, trainData)
5. R= ApplyChemicalReaction (R, ReacNum, MaxIter,
trainData) /*use Algorithm 9*/
6. BestReac=Choose the reactant from R with minimum
enthalpy
7. ent= EvaluateEnthalpy (BestReac, testData) /*use algorithm
10*/
8. store ent as error for the respective testData
9. set MaxIter /* set maximum iteration number with a small
value for subsequent training*/
10. Repeat step 3–8 till end of trainData and testData setsization of neural networks for eﬃcient prediction of stock market indices, Ain
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been discussed in the previous section. The pseudo code for
the ApplyChemicalReaction procedure is presented by
Algorithm 9.
Algorithm 9: ApplyChemicalReaction (R, ReacNum, MaxIter)
Set ItrNum= 0
While (ItrNum<MaxIter) do
for i = 0 to ReacNum-1 do
Mi = R (i, :)
/*Apply all reactions over the reactant Mi */
Get rand1 randomly in interval [0, 1]
if rand1 < 0.5 then
Get rand2 randomly in interval [0, 1]
if rand2 < 0.5 then
Decomposition (Mi)
else
Redox1 (Mi)
end
else
Select another molecule M (Mi –M)
Get rand3 randomly in interval [0, 1]
if rand3 < 0.33 then
Synthesis (Mi, M)
else if rand3 < 0.66 then
Displacement (Mi, M)
else
Redox2 (Mi, M)
end
end
end for
ItrNum= ItrNum+1
end while
The enthalpy calculation for each reactant in the reactant
set R can be calculated by the procedure as described by Algo-
rithm 10. As earlier mentioned, we used binary encoded reac-
tants for ACRO.
Algorithm 10: EvaluateEnthalpy (R, DataSet)
1.Weight= bin2Dec(R)/* Obtain the decimal equivalent of each
binary encoded reactant */
2. Enthalpy = 0;
3. for i= 1: number of reactant in R
4. for each input–output pair in the DataSet
5. Estimate the output of MLP model for the input pattern
and Weight.
6. Compare the desired output with estimated value and
obtain error.
7. Enthalpy (i) = Enthalpy (i) + |error|.
8. end
9. end
The overall design of adaptive ACRNN forecasting
model can be visualized by the flowchart as presented in
Fig. 10. The reactants are first initialized by uniform popu-
lation generation method as described by algorithm 1. ThePlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015training and testing patterns are generated by the sliding
window method from the original financial time series,
details discussed in Section 5. Initially to train the ACRNN
model more iterations are required; therefore, a larger value
is assigned to the MaxIter for the first instance of training;
subsequently, as the optimized set of reactants are used, the
MaxIter size is significantly reduced. The train and test data
are then normalized as detailed in Section 5. Then the bin-
ary encoded reactants are converted to decimal equivalent
and are assigned as the connection weight and bias vector
of the neural model. Enthalpies of the ACRNN models
are evaluated by presenting the training data to the network.
The different chemical reactions are applied to each reactant
on the basis of a probability value and new reactants are
formed. The reaction can be monomolecular or bimolecular.
If the reaction type is bimolecular, another reactant is cho-
sen other than the current reactant. The enthalpy of current
reactant(s) is compared with that of new reactants and
updated accordingly. The reaction mechanisms as well as
the reactant update process are discussed in algorithm 3 to
algorithm 7 in Section 3.3. This process is continued till
reaching the maximum iteration value. This completes the
training phase of the ACRNN model. The reactant with
minimum enthalpy is selected and used for test. The
enthalpy generated from this reactant is stored as the error
signal for the corresponding test data. Then the next train-
ing and test patterns are generated by moving the sliding
window one step ahead. For the subsequent training pat-
terns the maximum iteration value is fixed to a small num-
ber and the above process is repeated for all training and
testing patterns in the data set.
5. Results and discussion
To ascertain the performance of the suggested model, the daily
closing price of different stock markets across the globe such
as BSE, DJIA, NASDAQ, TAIEX, FTSE, S&P 500 and
LSE are considered for this study. Further to establish that
the suggested model is unbiased and it can work for different
types of trend in different economic/political scenario without
much deviation in the capabilities of prediction, the daily clos-
ing prices are used for a period from 1st January 2000 to 31st
December 2014.
Again to significantly reduce the computation time con-
sumed for training to a significant extent the following steps
are taken:
I. Minimal data are used for training i.e. few input neuron
with minimal patterns presented in each epoch.
II. Adaptive models are used.
Very often to train a model a large number of patterns are
presented with large number of epochs to train the model for
prediction. In some cases about 2/3rd data are presented as
training set and the rest are used for testing. Here, though
the objective is to design a generalized model, but very often
it fails to track the financial market trend in general. Further
the number of neurons in the input layer is also kept quite
high, which also adds to the computation time. For this exper-
iment, a sliding window concept is used which takes only five
values for the input layer and only three patterns are presentedization of neural networks for eﬃcient prediction of stock market indices, Ain
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Figure 10 Flow control of the adaptive ACRNN forecasting model.
Figure 11 Training window generation for short term prediction.
Figure 12 Training window generation for medium term prediction.
12 S.C. Nayak et al.
Please cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optimization of neural networks for eﬃcient prediction of stock market indices, Ain
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015
Figure 13 Training window generation for long term prediction.
Table 1 Simulated parameters for all forecasting models.
Parameter ACRNN MLP RBFNN MLR
Learning rate
(a)
NA 0.3 NA NA
Momentum
factor (l)
NA 0.5 NA NA
No. of
iteration for
1st training set
100 500 NA NA
No. of
iteration for
subsequent
training
5 20 NA NA
Reactant
number
50 NA NA NA
Center
selection
NA NA Randomly
sampled from
the training set
NA
Kernel
function/
activation
Sigmoid Sigmoid Gaussian Sigmoid
Weight
updated/found
ACRO Gradient
descent
Pseudo inverse Pseudo
inverse
Table 2 Number of windows generated for each category of
prediction.
Stock
indices
One-day-ahead One-week-ahead One-month-ahead
BSE 3738 3730 3707
DJIA 3775 3767 3744
NASDAQ 3771 3763 3740
FTSE 3904 3896 3873
TAIEX 3706 3698 3675
S&P 500 3771 3763 3741
LSE 3498 3490 3468
Artificial chemical reaction optimization of neural networks 13to build a model as shown in Figs. 11–13 for short term
(one-day-ahead), medium term (one-week-ahead) and long
term (one-month-ahead) predictions. Three patterns per epoch
keep the computation time per epoch significantly low.
It is a fact that as each time the sliding window moves one
step ahead, closing price data at the beginning is dropped and
one new closing price data at the end is included. Therefore
two consecutive training sets possibly possess minimal change
in the nonlinear behavior of the input–output mapping. To
incorporate the minor change in input–output mapping in
the new model, the optimized weight set of the predecessor
model for the same dataset is considered and minimal epochs
help in capturing the change in nonlinear mapping.
Further considering the requirements of the neural net-
work, the input data needs to be normalized. Here Sigmoidal
function is used for this purpose as in Eq. (8).
xnorm ¼ 1
1þ ekxi ð8Þ
where xnorm is the normalized price, xi is the current day clos-
ing price, k ¼ 1=xmax and xmax is the maximum price of the
respective training set.
To establish the performance of the proposed model, few
other forecasting models are considered here in this experimen-
tal study such as MLP, RBFNN, and Multiple Linear Regres-
sion (MLR). The normalized training sets and test sets
presented to the proposed model are also presented to these
three models to obtain the respective error in forecasting and
these errors in forecasting are compared. The less the error
the better is the performance of the model considered. The
parameters considered for experimentation of different models
are presented in Table 1.
Depending on the number of working days in a year, the
total data obtained for each index may be different; accord-
ingly, different numbers of training and test sets are generated
for the 15 year period considered for this experiment. Table 2
shows the number of training sets generated for each dataset
and for each prediction category.
The error signals obtained from all the data sets out of
MLP, MLR, RBFNN and ACRNN for one-day-ahead, one-
week-ahead and one-month-ahead forecasting are presented
in Tables 3–5 respectively.
In one-day-ahead forecasting, it is observed that the results
of ACRNN are much better in comparison with MLP,
RBFNN, and MLR technique in case of all the stock indexPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015data considered. Further significantly low standard deviation
values of ACRNN also depict that the variation in forecasting
is also low and the proposed model is consistent in its perfor-
mance. The average results are made bold which are later used
for further evaluation of performance.ization of neural networks for eﬃcient prediction of stock market indices, Ain
Table 3 Error signals generated by ACRNN, MLP, RBFNN and MLR forecasting models for one-day-ahead prediction.
Stock indices ACRNN MLP RBFNN MLR
BSE Minimum 0.000001 0.000201 0.000275 0.000004
Maximum 0.024535 0.028213 0.026729 0.604622
Average 0.007640 0.020932 0.013704 0.032537
Std. deviation 0.001821 0.007014 0.005512 0.185269
DJIA Minimum 0.000003 0.000137 0.000030 0.000001
Maximum 0.020505 0.028503 0.032611 0.726500
Average 0.002501 0.009359 0.005508 0.223583
Std. deviation 0.002304 0.070012 0.007596 0.185136
NASDAQ Minimum 0.000074 0.000352 0.000008 0.000005
Maximum 0.0303631 0.286615 0.041363 0.145339
Average 0.008478 0.042974 0.013964 0.056570
Std. Deviation 0.002806 0.012705 0.008697 0.299219
FTSE Minimum 0.000001 0.000033 0.000089 0.000008
Maximum 0.028219 0.225782 0.030006 0.279426
Average 0.003752 0.009671 0.008265 0.052170
Std. deviation 0.003638 0.070233 0.005559 1.384871
TAIEX Minimum 0.001166 0.000025 0.000058 0.000003
Maximum 0.039852 0.286401 0.040783 0.128334
Average 0.006651 0.010445 0.013155 0.380917
Std. Deviation 0.003810 0.070422 0.007903 0.211121
S&P 500 Minimum 0.000001 0.000013 0.000074 0.000007
Maximum 0.018269 0.080483 0.027109 0.332520
Average 0.002374 0.027202 0.010182 0.042165
Std. deviation 0.002234 0.019505 0.006013 0.621658
LSE Minimum 0.000004 0.000008 0.000266 0.000087
Maximum 0.032880 0.091409 0.031715 0.123983
Average 0.001861 0.032194 0.011180 0.066666
Std. deviation 0.002452 0.027187 0.006602 0.422523
14 S.C. Nayak et al.As expected, the result of one-week-ahead prediction is
slightly inferior to that of one-day-ahead prediction. But the
results of ACRNN are much better than MLP, RBFNN and
MLR for all data sets as before. In some cases the standard
deviation values of ACRNN are not good enough as in case
of one-day-ahead prediction, but it is better than MLP and
MLR models; however RBFNN shows slightly better standard
deviation value for one-week-ahead forecasting.
The results of one-month-ahead forecasting are relatively
inferior to those of the other two categories. But the prediction
accuracy of ACRNN is better than MLP, RBFNN, and MLR
models for all the data sets. The standard deviation values of
RBFNN are found slightly better than those of ACRNN in
majority of cases. However, the standard deviation values of
ACRNN are much better than MLP and MLR models.
It can be observed from Tables 3–5 that, the proposed
ACRNN forecasting model generates better prediction accu-
racy in comparison with MLP, RBFNN, and MLR for all data
sets in one-day-ahead, one-week-ahead, and one-month-ahead
prediction. Further, to find the quantum of gain in accuracy by
ACRNN over MLP, RBFNN, and MLR, percentage gain in
accuracy is evaluated by Eq. (9):
Gain in accuracy ¼ ðMAE of existing modelMAE of ACRNN modelÞ
MAE of existing model
 100%
ð9ÞPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015The percentage gain in accuracy by ACRNN over MLP,
RBFNN, and MLR for different data set is presented in
Fig. 14 for one-day-ahead, Fig. 14 for one-month-ahead and
Fig. 16 for one-month-ahead forecasting, respectively.
From Fig. 14, it can be revealed that the percentage gain in
accuracy by ACRNN is significant over all other models and
in case of all datasets with a minimum gain of 36.32% in
TAIEX data for MLP and maximum gain of 98.88% in case
of DJIA data for MLR model.
Fig. 15 shows that in case of one-month-ahead forecasting
quite good percentage gain in accuracy is obtained like Fig. 12
with a minimum gain of 31.33% in case of DJIA data for MLP
model and maximum gain of 99.08% in case of FTSE data for
MLR model.
It can be revealed form Fig. 16 that the percentage gain in
accuracy by ACRNN is minimal i.e. 2.25% only in case of
NASDAQ data for RBFNN model; otherwise, the gain is
moderately good ranging from 27.20% for TAIEX data with
MLP model to 98.00% for DJIA data with MLR model.
The average gain in accuracy by ACRNN over MLP,
RBFNN, and MLR for seven different stock indices has been
presented in Fig. 17. Average percentage gain in accuracy by
ACRNN is always maximum over MLR, whereas next best
gain in accuracy is over MLP for short term and long term pre-
dictions and over RBNN for medium term predictions.
In case of the financial forecasting, prediction of an abso-
lute error is not good enough for the investors or the tradersization of neural networks for eﬃcient prediction of stock market indices, Ain
Table 4 Error signals generated by ACRNN, MLP, RBFNN and MLR forecasting models for one-week-ahead prediction.
Stock indices ACRNN MLP RBFNN MLR
BSE Minimum 0.000002 0.001100 0.007929 0.001509
Maximum 0.252044 0.337627 0.086901 0.258028
Average 0.021766 0.105256 0.051886 0.318371
Std. deviation 0.059013 0.058318 0.024600 0.661832
DJIA Minimum 0.001000 0.000572 0.000298 0.004216
Maximum 0.023550 0.300406 0.099427 0.200303
Average 0.007752 0.011289 0.064961 0.540421
Std. deviation 0.060362 0.083350 0.025341 0.321572
NASDAQ Minimum 0.000005 0.001003 0.000180 0.000082
Maximum 0.251055 0.310421 0.107554 0.231468
Average 0.020818 0.100306 0.047069 0.730785
Std. deviation 0.059627 0.085170 0.024087 0.317837
FTSE Minimum 0.000215 0.000353 0.002727 0.001048
Maximum 0.254404 0.333771 0.081412 0.025583
Average 0.007985 0.015275 0.050017 0.873451
Std. deviation 0.059643 0.082148 0.016696 0.542483
TAIEX Minimum 0.000001 0.001003 0.000160 0.000015
Maximum 0.256054 0.347520 0.086622 0.413010
Average 0.032732 0.110249 0.082715 0.440463
Std. Deviation 0.060122 0.082653 0.016640 0.169659
S&P 500 Minimum 0.000001 0.000042 0.000017 0.000012
Maximum 0.021263 0.081203 0.027109 0.282520
Average 0.008304 0.046282 0.032152 0.049163
Std. deviation 0.004123 0.014805 0.006212 0.062165
LSE Minimum 0.000010 0.000015 0.000076 0.000087
Maximum 0.042180 0.091809 0.021311 0.133933
Average 0.006265 0.042804 0.047115 0.076586
Std. deviation 0.003473 0.027187 0.001682 0.382525
Artificial chemical reaction optimization of neural networks 15to take a decision. However, prediction of the market trend i.e.
the index price will go up or will fall below the current level is
rather an important information to facilitate the decision mak-
ing process. In fact the information on the magnitude of devi-
ation from the current price level adds to this decision process.
This metric is called as prediction of change in direction
(POCID) and can be represented as in Eq. (10):
POCID ¼
PN
i¼1Trendi
N
 100 ð10Þ
where
Trendi ¼
1; ifðxi  xi1Þ  ðx^i  x^i1Þ > 0
0; otherwise

;
xi1 is the current index price, xi is the actual index price for
next term, x^i1 is the current predicted index price, and x^i is
the predicted index price for the next term.
This measure gives an account of number of correct direc-
tions when predicting the next closing prices in the financial
time series. The ideal value of POCID for a perfect predictor
is closer to 100 and the closer the values to 100 the more accu-
rate is the prediction model. The POCID values for one-day-
ahead, one-week-ahead and one-month-ahead are shown in
Tables 6–8.
For short term forecasting, the proposed model achieves a
maximum POCID value of 93.3% for TAIEX data set andPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015minimum of 75% for NASDAQ. For medium term time hori-
zon, ACRNN has a minimum POCID value of 73.3% and a
maximum value of 86.5%. Similarly, in case of long term pre-
diction it achieves POCID values in the range of 72.7–85.3%.
It can be observed that in all cases the proposed model
achieves a better POCID value as compared with that of other
models. Further, to find the gain in POCID by ACRNN over
MLP, RBFNN, and MLR, percentage gain in POCID is eval-
uated by Eq. (11):
Gain in POCID ¼ ðPOCID of existing model POCID of ACRNN modelÞ
POCID of existing model
 100%
ð11Þ
The percentage gain in POCID by ACRNN over MLP,
RBFNN, and MLR for different data set is presented in
Fig. 18 for one-day-ahead, Fig. 19 for one-month-ahead and
Fig. 20 for one-month-ahead forecasting, respectively.
Form Fig. 18 it can be observed that the proposed model
obtains better POCID gain over other forecasting models.
As compared to MLP, it has a minimum gain in POCID value
of 7.2% in case of S&P 500 and maximum of 42.62% in case of
BSE. When compared to RBFNN, it has a POCID gain rang-
ing from 6.02% to 29.58%. Similarly, it has a minimum gain of
12.65% and maximum of 55.5% over MLR model.
From Fig. 19 it can be revealed that, ACRNN has a perfor-
mance gain in the range of 12% to 40% over MLP, 13.82% toization of neural networks for eﬃcient prediction of stock market indices, Ain
Table 5 Error Signals generated by ACRNN, MLP, RBFNN and MLR forecasting models for one-month-ahead prediction.
Stock indices ACRNN MLP RBFNN MLR
BSE Minimum 0.000007 0.000013 0.005136 0.003536
Maximum 0.027982 0.140161 0.156382 0.704581
Average 0.090426 0.131675 0.167259 0.506175
Std. deviation 0.013706 0.122531 0.043239 0.371826
DJIA Minimum 0.000002 0.000015 0.002881 0.004542
Maximum 0.052850 0.413750 0.177939 0.038143
Average 0.013976 0.120353 0.096865 0.701034
Std. Deviation 0.070316 0.125533 0.053799 0.655197
NASDAQ Minimum 0.000061 0.000037 0.003017 0.002013
Maximum 0.028736 0.427573 0.178962 0.834681
Average 0.095755 0.147532 0.097962 0.878752
Std. deviation 0.062937 0.123604 0.051237 0.078352
FTSE Minimum 0.000051 0.000215 0.000021 0.001048
Maximum 0.280242 0.418102 0.131229 0.025883
Average 0.020963 0.130065 0.092559 0.908325
Std. deviation 0.071305 0.120527 0.037833 0.754352
TAIEX Minimum 0.000032 0.000077 0.001451 0.000015
Maximum 0.024965 0.423725 0.192830 0.813215
Average 0.098145 0.134824 0.137054 0.830415
Std. deviation 0.070700 0.121204 0.039764 0.925403
S&P 500 Minimum 0.000005 0.000050 0.000057 0.000055
Maximum 0.022500 0.031289 0.027220 0.281545
Average 0.010030 0.067284 0.059159 0.089158
Std. deviation 0.004321 0.014692 0.003718 0.052016
LSE Minimum 0.000012 0.000005 0.000416 0.000055
Maximum 0.042083 0.046802 0.031357 0.150930
Average 0.008266 0.071002 0.071711 0.096085
Std. deviation 0.004722 0.032188 0.001283 0.384526
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Figure 14 A comparison of percentage gain in accuracy by
ACRNN over MLP, RBFNN, and MLR in short term prediction.
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Figure 15 A comparison of percentage gain in accuracy by
ACRNN over MLP, RBFNN, and MLR in medium term
prediction.
16 S.C. Nayak et al.39.51% over RBFNN and 23.52% to 61.53 over MLR model.
From Fig. 20 it can be observed that, ACRNN has a perfor-
mance gain in the range of 9.52% to 40.99 over MLP,
10.27% to 27.14% over RBFNN and 17.34% to 49.64% over
MLR forecasting model. The average % gain in POCID values
by ACRNN over other models is shown in Fig. 21.
According to efficient market hypothesis, the stock prices
perform a random walk. It is not possible for the market par-
ticipants and common investors to predict the exact marketPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015trend because all future prices do not follow any patterns or
trends. As new information occurs randomly, stock price vari-
ations are random and accurate prediction is difficult. Hence a
model which is able to predict the direction of the market trend
correctly along with the price may be beneficial to the inves-
tors. It may be observed from Tables 6–8 that, the ACRNN
model shows much better POCID value as compared to other
models. The POCID metric of the proposed model has theization of neural networks for eﬃcient prediction of stock market indices, Ain
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Figure 16 A comparison of percentage gain in accuracy by
ACRNN over MLP, RBFNN, and MLR in long term prediction.
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Figure 17 Comparison of average percentage gain in accuracy
by ACRNN over MLP, RBFNN and MLR for one-day-ahead,
one-week-ahead and one-month-ahead prediction of stock index
values.
Table 6 Performance comparison of POCID values for one-
day-ahead forecasting.
Stock index POCID
ACRNN MLP RBFNN MLR
BSE 87 61 72 58
DJIA 76.5 59.5 64 55
NSDAQ 75 60.2 60.5 51
FTSE 83 64.5 73 59.5
TAIEX 93.3 69.5 72 60
S&P 500 89 83 82.7 79
LSE 88 81.5 83 74
Table 7 Performance comparison of POCID values for one-
week-ahead forecasting.
Stock index POCID
ACRNN MLP RBFNN MLR
BSE 84 60 63 52
DJIA 78.5 58.7 66 58
NSDAQ 73.3 60 62.7 58.2
FTSE 80.5 64.3 65 56.5
TAIEX 86.5 62.5 62 60.5
S&P 500 84 75 73.8 68
LSE 85.3 73 73.5 67
Table 8 Performance comparison of POCID values for one-
month-ahead forecasting.
Stock index POCID
ACRNN MLP RBFNN MLR
BSE 74 60.5 61.7 53
DJIA 75.5 55.9 67 52.3
NSDAQ 72.7 55 60.4 52.2
FTSE 80.1 62.5 63 55
TAIEX 85.3 60.5 68.5 57
S&P 500 83 71 71 69.5
LSE 80.5 73.5 73 68.6
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Figure 18 A comparison of percentage gain in POCID by
ACRNN over MLP, RBFNN, and MLR in short term prediction.
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Figure 19 A comparison of percentage gain in POCID by
ACRNN over MLP, RBFNN, and MLR in medium term
prediction.
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Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015great results. On an average it shows that in eighty percent of
the time, decisions were correct when forecasting the market
trend. So, the model is claimed to be able to find the correct
direction of stock trend whether the market movement is
upward or downward. As previously mentioned, the correct
prediction of market movement is much beneficial for naı¨ve
investors as well as financial managers. They can take proper
decisions whether to hold or sell greatly.ization of neural networks for eﬃcient prediction of stock market indices, Ain
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Figure 20 A comparison of percentage gain in POCID by
ACRNN over MLP, RBFNN, and MLR in long term prediction.
0 
5 
10 
15 
20 
25 
30 
35 
40 
Short term Medium term Long term 
Av
er
ag
e 
%
 g
ai
n 
in
 P
O
CI
D 
Average % gain in POCID by ACRNN over other models  
MLP 
RBFNN 
MLR 
Figure 21 Comparison of average percentage gain in POCID by
ACRNN over MLP, RBFNN and MLR for one-day-ahead, one-
week-ahead and one-month-ahead prediction of stock index
values.
18 S.C. Nayak et al.6. Conclusions
To capture the nonlinearity and high volatility in the stock
market, this paper proposes an adaptive hybrid artificially
chemical reacted neural network for prediction of stock mar-
ket indices. In the proposed ACRNN approach, the global
search capability of a natural chemistry inspired optimization
has been incorporated with the high nonlinearity capturing
capability of MLP model. The proposed model is tested with
seven stock index values such as BSE, DJIA, NASDAQ,
TAIEX, FTSE, S&P 500, and LSE. Usually the stock index
values are influenced by political and economic scenario of
the respective country as well as by the global scenario. To
ensure that the proposed model copes up with the changing
scenarios, dataset is collected for a period of 15 years and
tested. Further, at time a technique developed for short term
prediction fails for medium or long term predictions. To over-
come such a scenario, here the proposed technique is used for
prediction of short term, medium term as well as long term
predictions, to ensure that it can work efficiently for different
categories of prediction.
To map the activation of the MLP network, Sigmoidal
function is used here to normalize the historical data obtained
from the different stock markets. The sliding window concept
is used here to prepare the data for training and testing. After
the first phase of training, the parameters are used adaptivelyPlease cite this article in press as: Nayak SC et al., Artiﬁcial chemical reaction optim
Shams Eng J (2015), http://dx.doi.org/10.1016/j.asej.2015.07.015for subsequent training to efficiently reduce the time required
for the training phase. Accuracy and POCID values of the pro-
posed model are compared with BPN, RBFNN and MLR and
it is found that the proposed model has a significant gain over
all other models for all the stock index values considered.
The work may be extended by considering other neural net-
work models and evolutionary optimization techniques. In the
future, higher order neural networks may be investigated as
they are characterized with good generalization abilities due
to higher order terms. Also, hybridization of some robust evo-
lutionary search algorithms may be incorporated to the pro-
posed forecasting model.
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