Abstract. In this paper we present an all-optical network architecture and a systolic routing protocol for it. An -dimensional optical fat tree network (
is the number of processors. Otherwise slackness cannot be used to "hide" latency influenced by the diameter [5] . Using the fat tree topology as an intercommunication network is a cost-effective way to connect a large number of processors. Congestion problems are avoided by providing more bandwidth in the higher levels of the tree. A number of intercommunication networks has been implemented by using fat tree topology. For example, the basic architecture of the Thinking Machine CM-5 data network is a fat tree [8] . High performance clusters typically use fat tree networks as well. For instance the InfiniBand architecture utilizes fat tree [9] . Recent implementations use packet switching as the routing strategy. A drawback of packet switching is that routing decisions must be done in an electronic form. For now we do not know any all-optical implementation of the fat tree network architecture.
In this work we present an all-optical fat tree network architecture and a systolic routing protocol for it. The -dimensional optical fat tree consists of # § 8 7 % 9 routing nodes and ' ! @ # § processing nodes deployed at the leaf nodes of the network. Routing nodes are connected to each other by optical links. In this paper we present a novel packet routing protocol, called the systolic routing protocol.
Additionally, when a packet is injected into the routing machinery, neither electrooptic conversions are needed during its path from its source to the target processing node nor any collisions happen between two distinct packets. An
. Section 2 presents the structure of routing nodes and the structure of an A network. In Section 3 we introduce the systolic routing protocol. Section 4 presents the analysis of our construction. Section 5 sketches conclusions and future work.
Optical Fat Tree with Systolic Routers
We study the -dimensional structure of an of diameter § I ! P 
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denote the set of incoming links of a router at level ¦ ¥ , and !
denote the set of outgoing links of the router. A routing node can be in two states. When a routing node routes signals from inputs to outputs using mapping 8 7 @ 9 1 2 7
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i t is said to be in drop state. Respectively, when a routing node routes signals from inputs to outputs using mapping
i t is called to be in turn state. An example of a routing node at level 2 in its two possible states is presented in Figure 1 .
The basic component of routing nodes is the electrically controlled all-optical 2 c 2 switch. Switches can be implemented by LiNbOd technology [12] . We can construct a routing node of any level with edge-disjoint paths, e.g., by using the Beneš network structure [7] . The construction ensures that whatever state is applied, signals never collide. 
Construction of an Optical Fat Tree
that have an important role in routing.
4
The number of routing nodes at each level 
Feasibility of
¡ £ with Systolic Routers
The switching time of LiNbOd switches lies in the range of 10-15 ps [12] . The length of packet ( ) can be evaluated by equation % is the refraction index of fiber [12] , and is the link bandwidth. Assuming the bandwidth to be =100 Gb/s, the length of a bit in a fiber is
In order to estimate the feasibility of a 6-dimensional (having 64 processing nodes) let us assume the link bandwidth to be clock cycles for each packets. We consider the requested parameters to be reasonable and the architecture to be feasible to construct in the near future. A drawback of our construction is that the complexity of routers increases with respect to the dimension of .
Routing in Optical Fat Tree
We develop a routing algorithm for A
. The algorithm can be divided in two phases. During the initialization phase we first construct a control bit sequence that controls the system. Then the routing table is determined. The initialization phase must be executed only once when the system is set up. During the utilization of the packets are injected into the network so that they are routed level by level to the destination. In section 3.1 we present properties of routing and transitions between subtrees. Section 3.2 introduces the initialization phase of the system. Section 3.3 introduces the routing algorithm for the optical fat tree.
Properties of Routing
According to our construction an indicates that the packet using incoming link group § or § should be routed to the left or right subtree respectively. It is obvious that we can construct an -ary routing bit sequence for any source/destination pair so that it leads the packet correctly through the . To notice this, let us assume that in a bit sequence
, the¨'th bit stands for the state leading to the wrong subtree. We just substitute the initial bit sequence by AA . The meaning of this is that the packet from ¡ ! to ¡ must be routed from the leftmost incoming link group to the right subtree at the level 3 routing node, from the rightmost incoming link group to the right subtree at the level 2 routing node, and from the rightmost link to the right subtree at the level 1 routing node. Example of the routing is presented in Figure 3 .
Routers can be considered to be an interface between incoming link groups and subtrees. Let us assume that a packet has the the bit ) receives the packet from the leftmost link group § or from the rightmost link group § . Regardless of the link group used the router node should be set in turn state. Correspondence between routing bit information, transitions between link groups and subtrees, and required states is presented in Table 1 . 
Initialization Phase
In our construction injected packets carry no routing information. When a packet reaches a routing node it is routed into the left or right subtree according to the state of the router. Anyway we are able to arrange a control system so that every packet injected into the reaches its target. We will use a cyclic control bit sequence and timing of injections of packets. Table. The optical fat tree has a number of properties. Firstly, the structure of routing nodes and connections at each router level are uniform. Secondly, it is possible to determine a unique routing bit sequence for any packet from a source to the destination 
Routing Algorithm for the Optical Fat Tree
At the initialization phase each processor determines the control sequence ¤ ¥ and the routing table. This must be done when the system is set up. At the beginning of routing each processor of the has a number of packets to send. In the preprocessing phase each processor At each time step each processor sends at most one packet to the root router node along a distinct link. Since the routers realize a one-to-one mapping of the incoming links to the outgoing links, there are no collisions in the outgoing links either. The same holds inductively through all levels of the A , which means that there are no collisions in the entire network.
Analysis of Systolic Routing
In the preprocessing phase, each of the We ran some experiments to get an idea about the cost. We ran 5 simulation rounds for each occurrence using a visualizator programmed with Java [6] . Packets were randomly created and put into output buffers and the average value of the routing time over all the 5 simulation rounds were evaluated. The results are only speculative because of a 1 We use whp, with high probability to mean with probability at least § ¥ © § ! [14, 15] . The length of wires between routing nodes increases with respect to the physical space required.
