If the vendor's representative beam data (RBD) for TrueBeam linear accelerators are to be valid for use in clinical practice, the variations in the beam data used for beam modeling must be small. Although a few studies have reported the variation of the beam data of the TrueBeam machines, the numbers of machines analyzed in those studies were small. In this study, we investigated the variation in the beam data for 21 TrueBeam machines collected from 17 institutions with their agreement. In the exponential regions, the percent depth dose (PDD) values showed very small variation, <1% for all the photon energies analyzed. Similarly, the off-center ratio (OCR) values also showed small variation for all energies. In the field regions, the standard deviations of the values of dose difference (DD) between the data for each machine and the study average were <1% for field sizes ≥100 × 100 mm 2 . The maximum distance-to-agreement from the average data was <0.5 mm in the penumbra regions. The output factor (OPF) values also showed very small variation (<1%) for all energies and field sizes. Both the PDD and OCR of the average study data showed good agreement with the vendor's RBD for field sizes ≥100 × 100 mm 2 .
The number of (a) scanning and (b) nonscanning beam data sets collected for each beam type and field size. PDD, percent depth dose; OCR, off-center ratio; FFF, flattening filter-free beam; OPF, output factor. 
| INTRODUCTION
Improvements to radiotherapy treatment planning systems (TPSs) have enabled the development of advanced radiotherapy techniques such as intensity-modulated radiotherapy, 1 volumetric-modulated arc therapy, 2 and stereotactic radiotherapy. 3 Accuracy of beam modeling and in the commissioning of TPSs is essential for these procedures. 4 However, a credentialing study of radiation oncology centers in the USA reported that roughly 30% of the institutions failed to deliver the dose distribution specified in the TPS to a head and neck phantom. 5 According to the World Health Organization Radiotherapy Risk Profile, 6 approximately one-fourth of adverse events in radiotherapy are associated with the commissioning of the TPS. were based on the mean data from three TrueBeam linear accelerators at one institution, 8 and they do not contain any information about the degree of difference in the data of these three machines.
Although a few studies have reported the variation of beam data of TrueBeam machines, the numbers of machines included in these studies were small. 9, 10 We have established a working group to investigate variations in beam data collected in our country. In this study, we investigated the variation in TrueBeam beam data collected at multiple institutions and evaluated the difference between the RBD provided by the vendor and the beam data obtained in this study.
| MATERIALS AND METHODS
We collected scanning and nonscanning data for the photon beams The renormalization factors provided by Fogliata et al. 12 were used to normalize the profile of the FFF beams. To compare all OPF data at d 5 with an SSD of 95 cm, the OPF data acquired at d10 were corrected by a tissue-phantom ratio (TPR) 5, 10 of respective field sizes. The TPR data were generated by the PDD data acquired at one institution participating in this study using an OmniPro software (IBA Dosimetry).
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The dose difference (DD) and the distance-to-agreement (DTA) from the average beam data were used to investigate the variation in the collected scanning data. Because the DD values were calculated by subtracting the average data, each value represented the difference relative to d 10 of PDD or the value at the central axis of the OCR. For the PDD data, the exponential region was evaluated using the DD.
For the OCR, the field and penumbra regions were evaluated using the DD and DTA, respectively. The field region was defined as the 80% of the field size; the definition of the penumbra has been described elsewhere. 13 Standard deviations (SD) were calculated at each data point and the maximum SD value (SD MAX ) of the DD was calculated in the exponential region of the PDD or the field region of the OCR. The SD MAX of the DTA was also calculated for the penumbra regions. The PDD data were normalized according to the value of d MAX to evaluate the variation of the PDD 10 , which represents the quality of the photon beams. The RBD were also resampled with a resolution of 1 mm, and the difference between the RBD and the average data collected in this study were evaluated by calculating DD and DTA. The relative difference of each data with the average data collected in this study was calculated to investigate the variation in the OPF data, and the difference between the RBD and the average study data was also evaluated by calculating the relative difference.
3 | RESULTS , and the maximum DD values for these were <2.0% and <1.0%, respectively.
The SD MAX of the DD and the maximum DD between the RBD and the average study data are summarized in Table 2 . For all the energies, the SD MAX of the DD were <1.0%, <0.5%, <0.5%, and <0.5% , respectively. For all energies, the values of DD between the RBD and the average study data were <1.0%, <0.5%, <0.5%, and <0.5% for field sizes of 30 × 30, 100 × 100, 200 × 200, and 300 × 300 mm 2 , respectively. We also evaluated the variation in PDD 10 with normalizing data according to the peak value; for all energies and field sizes, the SD of the PDD 10 were within 0.5% (data not shown). 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 were <1.5% and 1.0%, respectively, for all energies and for field sizes of 100 × 100 and 300 × 300 mm Because the flattened region of a field as small as this is <80% of T A B L E 4 Analysis of the off-center ratio at d 10 . Results are presented as the SD MAX of the dose difference and the maximum dose difference between the vendor's RBD and the study data average. 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 , often, data are collected with phantom offsets and include an uncertainty in the mirroring process of half profiles. However, profiles collected with and without phantom offsets should match within 0.5%, 13 and this measurement for large field sizes was used for the RBD large profiles. Beyer et al. 10 reported that variations in photon beam profiles between three
TrueBeam machines were <1.0% in the low gradient area, and that the gamma pass rate was 100% for the criterion of 2.0%/1.0 mm.
Chang et al. 8 showed that the mean SD of the profiles of three differences of each data with the average study data were less than 1.0% for all energies and field sizes. Cho et al. 14 reported that the SD for the measured OPF values was always <1.0% among the linear accelerators of more than 50 institutions. Glide-Hurst et al. 9 showed that the largest coefficient of variation in the OPFs among five TrueBeam machines was 0.5%. . The red lines represent the vendor's RBD data. Abbreviations: OPF, output factor; RBD, representative beam data a diode or diamond detector, the variations will become much larger because the penumbra measured with these detectors will be much steeper than that measured with ionization chambers. 4, 15 In addition, the scanning water phantom systems used for the measurements were not the same for all institutions. However, as reported by Akino et al. 16 , the effect of the scanning phantom would be expected to be negligible. As CC13 was used to collect the source data for the RBD, including small field and FFF beam data 17 , we have to measure data by using it comparing with the RBD. Data measurement with other suitable devices, such as a smaller cavity chamber, diode, and diamond detector, might be needed for accurate commissioning of small field and FFF beam data; however, the RBD do not include these data. Furthermore, larger variations in beam profiles for small field dosimetry could be caused by machine characteristics that are based on machine design, beam generation, jaw positional accuracy, and beam focal spot size differences. 18 Although the accuracy of the multileaf col- 
