Dynamic Global Vegetation Models (DGVMs) of the terrestrial carbon and water cycle have been developed and validated at specific spatial resolutions (mostly 0.5°) but are increasingly being coupled to climate models at coarser spatial resolutions. Is this permissible? We ran the LPJ-DGVM at different spatial resolutions (0.5x0.5° to 10.0x10.0° in 0.5° intervals) to assess the robustness of terrestrial carbon and water flux simulations to changes in spatial resolution.
Introduction
Models of terrestrial biogeochemistry and vegetation dynamics are increasingly being coupled to general circulation climate models (GCMs). The uncoupled versions for these terrestrial models, Dynamic Global Vegetation Models (DGVMs), however, have commonly been developed, operated and validated at a higher spatial resolution (typically 0.5°) than is usually the case for GCMs (several degrees typically). Are the simulated terrestrial carbon and water fluxes robust against this change of spatial resolution? The answer to this question is not just relevant to the use of DGVMs in GCMs but equally to the use of vegetation models in socioeconomically and agroeconomically oriented Integrated Assessment Models (IAMs), which equally lack high spatial resolution (typically they operate on 10-20 socioeconomic regions).
Process-based Dynamic Global Vegetation Models (DGVMs) are the state-of-the-art in simulating the global terrestrial biosphere. They are applied to studying the carbon cycle [Bachelet et al., 2001; Cramer et al., 2001; Dargaville et al., 2002; House et al., 2003; Woodward and Lomas, 2004; Schaphoff et al., 2006] , the water cycle [Kucharik et al., 2000; Gerten et al., 2004; Leipprand and Gerten, 2006] and as land surface schemes in climate models [Foley et al., 1998; Cox et al., 2000; Joos et al., 2001; Dufresne et al., 2002; Brovkin et al., 2004; Krinner et al., 2005; Sitch et al., 2005; Friedlingstein et al., 2006] . DGVMs are applied at multiple spatial resolutions, ranging from 0.5x0.5° to 2.5x4.0° and beyond [Wang et al., 2004] . While the lower bound is determined by the resolution of suitable global climatological datasets, the upper bound is determined by the spatial resolution of coupled models, and/or computational requirements. If coupled to climate models, climate data may be downscaled to 0.5x0.5° resolution [e.g. Sitch et al., 2005] while DGVM output is aggregated to the climate models resolution [e.g. Foley et al., 1998 ]. Alternatively, the DGVM may be run at the spatial resolution of the climate model, avoiding up-and downscaling problems
Methods

LPJ-DGVM
The LPJ Dynamic Global Vegetation Model (LPJ-DGVM) is a coupled biogeochemicalbiogeographical process model that simulates global terrestrial vegetation and soil dynamics and the associated carbon and water fluxes [Sitch et al., 2003; Gerten et al., 2004] . For this, the processes of photosynthesis, evapotranspiration, and autotrophic and heterotrophic respiration, including the effects of soil moisture and drought stress, as well as a set of functional and allometric rules describing vegetation are implemented. Natural vegetation is represented by 10 different plant functional types (PFTs), of which 2 are herbaceous and 8 woody. Within each grid cell these may fractionally coexist. Their abundance is constrained by climatic conditions and by competition between the different PFTs for resources and space.
Vegetation structure reacts dynamically to changes in climate, including invasion of new habitats and dieback. Fire disturbance is driven by a threshold litter load and soil moisture [Thonicke et al., 2001] . Photosynthesis, respiration, and the water balance are computed at a daily time step, while carbon allocation and vegetation dynamics are computed annually. For the daily time step, daily values of temperature, precipitation, and sunshine are computed internally from monthly climate input data. The model has been extensively tested against site [Sitch et al., 2003; Cramer et al., 2004; Gerten et al., 2005; Zaehle et al., 2005] , inventory [Beer et al., 2006; Zaehle et al., 2006] , satellite [Lucht et al., 2002; Wagner et al., 2003 ], atmospheric [Scholze et al., 2003; Sitch et al., 2003] and hydrological data [Gerten et al., 2004; Gerten et al., 2005] .
Modeling protocol
We use LPJ results at the finest resolution available (0.5°x0.5°) as a benchmark to assess model results obtained at coarser spatial resolutions. For input, we use monthly data for mean temperature, precipitation, number of wet days, and sunshine hours for 1901-2003, which are based on the CRU05 observations-derived climatology [New et al., 2000; Österle et al., 2003 ], atmospheric CO 2 concentrations [Keeling and Whorf, 2003] , and soil classes derived from the FAO soil data set [Zobler, 1986; FAO, 1991] .
To generate coarser resolution data, we aggregated the 0.5°-raster data for climate and soil in 0.5° intervals to regular grids ranging from 1.0°x1.0° to 10.0°x10.0° in spatial resolution (table 1) , by averaging climate data weighted by area and using the dominant soil class. The total area simulated as land is equal for all grids by allowing for fractional areas. Atmospheric CO 2 concentrations are global values. The coarser grids can be positioned differently with respect to the finer baseline grid, which gives rise to a number of alternative aggregation schemes for each coarse resolution. We computed all possible alternatives for the resolutions 1.0° to 5.0° and one out of four alternatives for the regular grids of 5.5° to 10.0°, by shifting the grid 1° in latitudinal and/or longitudinal direction. Besides the regular resolutions of 1.0° to 10.0°, we also consider the 3.75°x2.5° resolution used by a number of climate models and by Joos et al. [2001] , also in all alternative grid positions.
Results
The aggregation of data to coarser grids leads to a quadratic decrease in the number of grid cells and thus in computation time (table 1) 
Global values
The deviation from the benchmark values increases linearly with increasing coarseness. The slope of this increase is small (less than 1.5% per degree). Only the deviation of the net ecosystem exchange (NEE; here defined as soil respiration + fire emissions -net primary production (NPP)) does not increase strictly with coarseness but still displays a gentle linear trend. Figure 1 shows the deviation in percent of the benchmark value for selected model results. Annual runoff shows the largest deviations from the benchmark of all variables investigated (up to 14.2 percent at the coarsest resolution) and NEE the smallest (not more than 4.6 percent even for the coarsest resolution). The error bars in figure 1 show the standard deviation of the model results due to differences in grid positioning. It increases with cell size.
For annual transpiration, interception, and runoff the grid position is of minor importance while it significantly affects the variation of deviations in NEE and fire emissions. Table 2 summarizes the slope of linear regression lines to the deviations from the benchmark and their coefficients of determination for each parameter; the intercept is zero in all cases. The small slopes (less than 1.5% per degree) indicate that simulation results are only slightly scaled with resolution. Large coefficients of determination (R²) show that this scaling is strongly linear and that there are no qualitative shifts between different resolutions.
Spatial patterns
We compare values in each 0.5° grid cell of the benchmark run with their coarser-scale representatives in order to determine the effects of spatial resolution on the spatial pattern of deviations in each parameter. As shown exemplarily for annual transpiration in figure 2, the deviation from the benchmark is mostly distributed evenly in space (see also supplementary figures S1-S4 for maps of other variables). However, in areas with strong environmental gradients (i.e. borders of mountains, deserts etc.), coarser grid cells can differ substantially from the benchmark value. In these cases, substantially different temperature and/or precipitation values are averaged, canceling out extreme values. Thresholds for plant performance or existence may thus no longer be a factor in the aggregated climate data, with effects on the carbon and water cycles. With increasing coarseness of the grid, the number of these ill-represented cells increases and streaky latitudinal patterns emerge and become more prominent. These patterns derive from an overestimation of values at the coarser grid cell's sides towards the poles and an underestimation at the coarser grid cell's side that is pointing to the equator (or vice versa, depending on the parameter). Histograms of the deviation from the benchmark values show a bias towards enhanced plant performance, or a greener terrestrial biosphere (larger carbon uptake/pools, more evapotranspiration and interception, less runoff) that emerges and increases with coarseness of the grid (see figure 3 for an exemplary histogram of annual runoff and supplementary figures S5-S7). Table 3 
Temporal dynamics
The temporal dynamics of model results are hardly affected by the grid's resolution. The 
Discussion
We find that overall, model results are surprisingly robust against changes in spatial resolutions from 0.5° to 10°. They show a persistent linear trend with larger deviations at larger resolutions, but the slope is small. There are no climate input data available at finer spatial resolutions than 0.5°, inhibiting an exploration of this trend at finer resolutions. The 0.5° grid is often used in DGVM studies -but for historical and not scientific reasons. This is also demonstrated here: The 0.5° resolution does not differ qualitatively from coarser resolutions. Utilizing the 0.5° grid as a benchmark may thus be debatable but can be justified by the extensive validation of LPJ, the DGVM used here, at this spatial resolution.
There are two major possible explanations for the weak influence of spatial resolution on DGVM results: First, the 0.5° resolution may already be too coarse to account for relevant effects of spatial heterogeneity. The climate data set used, as the main driver of the model, is interpolated from point measurements to the 0.5° grid. Thus, spatial climate patterns may be artificially smoothed and can therefore be aggregated to coarser resolutions without substantial information loss. Second, LPJ here considers, as most DGVM do at the global scale, the state of natural vegetation. Woodward and Lomas [2001] demonstrated that differences in land-cover type at the km-scale affect the biogeophysical interaction between vegetation and the atmosphere. Assuming potential natural vegetation, forests are the dominant land-cover types, while grasslands, savannas, and deserts only exist under specific climate conditions. Along the borders between these land-cover types (e.g. Sahara desert, mountain ranges), we also observe larger effects of spatial resolution on the carbon and water cycles (see figure 2 and supplementary figures S1-S4).
Despite the weak impact of spatial resolution at the global level, differences between the benchmark run at 0.5° resolution and simulations at coarser grids occur. The deviation of the global values only partially reflect the deviations at grid cell level, since these include both negative and positive deviations and are largely compensated in the global values. Streaky patterns for example emerge and grow at coarser spatial resolutions. They reflect the importance of solar radiation, which is computed as a function of latitude for cell centers in our model. Within a coarse cell, the insolation of the cell's center is used for the entire grid cell, leading to over-and underestimated insolation values at its borders. However, such finerscale deviations are compensated overall within each coarser grid cell.
On the other hand, averaging within a coarse grid cell of extreme climatic conditions that are unfavorable for vegetation growth, such as aridity, with less extreme conditions in neighboring areas increases total vegetation growth at the coarse scale. Averaging the opposite extreme, in this case high humidity, with less extreme neighboring cells, does not normally compensate for this effect within each coarse grid cell. As a consequence, the terrestrial biosphere becomes "greener" or more productive at coarser spatial resolutions.
Model results at coarser spatial resolutions can therefore not necessarily be interpreted locally or regionally but need to be carefully analyzed with respect to the softening of extremes in the process of spatial aggregation.
The temporal dynamics of model results are barely affected by grid coarseness. Hence, model results may need some scaling to match, for example, observed values, but their reaction to climatic fluctuations -and thus their interannual variation -remain largely unaffected.
Coupling DGVMs to climate or other models is therefore not problematic in this respect.
We here studied biogeochemical cycles only and cannot judge the effects of grid coarseness on biophysical parameters such as on albedo and energy fluxes. These may well be affected by grid coarseness in coupled DGVM-climate model applications, causing additional feedbacks on biogeochemical cycles. Systematic testing of these effects would require a coupled climate-vegetation model that can be run at fine spatial resolution (see Woodward and Lomas [2001] , for an example at the km-scale).
Based on these results, the choice of a spatial resolution suitable for a specific DGVM application is not straightforward. There is no threshold resolution above which model results begin to markedly deviate from the benchmark values. Overall, the uncertainty present in recently published estimates for carbon fluxes [Schimel et al., 2001; Bopp et al., 2002; Plattner et al., 2002] and pools [Post et al., 1982; Olson et al., 1985; Eswaran et al., 1993; Batjes, 1996; WBGU, 1998; Saugier et al., 2001 ] is with error ranges of up to 50 percent significantly larger than the deviations found here due to grid coarseness, rendering coarse- Our study does not investigate whether the benchmark simulation is accurate in comparison to data. Rather, we investigated whether results depend on spatial resolution. The model we used was the LPJ DGVM but processes in most DGVMs are implemented in a broadly similar manner [Foley et al., 1996; Brovkin et al., 1997; Friend and White, 2000; Cox, 2001; Sitch et al., 2003; Woodward and Lomas, 2004; Krinner et al., 2005] ; see also Cramer et al. [2001] and Le Toan et al. [2004] . It is therefore reasonable to assume that our findings will hold for other DGVMs as well.
Conclusions
The spatial resolution of DGVM simulations can be much reduced for specific global applications since model results are largely robust to changes in spatial resolution, with deviations from a full-resolution run of less than 5 percent in most variables even for very coarse resolutions. However, specific cells and areas with strong environmental gradients cannot be represented well at coarser resolutions. Coupling of DGVMs to models that operate a coarser grids, such as climate models, is unproblematic with respect to the temporal dynamics of DGVMs, which are mainly unaffected by spatial resolution. Especially applications with a focus on regional/local criteria need to balance the error in the representation of single cells and gradients with the benefits of coarser grids such as reduced computational demands. Irregular spatial grids should be explored for the best trade off between computation time and spatial accuracy. 
