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ABSTRACT 
The finite temperature range of most biol.ogical activity cannot 
easily be explained by simple chemical kinetics. This thesis 
investigates the proposition that temperature-induced changes in the 
physical properties of membranes affect their permeability, membrane 
transport and the activity of membrane-bound enzymes. In particular 
this principle is suggested as one of the factors involved in the low 
survival and growth rates of chilling~sensitive plants at low 
temperatures. Other environmental factors are involved of course, and 
the interaction of temperature and irradiance is also investigated. 
To analyse this complex system, one needs to perform whole plant 
experiments to determine physiological response to environmental 
conditions; to postulate models for many of the molecular processes 
and investigate their statistical mechanics; to consider the physics 
and mechanics of lipid bilayer membranes and to measure some of their 
properties; and to understand an enormous quantity of biochemistry. 
All but the last are attempted. 
Chapter 1 introduces the basic concepts and reviews some of the 
literature on bilayer lipid membranes. 
In Chapter 2 the broad problem of the temperature dependence of 
enzyme activity is posed and several general -mechanisms are proposed 
whereby physical changes in membrane lipids may affect this activity. 
In Chapter 3 whole plant growth experiments are reported and a 
currently popular theory of chilling injury is reassessed. 
Chapter 4 reports the interaction of temperature and irradiance 
on one key activity, the production of chlorophyll. 
Chapter S returns to theory. Since lateral compressibility has 
. 
1X 
been implicated by several researchers in both the activity of enzymes 
and trans-membrane transport, this property is investigated 
thermodynamically. 
Chapter 6 continues the physical analysis of the mechanics of 
bilayers to examine the applicability of the concepts of elasticity 
and surface free energy of formation. 
Chapter 7 returns to experiments which resolve the dilemma posed 
1n Chapter 6 for the case of the bilayer formed on a septum. Such a 
system displays a surface free energy of formation. 
In Chapter 8 are examined some physical properties of a model 
membrane containing two species of lipids which interact with 
intrinsic proteins. These prope~ties are related to enzyme activity. 
Appendix 1 applies the theory of membrane packing geometry 
(subsumed throughout the thesis) to the case of the transition between 
the ornate geometry of the prolamellar body and the thylakoid larnellae. 
Appendix 2 discusses the basis of Arrhenius' law and the 
application of Boltzmann statistics to some models of enzyme kinetics. 
Appendix 3 develops some statistical tools used in Chapter 3. 
Appendix 4 describes in detail the compressibility calculations 
used 1n Chapter 5. 
In Appendix 5 it is demonstrated that finite domains are not 
formed in the coexistence range of temperature in an uncharged lipid 
bilayer. 
Appendices 6 and 7 describe the design of some equipment 
developed for use in the experimental chapters. 
Appendix 8 is a paper describing the relative contrast 
sensitivity of eagle and human. Its only relation to the rest of this 
thesis is that it was written while I was undertaking this Ph.D. 
I I 
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CONVENTIONS 
The S.I. is adopted for units throughout. For users of .c.g.s. a 
useful conversion for use in Chapters 5, 6 and 7 is that 1 mN.m- 1 = 
1 dyne/cm. Wherever the symbol Tis used it denotes the thermodynamic 
temperature, however temperatures are_ given in ° C in experimental 
sections, and for comparison with experimental values. Chemical 
quantities are given per molecule, rather than per mole; and energies 
per molecule are often expressed as their ratio to the thermal energy: 
1 kCal/Mole corresponds to 1.69 kT per molecule at 300 K where k is 
Boltzmann's constant. 
The convention used for the definition of statistical mechanical 
quantities is that used by Landau and Lifshitz (1969] whereunder the 
chemical potentials of molecules in chemical equilibrium are equal, 
and the free energy of a system is changed by an amount equal to the 
amount of work done on it. 
References are listed in alphabetical order at the end of each 
chapter. Since several appendices are somewhat self-contained 
(especially those adapted from papers published, or in preparation), 
references also follow some of the appendices. 
SYMBOLS USED 
A the area of a bilayer, and: 
the pre-exponential factor 1n Arrhenius' law 
a area per lipid molecule in the plane of the membrane 
B a temperature independent constant in Arrhenius' law 
b the radius of a hole in a septum 
D the optical density 
E an energy 
e the base for natural logarithms 
G the free energy of a system 
g the free energy per molecule 
H enthalpy 
H* enthalpy of activation 
h Planck's constant 
. 
1. current 
K an elastic constant 
K a dissociation constant 
k 
k 
a 
Boltzmann's 
the elastic 
constant 
modulus of area of 
L a number defined in Appendix 5 
a membrane 
m a number of states in Chapter 2, and: 
the mass of a lipid molecule in Appendix 
N a number of molecules, usually, but 
a number of lines in Chapter 3 
n a number of states 
n' the number density of molecules 
P bulk pressure 
p a number of points 
Q a ratio of areas 
5 
q the number of points defined in Appendix 3 
R a reaction rate 
r a radius 
S entropy 
S* entropy of activation 
T the (thermodynamic) temperature 
T a critical or transition temperature 
C 
T* a temperature defined in Chapter 8 
u the order parameter in the theory of Owicki et al. 
V displaced volume 
v electric potential 
W a constant in the Landau-de Gennes expansion of g 
X a number fraction of a system 
x a number fraction 1n one phase of a system 
Y a constant in the Landau-de Gennes expansion of g 
Z a constant in the Landau-de Gennes expansion of g 
Xl 
xii 
a. a "quantum area" defined in Appendix 5 
y surface energy per unit area, or surface tension 
~ the change 1n 
e: an en e_r gy 
n the order parameter in Marcelja's theory (Chapter 8) and 
the number density of an ideal gas (Appendix 5) 
a half the angle subtended by the membrane (in Chapter 7) 
K lateral compressibility 
A the decay length of order 1n a bilayer 
µ the chemical potential of a molecule 
µ 0 the reference free energy of a molecule 
IT the lateral pressure 
p the density of domains (Appendix 5) 
To every problem, however complicated, there is 
a simple, elegant solution which one will discover 
if one looks hard enough~ This solution will turn 
out to be wrong. 
Rothchild's rule; 
part of the folklore of science. 
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CHAPTER 1 
BIOLOGICAL MEMBRANES - AN INTRODUCTION 
A membrane is a thin film separating two fluid, essentially 
aqueous compartments. Since the two compartments normally have 
different composition, the most profound function of a membrane is to 
prohibit or limit their mixing - or actively maintain the 
compositional asymmetry. Further, potential energy is stored in the 
form of concentration and electrostatic potential differences 
[Mitchell 1966; Hinkle and McCarty 1978] existing across cellular 
and intracellular membranes, as is -neural information. Thus the 
mechanical energy available from muscles and the information from a 
brain exist -in the controlled permeability and biochemical activity o.f 
membranes. Without this energy storage, and the storage and 
partitioning capability of membranes, we are an homogeneous o_rganic 
soup. 
There are two great steps in the evolutionary origin of life: 
the development of automatically self-replicating macromolecules, and 
the formation of a membrane to include required nutrients and exclude 
the rest - to separate the livi_ng from the non-living [Hargreaves et 
al. 1977]. 
As well as opposing mixing , membranes actively demix, i.e. 
produce highly specific concentration gradients (at the expense of 
energy, of course). So an enormous variety of the cell's chemical 
machinery is embedded in the thin wall of this tank separating 
products from reagents. The two most chemically active organelles are 
the energy transduci~g mitochondrion and the solar energy capturing 
chloroplast. Significantly, these organelles comprise little more 
than stacks of membranes. (Membrane structures in the chloroplast are 
examined in Appendix 1.) 
Through their membranes do cells interact - exchanging molecules 
which fit receptor sites on the cell membrane, or, in the important 
2 
case . of nerve cells, conducting along that membrane information coded 
in voltage spikes and passing it from cell to cell at synapses-regions 
where two cell membranes are in close proximity. 
Membranes are crucial to life, and germane to the understanding 
of a · great range of biological processes. It will be proposed in this 
thesis that life in general requires of membranes such a stri~gent set 
of properties that the specifications can only be met under certain 
narrow environmental conditions of pressure and electrolyte 
concentrations, and only over a finite range · of temperatures. The 
study of these properties is clearly important. 
1.1 MEMBRANES - LIPIDS AND PROTEINS 
Overton [1899] inferred that, since the rate of permeaiion of 
many substances through cellular membranes and through lipids were 
similar, lipids could constitute an important functional part of such 
membranes. Langmuir [1917] studied the formation of monomolecular 
layers of lipids at the interface of air and water. In such layers 
the molecules align with their polar or hydrophilic "heads" towards 
the aqueous phase and their non-polar or hydrophobic hydrocarbon 
"tails" towards the non-polar phase (air). Thus, from the observation 
that lipids from the membranes of erythrocytes could form a monolayer 
roughly twice the area of the membrane, Gorter and Grendel [1925] 
concluded that erythrocyte membranes included a bilayer of lipid 
molecules. In such a bilayer the tails of two monolayers adjoin, and 
the heads face the two aqueous phases thus separated. 
Danielli and Davson [1935] conceptually attached globular 
proteins to such a monolayer, and since then different models have 
been proposed for the way lipids and proteins assemble to form a 
bilayer [reviewed for example by Ti Tien 1974]. Various experimental 
developments led Singer and Nicholson to propose in 1972 a picture of 
membranes as a "fluid mosaic" of lipids and proteins, with the lipid 
molecules more or less oriented normal to the membrane, but free to 
move in the plane of the membrane. With modifications [e.B. 
Israelachvili 1977] this picture is overwhelmingly accepted. A 
representation of such a membrane is shown in Fig. 1.1. 
The chemical properties of lipids are sometimes important 
(particularly e.g. chlorophyll), but in this thesis I am principally 
concerned with their physical properties. Membrane proteins however 
include most of a cell's enzymes - the organic catalysts by whose 
_agencies do biological reactions acquire their remarkable efficiency 
and specificity. The provision of a membrane environment necessary 
for the chemical processes of a cell enhances the importance of 
membranes and allows the physical properties of membrane lipids to 
affe~t cellular physiological processes. 
3 
Lipids are relatively simple biological molecules and their 
interactions (in particular that interaction which forms bilayers) 
have been well studied [see review ·by Papahadjopoulos 1973]; however, 
this is less true of proteins. Proteins are much more complicated 
molecules whose structures are generally not known. How do they 
become integral units in a membrane? 
A protein is a long and often intricately folded polypeptide 
chain. Different peptide groups (some hydrophobic, some hydrophilic) 
are arranged sequentially to give the primary structure of the protein. 
This long chain can coil to form local structures - for instance 
helices - which are called its secondary structure. The resultant 
lumped and coiled chain is then "folded up" (relatively compactly) to 
form its tertiary structure [see e.g. Levitt 1976]. We must assume 
[Israelachvili 1977] that intrinsic membrane-spanning globular 
proteins are so constructed in their primary, secondary and tertiary 
structures that they expose a largely hydrophobic band, about 4 nm 
wide, and are elsewhere on the surface largely hydrophilic in order to 
explain their ready incorporation into the lipid bilayer. (The 
tertiary structure may even be "hollow" or toroidal and thus create a 
hydrophi 1 ic channel through the membrane.) Alternative tertiary 
structures are possible, and it may be that some proteins, when 
removed from the membrane into aqueous solution reconform to replace 
their hydrophobic surface with more hydrophilic groups, or that 
protei~ reconformations are induced by changes in the properties of 
the bilayer lipids. 
~ 
Figure 1.1: The fluid mosaic model of the membrane, including several features 
discussed by Israelachvili [1977] (reproduced by permission of the author). 
+::. 
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There is direct evidence that the physical state of the lipids 1n 
membranes affects transport across the membrane - permeability of 
E. coli membranes to sugar has been observed to increase at or near 
the mel ti_ng transition of the lipids by Linden et al. [ 1973], and Wu 
and McConnell [1973] have shown that valinomycin-mediated potassium 
conductivity is increased over the phase-separation r .egion of lipids 
in an artificial membrane. (Further references and discussion in 
Chapters 5 and 8.) There is also direct evidence that the interaction 
between intrinsic membrane proteins and membrane lipids affects the 
fluidity of the latter [ e .. g. Jost et al. 1973] and alters the nature 
of the lipid melting phase transition [Papahadjopoulos et al. 1975]. 
Less direct, but still I believe convincing, is evidence for the 
proposition that the physical state of the surrounding lipids affects 
the activity of membrane bound enzymes [Thilo et al. 1977; Overath et 
al. 1976]; it is already well established that the presence of lipids 
is required .for the activity of many enzymes [e.g. Jacobs et al. 1967]. 
It will be argued 1n this thesis (Chapters 2, 3 and 8) that the 
temperature dependence of the physical properties of membrane lipids 
and of their interaction with membrane bound enzymes is in part 
responsible for the temperature dependence of biological reaction 
rates and therefore physiological processes and even survival of 
o_rganisms. 
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CHAPTER 2 
THE EFFECT OF LOW TEMPERATURE ON PLANTS 
IS THE MEMBRANE INVOLVED? 
7 
While some aspects of the temperature dependence of biological 
processes are applicable to both plants and animals, the dependence on 
temperature of the growth rates and ability to survive of plants are 
of particular practical interest.* A spectacular example is the cold 
resistance of wheat: were the temperature of the northern hemisphere 
to fall, then so would the maximum latitude at which this vital crop 
can be grown, and the consequent severe reduction in the Canadian and 
Russian wheat harvests would have serious global consequences. Even a 
modest improvement in low temperature growth or survival rates of this 
crop would make a la.rge increase in the world's annual supply of food. 
Less dramatically this is true of all crops, and temperature remains 
one of the major environmental limitations to the world's agricultural 
productivity. 
There are two basically different ways in which plants are 
damaged by low temperature. The first is freezing d(JJTlage: the 
formation o·f ice crystals in the tissues may rupture membranes either 
directly or, more usually, osmotically, by concentrating the unfrozen 
aqueous solutions in the cell [Steponkus 1979]. The second is 
chilling damage, which cannot be so quickly explained. Many species 
of plants die at chilling temperatures - i.e. 0-15 °C - and the only 
fundamental explanations offered for this are (a) some vital process 
stops at low temperature, or (b) a metabolic imbalance obtains at low 
temperature - the rate of use a vital substance exceeds its production, 
* With the exception of fish, tho se animals whose growth and 
survival evokes a commercial interest are generally homeotherms, so it 
is their gross physiological, rather than biochemical, response to low 
temperatures that is of practical interest. However, the productivity 
of commercial livestock is in many cases dependent on the cold 
tolerance of fodder crops. 
or the rate of production of a toxic ' substance exceeds its removal. 
Though the symptoms and causes of chilling damage are various [Lyons 
1973; Slack, Roughan and Bassett 1974; and Wr.ight and Simon 1973] 
8 
the event usually associated with irreversible tissue damage is a 
substantial increase in membrane permeability [Murata and Tatsumi 1979; 
· Christiansen 1979] or, as in freezing injury, lysing of the membrane 
[Yoshida et al. 1979]. (Plants may also die or incur inJury at sub-
zero temperatures by the mechanism of chilling damage rather than that 
of freezi.ng darn.age, that is, the membrane might be lysed by the 
products of metabolic imbalance rather than by ice formation, but this 
distinction is rarely made.) Some examples of commercially important 
chilling-sensitive plants are: corn, sorghum, sugar cane, sweet 
potato, capsicum, tomatoes and citrus fruits. Their low survival rate 
at low temperatures produces such important economic consequences as 
occasional total crop failure [McWilliam 1979], reduced yield [Downes 
and Marshall 1971] or damaged and unsaleable products [Lyons 1973]. A 
further characteristic of such crops which limits their bounty is an 
unexpectedly low growth rate at low but not fatal temperatures [Evans 
et al. 1964; . Ivory and Whiteman 1978a] . In this chapter will be 
discussed the possible molecular mechanisms which may produce both 
these characteristics. 
A metabolic imbalance can be caused by the differentially 
temperature-dependent rates of competing reactions. An obviously 
important example of this is the photo-destruction and production of 
chlorophyll. The former has a rate which is principally dependent on 
light intensity only, while the latter has a rate which decreases 
markedly with temperature. At a given light intensity there is some 
minimum temperature at which a plant can achieve a net positive 
production of chlorophyll, "green up" and grow (discussed more fully 
in Chapter 4). This is not the whole answer: non-chlorophyllous 
tissue such as fruit can shO\v chilling damage [Lyons 1973], for 
example. Further, many other environmental conditions affect the 
injury and survival rate of plants: humidity [Wright and Simon 1973], 
starch accumulation [West 1973], "hardening" (i.e. pretreatment to lo\v 
temperatures) [Guinn 1971] and the difference between day and night 
temperatures [Ivory and Whiteman 1978b]. These and other 
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considerations are discussed 1n depth by Bagnall [1979]. 
Consequently, there 1s no single temperature above which some 
species always lives and below which it always dies. Nevertheless, 
for a given set of conditions there is a narrow temperature range over 
which growth rates - and chilling dam_age rates - change dramatically. 
Further, individual biol_ogical reactions, as wel 1 as gross 
physiological processes, show this dramatic temperature dependence: a 
reaction whose rate may decrease by one order of magnitude from 40 °C 
to 10 °C decreases by many orders of magnitude from 10 °C to 5 °C 
[e.g. Nolan and Smillie 1977] . clearly something more complicated than 
can be described by simple reaction kinetics of chemical reactions. 
(One of the simplest laws of reaction kinetics is that of Arrhenius. 
Since many descriptions of biological activities involve embellish-
ments on Arrhenius' law, a derivation of this law and some of its 
consequences is presented in Appendix 2.) 
Sharpe and De Michelle [1977] addressed the problem by extending 
the model of Johnson et al. [1942]. They assign to the enzyme low 
temperature inactive, medium temperature active, and high temperature 
inactive states into which enzyme molecules partition according to 
Boltzmann statistics. This is pictured in Fig. 2.1, where then and 
nm equivalent states at each energy level account for the "entropy of 
activation" necessary to produce the large temperature dependence. 
Sharpe and De Michelle do not suggest how these states might arise. 
In order to produce the rather abrupt temperature dependence in the 
biological measurements to which they fitted their model, Sharpe and 
De Michelle used extremely large values for the energy of activation 
(typically 100 kcal/mole, or 160 times the thermal energy) and entropy 
of activation (typically ±200 cal/mole/K, i.e. n and mare of the 
order of 10 43 ). This example is discussed in more detail in Appendix 
2. Further, the number of adjustable parameters in this model is at 
least six, and so its success in fittin g sets of rather undemanding 
biological data (most sets fitted have only six to eight points) can-
not be construed as support for this theory. When a many parameter 
model requires improbably large values for all of its parameters, it 
must be considered critically. 
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Fig. 2.1. 
Other authors have employed temperature dependent conformational 
changes in enzymes to explain the phenomenon of low temperature 
sensitivity [Brandts 1967; Graham 1979b] but these theories are not 
quantitative, and it is difficult to see how they could produce the 
extreme change in temperature dependence required of them without 
invoking co-operative processes such as phase transitions. 
Crozier [1926] proposed that, for some physiological processes, 
different master-reactions or rate-limiting steps governed the overall 
rate in different temperature ranges. Here also unrealistic kinetic 
parameters are required: briefly, in order to produce a rapid change-
over with temperature from the domain of one rate-limiting reaction to 
that of another, the activation energies must be very different, but 
--
the experimental data indicate that these energies are not very 
different (this is discussed in Johnson et al. [1954]). 
2.1 THE ROLE OF MEMBRANE LIPID FLUIDITY 
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The transitions between different physical phases of substances 
are often abrupt and this suggested to Raison and Lyons [1970] the 
possibility that the physical state (solid or fluid) of the lipids of 
cell and organelle membranes determined the activity of the enzymes 
embedded therein - just as the "activity" of a fish would depend on 
the physical phase (solid or liquid) of the surrounding water. Many 
enzymes are rendered inactive, or less active, by the removal of their 
lipid environment [e.g. Jacobs et al. 1967] or by its replacement by 
stronger surfactants, and this made· the hypothesis even more reason-
able. They and other researchers have discovered that many species 
have membrane lipids of such a composition that they freeze over a 
range of temperatures corresponding roughly to the temperatures in 
which the species lives [Lyons and Asmundsen 1965; Williams and 
Chapman 1970; Shimshick and McConnell 1973]. There is also evidence 
that the adaption to low or high temperatures by an organism involves 
increasing or decreasing respectively the fraction -of low melting 
point lipids [Gerloff et al. 1966; Kuiper 1970; Willemot 1975; 
Paton et al. 1978; and Raison et al. 1980], though other workers find 
that this does not happen in some species [De la Roche and Andrews 
1973; Siminovitch et al. 1975]. On the whole, the coincidence of the 
range of temperatures in which the membrane lipids of an organism 
might be expected to phase separate and the range of temperature in 
which it lives strongly suggests that the physical properties of 
membrane lipids and biological activity are interdependent. 
As mentioned in the previous chapter, there is direct evidence 
that membrane transport depends on the physical state of the lipids, 
and the relative simplicity of the phenomenon admits of immediate 
theoretical analysis, as will be undertaken in Chapters 5 and 8. The 
hypothesis of Raison and Lyons involves a more complicated phenomenon, 
and the evidence in its favour, however extensive, is indirect and 
........ 
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corroborative, and does not exclude the possibility that different 
molecular mechanisms are operating. Further, it has been suggested 
that some applications or corollaries of this hypothesis are wrong 
(see Chapter 3 and Appendix 3 as well as the discussions in Graham 
[1979a] and B_agnal 1 [1979]) . The various possible mechanisms for the 
effect of lipid condition on enzyme activity had not been listed 
before Wolfe [1978] and an examination of these mechanisms must be 
undertaken before it can be decided whether the temperature dependent 
changes in lipid fluidity and enzymatic activity are related as cause 
and effect, or produced by the same cause, or merely coincidence. 
2.2 MEMBRANE DEFORMABILITY 
A large molecule, such as an enzyme, embedded in a fluid bilayer 
can undergo slight changes in shape and thereby deform the adjacent 
lipids. The operation of some enzymes involves their changing from 
one conformation to another, slightly different, and back again 
[Koshland 1973]. Thus the activity of such an enzyme requires that 
the adjacent lipids in the membrane be deformable. Consequently, the 
value of the activation free energy will depend in part on the lateral 
compressibility of the bilayer (this is discussed in Chapter 8). 
Further, the lipids, while fluid, can distort to pack around an 
irregularly shaped protein (within limits). Once the lipids freeze, 
their tails will straighten out and thus tend to impose straight sides 
on the hydrophobic region of adjacent proteins. A conformational 
change may thus be induced, or the enzyme may be displaced relative to 
the bilayer [Borochov and Shinitzky 1976]. Brownian motion of enzymes 
has also been implicated in their activity (Junge 1972] - an effect 
which is clearly dependent on the surrounding lipid medium. 
2.3 AMPHIPHILIC PROPERTIES 
The bilayer has a hydrophobic zone sandwiched bet,veen two 
hydrophilic zones. A protein which when dissolved in water exposes 
its hydrophilic groups, must, to become. an intrinsic protein, lessen 
its surface energy by reconfiguring to expose a more hydrophobic 
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surface to the tails in the bilayer. ' If the protein protrudes on both 
sides then it must be circled by a largely hydrophobic band, about 
3-5 nm wide. In the frozen bilayer the lipids pack closer together 
than when in the fluid state [Marsh 1974]. Thus, in addition to (but 
related to) the different "straightening" effect discussed above, the 
frozen and fluid phases will have hydrophobic regions of different 
thickness. Where both phases exist at the same time (i.e. in a phase 
separation) a protruding protein molecule will preferentially dissolve 
in one phase or other (depending on the width of its hydrophobic band) 
[Chen and Hubbell 1973; Overath, Thilo and Trauble 1976]. If forced 
to remain in the unfavourable phase the resultant stress may cause the 
protein to change shape. This is discussed by Coster [1979]. 
2.4 SURFACE CHARGES AND DIPOLES ON- MEMBRANES 
Many biological lipids dissociate, leaving the head group 
negatively charged. This surface charge causes an electric field 1n 
the solution near the membrane, and, if the membrane is asymmetric or 
if there is a trans-membrane potential, in the hydrophobic region also 
[McLaughlin, Szabo and Eisenman 1971; Nelson, Colonomis and 
McQuarrie 1975]. 
These fields are very strong (~ 10 7 Vm- 1 - the same order as the 
dielectric breakdown field) and therefore a small fractional change is 
still a large absolute change in field strength. 
As a result of the negative surface charge, an excess of positive 
ions approaches the membrane, and the density of cations increases 
from its bulk value to a much higher value in the layer in contact 
with the membranes [e.g. Verwey and Overbeek 1948]. Further, any 
amphiliphic head group which is not charged must be dipolar, or 
zwitterionic, or able to hydrogen-bond with water* (e.g. cholesterol). 
It is this that makes the head groups hydrophilic. So there will be a 
dipolar field near the membrane surface as well. 
* Non-rando~ alignment of water molecules alone can produce a 
dipolar field, an example of which exists at the air-water interface. 
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-In the solid-like phase, the lipids pack more closely together 
and so the surface density of both charges and dipoles will be greater 
than in the fluid-like phase [Trauble et al. 1976]. The larger 
negative surface charge density will cause a larger field in the 
aqueous solution and a la_rger cation concentration. (This relation-
ship is reversible and the temperature at which the phase separation 
begins or ends can be altered by changing the pH or ion concentration 
[Haller and Freiser 1976].) It will also change the field inside the 
membrane and thus cause some counter-ions to traverse the membrane to 
maintain the same net membrane potential. 
A protein molecule has many charged and dipolar groups and its 
conformation will depend upon the interactions between these groups 
with each other and with any externally applied fields. The change 1n 
surface charge density associated with lipid freezing will change this 
applied field. In addition, the local increase in cation 
concentration will more effectively shield negative groups and will 
change the dissociation equilibria so that there are fewer negative 
charges. 
The freezing of the membrane lipids can thus change both the 
shape and state of ionization of membrane-bound proteins and thus 
their activation energies. 
2 .. 5 WATER ORDERING 
The difference between a solid and a liquid is that the former is 
more "ordered" - its molecules vary little in p9sition and orientation 
compared with those of the latter. The motional order parameter is a 
convenient way of expressing the degree of molecular motion, and takes 
on values bet\veen one (for a rigid molecule) and zero (for rapid 
isotropic tumbl ing) . 
Water molecules are dipol ar and thus in the presence of a strong 
electric field will experience different molecular ordering from those 
in the bulk state [Hasted 1973]. Thus an ordered state is observed 
near interfaces several tens of degrees above the bulk freezing 
........ 
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temperature [Clifford 1975]. In this quasi-crystalline state the 
water molecules have a different spacing and orientation, and a 
mobility, from those in bulk water [Chapman and McLaughlan 1967], and 
this may extend a nanometer or more beyond the head groups [Drost-
Hansen 1973]. 
Many solute molecules in water find themselves trapped within 
what is known as a clathrate cage [Davidson 1973] - a complicated 
quasi-static framework of water molecules which leaves no hydrogen 
bonds exposed. The protruding regions of an intrinsic protein will in 
part be surrounded by such a dynamic structure [Brandts 1967] whose 
configuration will in part be determined by the exposed hydrophobic 
and hydrophilic areas and the placements of sites for hydrogen bonding 
between the protein and the water structure [Hagler and Moult 1978]. 
Highly ordered water molecules also . occur within the tertiary or 
quaternary structures of proteins and play an important role in 
holding it together [Hagler and Moult 1978]. 
The clathrate cages at membrane surfaces will be partly 
determined by the local electric field and ion concentration, and 
therefore may be altered by a change in the surface density of lipid 
head groups [Forslind and Kjellander 1975; Drost-Hansen 1973]. Thus 
a protein may be stressed into a new configuration by the change in 
spacing and orientation of hydrogen bonds with water as a result of 
lipid freezing. 
Thus, four of the physical properties of the environment of 
membrane proteins (the deformability and geometry of the bilayer, the 
electric field and the "structure" of water) are temperature dependent, 
and since conformation is affected by these properties, this will be 
temperature dependent too (see Fig. 2.2). 
2.6 PHASE TRANSITIONS AND SEPARATIONS 
A bilayer made of one speci es of lipid only and containing no 
protein, will, over a small range of temperature, change its molecular 
mobility drastically from a two-dimensional fluid to a solid-like 
Fig. 
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state - that is, it will closely approximate a first-order phase 
transition. The temperature at which this occurs will depend on the 
salt and hydrogen ion concentration of the aqueous phase [Jacobs-on and 
Papahadjopoulos 1975; Tr~uble et al. 1976], the transverse and 
lateral pressure [Hui et al. 1975], and the curvature of the bilayer. 
The bilayer in a membrane is, regrettably, rather more complex 
[Lyons, Wheaton and Pratt 1964]. When different miscible species of 
lipids with different transition temperatures are mixed, the bilayer 
does not suddenly freeze at a particular temperature [Reisman 1970]. 
Its behaviour is usually represented on a phase diagram (see Fig. 2.3). 
As the temperature of a mixture of some composition is gradually 
lowered, it separates into domains of different composition. Thus, 
small regions of the frozen state, with a high concentration of the 
higher melting point component appear in the otherwise fluid bilayer 
[see e.g. Rushbrooke 1949; Shimshick and McConnell 1973; Lee 1977]. 
If the components are miscible in the solid phase, these increase in 
size (and composition approaches that of the original mixture) as the 
temperature continues to fall until eventually, on the solidus curve, 
the whole bilayer is frozen. The situation with more than two 
components is more complicated [Lang and Widom 1975] but qualitatively 
similar, i.e. there will be a range of temperatures over which the 
bilayer comprises domains of various compositions, some frozen, some 
fluid. Another interesting complication is that if a single species 
bilayer has a dissociation equilibrium such that there are substantial 
amounts of lipids with a net electric charge, it too will phase 
separate [Forsyth et al. 1977]. 
If we were now able to insert proteins into our bilayer without 
perturbing it, we should expect to find that, as we lower the 
temperature, progressively more protein molecules find themselves in 
frozen domains, and so, over a range of temperatures, the fraction of 
enzymes surrounded by frozen lipids varies from zero to one. Over 
this range ,ve would expect any membrane-bound reaction rate to be a 
weighted average of the rates of the reaction s with the two different 
activation energies [Overath et al. 1976]. 
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Fig. 2.3: A simple, two-component phase diagram. Fractional 
composition of species· 1 on the x axis, temperature on the y axis. 
A mixture of X of species 1 and (1 -X) of species 2 will separate 
into two phases between TU and TL. At T', one phase will have X' 
Cl 
of species 1 and the other x6 of species 1. TC and TC are the 1 2 
critical temperatures of (pure) species 1 and 2. 
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2.7 · BOUNDARY EFFECTS 
To complicate the problem further, however, the interaction 
between lipid and protein is different from that between lipid and 
lipid, and thus the boundary layer of lipids round a protein is in a 
different environment from that of bulk liquids. The next layer is 
less affected and so on, but there are several layers of lipids round 
a protein molecule whose mobilities will be different from the bulk 
values. This boundary layer effect is evident in the experiments of 
Jost et al. [1973] and others. 
The tails of a lipid in the bulk bilayer can bend and wri.ggle 
(and the end of the tail thrash about) because the "next door" lipid 
can bend and wriggle to accommodate this. If the molecule next to the 
lipid is a large and relatively rigid protein molecule it will be 
considerably less mobile, and reduce the mobility of the next layer. 
Using this concept together with the molecular field approximation, 
Marcelja [1976] has calculated the order parameter of lipids as a 
function of temperature and distance from a protein. With his 
boundary conditions, the order increases (and therefore the mobility 
decreases) nearer the protein, and the order of the boundary layers is 
a continuous function of temperature. Thus even if the protein 
molecules were embedded in a pure, one-species bilayer the lipids 
nearby would not undergo an abrupt phase change. 
Now if the free energies of interaction between the protein 
molecule and each species of lipid molecule were equal, then, in order 
to maximize entropy, the lipid composition would be homogeneous up to 
and including the boundary layer. If, however, the free energy 
interaction is lowest with one species, then that species will be 
preferentially adsorbed onto the protein; i.e. that species will form 
a larger fraction of the boundary layer than it does of the bulk 
[Boggs et al. 1977]. This might be brought about simply by 
geometrical packing considerations [Israelachvili 1977] and is most 
easily shown in Fig. 2.4. A protein with wide hydrophobic band might 
preferentially adsorb lipids with long chains; on e which bulges in 
the hydrocarbon region would be surrounded mainly by lipids with large 
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C A ) 
(B) 
. ( C ) AXIS OF SYMMETRY 
Fig. 2.4: (a) and (b) show respectively how protein molecules with 
wide and narrow hydrophobic regions preferentially adsorb long 
chained (unshaded) and short chained (shaded) lipids in the 
boundary region. ( c) shows hmv the formation of a pore requires a 
domain of single-chained lipids (shaded), i.e. l ipids with long 
chains but a large ratio of head group area to hydrocarbon volume. 
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head-group areas and so on. If a protein had a narrow hydrophobic 
region (selecting fot short-tail lipids) and were shaped such that the 
boundary layer tails could not straighten out, then the lipids could 
not easily freeze around it. The protein would be surrounded by fluid 
lipids below the freezing temperature of even the most fluid species. 
A plant whose membrane-bound enzymes had narrow, curved hydrophobic 
regions would therefore be better equipped for withstanding chilling 
temperatures. 
The perturbation of the local lipid environment by a protein 
molecule is a fundamental difficulty in any theory (such as that of 
Lyons [1973]) which attempts to relate quantitatively enzyme 
conformation change with pure lipid phase transition temperatures: 
the lipids which can affect the protein are those near to it, and 
these will have a different mobility from the bulk lipids. 
Coincidence of "critical" temperatures of bulk lipid mobility and 
enzyme condition cannot be expected. 
An analysis of temperature-dependent changes in a membrane is 
complex. At say 30 °Cj the lipid bilayer is completely fluid, 
allowing intrinsic proteins to make small oscillations about their 
current configuration, and is homogeneous, except around proteins 
whose packing shapes require a preponderance of some species. There 
is some water structuring due to the electric field near the bilayer 
and this is influencing the "clathrate c.age" of the hydrophilic 
regions of . the protein. As the lipids gradually lose mobility, they 
provide the protein with a more rigid environment. Their tails extend 
more, thus causing stresses in the hydrophobic bonds, and they pack 
closer together thus increasing both the electric field and the cation 
concentration in the nearby water, which in turn change the electric 
I . 
forces on the charged or dipolar groups on the protein. The water-
ordering extends further, is less fluid, and the hydrogen bonds shift 
position sl.ightly. The composition of the lipid environment is 
changing and, depending on its shape, the protein may be 
preferentially caught in local regions of fluidity or solidity. The 
free energy of its activated complex will at least be different - and 
thus its activity will change - or the forces may be great enough to 
cause a conformational change which precludes the possibility of the 
enzymes' functioning at all. 
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.Though these models are hypothetical - or speculative - they 
predict that chilling sensitive and chilling tolerant species will 
differ not only in their lipid composition [Lyons and Raison 1979] but 
also in the structure of their intrinsic membrane proteins. If the 
intrinsic membrane proteins of chilling-sensitive species are 
distinguished from those of chilling-resistant species by having rigid 
flat sides onto which solid-like lipids can adsorb, then these 
proteins will be more prevalent in the solid-like domains of phase 
separations. Those of chilling-resistant species, hypothesized to 
have irregular hydrophobic regions, would be more prevalent in the 
fluid-like regions. This could be determined from freeze fracture 
electron micrographs frozen rapidly from phase separation temperatures 
[cf. experiments of Chen and Hubbell 1973]. It is not necessary to 
postulate that the analogous proteins of chilling-sensitive and 
chilling-resistant species are very different - several minor changes 
in primary structure could cause a large change in quaternary 
structure. 
If the activation free energy of an enzyme is changed by changing 
electric field and/or changing cation concentration, then its activity 
should be affected by change in the concentration in the aqueous 
solution of divalent cations. One might therefore look for a greater 
dependence on divalent cation concentration in enzymes from chilling-
sensitive species than in those from chilling-resistant species. 
Of the various mechanisms and effects suggested and catalogued in 
this chapter some are currently under investigation -- Coster [personal 
communication 1979] is studying the thickness changes of bilayers in 
phase separations and its effect on enzyme activities; Jost [personal 
corrununication 1979] is working on preferential adsorption of lipids 
onto intrinsic membrane proteins. The two topics considered in detail 
in this thesis are membrane compressibility (Chapters 5 and 8) and 
preferential solubility of prote i ns in different phases (Chapter 8). 
These theories are developed from well und erstood physical principles 
and will explain the results of those experiments which represent the 
most direct evidence of the involvement of lipid mobility in the 
temperature dependence of biological molecul ar processes. 
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CHAPTER 3 
A REASSESSMENT OF THE RAISON-LYONS 
THEORY OF CHILLING DAMAGE IN PLANTS 
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In the last decade Raison and Lyons and others have amassed a 
considerable body of evidence whi.ch indicates that the range of 
temperatures to which an individual plant has adapted or in which a 
species is normally found corresponds roughly to a limited range of 
fluidity of the lipids in the organelle (usually mitochondrial) 
membranes of that plant or species [e.g. Lyons and AsmW1dsen 1965; 
Raison and Lyons 1970; Raison et al. 1980]. As was mentioned in the 
previous chapter they proposed that this correspondence reflected a 
cause and effect relationship (rather than a coincidence, or 
independent products of the same cause) and outlined a model [outlined 
e.g. in Raison 1974] which can be summarized as follo ws: 
(a) the lipids of. the organelle membranes of chilling-sensitive 
species (but not of those of chilling-resistant species) freeze at 
some critical temperature in the chilling range.* 
(b) the conformations of enzymes embedded in the membrane are 
different if the lipids are frozen than if they are fluid. 
(c) because of (b), the activation energies of reactions 
catalysed by such enzymes have two different values, one for the 
conformation adopted below the critical temperature, and another 
(lower) value for the conformation adopted above the critical 
temperature. t 
* I.e. O °C to about 15 °C. Chilling resistant, but frost 
sensitive species, presumably have organelle membrane lipids which 
free ze at sub- zero temp eratures , and thus might be injured by the 
effects of ice formation above the "freezing po.int" of their lipids. · 
t Partial or total inactivation at low temperature may be observed 
in enzymes not associated \.vi th membranes [Hatch 1979, unpublished 
l 
f I 
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. (d) the reactions associated with these enzymes obey Arrhenius' 
law (discussed in Appendix 2) and therefore Arrhenius plots of such 
reactions will appear as two straight lines, above and below the 
.critical temperature [Raison 1974]. 
(e) it is implicit in the methodology of Raison and coworkers 
[e.g. Raison and Chapman 1976] that these straight lines intersect at 
the critical temperature, which implies that at this temperature the 
rate of a reaction catalysed by an enzyme in a fluid bilayer is the 
same as that of a reaction catalysed by an enzyme in a solid bilayer. 
Sometimes more than one "critical temperature" is proposed [e.g. 2 
1n Raison and Chapman 1976, 4 in Critchley et al. 1978] and 
correspondingly more straight lines are fitted to Arrhenius plots. 
Two corollaries of this theory are sometimes presented: 
I. Since gross physiological processes may be limited by one 
rate-determining reaction, such variables as whole plant growth rates 
will also yield Arrhenius plots which resemble intersecting straight 
line segments (Raison and Chapman 1976]. 
II. For some reason which remains obscure, the critical 
temperature (or one of the intersection temperatures) corresponds to a 
"critical temperature" for the long term survival of the whole plant 
[Raison and Chapman 1976; Raison and Lyons 1979]. 
In this chapter are examined the temperature dependences of whole 
plant growth, chlorophyll formation and hypocotyl extension to 
discover whether abrupt changes in slope occur in Arrhenius plots, and 
to determine the factors affecting chilling injury. Our results (for 
Vigna radiata* and Pharbitis nil) are counter examples to Corollary I 
and Corollary II. Some complications which affect a quantitative 
application of the theory of Raison and Lyons to biological reactions 
are also listed. 
results] when quaternary structure (i.e. monomer aggregation) of the 
enzyme is stabilized by a hydrophobic interaction whose strength 1s 
diminished at low temperatures. 
* This species was studied by Raison and Chapman [1976]. 
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3.1 · EXPERIMENTAL DETAILS 
3.1.1 Whole Plant Growth Measurement 
Seed of Vigna radiata (L.) Wilczek cv. Berken (mung bean) and 
Pharbitis nil Chois, strain violet (morning glory) were germinated and 
then planted into 12.5 cm pots containing a 1:1 perlite/vermiculite 
mix (mung bean) or vermiculite only (morning glory). Germination 
involved soaking overnight in running water at 30 °C for mung bean and 
treatment with concentrated H2 S04 before washing overnight for morning 
glory. The plants were grown in the dark at 28 °C and, after thinning, 
both samples were divided in two. One half was transferred to a 
naturally-lit glasshouse kept at 27/22 °C day/night temperatures where 
the seedlings were allowed to green for 2.5 d (morning glory) or 4 d 
(mung bean). The other half of the ·sample plants stayed in the 28 °C 
dark room and remained etiolated. The area of the first pair of mung 
bean leaves and the cotyledons of morning g~ory of an initial sample 
of greened seedlings was measured as were dry weig~ts for both 
etiolated and greened seedlings. The seedlings were then transferred 
to a range of temperatures from below 10 °C to 30 °C in naturally-lit 
glasshouse C-cabinets in the Canberra phytotron [Morse and Evans 1962]. 
Temperature was controlled to ±0.2 °C 1n these cabinets, and the pots 
were watered with Hoagland's nutrient 1n the morning and water in the 
afternoons. Mean radiation intensity ( 400 - 700 nm) in the cabinets at 
midday was about 1000 µEinsteins m- 2 s- 1 • (The experiments were 
carried out in mid-winter in August.) The plants were harvested 15 d 
after transfer to the range of temperatures and leaf area and dry 
weight measured. 
3.1.2 Chlorophyll Determination 
Chlorophyll concentration was determined in a sample of three 
plants per temperature according to the method of Arnon [1949]. We 
utilized plants that had been subjected to the "etiolated" treatment 
for 7 d and measured the chlorophyll content of the first pair of mung 
bean leaves and the cotyledons of morning glory. 
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3.1.3 Hypocotyl and Radicle Extension 
Seed of mung bean and morning glory were germinated as described 
above and kept in the dark for 4 d (morning glory) and 3 d (mung bean). 
The average length of the hypocotyl plus radicle was measured for 80 
seedlings for each species and the remaining seedlings were kept in 
the dark and distributed to LB cabinets [Morse and Evans 1962] . that 
were held at constant temperatures ranging from 8 to 30 °C. The 
seedlings were watered twice daily with demineralized water. The 
temperature of the cabinets was measured with a copper-constantan 
thermocouple and was found to vary within ±0.05 °C. The faster 
growing morning glory seedlings were measured 2 d ·after transfer to 
the range of temperatures, while the mung bean plants were measured 
4 dafter transfer, and rates of extension calculated. About 40 
seedlings comprised the sample at each temperature. 
3. 2 RESULTS 
3.2.1 Chilling Injury 
Mung bean and morning glory plants that had been_ greened-up 
before transfer to chilling temperatures below 10 °C wilted severely 
within the first 24 h after transfer and subsequently died, usually 
within a week of transfer. Older leaves died before young leaves 
although after 1 week there was often no green tissue remaining. Mung· 
bean plants transferred to 8.8 °C did not survive although there was a 
slight increase in dry weight over the 2 weeks. At 9 . 9 °C half the 
mung bean plants died although there was a mean _increase in dry weight 
and mean loss in leaf area for the whole sample. No morning glory 
plants survived temperatures of 9.8 °C or lower , though at 10.8 °C 
there was a small increase in leaf area and an appreciable gain in dry 
weight. 
Seedl ings of both mung bean and morning glory that were 
transferred to chill ing temperatures Hhilst still etiolated also 
suffered chilling injury below 10 °C and died lvithin 2-3 d of transfer . 
The respons e of the etiolated seedlings was identical to the greened 
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seediings below 10 °C with severe wilting and subsequent death. 
Etiolated mung bean plants transferred to temperatures between 9.9 and 
15.8 °C and morning glory plants at temperatures between 10.8 and 
15.6 °C showed no signs of the wilting that was typical of chilling 
injury [Wright 1974]. The seedlings remained healthy for about 7-10 d 
showing no signs of chilling injury, but also did not green-up. After 
about a week the seedlings died, possibly because of exhaustion of 
seed reserves. 
Figures 3.lA and 3.lB shows respectively the log dry weight 
increase rate and log leaf area increase rate for mung bean and Fig. 
3.lC and 3.10 the same measurements for morning glory. In each case 
one set of points was taken from greened and one from etiolated plants. 
In both species, etiolated tissue cannot grow and indeed dies below 
about 15 °C. 
The greened plants that were transferred to temperatures between 
10 and 16 °C showed an increase in both dry weight and leaf area (see 
Fig. 3.lA and 3.lB for mung bean and 3.lC and 3.10 for morning glory). 
For both species only non-chlorophyllous tissue formed after transfer 
to temperatures between 10 and 16 °C, although this could not be 
construed as chilling injury as this tissue readily greened-up after 
only a few hours of higher temperature. Two other mung bean varieties, 
Celera and S9, gave qualitatively similar results for both etiolated 
and non-etiolated treatments to those of the variety Berken when 
subjected to the same range of temperatures. 
3.2.2 Chlorophyll Formation 
The total chlorophyll content for the first pair of leaves of 
mung bean and the cotyledons of morning glory are shown in Fig. 3.lE 
and 3.lF respectively for seedlings grown in the dark and transferred 
to a range of temperatures for 7 d. These are essentially "all or 
nothing" curves; belO\v about 15 °C no chlorophyll is formed whereas, 
above that t emperature, after a ,ve ek a maximum chlorophyll 
concentration has been reached, ,vhich is not strongly dependent on 
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Fig. 3.1: Rates of change of dry weight (A and C) and leaf area (B 
and D) and chlorophyl 1 formed (E and F) in mung bean and morning 
glory. The dry weight data and leaf area data are plotted as 
Arrhenius plots _(log rate against inverse temperature) while the 
chlorophyll data are presented as total chlorophyll concentration 
on a linear scale against inverse temperature. Light-grown plants 
are represented by open circles and dark-grown plants by clo sed 
circles. The chlorophyll measurements were made on dark-gro,m 
plants transferred to chillin g temperatures in naturally lit 
glasshouses for 1 week. 
temperature. (This result is investigated more thoroughly in 
Chapter 4.) 
3.2.3 Hypocotyl and Radicle Extension 
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Figures 3.2 and 3.3 show for mung bean and morning glory 
respectively the log of hypocotyl extension rate against reciprocal 
temperature. In these and all other graphs the vertical lines are 
twice the sample standard error, and the horizontal lines the maximum 
variation in temperature. 
3.3 DISCUSSION 
The whole growth data for green plants suggest that both mung 
bean and morning glory can survive temperatures above 11 °C with an 
increase in both dry weight and leaf area, which is at variance with 
the application of Corollary II to hypocotyl plus radicle elongation 
data by Raison and Chapman [1976] who suggest that mung bean plants 
will not survive below 15 °C. The etiolated seedlings that died below 
16 °C did not appear to suffer chilling injury but their death was 
apparently related to lack of chlorophyll formation and subsequent 
starvation. The green seedlings at temperatures between 11 and 16 °C 
showed no signs of chilling injury, although the new tissue formed 
after transfer to the cold temperatures was non-chlorophyllous. 
However this white tissue cannot be described as suffering permanent 
chilling injury as a brief exposure to temperatures above 16 °C led to 
chlorophyll formation and subsequent survival of both species with no 
injury symptoms. This contrasts with the "Faris" bands that are 
symptomatic of chilling injury in sugar cane [Faris 1926] and sorghum, 
paspalum, and other panicoid grasses [Taylor et al. 1975]. Faris 
banding is a permanent chilling injury that is not alleviated by 
subsequent warmer temperatures. 
In this study, light intensity was found to critically affect 
chilling sensitivity. There were significant differences between the 
ability of etiolated and non-etiolated seedlings to withs tand cold 
.......... 
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temperatures. Etiolated seedlings are approximately S °C more 
chilling-sensitive than seedlings that have "greened-up" in naturally 
lit glasshouses. These differences, which are due to the presence or 
absence of ·chlorophyll, would appear to be unrelated to lipid phase 
transitions, as they can be manipulated by varying the light intensity. 
Some etiolated morning glory plants were accidentally subjected to 
very low light intensity and at 9 °C they "greened-up", whilst King 
and Evans [1969] using the same variety under constant light intensity 
(10 760 lx) found they did not green below 19 °C [cf. McWilliam and 
Naylor 1967; Taylor and Rowley 1971]. The cut-off temperature below 
which the etiolated seedlings died corresponded exactly with the 
temperature at which no chlorophyll was formed (Fig. 3.1). The fact 
that etiolated seedlings and "greened" seedlings respond differently 
to low temperature suggests it would be unwise to use etiolated 
seedling growth as a model for whole plant growth. 
In order to test Corollary I (that Arrhenius plots of whole plant 
· growth rates were well fitted by intersecting straight line segments), 
a program was devised [as outlined by Raison and Chapman 1976] to find 
the six parameters of three straight line segments which minimi zed the 
sum of the squares of the vertical displacements of the points from 
the nearest segments. The intersections occurred at 15.2 and 20.7 °C 
for mung bean and 8.4 and 18.7 °C for morning glory . Judged on 
residual sum of squares alone, this procedure in both cases gave an 
acceptable fit to the data (see Table 3 . 1). 
For each graph a third order polynomial was found which gave a 
smaller residual sum of squares. A fifth order polynomial, which like 
three straight line segments has six parameters, gives a better fit 
still. The sums of squares of these three fitted curves are comp ared 
in Table 3.1. Thus, whil e it is not pos sib l e to r e ject the three 
straight line fit by consider at i on of the resi dues alone , t he same is 
true of a curve of arbi t rary f orm wi th no more par ame t ers . The 
fi gures in Table 3.1 are i nc l uded only t o demonstrat e t hat wi t h six 
adjus t abl e paramet er s one can usual ly expect success i n curve fi t ting . * 
* Wh en N par ame t ers may be adjus t ed to obtain a f i t to N poi nt s 
(for exampl e , 2 st ra~ght l i nes to 4 poin t s , as in Raison et al . 
[1971]) then the f i t wi ll be perfect. 
Table 3.1 
The residual sums of squares and R2 values 
for the hypocotyl plus radicle curve and segment fitting 
The data are those presented in Figs. 3.2 (mung bean) 
and 3.3 (morning glory) as Arrhenius diagrams. 
Mung Bean Morning Glory 
Straight lines 
3rd Order 
polynomial 
5th Order 
polynomial 
Sum of 
Squares 
0.00111 0.971, 
0.998 
0.00083 0.998 
0.00066 0.999 
R2 Sum of 
Squares 
0.996, 0.00299 0.493, 
* 
0.00251 0.994 
0.00191 0.998 
* There are only 2 points on this segment. 
R2 
0.965, 
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Nonetheless, there are quantitative and qualitative tests which 
can be employed to reject the straight line fit in favour of a smooth 
curve (not, of course, a polynomial). These tests are described in 
detail in Appendix 3, but briefly they involve consideration of (i) a 
pattern in the displacement of data points from the fitted straight 
lines, (ii) the dependence of the parameters of the fitted curve on 
the range of experiment, (iii) the uniqueness or otherwise of the 
minimum number of lines required to an acceptable fit. Each of the 
tests in Appendix 3 indicated that three straight line segments was 
not an appropriate form to fit the data points 1n each case. 
-
In Appendix 2 it is shown that the pre-exponential factor "A" in 
Arrhenius' law might be proportional to /f. To ensure that this 
dependence was not obscuring possible kinks in our Arrhenius plots, 
the data were in all cases plotted as [log(rate) - 0.5 log T)] against 
1/T as well as in the usual way. In all cases the resulting plots 
looked qualitatively similar and statistical analysis showed that 
polynomials again provided a better fit than did intersecting straight 
lin es . However, the intersections of the straight lines giving best 
37 
fit occurred at different temperatures: for the mung bean extension 
rates the "breaks" were found at 16.0 and 20.9 °C when the If term was 
included rather than 15. 2 and 20. 7 °C. (Mung bean plants showed no 
sign of chilling injury when grown at 15.8 °C in our study.) 
3.4 THEORY 
In Chapter 2 it is indicated that the manner in which lipid 
fluidity affects biological reaction rates is complicated. ·Here I 
shall consider the fundamental model of Raison and Lyons and how it is 
affected by such complications. 
If it were assumed that a membrane consists of a single species 
of non-dissociating lipid, and proteins which interact with the lipids 
as the lipids do with each other (so that those lipids near a protein 
molecule can be treated as identical to those remote from protein 
molecules), then at some critical temperature we could expect the 
ordering of the hydrocarbon tails of all the lipid molecules to change 
abruptly. Below this temperature the average area occupied by each 
lipid would be smaller, and, in order to occupy much the same volume, 
the bilayer sections would be thicker. Other changes (as discussed in 
Chapter 2) would also occur in the environment of a membrane bound 
enzyme. Thus, argues Raison [1974], the conformation of such enzymes 
might be different above and below this critical temperature. This-
change alters the geometry of the ·site at which reacting molecules 
form the activated complex and thus changes the activation energy of 
the reaction for which the particular membrane-bgund protein is an 
enzyme. Since this quantity is proportional to the slope of the 
Arrhenius plot for that reaction, the slopes of such a plot will be 
different above and below that temperature . 
Upon examination of Ar rheni us ' law (see Appendix 2) i t i s not 
obvious why such a mode l should pr oduce straight l i ne s egments on an 
Arrhenius plot which i ntersect at the critical temperature . Such an 
occurrence requires that a change in H* i s accompanied by a change i n 
A Hhich exactly compensates fo r th e change i n reaction r at e (i.e. if 
....... 
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the activation enthalpy increases, suddenly the number of potential 
reactant molecules with sufficient energy to form the activated 
complex is reduced. If the reaction rate 1s the same on either side 
of the critical temperature, then the_ geometry of activation (and thus 
A) must also change exactly so as to compensate for this.). Leffler 
[1955] reports that for many reactions a decrease in H* is accompanied 
by a decrease in A - the "entropy-enthalpy compensation" effect. 
However it 1s the lipids, and not the activated complex, which are 
assumed to undergo the phase transition, and therefore there is no 
explicit requirement for this compensation to be exact. 
I now return to the assumptions made earlier in the development 
of this model, first that the membrane lipids be all of one species. 
That real membranes contain more than one species is important. The 
mixture of _two miscible species which have different phase transition 
temperatures does not have a distinct phase transition but phase 
separates [Reisman 1970]. Figure 2.3 shows a simple phase diagram 
which represents a simple example of phase separation involving two 
lipids. At a temperature T' which lies between the critical 
temperatures of the two pure species, T and T , the mixture will 
cl c2 
contain domains of two phases, one with a higher proportion of the 
higher melting point species which will be less fluid, and one with a 
higher population of the lower melting point species which will be 
more fluid [see Rushbrooke 1949; Landau and Lifshitz 1969; Shimshick 
and McConnell 1973; and Lee 1977]. In a system involving many 
different species of lipid the phase diagram becomes more complex 
[Lang and Widom 1975] and there may be domains of several different 
compositions with different fluidities coexisting at the same 
temperature. Typically plant mitochondrial membranes contain several 
lipids [Lyons, Wheaton and Pratt 1964]. Since both the ordered and 
disordered domains will contain some protein, there will be a finite 
temperature range over which some of the protein molecules have the 
lower activation energy configuration and some the higher [Overath et 
al. 1976; Wolfe 1979]. Applying equations derived in Chapters 5 and 
8 I have derived in Fig. 3.4 the Arrhenius plot expected for a system 
which conforms to the postulates of Raison and Lyons but whose lipids 
are a miscible binary mixture. This Arrhenius plot sports two 
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Fig. 3.4: An Arrhenius plot predicted from the -theory of Raison and 
Lyons applied to a binary mixture of lipids and the lipid fluid 
fraction, XF' on the same temperature scale. (The two "lipids" 
used for this calculation have equal melting enthalpies of about 
14 times the thermal energy and are present in equal amount. The 
enzyme is assumed equally soluble in both phases. The straight 
lines are "fitted" to the data of Nolan and Smillie [1977] for the 
Hill reaction in mung bean.) For all mode ls of the transition and 
the enzyme solubility, the curve passes through the intersection 
of the two straight lines. 
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straight lines connected by a smooth curve over the temperature range 
of the phase separation. The specific shape of the curve depends 
weakly on the physical properties of the lipids (for many relevant 
binary lipid mixtures the fraction of fluid lipid is almost a linear 
function of temperature over the phase separation range) and more 
strongly on the differential solubility of the enzyme in the two 
phases. However all such curves are constrained to pass through the 
(imaginary) intersection of the two straight line segments.* This 
argument obtains also for systems with more than two lipid species and 
therefore there is no possibility that a phase separation can result 
in an A~rhenius plot of enzyme reaction rate approximated by three 
straight lines. 
Second, some lipid species are dissociable and as Forsyth, 
Marcelja, Mitchell and Ninham [1977] · determined in their analysis "the 
crystal-liquid phase transition of charged bilayer lipid membranes is 
always continuous and takes place through an intermediate state 
consisting of both fluid and frozen domains". 
Further, the interaction between two lipid molecules will be 
different from that between a lipid and a protein and thus we expect 
those lipids adjacent or near to a protein molecule to behave 
differently from those remote from protein molecules e Using molecular 
field theory, Marcelja fl976J finds that "modification of ... 
structure ... extends two or three layers beyond the annulus . The 
ordering has modified temperature dependence and becomes a continuous 
function of temperature for low lipid/protein ratios". This theory 
explains the experimental results of Jost, Griffiths, Capaldi and 
Vanderkooi [1973] and others who find that some of the lipid molecules 
in membranes have an unexpectedly low mobility. 
Thus, at temperatures above the bulk critical temperature of a 
on e lipid component membrane, there is already considerable ordering 
* For the following reason: at the temperature at which the two 
straight lines (representing the r eaction rates of reactions catalysed 
by enzymes dissolved in the t wo phases) intersect , the reaction rate 
is obvi ously the same for enzymes in either phase. Thus the total 
r eaction rate is independent of the distribution of enzymes . 
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of the lipids close to protein molecules. The effect of interaction 
between lipid and protein on the phase transition-chilling sensitivity 
theory is to further smooth out any abrupt changes in the slopes of 
Arrhenius plots and to cause any departure from Arrhenius' law to 
occur at a higher temperature than the critical temperature of the 
lipids involved. 
Electron spin resonance has been used by Raison et al. [1971], 
Raison [1974], and Raison and Chapman [1976] to obtain evidence for 
phase transitions in membranes; however, the results of these 
experiments are difficult to interpret in view of the relatively 
subtle effect discussed in the preceding paragraphs, since the spin-
labelled group may in fact cause a larger perturbation of the lipid's 
environment than those listed here [Melchoir and Steim 1976]. The 
2,2-dimethyl-N-oxyloxizolidine ring is large in cross-section compared 
to the hydrocarbon chain to which it is attached in the 12-nitroxide 
stearate (12-NS) label and it is difficult to imagine that such a 
molecule fits neatly into the crystalline lattice of the solid domains 
in a phase separation. The interaction of the l~elled chain with the 
protein molecules may also be a source of considerable confusion. 
3.5 CONCLUSIONS 
Several objections to the application of Raison and Lyons' theory 
in its most simplistic or most ambitious forms have been raised in 
this chapter. Objections raised by the work of other authors include 
(i) that Arrhenius breaks* in reaction rates are biochemical artefacts 
[Silvius et al. 1978], (ii) that Arrhenius breaks in plots of 
parameters of probe motion may be artefacts [Shrier et al. 1978], 
(iii) that curves fit Arrhenius plots at least equally well [e.g. 
Nolan and Smillie 1976; Patterson (several published discussions 1n 
Graham 1979)], (iv) the lipids do not freeze at t emperatures 
corresponding to the observed breaks [Bishop 1979), (v) that the 
theory can not include the effects of other variables known to be 
* Breaks - the popul ar term in the field for inters ections of 
straight line segments. 
important [Bagnall 1979], and (vi) . in this chapter, that the 
predictions of the theory are contrary to observation. In view of 
these objections it is useful to summarize the various aspects of 
Raison-Lyons' theory and related ideas and assess their viability. 
3.5.1 Microscopic 
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(1) Lipid mobility affects such membrane functions as transport. 
The evidence for this is direct and very strong [e.g. Overath et al. 
1976] . . 
(2) Lipid mobility affects the act~vity of membrane bound 
enzymes. This is theoretically reasonable, especially as an 
explanation for (1), but evidence for this is, at the moment, indirect. 
(3) Arrhenius plots of biological reactions are well fitted by 
straight line segments. Statistical examination of many such plots 
gives no support for this supposition, and reasonable theoretical 
analysis does not support it either. 
3.5.2 Macroscopic 
(4) Plants alter the composition of their membrane lipids in 
response to continued exposure to a different temperature. The 
experiments of Raison et al. [1980] most strongly suggest that some 
plants' adaptation to different temperatures includes adjusting the 
composition of their membrane lipids to achieve a constant mobility. 
(5) Arrhenius plots of whole plant growth rates are well fitted 
by straight line segments. Statistical examination of such plots 
gives no support for this supposition, and reasonable theoreti cal 
analysis does not support it. 
(6) Breaks i n Arrhenius plots can be us ed t o predict a single 
lowes t t emperature at whi ch pl ants will survive . The "breaks" have 
not been shovm to exi st, and the single "cri t ical" t emperature has 
been shown not to exis t. 
How can the inadequacies of the th eor y be overcome? The f ormal 
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similarities between many Arrhenius plots of biological reaction rates, 
and the central section (only) of Fig. 3.4 might suggest the following: 
the temperature range of phase separations in biological membranes is 
probably much larger than the small range (o'f order 10 °C) of phase 
separation in binary mixtures of similar lipids [Lee 1977]. Thus the 
application of Arrhenius' law to reactions catalysed by enzymes in a 
phase separation, combined with an independent process for enzyme 
inactivation at high temperature, could produce a theoretical 
Arrhenius plot of acceptable general shape. 
Such a model is rather complicated. In Chapters 5 and 8 I shall 
present simpler models which relate the physical properties of 
membrane lipids to the rates of certain (principally transport) 
physiological reactions. 
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CHAPTER 4 
THE DEPENDENCE ON TEMPERATURE AND IRRADIANCE OF 
CHLOROPHYLL PRODUCTION IN VIGNA RADIATA 
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In the previous chapter it was shown that the chilling sensitive 
species Vigna radiata (mung bean) and Pharbitis nil . (morning_ glory) do 
not produce chlorophyll in etiolated tissue at low temperatures. The 
ability of a plant to produce chlorophyll is vital for its long term 
survival - Fig. 3.1 showed that the lowest temperature at which 
chlorophyll is formed coincides with -the lowest temperature at which 
the etiolated seedlings survive. For this reason, and because 
temperature and irradiance are two of the most important environmental 
factors in plant growth, this aspect of chilling damage merits further 
investigation. 
McWilliam and Naylor (1969] found that chlorophyll formation was 
dependent on both irradiance and temperature. In particular the 
conversion of proto-chlorophyllide to the chlorophyll precursor 
chlorophyllide a is light and temperature dependent (Boardman 1977a]. 
Van Hassalt (1972] found that photodestruction of chlorophyll occurred. 
at high irradiances. Millerd and McWilliam [1968] found that 
chlorophyll was formed at a lower temperature if the plant was grown 
under a flashing light rather than a continuous light. Under the 
flashing light photo-oxidation is reduced, but photo-reduction can 
continue [see Boardman 1977a]. Literature concerning the dependence 
of chlorophyll production on irradiance is also reviewed by Bagnall 
[1979]. 
The amount of chlorophyll formed in etiolated tissue is therefore 
governed by two competing reactions: production, which may be rate-
limited by either temp erature or light intensity [Smith and Young 
1955], and destruction, whose rate is assumed to be principally 
dependent on light intensity [Virgin 1955; McWilliam and Naylor 1967]. 
...... 
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Thus, at any given light intensity, there is a temperature below which 
production of chlorophyll is too slow,* and any chlorophyll produced 
is quickly photo-reduced. Above that temperature, the plant can 
gradually accumulate chlorophyll and "green up". For mung bean in 
winter daylight in the Canberra phytotron, this temperature is between 
15 °C and 16 °C (previous chapter). To determine how this temperature 
varied with light intensity, we subjected etiolated mung bean 
seedlings to a variety of temperatures and irradiances and measured 
the concentration of chlorophyll produced in the leaves after four 
days. 
4.1 EXPERIMENTAL DETAILS 
Seed of Vigna radiata were germinated in the dark at 25 °C 
constant for three days, and were then transferred to Phytotron C 
cabinets [Morse and Evans 1962] held at a range of constant 
temperatures between 5 °C and 20 °C. Chlorophyll content was 
determined after four days at the experimental temperatures. Light 
intensity was varied by growing the seedlings in only SO mm depth of 
perlite/vermiculite at the bottom of pots that were 200 mm deep, and 
covering the pots with shade cloth. The pots were impervious to light 
and rectangular in cross-section measuring 100 x120 mm across the top. 
The experiment was carried out in mid-March under a mixture of clear 
and sunny days. Irradiance was measured at midday on a sunny day with_ 
a Lambda Li-Cor radiometer and found to be 250 µE.m- 2 .s- 1 at seedling 
level in the unshaded pots, 76 µE.m- 2 .s- 1 under one layer of shade 
cloth, and 9 µE.m- 2 .s- 1 under four layers of shade cloth. Irradiance 
at seedling level was only about one-tenth of that in the glasshouse 
in the unshaded pots in the morning until about 10.00 hours and in the 
afternoon after about 14.00 hours. 
* This argument is a little glib. The rate of photodestruction is 
probably proportional to the chlorophyll concentration, at least at 
low concentrations. Thus a very small amount of chlorophyll may be 
maintained at 10\v temperature over high irradiance. Such an amount 
not observabl e in this experiment - may not be sufficient for the 
formation of complete grana. 
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Chlorophyll was determined after the method of Amon [1949]. 
After fresh weight measurements the tissue was ground in a mortar and 
pestle with approximately 5 ml of 80 per cent acetone. It was then 
transferred to a centrifuge tube and allowed to stand overnight at 
5 °C. After centrifugation at 12,000 r.p.m. for 10 minutes the 
supernantant was removed, the pellet re-suspended in 80% acetone, and 
recentrifuged for 10 minutes at 12,000 r.p.m. The supernatant was 
decanted and combined with the initial supernatant and made up to 
volume (e.g. 25 ml) with 80 per cent acetone 1n a volumetric flask. 
The optical density at 645 nm and 663 nm was compared with that 
of a blank containing 80 per cent acetone on a Gilford 240 spectro-
photometer and chlorophyll content was calculated according to the 
formula [Amon 1949]: 
chlorophyll content = (20. 20 D6 4 5 + 8. 020 D6 6 3 ) 
mg per litre of solution, 
where D .is the measured optical density of the sample less that of the 
blank. 
4. 2 RES.UL TS 
The chlorophyll content of the leaves of the seedlings after four 
days at the various temperatures and irradiances is shoivn in F_ig. 4. lb. 
There were four seedlings in each sample whose leaves were combined 
for the chlorophyll assay. Those seedlings groivn at lower irradiances 
had higher chlorophyll contents at all temperatures than those grown 
at higher irradiances. Further, the lowest temperature at which the 
leaves greened up (and therefore the 10\vest temperature at which long 
term survival could be expected - cf. Fig. 3.1) decreased with 
decreasing irradiance. Those plants gro,m at higher irradiances were 
(if they grew at all) in general larger than those grown at lower 
irradiances, but this di fference was not great, and the total amount 
of chlorophyll produced was greater for lower irradiances at all 
temperatures over this range of irradiance. (Clearly this cannot be a 
general rule since no chlorophyll is produced at sufficiently low 
irradiance. ) 
I I 
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Fig . 4.1: A. Chlor ophyll content afte r 7 days of the leaves of mung 
bean grown at various tempei·atures under a daily maximum 
irradiancc of 1000 wE.m- 2 .s- 1 • 
B. Chlorophyll content after 4 days of the leaves of mung 
bean grmvn at various temperatures under a daily maximum 
irradiance of 250 wE.m- 2 .s- 1 (open circles), 76 wE.m- 2 .s- 1 (filled 
circles) and 9 wE.m- 2 .s- 1 (open squares). 
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·Fig. 4.la presents in more familiar form the results presented in 
Chapter 3 of chlorophyll assays of the leaves of seedlings of the same 
species over a range of temperature. These plants were grown at a 
higher irradiance than all three groups shown in Fig. 4.lb, and were 
measured after a longer period (seven days) of exposure to light and 
to the range of temperatures. As might be expected from the trend 
sho1vn in the results represented in Fig. 4.lb, plants grown at this 
high irradiance have the highest minimum ." greening up" temperature, 
but above this temperature the leaves show a higher concentration of 
chlorophyll than those of the younger seedlings. This indicates that 
after four days the seedlings are not fully "greened up" - i.e. they 
have not reached their equilibrium chlorophyll content. This 
observation thus gives an estimate of the time scale of the develop- · 
ment of chlorophyll in etiolated tissue. (It is possible to suppose 
that leaves produced at later stages in the plants' development 
contain more chlorophyll. Since all the leaves were used in 
chlorophyll determination this possibility cannot be discounted, 
however it was not obvious on inspection of the colour of the leaves 
which method is not a greatly less sensitive method of chlorophyll 
assay than the quantitative method of Arnon.) 
In summary, chlorophyll content increases with time, increases 
with temperature, and decreases with irradiance, over the range 
studied (9 - 1000 µE .m- 2 • s- 1). 
4.3 DISCUSSION 
That leaves formed under low light achieve high chlorophyll 
content has been noted by Boardman [1977b] who observes that such 
leaves have larger chloroplasts, and more chlorophyll in each 
chloroplast. This observation leaves unanswered the question: why do 
leaves at low (but not zero) irradiance produce more chlorophyll? 
* The longer growth period in experiments reported in Chapter 3 
were required to determine accurately whole plant growth rates at low 
temperature. Relatively littl e growth could be allowed in this 
experiment because the size of the plant influenced the geometry which 
controlled the irradiance level. 
....... 
Some · interesting general observation~ (without the daunting specific 
biochemistry) can throw light on this question. 
Most chemical reactions (including nearly all biochemical ones) 
involve transferring systems from one configuration with a (local) 
free energy minimum to another, as is represented in Fig. 4.2. 
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Whether or not the products are a state of lower free energy than the 
reactants, the reactants still must gain ene_rgy (the activation 
energy) in order to react. The rate of such reactions depends largely 
on how often reactant molecules possess sufficient available energy to 
overcome this energy barrier (see Appendix 2). All the other chapters 
of this thesis consider reactions in which the only source of this 
energy is random fluctuations in the thermal energy, i.e. the kinetic 
energy of translation or vibration of the reactant molecules. The 
rate of such reactions depends on the ratio of the activation enthalpy 
to the thermal energy, and thus on temperature. 
i Reactants 
Activation 
Energy 
Products 
Fig. 4.2: The free energy of a reaction. 
By definition, light dependent reactions require at some stage 
the absorption of a photon, and th e emp loyment of (part of) its energy 
to overcome this energy barrier. Therefore, provided that each 
,r.-----------------------------------------
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individual photon has sufficient energy to activate one complex, the 
rate of such reactions will depend on the rate of capture of photons, 
and thus depend on the irradiance. (Particularly if "light dependent" 
reactions are of more than one step, their rate will also depend on 
temperature.) 
In Chapter 2 it was noted that if all biological reactions had a 
similar temperature dependence, then one would expect organisms to 
function at arbitrarily low temperature (though exponentially more 
slowly). Here we have two classes of reaction with very different 
temperature dependences which are in principle capable of explaining 
metabolic dysfunction at low temperatures. Consider the simplest 
example of the competition of two such reactions: Suppose that the 
rate of production of chlorophyll depended only on temperature, and, 
say, doubled with a 10 °C increment in temperature. (This would 
require that only a small threshold luminance was required to trigger 
the greening process. It has been observed [Tessier 1783] that even 
moonlight is enough to cause greening in some species.) Then suppose 
that destruction of chlorophyll was dependent only on light intensity, 
in the simplest case proportional. In such an hypothetical system, 
the lowest temperature at which chlorophyll could be produced would 
decrease by 10 °C each time the irradiance was halved. 
Clearly such a model does not fit our results where the minimum 
greening temperature is lowered by only 6 °Corso when the irradiance 
is reduced from a midday maximum of 1000 µE.m- 2 .s- 1 to a midday 
maximum of 9 µE.m- 2 .s- 1 • This implies that either (1) photo-
destruction has a dependence on irradiance which is weaker than 
proportionality, or that (2) photodestruction has a temperature 
dependence, or that (3) production of chlorophyll depends on 
irradiance beyond the simple requirement of a threshold trigger level, 
all of which complications are highly reasonable and to be expected. 
At the two highest irradiances, there is an obvious sharp "cut-
off temperature" - the chlorophyll content changes by an order of 
magnitude in less than one centigrade degree . Because of the spacing 
of the different values of temperature (something over which we had 
imperfect prior control) it is not clear whether the curves at the 
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lowest two irradiances exhibit a similar cut-off effect, or whether 
the chlorophyll content is in these instances a continuous function of 
temperature. 
In further planned experiments, Bagnall and Wolfe hope to clarify 
this problem somewhat, and I shall resist the temptation to model this 
phenomenon until these results are available. 
Theory aside, the principle conclusion that can be reached from 
this experiment is one of considerable practical interest: that 
seedlings can green up and grow at lower temperatures if they are 
shaded than if they are exposed to high irradiance. At any 
temperature there will be an optimum irradiance for plant growth, 
governed by the competition between energy starvation at low 
irradiance (no light produces no pho~osynthesis) and photodestruction 
at high irradiante. From Figs. 3.1 A, B, C and D, it is obvious that 
once greened, seedlings can tolerate temperatures 5-8 °Clower than 
than they can in the etiolated condition. Thus, for chilling 
sensitive species at least, shading of seedlings or overcast 
conditions, especially during periods of low temperature ought greatly 
enhance their survival. It is economically impossible to reduce on a 
large scale the irradiance suffered by young seedlings in early spring 
crops by the amount necessary to substantially lower the survival 
temperature. However, small scale operations such as plant nurseries 
might benefit from planting on westerly or south-westerly* slopes of 
hills, thereby avoiding the early morning winter sunlight, or the use 
of artificial shading of chilling sensitive species. 
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CHAPTER 5 
PHYSICAL PROPERTIES OF LIPID BILAYERS 
IN THE PHASE SEPARATION REGION 
5.1 INTRODUCTION 
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As discussed 1n Chapter 1, the most profound and critical 
functions of membranes are their specific permeabilities and transport 
properties. In Chapter 8 will be discussed several permeability 
mechanisms which are postulated to explain a few of the complex 
properties of biol.ogical membranes. This chapter addresses the 
simpler problem of permability of one or two-component lipid bilayers, 
which rather simpler system allows of the more rigorous application of 
statistical mechanics. 
In 1973, Papahadjopoulos et al. observed that the passive 
permeability of bilayer membranes has a pronounced maximum at the 
phase transition temperature of bilayer lipid chains. This 
observation has aroused considerable experimental and theoretical 
interest, and after a few years the proposed explanations for this 
effect have settled for one or the other of the following two 
hypotheses: (1) the increase in permeability is associate~ wi th 
"boundary lipidtt, i.e. it arises because of the mismatch in packing of 
lipid chains at the boundary between solid and fluid domains 
[Papahadjopoulos 1973; Marsh et al. 1976; Marsh et al. 1977; Tsong 
et al. 1977; and Freire and Biltonen 1978], or (2) the increase in 
permeability 1s correlated with the increase in l at eral 
compressibility of the bilayer, i.e. the increase in permeability is 
associated with the increase in fluctuations of the cross-sectional 
area of lipid chains (or bilayer thickness) near the phase transition 
temperature [Linden et al . 1973; Doni ach 1978; and Nagle and Scott 
1978]. 
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.The two mechanisms are not entirely different if a "boundary 
lipi~' picture is extended by adopting a very loose concept of a 
frozen domain in an .otherwise fluid bilayer or vice versa. However, 
this picture is ambiguous, since such a small or poorly defined domain 
should rather be referred to as a local fluctuation in the order of 
the lipid environment. 
The conceptual clarification of the physical principles involved 
1n the permeability anomaly at the lipid phase transition is very 
important as a part of a broader range of problems where lipid 
environment controls membrane function [Wolfe 1978, and also Chapter 
2). Therefore this chapter examines the theoretical basis and 
validity of these two proposed mechanisms. In the following sections 
are discussed in turn the concept of domains near the phase transition, 
and the lateral compressibility of membranes formed from binary 
mixtures of lipids. The conclusion rejects the domain picture for 
neutral, single lipid bilayers and a few relevant experiments are 
suggested. 
5.2 DOMAIN BOUNDARY ENERGY 
The formation of a stable domain state near the phase transition 
temperatures of dispersions of pure, single-component lipids is 
opposed by the Gibbs phase rule [Nagle and Scott 1978]. However, when 
the lipids can dissociate (introducing another degree of freedom to 
the system) this argument no longer applies. The balance between the 
electrostatic and the phase boundary energy then favours a gradual 
phase transition via the domain state [Forsyth et al. 1977]. 
While no direct evidence supports the idea of formation of stable 
domains near the phase transition of single-component neutral bilayers, 
it is possible to imagine [Freire and Biltonen 1978] a dynamical 
equilibrium with rapid formation and decay of small "domain" 
structures. Such a concept would be appropriate and useful if most of 
the thermodynamic fluctuations near the phase transition temperature, 
reflected e.g. in the specific heat anomaly [Freire and Biltonen 1978], 
lead to the formation of a well-defined domain of the opposite phase. 
This _question is examined here by the computation of the free energy 
change associated with the formation of a solid domain in a fluid 
bilayer just before the phase transition temperature is reached. 
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The computation has been performed using the model of lipid chain 
ordering in bilayer membranes described by Marcelja [1976]. In this 
model, lipid molecules are arranged on the sites of a two-dimensional 
hexagonal lattice. The computation treats exactly all conformations 
of a single hydrocarbon chain and uses a mean field approximation to 
describe the interactions between neighbouring chains. For uncharged 
molecules the model gives an excellent description of the thermo-
dynamic properties of the chains [Schindler and Seelig 1975]. In this 
application of the model, a domain of frozen lipids is simulated by 
setting the molecules occupying a selected number of sites into the 
frozen state, and allowing the remainder of the system to equilibrate. 
In Fig. 5 .1 the change in the Gibbs free ene_rgy /::i.G associated 
with the formation of a solid domain in the fluid phase is shown as a 
function of the domain size. The results are computed at the phase 
transition temperature of the model system, T = 24 .12 °C. The chemical 
potentials of the bulk fluid and the bulk solid lipid molecules are 
therefore equal, and ~G is the free energy of the fluid-solid boundary. 
For the roughly circular domain shapes which were selected, /::i.G should 
k 
scale with N2 , where N is the number of molecules forming the domain. 
Since change of lipid order between the fluid and the solid phase is 
gradual [Forsyth et al. 1977; Marcelja 1976], N is determined by 
taking the dividing line approximately half-way between the fluid and 
the solid phase. 
The computation shown in Fig. 5.1 uses lipid chain length of 12 
carbon atoms. The !::i.G corresponding to the chains of 16 carbon atoms 
should be roughly twice as large as the values sho,m in Fig. 5.1. If 
the domain is formed in both halves of a bilayer, the values should be 
doubled again. From Fig. 5.1 it can be seen that, for example, in a 
dipalmitoyl phosphatidylcholine bilayer the free energy of formation 
of a frozen domain is 9 k T (domain size 25 molecules) or 12 k T (domain 
size SO molecules), where k is Boltzmann's constant and T the absolute 
temperature. 
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Fig. 5.1: The change in free energy, 6.G, associated with the 
formation of a domain of N molecules of solid in the bulk fluid 
phase.. k is Bal tzmann' s constant and T the absolut e temperature. 
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.The free energy difference asso~iated with thermodynamic 
fluctuations in an equilibrium system is typically of the .order of the 
thermal energy, k T. In statistical mechanics, fluctuations where the 
free energy difference is an order of magnitude higher, say 10 kT, are 
certainly exceedingly rare. For most practical purposes therefore, 
such fluctuations may be safely ignored. 
From the above argument, we conclude that thermodynamic 
fluctuations near the phase transition of single-component, uncharged 
lipid bilayers are not intense enough to create well-defined domains 
of the opposite phase. The "domains" found from the general 
statistical mechanics argument by Freire and Biltonen [1978) are not 
frozen patches: rather they could be thought of as correlated regions 
of the bilayer where local order deviates slightly from the 
equilibrium value. "Domains" obtained from the Ising model 
considerations by Tsong et al. [1977] are only a consequence of 
applying the Ising model, which allows for just two different states 
at each site. They cannot be taken to mean frozen or fluid domains in 
a lipid bilayer. (This conclusion is in agreement with the small 
average cluster size calculated by Kanehisha and Tsong [1978].) 
5.3 LATERAL COMPRESSIBILITY OF BILAYERS 
FORMED FROM BINARY MIXTURES 
Several research groups have reported an increase in transport 
across the membrane at temperatures corresponding to the coexistence 
of both solid and fluid phases of lipids in the membrane. Linden et 
al. [1973] have proposed that the increase is due to the large lateral 
compressibility of bilayers in the phase separation region. Similarly 
[Wu and McConnell 1973], the compressibility of single-component 
bilayers is enhanced near the phase transition temperature, and this 
should be reflected in higher transport rates over a small temperature 
range. This latter case was examined in more detail by Doniach [1978] 
and by Nagle and Scott [1978). 
How large is the increase in lateral compressibility in the ph ase 
coexistence region? What is the shape of the anomaly? For bilayer 
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memb~anes, these questions cannot be .answered experimentally. In this 
study, therefore, are combined the information available from related 
studies on both monolayers and bilayers to obtain an insight into the 
problem. 
Lateral phase separation in bilayer membranes is normally studied 
as a function of temperature, and the coexistence region sho1vm in · 
temperature-composition (T-x) phase diagrams. To consider lateral 
compressibility, the formalism should include the lateral pressure (IT) 
as another thermodynamic variable. Lipid chains in bilayers are 
subject to an intrinsic lateral pressure [see Marcelja 1974, and the 
analysis in Chapter 6] which depends strongly on the interactions at 
the polar head/water interface and cannot be conveniently controlled.* 
However, monolayer studies provide complementary data, where Tis held 
constant and TI is continuously varied-. 
As an illustration of the general principles involved, TI-T-x 
phase diagrams, such as that in Fig. 5.2, are constructed assuming 
ideal mixing between the two components of the binary mixture. The 
formalism used in e.g. a review article by Lee [1977] is here extended 
to accommodate lateral pressure as another independent variable (see 
Appendix 4). In this case, the chemical potential difference between 
the solid and the fluid phase of the component A is [cf. Eq. 24 of Lee 
1977] 
cs. 1) 
with a similar expression for the component B. ~aA is the change in 
the molecular cross-sectional area at the phase transition of the pure 
component A, and the second term on the r.h.s. of Eq. (5.1) describes 
[Marcelja 1974] the change in chemical potential associated with the 
change in the lateral pressure acting on lipid chains. tiliA is the 
melting enthalpy of component A. With the assumption that (~a)T IT is 
' unchanged by small changes 1n IT (analogous to the assumption by Lee 
* To some extent, intrinsic lateral pressure can be controlled by 
varying the pH of the aqueous phase [Jacob son and Papahadjopoulos 
1975, and McDonald et al. 1976]. 
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Fig. 5.2: The phase diagram for a mixture of DMPC and DPPC. The intersections of several isobaric planes 
with the fluidus surface (solid line) and solidus surfaces (dashed line) are shown. The plane T = 20 °C 
is als o drawn to show the "cigar" shaped figure in the TI-x phase diagram. If a system is specified by 
a point X', II', T' which lies above the fluidus surface, it is an homogeneous fluid, if X', TI'. T' lies 
below the solidus surface, it is an homogeneous solid. If it lies between the two it separates into 
fluid and solid phases whose compositions are specified by the intersection with respectively the 
fluidus and solidus surfaces of a line through X', II', T' parallel to the X axis. Ideal mixing is 
assumed and the data are from Albrecht et al. [1978]. °' I--' 
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[1977] that (~H)T TI is independent of 'T) Eq. (5.1) is essentially 
' symmetric in its dependence on T and TI. The solidus and the fluidus 
curves in the TI-x plane thus form a shape similar to the "cigar" formed 
in the T-x plane. 
An example of the TI-T-x phase diagram corresponding to ideal 
mixing in binary lipid systems is shown in Fig. 5.2. The fluidus and 
solidus surfaces enclose a shape like that of a classic aerofoil, whose 
volume includes points in the phase diagram corresponding to unstable 
states of the mixture. A mixture in such an unstable state (TI , T, X 
u u u 
say) separates into two phases whose compositions are determined by the 
intersection of the 1 ine TI = TI , T = T with the fluidus and solidus 
u u 
surfaces. The diagram, corresponding to mixtures of dipalmitoyl 
phosphatidylcholine (DPPC) and dimiristoyl phosphatidylcholine (DMPC), 
has been calculated using the monolayer data [Albrecht et aZ. 1978] on 
the melting enthalpies and the dependence of melting temperatures on 
pressure.* 
The isothermal compressibility K = -(1/a) 3a/3TI may be evaluated 
using the average area per molecule 
(5. 2) 
(where xF is the total fluid fraction) and standard expressions from 
Lee [1977]. (The derivation is given in Appendix 4.). In Fig. 5.3 is 
plotted the compressibility as a function of temperature of a monolayer 
comprising different mixtures of DMPC and DPPC. The pure fluid phase 
of the TI-a isotherm was fitted to the monolayer data [Albrecht et al. 
1978] using the van der Waals form equation and the pure solid phase 
was fitted assuming a small constant compressibility (see Appendix 4). 
The fluid above the phase separation temperature is 2 or 3 times more 
compressible than the solid below the phase separation. In the 
separation region however, the compressibility is higher by an order of 
* Since the equivalence between mono- and bilayers is only 
approximate (see e.g. discussion in Albrecht et al. [1978]; Nagl e 
[1976)) the phnse diagram of Fig. 5.2 should be applied to bilayers cwn 
grano salis. This point is discussed in the next chapter. 
j: 
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Fig. 5.3: Isothermal compressibility as a function of temperature for 
different mixtures of DMPC and DPPC. The fractions printed on 
each curve are those of DMPC. These curves are strictly 
applicable to a mono layer at TI= 20 rnN. m- 1 , which lateral pressure 
approximates that in a bilayer, and TA and TB are resp ectively the 
melting temperatures of DMPC and DPPC in such a monol ayer. Since 
(T
8 
-TA) is nearly independent of TI (see Fig. 5.2) and is almost 
the same for monolayers and bilayers, the curves can be applied to 
different systems simply by displacing them to match the new 
values of TA and TB. 
,· 
64 
magnitude. The peaks in the compressibility are particularly 
pronounced when the fluidus or the solidus line on the phase diagram 
is close to horizontal. For example, an equimolar mixture whose 
components had a closer melting temperature, or a larger melting 
enthalpy than DMPC and DPPC, would produce a compressibility curve 
with two peaks and a marked trough between them. A large energy of 
mixing (in the non-ideal _case) would also produce a higher 
compressibility peak. 
Theoretical IT-a isotherms for binary mixtures of DMPC and DPPC 
calculated with identical assumptions are shown in Fig. 5.4. Such 
diagrams have an advantage in allowing for easy comparison between 
theory and experiment. For example, data on binary mixture monolayers 
at an oil-water interface [Pethica et al. 1976] are qualitatively 
similar to the isotherms of Fig. 5.4.- The similarity between typical 
experimental IT-a isotherms for single-component monolayers and 
isotherms of Fig. 5.4 for binary mixtures with a small concentration 
of one component suggests that the non-zero slope in the coexistence 
region may in some cases be due to contamination by a different 
species. Fig. 5.5 displays isobars for the same system to allow 
comparison with another mode of monolayer experiment. 
5.4 DISCUSSION 
The basic question addressed in this chapter is identification of 
the mechanism responsible for an increase in transport across the 
membrane in the phase separation region. It has been shown that the 
interactions between the lipid chains of single-component bilayers 
would not lead to the formation of domains near the phase transition 
temperature. It may also be shown that in the coexistence region 
domains of finite size do not result from purely physical 
considerations.* It is known [Forsyth et al. 1977] that bilayers made 
* In one dimension thi s result is proved elegantly by Landau and 
Lifshitz [1959], but the analysis is more complicated in the two 
dimensional case. The "boundary energy" contribution to the free 
energy per molecule is proportional to N-~ while the domain entropy 
term goes as ln N. However there is no value of N between one and 
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Fig. 5.4: Calculated IT-a isotherms at 16 °C for monol ayer mi xtures 
of DMPC and DPPC at the air-water interface. The fraction of DMPC 
is indicated for each curve. The data from Albrecht et al. [1978] 
have been used assuming a van der Waals equation of state for the 
fluid and a small constant compressibility for the solid. 
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Fig. 5.5: Isobars for a mixture of 50% DPPC and 50% DMPC, calculated 
using the formalism of Appendix 4, and parameters calculated from 
the experimental measurements of Albrecht et al. [1978]. 
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up of charged lipids do break up into domains in the phase transition 
region. Accordingly, comparison of ionic permeability anomalies 
exhibited by neutral and charged lipid bilayers would be indicative of 
the role played by domain formation. 
Our most interesting results are the lateral compressibility 
anomalies shown in Fig. 5.3. In real systems, the shapes of the 
anomalies would be rounded, and therefore closely resemble the 
specific heat anomalies measured for binary mixtures of lipids 
[Sturtevant and Mabrey 1976]. It should be noted that the values of K 
obtained here are typically an order of magnitude higher than the 
corresponding values for single-component bilayers.* Anomalies shown 
in Fig. 5.3 should be compared to the anomalies in transport 
determined experimentally. In some cases (e.g. Fig. 1 of Linden et al. 
[1973] or Fig. 3 of Wu and McConnell -[1973]) the similarity is 
striking. 
The present calculation could easily be extended to various 
models of non-ideal mixing [Lee 1977]. In some cases, it may be 
easier to test various non-ideal mixing theories against IT-a isotherms 
or n-x phase diagrams rather than T-x phase diagrams, which 
experiments would be more easily performed on monolayers than bilayers. 
A more speculative application of our results is to enzyme 
activity over the phase separation region. Many authors have 
discussed the temperature dependence of enzyme catalysed reactions in 
terms of· the fluidity of the enzyme's lipid environment - see Chapters 
2 and 8, and Duppel and Dahl [1976]. Where activity is presumed 
limited to a certain range of membrane lipid fluidity Raison .et al. 
[1980] it is possible (and rather easier to model) that the limitation 
is a certain minimum compressibility [Linden et al. 1973, and 
Chapter 8]. 
infinity for which the free energy is minimized, as is demonstrated in 
Appendix 5. 
* The theoretical values of K reported by Nagle and Scott [1978] 
are not realistic. The highest values indicated by monolayer 
experiments o,,. our own model computations [Marcelja 1974] are of the 
order of 20 m N- 1 • 
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The morphological importance of a change of an order of magnitude 
or more in the compressibility to the mechanical properties of a 
membrane is also worthy of consideration. In the phase separation 
region, bending a membrane need create only a small change in lateral 
pressures in the inner or outer monolayer since the molecular area can 
more easily change to fit the new geometry. An organelle which is 
already spherical may even swell a little at the expense of relatively 
little energy in response to, say, an osmotic stress, which may have 
implications for the process of freezing damage [Steponkus 1979, 
personal communication]. 
Finally, the physical properties of membranes, chiefly the 
compressibility, are thus implicated in two physiological processes 
commonly associated with low temperature damage in organisms: enzyme 
inactivation [Raison et al. 1977] and - electrolyte leakage [Levitt 
1972]. I consider this relationship in more detail in Chapter 8. 
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CHAPTER 6 
SURFACE ENERGIES AND ELASTICITIES 
IN BILAYERS AND MONOLAYERS 
As discussed in Chapters 2 and 5 and Appendix 3, the mechanical 
and micro-structural properties of membranes - in particular those 
properties governed by protein-lipid interactions and the micro-
viscosity of lipid bilayers - are known to be of importance to a 
cell's physiology and biochemistry. The mechanics and thermodynamics 
of cell and organelle membranes are as complicated as the membranes 
themselves ·(see an introduction to this field by Evans and Hochmuth 
[1978]). In Chapter 8 are derived the lateral compressibility of 
membranes comprising integral proteins in a mixed lipid bilayer. 
While this model is, I believe, the most complex and realistic one so 
far _analysed, it is still qualitatively less complicated than many 
biological membranes, in which intrinsic proteins may be inter-
connected by "structural" proteins [Seifriz 1926]. Thus the 
macroscopic mechanical properties of the red blood cell's plasma 
membrane are dominated by a network of spectrin molecules r igidly 
attached or bound to the membrane [Elgsaeter and Branton 1974] and to 
date it has only been modelled by a continuum elastic sheet wi th 
certain ad hoc intrinsic properties [e.g. Dueling and Helfrich 1977]. 
Fortunately, many cell and particularly organelle membranes are less 
complicated, and exhibit physical properties wh ich may be adequately 
described by the flu i d mos ai c mod e l. 
On the experi ment al side , t hough var i ous i nves t igat ions of 
biological membranes [Evans and La Celle 1975] and art ificial 
membr anes [Cost er and Simons 1968 ; Wobschall 1971; and also Chapter 
7] have det ermined some of their physical properties , it is the lipid 
monol ayer syst em whi ch allows of t he most detai l ed experimental 
investigation because of the possib l e variation of lat eral pressure 
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and composition [e.g. Albrecht et aZ. 1978]. Thus arises the question 
of how best to relate the easily measurable properties of monolayers 
to the properties of the less accessible bilayers. In this chapter, 
then, will be considered the two concepts of surface energy and 
elasticity as applied to bilayers, and in particular relate them to 
similar quantities for monolayers. 
6.1 THE BALANCE OF SURFACE ENERGIES 
Figure 6.1 shows schematically the experimental system available 
to mono layer research. Figure 6. 2 sho,vs an "imaginary system which is 
the bilayer analogue of Fig. 6.1. 
air 
barrier 
Fig. 6.1: The monolayer 
experiment. 
Tl 
Fig. 6.2: An imaginary bilayer 
experiment. 
Suppos e that the monolayer in Fig . 6.1 1s insoluble; thus when 
it is stretched by 6A, no new molecules are introduced to the 
rnonolayer. The following effects involve changes in fre e energy: 
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(1) the area of the head group-water interface is increased by l'iA; 
(2) the area of the air-water interface is decreased by M; (3) the 
area of the tail-air interface is increased by 6A; (4) the repulsive 
energy between the heads is reduced; (5) the repulsive energy between 
the tails is reduced; and (6) the interval free energy of the tails 
is changed (by 6G; say). Thus the external pressure nm is given by: 
m 
yhw +yaw 
6Gm 
m m t Y + rrh + rr + /I ,,,_ ' ta t Ll.t\. (6.1) 
where the six terms in the r.h.s. of Eq. (6.1) correspond to the free 
energies in points (1) to (6). The subscripts are: h - head group, 
w - water, t - tail, a - air and the superscript m indicates the 
monolayer value. 
If the bilayer 1n Fig. 6.2 is stretched by M such that no new 
molecules are included, then the following effects entail changes of 
energy: (1) the area of the head group-water interface is increased 
by 2M at the expense of an imaginary water-water interface;* (2) the 
repulsive energy between the heads is reduced; (3) the repulsive 
energy between the tails is reduced; 
b the tails is changed (by 26Gt say); 
(4) the interval free energy of 
and (5) that component of the 
free ene_rgy which is due to interactions between the tail ends of the 
two monolayers is changed (by 6Gtt say). 
b Thus the external pressure IT is given by: 
' 
(6. 2) 
where again the five terms on the r. h. s. correspo_nd to points ( 1) to 
(5) and the superscript b denotes the bilayer value. 
Now consider the case where rrb is zero (i.e. the bilayer .has no 
external lateral stress applied and is therefore at equilibrium) and 
* In fact the Hater surfaces are only separated to about 6 nm, and 
not 00 , but since this displacement is much longer than the decay 
length of van der Waals forces, this approximation is quite accurate. 
-
I 
/ .. 
where nm has been adjusted so that the area in the plane of the 
interface of each molecule is the same in the monolayer as in the 
b b m b m bilayer when II =O, and thus, presumably, yhw=Yhw and IIh =Tih' then 
(6.1) and (6.2) give: 
73 
nm = . y - y + (rr m + TI b) 
aw ta t t 
+ (6G~ - 6G~] _ 6Gtt 
6A 26A . (6. 3) 
In the simplest model, the hydrocarbon tails are considered as an 
homogeneous fluid, under which assumption the last three terms in 
(6.3) are zero, and further, yta should be similar in value to the 
surface tension of such a fluid, e.g. decane, which is approximately 
20 mN.m- 1 [Kaye and Laby 1972] and thus 
nm = y - y ~ [ 7 0 - 2 0] mN . m - 1 = 5 0 mN . m- 1 • 
aw ta 
Nagle [1976] achieves this result by an analogous argument. 
Before considering possible complications to the analysis leading 
to (6.4), consider what nm means: nm is that pressure which must be 
applied to a monolayer in order that the lipid head groups behave as 
(and occupy interfacial areas equal to) those in a bilayer under zero 
external pressure. Under this pressure the "head group phase 
transition"* should occur at the same temperature as that in the 
unstressed bilayer, and the thickness of the bilayer should be twice 
that of the monolayer. However, since the tail-air and tail-tail 
interactions are different, there is no reason to expect the more 
important tail phase transitions to occur at the same temperature. 
6.2 COMPLICATIONS TO THE SURFACE ENERGY ARGUMENT 
m b On deeper contemplation, it is unlikely that Tit= Tit at equal .area 
m b per molecule, or that 6Gt = 6Gt, or that 6Gtt = 0. The hydrocarbon 
region is anisotropic, and interpenetration of the tails in the 
* This transition involves a tiltin g of the head groups [Janiak et 
al. 1976] and thus will to some extent be affected by the state of the 
hydrocarbon chains as well. 
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bilayer is likely to occur. Since the tail ends "thrash about" (i.e. 
have the lowest order) the interaction between tails from opposite 
sides of the bilayer will probably produce a non-zero lateral pressure. 
Because of this interpenetration, the last two terms in (6.3) are not 
likely to be zero. It is possible that the membrane model of Gruen 
[personal communication], which is based on that of Marcelja [1974] 
but which includes dependence of the order parameter on the distance 
from the bilayer surface, may clarify this obscure point. 
Further, the tail-air interface may not be sufficiently similar 
to an alkane-air interface that their surface tension might be 
expected equal. As an example of this complication, suppose that t he 
"actual" interface between tails and air had an area Q times that of 
the plane of the rnonolayer, then, assuming that the tail region for 
the purposes of calculating this term- only could be considered as an 
isotropic fluid, it would be necessary to replace (6.4) with 
(6. S) 
Further, it has been a tacit assumption hitherto that the angle 
between the time-averaged axis of the chains and the bilayer normal 
was zero. Jahnig et al. (1979] produce evidence obtained using 
several techniques that suggests that this is not true for 
electrically charged lipid membranes, and that the tilt angle changes 
with lateral pressure. Not only does this notion complicate an 
analysis of the properties of the chains, but it introduces another 
variable (the inclination) 1n the head group interaction. In view of 
such complications, and pending the availability of estimates of the 
last four terms in (6.5), this analysis rests here. 
6. 3 THE "EQUIVALENT MONOLAYER PRESSURE " 
Having fai l ed to estimate nm fro m the ab initio ar gumen ts above, 
one turns to more ad hoc methods of estimatin g Tie , the " equival ent 
rnonol ayer pres sure", or that pressur e whi ch mus t be app l ied to a 
monolayer to cause it s properti es t o mos t close l y r es emb l e thos e of an 
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unstressed bilayer. 
Albrecht, Griller and Sackmann [1978] propose that the relevant rre 
is that lateral pressure which produces in the monolayer a phase 
transition with the same change in area per molecule and entropy as 
that in the bilayer. Their data suggest that this value is 
Ile - 12. 5 mN. m- 1 • Under this applied pressure however, .the DPPC 
monolayer undergoes a phase transition at 26 °C, whereas the bilayer 
transition occurs at 42 °C. This difference in temperature they 
ascribe to an additional surface pressure (similar to IT~ - rr;) which 
contributes an area-dependent term to the total free energy.* 
Marcelja [1974] similarly chooses Ile in order to achieve in the 
monolayer an area change equal to that in the bilayer. Using the data 
of Phillips and Chapman [1968], he ass_ess this pressure to be in the 
range 15 mN.m- 1 to 25 nu~ .m- 1 and, by introducing to his model an 
a priori lateral pressure of 20 mN. m- 1 _(which includes the surface 
tension terms and the tail interaction) he is able to explain several 
experimental results with quantitative success. 
In Chapters 5 and 8, I also use this value of lateral pressure 
when r ·elating monolayer properties to those of a bilayer. Using t he 
experimental results of Albrecht et al., I assume that transition 
temperatures will be 16-18 °C higher in bilayers than in monolayers. 
The various surface energies discussed above are not directly 
accessible to experimental evidence. Further, there is some confusion 
of terminology, because when the "surface energy" of a bilayer i s 
measured, this quantity always refers to the energy required to 
transport molecules from some hydrocarbon solvent res ervoir into the 
bilayer in order to increase the bilayer area . (Such a measurement is 
describ ed in the next chapt er, and the identity of this sur f ace energy 
is discus sed in _ det ail.) 
* Th e argument emp l oyed t o produce th is shift jn t ransition 
t empera t ure shoul d a l so , analogously , produce a change in the very 
quant i ty equal ized i n t his argument , i . e . the change in molecular area 
on me lt i ng . Thus the argument is not entir e l y consistent. 
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On the other hand, determination of a stress-strain relation for 
a bilayer containing a fixed number of molecules yields directly a 
measurement of the elastic modulus (of area) . of the membrane. 
6.4 MEMBRANE ELASTICITY 
The elastic modulus (k) is defined at some area per molecule 
a 
(a) by: 
0 
k 
a 
a 
0 
(6. 6) 
b 
and Tib is dissected in (6.2). The first term in (6.2) is -2Yhw' and 
y~w is likely to be similar* to the surface tension of an oil-water 
interface. It does not contribute to k, but it does determine the a 
a o 
at which nb = 0. TI~ depends on the ionic, polar or hydrophilic nature 
of the head groups. Forsyth et al. [1977] have modelled this for a 
b dissociable lipid with a uniform surface charge, and plotted Tih 
against a [Fig. 1 of Forsyth et al.]. For dissociable lipids, the 
contribution of the second term in (6.2) to k will be dependent on the 
a 
the ionic composition and pH of the aqueous solution. The next two 
terms, 
are approximately equivalent to the quantity plotted against a in 
Fig. 1 of Mar~elja [1974]. These terms contribute to k a component 
a 
- 1 e - 1 kt of about 150 to 200 mN. m when = 20 mN. m . - Remaining 
undetermined is the contribution of the last term, representing the 
component due to tail-tail interaction (ktt). We may thus write 
where kh is the head group component of the modulus. The 
* This assumption of simil arity neglects the discontinuous nature 
of wat er: at any given separation the numb er of molecules of water 
which can fit between the heads will determine this energy. 
I 
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electrostatic component of kh is calculated from the results of 
Forsyth et al. to vary from 1 to 25 mN. m- 1 as (pH - pK) varies from O 
to 4 when a = 0. 5 nm2 , and where K is the dissociation constant of the 
0 
lipid. Other contributions to kh come from the steric or excluded 
volume interaction between heads, and hydration forces. 
In principle, since k may be determined experimentally, one 
a 
might hope to estimate ktt from (6.7), but since it is a small term, 
and the larger terms are known only imprecisely, this procedure is 
impossible at the moment. 
Further, the value of the elastic modulus of bilayers obtained 
from theory is very insensitive to the model used in the theory. For 
instance Israelachvili et al. [1976] proposed that the free energy per 
molecule (g) could be written 
n g = y + c/a 
a ' 
where y, c, and n are parameters of the system (they used n = 1, 
equivalent to the first order approximation of the van der Waals 
equation of state in two dimensions). Consider the following analysis 
[Israelachvili, personal communication]: 
In equilibrium at a= a
0
, ag/aa = 0, thus 
nc/an+ 1 0 = y . 
Also 
nb n+l 
= 2 [y - nC/ a ] . 
k 
anb n+l 
= a = 2n(n+l)C/a 
0 aa 0 
Now 
a 
0 Therefore 
k = 2(n+l)y. 
This expression does not include C. Further, n must be approximately 
on e in any model and thus the value of k is not a discriminatory test 
between models. With n = 1 and y = 50 mN .m- 1 Israelachvili et al . 
[ 1976] produce k = 200 m1\J . m- 1 , in agreement with experiment. (I note 
here that y is not necessarily equal to nm, and so thi s analysis per 
se does not support the argument of Nagle [1976] .) 
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6.5 EXPERIMENTS ON BILAYERS 
Wobschall [1971] measured the elastic constants of hexadecyl-
trimethylammonium chloride bilayers by deforming them with an audio-
frequency sinusoidal bulk pressure difference, and deducing the change 
in area from the change in capacitance across the membrane. Although 
the geometry is similar to that of the experiment in Chapter 7, the 
results are completely different, presumably as a consequence of the 
difference in time-scales. (In the experiment reported in Chapter 7, 
the membrane area is increased over a period of minutes and it is 
assessed that this gives the bilayer time to equilibrate with micelles 
which provide more molecules to form the extra area.) Wobschall 
inferred elastic moduli of 150-300 mN.m- 1 for these bilayers. 
6.6 EXPERIMENTS ON BIOLOGICAL MEMBRANES 
A system employing a similar geometry to that of Chapter 7 can be 
applied _to biological membranes: a micro-pipette abuts a membrane, 
its circular cross-section defining a small area of the membrane under 
investigation. A negative relative pressure is applied to the micro-
pipette, and the resultant deformation of the membrane is observed. 
Using this technique Rand and Burton [1964] ascribed to the cell 
membranes of red blood cells an elastic modulus of 10-100 Tili~.m- 1 • 
Evans et al .. [1976] use a similar method to achieve a value of about 
300 mN.m-~. It must be noted that in this membrane especially, this 
mechanical property is most probably determined by the . structural 
proteins (spectrin) rather than the lipids. 
6.7 SUMMARY 
I have followed Marce_lja in assuming that lecithin (and probably 
other lipid) bilayers have properties that may be modelled by 
monolayers und er an external lateral pressure of about LO rnN.m- 1 • If 
they are stretched or compressed in such a way as to maintain the 
numb er of molecules in the bilayer, they will deform elastically with 
a modulus of order 200 mN.m- 1 • In Chapter 8 these results are used to 
model the effect of membrane compressibility on diffusion processes. 
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CHAPTER 7 
THE SURFACE ENERGY OF LIPID BILAYERS 
The physical properties of a lipid-protein membrane are 
determined by protein-protein, protein-lipid and lipid-lipid 
interactions, and by the interactions of the· membrane with the aqueous 
solution. While the · interactions between protein molecules is known 
to make a significant contribution to the mechanical properties of 
biological membranes, a study of these complex interactions is not 
attempted here (though in Chapter 8 the effects of protein-lipid 
interactions on membrane properties is considered theoretically). 
The relative simplicity of a lipid bilayer makes it an obvious 
starting place for gaining both theoretical and experimental insight 
into the physical properties of biological membranes. Many 
researchers have studied the properties of bilayer lipid membranes 
(BLMs) by forming a macroscopic BLM separating two aqueous solutions. 
Usually it is formed across a hole in a septum of teflon or 
polycarbonate though spherical BLMs (macroscopic vesicles) are also 
studied. Very small membranes can be formed by the method of Montal 
and Mliller [1972] in which monolayers are deposited on either side of 
the septum by raising the water level - a bilayer is formed as the two 
monolayers join at the hole in the septum. More often (including this 
study) a drop of hydrocarbon solven t containing lipid is literally 
painted over the hole in the septum [after Milller et al. 1964]. 
Hydrostatic pressure at first, then later van der Waals forces 
ultimately thin the drop to a bilayer, excluding (most of) the solvent 
and excess lipid to a reservoir 1n contact with the BLM called the 
Plateau-Gibbs border. The various methods are described in great 
detail in a text-book of BLM r esearch by Ti Tien [1974]. 
The fragility of a molecularly thin but two-dimensionally 
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macroscopic structure is expected. The formation of this state of 
precarious local stability is only possible for a limited range of 
combinations of such variables as the surface energy of the material 
of the septum, the lipid concentration in the solvent and the aqueous 
phases [Kremer 1977] and the state of appeasement of the gods at the 
time. Nevertheless the surface energy (or bifacial tension - twice 
the interfacial tension) and elasticity of the BLMs have been inferred 
from direct mechanical experiments. Ti Tien [1968] measured the 
pressure required to bulge a BLM to form a hemisphere and calculated 
its bifacial tension from the Laplace-Young equation. Haydon and 
Taylor [1968] have calculated interfacial tension from a study of 
contact angles. Wobschall [1971] applied a sinusoidal pressure 
difference across a bilayer a~d, assuming that no new lipid were 
incorporated into the bilayer, calculated its elasticity. . Coster and 
Simons [1968] deduced the area from measurements of capacitance as 
they applied a pressure difference across a BLM and from this stress-
strain curve calculated the surface energy of formation. The 
implication that a particular interface can exhibit both a surface 
tension (energy proportion to the change in area) and an elasticity 
(energy proportional to the square of the change in area) requires 
clarification. Which of these mutually exclusive laws obtains for a 
bilayer will determine the shape of a stress-strain curve observed 
experimentally, and will provide different theoretical considerations 
about how bilayers form, their stability, and the interactions between 
their molecules. Further, a bilayer may obey different laws 
(including some combination of the above) under different experimental 
constraints, or when considered over different time scales. 
In this experiment I measure directly the displacement of a 
lecithin-cholesterol bilayer in response to a range of pressure 
differences, and with this stress-strain relation decide in favour of 
the surface energy picture for the system of a bilayer on a septum in 
the presence of excess lipid. 
I· 
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p 
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b 
l 
Fig. 7.1. 
7 .1 IBEORY 
The area and volume of a spherical segment contained by a circle 
of radius band subtending a cone of half angle 8 (Fig. 7.1) are given 
by 
A 2nb
2 
= (1 + cos8) (7. 1) 
and 
V nb
3 
(2 + cos 8) sine = -- ---- - - -3 (l+cos8)2 (7. 2) 
I· 
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If the pressure difference across the spherical surface is P then the 
energy dE required to cha~ge the volume by dV is 
dE = PdV . 
If this ene.rgy is proportional to the change in area, and independent 
of the area, 
dE = ydA , 
where y is the surface energy per unit area. Thus, if the spherical 
surface is exhibiting a surface free energy of formation, and is not 
being stretched elastically, 
P = 2Y sine 
b (7. 3) 
Since .e(V) can be obtained from (7.2), measurements of volumetric 
displacement of the membrane against pressure can be used to construct 
a plot of P against sin8. If a straight line can be dra\ .. 111 on such a 
plot, its slope will be proportional to the surface free energy of 
formation. Alternatively, if the stress-strain curve were the result 
of a purely elastic deformation, we could write: 
dE = K (A - nb 2 ) dA , 
where K is the elastic constant of ·stretching. 
= Knb 2 [ 2 _ i I . 2 sine 
1 + case J b 
Therefore 
P = 2K b . e (1 - case) TI sin 1 e , + cos (7. 4) 
and thus a plot of P against sin 8 (l - cos8) / (1 + cas e) ought yield a 
straight line with slope proportion al to th e e l asti c cons t ant. 
....... 
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7.2 EXPERIMENTAL DETAILS 
Membranes were formed from a solution of 6.7 mg 4-a.-Dipalmi toyl-
Phosphatidyl Choline (DPPC) and 13.3 mg oxidized cholesterol in 1 ml 
n-decane plus .3 ml chloroform (which mixture was chosen for relative 
ease of producing stable bilayers). DPPC, cholesterol and n-decane 
were obtained from Sigma Chemicals and the chloroform was BDH 
"Analar" grade. Cholesterol was oxidized by bubbling pure oxygen 
through a solution in decane for 24 hours. The same proportion was 
used for both experiments reported here, it was prepared fresh for the 
first and refrigerated for 48 hours before the second. 
The cell (Fig. 7.2) containing the aqueous solutions was made of 
Delrin and glass, and the septum of Delrin. The holes in the septum 
were conical (half angle 45°) machined on a lathe while the septum was 
clamped between a block of Delrin and a heated brass backing plate. 
Both the cell and the septum were regularly cleaned in acetone and 
were stored in triply distilled water. They were pretreated by 
rinsing with a 1 mg/ml solution of petroleum jelly in chloroform. 
The solution was painted onto the .5 mm diameter hole in the 
septum with a very fine brush, and, if it formed a black membrane at 
al 1, thinned in 1 ess than ten minutes. A capacitance of about 1 nF 
(corresponding to,...., 5 x10- 3 F m- 2 ) was the criterion used to determine 
adequate thinning [Ti Tien 1974]. This was measured in an R.C. 
circuit through the Ag-AgCl electrodes in the cell (see Appendix 7). 
The experiments were conducted at room temperature of approximately 
23 °C, and each set of measurements was completed within 10 minutes. 
Fig. 7.2 is a schematic representation of the experimental 
apparatus. A membrane is formed across the hole in the Delrin septum 
(B) and then the tap his closed. The plunger (F) displacement and 
the capillary meniscus position (H) are noted to give the zero stress-
zero strain measurement. When the plunger is lowered it displaces 
solution in the left chamber of the cell which causes its surface to 
rise (by a distance of sixty times smaller than the plunger movement 
in this case, thi s being the inverse ratio of their areas. The 
volume di splaced by the membrane is negligible in comparison with 
--
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Fig. 7.2: The apparatus used to measure the surface free energy of formation of a bilayer. The 
components are (a) membrane, (b) septum, (c) cell, (d) glass cloverslip, (e) Ag-AgCl 
el ectrodes, (f) plunger, (g) micrometer, (h) precision bore capillary, (i) microscope with 
gr aduated scale, (j) stereo microscope, (k) connecting tube, (1) tap, (m) lamp, (n) "light 
pipe". 
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these displacements.) The membrane bulges and this displacement in 
the right chamber causes the meniscus in the capillary to rise - the 
capillary is sufficiently large that this rise is less than that in 
the left chamber. (In Fig. 7 .1 the meniscus is shoim higher than the 
level in the left chamber due to capillary tension.) From the 
difference between these rises is the pressure calculated and from the 
rise of the meniscus in the capillary alone the area of the membrane 
can be calculated from Eqns (7.1) and (7.2). Care was taken to keep 
the system clean and free of air bubbles, and that section of the 
capillary with most constant area of cross section was located by 
moving the capillary and observing any non-linearities or hysterisis 
in the subsequent movement of the meniscus. 
7. 3 RESULTS 
Membranes usually broke at pressures of about 5 Pa, though on two 
occasions hemispheres were produced without rupturing by pressures of 
about 8 Pa. Even by the standards of BLM research, this was a 
frustrating experiment. On most occasions when thin, ·relatively 
robust BLMs were formed - not a regular occurrence - imperceptible 
contamination or air bubbles produced hysteresis or sticking in the 
capillary. The results of two experiments, each with increasing and 
decreasing pressure are here reported. 
In Figs; 7.3 and 7.4 I plot pressure against sine and 
sine (1 - cose) / (1 + cose) respectively. Despite the considerable 
scatter of the points it is clear that a straight line through the 
origin is not a suitable representation of the po1nts on Fig. 7.4 
whereas such a line can be fitted to Fig. 7.3 at least to the limited 
accuracy of th i s experiment. We may therefore conclude that the 
deformation is not primarily elastic , and that the results are 
consistent wi th a surface energy of forma t ion of 1 . 0±0.2 mJ.m- 2 • 
This value is consistent with measurements of the surface tension of 
similar bil ayers by other methods [Muller et al . 1964; Huang and 
Thompson 1965 ; Haydon and Taylor 1968; Ti Tien 1968]. 
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Fig. 7.3: Pressure across the membrane plotted against sine (see 
text). Horizontal bars represent the estimated error in measuring 
the meniscus displacement, errors in pressure measurement are 
negligible assumin g no hysteres is in wetting the plunger. The 
dashed line corresponds to a surface energy of 1.0 mJ.m- 2 
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Fig. 7.4: Pressure across the membraDe plotted against 
sin8 (1 - cos8) / (1 + cos8). Were the deformation elastic, these 
points would lie on a straight line through the origin. 
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I. 
7.4 DISCUSSION 
A bifacial energy of 1.0 mJ m- 2 (0.5 rnJ m- 2 for each side) 
implies that the energy required to add one lipid molecule to the 
bilayer (and thus increase its area by say .5 nm2 on one side) is 
2.5 x10- 22 J. At a temperature of 300 K, this is .06 times the 
thermal energy; loosely speaking .06 kT's per molecule. (Tis the 
thermodynamic temperature.) 
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It can be shown that the addition of lipids to the bilayer is not 
compensated by a decrease in the monomer concentration (i.e. that t he 
critical micelle concentration - the CMC - is exceeded in at least one 
of the phases): Suppose that lipids in this system were only found in 
the bilayer, in the monolayers enclosing the Plateau-Gibbs border and 
as monomers in aqueous solution; in which case .06 kT per molecule 
would be the energy required to take a monomer into the bilayer. 
Calling this surface energy y per molecule one could write: 
(7. 5) 
whereµ~ andµ: are the energies of molecules in the monomer and 
bilayer state, respectively, relative to the same reference state , X1 
1s the monomer concentration, a is the average area per molecule, and 
K, Boltzmann's constant. Rearranging: 
(7. 6) 
It can be shown [Israelachvili et al. 1975] that for large aggregates 
(and the bilayer is extremely large) that the energy per molecul e must 
be the minimum possible for aggregates; thereforeµ~ is ind ependent 
of X1 • µ~ is independen t of X1 and ther efore a diff erent y woul d be 
obs erved for different values of X1 • In order to change y by . 06 kT 
per mol ecul e ( i .e. 100%) Eqn (7. 6) indi cat es t hat t he monomer 
concentrat ion need ch ange by onl y 6% - a critical dependence indeed . 
Gi ven the r e l a t i ve ly repeatab l e result s of t his experiment and the 
s imi l arity to measurements by other researchers , i t can be deduced 
th at if a bilayer exis t s the monomer concent ration mus t be cons t ant 
and therefo re the CMC mus t be exceeded . 
l 
l 
r 
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It has been reported casually [Ashcroft, personal communication; 
C. McQuarrie, personal communication} and was observed in this 
experiment, that bilayers are not usually produced at the first 
attempt to paint them, but more often after two or three paintings. 
This, and the above analysis, suggest that the lipid concentration 
must first exceed the critical micelle concentration in at least one 
of the aqueous or oil phases before a bilayer can be formed, since 
only above the CMC does the monomer concentration remain sensibly 
constant over a very wide range of lipid concentration . [see Tanford 
1973; and Israelachvi.li et al. 1975]. Above the CMC the bilayer area 
can be changed at the expense of micelle, inverted micelle or even 
vesicle concentration (see Fig. 7.5). 
A rigorous analysis of this problem would, en passant, produce 
the theory of the statistical mechanic-s of micro-emulsions which 
continues to elude colloid scientists. Nonetheless, some observations 
may be made: 
It ·is possible that in the time scale of the experiment (t.e. 
minutes) lipid exchange and fusion between the bilayer and vesicles in 
the aqueous phase may produce the increase in bilayer area (cf. the 
time scale in de Kruijff and van Zoelen (1978]). However since 
inverted micelles (probably containing some water) can be formed lil 
the Plateau-Gibbs border with a much smaller aggregation number than 
vesicles in the aqueous phase, their concentration will be much higher. 
Further, inverted micelles probably form spontaneously during the 
painting process - there is of course no sonication to facilitate 
vesicle production. For these reasons, and also because intermediate 
stages of adsorption seem less likely to cause rupturing of the 
membrane, I believe that the bilayer area is increased by 
incorporating inverted micelles into the monolayers surrounding the 
Plateau-Gibbs border and drawing these monolayers to form more bilayer. 
(If one could perform this experiment at several different time scales, 
one might observe different surface energies corresponding to the 
rates of exchange of lipids with the different types of aggregates 
present.) Including micelles, Eqn (7.5) becomes : 
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Fig. 7.5: The picture I propose to explain the observed results. 
Lipids from inverted micelles in the Plateau-Gibbs border are 
adsorbed at the oil-water interface to increase the bilayer area. 
(a) vesicle, (b) inverted micelle, (c) monomer, (d) bilayer, 
(e) Plateau-Gibbs border. 
..... 
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µ~ + kT Zn X1 = µ~ + kJ Zn ~ = (µ~ -ya) , (7. 7) 
where Mis the micelle aggregation number, XM the micellar 
concentration of lipids andµ~ the energy of a molecule in the micelle. 
Considering only the right hand equation: 
(7. 8) 
1 ~ The following table gives - M Zn M for various values of M and XM: 
Table 7 .1 
1 ~M 
- M Zn M 
~ = 0.01 -0. 001 0.0001 
M = 1 s 7 9 
M = 10 . 7 .9 1.2 
M = so .17 .20 . 26 
- M = 100 .09 .12 .14 
M = 500 .02 .03 .03 
M = 1000 . 010 .014 .020 
It is observed that this quantity varies little with the concentration 
of micelles. 
Without a rather exact knowledge of the composition and structure 
of the aggregates, and the energy of molecules in those aggregates one 
cannot interpret the measured value of the surface energy. However, 
if this energy were, fortuitously, equal to that of molecules in the 
bilayer (i.e. µ~ - ~ = 0, which condition requires that inverted 
micelles contain some water at the centre), then the surface energy y 
indicates an aggregation number of about 200. Such an aggregation 
numb er is too small for a vesicle of cholesterol and lecithin in the 
aqu eous phase [C arnie et al . 1979]. Inverted micelles of aggregation 
number 200 are certainly possible, and, pending the developmen t of a 
theory of micro-emulsions, it seems reasonabl e to invoke their 
existence to explain the observed surface energy of formation. 
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CHAPTER 8 
MEMBRANE TRANSPORT AND THE PHYSICAL PROPERTIES 
OF LIPID BILAYERS WITH INTRINSIC PROTEINS 
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In Chapter 5 the physical properties - in particular the lateral 
compressibility - of lipid bilayers were considered and their 
implication in membrane transport discussed. A necessary step in the 
process of extending this analysis to real biological membranes is the 
inclusion of protein molecules. The presence of intrinsic membrane 
proteins will be shown to affect the lateral compressibility. The 
investigation is concluded by presenting an argument that under 
favourable circumstances the lateral compressibility controls the 
activity of intrinsic enzymes. 
Many biological reactions are catalysed by membrane bound enzymes, 
and involve the transport of some molecule, ion, or radicle across 
organelle membrane. The interaction of these with adjacent lipids, 
and any consequent changes in their activity, are of considerable 
biological significance. Further, a study of protein-lipid 
interactions will indicate how the presence of proteins affects the 
elasticity of membranes in the plane, and also their bending 
properties. (In principle such a study could derive those quantities 
required to analyse cell shapes [Dueling and Helfrich 1977] which are 
currently assumed a priori.) 
8.1 PASSIVE DIFFUSION MODELS 
Not all molecules require the agency of an enzyme to cross a 
membrane, however, and it is instructive to examine two proposed 
bilayer diffusion* mechanisms before introducing protein molecules. 
* The diffusion of water across lipid bilayers may be largely 
These are the lipid pore theory [Lee and Chan 1977] and the bobbing-
up-and-down hypothesis [Robertson and Boardman 1975; Robertson and 
Thompson 1977]. Both theories involve the purely mechanical use of 
lipid fluidity in permeation of bilayers, and thus both are expected 
to have a strong temperature dependence. 
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The formation of a lipid pore in the form of the inner half of a 
torus fitted into a slab (see Fig. 2.4c) requires the aggregation of a 
domain of lipid molecules having a large ratio of head group area to 
hydrocarbon tail volume, as well as some fluidity. Such pores then 
would be unlikely to form at low temperatures with the tails tending 
to straighten out, and they would also be unlikely at temperatures 
well above melting since the maximization of entropy is not consistent 
with separation into such distinct phases as are implied by this model. 
That is, the formation of these pores would only be likely over a 
range of some tens of degrees which would roughly coincide with that 
of biological processes. 
As discussed in Chapter 2, such a model probably requires 
lysolipids to aggregate in the toroidal region. Such aggregations (or 
phase separation) of lysolipids might be regarded as micelles, which 
suggests the speculation that they have a critical micelle 
concentration - i.e. below some concentration lysolipids exist as 
"monomers" in the bilayer, and above this concentration pores are 
formed by a monodisperse aggregation of lysolipid molecules. 
The bobbing-up-and-down hypothesis proposes that Cl ions are 
transported through the membrane by attaching to a choline group which, 
its hydrophilicity diminished, "bobs down" and dissolves HCl in the 
tail region of bilayer. It is then picked up by another head group 
and transferred to the other side. Obviously such a process as this 
requires the fluidity of the membrane lipids and is therefore a 
process which would be reduced at low temperatures, the range of 
accounted for by simpl e diffusion: a small but finite number of water 
molecules will partition in the hydrocarbon tail region and diffuse 
across. Ions, either naked or hydrated, might in principle do the 
same but this mechanism is not sufficient to account for observed 
permeabilities. 
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temperature being determined by the lipid composition. 
8.2 PROTEIN-LIPID INTERACTION 
Using spin-labelled lipids in reconstituted protein-lipid 
vesicles, it has been observed that the mobility of lipids is altered 
in the vicinity of proteins [Jost et al. 1973a; Jost et al. 1973b; 
Warren et al. 1975]. Chapman, G6mez-Fernandez and Gofii [1979] have 
reviewed the physical and biochemical evidence for intrinsic protein-
lipid interactions and conclude that, ·while the electron spin 
resonance measurements may be perturbed by the protein-label 
interaction, the conclusion that lipid order is affected by the 
presence of proteins is unavoidable. Marcelja [1976] has explained 
this lipid order effect using the theory described in Chapter 5 and 
representing the protein molecule as completely rigid (i.e. order 
parameter of 1) and of constant cross-section. He finds that (1) the 
order of the "boundary layer" or first neighbours is higher than the 
bulk value, and that the difference diminishes in subsequent layers, 
(2) the order of the boundary _layer does not change abruptly with 
temperature at the bulk transition temperature, and the layers farther 
removed more closely approximate the behaviour of the bulk lipids. 
Certain lipids are thought to bind covalently, or ionically to 
proteins [Jost, personal communication] in which case the (lipid) 
composition of the boundary layer will be different from that of the 
bulk. Further, geometric effects - the ability or otherwise of 
certain lipids to pack around certain proteins - may also cause a 
preferential adsorption of one species as was discussed in Chapter 2 
(see Fig. 2.4). 
It has been proposed by several authors [including Owicki 1978 
and Wolfe 1978] that even without such effects the species with the 
lowest melting point would be preferentially adsorbed: the free 
energy loss incurred by the molecules' partial freezing on adsorption 
was expected to overcome the loss of entropy involved in demixing. 
This view can be shown to be wrong by the following analysis: 
Define oµ~1 as the change in free energy of a lipid of species A 
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taken from a bulk r _egion of pure species A to a boundary layer in a 
pure A bilayer. Then consider a protein in a bilayer made of a 
mixture of lipids of species A and Bin which ideal mixing is assumed. 
Thenµ~, the difference in chemical potential between molecules of A 
in the boundary layer and remote from the protein, is given by 
/j, 
cSµ~l + kT in ( x~1 /xA) µA = 
and similarly 
ln [ x~1 /x8) , 
/j, 
cSµ~l + kT µB = 
(8 .1) 
where the notation of Chapter 5 is employed. At equilibriumµ~ need 
not be zero, since the constraints of the system require some 
molecules to occupy the boundary layer. However if the concentration 
of proteins is sufficiently low that the composition of the boundary 
layer can b_e assumed not to affect the bulk composition, then at 
bl 
equilibrium, the free energy per molecule of the boundary layer(µ ) 
must be minimized with respect to its composition 
µbl = x!1oµ!1 + x!1 kT in [ xJ:J + x~1oµ~1 + x~1 kT in [ x:J (8. 2) 
plus a constant bulk term, 
whence 
(8. 3) 
bl bl 
remembering that xA + x8 = xA + x8 = 1. Now if 
= 0 ' 
then from (8. 3) 
- (cSµ~l - c5µ~ 1) /kT 
= e 
or 
= (8. 4) 
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Assuming no specific binding or electrostatic interaction, the 
terms µ! 1 and µ~ 1 may be evaluated using the model of Marcelja [1976] 
which was described in Chapter 5. For several values of the "boundary 
condition" (i.e. the order of the protein) and at temperatures close 
to and remote from the critical temperature, µbl was found to be less 
than .1 kT. That is the entropy lost by a molecule adsorbing onto a 
protein almost cancels the enthalpy lost in the total free energy of 
the molecule (cf. a phase transition). Thus the exponential term 1n 
(8.4) is approximately 1, and so, to a very good approximation, 
(8. 5) 
This result simplifies further analysis since (taken in conjunction 
l· with the very large size of domains in phase separations, see Appendix 
5) it means_ that, provided that packing does not influence lipid 
segregation, the protein does not perturb the homogeneity of the 
bilayer in which it is inserted. (Where lipids are covalently or 
electrostatically bonded to a protein, then this_ protein-lipid complex 
performs the role o.f "pr·otein" in the . above analysis, and homogeneity 
begins at the second neighbours.) 
8 .• 3 TilE ENZYME PARTITIONING MODEL 
OF THILO, TRAUBLE AND OVERATH 
The above result shows that proteins do not disturb the 
distribution of lipids, but not vice versa. A protein "touches" many 
(order of 100) lipids, and even a small difference between the 
protein-fluid lipid and protein-solid lipid interaction energies could 
produce a considerable value for 6G, the work done in moving a p 
protein from a fluid region to a solid region. Unless b.G << kT, this p 
effect would result in an inhomogeneous protein distribution . If 
6G > 0 the protein concentration would be higher (by' exp (6G /kT)) in p p 
the fluid regions . (The packing effects discussed in Chapter 2 could 
produce a very large L1G, without these it is unlikely to be greater p 
than a few kT . ) 
Suppos e that those enzymes (proteins) which find themselves in a 
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solid region are less active (at the same temperature) than those in a 
fluid region. This could be due to a mechanism involving a substrate 
which diffused through the hydrocarbon region of the bilayer, or for 
any of the reasons discussed in Chapter 2. The enzymes will partition 
as Boltzmann particles and the ratio of their concentration in the 
solid and fluid phases will be given by 
{ -6G /kT 
= e p 
F (8. 6) 
XE 
If the total enzyme concentration is XE' then 
XF F XS S X XE+ XE = E 
i: whence 
F XE 
~ = · -6G /kT 
XF + (1 -XF) e p 
and -6G /kT 
s XE 
e p 
. XE = 
-EG /kT . (8. 7) 
XF + (1 - XF) e p 
Thus if the enzyme catalyses with a rate RF and RS in the two phases 
the total reaction rate will be 
R = 
-6G /kT 
e p 
-6G /kT. 
e p 
(8. 8) 
The existence of mechanism such as this is proposed by Thilo et 
al. [1977] to explain the temperature dependence of transport. In 
Fig. 8.1 I produce an Arrhenius plot for a reaction whose rate is 
given by Eqn (8. 8) with RS= 0, and RF given by Arrhenius law. 
The above model is simple and very reasonable. It cannot be the 
whole explanation, however, since it cannot explain the form of the 
temperature dependence of many reaction rates [e.g. Wu and McConnell 
1973]. However, the inhomogeneous distribution of enzymes will be a 
complication to the application to any specific, mechanistic theories 
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of enzyme activities, including the following. 
8.4 THE COMPRESSIBILITY OF PROTEIN-LIPID MEMBRANES 
In principle the lateral compressibility of a lipid-protein 
membrane may be calculated from the model of Marcelja (1976]: the 
interfacial area of each molecule may be calculated from the order 
parameter at various temperatures and pressures. However since small 
changes in area and pressure need be considered, and since the model 
computation is already very long, this method is arduous because it is 
difficult to achieve the required computational accuracy. Since the 
analytical theory of protein-lipid interactions developed by Owicki, 
Springgate and McConnell (1978] from Landau-de Gennes' theory [de 
Gennes 1974] is simpler, and since it produces similar results to 
Marcelja's model for the decay of order with distance from a protein 
in a one-component bilayer,* this theory was used. (Recently Jahnig 
[1979] has published another analysis of membrane order based on 
Landau-de Gennes' theory but its enormous complexity would have been 
awkward in application to this independently complicated problem.) 
Owicki et al. define an order parameter u by 
(8.9) 
where a is the interfacial area per molecule and F and S denote values-
in the fluid and solid phases at T = T . (Thus defined the order 
C 
changes from zero to one at the phase transition and is less than zero 
at higher temperatures and greater than one at lower temperatures. 
This differs from the o:rder parameter defined by Marcelja [1974] which 
corresponds to that measured by ma~1etic resonance experiments, but 
the two ought be strongly correlated.) 
In Landau-de Gennes ' theory the (time averaged) free energy per 
* In studying lipid mixtures Owicki et al . assume that the 
composition of the bilayer varies with distance from a protein, 
contrary to the homogeneity argwnent presented above. This 
application of the theory is not followed. 
1. 
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molecule 1s expanded 1n terms of the order thus: 
g(u) (8.10) 
where the parameters T*, W, Y and Z may be determined from 
b.uo = 2Y/3Z 
MIO 
= wr0 (b.u0 ) 2 /2 
C 
T0 -T* = 2Y 2 /9WZ 
C 
(8. 11) 
and the interpretation of monolayer studies similar to that in 
Appendix 4. The order of a lipid bilayer in an annulus between a 
protein (assumed circular with radius r 1 ) and a circular boundary 
(radius r 2 ) is that function u(r) for which 
(2 G(u(r), :~] 2nr dr = minimum 
1 
(8.12) 
subject to suitable boundary conditions. 
In the case of a protein in an infinite bilayer, Owicki et al. 
find that, with r2 = oo 
(8.13) 
1s an excellent approximation to the solution of (8.12), where A 1s 
the root of a cubic equation with very complicated coefficients, and 
where the subscripts of u correspond to those of r. 
A bilayer perforated by intrinsic proteins may be modelled by 
. h . 1 1 h 1 1 . f . . 413 setting t e protein mo ecu es on a exagona attice o spacing -yi- r 2 , 
where the Wigner-Seitz approximation replaces each hexagonal cell by a 
circle of radius r 2 • We therefore change the trial function to find 
an approximate solution of the form 
(8.14) 
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The region of protein in contact with the lipid tails is not 
likely to be entirely hydrophobic, but will have methyl and other 
hydrophobic groups protruding at various spacings from helices and 
other secondary structures. It is highly unlikely that the tails will 
pack around it in a perfect crystalline array (as they could around a -
lipid of order one) and therefore the order ascribed must be less than 
that of a frozen lipid. Conversely, the protein is probably more 
rigid than the "thrashing" tails of a fluid lipid, and therefore its 
order greater. We chose an order half-way between those of fluid and 
solid lipids (corresponding loosely to u = 0. 5 in Owicki' s model; 
n ~ .7 in Marcelja's model), but determined by varying this value that 
the results do not depend critically on this choice. 
In order to calculate the lateral compressibility of the lipid 
chains K, an annulus was defined by choosing the number, N, of lipids 
that were to occupy it and au/arrjT,N was determined analytically from 
(8.14). Thus could be obtained nurnerically the compressibility 
K(T) (8. 15) 
where r 2 = r 2 (N·,Il, T) and r 1 = constant, or vice versa. 
Figure 8. 2 shows K (T) at Ilb = 0 for a bilayer whose transition 
temperature is 297 K. The two curves are for a pure bilayer and for a 
lipid-protein mixture of mole ratio approximately 300 (i.e. N =300) in 
which the ratio of the area of a protein . in the plane of the membrane 
to that of a lipid is 50. Figure 8.3 shows K(T) for the protein-lipid 
membrane at various values of IT, and Fig. 8. 4 shows K(N) at II= 0 for 
different values of T. 
8.5 COMPRESSIBILITY OF MIXED LIPID 
BILAYERS WITH INTRINSIC PROTEINS 
Owicki et al . calcul ate the radial profile of lipid composition 
xA(r) about a protein molecule assuming a value of one at the boundary 
and consequently find a dramatic variation. In the absence of 
geometrical effects (o f ,vhich case the quantitative analysis has not 
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been attempted) this function was earlier shown to remain constant up 
to the second neighbour if specific chemical preferential adsorption 
occurred, and up to the first or boundary layer if chemical bonding 
did not influence the composition. In the latter case a protein is 
embedded in an homogeneous mixture outside the phase separation range 
of temperatures, and in one of two homogeneous mixtures inside that 
range. 
It is reasonable to assume that the time-averaged order of the 
two species in a mixture is nearly the same (by analogy with the 
fluctuation a_rgument in Chapter 5) and thus treat a mixture of lipids 
at temperatures outside the phase separation as though it were a pure 
lipid bilayer with an intermediate transition temperature (T ). Since 
C 
a mixture does not freeze or melt at the temperatures defined on a 
phase diagram by the intersection of its composition with the fluids 
or solidus curve, T must lie between these temperat~res, and from 
C 
symmetry we .propose that, for the case of ideal mixing, 
(8.16) 
as illustrated on the phase diagram in Fig. 8.5. 
Comparison of the ordinates in Figs. 5.3 and 8.3 shows that, 
within the phase ~eparation range of temperatures, that component of 
compressibility resulting from changes in XF and XS far exceeds all 
others, which may thus be neglected A Without this range·, the 
compressibility of a lipid-protein mixture (critical temperature T) 
C 
supplants that calculated for Fig. 5. 3, though at both h_igh and low 
temperatures these values converge. Using this ~methodology, F_ig. 8. 6 
shows K(T) for a bilayer of DPPC, DMPC, and the idealized protein 
described above in mole ratio 100:100:1. We boast that this model 
represents qualitatively very many of the features of real biological 
membranes. 
It is seen in Fig. 8.6 that outside the coexistence reg ion the 
"corrections" to Fig. 5.3 are as large as 100% (the difference is 
nearly as la_rge without the proteins also, cf. Fig. 8. 2) , but are 
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0 1 
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still very small compared to Kover the phase transition. The 
difference need not be so large. For many lipids (aF - a5) in a 
bilayer is about 0.25 nm2 , and thus the area W1der the tall portion 
of figures such as 5.3 and 8.6 is approximately constant. Therefore 
the average compressibility in the coexistence region is inversely 
proportional to the temperature range of that region. DPPC and DMPC* 
have reasonably close melting temperatures and their melting 
enthalpies are not large [Albrecht et al. 1978] and thus _their 
coexistence range is small. In real membranes, with more than t wo 
lipid components, a wider spectrum of chain lengths, and some double 
bonds in the chains, the coexistence range might be as large as ,..., 50 °C 
[see Bishop 1979]. 
From the above results and from Eqn (8.12) it is possible to 
calculate the elasticity of membranes of various composition and as a 
* I have used these in examples only because of the eminent 
suitability of available data. 
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function of several variables. The elasticity of membranes has 
attracted a lot of attention from both theoreticians and 
experimentalists (see Chapter 6) but is not directly relevant to this 
study. Such calculations will be published elsewhere [Bates, Marcelja 
and Wolfe, in preparation]. 
8.6 MEMBRANE TRANSPORT AND PERMEABILITY 
Several researchers have reported increased membrane transport 
[Thilo et al. 1977] and permeability [Marsh et al. 1976] of membranes 
near the phase transition temperature or over the phase separation 
region. The locai density fluctuations at these temperatures have 
been invoked as an explanation [Nagle and Scott 1978], as have 
mechanistic interpretations [Thilo et al. 1977] which involve lateral 
compression of the membrane. The following analysis applies to both 
these models. 
Suppose that a transport reaction invol ve-s the formation of an 
activated complex · (activation energy E) and has a "reaction geometry" 
(see Appendix 2) which is independent of temperature (this latter 
supposition would be violated, for example, by a reaction whose 
substrate was soluble in the hydrocarbon chain region of the membrane. 
I regard this case as a likely explanation of the results of Overath 
et al. 1976]. Such a reaction obeys Arrhenius' law if its rate (R) is 
sufficiently low, i.e. 
R = A e-E/kT . 
Further, suppose that 
( 8 .17) 
Loosely speaking, E
0 
is the "chemical" activation energy, the energy 
required to form the bonds of the activated complex, while E1/K is the 
work done in deforming or stressing the bilayer to form the activated 
complex. (Suppose for instance that the activated compl ex had a 
cross-sectional area in the plane of the bilayer which exceeded that 
of the enzyme by~- In the time-scale of the reaction, suppose that 
( 
' 
only . those lipids in an area A around the prot ein may share thi s p 
deformation. In this case 
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( 8. 18) 
Whatever the specific mechanism for the activation energy, an 
"insertion" mechanism for transport will to first order be r epresented 
by Eqn ( 8. 1 7) . ) 
The Arrhenius plot of such a reaction is presented in Fig. 8.7, 
as are the experimental results of Wu and McConnell [1973]. There 
exists a striking similarity, which suggests that a mechanism very 
like the one described above is responsible for these experimental 
results. 
It would be feasible to vary some features of the system of Wu 
and McConnell to test the model explicitly, especially i f the r e l evant 
lipid monolayer isotherms were available. The model has three 
inaccessible parameters (A, E0 and E1), but cons i dering the form of 
the data, discrimination is clearly possible. In App endi x 3 it is 
argued that smoot~ monotonic functions yield little parametric 
information. Clearly discontinuous functions are capable of yi elding 
much more information since often one can confidently estimate the 
abscissa of the discontinuity, and the value of the ordi nate in ei ther 
side of the discontinuity.* It is noted too that three paramet er s i s 
only one more than are deduced from the rates of a r eaction which 
satisfies Arrhenius' law. 
I believe that the analysis in this chapter and Chap t er 5 
establish higher lateral compr essibility as t he caus e of enhanced 
membrane transport in or near the coexistence r egion . 
* A cl assic example of a demanding data set was the discontinuous 
conduction voltage functi on of i llumination wavelength in the photo-
electri c effect. The mode l which reproduced the featur es of this 
relation [Ein st ein 1905] was immediately convincin g . 
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8.7 ·BIOLOGICAL .MEMBRANES AND ENZYME 'ACTIVITY 
Though the above analysis exposes many of the features found in 
living membranes, and offers qualitative explanations of some 
behaviour, it is still very simplistic when contrasted with the over-
all function and complexity of even the simplest of living membranes. 
With increasing sophistication of reconstitution experiments, accurate 
analyses of membrane components, and monolayer and bilayer 
exp~rirnents determining the important quantities of the lipids 
involved, we should achieve in the next few years a comprehensive 
quantitative understanding of the physical phenomena governing 
activity in some systems. 
Finally, I show in Fig. 8.8 the qualitative features of K(T) £or 
a biological membrane, and the Arrhenius plot which might be measured 
for a reaction whose enzyme was located in such a membrane. Clearly 
the theory proposed in this thesis may not yet be quantitatively 
applied to such a complex system, but it suggests a new area of 
investigation in thermo-biology, and brings us closer to understanding 
the physical principles governing biological mechanisms. 
8.8 CONCLUSIONS 
Transport or diffusion across membranes is enhanced by lateral 
compressibility, which quantity as a function of temperature can be 
calculated using the theory contained herein for quite realistic 
models. This phenomenon probably affects the activity of membrane-
bound enzymes, and thus produces a sensitive temperature dependence of 
some biological reactions. If the physical state of an organism's 
membrane lipids be one of the factors influencing low temperature 
survival and growth rates, then this theory is a most convincing 
explanation of this influence. 
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115 
Albrecht, 0., Griller, H. and Sackmann, E. (1978). J. de Physique 39, 
301-313. 
Bishop, D. (1979). In "Proceedings of the US-Australian-NZ Conference 
on Low Temperature Stress in Crop Plants: the Role of the 
Membrane", to be published by Academic Press. 
Chapman, D., G6mez-Fernandex, J.G. and Goni, F.M. (1979). FEES 
Letters 98, 211-223. 
de Gennes, P.G. (1974). "The Physics of Liquid Crystals", Oxford. 
Dueling, H.J~ and Helfrich, W. (1977). Blood Cells~, 713-720. 
Einstein, A. (1905): Ann. Phys. (Germany) 17. 
Jahnig, F. (1979). J. Chem. Phys. I_Q, 3279-3290. 
Jost, P.C., Griffith, O.H., Capaldi, R.A. and Vanderkooi, G. (1973a). 
Biochim. Biophys. Acta 311, 141~152. 
Jost, P.C., Griffith, O.H., Capaldi, R.A. and Vanderkooi, G. (1973b). 
Proc. Nat. Acad. Sci. USA 70, 480-484. 
Lee, T. and Chan, S.I. (1977). Biochemistry 16, 1303-1309. 
Levitt, J. (1972). "Responses of Plants to Environmental Stresses", 
Academic Press. 
Mar~elja, S. (1974). Biochim. Biophys. Acta 367, 165-176. 
Marcelja, S. (1976). Biochim. Biophys. Acta 455, 1-7. 
Marsh, D., Watts, A. and Knowles, P.F. (1976). Biochemistry 15, 
3570-3578. 
N_agle, J.P. and Scott, H.L. Jr. (1978). Biochim. Biophys. Acta 513, 
236-243. 
Owicki, J.C., Springgate, M.W. and McConnell, H.M. (1978). Proc. Nat. 
Acad. Sci. USA~' 1616-1619. 
Robertson, R.N. and Boardman, N.K. (1975) . FEES Letters 60, 1-9. 
Robertson, R.N. and Thompson, T.E. (1977) . FEES Letters 76, 16-19. 
Thilo, L. , Trauble, H. and Overath, P. · (1977). Biochemistry l.t, 
1283...:1290. 
Warren, G.B., Hounslay, M.D., Metcalfe, J.C. and Birdsall, N.J.M. 
(1975). Nature 255, 684-687. 
Wolfe, J. (1978). Plant~ Cell and Environment 1, 241-247. 
Wu, S.I-1. and McConnell, I-1.M. (1973). B1:ochem. Biophys . Res . Cormz. 55, 
484-491. 
APPENDIX 1 
MEMBRANE MOLECULAR PACKING THEORY 
AND THE PRO-LAMELLAR BODY 
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The concept of molecular packing has been used successfully by 
Israelachvili, Mitchell and Ninham [1975] to explain the observed 
shapes and sizes of micelles and vesicles formed in lipid-water 
mixtures. Their theory ascribes to each species of lipid some 
intrinsic geometric or packing properties - the area per molecule in 
the plane of the interface, and a maximum hydrocarbon tail length. 
These constrain the molecules to aggregate only into certain 
structures which can be determined from consideration of their 
interaction free energies and packing properties. Israelachvili 
[1977, 1978] has extended the concept of molecular packing to lipid-
protein membranes and the fluid mosaic model and used it to examine 
qualitatively such processes as lipid clustering, pinocytosis and 
lipid pore formation. 
One corollary of the molecular packing theory is this: Irt a 
given section of bilayer membrane, since "flip-flop" (or exchange of 
molecules between the two monolayers) is extremely slow [Bloj and 
Zilversmit 1976] then, unless the area per molecule is changed, the 
areas of the two sides of the bilayer are conserved. Thus, if this 
membrane becomes bent or warped it can only change its shape in such a 
way as to conserve the original difference in the two areas . (Of 
course in some cases th e area per molecule may be changed 
asymmetrically; thus for example a ch ange in ion concentration on one 
side of a planar membrane might produce \\lrinkling to cause an 
asymmetrical change in area [Papahadjopoulos 1976] . ) 
Consider then the change in shape of the membrane 111 plastids 
which can form either t he high l y ornate geometry of the prolamellar 
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body .or the rather flat .surfaces of the thylakoid lamellae. Though 
these two structures are contiguous [Gunning and Jagoe 1967] it is not 
clear what intervening shapes are involved in the transition, and so 
it is possible that lipids are transferred from one side of the 
bilayer to the other. Nevertheless, I propose to show that, rather 
surprisingly, the average curvature of these two structures is very 
similar, and that they can be formed from a bilayer whose inner and 
outer faces differ in area by a similar amount. 
Gunning and Jagoe [1967] propose that one of the structures of 
the prolamellar body is as shown in Fig. Al.I to explain their 
electron micrographs of the plastids of Avena Sativa. This structure 
can be considered to comprise many six-armed "nodal units" fused 
together in a cubic lattice. The lamellae, on the other hand, are not 
very different from planar membranes. 
Consider the "nodal unit" in Fig. Al.l. I assume that the arms 
are radially symmetric and that the shape is continuous in function 
and first derivative. If the eight approximately triangular segments 
were sections of a sphere they would match continuously onto the arms, 
and so these segments cannot be very different in shape from spherical. 
If the sphere has radius R, then the area of the eight remaining 
pieces can be shown to be A = • 49 nR2 • The difference between the 
s 
areas of similar figures with radii (R + \t) and (R - \t) is 
M = 2,rRt (. 49) . 
s 
Suppose that the six arms were toroidal in shape (see Fig. Al.2). 
The area of these sections can be shown to be 
6Ator = 6 x 2rrr{; (R + r) - r} sin ; . 
The difference between the areas of figures displaced \t inside and 
outside this surface can be shown to be 
66At 
. or 
sin TI 4 . 
Thus the total area is 
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- ..,/ / ~· ~ " ~ 
+ I I I ( --- l l 1 I 
-
\ 
' " 
/ I I 
~r \ 
+ 
Fig. Al.l: A "nodal unit" similar in shape to 
that suggested by Gunning and Jagoe [1967]. 
The arms are toroidal sections abutting a 
sphere. 
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Fig. Al.2: Here the toroidal sections are 
replaced by cylindrical symmetric figures 
l 
whose radius p (z) is given by p = P cosh ( z/P) . ~ 
~ 
00 
A = 2TI[.24 R2 + 3.33 Rr - .91 r 2 ] 
and the difference between inner and outer areas is 
M = 2nt[S.15r-2.85R]. 
From the measurements of Gunning and Jagoe, 2r + t = 38 nm and 
/2 (r + R) = 59 nm. This . gives, assuming t = 6 nm 
A = 7040 nm2 
and 
f::.A = 2100 nm2 
and 
f::.A/ A = • 30 
119 
A sphere which has the same ratio, (M/ A = 4t/D), has a diameter 
D = 80 nm . 
This is substantially larger than the size of the prolamellar body 
repeat unit. 
This result is easy to see qualitatively: since the radii of 
curvature of the toroidal sections are in opposite directions the 
overall curvature of these sections (l/R1 + l/R2 ) is small. The 
spherical triangular sections are small in area, and do not have a 
very large curvature, and so the curvature of the whole unit is, on 
average, small. This argument suggests an alternative analysis: 
Suppose that the structure is not, as the sketch of Gunning and 
Jagoe suggests, toroidal and spherical sections, but is such a shap e 
that its curvature everywhere is small or zero. This requires that 
the "arms" have a radius which is a cash function of the distance 
along their axes (Fig. Al.2), i.e. 
p = P cosh(z/P) . 
In order for the arms to fit together and match slopes we require that 
TI 
at z = L - R cos 4, 
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R . 1T p = . sin 4 
and 
~~ = sinh ~ = 1 . 
These equations can be solved to give 
P = R/2 and L = 1.15 R , 
whence L/P = 2.3. GW1ning and Jagoe's measurements give L/P = 2.8 
and, given the crudity of the assumpt1ons made in this analysis, the 
agreement with experimental results is acceptable. 
Prolamellar bodies are also observed in a tetrahedral lattice 
[Wellburn, Quail and Gunning 1977] whose shape also suggests toroidal 
sections (or perhaps cash functions of rotation) abutting on spheres. 
A similar argument could be employed for this case, though since the 
triangular sections contribute more significantly to the area, the 
average curvature would be a little greater. 
Thus, whatever the intermediate transition states may be, the 
membrane of the prolamellar body can transform to the mainly flat 
thylakoid lamellae without requiring much "flip-flop" of lipids or 
other components from the outer to the inner membrane monolayers and, 
perhaps more importantly, without any large change in local curvature 
and the consequent large energy difference involved in different 
molecular packing shapes. 
At this point I cannot resist speculating on the conditions which 
give rise to such a regular structure with such ornate geometries, and 
the possible survival advantages conferred by the ability of the 
plastids to make the transition from prolamellar body to thylakoid. 
Since the curvature, while small, is distinctly non-zero one must 
reject the attractive analogy with soap films, i.e. one cannot argue 
that a tendency to minimize 11A or A is sufficient cause for the 
observed shape. An ultrastructural lattice formed by the ribosome-
like particles observed by Gunning and Jagoe may occur in vivo, but 
since the lipids themselves can form a similarly shaped prolamellar 
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body [Wellburn et al. 1977] this is not a sufficient explanation. I 
suggest that a certain ratio ~A/A (i.e. a membrane lipid asymmetry) is 
imposed by the different internal and external aqueous solutions. 
Given this constraint, the observed lattice structures may be the form 
of lowest free energy. 
The thylakoid lamellae have a functional shape not only because a 
larger area than the prolamellar body may be required for photon 
capture but also because they have a convenient stacking and 
unstacking response to osmotic changes [Sculley et al. 1979]. Of what 
use is the shape of the prolamellar body? Gunning and Jagoe [1967] 
argue that it efficiently stores a large amount of membrane in a small 
space, but so would a collection of very small vesicles. The .latter 
however could not make the transition to lamellae without fusion, 
flip-flop of lipids and a large energy change; further, it has many 
independent inner regions, whereas the observed structure has one 
contiguous inner and outer volume (the lumen and cytoplasmic regions). 
The inner and outer volume ratio of the prolamellar body, however, 
1s fixed it cannot swell or shrink much to respond to osmotic 
stress, as can the thylakoid lamellae. Perhaps an osmotic effect 
occasioned by exposure to light is the simple cause of the transition 
from the prolamellar body to thylakoid lamellae. 
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APPENDIX 2 
BOLTZMANN STATISTICS, ENTROPY OF ACTIVATION 
AND ARRHENIUS' LAW 
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Consider the two physical situations represented in Figs. A2.la 
and A2. lb. In (a) there are just t\vO possible states, the activated 
state having an energy H* greater than the ground state. If simple 
Boltzmann statistics apply [see e.g. Landau and Lifshitz 1969], then 
N -H* /kT f 1 . . d b h . . . 11 b e o a popu ation constraine y sue a situation wi e in 
the upper state if N are in the lower (k is Bal tzmann' s constant and T 
the thermodynamic temperature). In (b) there are a large number (n) 
of states with approximately the same energy, each about H* more 
energetic than the ground state. In this case the equilibrium 
distribution will include fewer molecules in the ground state, since 
there are many ways in which molecules can possess the higher energy .. 
Thus may one define an entropy of activation S* such that 
- (H* /kT - S* /k) S* /k -H* /kT 
e . or e . e times as many molecules will be in 
the higher energy st.ates as are in the lower energy state, and where 
S* = k ln n . (A2. 1) 
(H* -TS*) may be called the free energy of activation, though caution 
must be advised with the use of such a term since entropies and there-
fore free energies are by definition macroscopic quantities, and the 
phrase "of activation" suggests application to microscopic systems. 
As an example of case (b), consider the atoms in a macroscopic 
metal bar in a large evacuated box at room temperature. For an atom 
in its ground state (in the bar) the "enthalpy of activation" required 
to move it to a state in the vacuum is quite large - at least hw1dreds 
of times the thermal en rgy . However the number of states in the 
vacuum is determined by the size of the box ., and so the "entropy of 
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Fig. A2.l(a). Fig. A2.l(b). 
activation" is arbitrarily large, and the "free energy of activation" 
will be negative for a sufficiently large box. To reach equilibrium, 
then, the bar must sublime completely. Experimentally, metal bars are 
not observed to disappear at room temperature, i.e. because the system 
has a large "enthalpy of activation", it has a long equilibration time. 
Similarly, an enzyme in the model of Sharpe and De Michelle 
[1977] has a high enthalpy of activation and therefore transitions 
bet\veen active and inactive states* will be infrequent (see Chapter 2). 
If the enthalpy of this transition is 100 times the thermal energy, 
and if the distribution of energies 1n the system relaxes in a 
characteristic time T (of the order of 1 ns say) and if the 
distribution of energies in the population has a variance of the order 
of the thermal energy squared, then the equilibrium time is about 
10 30 s. Even compared \vith the age of the universe, about 10 18 s, 
* In this model, for every low temperature inactive configuration 
there are typically 10 45 active confi gurations and 10 90 high 
temperature inactive configurations. In order to give the reQder some 
feeling for the size of these nwnbers , I remind him/her that there are 
thought to be about 10 80 elementary particles in th e universe . 
this 1s a long time (at the end of which the fires of hell may well 
have begun to begin to burn [Joyce 1952]). 
ARRHENIUS LAW 
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Substrate molecules in dilute solution will, in the simplest case, 
be distributed among equally spaced energy states, as are the 
molecules in a perfect gas. Thus they will assume a Boltzmann 
distribution of energies. Thus the fraction of them that have more 
b -E:/kT than some energy s will e e (obtained by integration of the 
energy density function from£ to infinity). Thus if the enthalpy of 
-H*/kT 
activation of some complex is H*, then e of the reacting 
molecules have sufficient energy to form the activated complex as a 
result of suitable collisions. If the probability of a suitable 
collision occurring per unit time is A, then the reaction rate R will 
be Ae-H*/kT_ Since this probability is dependent on the number of 
different configurations of the activated complex, A can be. considered 
to include the contribution from the "entropy of activation", i.e. 
A creS*/k. Now the number of collisions (and therefore the number of 
collisions resulting in activation) per unit time will be temperature 
dependent, i.e. A= A(T). If one of the reagent molecules (e.g. a 
large enzyme) has a large mass and therefore does not move quickly, 
then, in the case of simple diffusion, the collision rate will be 
proportional to the average speed of the other species. Therefore the. 
simplest dependence* on temperature that may be proposed for A is it 
is proportional to the average speed of the substrate molecules 
[Johnson et al. 1954], whence: 
R = Ae -H* /kT = BT\ e -H* /kT 
or 
ln R = ln B + \ ln T - H * / kT , (A2. 1) 
whence: 
* In principle activation could result from a process more complex 
than simple diffusion, and th e t emperature dep endence of A could be 
1:: 
stronger than T 2 • 
d ln R 
d(l/T) 
T 
- - 2 
H* 
-+ k 
d 1 dH* 
--- ln B -d (1/T) kT d (1/T) . 
If H* is much larger than the thermal energy (typically H* is 
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(A2.2) 
10-30 kT, or 6-18 KCal/mole, in biological reactions) then the first 
term is small compared to the second. Discarding this term is 
equivalent to assuming A independent of T. Since biologists are 
usually interested in a temperature variation of 10 or 20% only, or a 
1: 
variation in T 2 of 5 or 10%, this approximation is standard. If the 
last two terms are zero, i.e. if the activation enthalpy and entropy 
and the reaction geometry are not temperature dependent, then 
Arrhenius' law obtains, or 
d 
/T) ln R (A2. 3) 
Under these conditions an Arrhenius plot - a plot of ln R against 
(1/T) - is a straight line with a slope proportional to the activation 
enthalpy. Many reactions produce straight lines on Arrhenius plots 
[e.g. Arrhenius 1915; Johnson et al. 1954]. Considerable confusion 
has arisen about the use and abuse of Arrhenius plots (see final 
discussion on this topic in Graham [1979]) because (A2.3) is more 
familiar than (A2.2). Quite simply, if an Arrhenius plot is not a 
single straight line~ then the last two terms in (A2.2) are not every-
where zero 01') even constant. If one uses (A2. 3) to calculate H* and 
finds that H* varies with temperature then an assumption required to 
produce (A2.3) from (A2.2) is invalidated. Obvious though this 
inconsistency be, it is rarely mentioned in discussions of non-linear 
Arrhenius plots and so I give this example: Suppose that an Arrhenius 
15 1 1 10 ~ 1 1 plot has slopes of - le Kat T = 283 Kand-le Kat T = 293 K' and that 
the rate is about twice as great at the higher temperature (these are 
typical values). Then the terms in (A2.2) hav e the following average 
order : 
T 150 K ; H* 3,000 K "' - "' . 2 k ' 
I:::. ln B 5 - ln 2 K 40,000 K ,..._, = . /:::.(1/T) . - 4 ' 10 
and 
/:::.H* 50,000 K = kT. /:::. (1/T) 
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clearly the last two cannot be ignored. In fact, these terms may be 
the principal contributions to the non-linearities of Arrhenius plots, 
as suggested by Overath et al. [1976]. 
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APPENDIX 3 
STATISTICAL TESTS TO DECIDE BETWEEN STRAIGHT 
LINE SEGMENTS AND CURVES AS SUITABLE FITS TO 
ARRHENIUS PLOTS OR OTHER DATA 
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In this appendix are presented quantitative as well as 
qualitative statistical tests to determine the suitability of fitting 
a series of straight line segments or a smooth curve to sets of data, 
particularly the Arrhenius plots of biological reaction rates. 
INTRODUCTION 
A popular and powerful method of extracting information from a 
set of pairs of measurements is to plot one function of the variables 
against anotherT choosing two functions which, according to the theory 
applied, are linearly related. The intercept and slope of a straight 
line fitted to this plot are related to par~meters of the system 
investigated. Thus, for example, a plot of the length of a pendulum 
against the square of its period should yield a straight line with 
slope g/4n 2 , where g is gravitational acceleration. In chemistry, 
Arrhenius (1889, 1915] showed that, in certain cases, a plot of 
ln(reaction rate) against the reciprocal of the absolute temperature 
should yield a straight line with slope -E /kB' where E is the 
a a 
activation energy (per molecule) of the activated complex and kB is 
Boltzmann's constant. 
In some cases the law which predicts the linear relation may hold 
only over a certain range of values, and thus only part of the plot 
resembles a straight line, or a law may hold, but with different 
values of the parameters, over different ranges. In the latter case, 
two or more straight lines may be fitted (by minimizing the sum of the 
squares of displacements from the relevant line) over various regions 
( 
on the plot. The co-ordinates of a point of intersection acquire 
considerable significance since it is at this point presumably that 
the system changes from one operating regime to another. 
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When intersecting straight lines are fitted, and when the angles 
between those lines are small, it may be difficult to be sure that the 
points really are well represented by straight lines rather than a 
curve, particularly if the number of points 1s small or the possible 
error in measurement is large~ Contentious examples are the fitting 
of straight lines (usually three but sometimes as many as five 
[Crozier 1924, fig. 9; Nolan and Smillie 1976, fig. 2; Nolan and 
Smillie 1977, fig. l; and Critchley et al. 1978]) to Arrhenius plots 
of enzyme catalysed reaction rates or other physiological rates. 
Crozier [1924] proposed a theory to explain the existence of such 
lines, but this theory has been criticized as simplistic [Burton 1936; 
Heilbrunn 1937; Johnson et al. 1954]. Several authors [Sharpe and 
De Michelle 1977; Johnson et al. 1954; Bagnall and Wolfe 1978; 
Wolfe 1978; Wolfe 1979 - see Chapters 2 and 3] have proposed that the 
log of the rate of biological ·reactions should have a curvilinear 
dependence on inverse temperature, but intersecting straight lines 
appear on biological Arrhenius plots 1n many recent papers. Often it 
is not clear that straight lines are an appropriate fit, but I know of 
only one case where the appropriateness was tested statistically, and 
in that case curves were found to fit the data equally well [Nolan and 
Smillie 1976]. 
Attempts to fit a series of straight lines to the Arrhenius plots 
of, for example, the rate of biological reaction are made only over a 
limited temperature range. This rate 1s zero, and hence its log is 
infinitely negative, outside a finite range of temperature (usuall y 
about -5 °C to 45 °C) and Arrhenius ' law do es not allow a zero 
reaction rat e at a finite temperature. Further , most authors (some 
exceptions being olan and Smillie [1977] and Critchley et al . [1978]) 
decl i ne to fit straight lines to that region of the plot with positive 
slope, and thus avoid the awkward concept of negative activation 
energies. The result 1s that only that r egion of the plot in which 
the slope changes slo, ly is used and this, combined with the spread 
usually present 1n biological data, explains why there is some 
ambiguity about whether or not strai ght lines or curves better 
represent the data. 
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To limit the range of applicability of the fit to a certain range 
implicitly employs two parameters - the high and low temperature 
limits of that range. Fitting N straight lines involves a further 2N 
independently adjustable parameters (the intercepts and slopes of 
those lines). Often the number of points is not much larger than 2N 
[e.g. Champigny and Moyse 1975] and so the fit is nearly perfect. 
Even when the number of data points 1s substantially greater than 2N, 
the residual sum of squares is often no larger than one would expect 
from just the inherent spread of the data. Ho\vever the same is true 
of many arbitrary curves involving as many or fewer adjustable 
parameters (e.g. A + Blx + Cex + D cosh (E + Fx) , or equally arbitrari ly, 
A + Bx + Cx2 ~ Dx 3 + Ex4 + Fx5 ) • Bagnal 1 and Wolfe [ 197 8] for instance, 
found that 5th order and 3rd order polynomials gave -smaller residues 
than 3 straight lines when fitted to their Arrh enius plots, but in all 
cases these residues were too small to reject the curve on that basis 
alone. 
There are however other criteri.a which one can apply to 
distinguish between N straight lines and some smooth curve (no t 
necessarily a polynomi al, of course). 
TESTS 
(i) Is t her e a pattern in t he displacement of 
points f rom the f itted straight l ines? 
Figure A3.2 shows 3 strai ght l ines appropriately and 
inappropriat ely fi tt ed t o two set s of point s which are shown with no 
superimposed curve in Fig . A3 .l. In the cas e wh ere the points are 
bett er r epresent ed by a curve, t he points t end to be below t he lines 
near t he ends of t he s egments , and above th e lines in th e middle . 
Th is discrimination procedure can be roughly quantified as follows: 
Divide each segment into 3 sections, the middl e twice the len gth of 
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Pig. A3.l: Most observers will decide that inspection of these two imaginary sets of data 
indicates that A is possibly best fitted by straight line segments, whereas Bis 
better fitted by a smooth curve of some form. 
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Fig. A3.2: Two sets of data are shown fitted with straight line segments, and divided 
into regions for the application of test (i) (see text). At the 95% or 98% 
confidence levels, the straight line fit can be rejected for B but not for A. 
..... 
tN 
N 
l 
I 
133 
the ends; the segment middle sections are called regions (I) and the 
other regions (II) . Suppose that q is the number of points which lie 
below the lines in regions II plus the number of points which lie 
above the lines in regions I ' and pis the total number of points. If 
straight lines are an appropriate fit, then the most likely value for 
q is p/2, and the probability of any particular q is qc (~)P. Now 
p 
there is a 95% chance that q will lie in the range 
(p/2 - b) < q < (p/2 + b), where 
Therefore if I q - p/2 j > b, one can reject at the 95% confidence level 
the hypothesis that the points are appropriately fitted by straight 
lines. Table A3.l gives values of b for various values of p, at 
confidence levels of 95% and 98%. 
Table A3.l 
Tables of values of b for sets of p points such that, when q 1s 
detennined as described in the text, 
jq -p/21 > b 
allows ~he rejection of the hypothesis tha~ the points are we-11 fitted 
by straight lines at the indicated confidence level. 
No~ of Points (p) 
Confidence level= 95% b = 
98% b = 
10* 
2* 
3* 
20* 
3* 
4* 
30 
4 
5 
40 
5 
6 
50 
6 
7 
60 
7 
8 
·* This test is not likely to be very useful for sets of 20 or fewer 
data points. However any attempt to determine six or eight parameters 
from a set of 20 or fewer points is likewise ambitious. 
This test can be made more sensitive by weighting each point 
according to its vertical displacement from the lines and its 
horizontal distance from a boundary between regions I and I I. It can 
also be improved by choosing the boundaries of regions I and II on the 
basis of the data, rather than the arbitrary division used here. 
Ho\,:ever the test in the simple form works quite wel 1 and the possible 
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improvements would make its implementation much more tedious. 
Applying this test to Arrhenius plots in the literature one can 
in most cases reject the hypothesis that straight lines are a suitable 
fit. However failure to reject the straight line fit does not imply 
that it can be confidently accepted. One could employ a similar test 
to attempt to reject a specific curve fit also, but rejecting only one 
curve does not necessarily imply that a straight line fit must be 
accepted. 
(ii) Are the "breaks" or intersection points dependent on 
the range over which the fit is considered applicable? 
If straight lines are a conv1nc1ng fit, then ·the intersections 
will occur at the same place if one deletes points at either end of 
the range and performs a least squares segment fit on the remainder 
(see Fig. A3.3). If the intersections occur at different places, then 
the information obtained from such lines is as much dependent on the 
range of temperature the experimenter sought to investigate as it is 
· on the system studied. (Bagnall and Wolfe [1978] found with their 
data that a segment fitting routine produced segments of approximately 
equal length for any subset of the data, that is, the "break points" 
were determined by the range chosen for the experiment - see 
Chapter 3.) 
(iii) Is N~ the nwnber of straight lines~ obvious and unique? 
If N straight lines is an appropriate fit, then (N + 1) straight 
lines fitted will include the N lines found previously, \vith one very 
short extra segment (see Fig. A3.4). Further, the residues from the N 
line fit and the (N + 1) line fit should be very nearly equal, whereas 
an (N - 1) line fit should give a very much 1 arger residue. (Bagnal 1 
and Wolfe [1978] found for their data that the residue decreased 
smoothly with increasing numbers of lines - see Chapter 3.) 
A 
0 
0 
0 
O O o O 
B 
Fig. A3.3: The data are the same as in Fig. A3.l, but four points at 
either end (unfilled circles) are not include.cl in the fitting 
procedure (see (ii) in text). 
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Fig. A3.4: The data are the same as in Fig. A3.l, but four straight 
lines have been fitted (see (iii) in text). 
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(iv) Is it clear where the straight line fit ceases to apply? 
Since the plot goes infinitely negative at finite values of 1/T, 
and considering the argument in (ii), this is rather important. 
(v) When one shows the points alone to the person errrployed 
to make the tea~ how does he or she describe it? 
(This method, attributed to Israelachvili [1978] is known as the 
student's tea test.) 
It is elsewhere argued that there is no theoretical reason to 
expect Arrhenius plots to be best fitted by straight lines. However 
in the particular case of the analysis of chilling susceptibility in 
plants, it is sometimes argued that, while there may be no theoretical 
reason for expecting straight lines, and while curves may fit the data 
at least as well as straight lines [Nolan and Smillie 1976], the 
(N - 1) intersection points or breaks give useful quantitative results, 
i.e. one of the breaks may represent a "critical temperature" below 
which the plant will not survive [Raison and Lyons 1970; Lyons 1973; 
Raison and Chapman 1978]. This is not so: First the intersection 
points can be varied by the design of the experiment. Th~ inclusion 
of extra points at a lower temperature will cause the lowest 
temperature "break" to occur at a lower temperature. Second, 
temperature is not the only "critical" environmental variable. One 
cannot ascribe to one of the "break" points the low temperature limit 
to survival, since the latter is dependent on irradiance, humidity and 
CO 2 concentration [Taylor and Rowley 1971; Rowley and Taylor 1972; 
Wilson 1976]. 
CO CLUSION 
Summing up, there is often sufficient statistical evidence to 
decide that Arrhenius plots of biological reaction rates are highly 
unlikely to be represented by straight lines. Breaks calculated from 
such plots arc mathematical or biochemical artifacts [Silvius et al. 
1978] and can be varied by experimental design. These "breaks" should 
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not be used to predict a general critical survival temperature, since 
critical survival temperatures will be different for different 
conditions. 
Arrhenius, S. (1889). Z. physik. Chem. ~' 226-248. 
Arrhenius, S. (1915). "Quantitative La,vs in Biological Chemistry", 
Be 11 , London·. 
Bagnall, D.J. and Wolfe, J. (1978). J. Exp. Bot.~' 1231-1242. 
Bagnal 1, D. J. (1979). In "Proceedings of the Us-Australian-NZ 
Co-operative Science Program Conference on Chilling Damage in Crop 
Plants: the Role of the Membrane", to be published by Academic 
Press. 
Burton, A.C. (1936). J. Cell. Comp. Physiol. 2-_, 1-14. 
Champigny, M.L. and Moyse, A. (1975). Biochim. Physiol. PfZanzen 168, 
575-583. 
Critchley, C., Smillie, R.M. and Patterson, B.D. (1978). Aust. J. Pl. 
Physiol. 5, 443-448. 
Crozier, W.J. (1924). 
Heilbrunn, L.V. (1937). 
Philadelphia. 
J. Gen~ Phusiol. 7, 189-216. 
' -
"An Outline of General Physiology", Saunders, 
Israelachvili, J.N. (1978). Personal communication. 
Johnson, F.H., Eyhring, H. and Polissar, M.J. (1954). "The Kinetic· 
Basis of Molecular Biology", Wiley, New York. 
Lyons, J.M. (1973). Ann. Rev. Pl. PhysioZ. 24, 445-466. 
Nolan, W.G. and Smillie, R.M. (1976). Biochim. Biophys. Acta 440, 
461-475. 
Nolan, W. G. and Smillie , R. M. (1977). Pl. Physiol. 59, 1141-1145. 
Raison, J.R. and Chapman, E.A. (197 6) . Aust . J . Pl . Physiol . I, 
291-299. 
Rai son, J. R. and Lyon s , J. M. (197 0) . Pl . Physio l. 45, 382-385. 
Ro\vley, J.A. and Taylor , A.O. (197 2). Neu) Phytol . 71, 477- 481. 
Sharpe, P.J.H. and De Michelle, D.W. (1977). J. Theor. Biol. 64, 
649-670. 
Silvius, J.B., Read, B.D. and McElhaney, R.N. (1978). Science 199, 
902-904. 
Taylor, A.O. and Rowley, J.A. (1971). Pl. Physiol. 47, 713-718. 
Wilson, J.M. (1976). New PhytoZ. 7.i., 257-270. 
Wolfe, J. (1978). Plant., Cell and Environment l_, 241-247. 
Wolfe, J. (1979) ·. In "The Proceedings of the US-Australian-NZ 
139 
Co-operative Science Program Conference on Chilling Damage in Crop 
Plants: the Role of the Membrane", to be published by Academic 
Press. 
APPENDIX 4 
DERIVATION OF THE LATERAL COMPRESSIBILITY OF, 
rr-T ISOBARS FOR, AND IT-a ISOTHERMS FOR 
A BINARY LIPID MIXTURE 
140 
A standard analysis of the phenomenon of phase separation is 
adopted by Lee [1977] for binary mixtures of lipids. As an 
illustration, consider two species (A and B) which are miscible 1n the 
fluid and solid phases, and where ideal mixing applies (i.e. there is 
no enthalpy of mixing). The chemical potential of a molecule of A in 
the fluid and solid phases are given by 
= µ(F) 0 + kT ln~(F) 
A A (A4 .1) 
and 
= µ(S)o +kT lnx(S) 
A A (A4. 2) 
where energy of a molecule of A in a pure fluid 
phase a molecule of A in a pure solid phase. k is 
µ}F)o is the free 
and µ(S)o that of 
B F Boltzmann's constant, T the thermodynamic temperature and xA the mole 
fraction of A in the fluid phase. If the solid and fluid phases are 
in equilibrium these quantities are equal whence 
(S) o (F) o 
11A - µA 
::; 
kT (A4. 3) 
By assuming that the specific heats are nearly equal for solid and 
fluid phases of A at temperatures near the melting point (TA), Lee 
shows that, at constant pressure, 
µ(S)o -µ(F)o = -(Lili) [i _ _I_) 
A A AT TA ' (A4. 4) 
where (.6.HA)T is the latent heat of melting of pure A at temperature T. 
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Making the analogous assumption that the change in area per molecule 
upon melting at constant temperature and pressure is unchanged by 
small changes in lateral pressure (TI), then the corresponding relation 
including the effect of pressure is 
(A4. 5) 
thus 
-Ci. 
e (A4. 6) 
and a similar relation for species B defines s, 
(F) 
Zn 
XB 
-S (A4. 7) = e (S) 
XB 
Since 
(F) + x(S) 1 and x(F) +x(S) = 1 (A4.8, A4.9} 
. xA = A B B ' 
four equations (A4. 6 - 9) relate the four unknowns xiF) , xis), x~F) and 
xis). Solving 
l.) 
simultaneously 
(F) 
XA 
(F) 
XB 
(S) 
XA 
and 
yields 
= 
= 
= 
e-Cl(e-s-~) 
- f3 -Cl 
e - e 
e - S ( 1 - e -a) 
-S -a 
e - e 
e -S - 1 
-S - a 
e - e 
- Ci. 
1 - e 
-B -a 
e - e 
(A4. 10) 
(A4. ll) 
(A4.12) 
(A4. 13) 
A B 
Furth er , if XF i_s the total fluid fraction and X ( = 1 - X ) is the 
tota l mole fraction of A, then 
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(A4.14) 
which, after substituting from (A4.10) and (A4.12), can be rearranged 
to give 
A -S -a -S 
= X ( e - e ) - ( e - 1) 
XF S (e-a -1) (e- - 1) 
(A4.15) 
Now the av~rage area per molecule (a) is seen to be related to 
the area per molecule of A in the fluid state (aiF)), of A in the 
solid state (aiS)), of Bin the fluid state (afF)), and of Bin the 
solid state (a~S)) by the following equation: 
At constant temperature, the dependence on pressure of areas per 
molecule of each species in each state can be observed in the TI-a 
isotherms determined experimentally, e.g. those in Fig. A4.l for 
dipalmitoyl phosp~atidyl choline (DPPC) and dimiristoyl phosphatidyl 
choline (DMPC) reproduced from Albrecht et al. [1978]. 
It was found that the fluid sections of these isotherms could be 
fitted excellently by hyperbolae, i.e. by assuming that the fluid 
obeyed a two-dimensional form of van der Waals law: 
(TI - II ) (a - a ) = constant , 
0 0 
(A4. ·17) · 
where II= TI and a= a are the asymptotes of the hyperbola. The solid 
0 0 
sections are well fitted by straight lines, i.e. the solid has a small 
constant compressibility. Performing such fitting, I obtained the 
pressure dep endence of these areas. Substituting these equations, and 
equation (A4.10), (A4.ll), (A4.12), (A4.13) and (A4.15) into (A4.16) 
gives a very long and awkward relation represented by: 
From (A4.6) 
A 
a = a(a,B,II,T,X) . 
aa 
an T kT 
(A4 .1 8) 
(A4.19) 
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~AREA PER MOLECULE [~2]~ 
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<! 
a) Continuously recorded isotherms of L-a-Dipalmitoyl-
lecithirr (DPL) on pure water substrate. Note the arrow at Poi,;: which 
indicates a break in the isotherm 2.8 °C. b) Continuously recorded 
isobars of monomolecular film of L-cx-DPL. . The curves were 
recorded at increasing temperatures. 
O:'.: 
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- AREA PER MOLECULE a [A2] -
Isotherms of L-a-Dimyristoyllecithin. The arrow at 4.4 oc 
indicates a break in the isotherm. 
Fig. A4;1: Experimental isotherms for DPPC and DMPC, reproduced from 
Albrecht et al. [1978]. 
and similarly 
as 
an T 
= (A4. 20) 
of which expressions the numerators are readily available from Fig~ 
A4.l. Using (A4 .18 - 20) I derived an even longer and more awkward 
expression for the isothermal lateral compressibility K 
which applies over the 
region may be obtained 
A 0. XF (II, T, X ) = 1 or= 
A Kerr' T) X ) 1 8a = -·-
a arr A 
T,X 
phase separation region. 
from (A4.15) by iteration 
Outside thes e bounds K lS 
(A4.21) 
The bounds of this 
to solve 
easily calculated 
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from (A4.16) and Fig. A4.l. 
K(T) 
A -1 x0 = 2 0 nu\1 • m 
was calculated thus and 1s presented 1n Fig. 5.3 for XA= .1, .3, .5, 
. 7 and . 9. 
Having found the limits of the phase separation, the isotherms 
and isobars presented in Figs. 5.4 and 5.5 respectively are easily 
calculated from (A4.16) and Fig. A4.l. 
Albrecht, 0., Griller, H. and Sackmann, E. (1978). J. de Physique 39, 
301-313. 
Lee, A.G. (1977). Biochim. Biophys. Acta 472, 285-344. 
APPENDIX 5 
A DEMONSTRATION THAT DOMAINS OF FINITE SIZE ARE 
UNSTABLE IN NON-DISSOCIATING LIPID BILAYERS 
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Suppose that domains of molecules in the frozen state are 
distributed approximately uniformly in an otherwise fluid bilayer, and 
that they contain N molecules and are roughly circular. Let there be 
n' such domains per unit area. 
These domains occupy an area n' Na , so the fluid molecules occupy 
s 
(l -n'Na
5
). · The number of fluid molecules is (l -. X5 )/X 5 times the 
number of solid molecules, therefore 
1 - X 
___ s n'Na = 1 -n'Na 
X F s 
s 
and 
(
1 - X 
'N s n X 
s 
a + a ] F s = 1 ' 
whence 
n' 
1 1 
= - • ------,.---N (1 - X ) aF/X + a • 
s s s 
When discs are close packed they occupy n/2/3 of available area, 
therefore n~p' the close-packing density 1s 
n' 
cp 
Thus the density of domains p is 
1. e. p = p (X ) . 
s 
p n' 
n' 
cp 
= 
1 
(AS. 1) -
(AS.2) 
(AS. 3) 
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For an ideal gas in two dimensions, with n particles in an area A, 
the entropy is given by [McQuarrie 1973]: 
(AS. 4) 
where h 1s Planck's constant and m the molecular mass, and defining a 
quantum area a 0 by 
one may rewrite (AS.4) as 
S = nk Zn [ 11~ J . 
The Pade function f(p) is defined such that the entropy of a hard 
disc gas is 
S = nk zn(~J + f(p) (AS.5) 
nao 
and f(p) is calculated, for instance, by Ree and Hoover [1964]. So, 
if the domains may be treated as hard discs, which involves assuming 
that they are nearly monodisperse, the entropy of n domains of N 
molecules in an area A is 
(AS.6) 
and the entropy per molecule is 
k { [ NA J \ Spm = N , Zn nao + f (p) f . 
Substituting from (AS.l) and (AS.3): 
(AS. 7) 
and defining a number 
L = in{(29-) . ::} , 
S = Nk [ L - in p + 2 in N + f (p) J pm 
Therefore the free energy per molecule may be written: 
kT F { 1: } + - ( 1 - X ) s N 2 - 2 in N - L + in p - f (P) , N s . 
1: 
where each domain has a boundary energy of s kT N 2 
s 
1: 
F [ s N
2 J 3G __ kT ( 1 - X ) _ s 
--=------=- -- - 2 + 2 in N + L - in p + f(p) 3N N2 2 
which is zero if N =00 or if [ ] = 0. Now 
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(AS. 8) 
(AS. 9) 
(AS.10) 
(AS.11) 
Now . f 8G . . . N i aN is zero at some positive 1 
82 G 
(= Next) then at that value 
[ ] = 0 and therefore ~ 2- > 0 if 
· 8N 
i.e. if 
2 
N 
ext 
> 
-1: 
E N 2 
s 
4 
N < (8J2 
ext Es 
' 
and from Fig. 5 .1, E ~ \, therefore N t < 256. 
s ex 
(AS. i2) 
Returning now to Eqn (AS. 10), for a minimum we require N t < 256 
ex 
and 
[ ESN~xt - 2 ZnN ] + [in p - f( p)] = 2 ext L - 2 ~ 11 (AS.13) 
since Lis~ 13 . In Fig . AS.lb is p lott ed 
148 
2 lnp-f(p) 
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Fig . AS.l: Figure (a) shO\vs ln p -f(p), (b) the function s N 2/2 - 2 lnN. 
s 
s ~ ~ ' as shown in Fig . 5 . 1 . 
s 
I. 
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from N = 0 to N = 256. For all values of N, this function is less than 
0.3. Fig. AS.la shows (Zn p - f(p)) vs p. Except at very high 
densities, where the domains are unlikely to perform like hard discs,* 
this function is less than 3. Thus (AS.13) cannot be satisfied by any 
finite positive value of N. 
This analysis is only strictly valid for monodisperse domains. 
The probability of formation of domains of finite size is non-zero, 
but probably very small. The above shows that such occasional 
formation of domains cannot lead to a thermodynamically stable 
population of domains of a well defined size. 
McQuarrie, D.A. (1973). "Statistical Thermodynamics", Harper and Row, 
N.Y. 
Ree; F.H. and Hoover, W.G. (1964). J. Chem. Phys. 40, 939-950. 
* At p > . 7, the system is probably better represented by fluid 
domains in a solid continuum, and an analogous analysis may be 
performed. 
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APPENDIX 6 
THE THERMAL GRADIENT BAR 
This device is simply a rectangular prism of aluminium which 
conducts heat from one end to the other and therefore produces a 
surface along which the temperature varies almost linearly with 
displacement. Leaf discs or other samples can be placed at various 
positions on such a surface in experiments measuring temperature 
dependence of physiological processes. It has the great advant_age 
that any uncertainty in the temper ature will normally affect the 
samples monotonically and approximately linearly as a function of 
their nominal temperature. 
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Heat is supplied and removed by a flow of either water or a water/ 
ethylene glycol antifreeze mixture supplied at a nominal rate of 
500 ml/min. Loss of heat to or gain of heat from the atmosphere is 
minimized by "Styrofoam" insulation on five side s of the prism and on 
the working surf ace a sheet of perspex above the bar . A nnn1mum 
working surface area 20 cm by 100 cm was required and the thickness 
was limited by the maximum rate at which heat could be supplied . The 
design indicated (using an aluminium block 1215 x 207 x 19 mm) has the 
following theoretical specifications when producing a gradient of O °C 
to 40 °C in ambient air temperature of 20 °C: 
Rate of heat -conduct i on 
Heat lost thr ough f i ve insul a t ed sides 
Heat lo s t through perspex top 
,..., 40 W 
,..., 1 W 
,..., 25 W . 
This r equires that the reservoir wat er be heat ed or cool ed by"' 1 °C 
on pas sing through the bar at .5 l / min . This was achieved by passing 
the wat er thr ough a duct in the bar 125 0 mm l ong and 6 mm in diamet er . 
The l i nearit y of t emperature wi t h displacement Has t ested an d the 
r esult s of this experiment are shown in Fig . A6 . l . 
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F.ig. A6. 1: Temperature on the bar as a function . of displacement. The 
solid line represents the ambient temperature and the dashed line 
the temperature of the air immediately above the. perspex lid. 
APPENDIX 7 
CONSTRUCTION OF A VOLTAGE AMPLIFIER/CURRENT 
TO VOLTAGE CONVERTER WITH INPUT 
IMPEDANCE/SENSITIVITY OF lTn/lfA 
Thinning of the Bilayer Lipid Membranes (BLMs) reported in 
Chapter 7 was ascertained by measuring their capacitance. This was 
done by ohs.erving the waveform on the oscilloscope in Fig. A7.l. 
AgCl 
current 
voltage 
converter 
0 0 
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sound pi:tur6 
C.R. 0. 
Fig. A7.l. 
A voltage amplifier/ current to volt age converter ,vas constructed 
according to the circuit shown in Fig. A7.2 using a Burr-Brown 3430K 
"chopper" electrometer amplifier integrated circuit. (Input impedance 
100 Tn , input noise l fA p-p .) 
"Microphone shielding" technique s Here employed, all components 
were carefully \vashed after assembly and the Hhole device sealed with 
a dessicant. Tt was used with a dry cell power supply in a Faraday 
cage . 
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APPENDIX 8 
BEHAVIOURAL DETERMINATION OF THE CONTRAST 
SENSITIVITY FUNCTION OF THE WEDGE TAIL EAGLE 
LIZ REYMOND t and JOE WOLFE* 
t Dept. Psychology, Australian National University 
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*Dept.Applied Mathematics, Research School of Physica l Sci ences , 
Australian National University, Canberra, A.C.T. 2600, Austr alia 
(address for correspondence) 
Abstract - The results of behavioural experiments determining contrast 
sensi ti vi ty functions (C. S. F. s) fo·r the eagle Aquila a:ud,ax and man at 
two low luminances are compared. At 20 cd m- 2 the shapes of the 
C.S.F.s are similar: both species show attenuation of sensit i vity at 
high and low spatial frequencies. The human is more sensitive at all 
frequencies and up to one hundred times more sensitive at low 
frequencies. We argue that the relatively poor performance of t he 
eagle under these conditions results from its adaptation to achieve 
high resolution in conditions of high luminance and contrast. At 
2 cd.m- 2 the eagle's sensitivity is not attenuated at low frequencies. 
This result i s discussed wi th r efer ence to l atera l inh i b i t i on. 
Key words: Eagl e , falconiforme , Aqui l a audax , contras t sensitivity , 
l ateral inhibition . 
I 
r 
-
Fig . A8.l: The Australian wedge tail eagle, Aquila audax. 
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INTRODUCTION 
That falconiformes (eagles, falcons and hawks) can recognize 
small objects at large distances 1s so widely believed as a result of 
casual observations of their behaviour that it is incorporated into 
metaphor and legend 1n many cultures. This proposition is supported 
by examination of photoreceptor density in the fovea (Rochon-
Durigneaud, 1919; Polyak, 1941), opthalmoscopic examination (Shlaer, 
1972) and, most convincingly, by behavioural observations of a 
kestrel's ability to discern 100% contrast square-wave gratings (Fox, 
Lehmkuhle, Westendorf, 1976). These -three observations concur that, 
in optimum conditions, a falconiforme can discern a maximum spatial 
frequency about three times higher than can a human. 
Survival in the natural habitat of the eagle has required it to 
adapt its visual system to achieve high spatial resolution. Because 
of this adaptation they are important and interesting subjects in the 
study of vision. So far, however, only one aspect of their visual 
performance - their resolution limit - has been investigated. In this 
study we investigate the sensitivity to contrast of the Australian 
wedge-tail eagle, Aquila audax (Fig. 1). Contrast sensitivity 
functions (C.S.F.s - defined as the reciprocal of the threshold 
contrast required for the detection of a sine wave grating of a given 
spatial frequency) were determined at two low luminances* for the 
eagle and, for comparison, the same function of the human visual 
* As the photo-optic sensitivity of the eagle's eye is unknown it 
may be argued that radiometric rather than photometric units of 
brightness are more appropriate. We chose the latt er to al lo\v 
comparison with the human performance. 
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system was measured tmder the same conditions. 
MEIBODS 
Subjects 
The eagle subject, Little Bird (L.B.), was taken from an eyrie at 
about two weeks of age and subsequently hand-reared in an open air 
aviary. He was approximately eighteen months old when testing began. 
The human subject (A.C.) was an unpaid volunteer who wore glasses 
to correct for optical astigmatism and refractive errors. She was 
thirty-four years old when tested and had no previous experience as a 
psychophysical observer. 
Apparatus 
Stimulus patterns were stationary vertical sine-wave gratings of 
various spatial frequencies and contrasts. The gratings were 
generated on the screens of two Tektronix 604 monitors with green 
phosphors (P31 - peak wavelength approximately 520 nm). Spatial 
frequency (i.e. the number of complete luminance distributions 
subtended in one visual degree) and contrast (i.e. [I - I . J/ 
max min 
[I +I . ], where I and I . refer respectively to the brightest 
max min max min 
and dimmest parts of the intensity distribution) could be varied 
continuously and independently. The fidelity of the grating was 
measured by sampling the output of the displays with a light meter and 
optical system (whose convolution width was smaller than the screen 
spot size) mounted on a differential micrometer stage. The deviation 
4 
of the intensity function from the sinusoidal was always less than 
-11 db. For a fuller description see Reymond (1979). 
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Average luminance of both screens was kept constant for each 
experiment. Each screen was centred in a rectangular perspex · frame, 
25 x 22 cm illuminated from behind with lamps. This light was filtered 
to nearly match the colour and luminance of the displays. The 
displays were viewed from a distance of 3 m and subtended a visual 
area of 1. 8 x 2. 0 deg. The laboratory was illuminated by two strips of 
incandescent lights with an overall illumination slightly lower than 
that of the displays. 
EXPERIMENT 1 - C.S.F. AT 20 cd;m- 2 
Before each daily ·test session (60 - 80 minutes), subjects were 
dark adapted for 10 mins. Only natural pupils were used and head and 
eye movements were not restrained in any way. L.B. would walk along a 
perch to view the displays while A.C. was comfortably seated on a 
chair. 
The test used to generate the contrast sensitivity functions was 
a forced choice visual discrimination test. Subjects were required to 
choose between two simultaneously presented stimuli. The positive 
stimulus was a grating of varying spatial frequency and contrast and 
the negative stimulus was a blank field of the same overall luminance 
as the grating. Selection and side of test stimuli were computer 
controlled while presentation on the displays was manually controlled. 
Stimulus ordering ,vas based on an up-do,vn-transferred response method 
which allows for reliable estimates of various points on a 
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psychometric response curve (Wetherill and Levi tt, 1965). The 
contrast sensitivities of eight different spatial frequencies (3 . 5 , 
5.0, 7.5, 10, 15, 20, 25, 30 cycles per visual degree) were es t imated 
using ascending and descending staircases composed of ten con t rasts. 
Changes in steps of contrast ranged from .05 to .03 log units. For 
each spatial freguency twelve estimates of threshold were recorded but 
to reduce variability due to guessing and training effects only the 
last e.ight estimates were averaged to give the 71% probability 
threshold estimate. 
Eagle 
Figure ·2 shows the laboratory arrangement used to test the eagle. 
Pretraining consisted of teaching L.B. to fly from the long perch .to 
the perch in front of whichever screen showed a grating rather than a 
blank field. The trial began when a white blind obscuring the two 
screens was raised. If L.B. flew to the grating he received a food 
reward hidden at the back of the perch; if he flew to the b lank 
screen he received nothing. Testing did not begin until L.B. had been 
trained to perform this discrimination over the experimenta l range of 
spatial frequency and contrast; and until he scored at l east 95% of 
the trials correct for ten successive training periods. Response time 
,vas not limited. Owing to the large si ze and aggressive temperament 
of Aquila audux , L.B. was not depr ived be l ow f ree- feeding body weight. 
Mot i vation to perfo rm was assessed from his s cores on a s eries of 
pre- t es t tria l s . As well as t he programmed s t imul us presentations, 
non- randomized t ria l s were included in t he t est sessions. Durin g 
train i ng L.B. l earn t t he correct ion procedure adopted to avoid the 
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Fig . A8 . 2: The experimental arrangement used to test the eagle. 
(a) display screen, (b) matched luminance surround, (c) blind. To 
test the human, the front perch was replaced with a chair. 
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development of side preferences, so during testing every incorrect 
trial was followed by an easy grating presented on the correct side 
for the last trial. The eagle was also monitored for position 
preference by the introduction of two blank screens. Twice a left 
preference was apparent and testing was suspended until it was lost. 
On one occasion _when all the discriminations became difficult, the 
e.agl e's discriminatory power appeared to break down, i.e. he no longer 
fixated the display windows and flew as soon as the blind was raised. 
To overcome this problem, easy discriminations were reintroduced (no 
non-randomized trials were included _in the results) and thereafter 
only one in every four stimulus presentations was a test stimulus, the 
other three were easy gratings. 
One hundred training and testing sessions (between 35 and SO 
t!ials) were required to generate the contrast sensitivity function at 
this luminance. 
Human 
To allow valid comparisons between the subjects, attempts were 
made to equate the procedure adopted to test the human to that used to 
test the eagle. A.C. was instructed to give a response for every 
simultaneous stimulus presentation and was always informed of the 
correctness of her choice. Response time was not limited. A training 
session of two hours was required to familiarize her with th e 
appearance of gratings and a total of twelve sessions (appr oximat ely 
600 trials) were needed to complete testing. 
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EXPERIMENT 2 - C.S.F. AT 2 cd.m- 2 
The aim of this experiment was to determine whether there was any 
qualitative change in the features of the C.S.F. when subjects were 
tested at a lower luminance. The above procedures were repeated, with 
minor variations, at a luminance of 2 cd,m- 2 • The lower luminance was 
achieved by usirrg the same displays and placing 1n front of each a 
Kodak Wratten neutral density filter (no. 96). The surround 
illumination was lowered to match that of the screens and the back-
d . . . k b d - 2 groun illumination was ept constant at a out 2 c ,m . 
Only 6 spatial frequencies (3.5, 5.0, 7.5, 10, 15, 20 cycles per 
visual degree) were tested, in the same manner as above. 
Eagle 
L.B. was tested late in the afternoon when the outdoor 
illumination was low. He was adapted to the lab illumination for 10 
minutes prior to testing. It was hoped that in the late afternoon his 
eyes would not be strongly light-adapted and that dark-adaptation 
would be rapid (Barlow et al. , 1957). Thro_ughout this experiment only 
one in four stimulus presentations was that of a test stimulus. 
Positioning and ordering of the easy gratings was controlled by the 
experimenter and these trials were not included in the results. L.B. 
was tested for side preferences but none was apparent. Thirty-two 
sessions were required to complete testing. 
Hwnan 
A.C. was tested in the morning and adapted for 20 minutes before 
'( 
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testing. Five sessions were required to complete testing. 
RESULTS 
In Figure 3 the l _og of contrast sensitivity (or, equivalently, 
minus the log of the contrast threshold) is plotted against the log of 
spatial frequency for the hwnan and eagle subjects, and for average 
luminances of 20 cd.m- 2 and 2 cd.m- 2 • At the. higher luminance the 
forms of the C.S.F.s are similar for both species: both show a peak 
' in sensitivity with attenuation at higher and lower frequencies. The 
eagle's sensitivity is greatest at 10 cycles per visual degree 
(10 c/deg) and the hurnan's at 5 c/deg. The human is more sensitive at 
all spatial frequencies and up to one hundred times_ more sensitive at 
low spatial- freque_ncies. Moreover, for any contrast less than about 
.2, -the human is always able to resolve higher and lower spatial 
frequencies than the eagle. 
At the lower luminance of 2 cd.m- 2 the shape of the C.S.F. for 
the hwnan is similar to that at 20 cd.m- 2 • The sensitivity is 
greatest at 5 c/deg, and is attenuated at lower and higher spatial 
frequencies. The effect of the lower luminance is simply to uniformly 
decrease sensitivity across the range of tested spatial frequencies. 
The form of the C.S.F. of the eagle at 2 cd.rn- 2 is qualitatively 
different: there is no longer a distinct peak in sensitivity. The 
contrast threshold is constant from 3 to 10 c/deg, and s ensitivity i s 
decreased for higher spatial frequencies. We do not ascribe 
significance to the apparently hi gher sensitivity measured at 
3.5 c/deg at this lower luminance, since a subsequent experiment 
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indicates that a learning effect is involved: the lower luminance 
experiment was performed at a later date, when L.B. was more 
experienced in this procedure. (This effect would be "averaged out" 
in experiments at each luminance since spatial frequencies were 
presented in random sequence. Such an effect would thus appear in the 
size of the error bars, rather than the form of the C.S.F.) 
We deduce that the e.agle used foveal vision for all difficult 
discriminations at both lurninances, from the manner in which the eagle 
turned its head to the right or left to fixate the stimulus. This 
behaviour (observed in the kestrel by Fox et al., 1976) allows the 
image of the stimulus to fall on the nasal fovea which has a finer 
receptor grain than the temporal fovea (Reyrnond, 1979). 
DISCUSSION 
The shapes of the C.S.F.s obtained for the eagle and human at a 
luminance of 20 cd m- 2 are qualitatively similar, the sensitivity of 
the human is greater. The C.S.F. of the human at 2 cd ,m- 2 is of 
. . f h 2 d - 2 similar orrn tot at at O c .m . Before discussing the relatively 
poor performance of the eagle, we consider the qualitative difference 
between the forms of the C.S.F.s for the eagle at the two luminances. 
The attenuation of contrast sensitivity at low spatial frequency 
is attributed, in human vision, to the lateral inhibitory interactions 
of the centre-surround organization of retinal receptive fields. 
Maximum contrast sensitivity occurs at the lowest frequency at which 
either the brighter, or dimmer, parts of the grating fall across the 
centre of a receptive field but do not extend to the antagonistic 
10 
surround. For frequencies lower than this sensitivity is decreased 
because the surround is stimulated and exerts inhibitory effects. 
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(For higher frequencies sensitivity is decreased because of summation 
in the centre of the field.) The low spatial frequency attenuation 
shown by the eagle at 20 cd.m- 2 could also result from lateral 
inhibition reflecting a similar receptive field organization. If so, 
that the eagle showed a contrast sensitivity peak at 10 c/deg and the 
human at 5 c/deg, s.uggests that the minimum foveal receptive field 
size of the eagle is smaller than that of the human, at this luminance. 
The effects of lateral inhibition disappear at sufficiently low 
luminance (Barlow et al., 1957) when the sensitivity to noise of this 
receptive field organization becomes significant (see the discussion 
in Marcelja, 1979). Thus the absence of sensitivity attenuation at 
-
low spatial frequencies for the luminance of 2 cd.m- 2 further supports 
the thesis that the eagle possesses a mechanism for lateral inhibition. 
At this luminance, human contrast sensitivity is still attenuated at 
low spatial frequencies. This indicates that optimal visual 
performance 1n the eagle is more dependent on luminance than 1s that 
of the human. 
The relatively poor performance of the eagle seems contrary to 
its reputation for super-human vision, and surprising given the 
optical, anatomical and behavioural estimates of its resolving power 
listed in the introduction. However there are several relevant 
factors which must be considered when interpreting this performance . 
First, with all psychophysical studies the quality of the performance 
depends on how well the problem has been communicated to the subject. 
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Communication with animals is always indirect (in this instance it 
relied on the technique of operant conditioning) while communication 
with humans is direct and can be as explicit as required. This 
difference in communication must place a limitation on the reliability 
of inter-species comparisons, even when the same psychophysical 
procedure is used. There is no guarantee, for instance, that the 
stratagems adopted by L.B. to resolve or detect gratings were the same 
as those used by A.C. L.B. 's response time was always shorter than 
A.C. 's suggesting that his procedure was simpler, and therefore 
perhaps less effective in perceiving - low contrast. Second, the 
average wavelength of light used in these experiments was 520 nm. For 
this wavelength human visual acuity is maximized (Shlaer, Smith and 
Chase, 1942). It has been suggested that eagles possess intra-ocular 
filters that absorb these blue-green wavelengths (Walls, 1942). So 
this choice of wavelength may have rendered the gratings less 
effective as a stimulus to the eagle, again resulting in lower 
contrast sensitivities. Finally, such factors as age, diet, 
environment and acquired accommodation range may have influenced the 
results. 
It seems likely, however, that the most important factor which 
limited the eagle's performance was the luminance level. 
Vertebrate visual systems are unable to process all the 
information imaged on the retina by the optics of the eye. Hence an 
animal must adopt a stratagem for processing th e most "relevant" 
information contained in that image. "Relevant" information is 
determined by the animal's needs in relation to its environment. And, 
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as a general principle, the stratagem adopted must be a compromise 
between different aspects of visual performance. For example, 
consider the argument of Snyder, Laughlin and Stavenga (1977). High 
spatial frequency resolution requires a high density of photoreceptors 
and thus small individual photoreceptors. Since light comprises 
photons whose individual arrival is random, when small numbers of 
photons are received (at low luminances or with brief exposures) the 
statistical fluctuations in their number limits the ability of photo-
receptors to reliably determine intensity. Thus at low luminance, the 
ability of small photoreceptors to dtstinguish small intensity 
differences (low contrast) will be more limited by photon noise than 
will be that of larger photoreceptors. This noise can be 
reduced, and contrast sensitivity enhanced, if individual photo-
receptors are "pooled" to form larger photoreceptor fields. However 
this increases grain size and decreases resolution. Thus unless there 
is an unlimited ability to voluntarily pool small photoreceptors, high 
spatial resolution can only be achieved at the expense of contrast 
sensitivity and vice versa. 
A similar compromise between resolution and sensitivity may 
obtain in the optics of an eye. A larger eye gives a longer focal 
length, which results in a larger retinal image on the retina. Thus 
any given photoreceptor spacing subtends a smaller visual angle, and 
produces a higher resolution. However for a given pupil size, retinal 
illumination is lowered resulting in lower contrast sensitivity, 
particularly at low luminance. If a larger pupil is used to increase 
retinal illumination, aberration may occur to counter any gain in 
contrast sensitivity (or resolution). 
t I 
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The wedge-tail eagle hunts in broad daylight and fro m a great 
height, so high resolution is required. The visual system of th i s 
eagle is well adapted to achieve this resolution. Its foveal retinal 
grain, and presumably subsequent receptive field size, is finer t han 
man's. The diameter of the foveal photoreceptors is about 2 µm wh i l e 
man's is about 3 µm (Snyder and Miller, 1978). The focal length of 
the eagle's eye is larger than that of man's (Reymond, 1979). Under 
the conditions in which it hunts, i.e. high intensity direct 
illumination, where shadows give good contrast, the pupil can close 
down to 5 mm or less at which diameter the resolution performance of 
the visual system approaches the diffraction limit (Shlaer, 1972) . 
Considering this, it is not surprising that the adaptation of the 
eagle's eye for high resolution has incurred the poor low luminance 
contrast sensitivity reported here. In both experiments the eagl e's 
pupil was dilated to about 10 mm. Unfortunately, nothing is known of 
the characteristics of the lens in this eagle (there is no r eason t o 
suppose that it is a uniform spherical lens, and therefore aberration 
may be negligible for a distant object on axis in the fov ea) . Hence 
we do not know whether the low contrast sensitivity of the eagle at 
these luminances resulted from the need to sacrifice optical quality, 
for retinal illumination, or whether performance was limi t ed by the 
fineness of the eagle's foveal r eceptive field grain. 
The visual sys t em of the eagle has evolved t o achieve high 
resolut i on, but has s acrificed contrast s ensitivity at l ow l uminance. 
On the other hand, pri mates general l y and presumab l y t he evo l ving 
homosapi ens inhab it ed fores t s , ,-.rhere i llumination i s indirect and 
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dimmer, and where objects are obscured at large distance. In 
comparison to that of the eagle, man's compromise favours sensitivity 
rather than resolution. 
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Peter Darling Room, 4pm 22 June 1979 
JOE WOLFE, the innninent biologist from Cornell will speak on: 
COLD TEMPERATURE INHIBITION OF MEMBRANE TRANSPORT OF COLLOIDAL 
SUSPENSIONS PREPARED FROM Vitis vinifera and Hw-rrulus lupulus 
Abstract 
At chilling temperatures, 0-10°C, the membrane transport 
of organic molecules is inhibited by low lateral compressibility1 ~3 • 
This is particularly noticed in the gastric membrane4 . In this 
instance however, the inhibition may be countered by cooperative 
' t' S · 1 · b . 'd6 Th' h d ' f d activa ion invo ving car onic aci . is met o is avoure 
7 
over that of the Japanese researchers, who heat the preparation, 
risking loss of important volatile components. 
The lecture includes a comparative demonstration of these 
8 
methods. 
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