Image usage over the internet becomes more and more important each day. Over 3 billion images are shared each day over the internet which raise a concern about how to protect images copyrights? Or how to utilize image sharing experience? This paper proposes a new robust image watermarking algorithm based on compressed sensing (CS) and quantization index modulation (QIM) watermark embedding. The algorithm capitalizes on the CS to compress and encrypt images jointly with Entropy Coding, Arnold Cat Map, Pseudo-random numbers and Advanced Encryption Standard (AES). Our proposed algorithm works under the JPEG standard umbrella. Watermark embedding is done in 3 different locations inside the image using QIM. Those locations differ with each 8-by-8 image block. Choosing which combination of coefficients to be used in QIM watermark embedding depends on selecting a combination from combinations table, which is generated at the same time with projection matrices using a 10-digits Pseudorandom number secret key SK 1 . After quantization phase, the algorithm shuffles image blocks using Arnold's Cat Map with a 10-digits Pseudo-random number secret key SK 2 , followed by a unique method for splitting every 8x8 block into two unequal parts. Part number one will act as the host for two QIM watermarks then goes through encoding phase using Run-Length Encoding (RLE) followed by Huffman Encoding, while part number two goes through sparse watermark embedding followed by a third QIM watermark embedding and compression phase using CS, then Huffman encoder is used to encode this part. The algorithm aims to combine image watermarking, compression and encryption capabilities in one algorithm while balancing how those capabilities works with each other to achieve significant improvement in terms of image watermarking, compression and encryption. 15 different images usually used in image processing benchmarking were used for testing the algorithm capabilities and experiments show that our proposed algorithm achieves robust watermarking jointly with encryption and compression under the JPEG standard framework.
INTRODUCTION
With the rapid development of digital communication and technologies, digital watermarking has been widely used in various applications such as authenticity and identification of digital files, track digital products and usage control [1, 2] . Digital watermark is a signal which can be embedded into the host image and it can be visible or invisible. Many researchers focus on four main features; imperceptibility, confidentiality, robustness and watermarking capacity [3] . Another important issue is how to guarantee communication efficiency and save network bandwidth while embedding more information into the image. Most watermarking algorithms focus on improving the main four features without taking into consideration the size of the image file while others rely on compression techniques which decrease the size of the image file but affects watermark detection. Moreover, photo-sharing has always been a popular practice on the Internet. It is very easy for a user to collect a large amount of multimedia data from different sources without knowing the copyright information of those data, not to mention that the data may be misused by the user. Therefore, securing the multimedia and the watermark must be taken into consideration . Recently, some researchers proposed watermarking algorithms based on compressive sensing (CS) [4, 5, 6] , while others proposed compression algorithms also based on CS [7, 8, 9] . They rely on the fact that CS both compresses and randomly projects a sparse representation of an image [10] . Recently, researchers used CS for encryption and its information hiding capability has been analysed with high robustness [10, 11] . CS states that it is possible for a signal to be reconstructed with only a few samples under certain circumstances; Samples should be collected randomly, and signal must be sparse [12] . Inside JPEG algorithm, after we quantize sparse DCT coefficients, three main questions arise: Firstly, what is the best technique to embed watermark without sacrificing image quality and being robust against different attacks at the same time? Secondly, which coefficients should we compress using CS to get the smallest image size while preserving image information? Finally, how can we achieve high compression ratio while embedding a watermark usually expands image size and while a high compression ratio may cause losing watermark information?
In this paper, we show a unique combination of watermark host coefficients selection, CS projection, Entropy coding, Pseudo-random numbers and Arnold shuffling leads to a novel algorithm that can offer robust watermarking, high compression ratio and strong encryption in one algorithm that gives better performance compared to other standalone algorithms. Moreover, a sparse watermark as in [13] is used to hide information about the sign of the watermark, and as a pointer to which set of host coefficients are used for the robust QIM watermark embedding. This paper has 3 main objectives. The first objective is to achieve a highly robust watermark against Additive White Gaussian Noise attack (AWGN). The second objective is to achieve high compression ratio as in JPEG algorithm by depending on CS/Huffman encoding after a unique splitting technique applied on DCT coefficients. The third objective is to partially encrypt images by using random CS projection as-well-as generating random projection of CS using Pseudorandom number secret key SK 1 as a first level encryption. Arnold Cat Map is then used to shuffle image blocks with Pseudo-random number secret key SK 2 as a second level encryption. Moreover, hiding DC-Values within CS coefficients in addition to using Advanced Encryption Standard (AES) with 256-bit key for encrypting Huffman tables as a third level encryption. An algorithm that achieves the above objectives is proposed and 15 different images usually used in image processing benchmarking were used for testing the algorithm capabilities.
In summary, the contributions of this work are the following:
1. The present work is designed to be the first to consider robust watermarking jointly with secure encryption and compression. This research introduces the idea of selecting certain image coefficients to be encoded by Huffman while encoding the rest of image coefficients using Compressive Sensing. This idea enhances effectiveness of both encoders.
2. This paper advances quantized Gaussian sensing matrix which leads to better compression ratio. In addition to resulting in a good performance of robustness compared with existing sensing matrices types.
The rest of this paper is structured as follows; section 2 discusses the related work. Section 3 discusses the security of Compressive Sensing under a one-time use. Section 4 has the details of the proposed algorithm while section 5 shows the experimental results and discussion. Finally, section 6 has the conclusions and future work.
RELATED WORK

Compressive Sensing Theory
CS was introduced in [12, 14] . CS state that it is possible for a signal to be reconstructed perfectly with only a few samples under certain circumstances. A summary about compressive sensing concept can be located in [14, 15, 16, 17] . Consider x to be the signal with dimensions N×1; x ϵ R N To obtain M linear measurements (non-adaptive) from x, we multiply x by matrix φ. This sampling mechanism is represented as:
Here, φ is called measurement matrix with dimensions M×N. y is a compressed measurement vector of dimension M ×1 where M < N as shown in Fig. 1 . Figure 1 . CS matrices structure.
CS in Watermarking
In [13] the author proposed a sparse audio watermark embedding and recovery technique using CS. The one non-zero sparse watermark vector is projected by a random matrix and added to the host signal, which is made sparse in a specific transform domain. The technique had three main advantages; firstly, the embedding is secure and distributed as opposed to specific coefficients embedding. Secondly, it is robust to additive noise as opposed to QIM based techniques, and finally, it has the capability of recovering the host signal perfectly in clean conditions. Wavelet based CS watermarking was proposed in [18] , a pseudo random sequence watermark is embedded in a certain region of the image obtained using second step Haar wavelet decomposition. The technique can reconstruct image in a good quality (PSNR above 30dB) with only 25.9 % of total coefficients measurements in addition to being able to detect watermark successfully. This technique suffers from lack of security as well as visually degraded image quality when trying to minimize the number of measurements, not to mention that the watermark might be vulnerable to different attacks. In [19] a watermarking scheme is proposed for color digital image based on compressive sensing and chaos theory in DCT domain and singular value decomposition (SVD) domain. The scheme shows improvement in watermark capacity and robustness but did not take image size into consideration.
Another CS-based watermarking algorithm proposed in [20] . This algorithm adopts CS for compression and encryption, original image goes through 2-D DWT to highlight the important part and unimportant part. After that, the important LL2 coefficients are divided into blocks, marked to get a sequence as the watermark position key, then encrypted by traditional stream cipher. Another wavelet coefficients get simultaneously encrypted and compressed using CS. Finally, watermark is embedded into high frequency coefficients and scrambled to enhance security. This watermarking scheme provides robust and secure watermark, but it does not offer high compression ratio. More CS-based techniques were explored in [4, 21, 37] .
The main issue with previous watermarking techniques is the image size. Usually embedding more data in the image expands its size. Trying to compress the image might damage the embedded watermark making it unrecoverable. Moreover, lack of security.
CS in Compression
Recently, several researchers adopted the concept of CS-based image compression [22, 23, 24, 25, 26, 27, 28] . As reported by CS theory, the signal must be sparse in transform domain i.e. DCT to be perfectly recovered from small number of measurements. Moreover, inside compressive sensing scheme, input signal should be a column vector. A random matrix is used for measurements reduction. But since distribution of coefficients become more flat, it leads to increasing memory storage and computational cost thus Entropy coding turns out to be less efficient. Nevertheless, [22] proposed a CS-based compression algorithm. At first, the images were splitted into non-overlapping blocks, then a sampling process using the same measurement matrix is performed per block. To reconstruct the image and reduce blocking artifacts, Wiener filtering and a hard thresholding Projected Landweber (PL) was used. Block-based compressive sensing shrinks measurement matrix dimension in addition to sparse vector length. This leads to better performance regarding computational work. The main problem with these schemes is that image data statistical structure is not entirely explored [23] .
In [24] a block-based DCT sampling process for images was introduced. This technique uses a weighted Gaussian matrix for sampling. This technique relies on the fact that human eyes are sensitive to high energy (low-frequency) components than low energy (high-frequency) components in an image. To obtain the weighting coefficients, inverse JPEG quantization table entries were used. The weighted sampling matrix results in effectively quality increase of the reconstructed image. Different sampling matrix for each block made this a complex scheme. A re-weighted CS-based sampling was proposed in [25] . By adjusting sampling coefficients using calculated weights from statistical properties of the image results in better performance. Another CS-based sampling scheme was proposed in [26] . In this scheme, a random coefficients permutations in block-based DCT was adopted in addition to an energy contributions adaptive sampling matrix which uses different DCT coefficients frequency components per block. But this scheme suffers from different permutation orders for different vectors. Other CS-based compression techniques were explored in [27, 28] .
Even with previous compression techniques reaching out new standards using CS technique, it was not enough to compete with JPEG compression which is adopted by 73.9 % of all websites making it the most popular lossy image compression standard [29] .
CS in Encryption
Computational secrecy of CS-based encryption depends on the hardness of computation to find the precise measurement matrix from many candidates. Recovering signal using different measurement matrix will results in an incorrect signal, this was proven in [10] . Thus, CS measurements encryption is possible. In [7] , a new CS-based hybrid image compressionencryption algorithm using random exchanging of pixels was demonstrated. Where encryption and compression phases are done simultaneously. Image is broken down into four blocks. After that a random exchanging of pixels is offered by the algorithm to scramble blocks. Similar techniques were explored in [30] .
Most previous encryption techniques depend on the compression-encryption ability of CS which might not be enough to secure the signal nor to prove the owner copyrights. In addition to deficiency of watermarking and compression.
SECURITY OF COMPRESSIVE SENSING
In one-time key scenario, Compressive Sensing encryption resistance against chosen-plaintext key recovery were discussed in [31] . The secrecy of CS depends on the randomness of sensing matrix. While all the values of compressed measurement vector are random, the adversary needs to exhaustively search for all possible combinations in order to decrypt the signal. Instead of exchanging sensing matrix over a secure channel, parties may rely on exchanging a secret key which is used later as a seed to generate sensing matrix. In that case, the secrecy of system reduces to the length of shared secret key.
In addition to image blocks being shuffied, the proposed algorithm uses the same sensing matrix for all blocks. However, it uses a brute force technique to heavily compress each block by finding minimum number of sensing matrix length needed to perfectly recover each block. This results in measurement vector for each block in the image with different length. Moreover, the CS coefficients are entropy coded into a variable-length bit stream.
So, the adversary must break both the entropy coding structure to get the real-valued CS coefficients which is encrypted by AES with 256-bit key. Then, the adversary must try to deduce the variable number of CS coefficients for each block which is also encrypted by AES with 256-bit key. This means the adversary has 2 256 ×2 256 tries left to make. This multiple variable-length encoding makes the estimation of sensing matrix very difficult. Even with this information the adversary still must overcome the blocks shuffing obstacle. All this combined make complexity of proposed algorithm encryption extremely high. More details on proposed algorithm encryption strength can be found in Section 5.
PROPOSED ALGORITHM
Proposed Algorithm Description
This paper presents a CS-based algorithm to achieve 3 main objectives, those 3 objectives are as follows:
1. To embed a highly robust watermark against Additive White Gaussian Noise attack (AWGN). 2. To Achieve high compression ratio for images as in JPEG algorithm. 3. To secure CS encryption.
The proposed algorithm takes advantage of Quantization Index Modulation (QIM) to achieve the first objective. While splitting the DCT coefficients into CS coefficients (which holds the sparse watermark along with one QIM watermark), and Entropy coefficients (which are used as a host for two QIM watermarks embedded inside different locations) to achieve the second objective. Finally, the third objective can be achieved by generating random CS projections using Pseudo-random number secret key SK 1 and shuffing image blocks with Arnold Cat Map using another Pseudo-random number secret key SK 2 , in addition to hiding DC-Values within CS coefficients and encrypting Huffman tables using Advanced Encryption Standard (AES) with 256-bit key. The proposed algorithm is implemented within the JPEG framework after the quantization and rounding stage, which makes the blocks sparse.
The proposed algorithm works as follows: at first, we generate PHI, PSI, 2 combination tables for QIM watermark (the first for embedding two QIM watermarks within Entropy coefficients and the second for embedding one QIM watermark within CS coefficients) and two sparse watermark tables (positive and negative). All are generated using SK 1 . Then after JPEG quantization stage, image blocks are shuffled using Arnold Cat Map by SK 2 . DC coefficients are coded using Differential Pulse Code Modulation (DPCM). Each DPCM coded DC coefficient is represented by (SIZE, AMPLITUDE). After block splitting, the SIZE is inserted within CS coefficients in a fixed place. Each 8×8 block is sliced into two parts, 58 coefficients act as Entropy coefficients which includes 17 coefficients representing the QIM watermark pool, while 6 coefficients act as CS coefficients which will be used for the sparse and one QIM watermarks embedding as well as compression-encryption stage using CS as shown in Fig.2 . After that, a more crucial stage comes next; in case of positive embedded watermark, we try to heavily compressing CS coefficient as well as embedding positive sparse watermark from the positive sparse watermark table. the proposed algorithm tries all sparse watermarks within the table and with each one it tries to compress CS coefficients as much as possible by reducing number of rows in the sensing matrix. after finding the sparse watermark which allows for high compression ratio, the proposed algorithm forces QIM watermark to be embedded inside Entropy and CS coefficients using combination corresponding to the non-zero value within sparse watermark from QIM combination tables. In case of negative embedded watermark, the algorithm uses the same previous steps but with negative sparse watermark. at the end, proposed algorithm encrypts Huffman tables using AES with 256-bit key.
An improved technique in embedding QIM watermark is used by the encoder which minimize the risk of losing too much information from the image. This unique technique embeds QIM watermark inversely if number of coefficients needed to be changed is more than a certain threshold. Moreover, the negative sparse watermark (which contains -1 value) is used to inform the decoder that QIM watermark within both Entropy and CS coefficients is embedded inversely.
In watermark detection, the proposed algorithm uses a voting system to enhance the robustness of embedded watermark by using the 3 QIM watermarks embedded within Entropy and CS Coefficient . 
QIM Robust Watermark Description
In our proposed algorithm, we pre-defined 17 coefficients (QIM watermark pool) to be used for watermark embedding. Choosing how many coefficients to be used in watermark embedding was challenging as it will affect the size of image file and the watermark robustness. After experimenting different number of coefficients within the QIM watermark pool to be used in watermark embedding, we choose to embed the QIM watermark in 10 out 17 coefficients, as 10 coefficients give best results in terms of compression ratio and watermark robustness.
The QIM watermark embedding is applied on 10 coefficients out of 17 coefficients (QIM watermark pool) which are picked in a block-by-block basis as shown in Fig.2 so as not to affect the image quality as well as to maximize watermark robustness. Those 17 coefficients located within the Entropy coefficients which consists of 58 quantized DCT coefficients. In detection, the 10 watermarked coefficients will be treated as two separate QIM watermarks (5 coefficients each).
Based on the QIM partitioning, the proposed algorithm decides whether to make a change in the actual coefficients or not to embed the QIM watermark. This partitioning is created by taking the maximum absolute value among all Entropy parts and create incrementing 1 step partitions starting from 0 to the maximum absolute value. Each section in that partition represent +1 or -1 watermark. For example, if the maximum absolute value is 3 then the partitions will be as shown in Fig.4 . The previous example for QIM partitioning is used in Fig.5 to illustrate how the QIM watermark embedding is done.
The same technique is used in embedding the third QIM watermark within CS coefficients. This time our pre-defined pool is all CS coefficients except for coefficient reserved for DC-value to avoid damaging image quality. Next, the proposed algorithm chooses only 3 coefficients out of the remaining 5 to be used for the third QIM watermark embedding depending on chosen combination.
Sparse Watermark Description 4.3.1. Sparse Watermark Embedding
After picking the best combination for the Entropy coefficients, we come to the next stage where we apply sparse watermark, CS compression and encryption simultaneously. Consider N1 to be the number of CS coefficients (in our proposed algorithm, N1 = 6 as shown in Fig.2 ), then we generate 2 random matrices; φ with dimensions N2 × N1 and ψ with dimensions N2×N3 (in our proposed algorithm, we use N2 = 6 and N3 = 6). For each block, a brute-force approach is used to get the lowest number of rows for acceptable reconstruction of coefficients and sparse watermark. The sparse watermark embedding and the CS coefficients projection are explained by the following equation: x w = φ x + ψ w sparse (2) x is vector of selected host coefficients, w sparse is sparse watermark vector that contains a single non-zero value and x w is the watermarked-compressed encrypted coefficients vector. The partial encryption comes from both the random projection of the selected host coefficients and the addition of the sparse watermark random vector (ψw sparse ).
We start simultaneously watermarking, compressing and encrypting CS coefficients with a full sized φ and ψ. We gradually decrease the number of rows in both φ and ψ until we find the minimum acceptable number of rows (compressed vector dimension) for block and sparse watermark reconstruction.
Sparse Watermark Recovery
With the watermarked-compressed-encrypted coefficients vector x w , we apply basis pursuit denoising (BPDN) algorithm:
minimize ||β|| 1 subject to ||α×β −x w || . From estimating β, we recover x and w sparse . The first K elements of estimated β are those of x and the remaining L elements are those of w sparse . Our proposed algorithm uses Sparse Modeling Software (SPAMS) [32] for solving the basis pursuit formulation.
Sparse Watermark Table and Combinations Tables Link
Fig .6 illustrates the link between indices of combinations and sparse watermark tables, choosing one sparse watermark enforces the algorithm to choose combination for the 1st, 2nd and 3rd QIM watermarks embedding with the same index. This constrain is made to minimize the size of side information needed for recovery and watermark detection. 
EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate performance of the proposed algorithm, we use test images from USC-SIPI Miscellaneous image data set [33] commonly used in benchmarking. The experiment environment platform is Windows 10 operating system of Sony notebook, CPU is Intel Core i5, 4GB of ram, MATLAB R2015a.
We take Baboon image as an example to elaborate the algorithm performance. Testing watermark robustness against AWGN attack, file size, encryption strength and original host image recovery. Encryption strength is calculated by the complexity of finding the right Pseudo-random number SK 1 , Pseudo-random number SK 2 and the AES key as-well. For the Pseudo-random number SK 1 and SK 2 , each one contains 10 digits, each digit may contain numbers from 0 to 9. This costs the adversary to try 10 10 combinations to find 1 right key. Not only that, but he/she must decrypt the signal itself which is encrypted with AES using 256-bit key. Breaking a symmetric 256-bit key by brute force attack require to check 2 256 combinations. We generate 2 random matrices; φ with dimensions 6 × 6 and ψ with dimensions 6 × 6, both are quantized orthogonal matrices which produces CS coefficients which are more suitable for Entropy coding.
Different types of sensing matrices (ex. Gaussian, Bernoulli, Fourier, etc.) were experimented using our proposed algorithm. Our technique in generating quantized φ and ψ results in better compression ratio with higher PSNR than all other types of sensing matrices due to pre-quantized values of φ and ψ. Using any other type of sensing matrix affect Entropy coding badly, for example; in case of using Gaussian sensing matrix, compressed CS coefficients must be quantized before encoding them using Huffman coding. Quantization levels determine the compression ratio and PNSR of the image. As quantization levels increases, the compression ratio increases but PSNR decreases.
The problem is that CS coefficients were quantized before in JPEG quantization stage. This means that the image already lost some information. Quantizing coefficients one more time before Entropy coding means losing more information. This will result in failing to recover image blocks while maintaining compression ratio and PSNR.
Generating quantized φ and ψ works as follows;
 Generate orthogonal φ with dimensions 6 × 6, and orthogonal ψ with dimensions 6×6.  Quantize φ and ψ values into 7 levels.
While quantizing φ and ψ enhance the performance of proposed algorithm, more quantization levels will affect badly Huffman coding performance. As more quantization levels leads to more Huffman codes. On the other hand, less quantization levels will produce weaker φ and ψ as well as lowering the compression ratio of proposed algorithm. Less quantization levels mean that the proposed algorithm will need more samples to perfectly recover each block. After experimenting different quantization levels, we got best results using 7 quantization levels. As our proposed algorithm works after the JPEG quantization stage and sparse watermark contains only ±1, that results in quantized DCT coefficients and sparse watermark. Quantizing φ and ψ was the next high priority step to enhance Huffman coding performance which produced quantized projected coefficients. Histogram is shown in Fig.7 .
All images are resized to 256×256 pixels and we are embedding a 32×32 binary watermark image (1024 bits per image).
Watermark Analysis
Robust Watermark
( Table. 1) shows that the proposed algorithm can recover embedded watermark perfectly under AWGN attack with different variances by using voting system which takes advantage of all 3 QIM watermarks embedded within the image.
Even under very high AWGN attack (with variance 0.01), proposed algorithm takes advantage of the voting system to successfully detect embedded watermark with 100 %.
Embedding 1,024 bits per 256×256 gray-scale image; which means embedding 0.0156 bpp, is not the highest embedding rate compared to other schemes which uses CS for applying watermarking approach. However, embedding 3 QIM watermarks to be used in watermark detection voting system, and sparse watermark as a side information gives the proposed algorithm the edge in term of watermark robustness. 
Compression Analysis
To test the proposed algorithm compression ratio performance versus PSNR, a comparison between proposed algorithm and JPEG was conducted and tabulated in (Table. 2). The proposed algorithm shows a very close to identical compression ratio and PSNR with JPEG. These results were conducted by using the proposed algorithm as a compression/encryption technique without embedding watermark in either CS or Entropy parts.
Embedding watermark usually expands image file size. In proposed algorithm watermark is embedded using four watermarks, three QIM watermarks and one sparse watermark. Table. 3) shows that after embedding all this amount of information, expansion rate does not exceed 31% from JPEG image file size. Proposed algorithm expands image file size to provide security and watermarking capabilities. To do that, it costs proposed algorithm expansion rate up to 31%. Table. 4 lists PSNR and compression ratio for proposed algorithm, scheme proposed in [7] and scheme proposed in [35] . According to Table. 4, it is evident that the proposed algorithm outperforms the scheme proposed in [7] and [35] in terms of compression ratio and PSNR.
Encryption Analysis
To verify proposed algorithm encryption strength, the number of changing pixel rate (NPCR) and the unified average changed intensity (UACI) is calculated and tabulated in Table. 5. Those tests are two of the most common quantity used to evaluate the strength of image encryption algorithms/ciphers with respect to differential attacks [34] .
The results shown in Table. 6 shows PSNR of the test images Baboon, Boat, Lake, Man and Peppers compared with the schemes proposed in [35] and [36] . It is noticeable that proposed algorithm achieves high PSNR compared to other schemes which leads to better reconstructed image quality. In Fig.9 a comparison between proposed algorithm and other schemes in term of PSNR is shown using a line graph. This graph clearly shows that proposed algorithm has the capability to achieve higher PSNR with almost every test image. Table. 7) shows that most researchers focus on using CS technique to achieve one or two objectives out of the previously stated objectives (watermarking, compression, secure CS encryption). Some of them takes advantage of CS secrecy and appoint that as a joint compression-encryption algorithm, while others strengthen the encryption by adding some scrambling technique to achieve secure CS encryption.
Our proposed algorithm is the first algorithm that can combine watermarking, compression and secure CS encryption in one algorithm.
CONCLUSION
This paper introduces a new algorithm which combines image watermarking along with high image compression ratio and strong image encryption capability based on Quantization Index Modulation, Sparse Watermarking, Compressive Sensing, Arnold Cat Map, Pseudo-random numbers, Advanced Encryption Standard (AES) and Entropy coding.
The proposed algorithm is based on the JPEG standard and operates after the quantization and rounding stage. Experiments shows that our proposed algorithm can provide same compression ratio (without watermarking capability) in comparison to JPEG with an advanced encryption based on secrecy of CS, Pseudo-random numbers, AES and Arnold shuffling. While using full proposed algorithm capabilities expands size by an average of 15% in comparison with JPEG. Also proposed algorithm provides acceptable capacity watermarking with 1024 bits per 256×256 image and is highly robust against AWGN attack due to embedding 3 QIM watermarks. Future work should include doubling the embedding capacity by using sparse watermark with two nonzero values and 4 different combinations per block
