Abstract -Certain schemes for approximate calculation of singular integrals with a Cauchy kernel and their application to the numerical solution of the modified Dirichlet problem are offered. Questions of justifying the corresponding computational schemes for domains with Lyapunov boundaries are investigated.
Introduction
In the paper the application of some quadrature formulas for singular integrals to the approximate solution of the Dirichlet modified problem (see, e.g. [1, 2] ) is considered. This problem, besides its known theoretical interest, has some important practical applications. In particular, rather convenient computational schemes can be constructed in conformal mappings with the help of the Dirichlet modified problem. As is known, the Dirichlet classical problem (in general for multiply connected domains) can also be reduced to it.
And in the case of finite simply-connected domains the Dirichlet modified problem is identical to the Dirichlet classical problem. We note that if D + is such a domain bounded by a smooth contour L, the corresponding boundary integral equation can be written via singular integral (in the principle value sense) [2] in the form
where f (t 0 ) is a (real) function given on the boundary. The sought harmonic function is
where the real function ϕ(t) is the solution to equation (1) . Below everywhere L belongs to the Lyapunov class with some index.
In the case of an infinite domain D − , the solution u(x, y) to the Dirichlet modified (but not classical!) problem can be represented in the same form (2) at z ∈ D − under the boundary condition (see [2] )
in which C is a constant not given in advance. After finding ϕ(t) and C, the solution to the Dirichlet classical problem can be obtained in the form u(x, y) − C. Note that the above constant C in [2] is represented by the integral (involving the unknown function ϕ(t)) with respect to the arc length. From our point of view, further it is more convenient to take
(we mean that the origin belongs to the domain D + ). In this connection, we represent the corresponding integral equation in the following way:
Analogously to [2, § 61] it can be proved that the corresponding homogeneous equation does not have nonzero solutions. In [3] , a certain numerical scheme for approximating the singular integral was applied and substantiated for numerical solution of equation (1) . But in the case of infinite domains the approximation is not effective from the point of view of validation. In order to explain the above statement first of all let us shortly dwell on the scheme used in [3] . Namely, the quadrature formula used there for the singular integral
is based on the following approximation of ϕ(t) :
where {τ j } n−1 j=0 (n > 2) are the knots dividing the contour L into equal parts 1 (the index j corresponds to the value of jl/n, where l is the length of L), τ µ τ µ+1 is the least arc of L with endpoints τ µ , τ µ+1 (0 µ n − 1; τ n = τ 0 ) lying in the positive direction on L,
On this basis after additional transforms we have in [3] an approximation of the singular integral of such a type
where (Q n ϕ)(t 0 ) for each n is an operator-function determined by the values of {ϕ(τ j )} n−1 j=0 . On this basis equation (1) is replaced by its approximating one
But, generally, in schemes connected with an approximate calculation of singular integrals, substantiation of such a process (proof of the solvability of the approximating equation and convergence of the corresponding process) cannot be carried out unlike processes based on the Fredholm kernel approximations. Here the study and application of individual properties of the corresponding operator-functions become necessary. For equation (6) it was done in [3] . An approximation similar to that for the singular integral (Sϕ)(t 0 ) can be formally used in equation (4) too. But, obviously, in this case the terms involving ϕ n (t 0 ) are suppressed and instead of an equation of the type of (6) we come (after a certain approximation of the regular integral) to an equation of a perfectly another type, whose investigation in the similar way is impossible.
Theoretical results
In the connection with the above question, we will indicate a somewhat different approximation of the singular integral (Sϕ)(t 0 ) in equation (4)(corresponding to the case of infinite simply-connected domains). Changing the function ϕ(t) to tϕ(t) everywhere in (5), we can write
where the expressions α * σk are obtained from α σk by substituting the ratios
and using (7), we get the quadrature formula
where
Further we denote everywhere
Here it is essential for us that in the right hand side of (8) the quadrature sum, unlike that considered in [3] , contains −ϕ(t 0 ) instead of ϕ(t 0 ). And we can see that estimates similar to [3] hold for the remainder term. If, following [3] , for each ν (ν = 0, 1, . . . , n−1) we do linear interpolation by the values of (G nν ϕ)(τ ν ), (G nν+1 ϕ)(τ ν+1 ), we will get the approximation of the operator-function (Sϕ)(t 0 ) by certain operator-functions (G n ϕ)(t 0 ) for arbitrary t 0 ∈ L with the same accuracy as in [3] . Evidently, these operator-functions belong to the Hölder class with index 1.
Thereby in equation (4) for real ϕ we can use the approximation
In this equation the integral
dt can be replaced by the quadrature sum
Then we obtain the equation
which approximates (4). We will consider this equation and equation (4) in the Hölder space H β (0 < β < 1) with the usual definition of the norm. The purpose of our further investigations is to show that the homogeneous equation (here we can use the same notation for the unknown function)
corresponding to (9a) has only a zero solution for sufficiently large n. The further considerations are devoted to the proof of this statement.
and after elementary transformations we obtain
and
On the other hand
where r n (ϕ n ) is the remainder of the quadrature formula. Denoting
we have
Using (11) and (9b), we can write
where (G
n ϕ n )(t 0 ) and (G
n ϕ n )(t 0 ) represent the linear interpolators constructed by the values of (G
n (ϕ n ; t 0 ) ≡ 0 hold for the functions ϕ n . On this basis equation (12) which is equivalent to (9b) implies
Hence ϕ n (t 0 ) ≡ const. But for such functions r n (ϕ n ) = 0 and from (13) we obtain ϕ n (t 0 ) ≡ 0.
Further we denote
For sufficiently large n we have
The latter can be proved directly from (9b) if we use the smoothness of L and max
In order to prove (15) we note that the error estimates similar to [3] of the singular integral approximation method can be obtained. Moreover, the estimate O(n −β )h β (ϕ n ) for r n (ϕ n ) can easily be derived. From these considerations and (14) we find that for the function (solution) ϕ n ∈ H β max
is valid, where (R n ϕ n )(t 0 ) = (Kϕ n )(t 0 ) − 2(K n ϕ n )(t 0 ) is the remainder of the approximation of the left hand side of equation (4). So, from (9b) we have
According to the above properties of the contour L and the solvability of equation (4) We now turn to the estimation of the expressions h nβ (ϕ n ). Let {j n } be a sequence from the set of natural numbers such that j n → ∞ (n −1 j n → 0) as n → ∞, and for the given β ∈ (0, 1) and arbitrary δ ∈ (0, 1]
is valid. Using (15), at |j − ν| > j n we come to max |j−ν|>jn
In the estimates of the corresponding expression for |j − ν| j n it is enough to consider j = ν + λ (λ = λ(n)), 1 λ j n .
From (12) we have
In this case, recalling G
nν and the estimate of the coefficients p σk , we easily get
For the coefficients p σk in expression (10) for (G
nν ϕ n )(τ ν ) we will use the transformation
are the coefficients in scheme (6) and
Taking into account these transformations for (G
nν+λ ϕ n )(τ ν+λ ), we can write
where (Q nµ ϕ n )(τ µ ) = (Q n ϕ n )(t 0 )| t 0 =τµ is the sum in (6) and (Q µ n ϕ n )(τ µ ) (µ = ν, ν + 1) are obtained from G (1) nµ (τ µ ) replacing the coefficients p σk by p µ σk . In [3] it was shown that if in condition (16) δ is the Lyapunov index of the contour L, then (20) holds, where ε n , ε n0 → 0 (n → ∞).
We will consider (Q
At first estimate the sum
Here and in further estimates we use the contour L smoothness and the fact that to a chord with some endpoints there corresponds the least arc of L. In particular, on this basis we have (p ν ) σ = O(n −2 )|σ − ν| with a constant in O(n −2 ), independent of σ, ν. Therefore, we can write
2 According to periodicity, it is evident that by τ j for j < 0 is meant τ j+n .
We will obtain the same estimates for the sum with the multiplier τ ν+λ . Thus,
The remaining sum can be written in the following form:
α n = [n/2], α n = α n − 1 for even n and α n = α n for odd n.
uniformly with respect to ν and σ. Because of the smoothness of L, we have
An analogous estimate for ν−(2jn+1) σ=ν−α n with similar terms can be obtained as well.
Represent the sum with the multiplier τ ν in (22) as follows:
First estimate the sum with the multiplier (τ ν+λ − τ ν ). Because of analogy it is enough to consider, e.g., the sum ν+αn σ=ν+2jn+1
. For it we can get the estimate
which reduces to
The last relation represents an estimate for the sums with the multiplier (τ ν+λ − τ ν ) in (24).
we can write for the rest sums in (24):
It is shown in [3] that
It can be shown likewise that
Taking into account the values of the last singular integrals, the sum in (26) can be represented as
Using estimates (19), (21), (23), (25), and conditions (16), we get an asymptotic representation for
Then according to (18), (20) for these λ we have
where ε
n → 0 (n → ∞). Along with (17), this proves that h nβ (ϕ n ) = 0 for sufficiently large n and from Lemma 1.1 it follows that ϕ n (t 0 ) ≡ 0.
Consequently, we come to Theorem 1.1. Starting with certain n, equation (9a) has a unique solution for arbitrary real f ∈ H β .
Similarly to [3] , it can be shown that K −1 n = O(ln n) (n → ∞), which enables us to obtain error estimates of the approximate solution. In particular, the estimate O(n −2+β ln 2 n) in the space H β can be reached if the function ϕ(t) has the second bounded derivative on the boundary L.
We now indicate some applications of the proposed scheme to the numerical solution of conformal mapping problems.
In particular, the problem of mapping an infinite domain D − with a boundary L to the exterior of a unit disk |ζ| 1 (ζ = ξ + iη) can be reduced to equations of the type of (4). According to the foregoing, the problem consists in finding a function ζ = ω(z) which is analytical in D − and maps D − uniquely and conformally to the above-mentioned domain. If we assume ω(∞) = ∞ and keep the direction of the real axes unchanged (compare, e.g., with [4, Ch. V]), then the function ω(z) can be represented in the form
where Φ(z) is a function analytical in the domain D − and a is a real constant not given in advance. Meaning as everywhere above that the positive pass-by along L is done counterclockwise, we will consider the function Φ(z) as a Cauchy type integral:
(preserving the prior assumptions on L), where ϕ(t) is the unknown real function. Denoting
, according to (27), we have
since the condition |ω + (t 0 )| = 1 must hold. Using the Sokhotski-Plemelj formula and assuming
we come to the following equation of the form of (4)
Replacement of the integrals in (28) by their approximating sums leads us to an easily realizable calculation scheme. Its realization ultima analysi consists in solving a linear algebraic system. Further, approximate evaluation of conformally mapping functions at fixed points z ∈ D − is realized by ordinary quadrature formulas for the integral Φ(z) in (27). However, for z tending to the boundary L and on L it is fairly efficient to use the formula offered in [4] . The corresponding error estimates for certain classes of functions ϕ(t) are given there as well.
Numerical results
A number of numerical experiments have been carried out in conformal mappings using the scheme offered in this paper. A fairly high accuracy and rapid convergence with increasing n have been observed in the tests. For example, a mapping of the exterior of an ellipse with the parametric equation x = ρ(1 + m) cos θ, y = ρ(1 − m) sin θ (0 θ 2π) onto the exterior of a disc can be noted. Calculations were done for various ρ and m. The results obtained were compared to the values of the known test function.
Importantly, the simple structure of the considered scheme provides the possibility of its realization even in the case where the boundaries of the domains are given empirically. Below one of such cases is demonstrated.
Example 2.1. Let the boundary of D − be a curve given below graphically (see Fig.1 ). The numerical results are given in Table 1 . Four test points z are taken on the boundary, n is the number of knots, ζ = w(z) is a conformal map of D − onto the exterior of a unit disk, |ζ| is the distance of the mapped points from the origin. In this case, we cannot indicate any test function but the last column shows that the boundary of D − is mapped onto a unit circle with a permissible error. The knots and the test points on the boundary are taken with the help of the system MATLAB. 
