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1
I. DIPOLE MOMENTS IN COMMENSURATE TMDC BILAYER HETEROSTRUCTURES
To derive the optical selection rules, we will follow the analysis done in reference [1]. The optical
selection rules of spin conserved interlayer excitons, are found from
〈Ψc,Mo| p̂ |Ψv,W 〉 (S1)
Since the interlayer coupling in the K/K ′ is much smaller than the band offsets, it’s okay to treat
the interlaying coupling (T̂ ) perturbatively [2]. Denoting the wavefuctions of the bands in the
absence of interlayer coupling as
∣∣cMo/W〉 and ∣∣vMo/W〉, we write (to first order)
|Ψc,Mo〉 = |cMo〉+
∑
n
〈n| T̂ |cMo〉
Ec,Mo − En
|n〉 (S2)
|Ψv,W 〉 = |vW 〉+
∑
m
〈m| T̂ |vW 〉
Ev,W − Em
|m〉 (S3)
Thus, we can write
pcv = 〈Ψc,Mo| p̂ |Ψv,W 〉 = 〈cMo| p̂ |vW 〉
+
∑
n
〈cMo| T̂ |n〉 〈n| p̂ |vW 〉
Ec,Mo − En
+
∑
m
〈cMo| p̂ |m〉 〈m| T̂ |vW 〉
Ev,W − Em
+
∑
m,n
〈cMo| T̂ |n〉 〈n| p̂ |m〉 〈m| T̂ |vW 〉(
Ec,Mo − En
)(
Ev,W − Em
) (S4)
The first and fourth terms are neglected, because the momentum matrix elements between wave-
functions of different layers is quite small due to the spatial separation. The selection rules for the
intralayer matrix elements are
〈b| p̂ |a〉

e+ if C3(b)− C3(a)|3 = +1 and σh(a)σh(b) = +1
e− if C3(b)− C3(a)|3 = −1 and σh(a)σh(b) = +1
ez if C3(b)− C3(a)|3 = 0 and σh(a)σh(b) = −1
(S5)
The C3 and σh quantum numbers are given in the following table
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v-2 v-1 v c c+1 c+2
C3(+K) +1 -1 0 +1 0 -1
C3(−K) -1 +1 0 -1 0 +1
σh -1 -1 +1 +1 -1 +1
Table S1: Quantum Numbers for C3 and σh[1]
Using equations (S4) and (S5), we can write down the components of the momentum matrix
elements (for R type stacking) as
e∗+.pcv =
〈cMo| T̂ |cW 〉 〈cW | p̂+ |vW 〉
Ec,Mo − EcW
+
〈cMo| p̂+ |vMo〉 〈vMo| T̂ |vW 〉
Ev,W − Ev,Mo
e∗−.pcv =
〈cMo| T̂ |c+ 2W 〉 〈c+ 2W | p̂− |vW 〉
Ec,Mo − Ec+2W
+
〈cMo| p̂− |c+ 2Mo〉 〈c+ 2Mo| T̂ |vW 〉
Ev,W − Ec+2,Mo
e∗z.pcv =
〈cMo| T̂ |c+ 1W 〉 〈c+ 1W | p̂z |vW 〉
Ec,Mo − Ec+1W
+
〈cMo| p̂z |v − 2Mo〉 〈v − 2Mo| T̂ |vW 〉
Ev,W − Ev−2,Mo
(S6)
Similarly, the components for H type stacking (Mo→ +K, W → −K) are
e∗+.pcv =
〈cMo| T̂ |c+ 2W 〉 〈c+ 2W | p̂+ |vW 〉
Ec,Mo − Ec+2W
+
〈cMo| p̂+ |vMo〉 〈vMo| T̂ |vW 〉
Ev,W − Ev,Mo
e∗−.pcv =
〈cMo| T̂ |cW 〉 〈cW | p̂− |vW 〉
Ec,Mo − EcW
+
〈cMo| p̂− |c+ 2Mo〉 〈c+ 2Mo| T̂ |vW 〉
Ev,W − Ec+2,Mo
e∗z.pcv =
〈cMo| T̂ |c+ 1W 〉 〈c+ 1W | p̂z |vW 〉
Ec,Mo − Ec+1W
+
〈cMo| p̂z |v − 2Mo〉 〈v − 2Mo| T̂ |vW 〉
Ev,W − Ev−2,Mo
(S7)
It turns out that the interlayer coupling, up to the first order fourier coefficients, only depends on
the interlayer translation vector r̄0[1–3].
〈b| T̂ |a〉 ∝ fµ(r0) µ = C3(a)− C3(b)|3 (S8)
where (ω = eiτ
2π
3 ), and
f0 = e
iτK.r0
(
eiτK.r0 + eiτC3K.r0 + eiτC
2
3K.r0
)
f+ = e
iτK.r0
(
eiτK.r0 + ωeiτC3K.r0 + ω∗eiτC
2
3K.r0
)
f− = e
iτK.r0
(
eiτK.r0 + ω∗eiτC3K.r0 + ωeiτC
2
3K.r0
)
(S9)
Hence, we can write
D1 = a
+K
+ e+ + a
+K
− e− + a
+K
z ez
D2 = a
−K
+ e+ + a
−K
− e− + a
−K
z ez (S10)
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where D1 = D+K+K/D+K−K and D2 = D−K−K/D−K+K depending on R/H stacking, e± =
(x̂ ± iŷ)/
√
2, and ez = ẑ. For instance, in R type stacking, the interlayer valley exciton will
be formed at the +K conduction band minimum in MoX2 and the +K valence band maximum in
WX2. For simplicity, we say D1 = D+K+K. The corresponding conjugate interlayer valley exciton
for R type stacking would be formed at the -K conduction band minimum in MoX2 and the -K
valence band maximum in WX2, resulting in D2 = D−K−K. The coefficients for the components
of D1/2 are given by
a+K+ = A0f0 = (a
−K
− )
∗
a+K− = A+f+ = (a
−K
+ )
∗
a+Kz = A−f− = (a
−K
z )
∗
where A±,0 are the first order taylor expanded real coefficients with respect to the interlayer
distance[1, 3]. The same analysis can be extended to triplet excitons with just the addition of
a spin-orbit coupling spin flip term to the perturbing hamiltonian term. For our letter we only con-
sider commensurate heterostructures for which r0 = r0(a1 + a2), where a1(2) are the monolayer
lattice vectors, and 0 ≤ r0 ≤ 1.
II. TILTED CIRCULAR DIPOLE MOMENTS
Consider the form of the dipole, say D̂1
D̂1 = (a1 + ia2)x̂+ (b1 + ib2)ŷ + (c1 + ic2)ẑ
The dipole in the other valley, D̂2, due to time reversal symmetry, will be
D̂2 = (a1 − ia2)x̂+ (b1 − ib2)ŷ + (c1 − ic2)ẑ
Now, for our non trivial zeros, i.e., where D̂∗2.D̂1 = 0, we must have
a21 − a22 + b21 − b22 + c21 − c22 = 0
a1a2 + b1b2 + c1c2 = 0
The second condition implies that the dipoles are circularly polarized in a frame where the quan-
tization axis is the z axis [4]. Any arbitrary complex vector
f1 + if2
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rotates in a plane defined by the rotation axis n, where
n = f1 × f2
If f1.f2 = 0, the dipole is circularly polarized in the plane. In our case, f1(2) = (a1(2), b1(2), c1(2)),
and the second condition above implies that the dipoles are circularly polarized in the plane defined
by n.
III. RATE EQUATIONS
The Master equation for two interacting dipoles, following eq 3 of [5], is
ρ̇ = i
∑
n
∆ωn
[
|n〉 〈n| , ρ
]
+ i
∑
m 6=n
δnm
[
|n〉 〈m| , ρ
]
+
∑
n 6=m
Γnm
(
ρmn |g〉 〈g| −
1
2
{
|n〉 〈m| , ρ
})
+
∑
n
Γnn
(
ρnn |g〉 〈g| −
1
2
{
|n〉 〈n| , ρ
})
+R
∑
n
[(
ρgg |n〉 〈n|+ ρnn |g〉 〈g|
)
− 1
2
{
|n〉 〈n| , ρ
}]
+γs
∑
n6=m
[
ρnn |m〉 〈m| −
1
2
{
|n〉 〈n| , ρ
}]
(S11)
where n,m = 1, 2 (for our system), g denotes the ground state, and Γnm =
2ω20
~ε0c2 D̂
∗
n.Im
[↔
G
]
.D̂m =
κnm (see main text for definition of κnm), Γnn is the spontaneous decay rate of the dipole, δnm
is the resonant dipole-dipole interaction, ∆ωn accounts for the lamb-shift, γs is the intervalley
scattering rate, and R is the incoherent pump rate. Expanding out all the terms, we can see that
the rate equations, with a bi-directional incoherent pump (R) and intervalley scattering (γs), are
ρ̇11 = −(γ +R + γs)ρ11 +Rρgg + γsρ22 −
κ∗
2
ρ12 −
κ
2
ρ21
ρ̇22 = −(γ +R + γs)ρ22 +Rρgg + γsρ11 −
κ∗
2
ρ12 −
κ
2
ρ21
ρ̇12 = −(γ +R + γs)ρ12 −
κ
2
(ρ11 + ρ22)
ρ̇gg = −(ρ̇11 + ρ̇22) (S12)
Where β = γ +R + γs, κ = κ21 = κ∗12, and γ = Γnn.
IV. COUPLINGS FOR DIFFERENT EXCITONS IN DIFFERENT STACKINGS
Similar to the two orthogonal excitons shown in main text figure 2 (a), most stacking orders
have two ‘non-trivial’ orthogonal dipoles for certain interlayer translations. These orthogonal
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dipoles are listed in supplementary table 2 along with their κ and γ. The energy of the interlayer
exciton as a function of the interlayer translation can be found in the supplementary material of
main text reference (13).
Dipole Moment Re[κ]/γ Im[κ]/γ λ (nm)
1st R - Singlet (0.44 + i0.43)x̂ + (0.06 + i0.4)ŷ + (0.55 - i0.4)ẑ -0.01 -0.53 908.48
2nd R - Singlet (0.18 - i0.62)x̂ + (0.5 - i0.05)ŷ + (0.47 + i0.32)ẑ 0.51 0.31 906.2
1st H - Singlet (0.18 + i0.64)x̂ + (0.58 - i0.01)ŷ + (0.37 - i0.3)ẑ 0.56 -0.35 873.91
2nd H - Singlet (0.53 - i0.35)x̂ + (0.02 - i0.45)ŷ + (0.47 + i0.42)ẑ -0.2 0.52 874.43
1st H - Triplet (0.35 - i0.57)x̂ + (0.56 + i0.2)ŷ + (0.24 + i0.36)ẑ 0.32 0.61 884.57
2nd H - Triplet (0.59 + i0.22)x̂ + (0.15 + i0.41)ŷ + (0.36 - i0.53)ẑ -0.41 -0.37 889.17
Table S2: Dipole Moments, κ, and λ at the non trivial zeros for the K valley. We have taken γxx ≈
0.1, γyy = γzz = 1 to calculate the couplings. All are rounded to 2 decimal places.
Supplementary Figure S1 shows the steady state phase profiles as a function of γxx and γyy for an
excitonic dipole from the R-type singlet and an excitonic dipole from the H-type triplet (similar to
(a) (b)
Figure S1: A two-dimensional plot of the steady state phase, φ = atan (S2/S1) for a few of the dipoles
listed in Table 2. The parameter used for the pump rate is R = 0.006γ0.
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Figure S2: A two-dimensional plot of the phase, φ = atan (S2/S1) for different values of γxx and γyy
(γzz = 1) for the setup proposed in the main text. One should note that the full range of φ is accessible.
main text figure 3 (b)). One must note here that κ and γ have both been normalized to γ0 (the free
space decay rate). We have taken the free space lifetime to be ∼ 1.8 ns [6] (low temperature), and
the intervalley depolarization time to be ∼ 10 ns [7]. It is worth mentioning that one can access
the entire range of the azimuthal angle, φ (see main text figure 3), if the directional decay rates can
also be enhanced instead of only being suppressed [8]. Supplementary Figure S2 shows the full
range of φ based on γxx,yy.
V. METASURFACE DESIGN
As mentioned in the main text, our metasurface is designed to act as a normal mirror for y
polarized light and a spherical mirror for x polarized light. The desired phase profile response [9]
at a position (x, y) on the metasurface is θ(x, y) = θ0 − 2k
√
x2 + y2 + d2, where k is the wave-
vector of the incident light and d is the distance between the heterostructure and the metasurface.
Note that (0, 0) corresponds to the position on the metasurface right below the excitonic dipoles.
Here, proper choice of the phase off-set θ0 enables both destructive or constructive interference
between reflected field and dipole field. The phase off-set θ0 = −π enables suppressing of decay
rate.
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Figure S3: Phase profile of the designed metasurface. (a) The phase profile for the reflected x polarized
light from the metasurface. This will result in destructive interference between the emitted and reflected
fields for x polarized light at the dipoles’ position. (b) The phase of each of our chosen antennas. We have
chosen phase values of 0◦, 60◦, 120◦, 180◦, 240◦, and 300◦.
To mimic such a phase profile, the dimensions of each nanoantenna and its position on the
metasurface have been designed accordingly. The distance d was chosen to be 10λ to ensure a
large numerical aperture at the position of the excitonic dipoles. Supplementary Figure S3 (a)
shows the phase profile for x polarized light that we are trying to mimic. Supplementary Figure S3
(b) shows the phase of the reflected x polarized light for each of our chosen nano-antennas. Our
designed metasurface gives us γxx ≈ 0.1 and γyy ≈ 1, which is quite close to the optimal value as
highlighted in main text figure 2.
VI. EFFECT OF QUANTUM EFFICIENCY
Recently, at low temperatures, the internal quantum efficiency for TMDC heterostructures has
been measured to be quite high (> 50%) [6, 10]. To study the effect of the quantum efficiency,
we have looked at the dependence of κ, γ, S1, and S2 as function of the quantum efficiency. The
Purcell enhancement for a unit dipole oriented along the x direction, has the expression [11]
γxx
γ0
= 1 + η
6πε0
k3
Im
(
d∗ · Es
)
(S13)
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Figure S4: (a) Reproduction of Main text Figure 3(a) for different quantum efficiencies : The blue line
depicts η = 0.5 and the magenta line depicts η = 1. The shaded region is for values in between. (b)
Reproduction of Main text Figure 2(c) for a range of quantum efficiencies. The red lines denote Im(κ)/γ
and the blue lines denote Re(κ)/γ. The solid lines are for η = 0.5, and the dashed are for η = 1. The
shaded regions are for values in between.
where η is the quantum efficiency, k is the magnitude of the wave vector, d is the unit dipole, and
Es is the scattered field reflected back to the dipole by the metasurface. Supplementary Figure S4
(a) is a reproduction of main text Figure 3 (a) accounting for the quantum efficiency. Similarly,
Supplementary Figure S4 (b) is a reproduction of main text Figure 2 (c). One should note here
that the azimuthal angle φ is independent of η (see Supplementary Figure S4 (a)), only the purity
of the state is affected.
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