Abstract-A general systematic method for the detection and segmentation of bright targets is developed in this paper. We use the term "bright target" to mean a connected, cohesive object which has an average intensity distribution above that of the rest of the image. We develop an analytic model for the segmentation of targets, which uses a novel multiresolution analysis in concert with a Bayes classifier to identify the possible target areas. A method is developed which adaptively chooses thresholds to segment targets from background, by using a multiscale analysis of the image probability density function (PDF). A performance analysis based on a Gaussian distribution model is used to show that the obtained adaptive threshold is often close to the Bayes threshold. The method has proven robust even when the image distribution is unknown. Examples are presented to demonstrate the efficiency of the technique on a variety of targets.
I. INTRODUCTION

M
ANY methods for segmenting objects of interest (which we generically refer to as targets) from a noisy, cluttered background have been developed [1] - [5] . Among these, many involved greyscale-based thresholding strategies [5] - [8] , which usually assume the image to have a uniform and stationary, or at least quasi-stationary, distribution of intensities over the target and over the background. Such methods are not very effective when the images have complex, nonstationary distributions of intensities. It is usually difficult to adapt global techniques by simply using local processing, since the resulting operators are usually more sensitive to noise [9] and generally yield desultory improvement.
However, if the image is observed at a particular scale, or range of scales, viz., by passing it through a bandpass filter, the resulting image intensity distribution will often exhibit a greater degree of local stationarity. In this way, the performance of local adaptive segmentation/thresholding algorithms can be improved.
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Wavelet transform-based methods offer a natural framework for providing multiscale image representations that can be separately analyzed [10] , [11] . For example, through a multiscale decomposition, most of the gross intensity distribution can be isolated in a large scale image, while the information about details and singularities, such as edges and textures, can be isolated in mid-to small scales.
In this paper, a new and systematic method for the segmentation of potential target areas is presented based on a particular wavelet decomposition and a Bayes classifier. In Section II, an adaptive multiscale threshold selection criterion is developed which analyzes the image probability density function (PDF). In Section III, a statistical analysis of the performance of the adaptive threshold selection strategy is presented. In Section IV, several segmentation examples are given for a variety of interesting images, including a mammogram and a FLIR image. Section V discusses the results and concludes the paper.
II. SEGMENTATION OF POSSIBLE TARGETS
A. Multiscale Bayes Approach to Target Segmentation
The term bright target is used to mean a connected, cohesive object which has an average intensity distribution above that of the rest of the image. Such targets usually appear as having a blob-like appearance. Of course, other image components will occur that are bright, but which may be poorly connected or which occur only over a small scale. Using a natural multiscale decomposition, such as an appropriate wavelet transform, coherent targets may be separated from, and subsequently distinguished from, transient bright objects.
We begin by exploring a simple approach to target segmentation that involves isolating the putative target scale through the selection of an appropriate scale in the wavelet decomposition, then thresholding the single-scale image using a Bayes classifier. The method is used as a benchmark comparison for the method proposed in Section II-B. The Bayes approach, while optimal in a statistical sense, requires certain a priori information and suffers from some limitations.
The normal discrete wavelet transform (DWT) [12] - [14] , can be computed by the pyramidal algorithm (1-D) transform to two-dimensional (2-D) transform. One stage of 2-D wavelet decomposition by subband filter can then be described in Fig. 1 . There is one scaling channel ( ) and there are three wavelet channels ( , , and ). The normal decimated DWT has a very sparse sampling grid which is desirable for coding and compression applications but often not suitable for signal analysis applications [15] , [12] . Therefore, the undecimated DWT is used in the presented method. The undecimated DWT can also be computed by fast cascade filter algorithms [13] .
In the large scale image components , the high-frequency singularities disappear and the distribution of masses is smoothed.
The segmentation of possible targets can be modeled by the following classification problem. For an ideal image , there are pixels belonging to two classes: 1) the background and 2) the target . The segmentation of possible targets then becomes a problem of choosing one of the two hypotheses: (4) Assume is the PDF of image . Then (5) where PDF of the class ; a priori probability of class in image ; PDF of the class ; a priori probability of class in image . The above classification problem is solved by the standard Bayes classifier Assuming that and have one point of intersection , as illustrated in Fig. 2 , the above classifier is equivalent to the following threshold detection criterion: (7) where is chosen so that (8) A segmented image at scale using the Bayes classifier can be expressed as (9) There are two main problems in using the above Bayes classifier for segmentation of targets in an image. First of all, images may have a rather complex structure; they contain other classes. For exampl, in a mammogram, the object of segmentation is the tumor which generally has a higher greyscale value than the remainder of the tissue. Within a mammogram, there are calcifications, dense tissue, and various kinds of noise, etc., in addition to the normal tissues and possible tumors (targets). The normal tissues and possible targets also contain some singular pixels. Hence, many pixels may be misclassified by using simple threshold detection method on original mammograms.
Second, in practice, we do not actually know the PDF of any class as well as the a priori probability of every class. In addition, the probability distributions often vary greatly in different images so that a general distribution cannot be obtained to describe all images.
By analyzing the image at a coarser scale, singularities can be removed. However, the PDF of any class as well as the a priori probability are still unknown in the low-resolution images. It is difficult to choose a suitable threshold automatically. Of course, trial and error is a possible approach. However, it is inefficient and difficult to use in practice. In the following, a method based on wavelet analysis is developed to find an appropriate threshold adaptively and automatically for different images.
B. Choosing Threshold Using Wavelet Analysis
Recall that the image PDF (5) is determined by class PDFs and the a priori probability of every class in it.
When the PDF is known, but the class PDFs and the a priori probabilities of the two classes are unknown, the following method is presented to choose the threshold.
In the new method, the threshold is selected as the "global" local minimum point, which is shown as in Fig. 2 . Note that here the global local minimum point means the minimum point of the PDF at a larger scale. For the PDF in (5), we have (10) Then will satisfy the following: (11) and
Comparing it with the Bayes threshold in (8), it can be seen that is different, although they may be very close in many cases. Because the PDFs and the a priori probabilities of the two classes are unknown, and the PDF of every image does not have a specified distribution, it is impossible to calculate the ideal Bayes threshold. Therefore, the proposed new method can usually find a very good threshold which can be reasonably treated as an estimation of the optimal Bayes threshold.
The image PDF can be easily computed as the image histogram. Using a multiscale analysis, we have removed the singularities in the image and made it suitable for target segmentation using a threshold classifier. However, there are usually many fluctuations in the PDFs of the images. In practice, there will be many local minima in PDF curves. Obviously, what we want to find is the global local minimum point, i.e., the local minimum point at a large scale. Again, the wavelet transform can be used to analyze the PDF of the image and to find the global local minimum point. To obtain a better localization of the threshold, once again we suggest the use of the undecimated DWT.
In the new approach, the wavelet transformed curves of the PDF at every scale are aligned according to the maximum of them. In general, the threshold at a certain scale of PDF is chosen by looking for the largest local minimum. One can also find the local minimum at several scales of PDF, and then obtain a weighted average as the final threshold for the target segmentation problem.
In the presented new method, a scheme to adaptively select the scale of 1-D wavelet transform is developed. Let denote the segmented areas in the wavelet transformed image at scale by the selected threshold. The segmentation for the possible targets will normally be a sparse binary matrix. The portion of the segmented target areas should be in a reasonable range, i.e., the size of the segmented targets should be in some reasonable range. Therefore, if the segmentation which is obtained using the threshold found in a certain scale is not reasonable, we should try to find a new threshold in a coarser scale. This can be done easily because the wavelet transform value at the coarser scale can be calculated efficiently and quickly from the value at the finer scale by cascaded fast filter algorithms [13] , and the calculations for segmented areas are simple binary operations.
Next, we find the corresponding areas of the segmentation in the original image. Using the selected threshold, we can obtain the segmented areas , which represent the possible targets, in the wavelet transformed image at scale . However, there will be some spatial shift in the target location in the transformed image compared with the original image because of the time delay of the FIR wavelet filters. Actually, one pixel in the wavelet transformed image represents a piece of original image, because the image is analyzed by a bank of windows in wavelet transform. The sizes of the windows vary in different scales. This point should be taken into account when the segmented areas are mapped to the original image.
In the dyadic DWT, assume the lengths of both the scaling filter and the wavelet filter are . Since the overall scaling filter and wavelet filter at scale should be and , respectively, it is easy to show that the lengths of the overall scaling filter and wavelet filter are . Hence, one pixel of image at scale stands for an area with at most size in the original image, and the position of the pixel is the center of this area. The adjusted segmented area in the original image using the segmented area at scale is shown in (12) at the bottom of the page.
In this way, an attempted segmentation of the target at each scale can be obtained. It is also possible to define a weighted combination of them to obtain the final segmented area depending on the scales of interest. A block diagram of the above wavelet-based adaptive segmentation method is shown in Fig. 3 .
Sometimes, several large scale global local minima of the image PDF can be obtained, because there may be more than one class of bright targets. If only two classes are expected, the largest global local minimum should be chosen as the threshold for the segmentation of possible target areas since it is the most if and otherwise (12) abnormal. That is, assume is the set of local minima of the PDF, i.e., and (13) Then without loss of generality, assume
In our method, the adaptive threshold is selected as the largest local minimum, i.e., (14) It is also possible to treat the segmented image as a new "original" image, which may include more detailed classes. Then, a wavelet analysis of the PDF can be used again to classify the different classes within the segmented area. The process can be iterated again until certain criteria are satisfied.
III. PERFORMANCE OF THE METHOD UNDER GAUSSIAN DISTRIBUTIONS
It is well known that the wavelet transform is a type of linear transform. A pixel value in the transformed image is actually some linear combination of pixels in the neighborhood of this pixel, i.e., where denotes a pixel of transformed image, the matrix denotes a matrix of input pixels, denotes the vertical wavelet transform vector, and denotes the horizontal wavelet transform vector.
Normally, the input pixels in a neighborhood should belong to the same class and can be treated as independent identically distributed (i.i.d.) random variables with the same distribution. Then according to the central-limit theorem [16] , as increases, the distribution of approaches a Gaussian distribution. Therefore, we can approximately treat the gray level of each class in the transformed image as having a Gaussian distribution.
Hence, the performance of the presented method will be analyzed based on the Gaussian distribution. Assume both classes in transformed image are Gaussian distributed, i.e., (15) and (16) Then, for a Bayes threshold , we have (17) i.e., (18) For simplification, first assume without loss of generality. Then take and . Normalize with respect to class , i.e., let and denote . Equation (18) 
and (22) Substituting (15) and (16) into (21), we get
Also, it can be rewritten as
where . It can be seen that is only of concern to , , and . That means the probability of misclassification error is only of concern to , , and , because the probability of misclassification error of class is (25) and the probability of misclassification error of class is
where the function is defined as [17] It is easy to see that when is out of the range , it cannot be used for the classification of two classes.
It is difficult to solve the nonlinear equation (24). To obtain an estimate of , the Taylor series expansion is employed at point We take the terms with order less than three. Substituting (15) and (16) into the above equation, and using (18) and (21), we obtain (29) Similarly, it can be rewritten as (30) where It can also be obtained from (22) that (31) Equation (31) shows that must be large enough to choose the local minimum point as the threshold, i.e., and . In fact, if (31) is not satisfied, the two classes will have a large overlap so that the misclassification error will be large even using the Bayes threshold. Fig. 4 shows an example.
From these equations, it is easy to see that when becomes larger, becomes larger and then will become smaller. However, and have no simple and monotonic relationship with and . In the following figures, the performance of the threshold in different cases is given.
Because of the symmetry of the Gaussian function, we can assume without loss of generality. In Fig. 5 , the curves show how the threshold and its performance change with different and but constant , where ranges in , and . . Clearly, increases as increases, but does not monotonically vary with . Fig. 5(b) shows the difference between the threshold and the Bayes threshold . Now varies greatly as varies, but varies little as changes. As we would expect from (22) and (31), some curves do not range completely over of because the local minima do not exist in in these cases when is greater than some .
In Fig. 5 (c) and (d), the differences of the error probability of misclassification for class between and are plotted. Fig. 5(c) shows the relative error and Fig. 5(d) shows the absolute error . From the figures, it can be seen that the relative error of is less than one for the proposed threshold. And the absolute error of is still rather small when the relative error is large. Similar things happen for . As shown in Fig. 5 (e) and (f), the relative error and absolute error of are plotted, respectively. The relative error of is less than 1.5 for our threshold. The absolute error of is larger than that of because we have a relatively larger even for the Bayes threshold when is larger. An example is shown in Fig. 6 . It is also shown that when increases, the errors for both and decrease, because class has less influence for the whole image. When is very small, it can be seen that and the error also become very small. This is because the class is more concentrated so that the distance between two classes [18] becomes larger when is constant. Hence it is easier to distinguish two classes. This can also be expected from (30). Fig. 7 shows the PDFs in these cases.
In Fig. 8 , the performance of the proposed threshold is given with and varying and constant , where ranges over , and . The same things are shown in Fig. 8(a) -(f) as in Fig. 5(a)-(f) . In Fig. 8(a) , it can be seen that increases monotonically as increases. This can be expected in (19) . From Fig. 8(b) , it is shown that decreases when increases, as can be expected. Also, when is smaller or is larger, the distance between the two classes will be smaller. Then it is more difficult to distinguish between the two classes. Hence, the local minima may not exist in when is greater than some for some . Therefore, some curves in Fig. 8(b) do not span the entire range of , . In Fig. 8(c) and (e), it can be seen that the relative errors of and between the proposed threshold and the Bayes threshold are not very large and vary little when changes. It is shown in Fig. 8(d) and (f) that the absolute errors of and are very small and decrease monotonically as increases. From the above analysis, it can be seen that for Gaussian distributions, the proposed threshold can give a rather good performance in a reasonable range of parameters. It is obvious that the more "separable" the two classes are, the closer performance to the Bayes threshold the proposed threshold has.
Of course, the larger is , the closer the distribution of approaches the Gaussian distribution and the less noise remains, however, the more space localization of the classes may be lost. We should get tradeoff when selecting the scale for segmentation. When the distribution is not Gaussian, taking terms with order less than three in the Taylor series equations (27) and (28), and using (21), we have (32) which means will be small when and have large values. Larger values of and can be expected when the two classes are both concentrated. Usually, the object we want to segment has a relative high concentration. For example, the target areas in the mammogram are often such classes. Therefore, the proposed threshold is often close to the Bayes threshold in these cases. In practical image segmentation problems, usually the Bayes threshold cannot be calculated because the PDFs and a priori probability are unknown. In the proposed threshold, only a few loose and reasonable assumptions are used. Hence, the robust performance can be expected in the new method.
IV. EXAMPLES
In the following, we would like to give additional examples to show the applications of the new method. The first example is a mammogram image with 256 greyscale and m m/pixel, an overview of the breast of a real patient. The original image is shown as Fig. 9(a) . Daubechies 6-point wavelet [11] is selected to process the image. Then the scaling channel will mainly maintain the greyscale information of blobs of size about Fig. 9(b) -(e) shows the parts of its wavelet transforms from scales 1 to 4. Fig. 10 indicates the histograms (PDFs) of these four transformed images. The image in scale 2 is used for segmentation. For the second step, Daubechies 6-point wavelet [11] is used again for analysis of PDF of the wavelet transformed image because of its performance in denoising [19] . Next, we take 5-scale wavelet transforms for the histogram of the image in scale 2. They are illustrated as Fig. 11 . By taking the local minima of the curve at adaptively selected scale, four local minima, , are obtained. Using the largest local minimum, , as the adaptive threshold, the segmented areas are shown in Fig. 12(a) . Fig. 12(b) shows the masked image by , which enhances the segmented areas. It can be seen that these segmented areas are just lead markers used by radiologists. It is also shown that the segmented areas contain the areas of interest. By using , the tumor area is obtained, which is shown in Fig. 13(a) and (b) . For and , almost all tissue areas are segmented from the background. Fig. 14(a) and (b) show the segmented areas using . The segmented areas by have more transition areas than that by . In this example, Daubechies 6-point wavelet is used and scale 2 is selected for classification. It is an appropriate size for the ap- . In this scale, it can be expected that most noise and singularities can be suppressed by dropping the coefficients of the wavelet channels, and the bright target-tumor information remains in the scaling channel. In PDF analysis, we still selected Daubechies 6-point wavelet because of its good performance in noise removal [19] . We not only want to remove the noise from the PDF curve, but also want to remove the fluctuation within the curve. Then, a rather large scaling channel 4 is selected adaptively so that most of the local minima disappear and only those global local minima remain. As would be expected in this example, the wavelet transform on the original image removed the singularities and obtained the mass greyscale information so that the transformed images are more suitable for segmentation. Subsequently, the wavelet transform on the histograms (PDFs) removed the fluctuations so that the global local minima can be found. Finally, the adaptive threshold found by the new approach segmented the different kinds of areas of interest.
Another example is a forward-looking infrared (FLIR) image of a tank with 256 greyscale. The original image is shown as Fig. 15(a) . The parts of its wavelet transforms from scales 1 to 4 are given in Fig. 15(b) -(e). Fig. 16 shows the PDFs of these four transformed images. We still use the image in scale 2 for segmentation and take 5-scale wavelet transforms for the histogram of the image in scale 2. They are illustrated in Fig. 17 . The scale is adaptively selected to obtain local minima. Because this image is a little noisy, the unnecessary details with very low probability are abandoned when the wavelet transformed PDF curve is processed. Figs. 18(a)-20(a) show the segmentation results using local minima as thresholds, respectively. Figs. 18(b)-20(b) show the corresponding masked images by . The brightest highlight area appears in Fig. 18 . The area of the tank and some other bright areas appear in Fig. 19 . The largest difference between two classes, the sky and the ground as seen from the original image Fig. 15(a) , is evident in Fig. 20 .
In this example, it can be seen that the segmented areas contain the areas of interest. Of course, if some more details such as edges of objects are desired, other algorithms may be used in the selected areas to obtain them. Obviously, it is far more ef- ficient than using the algorithms in whole images. As we have indicated before, the presented method can also be iterated hierarchically and use different scales at each stage. 
V. CONCLUSION
We have presented a new general method for the segmentation of bright targets in an image. Wavelet transforms are used in the new method and the Bayes classifier is employed for the segmentation problem. An approach for choosing the threshold adaptively by looking for the global local minima of the PDFs of wavelet transformed images is proposed. Based on the assumption of Gaussian distributions, the adaptive threshold by the new method is compared with the Bayes threshold. It is shown that in general practical cases, the performance of the proposed threshold is often very close to the Bayes threshold, which is the optimal threshold from the statistical point of view.
The examples show that the new method is effective to segment the tumors in mammograms and it can also be used in other segmentation applications.
To select an appropriate scale of image is an important step of this method. The general principles for choosing scaling channel along with the wavelet are presented in this paper. Because the method works under the concept of general multiscale analysis, we can expect the choices are image-dependent, however, not very image-sensitive as evident by the fact that the same parameters were used for both mammograms and FLIR images.
After the processing using the new method, other algorithms, such as boundary based approaches can also be combined with the new method depending on what is of interest in various applications.
Furthermore, although the new method is based on the distribution of the greylevel of image, it is also possible to use the method to other specific features. That is, a new image can be constructed by extracting some features from the original image for segmentation. For example, we have used it to detect the singularities, such as the microcalcifications in mammograms, and it also shows good performance [20] .
