Photogrammetry is currently in a process of renaissance, caused by the development of dense stereo matching algorithms to provide very dense Digital Surface Models (DSMs). Moreover, satellite sensors have improved to provide sub-meter or even better Ground Sampling Distances (GSD) in recent years. Therefore, the generation of DSM from spaceborne stereo imagery becomes a vivid research area. This paper presents a comprehensive study about the DSM generation of high resolution satellite data and proposes several methods to implement the approach. The bias-compensated Rational Polynomial Coefficients (RPCs) Bundle Block Adjustment is applied to image orientation and the rectification of stereo scenes is realized based on the Project-Trajectory-Based Epipolarity (PTE) Model. Very dense DSMs are generated from WorldView-2 satellite stereo imagery using the dense image matching module of the C/C++ library LibTsgm. We carry out various tests to evaluate the quality of generated DSMs regarding robustness and precision. The results have verified that the presented pipeline of DSM generation from high resolution satellite imagery is applicable, reliable and very promising.
INTRODUCTION
The Digital Surface Model (DSM) is a common photogrammetric product which is widely applied in the surveying and mapping and Geographic Information System (GIS) area. With the invention of the Semi Global Matching (SGM) algorithm, stereo pairs are matched pixelwise leading to the generation of a very dense DSM from stereo pairs. Moreover, the SGM algorithm is fast and robust to the parameterization (Hirschmüller, 2008) . The C/C++ library LibTsgm was developed at the Institute for Photogrammetry, University of Stuttgart and outsourced into the nFrames GmbH in 2013. LibTsgm is also the core library of the software SURE. It is successfully used for airborne and close range photogrammetry (Fritsch, 2015) . In February 2013, the European Spatial Data Research Organization (EuroSDR) organized a workshop presenting a benchmark for DSM generation from large frame airborne imagery in the Munich testsite, which provided the first comprehensive overview about competing algorithms (Fritsch, et al., 2013; Haala, 2013) . SURE matched high overlapping airborne images at Ground Sampling Distances (GSD) of 10cm stereos by LibTsgm and therefore a very dense DSM of the testsite was available (Haala, 2013) .
Remote sensing via satellite imagery becomes a fast and efficient method to acquire the surface information. Since the successful launch of the first Very High Resolution (VHR) satellites like IKONOS in September 1999 or Quickbird in October 2001, the GSDs of satellite sensors are improved over time which started a new age of remote sensing (Maglione et al., 2013) . Nowadays, many VHR satellite sensors can provide panchromatic imagery with half meter GSD, such as WorldView-1 and WorldView-2, provided by DigitalGlobe. The latest VHR satellite WorldView-3 launched by DigitalGlobe delivers even 30cm GSD imagery. Many VHR satellites are also able to provide multi-scene satellite images, which boosts the satellite photogrammetry to new dimensions. As we know, most stereo airborne imagery can provide a very detailed view of the surface with GSD less than 20cm. Satellite stereo images have the advantages that they can provide sub-meter GSD and their coverage is much larger than those of airborne stereo pairs. Thereby, the VHR satellite imagery becomes a new option to generate the 3D point cloud and DSM. The VHR dataset and reference data used in this paper are introduced in section 2.
In order to generate DSM from VHR satellite stereo images, the orientation of the stereo images is the first essential step. The traditional frame images apply the physical sensor model based on the collinearity condition. This model shows the rigorous relation between image points and corresponding ground points and each parameter has a physical meaning (Jacobsen, 1998) . But for the satellite's situation, the physical model is complicated and it will change with different sensors. Moreover, the parameters, for example like interior elements and exterior elements, are kept confidential by many commercial satellite image providers (Tong, et al., 2010) . Instead, the satellite imagery vendors provide 80 Rational Polynomial Coefficients (RPCs) along with the images to the users. Then a generalized model can be derived from the RPCs, which can present the pure mathematic relation between the image coordinates and the object coordinates as a ratio of two polynomials. Some researchers have confirmed that the RPC model can replace the physical model and maintain the accuracy (Grodecki and Dial, 2001; Hanley and Fraser, 2001; Fraser, et al., 2002) . The RPC model has also been adopted by the OpenGIS Consortium as a part of the standard image transfer format in 1999 (Tong, et al., 2010) . Because the original RPCs provided by image vendors are at low accuracy, if they are directly applied to the bundle block adjustment, there will be discrepancies between the calculated coordinates and the true coordinates (Grodecki and Dial, 2003) . In order to remove these discrepancies, a bias compensation for the bundle block adjustment is necessary. Studies have shown, that the biascompensated RPC block adjustment can provide the orientation results as accurate as the physical camera model (Grodecki and Dial, 2003; Fraser and Hanley, 2005) . This paper utilizes the bias-compensated RPC bundle block adjustment to implement the orientation. The general theory is introduced in section 3.1.
If the corresponding points on the stereo pair have no vertical parallaxes, the search range of dense stereo matching will be reduced from 2D space to 1D space and then the processing time will be much decreased (Wang, et al., 2010) . An important and significant characteristic of epipolar images is that the corresponding points on the epipolar pair are located on the same row (Pan and Zhang, 2011) . Therefore, the image rectification will save much calculating time and possessed memory during dense image matching. In order to attain the epipolar stereo images, the epipolar geometry needs to be established first. For traditional frame cameras, the images are perspective images, which means each image has a unique perspective center and the intersection of the epipolar plane and each perspective image plane forms the epipolar lines (Loop and Zhang, 1999) . In contrast to perspective stereo images, the VHR satellite pushbroom sensors are difficult to establish the epipolar geometry. Because the perspective center and the attitude of each scanning line of the pushbroom sensor are changing during the scanning. Some approximate models have been developed to solve this problem such as Direct Linear Transformation (DLT) and parallel projection (Wang, 1999; Morgan, et al., 2006) . Kim (2000) has investigated the epipolar geometry established by the cameras moving with constant velocity and altitude in a trajectory. And the key procedure of this epipolar geometry is to find a proper model that can establish the geometric relationship between the image and object space. As we know, the relationship between object and image space is built as a simple mathematic projection by the RPC model. Thus, the trajectory epipolar geometry supported by the RPC model is selected to generate the epipolar image pairs for the VHR satellite data, which is also called the projection-trajectory-based epipolarity (PTE) model (Wang, et al., 2010) . Among the alternative models, the PTE model is the simplest model to describe the epipolar geometry. More introduction will be presented in section 3.2. Figure 1 . Overview of the workflow Nowadays, matching algorithms mainly aim on the dense image matching which conducts a very dense and pixel-wise match. Its biggest benefit is that the GSD of generated 3D point cloud is the same as the original stereo images (Haala, 2013) . Recently, researchers have investigated and verified the availability and reliability of the dense stereo matching approach with VHR satellite imagery (Reinartz, et al., 2010; d'Angelo and Reinartz, 2011; Wohlfeil, et al., 2012) . This paper applies the C/C++ library LibTsgm to implement the dense image matching and deliver the disparity images. The core algorithm of LibTsgm is the modified Semi-Global Matching approach (tSGM), which reduces the computing time and optimizes the memory efficiency (Fritsch, et al. 2013) . The algorithm implements a hierarchical coarse-to-fine method to limit the disparity search ranges. When the higher resolution pyramids start the matching, the results generated from lower resolution pyramids are used as the disparity priors, which can derive search ranges for each pixel. The search ranges' size will change according to the requirements (Rothermel, et al., 2012) . The dense image matching algorithm is described in section 3.3. The epipolar stereo pairs produce the disparity maps by tSGM. These disparity images are eventually fused to generate the 3D point cloud and DSM. An overview of the whole pipeline is given in Fig. 1 . This paper aims at building a pipeline to implement the 3D reconstruction of VHR imagery. The results will be presented in section 4. All the procedures and analysis conducted in this paper are implemented by self-coded programs.
DATA DESCRIPTION
The test VHR satellite stereo imagery is provided by the Deutsches Zentrum für Luft und Raumfahrt (DLR), Oberpfaffenhofen. In all, four WorldView-2 satellite images are made available so that two pairs of stereo images could be processed. The imagery is generated on July 12, 2010, and delivered at Level 1B, which means the images are radiometrically and sensor corrected, but without the map projection. The image pair comprises the main urban area of Munich at 0.5m GSD. In order to compare with the reference data, a subset test area is extracted from the original stereo images. The size of the subset image is 6000*6000 pixels, and the overlapping rate is over 90%. An example of the subset stereo images is shown in Fig. 2 . RPCs bundle block adjustment with bias-compensation coordinate system with the WGS84 ellipsoid. Therefore, GCPs are generated manually with the orthophotos at 20cm GSD and using a LiDAR Digital Elevation Model (DEM) at 50cm GSD (see Fig. 3a ), provided by the National Mapping Agency of Bavaria (LDBV). The locations of GCPs are selected by using the software ArcMap and interpolated in the DEM by Matlab code. GCPs are selected from the points located on the ground, such as road intersections, tips of zebra lines or corners of playgrounds. The reference data is the aerial photography DSM at 10cm GSD organized by the EuroSDR benchmark "High Density Image Matching for DSM Computation", which is shown in Fig. 3 .
PRINCIPLES

Satellite Image Orientation
The RPC model can build a direct relationship between an image point and the corresponding object point independent to the sensors. It is a pure mathematical model, i.e. it means every coefficient has no physical meaning. Taking the RPCs' weak accuracy into account, a bias compensation is necessary for the adjustment to reduce the systematic errors. Here we give a cursory introduction about the model, and the functions are following Grodecki and Dial (2003) . A comprehensive form of the bias-compensated RPC model is presented in 3.1. 
where a0, aL, aS,…, and b0, bL, bS, …, are the bias-compensation parameters. The parameters a0 and b0 absorb the offsets, and the parameters aL, aS, bL and bS can absorb the drift effects. The highorder elements are used to remove small effects caused by other systematic errors (Grodecki and Dial, 2003; Fraser and Hanley, 2005) . When the image coverage is small, the influence of higher order parameters is negligible (Fraser, et al., 2002) . Therefore, this paper selects the full affine model (a0, aL, aS,b0, bL, bS) to compensate the bias.
The unknowns in 3.1 are the object coordinates and six affine model parameters for the bias compensation. In order to solve 3.1, the function needs to be linearized by the Taylor Series expansion first. Then its solution can be carried out by applying the least-squares method of parameter estimation.
Image Rectification
The epipolar geometry of linear pushbroom satellite sensors can be defined as a pure mathematical model which is called the Project-trajectory-based Epipolarity Model or PTE model (Wang, et al., 2010) . Fig. 4 is a sketch to show the project trajectory of the PTE model. Figure 4 . Epipolar geometry of satellite stereo images SL is the perspective center of left image point PL, and PL can be projected to the object space. For example, the image point PL has three corresponding projected points X1, X2 and X3 on three given elevation levels H1, H2 and H3. All of these projected points in the object space can be back-projected to the right image. Then the back-project ray will intersect the right image as a result of three image points PR, PR' and PR'', which refer to three perspective centers SR, SR' and SR''. The straight line EPR on the right image plane is simulated by the back-projected image points, which is called the quasi-epipolar line. Symmetrically, PR is projected to the elevation levels in the object space and then back-projected to the left image. The corresponding quasiepipolar line on the left scene is attained. Previous researches have pointed out, that the epipolar line of satellite images is not a straight line but more like a hyperbola. But when the image coverage is small, the influence of the error caused by the simulation is negligible. In this case, the epipolar curve can be simply simulated as a straight line (Kim, 2000; Habib, et al., 2005; Wang, M., et al., 2011) . In this paper, each epipolar curve is approximated by an individual straight line in the whole image.
The RPC model is selected to build the projection relations between the object and image coordinates. In Fig. 4 , four simplified descriptions FL, BR, FR, and BL are used to implement the image-to-object and the backward projection: According to the epipolar geometry defined by the PTE model, the rectified images are resampled via bicubic interpolation. The resampling is undertaken pixel by pixel along every epipolar line on the original stereo images.
Modified Semi-Global Matching
The Semi-Global Matching method (Hirschmüller, 2008 ) is a pixelwise image matching method using the Mutual Information (MI) (Viola and Wells, 1997) to calculate the matching costs. A quick review about the SGM algorithm is given first, and the modified Semi-Global Matching is introduced later. All the functions in this chapter follow the work of Rothemel, et al. (2012) . The base image is Ib, and the matching image is Im. If the epipolar geometry is known, the potential correspondences will be located in the same row on two images with disparities D. The disparities are estimated such, that the global cost function is minimized. This is just an approximate minimum, and the global cost function is presented in 3.3:
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Here, the first part of the function is the data term C(p, Dp), which is the sum of all pixel matching costs of the disparities D. The second part represents the constraints for the smoothness composed by two penalizing terms. Parameter n denotes the pixels in the neighborhood of pixel p. T is the operator which equals 1, if the argument is true, otherwise 0. P1 and P2 are the penalty parameters for the small and large disparity changes. The local cost of each pixel C(p,d) is calculated and the aggregated cost S(p,d) is the sum of all costs along the 1D minimum cost paths. The cost paths end at pixel p from all directions and with disparity d. The cost path is presented in 3.4.
Lri is the cost on image i and along path ri at disparity d. C(p,d) is the matching cost, and the following items are the lowest costs including penalties of the previous pixel along path ri. The last item of the equation is the minimum path cost of the previous pixel of the whole term, which is the subtraction to control the value of Lri in an acceptable size. This subtracted item is constant for all the disparities of pixel p, so the maximum value of Lri is Cmax(p,d) + P2. Then summing up the costs from the paths of all directions, the aggregated cost is presented in 3.5. Finally, the disparity is computed as the minimum aggregated cost.
The C/C++ library LibTsgm implements a modified SGM algorithm (tSGM), which chooses the 9×7 Census cost (Zabih and Woodfill, 1994) instead of the MI. The Census cost is insensitive to parametrization and provides robust results. It also has a good performance in time and memory consumption. The tSGM applies the disparities to limit the disparity search range for the matching of subsequent pyramid levels (Rothemel, et al., 2012) . Assume D l is the disparity image generated from the image pyramid l. If pixel p is matched successfully, the maximum and minimum disparities of p are dmax and dmin and they are contained in a derived small searching window. If p is not matched successfully, a large search window is used to search dmax and dmin. The search range is stored in two additional images R l max and R l min. Images D l , R l max and R l min will determine the disparity search range for the next pyramid level's dense image matching. As a result, the search range of image pyramid level l-1 is [2*(p+d-dmin), 2*(p+d+ dmax)], which gives a limitation of the search range and saves the computing time and memory. SURE implements an enhanced equation to calculate the path cost, which is presented in 3.6. While the costs of neighboring pixels might be only partly overlapping or even not overlap, here the terms Lr(p-ri, d+k) are ignored. Instead, the bottom or top elements of the neighboring cost
In LibTsgm, the penalty parameter P2 adapts smoothing based on a canny edge image. If an edge was detected, low smoothing using P2= P21 is applied. On the contrary, an increased smoothing is forced by setting P2= P21 + P22.
EXPERIMENTS
Bias-compensated RPC Bundle Block Adjustments
The WorldView-2 imagery has two pairs of stereo images covering the Munich testsite, for which 61 GCPs and 30 check points were employed. Conducting the bias-compensated RPC bundle block adjustment simultaneously for the stereo images, the adjusted parameters are shown in Table 1 . Additionally, Table 2 demonstrates the maximum errors and the Root Mean Square (RMS) errors of the back projected image coordinates of the check points. Finally the accuracy of check points' object coordinates is shown in Table 3 . Table 1 exhibits the adjustment parameters for WorldView-2 stereo imagery and their precisions. As Table 1 displays, the shift parameters a0 and b0 will be the main factors for the orientation when the image size is less than 10,000*10,000pixels. According to the standard deviation, the shift parameters are more precise than the drift parameters al, bl, as,and bs. In table 2, line and sample coordinates represent the coordinates in row and column direction. According to Table 2 , all the maximum errors of image coordinates are at sub-pixel level. The RMS error of image coordinates is smaller than 0.3 pixel. In Table 3 it can be seen, that the max error of longitude is over 1m and the maximum height error is 2m. But the RMS error of longitude and latitude are less than 0.4m, the RMS error of elevation is less than 0.7m. The accuracy of the orientation is limited by the accuracy of the GCPs, and it can be improved in the follow-up study. Generally, the bias-compensated RPC bundle block adjustment can provide precise results for subsequent processing. 
Epipolar images generation
The following experiment is designed to verify the epipolar geometry accuracy of PTE model. First of all, 25 pairs of corresponding points are selected from the GCPs as check points in the Munich test field. These points are scattered in the images and their image coordinates are considered as the true location in image space. As chapter 3.2 has introduced, the check points' image coordinates on the left image are projected to the object space and back-projected to the right image. The quasi-epipolar line on the right image is simulated by the back-projected points. The distance between the quasi-epipolar line and the corresponding coordinates of the check points on the right scene are calculated, and the results are demonstrated in Fig. 5 and Fig.  6 . The discrete points represent the distribution of the distance between the true conjugate points and the quasi-epipolar line and the bottom of each graph shows the RMS error. 
Dense Image Matching and DSM Generation
The generated epipolar images are the input for LibTsgm, and the disparity images are delivered as a result. According to the disparity images, the object coordinates for each pixel can be calculated by applying forward intersections. Finally, a DSM of 1m GSD (as Figure 8 shows) is generated by LibTsgm from the WorldView-2 point cloud. Two examples of the reconstructed details are shown in Fig. 9 , the left side is the reconstructed point cloud and the right image is the corresponding area on the orthophoto. According to Fig 9. (a) and (b), Munich's main train station is rebuilt and some textures on the top of the station are reconstructed successfully. In Fig 9. (c) and (d), the trees are reconstructed but the lawn is not. This is a result of the insufficient texture which is challenging for the dense matching process. According to Fig. 9 , the generated DSM can describe the terrain with some detail textures and most buildings, streets and vegetation in the city are reconstructed clearly. (Fig. 10a ) and the roof points' RMS error is 0.972m (Fig. 10b) . Moreover, the maximum error of the points on the ground is less than 1m but the maximum error of roof points is larger than 2m. Therefore, the dense image matching algorithm can match the points on the ground better than the points along the roof. The possible reason might be the cast shadow of the buildings. In order to verify this, the following test is conducted.
(g) Figure 11 : DSM Profiles Analysis A subsection area of the DSMs generated from satellite imagery and airborne photography are separately shown in Fig. 11 (a) and (b). Comparing the reference airborne photography DSM with the satellite data's DSM, the boundary of the buildings are sharper. The corresponding area on the original satellite image is depicted in Fig. 11 (c) . It is visible, that the side of the building which is covered by a cast shadow performs worse than other sides. The boundary between the buildings and streets have clearer results when there is no shadow at all. Moreover, three height profiles are extracted from the test area. The profiles on the orthophoto is shown in Fig. 11 (d) . Comparing the height differences of the profiles on the reconstructed DSM and the aerial photography DSM, the results are shown in Fig 11 ( and (g). The red lines in Fig. 11 (e), (f) and (g) present the DSM generated from Worldview-2 stereo images, and the blue lines present the DSM generated by aerial photography with the DMC II 230 camera. As profile 1 and 2 display, the main structure of the buildings is reconstructed clearly. The texture information on the roof is missed in profile 3. According to Fig. 11 (c) , and (d), the left part of the buildings in profile 1, 2 and 3 are covered by the cast shadow. It is visible in Fig 11 (e) , (f) and (g), that the points on the shadow side of the building have height errors even larger than 15m. In contrast, two different DSM fit well on the side without shadow. Therefore, the shadow has some effect on the reconstruction and will cause some huge errors.
The distribution of the elevation differences is depicted as a histogram presented in Fig 12. The blue bars in Fig 12 are the distribution of the errors and the red line presents the normal distribution with same mean value and standard deviation of the height difference. Here, median, the normalized median deviation (NMAD), 68% and 95% quantiles of absolute error are selected for the results' robustness estimation. Table 4 displays the statistic evaluation result. Table 4 . Robustness Analysis Result
The distribution displayed in Fig 12 shows , that most points are generated with small elevation errors, but still there exist outliers in the DSM. To be more specific, the median of the height difference between DSM generated by satellite imagery and the reference DSM is 0.6m according to Table 4 . The NMAD is 1.421m and 68% points of the whole DSM have the evaluated errors less than 2.25m. The 95% quantiles is 17.676m, which is mainly caused by the cast shadow of the buildings. The estimated results indicate, that the 3D Reconstruction pipeline for high resolution satellite data can generate the DSM with acceptable accuracy and robustness.
CONCLUSIONS
The RPC Bundle Block Adjustment with additional parameters is applied to process VHR satellite stereo images. This method is proved as a convenient, direct and accurate way to handle VHR satellite data. Generally, the discrepancies of the biascompensated RPC bundle block adjustment can reach sub-pixel level in image space and sub-meter level in object space. Therefore, the RPC Bundle Block Adjustment provide accurate orientation for post procedures.
The PTE model replaces the traditional physical model perfectly for the linear push broom sensors. In order to define the epipolar geometry, the RPC model is also utilized to build the relation between object and image space. Although the epipolar curves are not straight lines exactly but hyperbola curves, in our case, they are just approximated by straight lines. This means, we generate every epipolar line with individual parameters and resample the rectified images. The corresponding points of the epipolar pair have sub-pixel vertical parallaxes.
It has been verified in this paper, that the C/C++ library LibTsgm's base dense matching algorithms are capable to process VHR satellite data. The 3D reconstruction from VHR satellite imagery has been proved as a reliable and robust method. The generated 3D point cloud and DSM are very dense, and the main texture information of the test sites are reconstructed. The DSM has some outliers and some buildings' boundaries are not sharp because of the shadow's influence. There is still room to improve the accuracy in some follow-up studies. If there are more stereo pairs, the effect of shadow will be reduced. All in all, the VHR satellite imagery's DSM generation is quite promising and further research will be done working with WorldView-2 and even the latest WorldView-3 satellite imagery.
