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IRREGULAR SAMPLING AND THE RADON TRANSFORM
ERIC GRINBERG AND ISAAC PESENSON
Abstract. In image reconstruction there are techniques that use analytical
formulae for the Radon transform to recover an image from a continuum of
data. In practice, however, one has only discrete data available. Thus one
often resorts to sampling and interpolation methods. This article presents an
approach to the inversion of the Radon transform that uses a discrete set of
samples which need not be completely regular.
1. Introduction
The Radon transform of a function ϕ(x) in the plane Rd is defined by
Rϕ(θ, s) =
∫
x·θ=s
ϕ(x) dx,
whenever the integral makes sense. Here θ is a unit direction vector and s is a
scalar translation parameter. A principal problem in image reconstruction is the
recovery of the values of ϕ(x) from the data {Rϕ(θ, s)} for all θ and all s. The
algorithm that is commonly called Fourier reconstruction [7] is a discretization of
the Fourier-slice or projection-slice formula:
ϕ̂(θτ) = (2π)(1−d)/2(̂Rϕ)(θ, τ),
where on the right one has the Fourier transform in the second variable of the
Radon transform Rϕ.
We consider a finite set of directions θj ∈ S
d−1, j = 1, 2, ....p. Using a set
of equally spaced samples of the Radon transform (Rϕ)(θj , sγ), γ = 1, 2, ..., q, we
can reconstruct (Rϕ)(θj , s) as a function of one variable s. The common way of
reconstruction is by applying the Shannon-Whittaker formula. Taking the Fourier
transform in the single variable s we obtain functions (̂Rϕ)(θj , τ).
Given functions (̂Rϕ)(θj , τ) along all rays θj ∈ S
d−1, j = 1, 2, ....p, we can
estimate their values on a certain polar grid and then reconstruct the function
ϕˆ(θτ). The usual way of reconstruction is again through the Shannon-Whittaker
sampling theorem.
It is well known [2], [7] that one of the main problems with the Fourier recon-
struction algorithm is that the Shannon-Whittaker sampling theorem can be used
only in the case of lattice points (regular sampling). But in many situations there
is no way to construct such a uniform cartesian grid using the naturally available
polar grid. A number of different ways to avoid this obstacle can be found in the
book of Natterer [7]. But, in any case, this difficulty reduces the accuracy of the
Fourier reconstruction algorithm. Our idea is to use a sampling theorem which
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does not require the uniformity property of the sample points. The considerations
in the present paper are purely qualitative. The paper [3] gives, in the case d = 2,
a different approach to the reconstruction of the image using an irregular set of
samples.
2. An irregular sampling theorem
In what follows we use the notations below.
Bσ(R) :
This denotes the set of band limited functions Bσ(R
d) is the set of all f ∈ L2(R
d)
such that the Fourier transform
fˆ(ξ) = (2π)−d/2
∫
Rd
f(x)e−ixξdx
has support in the ball B(0, σ) of radius σ centered at 0.
‖f‖ :
The symbol ‖f‖ denotes the L2(R
d)- norm of f .
X(λ) :
Let λ be a positive number. Let X(λ) denote a countable set of points {xγ} in R
d
with the following property.
There exist a system of open sets Q(xγ , λ) ⊂ R
d such that
• Each {xγ} contains exactly one point among the collection {xγ}.
• The closure Q(xγ , λ) is diffeomorphic, as a manifold with boundary, to a
closed ball.
• Each Q(xγ , λ) is of diameter ≤ λ.
• The sets {Q(xγ , λ)} are pairwise disjoint.
• The closures Q(xγ , λ) cover R
d.
We will often call X(λ) the knot set.
The classical Shannon-Whittaker sampling theorem says that if f ∈ L2(R) and
its Fourier transform fˆ has support in [−ω, ω], then f is completely determined by
its values at points nΩ, where Ω = π/ω and, in the L2-sense,
f(t) =
∑
f(nΩ)
sin(π(t − nΩ))
π(t− nΩ)
.
The functions f ∈ L2(R) with the property suppfˆ ⊂ [−ω, ω] form the Paley-
Wiener class PWω. The Paley-Wiener theorem states that f is in PWω if and only
if f is an entire function of exponential type ω.
Entire functions of finite exponential type are also uniquely determined by and
can be recovered from their values on specific irregular sets of points xn. As was
shown by Paley andWiener it is enough to assume that the functions exp ixnt, n ∈ Z
form a Riesz basis for L2([−π, π]).
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One can consider even more general assumptions about the sequence {xn}. New
and old results in the case when the functions exp ixnt form different kinds of frames
in L2([−ω, ω]) were summarized in [1] and [4].
Our goal is to show that every band limited function can be reconstructed from
an appropriate irregular set of points using translations of the fundamental solution
of any operator of the form ∆ + ε, ε ≥ 0, where ∆ is the Laplacian in Euclidean
space. A similar result for the operator ∆ was considered in [8]. We consider the
operator D = Dε = ∆ + ε, ε ≥ 0. The fundamental solution E
k = Ekε of the
operator Dk is the inverse Fourier transform of the function (|ξ|2 + ε2)−k. In the
case when k > d/2 and ε > 0 this function is smooth in L2(R
d) and has fast
decay at infinity (see below). The last property illustrates an important difference
between the cases ε = 0 and ε > 0.
If k > d/2 and ε > 0 then (|ξ|2 + ε)−k is an integrable function and, because
it is radial, its Fourier transform can be expressed in terms of the Bessel functions
Jd/2−1:
Ekε (x) = (2π)
−d
∫
Rd
eiξx
(|ξ|2 + ε)k
dξ =
|x|1−d/2
(2π)d/2
∫ ∞
0
td/2
(t2 + ε)k
Jd/2−1(t|x|)dt =
21−k
(2π)d/2Γ(k)
(ε−1/2|x|)k−d/2Kk−d/2(ε
1/2|x|).
The last function is a locally integrable since Kν(t) grows as t
−|ν| ln t for t→ 0.
It is also a rapidly decreasing C∞ function outside the origin. We show in the
Lemmas 2.2 and 2.3 that for every k ≥ d/2 there are infinite linear combinations
Lkxν ∈ L2(R
d) of translates of the fundamental solution Ek of the operator Dk for
which Lkxν (xγ) = δγ,ν , xγ ∈ X(λ).
In general one does not know an explicit formula for Lkxν so one has to find
approximations to Lkxν using finite sets of knots. It is possible to do so because the
fundamental solutions Ekε , k > d/2, ε > 0 have fast decay at infinity. The value of
Lkxν at a point depends essentially on a finite number of points from the knot set
X(λ). In what follows we will use the notation Lkν for L
k
xν .
We prove the following.
Theorem 2.1. There exists a constant c = c(d, ǫ) that depends only on the di-
mension d and the parameter ε such that for any σ > 0 every knot set X(λ) with
λ < ((σ + ε)c(d, ε))−1 and every integer r ≥ [d/2] + 1,
f = lim
l→∞
∑
xν∈X(λ)
f(xν)L
2lr
ν , l ∈ N,
for all f ∈ Bσ(R
d).
Moreover, an error estimate for this approximation is
‖f −
∑
ν
f(xν)L
2lr
ν ‖ ≤ 2(c(d, ε)λ(σ + ε))
2l+1r‖f‖.
The proof of the Theorem will follow from some preliminary results below.
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Given a sample set X(λ) and a sequence {sγ} ∈ l2 we will be interested in finding
a function sk ∈ H
2k, for k large enough, such that
a) sk(xγ) = sγ , for xγ ∈ X(λ).
b) The function sk minimizes the functional u→ ‖D
ku‖.
In what follows we will use the fact that, in the case ε > 0, the functional
u→ ‖Dku‖ is equivalent to the Sobolev norm.
For the given sequence {sγ} ∈ l2 consider a function f from H
2k such that
f(xγ) = sγ . Let Pf denote the orthogonal projection of this function f (in the
Hilbert space H2k with the natural inner product) on the subspace
U2k(X(λ)) =
{
f ∈ H2k|f(xγ) = 0
}
with H2k-norm. Then the function g = f − Pf will be the unique solution of the
above minimization problem for the functional u→ ‖Dku‖, k > d/2.
Given a function f ∈ Hk, where k > d/2, the function sk(f) will denote the
solution to the above optimization problem with sγ = f(xγ).
We will denote by S2k(X(λ)) the set of all L2- solutions of the equation
D2ku =
∑
xγ∈X(λ)
αγδ(xγ),
where δ(x) is the Dirac measure and {αγ} ∈ l2. Our next goal is to show that every
sk(f) belongs to S
2k(X(λ)).
Indeed, suppose that sk ∈ H
2k is a solution to the minimization problem and
h ∈ U2k(X(λ)). Then
‖Dk(sk + λh)‖
2 = ‖Dksk‖
2
2 + 2Reλ
∫
DkskD
khdx+ |λ|2‖Dkh‖22.
The function sk can be a minimizer only if for any h ∈ U
2k(X(λ))∫
DkskD
khdx = 0.
So, the function g = Dksk ∈ L2 is orthogonal to D
kU2k(X(λ)). Let ϕγ ∈
C∞0 have disjoint supports and ϕγ(xγ) = 1 and h ∈ C
∞
0 . Then the function
h−
∑
h(xγ)ϕγ belongs to the space U
2k(X(λ)) ∩C∞0 . Thus,
0 =
∫
gDk(h−
∑
hγϕγ)dx =
∫
gDkhdx −
∑
h(xγ)
∫
gDkϕγdx.
In other words
Dkg =
∑
xγ∈X(λ)
αγδ(xγ),
or
D2ksk =
∑
xγ∈X(λ)
αγδ(xγ),
where δ(x) is the Dirac measure.
Moreover, for any integer r > 0
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r∑
γ=1
|αγ |
2 =<
∞∑
1
αγδ(xγ),
r∑
1
αγϕγ >≤ C‖
∞∑
1
αγδ(xγ)‖H−2k (
r∑
1
|αγ |
2)1/2,
where C is independent of r. This shows that the sequence {αγ} belongs to l2.
Now suppose that f ∈ H∞ and
D2kf =
∑
xγ∈X(λ)
αγδ(xγ),
where {αγ} ∈ l2.
It was shown in [8] the norm of the Sobolev space Hk is equivalent to the norm
‖Dk/2f‖+ (
∑
|f(xγ)|
2)1/2.
So for any µ > 0 we have
| < D2kf, g > | = | <
∑
αγδ(xγ), g > | ≤(∑
|αγ |
2
)1/2 (∑
|g(xγ)
2
)1/2
≤ C
(∑
|αγ |
2
)1/2
‖g‖Hd/2+µ.
This shows that the distribution
∑∞
1 αγδ(xγ) = D
2kf belongs to H−d/2−µ. Since
the operator D2k is C∞−uniformly elliptic of order 4k we can use a corresponding
regularity result which gives that f belongs to H−d/2−µ+4k, which is included in
H2k for all k > d. The assertion that the orthogonal complement of DkU2k(X(λ))
is a subset of S2k(X(λ)) is proved.
Conversely, if f, h belong to S2k(X(λ)) and U2k(X(λ))∩C∞ respectively, then,
since f ∈ H2k and h ∈ H2k and the pairing < ., . > is an extension of the scalar
product in L2, ∫
Dkhdx =< Dkf, h >=
∑
αγh(xγ) = 0.
Thus we proved the following.
Lemma 2.2. A function f ∈ L2 belongs to S
2k(X(λ)), i.e. satisfies the equation
D2kf =
∑
xγ∈X(λ)
αγδ(xγ),
where {αγ} ∈ l2 if and only if f is a solution to the minimization problem for the
functional u→ ‖Dku‖.
In particular, every solution to the minimization problem is a linear combination
of the translates of the fundamental solution Ekε of the operator D
k
ε = (∆+ ε)
k, ε >
0.
In particular, for any xγ ∈ X(λ) there exists a unique L
2k
γ (X(λ)) ∈ S
2k(X(λ))
that takes the value 1 at the point xγ and 0 at all other points in X(λ). These
functions form a Riesz basis in S2k(X(λ)).
Recall that the last assertion means that for any g ∈ S2k(X(λ)) in L2 we have
g =
∑
γ
g(xγ)L
2k
γ
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and there are constants C1, C2 > 0 such that
‖g‖2 ≤ C1
(∑
|g(xγ)|
2
)1/2
≤ C2‖g‖2, (g ∈ S
2k(X(λ))).
This statement is a consequence of the next result.
Lemma 2.3. Every function from S2k(X(λ)), k = 2ld, is uniquely determined
by its values at points xγ ∈ X(λ). Moreover, for any f ∈ S
2k(X(λ)) the norm
(
∑
|f(xγ)|
2)1/2 is equivalent to the L2-norm and to the Sobolev norm.
Proof. Since S2k(X(λ)) is closed in the L2-norm and S
2k(X(λ)) ⊂ H2k the L2-norm
and H2k norm are equivalent on S2k(X(λ)). Moreover, one can show that on the
space S2k(X(λ)), k = 2ld, the normH2k is equivalent to the norm (
∑
|f(xγ)|
2)1/2, f ∈
S2k(X(λ)).
Indeed, if the functions ϕγ ∈ C
∞ have disjoint supports in B(xγ , λ/4) and
ϕγ(xµ) = δγµ, |ϕγ | ≤ 1, then the function F =
∑
γ∈N f(xγ)ϕγ is in H
2k and
f(xγ) = F (xγ), k > d/2. Because of the minimization property, we have
‖Dkf‖ ≤ ‖DkF‖ ≤ C
(∑
γ
|f(xγ)|
2
)1/2
.
Since for k = 2ld the H2k norm on S2k is equivalent to the norm ‖Dkf‖, this
implies its equivalence to the norm
(∑
γ |f(xγ)|
2
)1/2
.

Now we can prove the following approximation property.
Theorem 2.4. For any integer r ≥ [d/2] + 1 and any f ∈ H2
l+1r(Rd),
f(x) = lim
l→∞
s2lr(f) = lim
l→∞
∑
xν∈X(λ)
f(xν)L
2lr
ν (x).
Moreover, there exists a constant c(d, ǫ) that depends only on the dimension d and
the parameter ε such that the following error estimate is valid:
‖f −
∑
ν
f(xν)L
2lr
ν )‖ ≤ 2(c(d, ε)λ)
2l+1r‖D2
lrf‖, l = 0, 1, . . .
Proof. If
f ∈ H2k, k = 2ld, l = 0, 1, ...
and
sk(f) =
∑
ν
f(xν)L
k
ν
then
f − sk(f) ∈ U
2k(X(λ))
and as it was shown in [8] we have
‖f − sk(f)‖ ≤ (C(d, ε)λ)
k‖Dk/2(f − sk(f))‖, k = 2
ld, (l = 0, 1, . . . ).
Using the minimization property of sk(f) we obtain
‖f − sk(f)‖ ≤ (c(d, ε)λ)
k‖Dk/2f‖, c(d, ε) = 2C(d, ε), k = 2ld, (l = 0, 1, . . . ).
IRREGULAR SAMPLING AND THE RADON TRANSFORM 7
The approximation theorem is proved. 
Our Theorem 2.1 follows from the above approximation theorem and the Bern-
stein inequality satisfied by any function from Bσ:
‖Dk/2f‖ ≤ (σ + ε)k‖f‖.
Theorem 2.1 is proved.
irregular set of knots and the operator ∆ + ε, for ε > 0, the case of equally
spaced points for the operator ∆ is of special interest because in this case explicit
formulas for the Fourier transform of Lkn¯ are known; here n¯ is the integer lattice.
Indeed one can verify (see [6]) that in the case of the standard lattice n¯ of Rd the
function Λk0 = Lˆ
k
0 is
Λk0(ξ) = (2π)
−d/2(|ξ|2k
∑
j¯∈Zd
|ξ − 2πj¯|−2k)−1
and all other Lkn¯ are translations of L
k
0 .
These functions Lkn¯ have very fast decay at infinity in the sense that for every k
there are a = a(k) > 0, b = b(k) > 0 such that |Lkn¯(x)| ≤ ae
−b|n¯−x|.
We also want to make the following remark. Our sampling theorem requires
in general some oversampling. This means that the distance between sampling
points needs to be small enough compared to the size of the support of the Fourier
transform of the given band limited function. We will show now that if one is
going to consider lattice sampling points then the oversampling is not necessary.
For example if the Fourier transform of a function is in the cube [−π, π]d then the
natural lattice in Rd can be chosen as the sampling set. Such a rate of sampling is
known to be the best possible and is called the Nyquist rate.
Indeed, we can rewrite the formula for the function Λk0 :
Λk0(ξ) = (|ξ|
−2k|ξ − 2πj¯|)2kΛk2pij¯(ξ).
This shows that limk→∞ Λ
k
0(ξ) is zero for every ξ outside the cube [−π, π]
d.
Next, the formula
Λk0(ξ) = (2π)
−d/2(1 + |ξ|2k
∑
j¯∈Zd
+
|ξ − 2πj¯|−2k)−1,
where Zd+ is the set of all non zero d-tuples, implies that the limit limk→∞ Λ
k
0(ξ) is
(2π)−d/2 for all ξ in the cube [−π, π]d.
In other words
lim
k→∞
Lk0(x) =
sin(πx1)
πx1
sin(πx2)
πx2
...
sin(πxd)
πxd
.
Together with the classical Shannon-Whittaker sampling theorem,
ϕˆ(t) =
∑
n¯∈Zd
ϕˆ(n¯)
sin(π(t1 − n1))
π(t1 − n1)
. . .
sin(π(td − nd))
π(td − nd)
,
where ϕ has support in the cube [−π, π]d, n¯ = (n1, . . . , nd), t = (t1, . . . , td), this
proves the formula
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ϕ(x) = lim
k→∞
∑
n¯∈Zd
ϕˆ(n¯)Λkn¯(x), x ∈ R
d.
This interpolation formula seems to be new.
3. Inversion of the Radon transform in Rn using irregular sampling
For a given function ϕ on Rd the Radon transform Rθϕ is defined by
Rθϕ(s) =
∫
θ⊥
ϕ(sθ + y)dy,
where θ is a direction vector belonging to the unit sphere Sd−1 and s is a real
number. In other words the Radon transform Rθϕ(s) = Rϕ(θ, s) is the integral
of ϕ over the hyperplane in Rd defined by x :< x, θ >= s. The backprojection
operator is defined by
R∗g(x) =
∫
Sd−1
g(θ,< x, θ >)dθ,
where x ∈ Rd, g is defined on the direct product of Sd−1, and R, which can be
identified with the set of hyperplanes in Rd−1.
Then, if ϕ ∈ C∞0 (R
d), the identity
R∗I1−dRϕ = ϕ,
holds, where, for α is real and Iα is the Riesz potential operator, i.e., the Fourier
transform of the function Iαϕ is defined as |ξ|−αϕˆ(ξ). For proofs see [7]. Our goal
is to introduce a different reconstruction formula which only requires a discrete set
of values of the Radon transform.
The analogous formula in Fourier analysis is the Poisson summation formula for
the functions ϕ from L2(R) with support in [−π, π]:
ϕ(t) =
∑
n∈Z
ϕˆ(n)eint. (3.1)
The meaning of the last formula is that the Fourier coefficients of a function
with compact support are regularly spaced samples of its Fourier transform. In
this paper we will give an analog of the Poisson summation formula for the Radon
transform. More precisely it will be shown that a compactly supported function
can be reconstructed using even an irregular set of samples of its Radon transform.
Applying the Fourier transform to the formulas from the Theorem 2.1 we arrive
at the following irregular version of the Poisson summation formula (3.1).
Theorem 3.1. If ϕ ∈ L2(R
d) has support in the ball B(σ, 0) and Λkν is the inverse
Fourier transform of the function Lkν then
ϕ = lim
l→∞
∑
ξν∈Ξ(λ)
ϕˆ(ξν)Λ
2lr
ν , (3.2)
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assuming l ∈ N, r ≥ [d/2] + 1, λ < (c(d, ε)(σ + ε))−1, and where the Ξ(λ) is an
appropriate discrete set in the space of the dual variable ξ.
An error estimate for this approximation is
‖ϕ−
∑
ξν∈Ξ(λ)
ϕˆ(ξν)Λ
2lr
ν ‖ ≤ 2(c(d, ε)λ(σ + ε)
2l+1r‖ϕ‖.
Note that Λkν = Λ
k
ν,ε is of the form
Λkν,ε(x) = (|x|
2 + ε)−k
∑
ξµ∈Ξ(λ)
aµ(ν, k) exp(−iξµx) (3.3)
and the coefficients aµ(ν, k) can be determined using the conditions L
k
xν (xσ) = δν,σ,
where
Lkν,ε(x) =
∑
µ
aµ(ν, k)E
k
ε (x− xµ).
The following statement is an analog of the last theorem in the case of the Radon
transform.
Lemma 3.2. Suppose that ϕ ∈ C∞0 has support in the ball B(σ, 0). If Ξ(λ) is a
knot set in the space of the dual variable ξ with λ < (c(d, ε)(σ+ ε))−1, where c(d, ε)
is from the Theorem 2.1, then
ϕ(x) = lim
l→∞
(2π)(1−d)/2
∑
xν∈Ξ(λ)
(̂Rϕ)(ξν)Λ
2lr
ν (x) (l ∈ N, x ∈ R
d),
(3.4)
where Λkν are from (3.3).
An error estimate is given by the inequality
‖ϕ− (2π)(1−d)/2
∑
ν
(̂Rϕ)(ξν)Λ
2lr
ν ‖ ≤ 2(c(d, ε)λ(σ + ε))
2l+1r‖Rϕ‖.
Proof. The Fourier slice theorem states that
ϕˆ(θτ) = (2π)(1−d)/2(̂Rϕ)(θ, τ),
where on the right we have the Fourier transform in the second variable.
Let ϕ ∈ L2(R
d) be supported in the ball B(0, σ). Then the function f such that
f = ϕˆ belongs to Bσ(R
d). According to our sampling theorem,
f(ξ) = lim
l→∞
∑
ξν∈Ξ(λ)
f(ξν)L
2lr
ν (ξ),
where the Ξ(λ) is an appropriate discrete set in the space of the dual variable ξ.
The error estimate is given by the inequality
‖f −
∑
ν
f(ξν)L
2lr
ν ‖ ≤ 2(c(d, ε)λ(σ + ε))
2l+1r‖f‖.
So we have
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f(ξ) = lim
l→∞
(2π)(1−d)/2
∑
ν
(̂Rϕ)(ξν)L
2lr
ν (ξ),
where convergence is understood in the L2(R
d) sense.
Taking inverse Fourier transform we obtain
ϕ(x) = lim
l→∞
(2π)(1−d)/2
∑
ν
(̂Rϕ)(ξν)Λ
2lr
ν (x) (l ∈ N, x ∈ R
d, (3.5)
where Λkν is the inverse Fourier transform of L
k
ν . The error estimate is given by the
inequality
‖ϕ− (2π)(1−d)/2
∑
ν
(̂Rϕ)(ξν)Λ
2lr
ν ‖ ≤ 2(c(d, ε)λ(σ + ε))
2l+1r‖Rϕ‖.

Although the formula (3.4) is a natural analog of the formula (3.2) it involves not
only the Radon transform but also the Fourier transform in the second variable.
We are going to show how one can approximate the values (̂Rϕ)(ξν) using just
samples of the Radon transform. One way to do this is by using equally spaced
samples and the Shannon-Whittaker formula. This method has the advantage that
the Fast Fourier Transform can be used [7]. But it is also available in the context
of our sampling Theorem 2.1 using an irregular set of samples.
It is convenient to assume now that every point in Ξ(λ) has polar coordinates
(θν , τµ) where θν belongs to the unit sphere S
d−1 and τµ is the distance from 0.
In the one dimensional case, d = 1, we will use the notation Ukν for the functions
Lkν which were constructed in the second section. Note that U
k
ν is a piecewise
polynomial spline of order 2k with knot sequence xν .
Lemma 3.3. If Y (µj) is a sequence of knots with µj → 0 and U
2m
γ,j is the corre-
sponding set of one-dimensional Lagrangian splines then
(̂Rϕ)(θ, τ) = lim
j→∞
∑
sγ∈Y (µj)
(Rϕ)(θ, sγ)V
2m
γ,j (τ) (3.6)
where V 2
m
γ,j is the Fourier transform of U
2m
γ,j .
Proof. Let λi → 0. Now Xi = X(λi) is the corresponding knot set and Λ
2lr
ν (X(λi))
is the set of Lagrange functions that correspond to Xi.
On the Fourier transform side our approximation theorem gives
gˆ = lim
i→∞
∑
xν∈X(λi)
g(xν)Λ
2lr
ν (X(λi)), g ∈ C
∞
0 , (3.7)
with an error estimate
‖gˆ −
∑
ν
g(xν)Λ
2lr
ν (X(λi))‖ ≤ 2(cλi)
2l+1r‖g‖H2l+1r , (l = 0, 1, . . . ).
Note that the sum (3.6) is finite because g has compact support. To describe
the corresponding approximation to Rϕ(θ, s) as the function of the variable s we
introduce the sequence of µj → 0 and corresponding knot sequences Yj = Y (µj).
Then, since we are considering the one-dimensional case we have
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(Rϕ)(θ, s) = lim
j→∞
∑
sγ∈Y (µj)
(Rϕ)(θ, sγ)U
2m
γ,j (s), m > 1,
and taking the Fourier transform in s we obtain
(̂Rϕ)(θ, τ) = lim
j→∞
∑
sγ∈Y (µj)
(Rϕ)(θ, sγ)V
2m
γ,j (τ)
where V 2
m
γ,j is the Fourier transform of U
2m
γ,j .
Note that if ϕ has compact support then its Radon transform Rθϕ(s) is also
of compact support in the variable s and, because of this, the last two sums are
finite. 
Keeping the same notations we summarize the last two lemmas in the following
theorem.
Theorem 3.4. Suppose that ϕ ∈ C∞0 has support in the ball B(σ, 0). If Ξ(λ) is a
knot set in the space of the dual variable ξ with λ < (c(d, ε)(σ + ε)−1 where c(d, ε)
is from the Theorem 2.1 then
ϕ(x) = lim
l→∞
(2π)(1−d)/2
∑
ν,µ
(̂Rϕ)(θν , τµ)Λ
2lr
ν,µ(x), l ∈ N (x ∈ R
d),
(3.8)
where Λkν,µ is the inverse Fourier transform of L
k
ν,µ and of the form (3.3).
An error estimate is given by the inequality
‖ϕ− (2π)(1−d)/2
∑
ν,µ
(̂Rϕ)(θν , τµ)Λ
2lr
ν,µ‖ ≤ 2(c(d, ε)λ(σ + ε))
2l+1r‖Rϕ‖.
The approximate values of R̂ϕ(θν , τµ) can be determined by the formula
(̂Rϕ)(θν , τµ) = lim
j→∞
∑
sγ∈Y (µj)
(Rϕ)(θν , sγ)V
2m
γ,j (τµ).
4. A Computational algorithm
Alas, the amount of work which is needed for numerical implementations of
the above algorithm is too big. In what follows we improve the standard Fourier
Algorithm by using our irregular sampling theorem in conjunction with the Fast
Fourier Transform. It will make our modification as efficient as the original Fourier
Algorithm is. We restrict ourselves to the case d = 2 and ε = 1. In this case the
constant c(d, ε) is not greater than 3.
Let ϕ have compact support and let g = Rϕ be sampled at
(θj , sl), j = 1, . . . , p, l = −q, . . . , q,
where
θj = (cosαj , sinαj), αj = (j − 1)π/p, sl = hl, h = 1/q.
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It is easy to see that the optimal relation between p and q is given by the
approximate formula p ≈ πq .
STEP 1. For j = 1, ..., p, compute approximations gˆjr to gˆ(θj , rπ) by
gˆjr = (2π)
−1/2h
q−1∑
l=−q
e−ipilr/qg(θj, sl), r = −q, ..., q − 1.
This step provides an approximation to ϕˆ on the polar grid
Gp,q = πrθj : r = −q, ..., q − 1, j = 1, ..., p.
We have ϕˆ(rπθj) = (2π)
−1/2gˆrj.
Because we perform p discrete Fourier transforms of length 2q and p = πq this
step requires 0(q2 ln q) operations.
STEP 2. For each k ∈ Z2, |k| < q use the formula
ϕˆk =
∑
gˆjlL
m
jl
where the summation is taken over some points from the polar grid Gpq which
surround the point k ∈ Z2. Moreover due to the fact that the function Lmjl is
localized essentially around point πlθj it is enough to keep a constant number of
terms in this summation. This observation is very important since it implies that
the second step requires essentially 0(q2) operations.
STEP 3. Compute an approximation ϕN to ϕ(hN), N ∈ Z
2 by
ϕN = (1/2π)
d/2
∑
|k|<q
eipiNk/qϕk, |N | < q.
To perform this step one needs 0(q2 ln q) steps. Thus the amount of work for our
modified algorithm is the same as for the standard Fourier algorithm.
The high stability in the step 2 is a consequence of the estimate from Theorem
2.4.
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