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ZUSAMMENFASSUNG
Nicht invasive Verfahren zur Bestimmung von biologischen Informationen sind
wichtig für die medizinische Diagnose und die Überwachung des Behandlungsver-
laufs. Protonen Magnet Resonanz Tomographie (MRT) Techniken geben detaillierte
morphologische Informationen. Die 23Na MRT bietet direkte, biochemische Gewe-
beinformationen. NatriumWerte steigen z.B nach Gewebeverletzungen an. Natrium
Kerne, haben Spin 3/2, und können höhere Quanten Kohärenzen ausbilden. Die
Standard 23Na MRT, die bisher Anwendung in klinischen Studien findet, misst allein
das Single Quantum (SQ) Signal zur Bestimmung des Natriumgewebegehalts (TSC).
Um ein vollständiges Bild des Natrium Signals innerhalb von Geweben erhalten
zu können, ist es wichtig, die Multi Quantum (MQ) Kohärenzsignale zu messen.
Der Fokus dieser Arbeit lag auf drei Teilen: Zuerst der physiologischen Unter-
suchung des 23Na Triple Quantum (TQ) Signals am Hochfeld Präklinischen 9.7T
MRI mit lebend Zellexperimenten. Die präklinische Erforschung des TQ Signals
von humanen Leberzellen (HEP G2) und neonatalen Herzmuskelzellen der Maus
wurde realisiert durch einen speziellen MR kompatiblen Bioreaktor, der sowohl ein
Aufrechterhalten von gleichbleibenden Bedingungen im MRT ermöglicht, als auch
gezielte Veränderungen zulässt. Die umstrittene Theorie der “Trennung von Intra
- und Extrazelluärsignal” wurde mittels Liposomen untersucht. Die Entwicklung
einer Ein-Voxel Spektroskopie Methode stellte den ersten Schritt in Richtung einer
klinischen MQ Sequenz dar, die an Phantomen und an einer Ratte in vivo getestet
wurde.
Beide Zelllinien zeigten ein TQ Signal im lebenden Zustand und unter normaler
Nährstoffversorgung mittels Zellmedium Perfusion von [0.26%,15σ] normalisiert
zum SQ Signal. Sauerstoffmangel und Nährstoffzufuhrstopp führen physiologisch
zu einer Hypertrophie, die im Bioreaktor gemessen werden konnte. Ein Rückgang
des TQ Signals auf 56% des Ausgangsniveaus wurde gemessen [0.15%,24σ], das
bei Rückkehr zu Normalbedingungen mit 92% auf nahezu Ausgangsniveau zurück-
kehrte. Die Referenzmessung im Bioreaktor ohne Zellen lieferte ein TQ Signal von
[0.06%,1σ].Außerdem konnte gezeigt werden, dass bei irreparabel geschädigten
Zellen kein TQ Signal mehr vorhanden war [0.016%,1σ]. Dies belegt die Relevanz
des TQ Signals in biologischem Gewebe. Den zweiten Teil der Arbeit bildete die Sim-
ulation der Drei-Puls Sequenz zum Kohärenztransfer. Das Ziel war die Entwicklung
eines “Frameworks” zur Untersuchung der Signale unter verschiedenen Phasen-
zyklen und das Finden der Parameter für eine optimale, klinische MQ Messung. Die
MQ Signale verschiedener Phasenzyklen wurde für verschiedene Echozeiten, unter
Einfluss von Störungen simuliert. Destruktives Signalverhalten bei B0 Inhomogen-
v
itäten wurde verifiziert für Ω(Hz) = (kpi + ξ)/(τ1), k ∈ Z. Stimulierte Echosignale
waren ein weiterer potentieller Störfaktor, der allerdings in einem konstanten Offset
nach Fourier Transformation, die übrigen MQ Signale nicht beeinflusste.
Im dritten Teil wurden die Erkenntnisse aus Teil I und Teil II auf den klinischen
Transfer und die Entwicklung der klinischen Bildgebungssequenz angewendet. Eine
2D kartesische MQ, multi-echo Sequenz (CRISTINA) wurde entwickelt und imple-
mentiert. Durch die Entwicklung einer Fit Routine konnten Relaxations und TQ
als auch SQ Karten und dessen Verhältnis erstellt werden, die zur Beurteilung
der Gewebevitalität dienen können. Die Sequenz wurde am Phantom und in 5
gesunden Probanden im Kopf validiert und optimiert. TQ zu SQ Verhältnis zu Agar
Konzentration ergaben ein lineares Verhältnis (R2 =0.87, p-value = 0.0007), ebenso
wie SQ Signal zu Natriumkonzentration, zur Bestimmung des Natriumgehalts im
Gewebe (R2 =0.75, p-value = 0.006).
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ABSTRACT
Non-invasive biological tissue information is vital for medical diagnostics and treat-
ment monitoring. While standard 1H magnetic resonance imaging (MRI) methods
show detailed morphological information, 23Na MRI provides additional biochemical
information about the tissue. Sodium nuclei have spin 3/2 and, therefore, can exhibit
higher quantum coherence signals. Multi-quantum (MQ) imaging offers additional
information compared to standard SQ sodium, which focuses on tissue sodium
concentration (TSC), e.g., it is hard to discern edema and tumor regions, both
exhibiting higher TSC. 23Na triple-quantum (TQ) signals are of high interest to probe
the molecular environment in tissues and alleviate this problem.
The focus of this thesis was on the 23Na TQ signal from preclinical investigations on
cells via a simulation study and, finally, a transfer of preclinical and simulation find-
ings into the development of an optimal clinical MQ imaging sequence, CRISTINA.
First, the physiological importance was studied at ultra-high field, 9.4 T, to gain in-
sight into TQ signal changes under different cellular conditions. An MR-compatible
bioreactor setup allowed for finely tunable TQ signal monitoring of cell lines human
liver cells (HEP G2) and neonatal cardiomyocytes of mice. Both cell lines showed a
TQ signal in vital state, under standard perfusion [0.26%,15σ], normalized to the
SQ signal. Hypertrophy was simulated with oxygen and nutrient stop and resulted in
a TQ signal to 56% of the initial value [0.15%,24σ]. Re-perfusion resulted in a come
back of the TQ signal to 92% of the initial value. Reference measurements without
cells as well as dead cells showed a TQ signal of [0.06%,1σ and 0.016%,1σ].
Further, the long-standing debate of TQ signal connection to intracellular space was
investigated based on liposomal cell-phantoms and it was shown that the TQ signal
in liposomes was related to the interaction of the sodium ions with the double lipid
membrane, which is constituted of negatively charged fatty acids. A single-voxel
localization technique was developed on the preclinical system as the first step in
the direction of a clinical sequence and tested on phantoms and in-vivo rat.
Second, simulation of different phase-cycle schemes of the standard three-pulses
coherence transfer technique was performed. A unified framework was developed
to compare and find an optimum. Destructive effects of B0 inhomogeneity were
investigated and verified for Ω(Hz) = (kpi + ξ)/(τ1), k ∈ Z. Stimulated echo signal
stood as further potential biases but resulted in a continuous offset after Fourier
Transformation.
Third, knowledge from part I and II was transferred to develop an efficient clinical
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MQ imaging method: CRISTINA, a 2D Cartesian MQ, multi-echo imaging sequence
for clinical use. A Multi-parameter fit routine provided T2 relaxations maps and
ratio of TQ to SQ signals which could be of interest to monitor pathologies in future.
CRISTINA was tested and optimized on phantoms and in vivo on 5 healthy brain
volunteers. A linear relationship was found for the ratio TQ over SQ signal against
agar concentrations (R2 =0.87, p-value = 0.0007) as well as for the SQ signal against
TSC (R2 =0.75, p-value = 0.006).
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Introduction 1
1.1 Motivation and Problem Statement
While 1Hmagnetic resonance imaging (MRI) is an established clinical tool to visualize
soft tissue contrast, sodium magnetic resonance (MR) techniques are up to now of
a rather exotic type in the world of clinical MRI. Standard clinical protocols use 1H
images to find tissue anomalies and to distinguish a tumor from healthy surrounding
tissue. Despite the technological advances in 1H MRI techniques, there is a role
for other nuclei, so called “X-nuclei" MRI and nuclear magnetic resonance (NMR)
methods, the latter refers to spectroscopic methods. Both techniques can reveal
physiological information in addition to morphology. X-nuclei of interest exhibit a
nonzero spin and are naturally abundant in vivo. They are worth having a deeper
look to leverage the additional biochemical information about cell physiology and
viability that especially the 23Na nuclei measurements offer. Despite sodium MRI
techniques starting around 30 years ago, it remains primarily a research tool meeting
little clinical response up to now. The spin 3/2 of the quadrupolar sodium nucleus
results in multi-quantum (MQ) coherences that can be observed under certain
conditions. In the case of sodium nuclei MQ coherences denotes single-, double-,
and triple quantum (SQ, DQ, TQ) coherences signals. Already in the early days of
sodium NMR, the concepts and physics for MQ sodium NMR were investigated and
described [1, 2, 3, 4, 5, 6]. In standard sodium MRI, at clinical scanners, excitation
and detection of solely the SQ transition is performed which shows parallels to 1H
MRI, where with spin 1/2 , a transition is only possible between the two energy states.
The inclusion of MQ coherence signals offers the full potential of the spin 3/2 sodium
nuclei and results in a complete picture that could enhance clinical diagnostics.
For sodium MRI scans specific requirements have to be met which withheld X-nuclei
techniques from gaining popularity. Additionally, costly hardware is necessary to ex-
cite and measure at a different frequency. Furthermore, the lower gyromagnetic ratio
(γ) leads to a reduction in signal to noise ratio (SNR). The lower natural abundance,
compared to proton nuclei, further lowers the SNR. Sodium images cannot compete
with proton MRI images for morphological information due to the lower SNR. Other
obstacles are sodium MRI sequences and reconstruction algorithms which are not
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standardly available which complicates the transfer and application of research find-
ings. Recent technological advances resulted in higher available field strengths up
to 7 T for clinical and 9.4 T for pre-clinical MRI scanners. Improved gradient systems
offer new sequence design possibilities. These developments led to a revival of
sodium MRI as the search for advanced diagnostic tools continues, even with all the
progress of high resolution morphological proton MRI images. Alongside, increased
computer performance offers improved post-processing. Establishing a biomarker
with sodium MRI signals [7, 8, 9, 10] might be a game changing information for
various diseases, such as in stroke [11, 12], multiple sclerosis [13, 14, 15, 16] and
for radiotherapy treatment monitoring [17]. Common body sites for sodium MRI are
the kidney [18, 19], the brain [20], the heart [10] and in the cartilage of the knee[21].
Physiological role The 23Na TQ coherences signal gives more information about
cell vitality than the SQ coherences signal alone [22] and thus plays a role in pre-
ventive diagnostics in the future. The regulation of electrical and chemical gradients
across cell membranes by specific ion levels is the underlying basis for many bio-
logical processes, such as repeated muscle cell contractions, maintenance of the
resting membrane potential, neuronal action potential formation and transmission
along nerve fibers[9]. The complex interaction of charged ions maintains or delib-
erately changes the electric potentials across cell membranes. There is a large
gradient between intracellular (Naint ≈ 15mM) and extracellular sodium (Naext ≈
140mM). The sodium potassium pump exchanges Na+, K+ ions under energy
consumption to maintain this large gradient which would otherwise strive to equilib-
rium by sodium ions entering regularly at different channels. Three sodium ions are
pumped from intracellular space to the extracellular space with two potassium ions
being exchanged against the electrochemical gradient (Figure 1.1). Further ions of
interest are Cl− and, especially for muscle cells Ca2+. In case of fading cell vitality
or abnormal high cell division rates, as in tumor cells, homeostasis is disturbed and
sodium levels increase within cells. Increased intracellular sodium levels can be
harmful and lead to cell swelling and eventually to cell death [8]. As sodium MRI
measures mean concentrations for voxel signals, a problem of distinguishing two
cases arises: 1) Increase due to higher intracellular sodium levels or 2) Increase
of extracellular space in case of cell death and apoptosis. This problem is known
as the Hilal ambiguity [23]. It has to be kept in mind that the blood pool offers an
abundant source of sodium ions for maintaining the extracellular level. Separating
the signal of the intra- and extracellular sodium is therefore of clinical interest. In
the MRI community the distinction of those two compartments has been subject
to longstanding discussions. Initially the two relaxation rates, characterizing the
4 Chapter 1 Introduction
bi-exponential transversal decay for sodium where thought to be attributable to the
two compartments. However, studies showed the bi-exponential decay stems from
intra-, as well as extracellular space [24]. Toxic chemical shift reagents are currently
the only way to resolve extra- and intracellular sodium, reserved for preclinical
studies [25]. Shift reagent experiments in an in-vivo rat reported that approximately
60% of the TQ signal originates from the intracellular compartments [26] which are
considered more densely packed by proteins e.g. in form of cell-organelles than
extracellular space. Therefore the TQ signal was attributed to a possibly differentiate
between intra- and extracellular signal [27, 5, 28, 29, 30, 31, 32]. Although it was
reported that evidence for the hypothesis was lacking [10, 24]. Molecules and
proteins are in direct environment of sodium ions on both sides of the cell membrane
with a mean lifetime of interaction in the order of 10−9s [33, 34] and bound states
of the sodium ions therefore do not exist. However, there remains controversy as
to whether the TQ signal can distinguish between intracellular and extracellular
compartments.
Figure. 1.1: Simplified scheme of a cell visualizing the steep gradient between the intracel-
lular and extracellular Na concentration. The sodium potassium pump works
constantly under consumption of energy to maintain this steep gradient.
Multi quantum (MQ) sodium signals The 23Na relaxation processes are deter-
mined by the electric-quadrupole interaction and fundamentally distinguishes it from
the dominant dipole-dipole interaction of proton nuclei. Sodium spin 3/2 nuclei exhibit
four possible energy levels. Depending on the surrounding medium different transi-
tions between the levels are possible. Inhomogeneous distribution of the electron
clouds leads to an electric field gradient (EFG). The EFG of the medium changes e.g.
in the presence of macromolecules leading to a fluctuating quadrupolar interaction.
The quadrupolar moment of the spin 3/2 nuclei couples to the EFG and results in the
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possibility of forming higher quantum coherences signals. In biologic environment,
the fluctuating quadrupolar interaction adds to the Zeeman splitting and leads to a
bi-exponential relaxation behavior so that DQ and TQ coherences signals can be
observed (Figure 1.2b). In an anisotropic environment, the quadrupolar moment
of the sodium nuclei couples to the EFG which acts as relaxation mechanism and
leads to a more rapid decay of the outer than inner transitions w.r.t the spin 3/2
energy levels. This effect results in a bi-exponential T2 relaxation, with fast and
slow components, which gives the possibility of MQ transfer due to violation of the
coherence transfer rules [4, 5, 35]. In contrast, the quadrupole moment does not
couple to an isotropic field, therefore no higher order quantum coherences can
be measured (Figure 1.2a). A static quadrupolar interaction is observed in further
macroscopically ordered environments, which is rare in biological medium but can
for example be found in cartilage (Figure 1.2c). DQ coherences signal can yield
information about the anisotropy in tissue because in ordered structures, there exists
a preferred orientation of the quadrupolar sodium nuclei relative to the magnetic
field B0. DQ coherences arise from two mechanisms: bi-exponential relaxation
(T32) and quadrupolar splitting (T22) [5, 36]. Only if a magic angle sequence is used,
does the DQC signal solely relate to macroscopically ordered signal by selecting
the T22 contribution, otherwise the signal stems from both, T32 and T22, contribution
and gives no specific information. Quadrupolar splitting within anisotropic structures
has no additional effect [37, 38]. Biological tissue exhibits two dominant types of
sodium spectra where the isotropic motion is ω0 · τc ≈ 1, with long correlation times
τc, and results in the characteristic MQ coherences [35, 27, 36]. Figure 1.2 shows
the relevant processes in analogy to [35, 27]. MQ signals can be measured by
dedicated MRI and NMR sequences which is the core of this thesis and especially
the 23Na TQ coherences signal is of interest to give information about the interaction
of the sodium nuclei with the surrounding environment.
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Figure. 1.2: Energy Level Splitting for Spin 3/2 Quadrupolar Nuclei: 23Na spin 3/2 nuclei
interaction with a magnetic field: (a) In isotropic environment, the ground state
splits into the 4 different energy levels with equidistant levels. (b) In biologic
environment fluctuating quadrupolar interaction leads to observation of DQ and
TQ coherences. (c) Static quadrupolar interaction in ordered environments is
rare in biological medium.
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1.2 Thesis Structure
It is of fundamental importance to better understand the TQ signal in biological tissue
studied e.g. on the cellular level as well as sequences for in-vivo measurement to
evade potential pitfalls. This thesis is built on three main parts, to fully exploit the
potential of the triple quantum (TQ) sodium signal for MRI: The physiological role
of MQ 23Na signal was investigated in a preclinical setup (I) a simulation study
offered an intuitive way of understanding and comparing different phase cycling
methods (II) to implement a robust and efficient clinical sequence for MQ sodium
measurement.
The focus was to first explore and find the physiological importance of the TQ signal
by leveraging the potential of ultra-high field preclinical techniques. The aim was to
get a deeper insight in the TQ signal formation of cells and in addition it was inves-
tigated whether intracellular space foremost generates the TQ signal. A specially
built bioreactor served for finely tuned experiments to monitor the TQ signal of signal
of cells in different conditions. The hypothesis of the TQ signal as a discriminator
for intra- and extracellular signal was investigated on liposomes and nanoparticles
and human HEP G2 liver cells, using a spectroscopic TQ sequence. Liposomes
can function as cell-phantoms to model biological membranes and study the limited
freedom of 23Na ion movement due to partial trapping [39, 40, 41, 42]. Nanoparticles
have broad applicability in biomedical science and have been chosen as a closed
compartment model of cell size without the characteristic double lipid membrane
of cells [43]. Liposomes and nanoparticles were used as simplified cell phantoms
in structure and size, to narrow down the TQ signal generation based on confined
space. Cells can be monitored in an MR system with usage of an MR-compatible
bioreactor [44, 45] which enabled the monitoring of the TQ signal of cells in a finely
tunable system which allows for stimulation of the cells. A 3D cell culture served
as a tissue approximation and facilitates transfer of the preclinical physiological
findings into the clinic. Signal localization methods were investigated via sequence
programming in the pre-clinical environment to find an optimal way of measurement
for a clinical setting. Further, the transfer of the initial spectroscopic sequence to
the standard 3T clinical environment showed sufficient SNR to render localization
of the TQ signal a feasible investment at lower field strengths.
Ultimately the strength of simulation was used by re-formulating and transferring
the complex theory into an easy to use and understandable tool to simulate dif-
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ferent choices of sequence parameters. This resulted in an intuitive and pictorial
understanding of the concept of phase cycling choices in the standard three-pulses-
experiment.
Finally, based on the simulation results, a choice of optimal sequence design
for clinical TQ imaging methods which can withstand biases was developed and
implemented for clinical scanners. The 2D MQ multi-echo sequence features si-
multaneous measurement of TQ and SQ signals at their respective optimal echo
time. Evaluation was performed on agar phantoms. Further, multi parameter fitting
routines were developed to characterize the MQ signal evolution which might prove
useful for tissue characterization. The developed sequence was finally tested on
five healthy volunteers in brain.
Parts of the presented thesis are published in journal articles [22] and [46] as well as
in international conference contributions. Relevant developments for preclinical, sim-
ulation and clinical acquisitions are available at https://github.com/MHoesl/with
matching example data.
1.2 Thesis Structure 9
1.3 Key Results
• Viable cells exhibit a 23Na TQ coherence signal whereas dead cells do not.
This was found by preclinical investigations at 9.4 T with an MR compatible
bioreactor using a three pulses spectroscopic sequence (“TQTPPI").
• Liposome and nanoparticle experiments with different intra - and extra-liposomal
sodium showed that the TQ signal came from sodium ions within the double-
lipid membrane of the liposomes. Transfer to cell measurement results could
attribute the TQ signal to the interaction of sodium ions with transmembrane
proteins such as the sodium potassium pump.
• Single voxel localization techniques were implemented and tested in phantom
and in-vivo rat on the pre-clinical 9.7 T system. A multi-parameter fitting routine
for the oscillating time domain signal was developed to retrieve the parameters
of interest: T2fast and T2slow values as well as TQ to SQ signal ratio.
• The preclinical global spectroscopic sequence was successfully transferred
to the clinical system. Sufficient signal strength at the clinical 3T scanner
encouraged further localization of the signal.
• The simulation study simulated the most common four options of phase-cycling
techniques, under the influence of biases. Especially B0 inhomogeneity was
found to lead to signal nulling and two phase cycles with a phase difference of
pi/2 need to be used to recover an unbiased signal. Stimulated echo signal
(STE)biases were can be mitigated with a B0 map but are also separated by
Fourier Transform (FT).
• A multi-echo sequence, CaRtesIan Imaging of SQ and TQ signals In 23NA
“CRISTINA" was developed for clinical scanners to measure MQ coherence
signals without biases. A fitting routine over the multi-echo signal was devel-
oped to extrapolate the SQ signal to an echo time of 0ms, for an unbiased
SQ to TQ ratio and to obtain T2 relaxation maps.
• CRISTINA was successfully used in five healthy volunteers at 7 T in the brain
and showed consistent signal strength.
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„All science is interdisciplinary - from magnetic
moments to molecules to men
— Paul C. Lauterbur
Nobel Lecture 2003
Fundamentally, the concepts of nuclear magnetic resonance (NMR) and magnetic
resonance imaging (MRI) can be understood using the theory of quantum mechan-
ics. Commonly, the 1H proton nuclei are utilized in clinical MRI methods. In contrast
to 23Na nuclei, a classical picture exists for the behavior of the proton nuclear spins.
The model suffices for most proton MRI concepts and will be shortly presented as a
basis for the understanding of MRI and the sequences that were developed.
2.1 Nuclear Magnetic Resonance
Magnetic Resonance is a huge scientific field nowadays with many different tech-
niques and applications. The development of those techniques drove forward
modern medical care to the state we are used to, today. None of those techniques
would have been introduced if it wasn’t for key findings about the very basic princi-
ples. It started in 1945, when radio-frequency signals were detected in matter by
Purcell et al. Bloch et al. were doing experiments on water at the same time and
observed radio signals of the nuclei. These two observations laid the groundstone
for magnetic resonance and the Nobel Prize in Physics was awarded to E. M. Purcell
and F. Bloch in 1952.
Atoms and Nuclei and Spin
What are we looking at? Phantoms made of liquid solutions of ions and human
or animal tissue are main examples of matter studied in medical NMR and MRI
investigations. Both are an assembly of atoms made of nuclei and surrounding
electrons with the properties of mass and electric charge, important for binding
by strong electrostatic interactions. Further properties are magnetism and spin.
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Nuclear magnetism is weak and has little effect of the structure of molecules.
The concept of spin was introduced by experimental evidence by the Stern-Gerlach-
Experiment. The following short explanation follows [47]. Heated silver atoms
escaped through a tiny hole in form of a beam. The collimated beam was subse-
quently exposed to an inhomogeneous magnetic field. The silver atoms consist of
a nucleus and 47 electrons. All electrons except one form a symmetrical electron
cloud around the nucleus and therefore do not exhibit net angular momentum. The
47th electron’s spin gives the angular momentum of the whole atom and determines
the magnetic moment µ. The atoms in the magnetic filed, ~Bz, experience a force:
Fz =
δ
δz
(µB) ≈ (µz)δBz
δz
.The Stern Gerlach experiment measures the z-component
of µ, equivalent to z-direction of the spin, by the relationship µ = e
mecS
. Classically
a distribution of values for µz was expected but the experiment showed a split of
the silver atom beam in two values: Sz,up = ~/2 and Sz,down = −~/2, with Planck’s
constant = ~ = 6.5822x10−16eV/s. Sequential Stern-Gerlach experiments, with
magnetic fields in different directions, showed the peculiarities of quantum mechan-
ics and the fact, that different direction spins cannot be measured at the same time.
The observation led to the introduction of spin and the representation of the spin
state in a two-dimensional vector space, which must be complex to describe all spin
states, in the bra and ket notation, developed by Dirac with |Sz; +〉 = |+1/2〉 = |+〉
and |Sz;−〉 = |−1/2〉 = |−〉:
|Sx;±〉 = ± 1√
2
|+〉+ 1√
2
|−〉
|Sy;−±〉 = 1√
2
|+〉 ± i√
2
|−〉
(2.1)
The dimensionality of the vector space depends on the number of alternatives, which
are just two for a spin 1/2 system. Physical states are eigenstates with eigenvalues
in the form of, here for spin 1/2:
Sz |Sz;±〉 = ±~
2
|Sz;±〉
Sx |Sx;±〉 = ±~
2
|Sx;±〉
(2.2)
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The MRI system
In general, a modern MRI scanner consists of superconducting coils, transmit-, and
receive coils which establish a magnetic field, measured in units of Tesla (T). The
main field strengths of the scanners available for the presented thesis were 9.7 T
for pre-clinical measurements as well as 3T and 7T for clinical measurements. A
measurement at an MRI machine is called a sequence that is carried out in different
steps: one or multiple radio frequency (RF) pulses (in the order of µT) transmitted
by the so called transmit coils. Further, the main magnetic field is varied spatially
by gradients, in the order of mT. The resulting answer from the tissue is recorded
by an analog-to-digital converter (ADC unit) with the so called receive coils. The
received signal, called an “echo", is a complex signal with real and imaginary values.
Usually such a sequence is repeated multiple times, either for the acquisition of a
spatially localized signal (in case of an MRI image) or for averaging and therefore
increasing the signal to noise ratio (typically in spectroscopy but also applied in
imaging techniques). The acquired signal is post-processed to form a spectrum or
an image, depending on the sequence design. The higher magnetic field strength
is favorable to achieve higher signal to noise ratio (SNR) [48] which is especially
valuable for sodium to compensate for the lower natural abundance compared to
hydrogen.
2.1.1 The Nuclear Magnetic Resonance Signal
Protons are a spin 1/2 nuclei with two possible energy states: +1/2 and -1/2. Felix
Bloch described the main processes of NMR with the so called Bloch Equations.
They are a good model to understand spin 1/2 MRI and general relaxation processes
and are therefore mentioned briefly:
In an external magnetic field, the spins process around its main axis, usually denoted
as the z-direction in a three dimensional space. The precession frequency, called the
Larmor frequency, is determined by the magnetic field strength and the gyromagnetic
ratio, γ, which depends on the charge and the mass of the nuclei. The combination
of the magnetic moment µ and the angular momentum ~J results in clockwise
precession of the magnetic moment vector around the main magnetic field.
Larmor Frequency: ~ω0 = γ ~B0 (2.3)
gyromagnetic ratio: γ = e
m
=
J
~µ
(2.4)
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A sum of all individual magnetic moments, µ , leads to a net magnetization, ~M
polarized along the external magnetic field direction. The external field exhibits a
torque on the net magnetization. If the main magnetic field is static, the magnetic
moment will try to line up with the direction of the magnetic field. In combination
with an angular momentum, precession occurs around the direction of the static
field at the Larmor frequency. The strong magnetic field, with typical clinical field
strengths of 1.5 T up to 7T, the net magnetization can be used to produce an NMR
signal.
~M =
∑
i
~µi (2.5)
d ~M
dt
= γ ~M × ~B (2.6)
2.1.2 Motion and Relaxation
Molecular motion in the order of picoseconds to the range of tens of seconds are
present in the human body because molecules are not resting but vibrating about
their mean position. Rotation of small molecules is faster than larger molecules
e.g. proteins with picoseconds (former) compared to nanoseconds (latter) time-
scale. The molecule rotation’s nanoseconds time scale is in the order of the Larmor
frequency’s time-scale: ω0τ0 ≈ 1, e.g. with sodium at 7T 1/(2pi11.262MHz/T ·
7T ) ≈ 2ns. NMR has the ability to probe molecular motion. An NMR signal decay
is due to two independent relaxation mechanisms: Longitudinal relaxation, by spin-
lattice interaction, resulting in a regrowth of z-axis magnetization and the transversal
relaxation, by spin-spin interaction, leading to a de-phasing of the transverse signal.
Relaxation mechanisms are in the order of ms to tens of seconds. Motions at
the same time scale as the Larmor frequency are the reason for the longitudinal,
spin-lattice relaxation. Processes faster than Larmor frequency time-scale e.g.
vibrations average the spin Hamiltonian before and processes slower than the
Larmor frequency average the spin Hamiltonian after an approximation that takes
only into account the components along the magnetic field direction and is called
secular approximation. Relaxation is governed by the non-secular Hamiltonian
terms but the NMR spectrum is governed by the secular Hamiltonian terms. In
general the transverse relaxation is much faster than the longitudinal relaxation.
The net magnetization is represented in the three spatial components: Mi(t) with the
transverse components i= x,y and the longitudinal component i= z and the sinusoidal
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precession. Bloch introduced the nowadays used relaxation time constants T1 and
T2 phenomenologically to describe the longitudinal and transversal relaxations:
Mx(t) = M0 e
−t/T2 sin(ωt) (2.7)
My(t) = M0 e
−t/T2 cos(ωt) (2.8)
Mz(t) = M0 (1− e−t/T1) (2.9)
Transversal Relaxation - Spin-Spin Interaction - governed by T2
After the magnetization along z-direction has been flipped into transverse plane by
an RF pulse, the spins precess. The spin spin interaction leads to de-phasing of
the transversal magnetization. The efficiency of this energy exchange determines
the value of T2. Mutual dipole dipole interaction leads to the energy exchange.
Additionally there is the effect of de-phasing, which is a loss of coherence, because
of fluctuating field variations e.g. changes in precession frequency due to infrequent
transitions between molecular states. These mechanisms accelerate the relaxation
in the transverse plane, how much depends on the exchange rate, with higher
exchange rates leading to a more rapid decay and to broader peaks in NMR spectra
“motional broadening" up until the point of cross over where the two states for an
exemplary two-site exchange, are indistinguishable. For even fast exchanges that
occur so fast that spins do no longer accumulate extra phases due to the different
environment, the transversal decay starts to slow down again and the NMR peak
becomes narrower, “motional narrowing" the limit is given by the average precession
of the two sites and only one NMR peak is detected. The amplitude of the transverse
magnetization decreases with time (Figure 2.1).
dMxy(t)
dt
= γMxy × ~Bexternal = −1
T2
~Mxy (2.10)
~Mxy(t) = ~Mxy(0)e
−t/T2 (2.11)
The energy exchange is most effective for slow molecular motion resulting in solids
showing short T2 in contrary to long T2 values in liquids. T2 does not depend on
field strength.
Magnetic field inhomogeneities result in slight deviations in the Larmor frequency
causing additional de-phasing which is associated with the time constant T2’. The
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resulting relaxation is given by the effective relaxation T2∗, which is shorter than T2
governed by only the spin-spin interactions.
1
T2∗ =
1
T2
+
1
T2′
(2.12)
~Mxy(t) = ~Mxy(0)e
−t/T2∗ (2.13)
To measure the T2 constant instead of the T2* a “Spin Echo Experiment" featuring
a refocussing pi pulse after the excitation pi pulse can be carried out as invented
by E.L. Hahn in 1950. However this is not within the scope of this thesis. Typical
23Na T2 values are divided in two components, as will be explained in section ??
and are in the order of 0.5-5ms(T2fast) and 15-30ms(T2slow) except for liquids
showing a single value in the range of 55-65ms for the cerebrospinal fluid (CSF).
The values were obtained from ultra short echo time experiments to measure the
fast component. However a single echo experiment might be unreliable to measure
the bi-exponential relaxation curve. [49]
CSF, with the longest values 50-55ms [49].
Longitudinal Relaxation - Spin-Lattice Interaction - governed by T1
This relaxation is the result of spin interactions, that are averaged over motions
faster (and not slower) than the Larmor frequency time-scale. The energy state
created by excitation by a RF pulse has limited lifetime, the system relaxes to an
anisotropic equilibrium under the external magnetic field. Anisotropic, because there
is a net magnetization along the external magnetization which is the basis needed
for NMR and MRI. The process can be described by Bloch’s equation:
dMz(t)
dt
= R1(M0 −Mz(t)) (2.14)
Mz(t) = M0(1− e−t/T1) with T1 = 1/R1 (2.15)
(2.16)
The energy exchange of the spins happens with the surroundings resulting a re-
growth of magnetization along z direction. R1 is the longitudinal relaxation rate and
T1 the longitudinal relaxation time (Figure2.1). The T1 depends on the efficiency of
energy transport between the spin system and the lattice. These energy exchanges
must be stimulated through dipole-dipole interactions between the spins and pro-
tons in the environment. Optimal energy exchange occurs when the tumbling of
the molecules, depending on temperature, aggregation state and macromolecules,
happens at Larmor frequency. This is the reason why the T1 relaxation time is field
strength dependent. To measure the T1, the “Inversion Recovery Experiment" is
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the gold standard, featuring an initial pi pulse before the excitation pi pulse. This
inversion of magnetization increases the range and multi echo signal acquisition
results in the signal recovery curve with zero crossing at T1ln2. However this is
not within the scope of this thesis. Typical T1 values for 1H white and grey matter
(WM, GM) were measured to approximately 3T: (911ms WM; 1615ms GM) and 7T:
(1284ms WM; 2065ms GM) [50] 23Na T1 values are much lower with (15-35ms
for WM and GM and the cerebrospinal fluid, CSF, with the longest values 50-55ms
[49].
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Figure. 2.1: Transversal and Longitudinal Relaxation after an excitation with a pi/2 RF pulse.
The two relaxation processes are independent and e.g. the regrowth of the
longitudinal magnetization may take longer than the decay of the transversal
magnetization. At t=T163% the magnetizationMz is approximately restored.
The combination of relaxation results in the following combined Bloch equation:
~M
dt
= γ ~M × ~Bexternal + 1
T1
(M0 −Mz)~ez − 1
T2
~Mxy (2.17)
with the solutions:
Mx(t) = e
−t/T2(Mx(0) cos(ω0t) +My(0) sin(ω0t)) Mx(∞) = 0
My(t) = e
−t/T2(My(0) cos(ω0t)−Mx(0) sin(ω0t)) My(∞) = 0
Mz(t) = Mz(0) e
−t/T1 +M0 (1− e−t/T1) Mz(∞) = M0
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2.1.3 Signal Acquisition
The signal acquisition records the precession of the magnetization vector in the
transverse plane. This is achieved by a radio-frequency (RF) coil by means of signal
induction. In the simplest case, the induced electric current in the receive coil, is
recorded over time, Vinduced ∝ dMxy/dt resulting in a free induction decay signal
(Figure 2.2). An RF pulse, in form of a time varying magnetic field, B1, is applied
transversally by an RF coil, to interact with the precession of the nuclei. Depending
on the time, strength and direction of the applied, radio-frequency (RF) pulse, the
net magnetization vector is tipped away from the z-axis to the transverse plane, xy -
plane. Most effective is an RF pulse at Larmor frequency acting perpendicular to the
B0 field. Themaximum signal in transverse plane is achieved by a pi/2 pulse. The flip
angle of a static B1 field is given by θ = γB1τ with precession frequency ω1 = γB1.
In the Laboratory frame of reference the magnetization is precessing clockwise
around the static magnetic field. For easier analyses a rotating frame of reference
is often used. In the rotating frame of reference, rotating at the Larmor frequency,
there is no longer a precession of the magnetization around the static magnetic
field. B0 and B1 field appear static in this frame of reference and the magnetization
precesses around the effective magnetic field Beff = (z(ω0 − ω) + x′ω1)/γ. If
we are on resonance, ω0 = ω and only a precession about the x’ axis remains:
~M
dt
= ω1 ~M × x′ with x′ = xˆcosωt− (yˆ sinωt) giving a circularly polarized fields by
adding two linearly polarized fields with a phase shift of pi/2.
The signal of a sample in the magnetic field B0 can be described by:
s(t) ∝ ω0
∫
d~r 3 e−t/T2(~r)Bxy(~r)Mxy(~r, t = 0) ei(Ω−ω(~r))t+Φ0~r−θ~r (2.18)
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Figure. 2.2: Exemplary free induction decay signal after a pi/2 pulse along acquisition
time. On the right: The magnetization is schematically shown for the three
time points t1, equilibrium along z direction, t2, flip of the magnetization in
transversal plane, and t3, clockwise precession in the laboratory frame of
reference. The rotating transversal magnetization, ~M , induces a voltage in the
perpendicular coil that acquires the signal. Signal acquisition is usually done
by quadrature detection, which encodes the signal in complex numbers.
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2.1.4 The Nuclear Magnetic Resonance Spectrum
In the easiest NMR experiment, the signal is acquired over time directly after one
excitation pulse. By applying a Fourier Transform the time signal is transferred to
the frequency domain giving the NMR spectrum. For a sodium nuclei this will lead
to a Lorentzian peak at frequency Ω0. Joseph Fourier described the mathematical
relationship between real space and frequency space, known as the Fourier Trans-
form [51]. A complex signal made out of different frequencies can be best analyzed
by FT method. Exemplary, this is shown in Figure 2.3 where the a sinusoidal signal
that undergoes relaxation is shown for one frequency in Figure 2.3(a) and for two
different frequencies in Figure 2.3(b). The spectrum shows that it is much easier to
analyze all the signal components in frequency space.
S(~k) =
∫
d~rρ(~r)ei
~k~r (2.19)
~k =
∫ t
0
γδ ~G′
δt′
dt′ (2.20)
time
time
frequency
frequency
FT
amplitude
amplitude
induced signal
induced signal
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Figure. 2.3: Signal to Spectrum by FT: The connection between the Free Induction decay
signal and the resulting spectrum is the Fourier Transform (FT). (a) signal and
spectrum for a single frequency (b) signal and respective spectrum for a signal
of two overlapping frequencies. Note that only the positive part of the spectrum
is shown here.
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2.2 Magnetic Resonance Imaging
The Nobel Prize in 2003 for the invention of MRI imaging was awarded in to Sir
Peter Mansfield and Paul Lauterbur. In the 1970’s they exploited the phenomenon of
varying the main magnetic field in the three spatial dimensions, to produce spatially
different frequencies which ultimately made it possible to reconstruct images from
the body’s interior. The differences in hydrogen nuclei in the the different tissues
thereby build the basis of the nowadays well known soft tissue contrast in MRI. This
undoubtedly was a break through for medical diagnostics and treatments.
2.2.1 Spatial Signal Encoding
Rather than measuring a global signal for a sample, the effective spin density for
each voxel separately in the sample is of interest. This can be achieved by changing
the precession frequency in space by a gradient. In particular, to the static B0
field, gradients in x, y, z direction are added. The precession frequency ω is then a
function of position and time. In the simplest case of a homogeneous B0 field the
Larmor frequency ω0 is constant. Due to the additional gradients the strength of the
magnetic field varies in space and this leads to a Larmor frequency that depends
on position. Different mechanisms for encoding are differentiated: frequency and
phase encoding and slice selection for 2D sequences.
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2D Slice Selection
A slice selection Gradient, Gss, is applied usually in z-direction along the sample.
The excitation frequency f , has a certain bandwidth (BW) which determines the slice
thickness,∆z. Within this band the spins are excited and the obtained signal comes
from this slice only. The slice selection gradient is played in time with the excitation
pulse. An additional phase is accumulated because of the gradient. To re-phase
the signal, a re-phasing gradient is played out directly afterward. An standard pulse
shape for slice excitation is a sinc pulse, which is the Fourier pair to a rectangle:
f(x) = rect(x) and F (k) = FT (f(x)) = sinc(k) = sin(k)
k
. The RF pulses frequency
content therefore gives the shape of the excited slice. The number of zero crossings
of the sinc pulse determines the quality of the profile. B1(1) ∝ sinc(piδft) with the
bandwidthδ f. The number of zeros is given by N0 = δf/τrf
ω(z) = ω0 +
γ
2pi
Gssz (2.21)
BW ≡∆f = γ
2pi
Gss∆z (2.22)
∆z =
BW
γ
2pi
Gss
(2.23)
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Figure. 2.4: Relationship between the bandwidth of the excitation pulse, here a sinc pulse,
and the resulting slice thickness ∆z. On the left the pulse sequence is drafted,
showing the excitation RF pulse with the slice selecting gradient Gss. On the
right the gradient is depicted as linearly increasing over z position. Depending
on the gradient steepness a selected Bandwidth results in a 2D slice thickness
e.g. for the brain.
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Frequency Encoding
B(x) = B0 + xGf (2.24)
ω(x) = γB0 + γxGf = ω0 + ωg(x) (2.25)
Frequency encoding is accomplished in analogy to the slice selection by playing
out a gradient. This time, the gradient is added during the actual measurement,
the “ADC" time. For example, a linear gradient in x-direction Gf results in the
Larmor frequency depending on the position x (Figure 2.5). The changing gradient
fields applied in the three different spatial directions leads to a unique value of
frequency, k, for every point in a sample. The frequency space is called k-space.
Data reconstruction to real space is accomplished via Fourier Transform. In a two-
dimensional (2D) example, the k-space values, are transformed to a 2D image via a
2D Fourier Transform.
M(x, y) =
∫ ∞
−∞
dkx
∫ ∞
−∞
dkyS(kx, ky)e
−2pii(kxx+kyy) (2.26)
Phase Encoding
In a standard imaging sequence, frequency encoding is used for one direction, e.g.
anterior posterior, as in Figure 2.5 and phase encoding is used for the remaining
direction, e.g. head to foot direction in the image. A gradient is applied before the
signal readout. This gradient momentarily changes the frequency of the signal. After
the gradient is switched off, the frequency returns to the initial value, but the phase
has changed. A phase-shift Φ was accumulated due to the gradient, proportional to
its strength and duration of action.[52]
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Figure. 2.5: Left: Frequency Encoding. Here on a coronal slice of a head. The frequency
encoding direction is shown here in the anterior (A) posterior (P) direction.
In this direction the frequency encoding gradient rises and the precession
frequency increases with position A→P (anterior to posterior). Right: Phase
Encoding. When phase encoding gradient switched on, the frequency changes,
after switching off the gradient, the frequency returns to the initial value but
the signal has a different phase compared to the signal that has not seen the
gradient.
24 Chapter 2 General Background
2D Imaging: Example of Gradient Echo Sequence (GRE)
The gradient echo sequence is introduced as one example of an MR imaging
sequence. Also, this sequence was used as a basis for the sequence development
of the 23Na imaging sequence. A gradient echo sequence consists of one excitation
pulse and subsequent gradients for the spatial encoding of the signal in k-space. In
Figure 2.6 the sequence diagram shows an excitation pulse in time with the slice
selecting Gradient. After this step a 2D plane was selected. Further the first part of
the gradient Gx rapidly de-phases the transverse magnetization,Mxy. The gradient
Gx then switches sign and is usually of double the size to re-phase the signal. This
results in a “gradient echo" in the center of the gradient plateau at the echo time
TE. The signal strength of the echo depends on the T2∗ relaxation. The echo time
can be controlled by the timing of the de- and re-phasing gradients. The longer the
echo time, the higher the T2∗ weighting of the signal. The gradient Gx encodes
one direction in k-space, usually called frequency encoding direction and shown
here on the right in direction kx (Figure 2.6). The second direction is encoded by a
further gradient, the phase encoding gradient Gy. One run of the sequence with one
phase encoding gradient strength, results in one line in k-space. The combination
of the positive and negative gradient lobes allows the recovery of the signal loss that
came due to the first de-phasing gradient and ultimately the acquisition of positive
and negative k-space values. In a multi-echo gradient echo sequence, multiple
gradients are applied after the excitation pulse. This leads to a sampling of the
signal along the T2∗ decay. It the T2∗ relaxation is not strong multiple echos can be
used to speed up the measurement time. Also, this method gives the possibility to
measure and fit the T2∗ relaxation parameter.
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Figure. 2.6: 2D GRE Gradient Echo Sequence, using slice selection, phase encoding and
frequency encoding, to spatially encode the signal in 2D k-space. A 2D FFT
reconstruction of the k-space results in the desired MRI image.
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Image Parameters
Gradients are used for the spatial encoding of the signal. Conventionally the k-space
is acquired line by line and the MRI image can be reconstructed by inverse FT of
the full k-space data. The position in k-space is determined by the total gradient
area given by:
kx = γ 2pi
∫ τ
0
Gx(t)dt
kx = γ 2piGxτ for a rectangular gradient from t= 0 to τ
The field of view, FOV, of an image depends on the k-space sampling distance and
is given by: FOV = 1/∆k. It is important to chose the FOV larger than the object
size, to prevent Aliasing. According to the Nyquist theorem, the sampling frequency
should be at least twice the highest frequency of the sample to reproduce the signal
exactly at a finite bandwidth:
kFOV = 2kmax =
N
FOV
=
1
∆s
(2.27)
The same k-space size, determined by kmax) but with less sampling points, a higher
∆ k, leads to a smaller FOV. However due to kmax being the same value, the pixel
size does not change.
On the other hand, an experiment with equal ∆k but a differing kmax leads to the
same FOV with a different resolution (pixel size ∆s). It is common to artificially
increase the resolution by zerofilling Figure2.7. In the development of the imaging
sequence in this thesis an asymmetric k-space acquisition was chosen for the first
echo in a muli-echo train. This can be seen in Figure 2.7(a). An iterative reconstruc-
tion, “projections onto projections onto convex sets (POCS) reconstruction" [53]
using a fast algorithm with a non- quadratic regularization constraint to preserve
edges and de-noise recovers the k-space values with use of the conjugate sym-
metry of k-space. The alternative is using zero filling which however results in less
information in the image.
Imaging experiments seek to optimize the signal to noise ratio, SNR, in image space.
Noise is due to e.g. random fluctuations in the receive coil electronics and the
sample itself and is usually uniformly distributed. The SNR can be improved a.o.
by averaging multiple acquisitions leading to an improvement factor of
√
Nacq. The
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Figure. 2.7: Asymmetric K-Space Acquisition and Zero Filling: (a) the lower part of k-space,
marked by the red box, was not acquired (b) after iterative POCS reconstruction
the lower part of k-space is filled (c) additional zero filling around the k-space
can artificially increase the resolution. It is used in combination with a hamming
filter.
SNR is influenced by the bandwidth due to thermal noise and resistance in the coil,
the voxel signal and averaging measurements:
SNR
voxel
∝ ∆x∆y∆z
√
Nacq√
BW/(NxNyNz)
with ∆t = 1/BW (2.28)
Ts = Nx∆t and sampling time (2.29)
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2.2.2 Current X-Nuclei Imaging Sequences
Short echo times of TE <500 µs are important to avoid large quantification bias in
tissue sodium content (TSC) quantification [54]. In the standard Cartesian gradient
echo sequence (GRE) a gradient rewinder is played out before the signal acquisition
which allows to travel to outer k-space before the acquiring one full line, compare to
Figure 2.6. This gradient hinders a direct acquisition of the signal. and therefore
a minimization of the echo time. Non-cartesian sampling schemes were invented,
that feature a minimal echo time, because the data sampling starts directly from
the center of k-space in a radial lines. The lowest possible echo time is achieved
by a nonselective excitation pulse along with ramp sampling on the gradient, this
sequence type is called “ultra-short echo time" (UTE) [55].
The density of sampling in k-space may introduce additional noise. The gradient
waveform determines the resulting k-space trajectories and hence the filling of k-
space and the noise variance. An unbeatable advantage of the Cartesian gradient
echo sequence is the perfectly homogeneous sampling of the k-space. The uniform
density results in the best noise variance. For a standard radial sequence the
density decreases in the higher frequency region, outer k-space, and therefore
introduces noise. More sophisticated sampling techniques were introduced to
combine homogeneous sampling of k-space with the benefit or ultra short acquisition
time. Due to improvements of the gradients’ hardware over the recent years, variable
gradient waveforms have become possible. Aside from the standard Cartesian
GRE sequence, there are currently four main methods that employ different gradient
waveforms to sample the data in k-space: radial acquisition (RAD) [56], twisted
projection imaging (TPI) [57, 58], density adapted 2D and 3D radial acquisition
(DA-RP) [59] and cones (CON) [60, 61, 62, 63]. With the sampling method of twisted
projection imaging it was possible to achieve an analytically derived dense sampling
of k-space with a radial sequence. Longer readout times per RF excitation pulse
seem like one idea for improved k-space coverage. However, this will impose a
T2-weighting on the data which is not favorable, and overall the fast bi-exponential
decay limits the readout time. To solve this issue, a spectral weighting function
was introduced for the TPI sampling scheme to decrease the sampling density at
high spatial frequencies. This reduces the readout time and therefore mitigates
T2 signal attenuation for the high spatial frequencies [64, 65, 66, 55]. TPI-SENSE
further allows for scan time reduction by undersampling [67, 68, 69]. The density
adapted radial acquisition (DA-RP) enables uniform k-space sampling on radial
spokes. By changing the gradient waveform such that the gradient strength is high
in the k-space center and after a plateau the gradient strength decreases resulting
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in more closely sampled points in outer k-space. 3D and 2D sampling methods
have been established. Trajectories were optimized by golden angle acquisition
which is favorable in motion sensitive regions [59, 70, 32]. Cone shaped k-space
acquisitions have the flexibility of a nonuniform field of view along with an SNR
efficient reduction of scan time. The trajectories are favorable in terms of SNR and
aliasing problems compared to 3D radial sequence. The “FLORET" trajectory uses
Fermat’s spirals that are projected onto the surface of a unique cone, determined by
the cone angle. The trajectory design was shown to be comparable to DA-RP and
density compensated cones trajectory. [62, 63] Acquisition weighted stack of stars
samples data in k-space in form of stack of stars enabling a nonuniform FOV that
facilitates high in-plane resolution with increased slice thickness.[61] Eddy currents
can be a problem of variable gradient waveforms that lead to deviations from the
nominal trajectory [71]. Older gradient systems might not facilitate the fast gradient
switches and peak strengths that are necessary for non-uniform sampling methods
with high resolution.
Comparison of the trajectories
Performance of the different sequences (TPI, DA-3DRP, RAD, CON, GRE) was
compared by [72] at 9.4 T. Additionally, they compared the resulting point spread
function (PSF) for the different trajectories without relaxation by taking the inverse
Fourier transform. Without relaxation the Cartesian gradient echo sequence gave
the best PSF followed by the TPI readout, cones, DA-3DRP and lowest the RAD.
Streaking artifacts were observed for the density adapted radial readout. Further, the
radial readout requires more projections for an acquisition in radial spokes compared
to the TPI scheme. The TPI method needs less projections to homogeneously
sample k-space and therefore a time advantage is given. Comparison in image
space yielded similar results for the TPI and DA-RP sequence. The standard radial
sequence, without density adaptation, and acquisition in cones reported problems
in areas of off-resonance.
Reconstruction
Reconstruction of the data from k-space to image space is standardly done by
Fourier Transform (FT). However, for radial acquisitions the standard FT cannot be
directly applied and for radial acquisitions a cumbersome reconstruction is needed.
Currently there are three main methods for reconstruction: gridding with inverse FT
[73], non-uniform FT and iterative methods. Sampling density compensation affects
the non-cartesian image reconstruction and has to be taken into account [74, 75].
For spiral acquisition schemes de-blurring methods were reported [76, 77]. Using
prior information of proton images for SNR improvement was proposed by [78]. A
self-gating method for lung imaging based on center of k-space data [79].
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Figure. 2.8: XNuclei kspace trajectories: Currently used different sampling schemes for
acquisition of single-quantum coherence images
Deep convolutional neuronal networks have achieved impressive results in the field
of image reconstruction for proton MR images. Reuse of ideas for the reconstruction
of sodium radial images could improve current image quality. Current and important
multi-quantum 23Na sequences will be presented in detail in part II, by simulation
(Section 5).
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2.2.3 Spin Hamiltonian
To describe the dynamics of the nuclear spin, the time-dependent Schrödinger
equation is used with the wave function describing the quantum states of the spins
and the Hamiltonian describing all interactions in the system. However for the use in
NMR the description of only the nuclear spin states and the nuclear spin Hamiltonian
suffices.
d
dt
|Ψspin(t)〉 ≈ −i ˆHspin |Ψspin(t)〉 (2.30)
withHspin = H electricspin +H
magnetic
spin (2.31)
The terms of the nuclear spin Hamiltonian only depend on the directions of the
nuclear spin polarizations. Electrons are moving very rapidly so that the nuclei are
affected by a time average of their generated fields, therefore a simplification called
“spin Hamiltonian hypothesis" only considers the average magnetic and electric
effect of electrons. The other way around, the nuclear spin energies are not enough
to influence the electronic motions. However, this remains a simplification because
even for the effect of longitudinal relaxation, where relaxation ends in an asymmetric
equilibrium state with a net magnetization along the external magnetic field direction,
an influence of the nuclear spin states on the motion of molecules is needed.
Electromagnetic interactions of nuclei with their environment in form of transla-
tions or rotations occurs, because of their electric charge interacting with electric
fields and their magnetic moment interacting with magnetic fields. The effect of rota-
tional motions of the nuclei with their magnetic moment and surrounding electrons
in the external fields are important mechanisms for NMR. The Hamiltonian has two
parts in general, the electric spin Hamiltonian and the magnetic spin Hamiltonian
which give the changes of the nuclear electric energy and nuclear magnetic energy
with rotation of the nucleus. The charge distribution of nuclei is not necessarily
spherical and can be decomposed in multipole components written as superposition:
C (~r) = C 0(~r) + C 1(~r) + C 2(~r) + higher orders. The components are, the spherical
(total electric charge) plus dipolar(electric dipole moment) plus quadrupolar(electric
quadrupolar moment) component, etc. Nuclei are in an electric environment given
by an electric potential. The electric potential V(r) can also be represented as a
superposition: V (~r) = V 0~r + V 1~r + V 2~r... with the first term giving the electric
charge at the center of the nucleus and the the second component giving the electric
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potential gradient and the third giving the gradient of the electric potential gradient
which quals the the gradient of the electric field (denoted EFG). A symmetry property
links the nuclear shape to its nuclear spin, I: C n(~r) = 0 for n > 2I. This has the
effect, that independent of the electrical environment, the nuclear electric energy
of spin 1/2 nuclei is independent of the spatial orientation of the nucleus and the
spin 1/2 nucleus can be represented by a spherical shape. The electric interactions
vanish for spin 1/2 nuclei, giving H electricspin = for I = 1/2. However, for spin 3/2
nuclei, charge is distributed asymmetrically and the nuclei’s electric energy depends
on its orientation with respect to the field. The main electric term is the interaction
of the electric quadrupole moment with the surrounding EFG and the electric part of
the hamiltonian is: H electrici = H
Q
i , for I ≥ 1 and for a nuclei i.
Magnetic interactions
The nuclear magnetic dipole moment is given by the multiplication of the gyromag-
netic ratio and the spin angular momentum, for a nuclei i:
µˆi = γiIˆi (2.32)
The energy can be described by the magnetic Hamiltonian and depends on the
magnetic field and the gyromagnetic ratio:
H magnetici = −µˆj · ~B (2.33)
The energy is minimized, when the magnetic moment aligns with the magnetic field.
In summary, the nuclear spins experience electric and magnetic fields from the MRI
system (external interactions) and their position in matter (internal interactions). The
external interactions are magnetic in MRI and NMR due to the applied magnetic
fields and are much stronger than the internal interactions and can be expressed by
the external Hamiltonian, summed over all nuclei i in the sample:
Hˆexternal(t) = HˆstaticB0 field(~r, t) + Hˆgradients(~r, t) + HˆB1RFfields(~r, t)
with the nuclear Zeeman interaction:
HˆstaticB0 field = −γB0Iˆz
with the gradient Hamiltonian, exemplary for x direction:
Hˆgradients(~r, t) = −γGxxIˆz
2.2 Magnetic Resonance Imaging 33
with the transverse component of the RF field:
HˆB1RFfields(t) = −ωnut[cos(ωreft+ Φ)Iˆx + sins(ωreft+ Φ)Iˆy]
The RF field oscillates at a reference frequency ωref of the spectrometer when an
RF pulse is played out during an NMR or MRI sequence. The nutation frequency
ωnut = |1/2γBRF sin(θRF )| with maximum amplitude BRF .
For internal interactions, a difference has to be made between the nuclei of different
nuclear spin value. Spin 1/2 nuclei show only magnetic interactions because the
electric Hamiltonian vanishes. For quadrupolar nuclei with spins greater than 1/2
the quadrupolar interaction remains in the electric Hamiltonian and the interaction
overall is magnetic and electric. The internal spin interactions comprise chemical
shift, quadrupolar couplings, dipole-dipole couplings and J-couplings which will not
be discussed in detail. However it should be noted that the quadrupolar coupling
in the internal, electric Hamiltonian, which vanishes for spin 1/2 nuclei, has the
greatest magnitude and the greatest internal effect for spin>1/2 nuclei.
2.3 Quadrupolar Nuclei
Quadrupolar nuclei are nuclei with spin greater than 1/2. The nuclear spin of even
mass isotopes exhibit an integer spin. If moreover, there are as many protons as
neutrons in the nuclei, the ground state nuclear spin is I=0. This is the case for 16O.
Spin 0 nuclei are NMR silent. If number of protons and number of neutrons are both
an odd number, the nuclear ground state spin is greater than zero, e.g. deuterium
2H with one proton and one neutron has ground state spin 1. Odd mass numbers
lead to have-integer spin.
The sodium nucleus with spin I = 3/2 belongs in the group of nuclei of I > 1/2, that
exhibit an electric quadrupole moment. It is positively charged with 11 protons
and 12 neutrons in the nucleus and with 10 electrons in the shells around it. The
electric quadrupole moment leads to an additional strong interaction of the nuclear
electric quadrupole moment with the local electric field of the surrounding which is
given by the electron clouds of e.g. molecules in biological material. As the field
of quadrupolar nuclei is in itself large, the focus of this section lies on the main
concepts important for understanding the behavior of sodium nuclei (in biological
environments). The electric quadrupolemoment of 23Na+ is 10.4/10−28m2. Although
this magnitude is rather large, it does not give directly the electric quadrupole
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Figure. 2.9: In contrast to spherical charge distribution of spin 1/2 nuclei, spin >1/2 nuclei
exhibit an asymmetric charge distribution. The quadrupole does not couple to
a symmetric field in contrast to a dipole. For spin 1/2 nuclei interaction with
the electric field gradient (EFG) is independent of direction whereas for spin
>1/2 the EFG interacts with the quadrupolar nuclei. The strength of interaction
depends on the quadrupolar moment.
interaction because the external molecules generating an asymmetry in the electric
field are needed. In a symmetric environment, such as liquid saline solution there
is no quadrupolar coupling. The resonance frequency, ω0 = γB0, depends on the
respective nuclei with the gyromagnetic ratio. The value for sodium is γ(23Na) =
11.279 MHz/T, the value for protons is four times higher with γ(1H) = 42.577MHz/T .
The electric field gradient tensor at each nuclei site has principal values in the three
symmetry axes, which sum to zero: [VXX + VY Y + VZZ = 0. The tensor, V, can
then be described by the ’largest principal value’ eq and the bi-axiality in range of 0
to 1, of the tensor at the point of nucleus:
ηQ =
VXX − VXX)
VZZ
anisotropy parameter 0 ≤ η ≤ 1
V (Θ) = RQ(Θ) ·
VXX 0 00 VXX 0
0 0 VZZ
 ·RQ(Θ)−1
with RQ(Θ), a 3x3 rotation matrix, describing the orientation of the static magnetic
field to the electric field gradient. ζ is the molecular orientation angle.
2.3.1 Nuclear quadrupole Hamiltonian
HˆQ(Θ) =
eQ
2I(2I − 1)~ Iˆ · V (Θ) · Iˆ
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In the case of sodium nuclei in biological environment the quadrupolar interaction is
much smaller than the Zeeman interaction. The first order Hamiltonian is a sufficient
approximation to describe the system:
Hˆ
(1)
Q = ω
(1)
Q ×
1
6
(3Iˆ2z − I(I + 1)1ˆ)
with the 1st order quadrupolar coupling ω(1)Q =
3piCQ
(2I(2I − 1)(3cos
2(θQ − 1))
Q = quadrupolar moment, I = nuclear spin, CQ = e2qQ/h quadrupole coupling
constant, 1ˆ is the unity operator.
In isotropic liquids, there is no quadrupolar coupling between the nuclei and the
external electric field gradient (ω(1)Q ≈ 0). The motional average of the 1st order
quadrupolar Hamiltonian is in this case zero: Hˆ(1)Q = 0.
In contrast to quadrupolar coupling, dipole-dipole coupling is the main interaction
process in 1H MR, which is a constant and does not depend on the molecular
orientation.
Electric Quadrupole Coupling
The dynamics of the system, constituted of isolated and noninteracting sodium nuclei,
can be quantum mechanically described in the form of eigenstates. According to
quantum theory, spin 3/2 nuclei exhibit 4 eigenstates. With application of a magnetic
field, splitting occurs into the four Zeeman eigenstates: +3/2, +1/2, -1/2, -3/2.
Spin Hamiltonian: Hˆ 0 = ω0Iˆz, with ω0 = −γB0(1 + δ)
Iˆz
∣∣∣∣32 ,m
〉
= ~m
∣∣∣∣32 ,m
〉
Iˆ2
∣∣∣∣32 ,m
〉
= ~I(I + 1)
∣∣∣∣32 ,m
〉
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Transitions between states 3
2
↔ 1
2
and −1
2
↔ −3
2
are called satellite transitions,
while the remaining transition between the two inner energy levels: 1
2
↔ −1
2
is
called central transition. The Zeeman eigenstates
∣∣∣∣32 ,m
〉
are eigenstates of the
quadrupolar Hamiltonian. Therefore, if the quadrupolar coupling is not positive and
does not average over timescale of inverse larmor frequency, then the equidistantly
spaced energy levels of the Zeeman splitting are shifted. Specifically, the ±3/2
states are shifted up whereas the ±1/2 states are shifted down.
Hˆ
(1)
Q
∣∣∣∣32 ,m
〉
= E
∣∣∣∣32 ,m
〉
Hˆ
(1)
Q
∣∣∣∣32 ,±32
〉
= +
1
2
ω
(1)
Q
∣∣∣∣32 ,±32
〉
Hˆ
(1)
Q
∣∣∣∣32 ,±12
〉
= −1
2
ω
(1)
Q
∣∣∣∣32 ,±12
〉
2.3.2 Coherence Orders and Populations
The density matrix describes the state of a system. In the thermal equilibrium
the density matrix elements are determined by Boltzmann distribution. The 12
off-axis elements correspond to the coherences. Coherences are not present in
the equilibrium state. Thermal equilibrium is the starting point in any NMR and MRI
experiment, where a sample is put into the static magnetic field. At this point, the
coherences between the states are zero. Populations are real, diagonal elements
of the density matrix (ρii = |i〉 〈i| , i = 1, 2, 3, 4), with coherence order zero. The
Zeeman populations are in the diagonal elements which are determined by the
Boltzmann distribution. The lower energy state is favorable and therefore higher
populated, in case of positive gyromagnetic ratio γ. The populations sum to 1:∑
i ρii = 1.
ρ = |Ψ〉 〈Ψ| =

ρ11 ρ12 ρ13 ρ14
ρ21 ρ22 ρ23 ρ24
ρ31 ρ32 ρ33 ρ34
ρ41 ρ42 ρ43 ρ44

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= 
ρ11 SQC DQC TQC
SQC ρ22 SQC DQC
DQC SQC ρ33 SQC
TQC DQC SQC ρ44

The off-diagonal elements give the coherences, with SQC, DQC and TQC the single-,
double-, and triple-quantum coherences for the kets |−3/2〉 , |−1/2〉 , |+1/2〉 , |+3/2〉
and bras 〈−3/2| , 〈−1/2| , 〈+1/2| , 〈+3/2|.
ρthermal equilibriumij = δij
ρthermal equilibriumii =
e−~ωi/kBT∑
j e
−~ωij/kBT
kB = 1.38066x10
−23J/K is the Boltzmann constant and the thermal energy kBT is
in the order of 4x10−21J.
Coherences between energy levels can be probed. Coherences are complex
and each pair (±1,±2,±3,±4)is connected by complex conjugate. Also, density
operators are hermitian and therefore coherence transfers happen in pairs. The
four energy levels (denoted |i〉, with i= 1,2,3,4) have distinct angular momenta:
Iˆz |i〉 = ~mi |i〉
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Coherence orders, p, of non interacting spin 3/2 spins can have the coherence levels
of -3, -2, -1, 0, 1, 2, 3, denoted in the following way:
p41 = m4 −m1 = +3
2
−
(
−3
2
)
= +3
p31 = m3 −m1 = +1
2
−
(
−3
2
)
= +2
p12 = m1 −m2 = −3
2
−
(
−1
2
)
= +1
p21 = m2 −m1 = −1
2
−
(
−3
2
)
= −1
p13 = m1 −m3 = −3
2
−
(
+
1
2
)
= −2
p14 = m1 −m4 = −3
2
−
(
+
3
2
)
= −3
For example, for the spin 1/2 system a coherence between the up and down state
means that there is a net spin polarization perpendicular to the magnetic field B0.
The difference in the +1/2 (|↑〉) and -1/2(|↓〉) population gives the net spin polarization
along the direction of the magnetic field, which occurs e.g. when a sample with
hydrogen ions enters the static magnetic field of an MRI scanner. The complex
coherences can be written as magnitude and phase values (pij = |ρij | exp{iΦ})
where the phase gives the direction of the transverse spin polarization. The phase of
the coherence level -1 corresponds to the angle of the polarization of the transverse
magnetization. Not individual spins are polarized in the "up" and "down" state. Most
of the spins are in a superposition of the two states: 1
2
(√|↑〉 ± |↓〉). As coherence
levels appear in pairs, the +1 coherence level always accompanies the -1 coherence
level but is often neglected because it does not carry extra information. Comparing
energy differences, given by ω0 = −γB0 ≈ 1.4610−32J for protons at 3T. The
difference in energy between the Zeeman eigenstates is much smaller than the
thermal energy the population difference in thermal equilibrium is small:
ρ1Hequilibrium ≈
12 + 14B 0
0
1
2
− 1
4
B

with the Boltzmann factor B = ~γB0
kBT
. The approximation is valid for temperatures
above a few Kelvin.
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2.3.3 Irreducible spherical tensor operators for spin 3/2
An equivalent way to describe and follow the change of the density operator and
Hamiltonians of spin 3/2 nuclei is the irreducible spherical tensor operator basis,
writtenTnm = Trank, order, with the coherence order denoted by m. For this thesis
the tensor basis is solely used in the coherence transfer graphs as the goal of this
thesis was to present an easy to understand formalism (refer to 5) but nevertheless
for completeness the tensor description shall be mentioned briefly, following [49].
The spin operators I± = Ix ± iIy and Iz are used. There are two main points:
1. A nonselective RF can change the coherence order m (|m| < n)
2. The rank n changes due to relaxation and effects of quadrupolar coupling
(dipolar, J-coupling). The coherence order m stays the same.
There are 16 tensors, given by Table 2.1:
Table. 2.1: Irreducible spherical tensor operators for spin 3/2
Tnm value definition
T00 1 Identity matrix
T10 Iz Longitudinal magnetization
T20 1/
√
6 (3I2z − I(I + 1)) Quadrupolar magnetization
T30 1/
√
10 (5I3z − (3I(I + 1) − 1)Iz) Octopolar magnetization
T1±1 ∓1/
√
2 I± Rank 1 SQ coherence
T2±1 ∓1/2 [Iz, I±]+ Rank 2 SQ coherence
T3±1 ∓1/4
√
3/10 [5I3z − I(I + 1) , I±]+ Rank 3 SQ coherence
T2±2 1/2 I2± Rank 2 DQ coherence
T3±2
√
3/4 [Iz, I
2±]+ Rank 3 DQ coherence
T3±3 ∓1/(2
√
2) I3± Rank 3 TQ coherence
The anticommutator is defined as [A,B]+ = AB + BA. SQ = Single Quantum, DQ =
Double Quantum, TQ = Triple Quantum. DQ filtering techniques can detect T2,±1 and T3,±1
in matter of residual quadrupolar interaction. However in this case the interesting part is
only the T2,±1 component and a magic angle second, third pulse (54.7◦) has to be used.
(refer to 5) for the coherence transfer pathway diagram along the three pulses sequence.
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Hamiltonians in Tensor basis:
◦ H 0 = ω0T10 Zeeman Hamiltonian
with H 0 = 0 in rotating frame
◦ HQ = ωQ
+2∑
m=−2
(−1)mF2,−mT2m Quadrupolar Hamiltonian
with ωQ =
e2qQ
g~
and F2,0 =
√
3/2, F2,±1 = 0, F2,±2 = η/2
η =
Vxx − Vyy
Vzz
0 ≤ η ≤ 1
◦ HRF = ωRF Ix = ωRF 1/
√
2 (T1−1 − T1+1) RF pulse Hamiltonian
with ωRF (t) = γNaB1(t)
In the rotating frame of reference, at Larmor frequency, the total Hamiltonian is
given by: H = HQ + HRF . For 23Na spin dynamics, the Redfield regime is
assumed, which results in a second order perturbation theory for the relaxation
and an analytical solution. The Debeye model describes the relaxations with the
assumption that random EFG fluctuations can be described by one correlation time
τc on the basis that ions are in a single compartment without exchange.
In human tissue, the following motion regimes are considered:
• ω0τc << 1, Isotropic motion with motional narrowing with no quadrupolar
interaction (liquids)
• ω0τc ∼ 1, macromolecuar motion isotropic in the order of the Larmor frequency,
quadrupolar interaction dominates. Satellite and central transitions show
different relaxation times (e.g. biologic tissue)
• ω0τc > 1 Anisotropic motion where a residual quadrupolar interaction is not
averaged out over time, depending on the level of the anisotropic motion, the
quadrupolar coupling the resulting spectrum ranges from a broadening of the
SQ linewidths (human cartilage) to a splitting in central and satellite transitions
(liquid crystal).
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When exchanges between compartments shall be allowed, the Discrete Exchange
Model is used which allows exchange of ions to sites with different quadrupolar
properties, which is a more realistic model for biologic tissue but very difficult to
analyze in practice. Further complex models exist which remain difficult to interpret
and are beyond the scope.
Strong RF pulses for MQ transfer
For the coherence transfer, sequence strong RF pulses ωRF  ωQ are needed
given for example by rectangular block pulses. A rectangular RF pulse, of a certain
amplitude and time duration τpulse results in a flip angle θ = ωnutationτpulse. With
strong pulse no off-resonance effects are assumed which can be fulfilled if the
interaction with the RF field is much greater than the chemical shifts and 1st order
quadrupolar interaction. For sodium nuclei in biological environment due to small
quadrupolar interaction along with a hard RF pulse the condition can be fulfilled.
Calculations are done in the rotating frame of reference and the spectrometer of the
MRI hardware system has the reference frequency ωref equal to the frequency of
the rotating frame, usually at Larmor frequency. Rotating frame populations are the
same as in the fixed frame and the coherences relationship is given by a phase.
The sodium nuclei are the second in the order of NMR signal strength, after protons,
in biological tissue although their concentration is about 2000 times lower. Also 23Na
sensitivity compared to 1H is only 9.2%, the gyromagnetic ratio,γ23Na, is only 26% of
protons (11 MHz/T compared to 46 MHz/T), resulting in a lower signal to noise ratio
(SNR) in the order of 3000-20000. This lower SNR withheld sodium MRI, starting in
the 1970s [80, 81], to become a clinical tool so far but with increased available field
strengths, up to 7T, as well as double tuned RF coils and better post-processing
methods sodium MRI is recently starting to get again increased attention although
still remaining a research tool. 23Na MRI has been conducted in multiple organ sites,
with the most prominent being brain, cartilage, heart and kidney. Sodium nuclei
undergo quadrupolar interaction in solids but this interaction is averaged out in
liquids. The regime in the middle, e.g. biological tissue the fluctuating quadrupolar
interaction has the effect of a bi-exponential transversal relaxation time, which will
be called T2fast and T2slow but is equivalently often called T2short and T2long
with values in the order of 0.5-5ms(T2fast) and 15-30ms(T2slow) obtained from
ultra short echo time experiments. However a single echo experiment might be
unreliable to measure the bi-exponential relaxation curve.
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Methods I: Preclinical at 9.4T -
Physiological investigations of
23Na triple quantum signal
3
3.1 The Three Pulses Sequence - TQTPPI
All data were acquired at field strength of 9.4 T (Biospec 94/20, Bruker, Ettlingen,
Germany). We used an in-house built planar single-loop sodium transmit-and-
receive surface coil. The following experiments build on the existing knowledge of
a three pulses sequence that uses time proportional phase increments (TQTPPI)
[82, 37, 38, 29]. It features a simultaneous measurement of all coherences of the
23Na spectrum (Fig.3.1). The spectroscopic sequence is characterized by three
subsequent 90◦ pulses: the excitation, mixing and observation pulses, as well as
a 180◦ refocusing pulse (Fig.3.1). The delay between the excitation and mixing
pulse is called evolution time (tevo), the delay between the mixing and observation
pulses is the mixing time (tmix). The pulses were repeatedly played out while
incrementing the phase of the first two pulses. A 180◦ pulse between the excitation
and mixing pulse was played out to re-focus and increase robustness against B0
inhomogeneities [29]. A phase-list consisting of 16 entries, each averaging over two
successive acquisitions was chosen to cancel out double quantum signals. Although
double quantum signals are suppressed, the signal can still be visible at twice the
single-quantum frequency due to imperfect pulses with respect to the flip angle and
short TR time. The sequence block was repeated while incrementing the evolution
time. Phase correction was performed so that the phase cycling in the evolution
time domain starts with phase zero. The phase correction value was found by the
Fourier transformation of the first FID to yield a spectrum with no phase shift. With
this value, all FIDs were corrected before Fourier transformation and reconstruction
to an FID along the evolution time domain. A second Fourier transformation results
in the TQTPPI spectrum. Sequence parameters are presented in table (3.1).
A nonlinear fit of the signal (Eq.(3.1)) in the evolution time domain was performed
[4, 83, 29]. Fourier Transformation of the fitted time signal gives the fitted spectrum
in frequency domain. All obtained spectra were normalized to their respective
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single-quantum (SQ) peak amplitude signals. We report the triple-quantum peak
amplitude signal from the measurement data relative to the SQ signal. Additionally,
as well as the amplitudes of triple-quantum (TQ) and SQ single-quantum transition
and the T2 long and short component obtained from the fit are reported. We report
the triple-quantum peak amplitude signal from the measurement data, as well as
the amplitudes of triple- and single-quantum transition obtained from the fit. The
nonlinear fit was performed with GlobalSearch in Matlab using fmincon solver to find
a minimum of the nonlinear multivariable function [84]. TQTPPI spectra baselines
were corrected. The fit error of the variables was approximated by the resulting
standard deviation for running the fit 100 times with different starting values.
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Figure. 3.1: (a) Three pi/2 pulses TQTPPI sequence scheme with a 180◦ re-focussing
pulse between the 1st excitation pulse and the 2nd mixing pulse to mitigate
B0 inhomogeneity effects. (b) The coherence pathway scheme (using the
tensor description Trank, order). The starting point is longitudinal magnetization,
T10. With the first pulse, the order is changed, from T10 to T11 transversal
magnetization. Relaxation and effects as well as quadrupolar coupling can
change the rank and e.g. create third order single quantum coherences during
the evolution time τevo + ∆τevo. The mixing pulse then creates a.o. rank three
triple-quantum coherences which are made observable by the third pi/2 pulse.
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Table. 3.1: TQTPPI sequence parameters
B0 9.4 T Acquisition points 2048
TR 140 ms t1stdimensionacq 102 ms
tevo(t = 0), ∆ tevo 0.5 ms , 200 µs BW 20 kHz
90◦ pulse duration 60 - 160 µs † tacq 6min
tmix 60 - 160 ± µs spectral resolution 3.1 Hz/points
Phase cycles 100 Φ1,t=0, ∆Φ 90◦, 45◦
The table states the relevant parameters of the TQTPPI sequence. † The calibration of the transmitter
voltage is done before every experiment and depends on the phantom size.
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3.2 Development of a Multiparameter Fitting Routine
The TQTPPI signal reconstruction pipeline can be appreciated in Figure 3.2. The
data are acquired after each 3-pulses sequence block. Two successive measure-
ments are averaged, carried out with the same phases as for the previous measure-
ment plus a 180◦ phase difference for the second pulse to suppress DQ signals.
The SNR is visibly increased by averaging Figure 3.2. The next step is the first
Fourier Transform. The center amplitudes are then plotted against the increasing
evolution time to construct the TQTPPI FID. Finally another FT yields the TQTPPI
spectrum with TQ and SQ peaks.
The Signal equation for the fit in evolution-time domain is given in Equation [3.1].
ASQL, ASQS are the long and short component amplitudes of the single-quantum,
ADQ, ATQ are the respective amplitudes for the double- and triple-quantum signals.
Possible phase shifts are accounted for in the phase terms φi. Long and short
component of the T2 relaxation time, T2L, T2S , are fitted. The additional relaxation
term with TD in double quantum part was introduced to achieve a better fit of the not
fully suppressed double-quantum transition. The DQ transition showed a broader
line shape and appeared phase shifted in the TQTPPI spectrum. Offsets were
incorporated by the DC parameter.
S =ASQL sin(ωt+ φ1) e
−t
T2L +ASQS sin(ωt+ φ1) e
−t
T2S +
+ADQ sin(2ωt+ φ2) (e
−t
T2L − e
−t
T2S ) e
−t
TD +
ATQ sin(3ωt+ φ3) (e
−t
T2L − e
−t
T2S ) +DC (3.1)
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Figure. 3.2: TQTPPI Pipeline and Fit: Upper row: Pipeline steps, for one cycle exemplary.
First data before averaging, followed by averaging two successive acquisitions.
First Fourier Transform enables evaluation of the center amplitudes, plotted
against the increasing evolution time results in the TQTPPI FID. Second row:
TQTPPI FID for 100 cycles with Fit. Characteristic TQ signal rise and fall can
be appreciated. Finally, second FT yields the TQTPPI spectrum with TQ and
SQ peaks. DQ peaks were suppressed by the averaging mechanism.
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3.3 Liposomes and Nanoparticles as Cell Phantoms
Cell membrane models in the form of liposomes (II) and nanoparticles (III), com-
parable in size to cells, provided either a double lipid membrane (liposomes) or
a single-layer membrane (nanoparticles). Four different kinds of liposome emul-
sions, as well as a nanoparticle emulsion were produced, names L1-L4. (Figure 3.3).
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Figure. 3.3: Liposome and Nanoparticle sketches: (a) - (d) Liposome sketches of the
double lipid membrane and the sodium ion solution either with MEM cell
culture medium,145mM Na+ solution, or 154mM Na+ solution. (e) sketch
of the PLGA nanoparticles and (f) Transmission electron microscopy (TEM)
image of the produced nanoparticles.
Cell phantom preparation
(a) L1: 145mM Na+ MEM inside and outside
(b) L2: 154mM Na+ inside and outside
(c) L3: 154mM Na+ inside and outside, liposomes from soy-lecithin
(d) L4: 0mM Na+ inside with H2O filling, 154mM Na+ outside
(e) nanoparticles: 154mM Na+ inside and outside
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The ingredients for liposome preparation were; 14ml solution (L1: minimum es-
sential medium (MEM), L2: 154mM Na+ solution, L4: H2O), 310µL saﬄower oil,
202µL glycerin and 1.5µL vitamin E (Thermo Fisher Scientific) [85]. L3 liposomes
were produced from soy lecithin. 100% pure soy lecithin-granulate was obtained
from a local drugstore. 0.2 g soy lecithin was dissolved in 100ml 154mM Na+.
For the production of all types of liposomes each solution was stirred for 10min at
5000 rpm. Subsequently, the solution was placed in a sonication bath, alternating
between sonication and cooling for one minute each. This procedure was repeated
for the duration of an hour to produce stable liposomes. The liposome diameter
was obtained by fixed-angle dynamic light scattering (Wyatt Technology, DynaPro
Nanostar), to be 310nm ± 75nm for L1,L2 and L4 and 81nm ± 46nm for L3.
TQTPPI measurement was performed the following day.
Poly(lactic-co-glycolic acid) (PLGA) nanoparticles encapsulating 154mM Na+ so-
lution were prepared following the recipe from [42]. 100mg of PLGA was used
with ethyl acetate as a solvent (1ml) and Vitamin E-TPGS (141mg) as an emul-
sifying agent, diluted in 154mM Na+ solution (47ml). After the production the
solution containing the nanoparticles was centrifuged and put into a 2ml plastic tube
with 154mM Na+ solution to increase the density of the nanoparticles within the
measured phantom. Nanoparticle diameter was measured by transmission-electron-
microscopy(TEM) the day after production and resulted in 130-400nm. TQTPPI
measurement was also performed the following day. The diameter of liposomes
(310 nm ± 75 nm) and nanoparticles (200 nm ± 100 nm) was smaller than the HEP
G2 cell diameter, approximately 12µm [86].
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3.4 The MR-compatible Bioreactor System
AnMR-compatible bioreactor enabled themeasurement of living cells while providing
optimal conditions for the cell culture to remain vital. An organotypic 3D culture was
obtained by cultivating the cells on a collagen coated microcavity array chip (Fig.
3.4 (b)). The resulting 3D cultures had a thickness of 200µm. The collagen coating
mimiced the extracellular matrix (ECM) with collagens presenting the majority of
the proteins within the ECM [34]. After initial cultivation of the microcavity array
chip in an incubator the chip was placed inside the MR-compatible bioreactor (Fig.
3.4). The cell culture specific medium was directly aerated with O2, CO2 and N2.
The bioreactor temperature was maintained at 37◦C and the medium was steadily
renewed by a perfusion pump operating at 0.4ml/min (Fig. 3.4). Due to the finely
tunable conditions concerning temperature, oxygen level and cell medium renewal
by perfusion, the bioreactor system provides optimal conditions for cell culture
monitoring in MR [44].
With this setup the TQ signal of two main cell lines was investigated by means of
the priorly established TQTPPI global spectroscopic NMR method.
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(a)
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Figure. 3.4: (a) Experimental setup: The MR-compatible bioreactor is positioned on a
heated animal bed. The bioreactor is connected with a system of tubes,
leaving the MR room. Outside, the peristaltic pump the heat bath and gas
mixing apparatus are positioned. (b) (i) shows the bioreactor. Through the
glass window, the microcavity array chip is visible. (ii) under the microscope
the cavities filled with cells are visible. (iii) shows a sodium image acquired in
the setup using a density adapted radial sequence. (iv) shows the perfusion
mode through the bioreactor.
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3.4.1 Triple Quantum Signal in Human Liver Cells
Triple quantum (TQ) coherence signal measurement of human HEP G2 liver cells
(ATCC, HB-8065, Manassas, VA, USA), over an extended time in an MRI system
is challenging. The temperature needs to be maintained and nutrient exchange
is important for keeping a cell culture alive over time periods of 1 to 3 days. An
MR-compatible bioreactor developed [44] for this purpose facilitated the experiment.
Prior to measurement, the cell culture was cultivated on a microcavity array chip (2
days preparation time) and inserted into the bioreactor on the day of measurement.
For cultivation a drop containing 6x106 HEP G2 cells was placed on a collagenized
microcavity chip of size 1x1cm filled with 300µm diameter cavities. Microscope
inspection confirmed successful cultivation on the 3D microcavity array. Cell culture
medium provided important nutrients and is cell line specific. For HEP G2 cells
Minimum Essential Medium (MEM) with L-Glutamine, 10% FCS (fetal bovine serum)
and 1% penicillin, streptomycin, 1% glutamax, 1% essential amino-acids (Thermo
Fisher Scientific) was used. The special setup of the bioreactor allows to perfuse
the cell medium, heated to body temperature (37◦), through the bioreactor and cell
chip. The HEP G2 liver cell chip data were measured on three successive days,
named “C1" for cells on day one, “C2" for cells day two and “C3" for cells on day
three. A perfusion stop experiment was carried out for 9 hours from day 2 to day
3 to simulate the situation of finite glucose, amino-acids and oxygen level (CPS).
Additionally the TQTPPI spectrum of a second cell chip was measured, (C4), that is
expected to have a dead cell culture due to keeping in hostile environment without
cell medium in air for at least 30 minutes at approximately 20 ◦C. For reference a
collagenized chip in cell culture medium was inserted into the bioreactor without
any cells and the TQTPPI spectrum was measured (“BR Ref").
3.4.2 Triple Quantum Signal in Neonatal Cardiomyocytes
The sodium-potassium pump plays an important role to maintain the electrochemical
gradient across the cell membrane and enable repeated cell contractions which is
especially important for the repeated contractions of cardiomyocytes [87]. Cardiomy-
ocytes have a high energy metabolism and feature high endurance, maintained by
an increased mitochondrial density resulting in faster adenosin triphosphat (ATP)
production. Mitochondria are the cells energy factory. ATP is needed amongst other
processes for running the ion exchange of sodium-potassium pump. Therefore,
cardiomyocytes are an ideal cell line to study the sodium triple-quantum signal,
which might be attributed to sodium-potassium pump activity, in normal conditions
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and under stimulation. Human myocardial infarction, is a serious disease where
increased tissue sodium concentration (TSC) has been measured by sodium MRI
SQ methods in the hope to provide cell viability information [9, 88, 10]. Myocar-
dial infarction is followed by irreversible cell injury if the interruption of blood and
hence oxygen flow in the myocardium lasts too long, the result is necrosis of the
tissue. Reduced oxygen level in cells has a direct effect on the energy supply which
also affects the sodium potassium pump and can result in cell death. Neonatal
cardiomyocytes are used to study molecular mechanisms in the heart e.g. the
interplay of the two cell types, cardiomyocytes and pacemaker cells, which generate
and transfer electrical impulses to neighboring cells [89, 90, 91]. Cell connection
and coordinated contraction intercalated disc connections allow diffusion of sodium,
potassium and calcium ions. A beta-adrenergic agonist, such as Isoprenaline [92]
can be used to stimulate the contraction of cardiomyocytes. TQ signal under normal
conditions and stress was studied with the TQTPPI sequence in the MR-compatible
bioreactor. Therefore, 10 Mio neonatal cardiomyocytes, were cultivated on two 800
µm diameter micro cavity chips after successful isolation. A bigger diameter micro
cavity chip was chosen by previous tests on cultivation of the cardiomyocytes on
the cells. By giving more space within each cavity the cells seemed to more easily
exhibit coordinated contractions. The cell culture medium for cardiac cells was
DMEM (ThermoFisherScientific). After placing the cell culture drop on the chip, the
chips rested in an incubator for two days before inspecting them under standard
light microscopy. 3D-aggregates formed in the microcavities of the chips and syn-
chronized beating of the cell compounds confirmed viability of the cells. The viable
microcavity arrays were inserted into the MR compatible bioreactor for inspection of
TQ signal by TQTPPI measurement at 9.4T (Biospec, Bruker, Germany). The same
in-house built transmit, receive 23Na surface coil was used as for the HEP G2 liver
cells. A sodium image was acquired to verify correct placement of the coil on the
bioreactor. TQTPPI signal for 10 Mio cells on two microcavity arrays was measured
at 31◦C in:
1. Normal perfusion
2. Isoprenaline stimulation
3. Perfusion stop
4. Reperfusion
For stimulation 44.4mg Isoprenaline was added to 35.9ml 0.9% saline solution to
attain a 5mM solution, further diluted 1:5 with cell-medium to achieve a 1mM solution.
In 30ml cell medium 40µl of the 1mM solution of Isoprenaline was added. After
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the bolus ran through the system(1h), it was diluted in the 100ml overall medium
reservoir. Cardiomyocytes stimulation by Isoprenaline was confirmed prior to the
experiment on an additional microcavity array with 4Mio cells and increased beating
rate was observed under the microscope.
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3.5 Sequence Design for Single Voxel Localization
The TQTPPI sequence is a global spectroscopic method, which can be used to study
the sodium metabolism of cells in-vitro with the foremost interest in the occurrence of
the triple-quantum signal. This spectroscopic analysis could offer precise knowledge
of sodium metabolic processes in pathology versus healthy tissue. To address
clinical questions, we aim for transferring this method to in-vivo patient acquisitions
where the need for a localization arises. Two different localization strategies, which
preserve the quantum coherences, were successfully implemented and tested in-
vitro and in-vivo on a rat using a 9.4T small-animal scanner. To address clinical
questions, the global TQTPPI method has to be localized. Two different strategies
for “Single Voxel Localization" techniques, that preserve the coherence transfer,
are presented in the following. An evaluation was done of both sequences on
agar-phantoms and in-vivo on a healthy rat.
Sequence Design
The global spectroscopy sequence (TQTPPI) uses triple quantum time proportional
phase increments to study the 23Na NMR spectrum, detecting single-quantum (SQ)
and triple-quantum coherences (TQ) simultaneously.4 The TQTPPI sequence was
extended with three extra 180◦ block pulses with simultaneous gradients “LOC”.
Alternatively, we added a slice selection gradient in time with the first 90◦ excitation
pulse of the TQTPPI sequence and only two additional 180◦ pulses “LOC-S” (Figure
3.5). Crusher gradients around the localizing gradients were implemented for both
sequences. The three spatial directions were used for each crusher and a maximal
strength of 15% of the localizing gradient strength was used. The additional pulses
were added on purpose after the TQTPPI sequence block to not disturb the three
pulses quantum coherence pathway. Additionally, the effect of increased evolution
time for optimizing the normalized TQ signal in-vivo and in agar-phantom was
investigated. TQS peak height normalized to its respective SQ peak height served
as a first qualitative measure.
Data Acquisition
Data were acquired on a 9.4 T small-animal scanner (Bruker, Karlsruhe, Germany)
using an in-house-built transmit/receive 23Na- surface-coil. An ultra-short echo
time sequence was used for agarose phantom to obtain a sodium image for voxel
positioning. For in-vivo rat measurement, we acquired a 1H T1 weighted gradient
echo image with a volume transmit, receive coil, saving the isocenter position for
the 23Na- surface-coil.A 45ml agar-phantom, 135mM 23Na with 4% agarose used
for initial sequence testing. Subsequently, we tested the localization in-vivo on a
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rat, scanned in the head region. Additionally, a phantom stack of 5ml-phantoms
containing 6%, 4% and 2% agarose and 154mM 23Na was measured to investigate
the possibility of tracing back agarose content based on TQS values.
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Figure. 3.5: Preclinical Single Voxel Localization of TQTPPI Sequence in two different ways:
(a) Three subsequent 180◦ degree pulses were implemented with Gradients in
the three spacial directions: Gx, Gy, Gz. To not disturb the quantum coherence
pathway the Localization was done after the global sequence to spoil away all
signal not coming from the selected voxel of interest. (b) The second method
was done by implementing a slice selection gradient in line with the first pulse,
Gz. The two further directions to accomplish the voxel selection were played
out after completion of the TQTPPI sequence.
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Figure. 3.6: Phantom and Coil for Single Voxel Acquisition Experiment. Voxel selection
size was 10x10x40mm3, The phantoms have a volume of 5ml each filled with
1: 6%, 2: 4% , 3: 2% and 4: 0% agar and 154mM Na.
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Results I: Preclinical Results
at 9.4 T
4
4.1 Liposome and Nanoparticle Results
The resulting spectra of the four different liposomes are shown in Fig. (4.1). The L1
and L2 liposomes, showed a triple-quantum amplitude of [0.37%, 0.16%, 0.34%]
with the noise level at 0.01%, the confidence level exceeding 20σ. In contrast,
for L4 liposomes, with H2O filling, the triple-quantum amplitude was [0.02%] at
the same noise level resulting in a signal of only 2σ above the noise level. The
triple-quantum amplitude of the nanoparticles resulted in [0.08%], which deviated
from the noise by <4σ.
Fitting results gave a triple-quantum ratio of 0.8 for L1 and L3, 0.5 for L2 and 0.1 for
the water filled liposomes L4 (Fig. 4.1). The liposome T2 slow and fast component
was 24.1ms (± 3.2ms) and 12.6ms (± 1.8ms) with the maximum triple quantum
signal at 17.0ms (± 2.3ms). For the nanoparticles the fitted T2 values were 41.1ms
and 24.5ms with maximum triple quantum signal at 29.4ms.
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Figure. 4.1: TQTPPI spectrum result of liposomes and nanoparticles. The triple-quantum
(TQ) signal is visible in the zoomed part of each spectrum, placed on the right
as indicated in (I). In all spectra the TQ-signal amplitude is given along with
the stdN over N measurements and the standard deviation σnoise of the noise
area to determine how well the TQ signal can be separated from noise. The
fit is shown as solid line in red. Liposomes (L1,L2,L3) show a triple quantum
signal that can be well distinguished from the noise level. L4 liposomes did
not show a TQ signal within the resolution of our experimental data. In (V)
Nanoparticles filled with sodium ion solution showed a low TQ signal.
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4.2 MR-compatible Bioreactor Results
4.2.1 Human Liver Cells Results
The TQTPPI spectra consistently showed single- and triple-quantum (TQ) signals,
as well as sub-optimally suppressed double-quantum signals (Figure 4.2). The
triple-quantum transition region of the spectrum is shown enlarged to enhance
visibility and the resulting nonlinear fit is shown (Figure 4.2). The cell chip measured
on three successive days in bioreactor system, under optimal conditions for cell
survival (C1, C2, C3), showed a TQ amplitude signal of [0.26%, 0.17%, 0.24%].
The standard deviation in the noise region was [0.017%, 0.018%,0.015%] resulting
in a confidence level exceeding 9 standard deviations (Table 4.1). In the perfusion
stop experiment the triple-quantum signal amplitude amounted to 0.15%. The stan-
dard deviation of the noise region was 0.006%, which was lower due to the higher
averaging (N = 59), and resulted in a TQ signal of 24σ. Setting the triple-quantum
signal of the first day of 0.26% to 100% the signal level on the second day was
65%, the signal in perfusion stop was 56%. The signal on the third day where cells
were again standardly perfused with oxygenated cell medium was 92%. The TQ
signal amplitude results are supported by the nonlinear fit results (Table 4.2). The
ratio ATQ/ASQ amounted to [0.9%, 1.0%] for the cells C1 and C3. For C2 and in
perfusion stop CPS the fit resulted in a ratio of 0.6% for the cell chip in unfavorable
conditions for survival(C4) the ratio amounted to 0.14. For C4 a TQ signal was not
observed (-0.02%). T2 slow and fast component for the HEP G2 cells were 35.0ms
(± 1.3ms) and 20.9ms (± 1.9ms) and the maximum triple-quantum signal was
found by the fit to be at 26.2ms (± 1.3ms).
The reference measurement of the bioreactor with MEM cell culture medium and
the collagenized microcavity array, excluding cells, gave a triple-quantum signal
of 0.06% which exceeded the noise level only by 1σ and a ATQ/ASQ ratio of
0.3% which was half the ratio of the cells in perfusion stop (CPS) and a third of
the value of the cells on day 1 (C1). The T2 long and short component as well as
the timepoint of the maximum of the triple-quantum signal were within the range of
the cell experiment results. Within the resolution of our experimental data a clear
triple-quantum signal exceeding 1σ was not measured for the second cell chip, C4,
nor the reference measurement without cells, BR Ref.
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Figure. 4.2: TQTPPI spectrum, zoomed into the TQ position for the result of the first chip of
HEP G2 liver cells (I)-(IV), the second chip (V) and the reference measurement
(VI). TQ-signal amplitude is given along with the stdN over N measurements
and the standard deviation σnoise of the noise area to determine how well the
TQ signal can be separated from noise. The fit is shown as solid line in red.
TQ signal was obtained for (I)-(IV). In perfusion stop (III) the signal amplitude
was lower but recovered after re-perfusion (IV). (V) sresulting spectrum from
the second cell chip (C4). (VI) BR Ref: TQ signal for the collagenized chip,
without cells.
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Table. 4.1: TQ Signal Results in Spectrum Domain
Phantom N TQpeak [%]± stdN σ[%]
TQpeak
σ σ
C1 8 0.26 ± 0.03 0.017 15σ
C2 8 0.17 ± 0.04 0.018 9σ
CPS 59 0.15 ± 0.08 0.006 25σ
C3 8 0.24 ± 0.07 0.015 16σ
C4 20 -0.02 ± 0.11 0.016 1σ
BR ref 6 0.06 ± 0.04 0.060 1σ
L1 6 0.37 ± 0.02 0.009 41σ
L2 5 0.16 ± 0.02 0.007 23σ
L3 3 0.34 ± 0.01 0.010 34σ
L4 5 0.02 ± 0.03 0.010 2σ
Nano 5 0.08 ± 0.07 0.022 4σ
Phantoms are given by: the cells, C1-C3, the dead cells, C4, the bioreactor reference with-
out cells, BR ref, the liposomes, L1-L4, and the nanoparticles, Nano. TQpeak gives the av-
erage peak value of the triple-quantum (TQ) signal amplitude with respective standard devi-
ation, stdN , for the number of experiments N. The standard deviation of the averaged sig-
nal in the noise region around the TQ peak gives σ denoted σnoise in the corresponding fig-
ures. The TQ signal and the standard deviation are given in % of the SQ signal. The TQ sig-
nal can then be expressed in terms of σ to state the signal strength against the background.
Table. 4.2: TQTPPI Fit Results
Phantom
ASQS
ASQ
± 4.0 [%]
ATQ
ASQ
± 0.01 [%]
T2,slow
± 1.5 [ms]
T2,fast
± 1.5 [ms]
tTQmax
± 1.0 [ms]
C1 19.6 0.9 35.8 18.7 26.2
C2 24.8 0.6 35.3 19.1 24.4
CPS 19.4 0.6 35.8 22.4 26.5
C3 20.8 1.0 35.2 23.0 28.1
C4 19.4 0.14 32.6 21.5 25.9
BR ref 20.0 0.3 34.7 22.2 26.8
L1 24.8 0.8 25.8 11.7 16.9
L2 25.3 0.5 23.3 13.5 18.0
L3 24.5 0.8 20.0 10.5 13.9
L4 19.8 0.1 27.3 14.6 19.2
Nano 22.7 0.3 41.1 24.5 29.4
Phantoms are given by: the cells, C1-C3, the dead cells, C4, the bioreactor reference without
cells, BR ref, the liposomes, L1-L4, and the nanoparticles, Nano. The values of the time do-
main fit are shown including the long and short component of the single quantum amplitude (ASQ
= ASQL + ASQS) and the T2 relaxation T2,fast, T2,slow. The TQ amplitudes are normalized by
the single quantum amplitudes.tTQmax gives the evolution time at which the TQ signal is maximal.
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4.2.2 Neonatal Cardiomyocytes Results
Neonatal cardiomyocytes were successfully cultivated on the microcavity arrays and
spontaneous, synchronized beating was observed via light microscopy. The beat-
ing mechanism confirmed before and after the experiments in the MR compatible
bioreactor, that cells were vital. For the stimulation of the beating, Isoprenaline was
added to the cell culture medium. Isoprenaline stimulation was first performed on an
additional cell chip outside of the MR compatible bioreactor and showed increased
beating frequency under light microscopy. The measurement of the TQ signal was
carried out in the following steps: (a) standard perfusion, (b) standard perfusion and
Isoprenaline stimulation, (c) perfusion stop, (d) re-perfusion (Figure 4.3). Cardiomy-
ocytes in the bioreactor with standard cell culture and under standard perfusion
of 0.4ml/min, showed a significant mean TQ signal-amplitude of 0.15%(>10 σ).
During the following Isoprenaline stimulation, the mean TQ signal was 0.17% (>10
σ). In the subsequent perfusion stop, the mean TQ signal decreased to 0.06%(7σ)
which was still significant. Subsequent re-perfusion showed a mean TQ signal
return to the signal before perfusion stop with 0.15% (9σ). The fit in evolution time
domain resulted in a T2fast of 22ms(±1ms) and a T2slow of 32.5ms(±2ms) with the
maximum triple quantum signal at 26.7ms(±1ms). Further, the fitted triple quantum
signal amplitude, ATQ, confirmed the decrease in TQ signal during perfusion stop
(Figure4.3,Table and Table). Reference measurement results without cells showed
a mean TQ signal of 0.04%(2σ) with ATQ about one-fourth compared to cells under
standard perfusion conditions.
Table. 4.3: Cardiomyocytes TQTPPI Results Spectrum Domain
cardiomyocytes @31◦C N TQpeak [%]± stdN σnoise
TQpeak
σnoise
normal perfusion 32 0.15 ±0.07 0.01 14σ
isoprenaline additive 26 0.17 ±0.05 0.01 17σ
perfusion stop 31 0.06 ±0.05 0.009 7σ
reperfusion 6 0.15 ±0.05 0.017 9σ
reference without cells 34 0.04 ± 0.1 0.018 2σ
TQpeak: averaged amplitude value of the TQ signal with standard devia-
tion, stdN , of the individual measurements N. The standard deviation of
the averaged signal in the noise region σnoise, gives the confidence level c.
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Figure. 4.3: Cardiomyocytes TQTPPI Result
Table. 4.4: Cardiomyocytes TQTPPI Fit Results
cardiomyocytes @31◦C ASQL ASQS
ATQ
ASQ
[%]
T2,slow
[ms]
± 2
ms
T2,fast
[ms]
± 1
ms
tTQmax
[ms]
normal perfusion 0.77 0.25 0.80 34.0 23.2 27.9
isoprenaline additive 0.80 0.20 0.82 31.3 22.2 25.8
perfusion stop 0.77 0.25 0.35 32.0 22.4 26.6
reperfusion 0.81 0.20 0.76 32.7 22.4 26.6
reference without cells 0.87 0.25 0.23 31.3 22.0 26.1
ASQ = ASQL + ASQS and the fast and slow component of the T2 relaxation T2,fast, T2,slow,
the triple quantum amplitude normalized by the single quantum amplitude gives a mea-
sure of TQ signal strength. Further the maximum time point of the TQ signal is given.
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4.3 Single Voxel Localized TQTPPI results
Localization measurements preserved the quantum coherences for both sequences.
Agar-phantom result and in-vivo rat result is given in Figure4.4, 4.5 respectively.
Compared to the global TQTPPI sequence with the LOC-S and LOC a drop of 1%
and 3.3% of TQS was measured respectively when choosing a global voxel size of
100x100x100mm3 . Resulting normalized TQS values can be found in Figure3. TQS
decreased with smaller voxel sizes, a voxel size of 10x10x40mm3 is 16% in volume
of the voxel size 25x25x40mm3 and TQS dropped by 22% for LOC-S and by 26%
for LOC(Figure 4.4, 4.5). Figure 4.6 illustrates results of the agar-phantom-stack
with a voxel size of 10x10x40 mm3. The resulting spectra for the 6%, 4% and 2%
agar tubes show a decreasing TQS for both sequences (Figure 4.6 ). Therefore, it
was possible to distinguish the tubes based on their relative result in TQS with both
sequences.
voxelsize
10x10x40mm³
(a) 4% agar phantom
(b) healthy in-vivo rat head
Figure. 4.4: Single Voxel Localization Placement in Phantom and In Vivo Rat: (a) 4% agar
phantom in transversal, coronal and sagittal view with voxelsize 10x10x40mm3.
In vivo rat the voxel size was 25x25x40mm3 choosing the brain region.
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Figure. 4.5: The figure shows the sodium TQTPPI spectrum result of
Table. 4.5: Single Voxel TQTPPI - TQ signal Result
sequence voxel size 4% PhantomTQ Signal
In vivo Rat
TQ signal
TQTPPI global 26.6% 15.2 %
LOC-S global - 14.2 %
LOC global - 11.9 %
LOC -S 25x25x40 mm3 20.4 % 8.5 %
LOC 25x25x40 mm3 17.6% 6.3%
LOC-S 10x10x40 mm3 16.0% 5.7%
LOC 10x10x40 mm3 13.0% 2.1%
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Figure. 4.6: Comparison of Single Voxel TQTPPI sequences: LOC-S and LOC for three
different agar phantoms. TQ signal was highest for the 6% agar phantom,
followed by the 4% and then the 2% phantom as expected by agar content.
This showed that voxel localization in a phantom of combined vials did work
correctly. The fourth phantom vial had 0% of agar and TQ was in the order of
noise and is not shown here. The sequence, LOC-S, using the slice selecting
gradient resulted in a higher TQ signal compared to the three 180◦ pulses at
the end.
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4.4 Preclinical Insights
The preclinical investigations on the different cells types and in various conditions
resulted in a deeper understanding of the TQ signal behavior in cells and showed
that the signal is connected to the cell vitality. This direct measurement and getting
this information was only possible by the MR compatible bioreactor setup and cell
culture measurement. Healthy cells in the bioreactor showed a TQ signal. A lack
of oxygen was connected to a decreased TQ signal, which is explainable by the
necessity of oxygen in the energy production of cells. Dead cells did not show a
TQ signal. These results are important before a transfer of methods to the clinic
to interpret tissue signals in vivo. However, it has to be taken into account, that in
the preclinical bioreactor setting, the cells did not have their common extracellular
surroundings. Further, first signal localization methods showed its feasibility and
were encouraging for a clinical localized TQ sequence development. However,
it has to be noted that in a clinical setting the use of 180◦ pulses for localization
is unfavorable due to high specific absorption rate (SAR) problem because 180◦
pulses are achieved by high peak voltages (or longer pulses, which are not favored
due to relaxation) and can lead to heating of the body.
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Methods II: Simulation of the
coherence transfer signal
5
To measure and filter for different coherence pathways in general a three-pulse
sequence is needed along with phase cycle to select the coherence of interest [3].
The conventional three pulses sequence is depicted in Figure (5.1a) along with
the coherence pathway scheme (Figure 5.1b). The experiment features three time
parameters which impact the eventual measured signal. Among these three, τ2, the
time between the second and third pulse, is usually minimized to avoid relaxation
of the created MQC signals. In the following simulation relaxation between those
two pulses is therefore neglected. However, evolution time, τ1, as well as echo time,
TE, are in strong relation with the bi-exponential relaxation which separates SQ
from DQ and TQ coherences. The first pulse’s phase, Φ1, cycles through a defined
cycle while the second pulse’s phase is shifted by “phase-shift, ξ" relative to the first.
The third pulse’s phase as well as the receiver phase are set to 0◦. The method of
sequence repetition while cycling the phases of the RF pulses ultimately results in
constructive and destructive interference of the MQC pathways depending on the
selected phase cycling scheme by utilizing the different evolution frequencies of the
MQCs.
Different phase cycling options have been proposed to eliminate potential biases.
The original 6 step phase cycle by [4] builds the basis. This is followed by the triple-
quantum (time) proportional phase increments (TQTPPI) sequence to measure
the TQC signal without any prior relaxation knowledge [82, 29]. Biases due to B0
inhomogeneity, relaxation processes and stimulated echo signals are presented
with the proposed phase cycling options by [93] and [94]. The following four cases
are highlighted, which sample the 2pi interval in different steps. The second pulse
phase will be given in relation to the first by ξ= Φ1 − Φ2. The start phase, the first
point in the phase cycle, is denoted by Φ1,t=0:
1. Option 1: the original 6 step phase cycle
2. Option 2: the 2x8 step phase cycle of the TQ(TP)PI sequence
3. Option 3: the 2x6 step Fleysher phase cycle for B0 inhomogeneity signal
recovery
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Figure. 5.1: Three-pulses sequence and Coherence Transfer Pathway Diagram: (a) Three
pulses experiment. The time between the first excitation pulse and the second
pulse is called evolution time (τ1). The time between the second and third
pulse is the mixing time (τ2). (b) Coherence transfer pathway diagram. After
RF pulse the tensor Trank,order can change the order whereas relaxation and
quadrupolar coupling can change the rank of the tensor. In perfect quadrature
detection only coherence level of -1 is observable however in MRI not imperfect
quadrature detection is common and signals can end up in this pathway.
4. Option 4: the 4x6 step SISTINA phase cycle with an option to suppress signal
bias due to stimulated echo signal
First, the originally 6-step phase cycle was introduced and samples the 2pi interval
with a phase increment of 2pi/6. The second pulse is phase shifted by pi/2 to the first
pulse and the third pulse as well as the receiver phase are 0◦.
Second, the priorly introduced TQTPPI NMR method, which stands for TQ time
proportional phase increments [82, 29]. It features capturing of the relaxation con-
stants, T2∗slow and T2∗fast without the need to set the optimal evolution and echo
time, as they are sampled by starting from a minimum time and increased along
with stepping through the phase cycle. Its advantage is a signal acquisition free
of assumptions on relaxation parameters without setting an optimal evolution time
which might not be perfect. The TQ(T)PPI method with and without incrementing
the evolution time was reported by [4, 29] with a phase increment ∆Φ1 of 2pi/8. An
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additional phase cycle was proposed to eliminate DQC [29].
Option 2:
• ∆Φ1 = 2pi/8
• 1st cycle: Φ1,t=0 = pi/2, ξ = +pi/2
• 2nd cycle: Φ1,t=0 = pi/2, ξ = −pi/2
Third, [93] presented an additional phase cycle to recover the signal that is cancelled
due to B0 inhomogeneity. In MRI, B0 inhomogeneity can be severe and lead to
spins de-phasing which results in MQC signal loss. The proposed solution consists
of a second, independent, phase cycle, in addition to the original phase cycle. Using
gradient spoiling would be an alternative to eliminate the impact of B0 inhomogeneity
with the disadvantage of lowering the SNR due to the spoiling of half the coherence
pathway contributions. Fleysher’s additional 6 step phase cycle features equal pulse
phase of first and second pulse with the following parameters:
Option 3:
• ∆Φ1 = 2pi/6
• 1st cycle: Φ1,t=0 = pi/2, ξ = pi/2
• 2nd cycle: Φ1,t=0 = 0, ξ = 0
Fourth, signal bias due to stimulated echo signal was discussed and a solution was
proposed by [95, 94], employed in the SISTINA sequence. In general, a three-pulse
sequence can form a stimulated echo signal which was described in detail in the
literature [96, 97, 98]. The magnetization is sent to the transverse plane with the first
RF pulse and returned to the z-axis by application of the second RF pulse, without
phase memory. The third pulse tips the magnetization again to the transverse
plane, where the spins de-phase and refocus to form the stimulated echo. For the
presented three pulses sequence to obtain multi-quantum coherences signal, a
stimulated echo signal could possibly give an unwanted bias. An additional phase
cycle was introduced:
Option 4:
• ∆Φ1 = 2pi/6
• 1st cycle: Φ1,t=0 = pi/12, ξ = pi/2
• 2nd cycle: Φ1,t=0 = 7pi/6, ξ = −pi/2
• 3rd cycle: Φ1,t=0 = 2pi/3, ξ = pi/2
• 4th cycle: Φ1,t=0 = 5pi/3, ξ = −pi/2
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The SISTINA sequence (Figure 5.2) chose the above specified phase cycles for
the in vivo measurements with the priority to eliminate stimulated echo signal. For
phantom measurements B0 inhomogeneity was eliminated by additional phase
cycling according to Option 3. In the following, the impact of stimulated echoes
versus B0 offset was investigated to make a founded choice for optimal measurement
parameters for in-vivo.
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Figure. 5.2: (a) shows the three pulses experiment. The time between the first excitation
pulse and the second pulse is called evolution time (τ1). The time between
the second and third pulse is the mixing time (τ2). (b) shows the coherence
transfer pathway diagram. After RF pulse the tensor Trank,order can change
the order whereas relaxation and quadrupolar coupling can change the rank
of the tensor. In perfect quadrature detection only coherence level of -1 is
observable however in MRI not imperfect quadrature detection is common and
signals can end up in this pathway.
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Table. 5.1: Phase-cycle Options Summary
Option ∆Φ1 N cycles
1st cycle
Φ1,t=0, ξ
2nd cycle
Φ1,t=0, ξ
Alias
1 2pi/6 1 pi/2, +pi/2 - Original
2 2pi/8 2 pi/2, +pi/2 pi/2, −pi/2 TQTPPI
3 2pi/6 2 pi/2, pi/2 0, 0 Fleysher
4 2pi/6 4 pi/12, pi/2 7pi/6, −pi/2 SISTINA
3rd:
2pi/3, pi/2
4th :
5pi/3, −pi/2
5 pi/6 2 pi/2, pi/2 0, 0 CRISTINA
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5.1 Simulation of coherence transfer pathway signals
5.1.1 Excluding Relaxation Terms
For the development of the simulation formalism, the signal equations by Fleysher
et al. [93] was followed. The coherence levels after the first and second excitation
are denoted by p1 and p2 respectively. Matrix Ap1,p2 contains the amplitudes of the
respective coherence pathway:
A (p1, p2) =
p2→
p1 −3 −2 −1 +1 +2 +3
−1 −TQ/4 −DQ/4 −SQ/4 −SQ/4 −DQ/4 −TQ/4
+1 TQ/4 DQ/4 SQ/4 SQ/4 DQ/4 TQ/4
For the simulation, a specific amplitude was set for the signals of the MQCs: SQ, DQ,
TQ. By coherence level transfer this initially set amplitude is divided into its possible
pathways. For instance, there are four possibilities for the TQ coherence (compare
to Figure 5.1b). Let us start with one of these four pathways, from the coherence
level p1 = -1 directly after the first pulse. With the second pulse, the coherence level
is transferred to p2=-3. The resulting signal is in the T3-3. For measurement of the
signal, it is crucial to transfer the signal again to “transverse plane" signal. This is
achieved by the third pulse, which transfers T3-3 into rank three SQ coherences T3-1
which evolves into T1-1. It will be shown that the relaxation processes after the third
pulse are crucial for the received MQC signal. The received signal, S, takes into
account all coherence pathways and was written as:
S(τ1,τ2,Φ1,Φ2,Ω,TE) =
∑
p1
∑
p2
e−i(p1φ1+(p2−p1)φ2) ·BNa (p1,p2,τ1,τ2,Ω,TE,Ap1,p2) (5.1)
BNa = e
−i(p1τ1+p2τ2)ΩeiΩTE Ap1,p2
Parameter Ω(Hz) describes the off-resonance effects which were used here for
simulating magnetic field inhomogeneity. Zero values of the above signal, S, are
given analytically for values of:
Ω(Hz) =
kpi + ξ
2piτ1
(5.2)
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5.1.2 Calculation of Analytical Zero Points
Starting from Equation 5.1:
S (τ1, τ2, φ1, φ2,Ω, TE) /e
iΩTE =
∑
p1
∑
p2
e−i((p1φ1+(p2−p1)φ2)+(p1τ1+p2τ2 )Ω) Ap1,p2
The phase values are factorized in the following:
((p1 (φ1 − φ2) + p2φ2) + (p1τ1 + p2τ2 ) Ω) = (p1 (Ωτ1 − ξ) + p2 (φ2 + Ωτ2))
Considering the table of the multiple quantum magnitudes Ap1,p2 5.1.1, the three
different quantum coherences can be considered equivalently and the triple quantum
computation was chosen. However, replacing p2 = ±3 with p2 = ±2 or p2 = ±1 will
lead to identical results.
STQ/
(
TQ/4eiΩTE
)
= −e−i(−1(Ωτ1−ξ)−3(φ2+Ωτ2))
+ e−i(1(Ωτ1−ξ)−3(φ2+Ωτ2))
− e−i(−1(Ωτ1−ξ)+3(φ2+Ωτ2))
+ e−i(1(Ωτ1−ξ)+3(φ2+Ωτ2))
The following substitution eases reading: L = ei(Ωτ1−ξ) andM = ei3(φ2+Ωτ2)
4 STQ (τ1, τ2, φ1, φ2,Ω, TE)
TQeiΩTE
= −LM + L∗M − LM∗ + L∗M∗
− L (M +M∗) + L∗ (M +M∗)
= (M +M∗) (L∗ − L)
Thus, signal nulling for all quanta occurs for:
L∗ − L = 0, which corresponds to L = eikpi = 1 for k ∈ Z
This corresponds to: Ωτ1 − ξ = kpi for k ∈ Z
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and therefore: Ω0 = kpi+ξτ1 for k ∈ Z
or Ω0 = kpi+ξ2piτ1 for Ω in Hz
5.1.3 Simulation Including Relaxation Terms
The following equations were formulated to take into account relaxation effects.
Transverse relaxation for the SQ signal was described by the bi-exponential decay
divided into T2∗slow and T2∗fast components:
SQ = SQ0
(
3
5
e
− (TE+τ1)
T2∗slow +
2
5
e
− (TE+τ1)
T2∗fast
)
sin (θexc) (5.3)
For the DQ and TQ coherence signal the relaxation terms are given by:
MQ = MQ0
(
e
− TE
T2∗
slow − e−
TE
T2∗
fast
)(
e
− τ1
T2∗
slow − e−
τ1
T2∗
fast
)
e
− τ2
T2∗
slow sin5 (θexc)
(5.4)
MQ = DQ,TQ
5.1.4 Stimulated Echo Signal Bias
The stimulated echo signal (STE) depends on the flip angle, relaxation effects, B0
inhomogeneity and was described as follows:
SSTE =
∑
p1
∑
p2
e−i(p1φ1+(0−p1)φ2)BSTE
(
τ1,τ2,Ω,TE,ξ,T1,T2∗slow,T2
∗
fast,A(m,n)
)
(5.5)
BSTE =
|Ap1,p2|
2
e
− τ2
T1 cos (ξ − Ωτ1) eiΩTE
(
3
5
e
− (TE−τ1)2
2(T2∗
slow
)2 +
2
5
e
− (TE−τ1)2
2(T2∗
fast
)2
)
(5.6)
The maximum of BSTE with respect to echo time is given analytically for TE = τ1.
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5.1.5 Signal reconstruction
MQC signals can be separated by their scaled evolution frequencies, as defined by
their phase term:
e−i(p1Φ1+(p2−p1)Φ2) = e−ip2Φ1ei(p2−p1)ξ. The spectrum signal is thus reconstructed
by Fourier Transformation (FT) along the phase dimension Φ1. According to Fleysher,
the signals, S, of the two phase-cycles, are transformed independently:
Sˆξ=n = FT (Sξ=n) n =
pi
2
, 0 (5.7)
Sˆ denotes the Spectrum, normalized to the size of Signal to obtain correct FT values.
In the next step, the two Spectra are combined:
Sˆ± =
1
2
(
Sˆξ=0 ± iSˆξ=pi
2
)
(5.8)
To recover the signal, knowledge of the B0 offset, Ω , that lead to a dephasing during
the evolution time,τ1 , and echo time,TE, is used to rephase the signal:
Sˆ|t=TE, B0offset=Ω = 1
2
((
Sˆ+|TE, Ω
))
e+iΩτ1 −
(
Sˆ−|TE, Ωe−iΩτ1
)
e−iΩTE (5.9)
In SISTINA, a total of four phase cycles was proposed (4x6steps) to accomplish a
full signal recovery, correcting both, STE and B0 offset biases (compare to Figure
5.2). The individual signals for the n = 4 phase cycles are Fourier transformed. As
reported, the Spectra are then reconstructed from the Fourier transformed signal:
Sˆn = FT (Sn) n = 1, 2, 3, 4 (5.10)
Sˆ|invivo =
√
Sˆ21 + Sˆ
2
2 (5.11)
Sˆ|total =
√
Sˆ21 + Sˆ
2
3 + Sˆ
2
2 + +Sˆ
2
4 (5.12)
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5.1.6 Simulation parameter settings
The following parameter values, in accordance with realistic measurement values
were used: τ1=10ms, τ2= 100 s, T2∗slow= 30ms, T2∗fast= 4ms, T1 = 70ms. The
three flip-angles were set to pi/2. The matrix A(m,n), was set to 1.0, 0.5 and 0.3 for
the SQ, DQ and TQ coherences amplitudes respectively. Under the assumption
of T1 in the order of 70ms and the usage of long TR values, >120ms to comply
with specific absorption rate (SAR) limitation the longitudinal relaxation was further
neglected in the simulations.
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Results II: Simulation Results 6
6.1 The original cycles
First, the simulation of the original 6-steps phase cycle with neither B0 inhomogeneity,
Ω, nor relaxation effects is shown in Figure 6.1. The choices for the 6 samples
appear relevant to measure the full amplitude of the TQ signal, whereas DQ is
not optimally sampled. Also, the choice for 6 samples places the TQ signal at the
Nyquist limit. Fourier Transformation along the evolution phase Φ1 recovers the
amplitudes of the mixed coherences signal of (SQ, DQ, TQ) = (1.0, 0.5, 0.3) (Figure
6.1b). The amplitudes in the spectrum do not have a Lorentzian shape because the
phase cycle does not capture relaxation processes.
6.2 Phase increment and double quantum signal
suppression
Second, regardless of the time-increments (hence the name TQ(T)PPI), the TQPPI
samplings for the two phase-cycles with ξ = ±pi/2 can be seen in Figure 6.2,
and Figure 6.3. It is demonstrated that phase increment choices (45◦ increment)
oversample the TQ signal. The 45◦ phase increment samples the maximum of
the TQ signal only in 2 out of 8 points, with 4 points falling short of measuring the
maximum point. In contrast, the sampling points measure optimally the maximum
amplitude of the DQ signal, which is opposite in signal for the two cycles and
hence cancels out when the signals are combined. Without considering B0 offset,
the SQ and TQ signal is equivalent for the two cycles with the signal ending up
only in the imaginary channel. When relaxation processes and B0 offsets (100
Hz range) are included, an oscillatory pattern for all quantum coherences was
observed with occurrences of complete signal loss matching the analytical result.
Signal cancellation was be observed for the two phase-cycle signals S1, S2 and the
reconstructed spectra Sˆ at the same frequency offset (25 Hz and 75 Hz). Further, it
can be observed that the DQ signal suppression is also achieved when relaxation
processes are considered, and a B0 offset alters the signal. Whereas the MQC
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Figure. 6.1: Original Three-pulses Phasecycle with phase increment of 2pi/6 and start
phase of pi/6. The phase cycling points are indicated with the circles at the
respective phase values. (a) Signal of the different coherence contributions for
arbitrarily chosen amplitudes (b) corresponding Spectrum after FT
magnitude signal is equivalent for the two cycles, the phase images show opposite
signs for the DQ signal.
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Figure. 6.2: Option 2 Phase Cycle without Relaxation Processes: TQ(T)PPI phase cycling
signal over Φ1 dimension for the two different phase cycles with ξ = ±pi/2.
Optimal measurement points at the maximum occurs for SQ and DQ but TQ
maximum is sampled at only 2 out of 8 points. Sampling steps are indicated
in circles. Evolution time increment and relaxation have been discarded. The
sum of the two cycles signals effectively cancels out DQ signal. In the resulting
spectra the DQ cancellation can be observed, and oversampling leads to TQ
being split in 2 components.
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Figure. 6.3: Option2 Signal and Spectral results under B0 Offset Influence and Relaxation
Effects: TQ(T)PPI simulation including relaxation and B0 offset. The magnitude
and phase of the signals at Φ0 are shown independently for the three quantum
coherences, (a)SQ, (b)DQ and (c)TQ. The complex DQ signal (Row II.) shows
signal cancellation due to opposite phases for the two phase-cycles. For the
SQ and TQ signals, signal addition is constructive. (d) and (e) show the spectra
for the individual phase cycles (ξ = ±pi/2) as well as for the added signals
in (d) along the B0 offset and (e) along the echo time. Signal cancellation at
25Hz and 75Hz can be observed.
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6.3 Magnetic field inhomogeneity bias
The third phase cycling option, called Fleysher’s, recognized the possibility of
extreme signal loss in the presence of B0 inhomogeneity. Fleysher’s two cycles
along with its reconstruction are presented in Figure 6.4 exemplary for an offset of
10 Hz. The full signal recovery (neglecting relaxation) can be appreciated in the
amplitudes of the spectrum Sˆreco. The full simulation, including relaxation and a
range of 100 Hz offsets shows again an oscillatory pattern for the MQC signals along
the B0 offset with occurrences of complete signal loss. The key point is that the
two cycles are complementary in exhibiting signal cancellation and signal maximum
(Figure 6.5 ). For our set of simulation parameters e.g. at an offset of Ω = 25 Hz the
signal is recovered in the second phase cycle while being completely cancelled in
the original phase cycle. The oscillation of the original signal thus has a counterpart
in the additional phase cycle.
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Figure. 6.4: Option3 Phase Cycle and Reconstruction without Relaxation under B0 Offset:
To recover from B0 offset bias two cycles were chosen (a) ξ = pi/2, the original
phase cycle (b) ξ=0, the additional 6-step phase cycle with the resulting spectra
in (c), (d). Their addition and subtraction Sˆ++Sˆ−, in combination with a reverse
of the known B0 offset results in the recovered Spectrum (e). The amplitudes
in e) are the initially set values for the simulation which shows that the signal
was effectively recovered, independently of the B0 offset.
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Figure. 6.5: Fleysher cycle, along echo time and varying B0 offset from 0Hz up to 100Hz:
Magnitude and phase signal are shown for the SQ and TQ to show the differing
oscillation due to B0 offset. This offers the possibility of signal reconstruction,
shown in the spectra data below. Further, the second dimension shows the
signal evolution with differing signal maxima of SQ and TQ signal along echo
time (f). For our set of parameters, the signal in (a) vanished at 25 Hz and
75 Hz offset. In (b) the signal vanished at 0, 50 and 100 Hz. Eventually, the
reconstructed spectrum is independent of the B0 field offset.
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6.4 Stimulated echo bias
Fourth, the phase cycles for stimulated echo (STE) mitigation, proposed for the
SISTINA sequence, were simulated (Figure 6.6). The STE signal can potentially
bias SQ signal measurement. The STE signal overlaps with SQ signal and showed
a relative maximum signal of 0.16 (red cross) at an echo time of TE= 10 ms which
coincided with the maximum signal of the TQ signal. This was analytically expected
due to the maximum signal at TE equal evolution time τ1. STE phase signal is
opposite for the phase cycles that were proposed by SISTINA and thus the sum of
the complex STE signals in the form of SSTE =
√
(S1stim + S2stim)
2 indeed, cancels
out.
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Figure. 6.6: Stimulated Echo Signal Biases under B0 Inhomogeneity and Relaxation: SQ
and Stimulated echo (STE) signal for varying echo time (TE) from 0ms to 30ms
(x-axis) and varying B0 offset from 0 to 100Hz (y-axis). (a) SQ Signal without
STE signal bias, (b) shows only the STE signal, with the expected maximum
at 10ms which coincided with the set evolution time tau1 (c) shows the SQ
signal with STE signal bias. (d, e): for varying echo time (TE) from 0ms to
30ms (x-axis) and varying B0 offset from 0 to 100Hz (y-axis). (d), (e) show the
for the phase cycle 1 and 2. It can be observed that the phases are opposite
are opposite of each other.
However, considering STE signal expression, one can observe that STE is indepen-
dent of Φ1 as its phase term is e?i(p1(m)Φ1+(0−p1(m)Φ2) = eip1(m)ξ. Thus, STE signal
can be considered as a “zero-quantum coherence" (ZQ) signal. For both options 3
and 4 the STE signal bias was simulated (Figure 6.7 ). In Figure 6.7I the STE signal
bias was mitigated by reconstruction of the respective B0 offset. The alternatively
proposed sum of squares magnitude reconstruction still showed the STE signal
as an offset. A sum-of-squares reconstruction was performed as indicated in the
SISTINA publication. Figure 6.7 shows the signal from the four SISTINA cycles as
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noted in Figure 5.2. Sˆ3 and Sˆ4 appropriately compensate for the B0 offset in S1 and
S2 as shown in their reconstructed combination Sˆ1+ Sˆ3 (Figure 6.7f). STE signal
still remains as an offset after sum of squares reconstruction of S1 and S2. Finally,
Figure 6.7g shows the full reconstruction using all four cycles, which shows a higher
SNR due to averaging.
at TE = 10ms
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Figure. 6.7: Spectra with STE signal bias at echo time TE = 10 ms and varying B0 offset
from 0 to 100Hz (y-axis). The STE signal bias appeared at the zero-frequency
in Fourier domain. I. Fleysher cycles with reconstruction using B0 values leads
to full recovery with no offset. Alternatively, a sum of squares reconstruction did
not remove the STE offset. II. SISTINA phase cycles were simulated with STE
signal. On the right of the arrow the spectra were reconstructed from the data
(a-d) (e) magnitude reconstruction of S1 and S2. (f) magnitude reconstruction
of S1 and S3 (g) magnitude reconstruction of all four contributions. STE signal
was not removed in the reconstructions and still visible in the zero frequency.
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6.5 Simulation Summarizing Thoughts
This chapter has reviewed the three key aspects of phase cycle simulation under
B0 offset and relaxation effects. Recapitulating the simulation results, it appears
crucial to compensate for B0 offsets while STE is inherently isolated upon Fourier
transform of the MQC signals, as is DQ. An efficient choice for MQC measurements
is thus Fleysher’s 2x6-steps phase cycles. However, SISTINA’s design offered an
interesting addition by electing for a multiple-echoes readout to sample MQC signals
along time albeit in a larger raster time than TQTPPI. Therefore, the combined design
of 2x6-steps phase cycles and a multi-echo Cartesian Single and Triple quantum
Imaging of sodium (23Na) (i.e. CRISTINA) was implemented and investigated on a
phantom in the following.
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Methods III: Development of
CRISTINA, a clinical
multi-quantum imaging
sequence
7
7.1 Clinical TQTPPI Spectroscopy
The preclinical TQTPPI, global spectroscopy sequence, was transferred to the
human scanner and tested on agar phantom of agar concentrations (0% to 5%) with
sodium concentrations in the range of 50mM to 154mM. Additionally the sequence
was tested on 9 healthy volunteers in the brain. Measurement was done with a
double resonant 23Na, 1H transmit, receive birdcage, head coil. The acquisiton time
of the spectroscopic TQTPPI sequence was 2.3min. ∆Φ was set to 45◦ and the
2x8step phase cycle was used for comparison to the preclinical results. A total of
34 phase cycles was measured for averaging.
Table. 7.1: TQTPPI sequence parameters at clinical scanners
Parameter 7T 3T
TR 300 ms 200 ms
τ1,∆τ1 0.5 ms , 200 µs 0.5 ms , 200 µs
90◦ pulse duration 500 µs 200 µs
τ2 150 ± µs 150 ± µs
Phase cycles 16 20
Φ1,t=0,∆Φ1,t=0 90◦, 30◦ 90◦, 30◦
acquisition time 2min 30s 1min 36s
7.2 Imaging Sequence Requirements
The simulation insights were transferred by developing an efficient sequence for
clinical scanners. Several considerations had to be made for developing a sequence
with the aim to use on healthy volunteers as well as on patients. First, the specific
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absorption rate (SAR) limits, defined as the absorbed RF poser per mass and is
measured in watts per kg (W/kg), have to be respected and guideline limits for
the head are around 3W/kg/10min. Lengthening the rectangular pulse widths of
the second and third pulse reduced RF power, especially by lengthening the pulse
width of the first sinc-shape pulse. The sinc-shape pulse was chosen as standard
method for slice selection, to choose a rectangular slice. The Fourier Transform
of the sinc is a rectangle, hence this is an optimal pulse choice for slice selection.
The second point was the overall sequence acquisition time. A time proportional
phase increments, is clinically not feasible due to acquisition time length. Moreover
for simulation settings the optimal evolution time, τ1, for TQC signal was in the
order of 10 ms using clinical T2 relaxation values. This value can be estimated
individually by a pre-measurement with the global TQTPPI spectroscopic sequence
(2min) a subsequent fit. It remains an estimation due to the global sequence. The
fixed evolution time, at the optimal evolution time corresponding to the TQ signal
maximum, then features the optimal signal measurement.
A multi echo Cartesian MQC imaging sequence, “CRISTINA”, was developed that
features the possibility of easy switching between different phase cycle choices by
variable Φ0, ∆Φ and phase shift ξ. A cartesian readout was chosen for efficiency
and ease of reconstruction, as well as the fact that the TQC signal of interest is
maximal at a later echo time (Chapter 6). The multi-echo implementation allows
efficient signal capture of both TQC (later echo times) and SQC (early echo times).
The parameters of the presented measurements can be found in Table 7.2. The
full phase cycle of 2pi was repeated N times. The image resolution was increased
by 4 fold zero filling. The phase cycles of Option 3 were chosen. Moreover, a B0
map can be calculated directly from the multi-echo phase data: Knowledge of the
B0 inhomogeneity enabled a voxel wise reconstruction with the acquisition of two
phase cycles (ξ1 = pi/2 and ξ1 = 0). A phantom, consisting of 8x60 ml tubes with
varying concentrations of agarose (0%-5%) and sodium (50-154 mM) was imaged
at 3T and 7T (Siemens Magnetom) with a 1H/23Na Head coil, 1Tx/1Rx.
7.2.1 CRISTINA Multiple echo signal acquisition
The multi-echo 2D Cartesian Imaging sequence for SQ and TQ 23Na (CRISTINA)
was developed (Figure 7.1). Multi echo data acquisition allowed to follow the charac-
teristic signal evolution of SQ and TQ coherences simultaneously, and reconstruct
B0 map on the same data set. A processing pipeline was designed to combine the
two phase-cycles with the B0 map, then fit the multiple echo times and finally retrieve
SQ, TQ amplitudes and relaxation times, free of B0 and STE biases. Sequence
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Figure. 7.1: CRISTINA 2D multi-echo sequence, multiple-coherence imaging scheme,
featuring a slice selective excitation sinc pulse
Figure. 7.2: Multi-Tubes Agar Phantom: the phantom, consisted of 8 phantom tubes of
filling size 100ml and 4 phantom tubes of filling size 14ml with varying Agar
and sodium concentration.
performance was assessed on agarose phantom and in 5 healthy volunteers at
7T(Siemens Magnetom) for the brain with a 1H/23Na Head coil, 1Tx/1Rx. Agarose
phantom was comprised of 8x60ml tubes with scaled agarose (0%-5%) and sodium
content (50mM-154mM). Measurement parameters: 48x32 matrix, zero-padded
to 128x128 for reconstruction, FOV=230mm2 (250mm2( in vivo) for one 20mm
slice. In vivo, phantom vials were positioned next to the head: (Left:4%50mM and
4%100mM, Right:2%100mM).The bandwidth was 330Hz/Px(400Hz/Px in vivo),
resulting in a minimum echo time of 1.15ms(1.13ms in vivo) by allowing asymmetric
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Table. 7.2: CRISTINA Sequence Parameters
Parameter
Phantom
Scan
HighResolution
7T
Phantom
Scan 3T
In-vivo
Scan 7T
In-vivo
Scan 3T
N full phase cycles 10 30 12 30
Matrix Size 48x32 22x20 48x32 22x20 to24x28
Matrix Size after zero filling 128x128 80x80 128x128 80x80
2D Slice thickness 20 mm 20 mm 20 mm 20 mm
∆Φ 30◦ 30◦ 30◦ 30◦
N Echoes 20 20 25 20
TE minimum 1.15ms 1.13ms 1.13ms 1.13ms
∆TE 2.88ms 2.88ms 2.88ms 2.88ms
τ1 † 13.3ms 13.3ms 10-13ms 13ms
TR 390 170-290 390 170-290
scantime per cylce 29min 24min 29min 24min
The table states the relevant parameters of the CRISTINA sequence to obtain the images presented.
† measured by TQTPPI global spectroscopy sequence with ∆Φ = 30◦.
k-space acquisition. The subsequent 19(24 in vivo) echoes were fully sampled with
a ∆TE of 3ms.
7.2.2 Multiparameter Maps by Fit
Adding multiple echoes after the third pulse eases the capture of optimal TQ signal
(TE =τ1) and facilitates fitting of the signal to obtain T2* values. T2∗slow and T2∗fast
maps were obtained by a subsequent voxel-wise multi-parametric fit of the SQC
and TQC signal evolution Equation 5.3 and Equation 5.5 using GlobalSearch in
Matlab with the fmincon solver to find a minimum of the multivariable function. The
value of TQC at TE = 0ms is zero from theory and was added to the multi-echo
data to enhance the fit. The SQC signal at TE = 0ms was obtained by extrapolation
of the fit result, thus enabling an estimate of a zero-TE sodium signal.
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Results III: Clinical Results at
3 T and 7T
8
8.1 Spectroscopic TQTPPI measurement
8.1.1 Phantom Results
Figure 8.1 shows the TQTPPI spectra of three agar phantoms, 154mMNa, measured
at the 3T clinical scanner. The resulting spectra of 0% agar does not show a TQ
signal, as expected. The 2% and 5% agar phantoms showed a TQ signal of 25.2%
and 54.0%, normalized to the signal of the SQ transition. This result shows that
TQTPPI global spectrum can be measured with sufficient signal to noise ratio on
human 3T scanner.
Table. 8.1: TQTPPI spectroscopic results at 3T
Phantom ASQS ASQL ATQ
TQ
SQ
[%]
TQ[%]
σ
T2∗l ms T2∗sms tTQms
0%,154 mM † 0.5 0.5 - - - 50.0 50.0 -
2%,50 mM 0.33 0.73 0.27 33.0 26 30.6 8.0 14.5
2%, 77 mM 0.27 0.71 0.26 27.5 42 36.3 10.7 17.7
2%, 100 mM 0.31 0.7 0.24 25.2 53 41.5 11.2 19.3
4%, 50 mM 0.36 0.62 0.31 50.1 25 28.4 4.5 9.7
4%, 100 mM 0.34 0.66 0.36 43.6 53 21.8 6.3 11.3
5%, 154 mM 0.42 0.6 0.39 54.0 42 22.3 4.6 9.7
The table gives the fit results after TQTPPI experiment for the individual agar phantoms. T2∗l = T2∗long;
T2∗s = T2
∗
short, tTQ gives the time for the maximum TQ signal. The TQ[%]/σ gives the signal to noise
ratio of the TQ signal, by dividing the signal strength of the TQ signal by the standard deviation of the
noise region of the spectrum. †The liquid phantom exhibited mono-exponential decay as expected
from theory and agrees with the value reported for CSF [49].
Comparison of the spectroscopic result with and without incrementing the evolution
time is presented in Figure 8.2. The TQTPPI signal along evolution time, showed
the typical oscillating and relaxing signal. The biexponential decay rate, and the
evolution time resulting in the highest TQ signal, was obtained by a fit on the TQTPPI
data. The TQTPI spectrum was then measured with a fixed evolution time signal
along multiple phase cycles to match the data size of the TQTPPI signal data. In
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Figure. 8.1: The TQTPPI signal and spectral results along with the respective fit are shown
for three phantoms at 3T: I) 0% agar and 154mM 23Na, II) 2% agar and 154mM
23Na, 5% agar and 154mM 23Na. The left column shows themeasured TQTPPI
signal (black) as well as the fit result (red). The middle column depicts the
spectrum with the TQ and SQ transitions. For better visibility the TQ spectrum
is shown enlarged in the right column along with signal intensity, the noise
level and the comparison of the TQ signal strength to the noise level.
principle one full cycle of 2pi gives all information. Measurement of multiple cycles
also had the effect of increasing the SNR. The resulting signal along phase-time
showed an un-dampened sinusoidal signal, while stepping through the phase cycle.
Finally the convolution of the bi-exponential decay with the fixed evolution time data
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is depicted in the figure, showing the same signal evolution as the TQTPPI FID. In
(b) the absolute and real spectra are shown. The amplitude was obtained by Fourier
transform and normalization to the data size, giving the exact amplitude values.
Higher signal to noise ratio was found for the fixed evolution time measurement,
compared to the TQTPPI spectra and the Fourier transform of the convoluted signal.
Sinc-Pulse versus Rectangle pulse excitation:
For the development of a 2D imaging sequence a localizing first pulse is necessary.
For a rectangular slice selection a sinc shape, sinc(t) = sin(t)/t, pulse is usually
chosen due to the Fourier Transform relationship that transforms a sinc into a
rectangle. The spectroscopic TQTPI sequence sequence was compared for a
rectangular excitation pulse and a sinc excitation pulse. The comparison was
done at 3T at the two sites, Mannheim and Marseille. It can be seen that the sinc
pule excitation is less efficient in exciting the signal that is the starting point of the
coherence transfer. Nevertheless signal to noise ratio is sufficiently high that the
sinc pulse excitation was deemed acceptable in order to pursue the localization of
the signal in an imaging sequence.
Table. 8.2: TQTPPI for SINC and RECT pulse excitation
Pulse N ASQS ASQL ATQ
TQ
SQ
[%]
TQ[%]
σ
T2∗l ms T2∗sms tTQms
45◦ increment measured at 3T, Mannheim
Rect 30 0.49 0.54 0.15 17 95 29.0 5.3 11.4
Sinc 20 0.48 0.59 0.10 11 32 29.2 5.9 14.7
30◦ increment measured at 3T, Marseille
Rect 20 0.53 0.50 0.15 6 35 27.1 5.72 11.4
Sinc 20 0.36 0.71 0.08 5 19 27.5 6.7 13.8
The table gives the comparison of sinc and rectangular pulse excitation measured on the agar phan-
tom. T2∗l = T2∗long; T2∗s = T2∗short, tTQ gives the time for the maximum TQ signal. The TQ[%]/σ
gives the signal to noise ratio of the TQ signal, by dividing the signal strength of the TQ signal by the
standard deviation of the noise region of the spectrum. N cycles were measured.
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Figure. 8.2: Comparison of incrementing the evolution time and fixed evolution time: (a) the
fixed evolution time is the not dampened sinusoidal signal which goes along
phase-time. The unchanged evolution time results in the steady maximum
amplitude for repeated phase cycles. The TQTPPI with evolution time incre-
ment shows the typical oscillating and relaxing signal. The fitted bi-exponential
decay, convolved with the fixed evolution time data, results in a signal similar
to the TQTPPI FID. (b) shows the absolute and real spectra. It is visible that
the fixed evolution time data show a higher signal to noise ratio compared to
the TQTPPI spectra and the Fourier transform of the convoluted signal. The
real part of the spectra on the right highlights, the characteristic shape of the
triple quantum signal, following a double Lorentzian shape has its origin in the
bi-exponential decay.
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8.1.2 TQTPPI fit result in in-vivo Brain
Table. 8.3: TQTPPI in-vivo brain spectroscopic results at 3T and 7T
HC ASQS ASQL ATQ
TQ
SQ
[%]
TQ[%]
σ
T2∗l ms T2∗sms tTQms
3T - Mannheim
29y, f 0.5 0.5 0.10 11.0 59 33.7 4.8 11.3
28y, m 0.8 0.2 0.14 11.0 59 46.5 2.0 7.0
3T - Marseille
27.34y, m 0.8 0.2 0.10 11.5 36 50 2.3 7.4
28.3y, f 0.7 0.3 0.11 14.2 75 43 3.3 9.0
7T - Marseille
1. 19.6y,m 0.7 0.3 0.14 14.2 75 38.5 3.2 8.5
2. 38.5y,f 0.7 0.3 0.13 16.4 150 29.4 3.5 9.1
3. 21.0y,m 0.7 0.3 0.15 18.4 123 35.9 3.9 10.1
4. 33.5y,f 0.65 0.4 0.14 19.1 121 39.5 4.2 10.9
5. 34.9y,f 0.73 0.3 0.12 15.2 101 42.3 3.4 9.3
mean 0.7 0.3 0.13 11.9(3T) 57(3T) 39.9 3.4 9.2
16.7
(7T)
114
(7T)
std 0.09 0.09 0.02 1.5(3T)
16
(3T) 6.4 0.9 1.4
2.1(7T) 28(7T)
T2∗l = T2
∗
long; T2∗s = T2∗short, tTQ gives the time for the maximum TQ signal. The TQ[%]/σ gives
the signal to noise ratio of the TQ signal, by dividing the signal strength of the TQ signal by the stan-
dard deviation of the noise region of the spectrum. y stands for year and f for female, m for male, HC
for Healthy Control.
It can be seen that the maximum TQ time does not vary much between subjects
and also for different field strengths with 9.2±1.4ms. The global TQ/SQ signal
increased by 40% for 7T compared to 3T and also the Signal to noise level increased
(σ values) by 99%.
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8.2 CRISTINA multi-echo Phantom results
Figure 8.4 shows the raw images (a) acquired from the two phase cycles, and the
post-processing results with SQ and TQ images over echo time (b, c) as well as the
total reconstructed SQ and TQ images with B0 map values. Further the fit results are
presented in Figures 8.4 (g-j). Exemplary the reconstruction pipeline is also given
for one single voxel for better comparison to the simulation results (Figure 8.5). The
estimated τ1 from a TQTPPI global spectroscopic pre-scan (scan time ≈2min 30 s)
was 13.3ms. Two series of 4D images were obtained with the dimensions being x, y,
TE and Φ1. The Fourier transform along the repeated (x10) phase cycle dimension
Φ1 over the complex signal images showed the MQC spectrum as anticipated from
the simulations. Selecting single and triple quantum coherence frequencies, the
SQ and TQ images were reconstructed. Subsequently, Sˆ+ and Sˆ− were calculated,
as well as a B0 map from the phase images. Eventually, total SQ and TQ signal
images were reconstructed for each TE. A subsequent multi-parametric fit for the
SQ and TQ signals (Eq.5.3, Eq.5.5) was performed voxel-wise along the echo time
data, enhanced by the prior knowledge of TQ being zero at TE = 0ms. The results
are presented in Figure 8.6. The SQ signal evolution fit over the multiple echo
times allowed for extrapolation of the SQ signal to TE = 0ms where tissue sodium
concentration (TSC) in mM was determined by a linear fit of signal vs sodium content.
The TQ signal image is shown for TE= τ1 = 13.3ms. Exemplary, the signal evolution
measurement data with the corresponding fit results are shown for the 8 center
voxels of the phantom vials along TE, in range of 0 to 60ms, separately for the SQ
and TQ signal (Figure 8.6). The characteristic signal evolution of SQ and TQ signals
from the simulation was confirmed. Eventually, T2∗fast and T2∗slow maps, were
produced from the multi-parameter fit with values in the range of 0-12ms for T2∗fast
and 15-30 ms for T2∗slow. Moreover, the fitted values were evaluated in a circular
region of interest of phantom size for the 8 phantom tubes independently (ROI8).
The liquid phantom vial followed a mono-exponential decay with (1.7±2.4)ms T2∗fast
and a T2∗slow of (15.0±2.9)ms. The 2% agar vial in the center showed elevated
T2∗fast values in the range of (11±2.7)ms and lower T2∗slow values of(21.9±3.1)ms
compared to the 4% and 5% agar phantoms with T2∗fast in the order of 5ms and
T2∗slow in the order of 27ms. Further, mean sodium concentrations and its standard
deviations were evaluated in eight regions of interest(circular size, few pixels smaller
than the phantom), in the SQ image at TE = 0ms and the values were plotted against
signal strength. Figure 8.6 shows a linear relationship for the SQ signal against TSC
(R2 =0.75, p-value = 0.006) as well as for the ratio TQ over SQ signal against agar
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Figure. 8.3: Agar Phantom and Exemplary Spectra: The phantom composition is presented
along with a representative spectrum of a center voxel of each tube, taken
from the CRISTINA dataset to build the connection of understanding to the
preclinical and spectroscopic results.
concentrations (R2 =0.87, p-value = 0.0007). Higher signal strength was observed
for increased agar content, regardless of the sodium concentration.
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Figure. 8.4: Measurement data and subsequent post-processing pipeline: a) Initial signal
of the two independent phase-cycle sets. The multiple slices indicate that the
2D slice is measured multiple times with stepping through the phase cycle for
one TE. On the same height the box shows the initial, complex, sinusoidal
signal for a single voxel. b) Fourier Transformation along the phase-axis. This
results in a characteristic spectrum for each voxel. Here the multiple slices
indicate, that the measurement is performed in multi-echo mode and giving a
4D data set (x, y, spectrum, TE). c) The B0 map reconstruction results from
the multiple echo data. Finally the total SQ and TQ image is along TE shown
by choosing the frequency of the SQ and TQ transitions.
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Figure. 8.5: One Pixel CRISTINA Result: For comparability to simulation results, the one
pixel result shows the spectra for the two phase cycles with TQ and SQ signal
along TE as well as the reconstruction. Also the difference and advantage
in using POCS reconstruction can be seen by comparing images (a,b) to the
images in Figure 8.4. More details are preserved using POCS. Here the signal
without POCS reconstruction was shown for comparison.
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Table. 8.4: CRISTINA Phantom Results
Nr Agar(%) Na(mM)
T2∗l
(ms)
T2∗s
(ms)
tTQ
(ms)
Ratio
(x10−2)*
SQTE1
**
SQTE0
***
1 0% 154mM
22.7
±2.7 0.9±1.4 3.0
1.0±
0.2
19.8
± 0.2
21.4
± 0.2
2 4% 100mM
19.6
±5.7 4.8±0.7 9.7
2.9±
0.4
11.7
± 0.2
14.6
± 0.2
3 4% 154mM
17.9
± 2.0 5.0±0.6 12.8
3.0±
0.2
16.1±
0.2
19.7
± 0.2
4 2% 130mM
25.9
±12.0 3.7±0.5 8.4
1.1 ±
0.2
16.7
± 0.3
22.7
± 0.3
5 5% 154mM
16.6
±1.9 4.0±1.0 12.8
3.1±
0.2
16.1±
0.2
20.7
± 0.2
6 4% 50 mM 28.1±8.4 4.3±0.5 17.0
2.6 ±
0.3
6.6±
0.1
8.3 ±
0.1
7 4% 100mM
17.6
±0.8 4.7±1.2 12.8
2.6±
0.3
15.0±
0.2
19.6
± 0.2
8 2% 100mM
17.6
±0.8 3.8±2.2 15
1.7±
0.2
11.7±
0.2
13.2±
0.2
T2∗l = T2
∗
long; T2∗s = T2∗short, tTQ gives the time for the maximum TQ signal. SQ is given at the
measured first echo time TE1 = 1.13ms and at the fitted SQ result for TE=0ms. *The linear regression
model result: R2 = 0.87 (p-value = 0.0007) . **The linear regression model result: R2 = 0.81 (p-value
= 0.0022) . ***The linear regression model result: R2 = 0.75 (p-value = 0.0058)
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Figure. 8.6: TQ signal and SQ signal Phantom result over TE, Relationship SQ-Signal to
TSC(mM) and TQ-Signal to Agarose Content: phantom numbers are shown
again in the sketch along with phantom contents. Spectroscopic result for the
different phantom tubes is shown for comparison to preclinical results. Center
voxel SQ and TQ signal evolution over echo time with respective voxel wise fit.
SQ signal is only shown for a selection of 4 tubes with different sodium content
for a clearer plot. TQ signal evolution showed the, from simulation expected
signal increase until approximative τ1. Sodium content versus signal strength
at interpolated echo time 0ms shows qualitatively a linear relationship. TQ
signal at echo time of 13ms normalized by SQ signal strength was comparable
for the same agar concentrations. Liquid phantom as well as 2% agar density
can be well distinguished from the 4% and 5% agar density.
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8.3 CRISTINA multi-echo in-vivo results
In Volunteer1 and 5, the skin was notably more visible in the TQ image than in the
SQ image. Comparison of volunteers and patients is warranted to discern TQ signal
potential variations in diseased tissue.
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Figure. 8.7: CRISTINA results for 5 healthy volunteers in the brain. 2D slice position and
shim volume is shown for a T2 weighted scan. The B0 map was calculated
from the first two echoes of the signal along Φ, to reconstruct the total SQ and
TQ images along echo time. It shows variations between -150Hz to +100Hz
(i.e. multiple B0-induced signal cancellation are expected) and differences
between volunteers, highlighting the need for B0 correction. The TQ signal is
shown averaged over echo time from 4ms to 21ms for higher SNR.
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Discussion 9
The more commonly available higher field strengths open up sodium measurement,
and in particular, multi-quantum techniques to a broader community which is why
it is important to correctly interpret the signals that are acquired. A deeper insight
into the formation of the TQ signal on the cellular level was crucial to establish
as a potential biomarker for clinical diagnostics and therapy monitoring. In this
thesis the overall aim was to gain further insight into the triple-quantum signal be-
havior on a cellular level as well as a transfer and development of triple-quantum
measurement techniques to the clinics to eventually leverage this signal as a new
biomarker for clinical diagnostics and treatment monitoring. This aim was pursued
in three different parts. The first part, the preclinical work, comprised an important
starting point in order to justify the triple-quantum signal as an important indication
for cell vitality and hence give the basis of developing a new biomarker. The result
of healthy cells showing a TQ signal whereas dead cells did not is an important
finding for future investigations. Moreover, the ongoing discussion of separation
extra- and intracellular cell compartments based on the triple-quantum (TQ) signal
was addressed by liposomal cell phantoms showing that the TQ signal came from
double lipid membrane interaction.
In the second part, a simulation study was carried out, that attempts to explain the
coherence transfer mechanisms in the three-pulses sequence in a graphical way,
important for the multidisciplinary field of MRI and will be freely available. The under-
standing of the different options for measuring TQC signal along with the resulting
efficient phase-cycling choice is especially important, as sodium MR techniques are
on the rise thanks to hardware improvements. Eventually, probing MQC signal in
sodium MRI allows to fully capture the underlying physical properties within each
voxel. Further, this part served to analyze and find an optimal way of measurement
that can withstand common biases of every day clinical MR scans, with the most
important being B0 inhomogeneity. Not addressed, the B0 inhomogeneity can lead
to serious signal drop outs and therefore might lead to erroneous conclusions in the
quantification of TQ signal.
An ideal way of combining existing measurement techniques was found by this
simulation study which was confirmed by implementation and measurements in
the third part of the thesis. The implemented Cartesian multi-echo, multi-quantum
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MR imaging sequence (CRISTINA) fills a gap in the clinical community because
its justification is based on simulation and further the reconstruction and signal
fitting code will be made freely available. The Cartesian signal acquisition facili-
tates reconstruction in comparison with radial techniques. TQ imaging sequences
are even less common than SQ imaging techniques in clinical trials. An argu-
ment for giving important cellular vitality information was delivered in this thesis by
the preclinical work which makes clinical TQ signal measurements an important tool.
9.1 Preclinical Findings
A deeper understanding of the connection between the TQ signal and cellular pro-
cesses was gained from the cell and liposome experiments.
The central question of intra- and extracellular signal separation was addressed
by comparing the TQ signal from human HEP G2 liver cells on a microcavity array
chip to liposome and nanoparticle solutions. The latter served to model different
scenarios of sodium ion encapsulation in a cell like double-lipid membrane structure
of liposomes. The liposomes and nanoparticles experiments allowed to interpret the
TQ signal formation of the cells. Initially, two types of simple liposome types were
envisioned, the first with sodium ions inside the liposomes and the second type
of liposomes with water inside. Both being immersed in liquid saline solution. As
expected, liposomes with “intra-cellular” sodium ions showed a TQ signal. However,
on the basis of liposome results alone TQ signal formation could not be attributed
directly to one of the two scenarios: TQ signal arose from: A) the sodium ions that
were encapsulated, or B) the sodium ions from extra-liposomal space, in the vicinity
of the membrane. Liposomes without sodium ions inside showed no TQ-signal
(2σ). This leads to the interpretation, that sodium ion interaction with the membrane
from the extra liposomal space does not suffice to result in a TQ signal, given the
measurement settings.
Chemical sciences literature reported that sodium ions can be trapped within the
negatively charged fatty acids structure of the liposome double-lipid membrane
due to the mixing production process and the permeability coefficient of sodium
ions and water [40, 99, 100, 101]. A denser packing of the lipids with a change in
configuration of the lipid acyl chains was reported [103]. Because the water filled
liposomes did not exhibit a TQ signal, a penetration of sodium ions into the cell
membrane from extracellular space did not occur despite the strong gradient of
extracellular (154mM) and intracellular (0mM) sodium. Nanoparticles served to
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differentiate TQ signal arising from the entrapped sodium ions within the double
lipid membrane structure or the intra liposomal space because nanoparticles show
no lipid-bilayer membrane structure. TQ signal was comparable to the reference
measurement of the bioreactor filled with cell medium solution. In summary TQ
signal in the liposomes was produced by the ions, entrapped within the double lipid
layer structure and TQ signal did neither arise due to “intra-cellular" space of the
liposomes nor through the interaction of the sodium ions with the membrane from
“extra-cellular" space. It has to be noted that the produced liposomes present a
greatly simplified version of cells, as cell organelles and membrane proteins are
missing. This simplified model facilitated the search of the origin of the TQ signal
around biological membranes. A detailed study with physiological intra- and extra
cellular protein concentrations could be done in the future.
Bioreactor measurements with HEP G2 liver cells
Three insights were drawn from the bioreactor cell measurements: 1) Vital cells
exhibited a TQ signal. 2) Perfusion stop (CPS), leading to a decreased oxygen and
nutrient supply, resulted in a lower, but measurable TQ signal. A down-regulation of
the metabolism of the cells in the situation of low oxygen supply can be imagined.
Re-perfusion of the cells on the third day resulted in a TQ signal close to the original
value of the first day. Standard perfusion re-supplied constantly aerated medium
with nutrients and oxygen for the cells. The setup was not modified during the
perfusion stop and re-perfusion. 3) dead cells which were exposed to air without
cell culture medium for about 20 min showed no TQ signal within the sensitivity.
Light microscopy confirmed, that the cell constituents were still on the chip, although
it is unknown if cell apoptosis destroyed the cell compartments. Reference mea-
surement of the bioreactor showed that the background TQ signal deviated only by
one standard deviation from the noise level. These results suggest, that viable cells
exhibit a TQ signal, whereas impaired cells do not. Under the lack of nutrients and
oxygen, the in vitro cells showed a lower TQ signal strength which was recovered
when supply of oxygen and nutrients achieved original values. The recovering TQ
signal showed that the cells survived the period of stress. The metabolism change
could have affected the transmembrane transport of sodium which is a process that
needs energy and resulted in a change in TQ signal strength. Further studies could
relate the TQ signal to the sodium-potassium pump directly by specifically blocking
it’s functioning with the drug oubain as e.g in [45].
Additional cell line
Further, the TQ signal could be linked to viable versus dead cells, because dead
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cells did not exhibit a TQ signal whereas living cells did. This result was confirmed
by another cell line, the neonatal cardiomyocytes, where there is an added visual
confirmation in the continuing beating of the cell compounds on the microcavity
array chip. Experiments were conducted under standard perfusion and perfusion
stop conditions to mimic the situation in myocardial infarction, where obstruction
of blood flow is observed leading to cell death. A significant TQ signal under
standard perfusion was measured which declined in the non-perfusion state, hence
the TQ signal could be a potential marker for ischemia as well as for detecting
live cells. Isoprenaline stimulation did not show a notable increase in TQ-signal.
However, it was reported that Isoprenaline stimulation in cardiomyocytes is affected
by culture conditions. Bovine serum which was added to the medium already acts as
a stimulator for hypertrophy in neonatal cardiomyocytes. Therefore, cells should be
cultured in basal medium to study the hypertrophic response due to Isoprenaline.[90,
92]
Study design limitations
The bioreactor experiments are not without limitations. The human liver cell loaded
microcavity array presents a valuable way to study cells in vitro with MR techniques.
However, the physiological structure of the 3D cell compound in the bioreactor differs
from real human tissue structure. Notably, the extracellular space in this setup is
comprised of collagen. This lack of extracellular space, as found in vivo, made it
possible to attribute the measured TQ signal to originate from the cells. Due to
the difference of the cell culture and real human tissue in an organ, it would be
valuable to measure the TQ signal in vivo. Additionally, different cell lines should be
measured to transfer the findings from human liver cells to other cell lines. A further
limitation is that there was no additional reference used to measure the viability of
the cells. Within the presented experimental setup, it is not possible currently to
incorporate, e.g., fluorescence microscopy verification in a meaningful way. For
microscopy evaluation, the cells have to be taken out of the bioreactor and therefore
cannot give information at the same time as the sodium TQ-signal. A dual resonant
surface receive coil could facilitate interleaved 1H spectroscopy measurements
to get additional insight in the metabolism of the cells, however loss of sensitivity
compared to the single resonant sodium surface coil could be problematic given the
low TQ signal. Further, the multivariate data fit results present an approximation.
The bi-exponential model was fitted to all data, with the fit boundaries enabling
mono-exponential decay. This study was not done with toxic shift reagents to sepa-
rate intra- and extracellular cells.
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Single Voxel Localization
With current settings, LOC-S triple-quantum signal was higher for equal voxel size
and material than for LOC sequence. However, the latter sequence takes longer be-
fore data readout due to the additional 180◦ pulse which leads to signal drop. Further
optimization of the crusher gradients and pulse shapes could reach higher resolu-
tion. Increasing the evolution time enhanced the TQ signal due to the difference in
relaxation time of SQ and TQ signal. This effect could be phantom dependent be-
cause a difference of 2ms for the optimum evolution time was measured. Especially
for localization, where low TQ signal is problematic, it is useful to measure at the
optimum time point. The exact time point could be further evaluated in a simulation.
Two methods for single voxel localization of the TQTPPI sequence were successfully
implemented and validated on phantom and in-vivo rat. Localization performed well
in- vitro and in-vivo for voxel sizes of 10x10x40mm3 without destroying quantum
coherences. In-vitro results further showed that a varying agar concentrations with
equal sodium concentrations could be distinguished based on the triple-quantum
signal with both sequences.
The presented pre-clinical work could be extended to incorporate cell organelles
and proteins within the inner compartments of the cell phantoms as well as adding
typical external cell proteins on the outside in concentrations comparable to the in
vivo situation. Investigating the level of protein concentration that leads to a triple-
quantum signal could refine the intra- versus extracellular TQ signal discussion
further. This work suggests, that the TQ signal of cells (studied on HEP G2 and
cardiomyocytes) could be useful as an indicator for normoxic and thus actively
metabolizing cells, reflecting the activity in transmembrane sodium transport. The
unique bioreactor setup enabled mimicking of hypertrophy ex-vivo and observation
of the corresponding TQ signal. In translation to the clinic, in vivo cardiac TQ signal
could provide additional information that relates to cell function.
9.2 Simulation work and clinical transfer
A step forward was the translation of the in vitro cell experiments to human studies,
to investigate and possibly classify the TQ signal in healthy and diseased tissue.
The rationales for different sequence designs for TQ coherence sodium MRI mea-
surement were considered in a unified formalism, theoretically and graphically. From
the improved understanding of the different options, an efficient design was pro-
posed to compensate for B0 and stimulated echo in only 2x6-steps phase cycles.
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The proposed CRISTINA sequence further leveraged multi-echo readout to rapidly
sample the temporal evolution of MQ coherences. Eventually, CRISTINA data were
enhanced by the unified formalism to draw a complete characterization of the sodium
signal, including B0, relaxometry, total signal of both SQ and TQ coherences and
signal ratio. Although different options have been presented over the last decades,
an overview and comparison between the various techniques was lacking. Further-
more, a graphical and intuitive formalism to simulate the techniques of coherence
transfer and phase cycling was presented.
Indeed, both T2∗ relaxation properties and total sodium concentrations can be
inferred, provided that a calibrated sample is within the imaging plane. Thus, the
pairing of the common theoretical framework which was presented in this thesis
with the experimental design for efficient MQC sodium MRI can provide refined
tissue characterization and hence diagnostics and treatment monitoring. Simulation
results showed that the conventional six step phase cycle is, as expected, most
susceptible to B0 inhomogeneity. The additional phase cycle in quadrature for B0
inhomogeneity mitigation effectively alleviates the problem. The TQTPPI method
proposed a different second phase cycle to suppress DQ signals. However, the
DQ coherence signal is differentiated by Fourier decomposition and ends up at
twice the single quantum coherence frequency, whereas the TQ signal ends up
at three times the SQ frequency. Therefore, the additional cycle for DQ transfer
suppression doubles the measurement time with effectively an averaging repetition
of the SQ and TQ signal. The 45◦ phase increment over samples TQ and misses to
capture the full TQ signal amplitude. The Nyquist sampling frequency is twice the
highest frequency of interest, resulting in a maximum phase increment of 60◦ for
efficient TQ sampling. Any smaller phase increment results in oversampling and
serves to accumulate signal, which can be substituted by averaging. The advantage
of the TQTPPI method using time proportional phase increments is given in the
possibility of obtaining the T2∗ long and short values from the fit of the signal along
the evolution time without prior knowledge of the optimal evolution time. A standard
phase-cycle with fixed evolution time τ1 and one single echo readout in an imaging
experiment cannot provide this information.
The SISTINA design [94] focused on the phase cycle to suppress stimulated echo
signals. Although the stimulated echo signal is the highest at the time point of the
maximum TQC signal, the stimulated echo signal assimilates to a zero quantum
(ZQ) coherence signal, i.e. as a continuous offset, after Fourier decomposition. But
the interesting aspect from SISTINA was the multiple echo readout that allows to
capture the temporal evolution of both SQC and TQC. From the signals’ temporal
evolution, a multi parametric fit can model the bi-exponential relaxation and yield
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the distribution of the signal in the two T2∗ compartments. An additional feature
of SISTINA is the use of the dead time between the first and the second pulse
for one or multiple radial k-space acquisitions with ultra short echo time (UTE)
readouts. While these additional measurements can serve to improve the overall
SNR, CRISTINA results demonstrated that there is no extra information (notably
concerning SQ signal) carried within the UTE signal that cannot be inferred from the
later multi-echo Cartesian readout signal. Instead of sum of squares reconstruction
a quadrature reconstruction can be beneficial if a B0 map is unavailable. The
complex reconstruction involving the B0 map allows to recover the complete signal.
Fleysher’s two phase cycles choice focused on the B0 offset mitigation. This design
effectively helps to retrieve any lost signal and remove STE and DQC signals impact
while operating at the Nyquist frequency. Thus, an efficient MQC sodium-MRI
sequence design - named CRISTINA - was drawn that benefits from the efficient
Fleysher’s 2x6 steps phase cycles, in combination with SISTINA multi-echo readout
to mimic TQTPPI assumption-free signal sampling.
Experimental Proof of Concept of Multi Quantum Imaging
Sodium MRI is an important active field of research [105, 106, 107, 108, 109] with
new coils and clinical studies being published recently. However TQ techniques are
not well represented and CRISTINA TQ sequence could be of interest to interpret
pathologies. CRISTINA design was empowered by the theoretical formalism to
extract MQ signals free of B0, DQ and STE biases. The reconstruction of the
acquired Cartesian MQ data can be done straightforward using Fourier transform.
B0 can be mapped using a simple least-square fit of the phase data. And a multi-
parametric fit results in T2∗ fast and T2∗ slow maps as well as quantification values
for SQ and TQ signals. The asymmetric echo choice reduced the lowest possible
TE to 1.15ms and with extrapolation of the fit, a TE = 0ms SQ image can be
reconstructed. Therefore, all relevant information for quantification methods can be
obtained with the sequence.
9.3 Future Directions
Considerations and open points
Although the standard cartesian gradient echo sequence is much lower in SNR,
institutions without the possibility of sequence implementation are limited to this
option. Up to now the possibility of measuring sodium images with either density
adapted radial (DAR) or twisted projection imaging (TPI) relies on either collaboration
or in-house reimplementation. In order to finally drive sodium imaging into the clinic
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a consensus of the community is needed on which sequence to focus on so that a
vendor version can be discussed. This is crucial for establishing sodium images
for clinical diagnosis and therapy monitoring that are valid across different sites
and vendors. The easy to reconstruct, multiple-echo multi-quantum sequence,
CRISTINA, could be a valid candidate for such a trial. Further optimization remains
to be considered regarding acquisition parameters such as TE sampling and receiver
bandwidth. Currently, the phantom measurement took 20min per phase cycle but
was chosen with conservative values of 2-fold oversampling the TQ frequency
by ∆Φ = 30◦ and measurement of 10 full phase cycles for averaging. The total
measurement time of 40min could, therefore, be reduced by the use of ∆Φ = 60◦ and
fewer phase cycles. The matrix size was 48x32 and a subsequent higher resolution
was achieved by POCS reconstruction of the first asymmetrically acquired echo and
zero filling. Higher resolution acquisitions will be tested at 3 T and 7T. Moreover, it
must be noted that at present, CRISTINA remains a 2D imaging sequence, and for
the presented measurement set a relatively thick slice of 20mm was used. Further,
signal processing-based MR reconstruction from reduced data could be investigated
to speed up the measurement time [49, 110, 111, 112, 58, 62]. Compressed sensing
evolved in interest of reducing scan time by realizing that MR images are sparse
and therefore compressible. An accurate reconstruction from an under sampled
dataset can be achieved if the artifacts from under-sampling are incoherent and
reconstruction of the image is done by a nonlinear method. Especially sodium MRI
suffers from long scan times and could benefit from compressed sensing techniques
[69].
Machine Learning
Traditional machine learning algorithms in the form of supervised and unsupervised
learning (e.g. support vector machine, k-nearest neighbors, linear regression)
were proposed for classification on medical images to facilitate objective decision
making in the clinic [113, 114]. Especially when different imaging modalities (CT,
1H MRI, 23Na MRI, PET) are combined, a faster and more objective workflow could
potentially be established. Deep learning emerged as dominant technique for
supervised learning of labeled data and has been shown to yield excellent results
in the field of image recognition [115]. Certainly, there is a higher hurdle on the
usage of machine learning algorithms for medical imaging as they build the basis of
diagnosis and therapy and therefore need to be truthful. Nevertheless, especially
with deep learning methods great results have already been achieved in the field of
MRI in image acquisition acceleration, segmentation, and establishing a mapping
relationship from undersampled to fully-sampled k-space data [116, 117]. The field
of superresolution [118, 119] could prove interesting for improving the quality of
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sodium MR images keeping in mind advantages and limitations of deep learning
techniques for MRI [120]. So far there have not been publications on sodium image
enhancement using deep neural networks and there is ample opportunity to explore
emerging deep learning techniques that could enhance sodium images and resolve
challenges such as long image acquisition times and low resolution. A hurdle is
the need for a large number of high-quality training datasets and the risk of errata
due to overtraining. Necessity for careful analysis or reevaluation is evident and
guidelines for medical images should be established to guarantee meaningful data
that can be used for diagnosis or treatment monitoring. As the quality of the sodium
images lies at the basis for classification and deep learning techniques, keeping
mathematical reconstruction methods and refining further the signal acquisition
concepts to improve the poor SNR are still important tasks not to be forgotten in
the age of artificial intelligence. Specifically for the work of this thesis, the multi-
parametric fitting routines could be optimized in the future by e.g., using a neural
network approach[121, 122] and even considering the multiple dimensions instead
of working voxel per voxel.
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Conclusion 10
TQ signal was investigated as a biomarker for cell viability. TQ signal disappeared for
non-viable cells viable cells whereas for viable cells a TQ signal was obtained. A TQ
signal decrease was found during simulated ischemia in neonatal cardiomyocytes.
The intra versus extracellular study based on the liposomes yielded TQ signal
formation due to interaction of the sodium ions with the negatively charged fatty
acid chains. A separation of the compartments based on TQ signal is not possible
except if toxic shift reagents are being used. Simulation of the different phase
cycling techniques proofed an important tool to understand the deleterious effects
of magnetic field inhomogeneity (B0) as well as its remedy by acquiring two phase
cycles in quadrature that are reconstructed together to be robust against B0. These
phase cycles were successfully implemented in the CRISTINA sequence at clinical
scanners and successfully validated on an agar phantom. The study on five healthy
volunteers showed the importance of B0 field robustness and a TQ signal as well as
TQ to SQ ratio maps were acquired. Further clinical studies are needed to measure
the differences of TQ and TQ over SQ signal in pathologies. In conclusion, the TQ
signal could be an indicator of cell viability and be utilized in future clinical studies
to relate changes of the MQ multi-echo signal evolution to pathologies.
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