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Résumé
En conjonction avec les processeurs multicœurs, désormais omniprésents, l’utilisation d’architectures
spécialisées telles que les processeurs graphiques ou le CELL est une tendance forte du calcul haute per-
formance.
Atteindre les performances théoriques de ces architectures est un objectif difficile. Si de nombreux ef-
forts ont d’ores et déjà été portés sur les accélérateurs, l’utilisation de toutes les ressources de calcul,
simultanément, reste un véritable défi.
Nous avons donc conçu STARPU, un support exécutif original qui fournit un modèle d’exécution unifié
afin d’exploiter l’intégralité de la puissance de calcul tout en s’affranchissant des difficultés liées à la
gestion des données. STARPU offre par ailleurs la possibilité de concevoir facilement des stratégies d’or-
donnancement portables et efficaces.
Nous avons mis en œuvre quelques stratégies d’ordonnancement sélectionnables de manière transpar-
ente lors de l’exécution. Cela nous a permis d’étudier l’impact de l’ordonnancement sur quelques al-
gorithmes d’algèbre linéaire. Au-delà d’une réduction substantielle des temps d’exécution, STARPU
obtient des accélérations super-linéaires grâce à sa capacité à tirer un réel avantage des spécificités des
machines hétérogènes.
Mots-clés : Support exécutif, Multicœur hétérogène, Accélérateur, Ordonnancement
1. Introduction
Les architectures multicœurs sont désormais majoritaires, non seulement dans les ordinateurs de bu-
reaux, mais aussi dans les grappes ou les super-calculateurs. Bon nombre de machines sont également
équipées de cartes graphiques puissantes, et des processeurs multicœurs hétérogènes tels que le CELL
sont présents aussi bien sur des consoles de jeu grand public que dans le super-calculateur ROADRUN-
NER.
En conjonction avec les accélérateurs de calcul tels que les cartes graphiques (GPU), l’utilisation de
cœurs spécialisés s’avère très bénéfique en termes de capacité de calcul et de performance énergétique.
Les architectures de demain ne comporteront donc pas simplement plus de cœurs, mais certains d’entre
eux seront conçus pour des tâches bien spécifiques. Si cette approche offre une solution à certaines
limites physiques, elle introduit cependant de nombreuses problématiques, que ce soit au niveau des
modèles de programmation, des compilateurs, ou encore de la conception d’architectures passant à
l’échelle. Il est donc crucial de disposer d’un support afin de tirer parti de ces architectures complexes.
Nous avons donc créé STARPU, un support exécutif offrant une interface très expressive qui permet
aux applications de guider l’ordonnancement tout en s’affranchissant d’une gestion explicite des mou-
vements de données. STARPU se charge donc d’exécuter des tâches simultanément sur l’ensemble des
ressources de calcul, que ce soit des processeur ou des accélérateurs tels que des GPU, ou des CELL.
Dans cet article, nous étudions quels sont les objectifs d’un tel support exécutif et comment STARPU
fournit ces différents services. Nous décrivons alors la bibliothèque de gestion des données de STARPU,
et comment il est possible de mettre en place des stratégies d’ordonnancement portables. Nous étudions
alors les performances obtenues par STARPU sur différentes plate-formes hétérogènes. Enfin, nous com-
parons notre approche aux travaux apparentés avant de conclure.
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2. Quels besoins pour un support exécutif destiné au multicœur hétérogène ?
Les architectures multicœurs hétérogènes nécessitent donc un support particulier : cette section a pour
but d’établir quels en sont les objectifs et les contraintes.
Un modèle d’exécution unifié
Afin de satisfaire les besoins de portabilité, il est indispensable de modéliser les traitements de manière
uniforme, malgré l’hétérogénéité des ressources de calcul. L’utilisation d’un paradigme du type passage
de message, ou même de multithreading explicite, n’est pas vraiment adapté pour exploiter des machines
dont on ne connaı̂t pas la nature a priori. En revanche, le parallélisme de tâche permet de modéliser des
applications de manière efficace et portable, dès lors qu’il existe un moyen de bien distribuer ces tâches
sur les différentes plate-formes visées.
Dans le cadre de machines hétérogènes, ce paradigme peut se traduire par des tâches multi-versionnées,
c’est à dire qu’il est possible d’implémenter la même tâche sur différentes architectures, et d’exécuter la
bonne version selon l’architecture à laquelle la tâche a été affectée.
Gestion des données
L’utilisation d’accélérateurs implique une gestion explicite des mouvements de données au sein de la
machine : lorsqu’un calcul est affecté à une carte graphique, il est nécessaire que ses données soient
présentes sur la carte avant d’effectuer le calcul. Bon nombre de travaux autour des accélérateurs négli-
gent encore totalement cette problématique.
Il est fréquent que les applications supposent qu’il suffit de charger les données à l’initialisation de
l’application, et de récupérer le résultat à la fin. Cette approche ne permet pas d’exploiter plusieurs
ressources de calculs simultanément. Quand bien même il serait possible de traiter les différentes données
indépendamment, la répartition des traitements (et donc des données) reste à la charge du program-
meur, ce qui est incompatible avec notre objectif de portabilité.
Une autre approche consiste à déplacer les données entre la mémoire principale et l’accélérateur avant
et après chaque tâche. Bien que plus flexible, cette solution s’avère inefficace dès lors que le transfert des
données n’est pas négligeable devant celui du calcul lui-même. Cette approche n’est pas viable à terme
car les processeurs évoluent bien plus rapidement que les technologies de bus, qui deviennent un goulet
d’étranglement majeur.
Optimisation des performances
Il est particulièrement difficile de choisir comment répartir les traitements sur les différentes ressources
de calcul de manière statique. En revanche, le support exécutif doit être capable de prendre ces décisions
de manière dynamique et transparente pour le programmeur.
Un écueil possible est de choisir a priori sur quelles architectures peuvent s’exécuter les différentes
tâches, par exemple en implémentant certains traitements sur GPU uniquement. Une telle approche
statique ne peut pas tenir compte des nombreux paramètres qui déterminent le meilleur choix, selon
l’état de la machine, tout en restant portable. Dans notre modèle, le programmeur ne prend donc pas
cette décision et laisse au support exécutif le soin de répartir les différentes tâches multi-versionnées de
manière portable, et efficace.
3. STARPU, un support exécutif unifié
Nous présentons maintenant STARPU, un support exécutif destiné à exploiter les machines hétérogènes
et à répondre aux problématiques soulevées précédemment. Dans cette section, nous montrons com-
ment STARPU modélise et exécute des tâches de manière portable.
3.1. Interface de programmation
La notion de tâche multi-versionnée est donc une des principales structures de données que STARPU
fournit. Elle se compose de deux structures distinctes avec d’une part la notion de codelet et d’autre
part celle de tâche à proprement parler. Comme le montre la Figure 1, une codelet modélise un noyau
de calcul multi-versionné. Il s’agit d’une structure qui précise sur quelles architectures le noyau de calcul
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FIG. 4: Protocole de cohérence MSI
peut s’effectuer, et les implémentations associées. Une tâche STARPU consiste à appliquer une codelet
sur un jeu de données. Pour chaque donnée, le programmeur précise un mode d’accès (i.e. lecture et/ou
écriture). La structure de tâche ainsi montrée sur la Figure 2 comporte par ailleurs certains champs op-
tionnels, qui permettent par exemple de préciser un callback qui sera exécuté une fois la tâche terminée,
ou encore des indications pour guider l’ordonnancement tels qu’un niveau de priorité.
3.2. Structure de STARPU
Dans cette section, nous allons suivre le cheminement d’une tâche depuis sa soumission jusqu’à la no-
tification de sa terminaison à l’application. La Figure 3 montre l’exemple d’une tâche qui consiste à
appliquer la codelet f qui agit sur deux données A et B.
1. STARPU récupère les tâches que l’application a soumises de manière asynchrone
2. Il faut choisir où exécuter cette tâche : l’ordonnanceur distribue les tâches selon la politique d’or-
donnancement sélectionnée. Ici, la tâche a été attribuée à une carte graphique : la description de
la tâche est donc envoyée au pilote associé à cette carte (chaque unité de calcul est associée à un
pilote spécifique). Quand le pilote est disponible, il demande une nouvelle tâche à l’ordonnanceur.
3. Avant tout calcul, il faut s’assurer que les données sont disponibles sur la carte graphique. Afin
de masquer les transferts de données que cela implique, STARPU dispose d’une bibliothèque qui
met en œuvre une mémoire partagée virtuelle (ou DSM pour Distributed Shared Memory). Ici, la tâche
doit accéder aux données A et B. Le rôle de la DSM est double : elle permet de savoir que B est ici
déjà présente (et à jour) sur le GPU, et que A n’est présente que dans la mémoire principale ; elle se
charge par ailleurs de répliquer A (ou de la migrer dans le cas où l’on modifierait A) sur le GPU.
Les mouvements de données ainsi induits sont donc transparents pour le programmeur.
4. Une fois les données présentes, le pilote déporte (offloade) le calcul sur le GPU, c’est-à-dire qu’il
exécute la fonction correspondant à un GPU associée à la codelet.
5. Lorsque le pilote a détecté la fin du traitement, il peut le notifier à l’application si elle l’a demandé.
Les éventuelles tâches qui dépendaient de celle qui vient d’être effectuée sont alors traitées par
l’ordonnanceur.
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4. Gestion des données
Afin d’assurer la disponibilité et la cohérence des données sur les différentes ressources de calcul,
STARPU d’une dispose bibliothèque qui met en œuvre une DSM logicielle. Cette bibliothèque, que
nous avons décrite en détails lors de précédents travaux [1], propose une interface de haut niveau,
de telle sorte que pour STARPU, chaque donnée est un objet abstrait dont on assure la cohérence et les
déplacements de manière générique.
4.1. Cohérence des données
Une première approche pourrait consister à garder toutes les données en mémoire principale, et à y
accéder avant et après chaque calcul. Cette approche, dite « write-through », impose cependant une ac-
tivité très soutenue sur le bus, qui est pourtant un goulet d’étranglement majeur. En revanche, une
approche « write-back » effectue les transferts de données de manière paresseuse, c’est à dire lorsque
qu’ils sont strictement nécessaires. Afin de maintenir des données cohérentes, il faut que STARPU garde
une trace de tous les endroits où sont répliquées chacune de ces données. Ainsi lorsque l’on cherche par
exemple à accéder à une matrice depuis un GPU, on vérifie si cette donnée est directement présente
sur le GPU, dans le cas contraire on cherche un répliquât de la donnée puis on le copie sur le GPU.
Il faut toutefois noter que ce protocole distribué n’est pas directement utilisable dans le contexte des
accélérateurs : il est parfois impossible de transférer des données directement entre deux nœuds mémoires
(par exemple les cartes NVIDIA ne permettent pas encore de communications inter-GPU), de telle sorte
qu’il est parfois indispensable d’utiliser la mémoire principale comme intermédiaire.
D’un point de vue technique, la mise en œuvre d’un tel modèle est proche de celle d’un protocole de
cohérence de type MSI. Chaque donnée est ainsi associée à un vecteur qui décrit son état sur chacun des
nœuds mémoires. Trois états sont possibles, l’état invalide (I) indique qu’il n’y a pas de copie valide de
la donnée sur le nœud, l’état modifié (M) indique quant à lui que la donnée est disponible sur ce nœud
uniquement, et l’état partagé (S, pour shared) signifie qu’il existe plusieurs copies valides, dont une sur
le nœud. Comme le montre la Figure 4, l’automate qui décrit le protocole MSI indique également quels
transferts de données effectuer. L’approche de STARPU est générique puisque qu’une donnée peut tout
autant représenter une matrice creuse qu’une simple image, il suffit de savoir dans quel état se trouve
la donnée sur chaque nœud, et de disposer des méthodes pour effectuer les transferts de données entre
les différents nœuds. STARPU propose donc différentes interfaces mémoire afin d’accéder aux données
directement à l’aide des structures de données propres aux différentes classes d’algorithmes.
4.2. Mécanismes de mémoire virtuelle
Les ressources mémoire étant potentiellement limitées (e.g. 256 KO par SPU sur un CELL), il faut donc
s’assurer que lorsqu’une tâche doit s’exécuter, ses données puissent être placées dans la mémoire locale.
Le principe même de la DSM est de mettre en œuvre un cache logiciel, mais il ne faut pas qu’une tâche ne
soit pas exécutable parce que les données mises en cache occupent déjà trop de place. STARPU dispose
donc d’un mécanisme pour libérer de la mémoire en évinçant des données du cache, tout en assurant
leur cohérence et leur disponibilité ultérieure. Cela permet donc de traiter des problèmes dont la taille
totale dépasse celle des accélérateurs, dès lors que la granularité de chacune des tâches le permet.
4.3. Données hiérarchiques
En général, les noyaux de calcul ne traitent pas l’ensemble des données du problème : il serait bien peu
efficace de transférer une énorme matrice alors que l’on accède seulement à quelques éléments. STARPU
propose donc une interface pour ne manipuler qu’une sous-partie d’une donnée (par exemple un sous-
bloc dans une matrice dense). Cette interface repose sur la notion de filtre : un filtre est une fonction
qui partitionne une donnée en sous-parties disjointes. Il est par ailleurs possible de combiner différents
filtres de manière récursive, afin de représenter la structure d’une donnée sous une forme hiérarchique.
L’utilisation explicite de tels filtres résulte d’un constat simple : ces filtres ont en général une réelle
signification d’un point de vue algorithmique, donc puisque le programmeur connaı̂t a priori l’organ-
isation de données, autant le laisser exprimer ce qu’il sait plutôt que de laisser STARPU utiliser un
mécanisme vraisemblablement peu efficace dans le cas général (par exemple une partition des données
en segments de taille fixe). Ce mécanisme est similaire à la notion de distribution de données dans
HPF, même si notre approche est beaucoup plus flexible et générique puisqu’on ne manipule pas ex-
RenPar’19 / SympA’13 / CFSE’7
Toulouse, France, du 9 au 11 septembre 2009
clusivement des vecteurs ou des matrices denses. De la même manière que STARPU propose différentes
interfaces mémoire, divers filtres sont disponibles par défaut, et écrire un nouveau filtre demande très
peu d’efforts.
5. Ordonnancement
Face à la complexité des applications et des architectures émergentes, il devient de plus en plus diffi-
cile de distribuer les tâches de manière statique. Plus qu’un simple problème d’équilibrage de charge,
l’hétérogénéité nous conduit donc à considérer les techniques d’ordonnancement pour tenir compte des
spécificités des différentes ressources de calcul, comme nous l’avons montré précédemment [3].
5.1. Ordonnancement dans un contexte hétérogène
Les transferts de données ont un impact très important sur les performances, une politique d’ordon-
nancement favorisant la localité peut donc accroı̂tre les bénéfices liés à l’utilisation d’un cache de données
logiciel grâce à un meilleur taux de réutilisation des données. Étant donné que plusieurs problèmes
peuvent être résolu simultanément, et que les machines ne sont pas nécessairement dédiées (e.g. dans
le cadre du couplage de codes), il est nécessaire de considérer un ordonnancement dynamique. Dans le
cadre de plate-formes hétérogènes, les performances sont très variables, aussi bien en fonction des archi-
tectures (en termes de performances brutes) que selon le type de calcul (e.g. un code vectoriel ou bien des
accès mémoires très irréguliers). Il est donc indispensable de prendre en compte toutes les spécificités
de chacune des ressources de calcul lors de l’ordonnancement.
De la même manière que la gestion des données ou le déport de calcul est rendu complexe par l’hétéro-
généité, mettre en place des politiques d’ordonnancement portable est un problème qui nécessite un
support exécutif adapté. STARPU offre donc une interface de haut niveau qui permet d’écrire des poli-
tiques d’ordonnancement portables en combinant des mécanismes d’ordonnancements tels que le vol
de travail. La conception des politiques d’ordonnancement est ainsi totalement dissociée de l’écriture
des applications. Il est donc possible de sélectionner la politique la plus appropriée au moment de
l’exécution. Toutes les décisions d’ordonnancement sont typiquement prises lors de la soumission ou
de la terminaison d’une tâche, mais il est aussi possible de prendre ces décisions dans d’autres circon-
stances (e.g. un cœur inoccupé) ou de manière périodique.
5.2. Écrire des politiques d’ordonnancement portables
STARPU associe à chacune des ressources de calcul une file de tâches dans laquelle aller piocher (voire
soumettre) du travail. En pratique, cette file est une structure de donnée abstraite qu’il est possible
d’implémenter de la manière la plus appropriée à la stratégie (e.g. plusieurs files de priorités différentes).
Une politique d’ordonnancement peut également choisir d’organiser les files selon une topologie par-
ticulière (e.g. une file partagée par tout le monde ou une file par processeur). Écrire une politique d’or-
donnancement consiste à choisir la structure des files et la façon de les organiser, et à écrire les méthodes
appelées lorsque l’on soumet ou que l’on récupère une tâche depuis l’une de ces files.
Différentes politiques d’ordonnancement sont disponibles par défaut dans STARPU. Selon les appli-
cations, on pourra par exemple choisir une stratégie basée sur le vol de travail, ou encore sur des
niveaux de priorité. Afin de prendre en compte les spécificités des différentes ressources de calcul, il est
également possible d’utiliser des stratégies à base de modèles de coût, que ce soit pour modéliser les per-
formances brutes de chaque ressource de calcul (i.e. en GFLOP/S) ou pour prévoir le temps d’exécution
des différentes tâches selon l’architecture.
6. Évaluation : portabilité des performances
Dans cette section, nous évaluons les performances de STARPU sur différentes plate-formes hétérogènes
afin de mettre en évidence la portabilité de notre approche ainsi que l’impact de l’ordonnancement.
6.1. Environnement d’expérimentation
Les expériences présentées dans ce papier ont été réalisées sous LINUX 2.6, d’une part sur un environ-
nement hybride CPUs-GPU, et sur une PLAYSTATION 3 d’autre part. La plate-forme hybride CPUs-
GPU consiste en un quad-cœur E5410 XEON cadencé à 2.33 GHZ et disposant de 4 GO de mémoire
RenPar’19 / SympA’13 / CFSE’7
Toulouse, France, du 9 au 11 septembre 2009










































FIG. 5: Décomposition de Cholesky sur Cell (gauche) et sur CPUs/GPU (droite)
ainsi que d’une carte graphique NVIDIA QUADRO FX4600 avec 768 MO de mémoire embarquée. La
PLAYSTATION 3 ne dispose que de 256 MO de mémoire, et dispose d’un processeur CELL avec seule-
ment 6 SPUs disponibles pour les applications.
6.2. Portabilité des performances
Dans un contexte hétérogène, nous définissons l’efficacité comme le rapport entre la somme des ca-
pacités de calcul obtenues indépendamment sur toutes les ressources de calcul, et la capacité totale
obtenue sur l’ensemble de la machine en utilisant toutes les ressources. Cette métrique permet de
mesurer si STARPU réussit à tirer parti de l’intégralité de la machine.
La Table 1 montre ainsi l’efficacité obtenue sur une décomposition LU pour les politiques d’ordonnance-
ment à base de modèles de performances présentées dans la section 5.2. Alors que l’hétérogénéité est
a priori un frein, la stratégie qui modélise les capacités de calcul parvient à obtenir une efficacité de
99.1 %. Ce résultat est certes contrasté par la nécessité de dédier un cœur pour les accélérateurs, mais il
démontre que que le faible sur-coût est plus lié à la parallélisation elle-même qu’à l’hétérogénéité.
Cette Table montre que la stratégie modélisant les temps d’exécutions de tâches, permet d’obtenir une
efficacité de 101.5 %, c’est à dire une accélération super-linéaire. Ce phénomène s’explique par une affinité
entre les tâches et les architectures : alors qu’un produit matriciel peut aller 10 fois plus vite sur un
GPU que sur un cœur, une addition de matrice peut n’être accélérée que par un facteur 5. Grâce à cette
politique d’ordonnancement, STARPU permet donc de distribuer les tâches là où ce sera le plus efficace,
et d’éviter d’attribuer des tâches à un processeur peu adapté [3].
6.3. Portabilité
Actuellement, STARPU offre un support pour les processeurs multicœurs, les cartes graphiques et le
processeur CELL comme le montre un précédent article [2]. Grâce à son interface de haut niveau, il est
par exemple aisé de mettre en œuvre des algorithmes d’algèbre linéaire sur des machines hétérogènes
tels qu’une factorisation de CHOLESKY comment le montre la Figure 5.
Dès lors que les codelets sont disponibles pour les différentes architectures, STARPU parvient donc à
exploiter des machines pourtant très différentes, que ce soit au niveau du nombre de ressources de
calcul, de la granularité des tâches, ou encore au niveau du paradigme de programmation sous-jacent
puisque le CELL nécessite une approche totalement asynchrone alors que les cartes NVIDIA de cette
génération sont totalement synchrones.
7. Travaux apparentés
En dépit des problèmes de portabilité que cela pose, la programmation des accélérateurs se fait typique-
ment par le biais d’interfaces constructeurs assez bas niveau. Plutôt que les APIs graphiques standards,
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TAB. 1: Accélération super-linéaire sur une décomposition LU à l’aide de stratégies d’ordonnancement
fondées sur des modèles de coûts. À gauche, on prédit la durée des tâches à partir de la quantité de
calcul (en Flop) et de la vitesse brute des processeurs (en Flop/s) ; à droite, on utilise directement un
modèle de coût pour chaque tâche et pour chaque architecture.
Ressource modélisée Vitesse des processeurs Temps d’exécution des tâches
Vitesse mesurée
en GFlop/s
3 CPUs + 1 GPU 3 CPUs 1 GPU 3 CPUs + 1 GPU 3 CPUs 1 GPU
95.41 21.24 75.04 98.21 21.68 75.07
Efficacité 95.41 = 99.1 % (21.24 + 75.04) 98.21 = 101.5 % (21.68 + 75.07)
ce sont maintenant FIRESTREAM (pour AMD) et surtout CUDA (pour NVIDIA) qui sont utilisées pour
programmer les GPUs. Le plus souvent, la programmation du CELL se fait également avec la LIBSPE.
Alors qu’une grande partie des efforts consiste à écrire (ou générer) des noyaux de calcul efficaces, des
initiatives telles qu’OPENCL montrent la nécessité d’une approche unifiée. Le standard OPENCL pro-
pose non seulement un paradigme de programmation unifié, mais également une interface bas niveau
commune aux différentes technologies. Une attention toute particulière est également portée sur les
standards bien établis tels que MPI [12] ou OPENMP [4]. STARPU pourrait également se placer en tant
que support d’exécution pour les nombreux langages de programmation parallèles qui ont été créés (ou
étendus) pour exploiter les accélérateurs [10, 6].
Un certain nombre de supports exécutifs ont été conçus pour exploiter le processeur CELL [5, 11, 14].
Bien que la plupart de ces approches proposent des interfaces similaires, peu d’entre elles visent réel-
lement à exploiter simultanément l’intégralité des ressources de calcul des plate-formes hétérogènes.
IBM ALF [5] et SEQUOIA [7] supportent à la fois le CELL et les processeurs multicœurs, mais cette
approche ne se généralise pas encore à d’autres types d’accélérateurs. CHARM++ peut en revanche être
utilisé aussi bien sur le CELL [9] que sur des GPUs [14], mais à notre connaissance, il n’existe pas encore
d’évaluation des performances obtenues sur ces plate-formes.
Contrairement à STARPU qui propose une interface très flexible pour mettre en œuvre des politiques
d’ordonnancement, SEQUOIA et CELLGEN [13] ne se concentrent pas particulièrement sur ces problé-
matiques et se contentent de mécanismes d’équilibrage de charge très simples qui ne sont pas nécessai-
rement suffisants pour des applications irrégulières sur des machines réellement hétérogènes. JIMENEZ
et al. utilise également des modèles de coût pour ordonnancer des tâches entre un CPU et un GPU [8],
mais leur approche ne peut pas être utilisée pour ordonnancer un graphe de tâches puisque les transferts
de données restent à la charge du programmeur.
8. Conclusion et perspectives
Nous avons présenté STARPU, un support exécutif qui permet d’exploiter efficacement les architec-
tures multicœurs hétérogènes. STARPU est disponible pour les architectures multicœures, le processeur
CELL et les GPUs NVIDIA à l’adresse http://starpu.gforge.inria.fr/. Il offre un modèle
d’exécution unifié, un environnement pour mettre en place des politiques d’ordonnancement porta-
bles, et une bibliothèque qui automatise les mouvements de données. Nous avons implémenté plusieurs
stratégies d’ordonnancement et observé leur impact sur quelques problèmes classiques d’algèbre linéaire.
Au-delà du gain en programmabilité lié à son interface unifiée de haut niveau, nous avons montré
que l’utilisation de politiques d’ordonnancement peut réduire les déséquilibres de charge tout en fa-
vorisant la localité des données. Étant donné qu’il n’existe pas de stratégie d’ordonnancement ultime,
qui serait adaptée à tous les algorithmes, et que le choix de la meilleure stratégie est parfois complexe,
le fait que STARPU permette de mettre en place et de sélectionner des politiques d’ordonnancement
de manière totalement indépendante de l’application permet une très grande souplesse. Nous avons
d’ailleurs montré qu’à l’aide d’une stratégie adaptée, il est possible de tirer parti de l’hétérogénéité des
machines pour obtenir une efficacité super-linéaire.
Il est désormais crucial de proposer une approche unifiée pour exploiter les nombreuses technologies
accélératrices, ainsi que les processeurs hétérogènes qui émergent : dans le cas contraire, il est peu
probable que ces différentes initiatives transforment ce marché de niche avec des efforts très épars en
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une approche réaliste sur le long terme. Bien que le standard OPENCL propose par exemple une in-
terface bas niveau unifiée pour déporter du calcul sur des accélérateurs, notre travail a montré qu’il
faut également qu’une telle interface soit suffisamment expressive afin que les programmeurs puissent
guider l’exécution d’une application dont ils connaissent les caractéristiques.
Nous envisageons de porter STARPU sur d’autres architectures, notamment via un pilote pour les accélé-
rateurs compatibles avec OPENCL. Certains environnements de compilation, comme HMPP [6], pour-
raient se reposer sur STARPU pour exécuter les tâches dont ils génèrent le code. Nous allons adapter
certaines applications réelles ou bibliothèques, telles que les solveurs PASTIX et MUMPS, pour ex-
ploiter les architectures hétérogènes à l’aide de STARPU. Grâce à un environnement de haut niveau qui
permettrait d’implémenter des stratégies d’ordonnancement complexes, il serait également intéressant
d’utiliser STARPU comme une plate-forme qui permettrait de réduire le gouffre qui sépare encore les
applications réelles des nombreux travaux théoriques dans le domaine de l’ordonnancement.
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