Introduct il;>n
The theoretical prediction of the structure of a molecule or an assembly of molecules, such as a cluster, frequently involves the minimization of a potential function. Examples of this activity range from using sophisticated techniques of modern quantum chemistry to obtain high accuracy predictions of structures of small molecules in the gas phase, to using semi-empirica l potentials of mean force to predict the structures of macromolecul es in solution. Particularly for large molecules, much effort has gone into developing accurate potentials that r;''Iuire tractable' amounts of computer time for their evaluation, and into developing efficient algorithms for finding the deepest minimum of these potentials. This papers addresses another aspect of structure prediction: the accuracy required of a potential that predicts molecular structure. If the potential function is not accurate enough, then the best minimization algorithm possible is still useless for predicting structure. However, if the accuracy requirements are known, then definite goals for potential creation exist, and researchers can concentrate on problems that are solvable with the present potentials. The formalism derived here is general, and applicable to any structure prediction problem. One of the most important unsolved problems in molecular structure prediction is the prediction of protein structure from amino acid sequence. Therefore, this paper then applies the formalism to a simple protein model to estimate the accuracy needed for a potential that predicts protein structure. This paper will discuss the problem of predicting the full three-dimensi onal or tertiary structure of a protein. Most attempts to predict protein tertiary structure are, at least implicitly based on the thermodynam ic hypothesis, which states that a protein in solution folds to the configuration that minimizes the free energy of the protein plus solvent system. [1] Typically the solvent is water. This hypothesis suggests a general strategy for predicting protein tertiary structure from sequence. First, the researcher develops a semi-empirica l potential function Vappro•. (q, s), whi~h approximates the free energy of the proteinsolvent system as a function of q, the three-dimensi onal configuration of the protein and s, the sequence of the protein. Henceforth the dependence on s will be suppressed in my notation. Next, the researcher attempts to solve the problem by finding the configuration q:;;,r:o, that minimizes Vappro•. (q). The configuration q:;;,r:o, is the predicted protein structure. Although the above general strategy has successfully predicted the structure of small polypeptides, [2J it has met with limited to non-existent success in predicting the structure of globular proteins. This failure has typically been attributed to the difficulty of finding the the minimum of the potential functions, so that a great deal of effort has gone into algorithms for optimizing these potential functions. This paper analyzes a complementa ry question, the potential accuracy question: How accurate must the potential function,Vappr o•. (q), be so that q:;;.r;;o. is the correct structure?
The protein calculation presented here has a forerunner in the form of a paper by Shaknovitch and Gutin on the probability of a neutral mutation in a protein. [3] Their calculation is related to a special case of the calculation presented here. The present paper also makes explicit the mathematical approximations and the notion of structure implicit in the mutation paper. I have used some of the same notation as the mutation paper so the reader can easily compare it afterwards.
The following Section defines how the term "structure" is used in this paper, and poses the above question in a mathematical ly precise manner. Sections Three and Four formally solves the potential accuracy problem for some simple cases. A simple model of a protein potential function is described in Section Five and the results of Sections Three and Four are applied to this model in Section Six. The paper concludes with a critical discussion of these results, their implications for real protein structure prediction, and a look at some future directions. Readers not interested in technical details should skip Section Six.
Posing the Problem
Consider a representation of the arrangement of atoms in three-dimensi onal space. Coarse-grain this configuration space so there are a countable number of discrete states. If the representation of the arrangement of atoms was discrete to begin with, then there is no need to coarse-grain. When I refer to a "structure" or (for emphasis) "discrete structure" in this paper, I mean one of these discrete states. Each structure will be labeled with an integer. The value of the potential function for structure i will be denoted E" and I will refer to it as as the "energy" of structure i, even though it is really a free energy or the value of a potential of mean force. This loose terminology will prove convenient.
The notion of coarse-grainin g and discrete structure may become clearer with a simple example. Consider a small molecule with only one flexible bond, so the spatial arrangement of atoms can be specified by denoting a bond angIe, 8. To coarse-grain the bond angle, I could consider the molecule to be in structure one, if 0 specify the spatial arrangement of atoms more or less accurately by making the discretization finer or coarser. The formalism discussed in this paper is independent of the manner of representing the arrangement of atoms and the details of the coarse-grainin g procedure, which may be chosen to suit the application at hand.
The approximate potential Vopproz.(q) assigns a real number to each structure q. The structure with the lowest Vopproz.(q) is labeled q~f:oz. The structure labeled q~r:oz is the predicted structure. There is also some real, exact energy of the molecule or the molecule-solv ent system, given by potential Vreol(q). The potential v"eol(q) .lIso assigns a real number to each of the structures. Denote by q:;;;:: the discrete structure with the lowest value of v"eol(q). The struc- (I) and may be thought of as noise added to the true potential. Notice that oE(q) is a function of each discrete state. Since the real potential Vreol(q) is unknown, the 6E(q) is also unknown. However, the knowledge used in constructing the potential can 'also be used to find a probability distribution for 6E. The expected size of the inaccuracies in the approximate potential can usually be estimated.
For example one can estimate the size of the physical effects that are ignored, and the inaccuracies in the parameters. These estimates of inaccuracy can be interpreted to mean that the best one can really do is to give a probability distribution for the energy, parameter, etc. with a width given by the estimate of inaccuracy. The value of 6E is given by the sum of all of these inaccuracies, and if there are a large number of terms in this sum, which will typically be true for a large molecule potential, the central limit theorem implies that p(6E), the probability distribution of 6E is given by a Gaussian, whose mean and width is found from the inaccuracy estimates. Now the potential accuracy question can be put into a precise, mathematical form: Given p(6E), what is the probability that q:;:r': and q~f,;or are the same structure?
Determi nistic Case
To illustrate the formal solutions to the potential accuracy question, I will start with the simplest examples and proceed to examples of greater complexity. After developing the formalism sufficiently, I will apply it to a simple model of a protein potential function.
The simplest problem is that of two structures. A scientist uses an approxi- For concreteness, one could think of a spin in a solid that could point in one of only two directions, surely the simplest kind of "structure. ll These structures also have real energies Eo and E" which are related to the approximate energies
where the 6E; are errors in v.ppr..
. (q) and the distribution of the 6E; is p(6Ei)'
For this simple case the potential accuracy question is: What is the probability,
where I have used the natural variable.
AE,= 6E, -6E o (4)
If I denote the distribution of AE by P(AE), then R, the probability of predicting the correct structure is given by l E;-ER (E~,E;) = -00
P(AE)d(AE ).
To complete the formal solution to the two structure problem, P(AE) must be expressed'in terms of p(6E). In general there is no connection between these two distributions. For example, the errors in the potential function may be so closely correlated that 6Eo "" 6E 1 , in which case P(AE) becomes, to a good approximatio n, a Dirac delta function at zero! Here I will only consider the simplest case, which must be solved before others. The simplest assumption is that the errors in the energy of one structure is independent of the errors in the energies of all the other structures. With this assumption, the distribution of AE becomes
Equations ( 5) and ( 6) are the desired solution of the two structure problem with the independent error assumption.
Before proceeding further, it will do well to discuss consequences of the independent error assumption and of the correlations that are expected in real systems. In practice, the independent error assumption is probably a worst case, because the kinds of correlations that occur in the inaccuracies of real potential functions will tend to narrow the distribution of P(AE). For example, perhaps the most important error correlation is due to the similarities of two structures. If two structures are similar, they will have many of the same interactions, e.g., the same hydrogen bonds, which are represented by the same (possibly inaccurate) terms in the potential function. The inaccuracies due to these common interactions are the same, so the difference between the errors in these two structures is due only to the interactions that the structures do not have in common. This effect will tend to narrow P(AE).
The solution of the many structure problem is a straightforwa rd generalization of the solution of the two structure problem presented above. Consider Q different structures, labeled 0, 1,2, ... , Q -1. As before, the energies calculated from the approximate potential, Eh, E;, E 2 ,... ,E O _ 1 are related to the real
where the 6E; are errors in the potential Vapprcz. (q) and the distribution of the 6E; is p(6E;). Once again I may assume without loss of generality that
Eh < E;, Eh < E 2 ,.. ·, Eo < EO_I' What is the probability, R, that Eo < E1,E o < E z ,'" ,Eo < EO-I, i.e., that the 0 structure has the lowest energy for the real potential? Since Eo < E; implies Eo -Eo> AE., (8) where in analogy with the two structure problem I have defined !1E, == 6E; -6Eo, the probability of E; > Eo is g(EI-Eo) where (10) and P(!1E) is the distribution of the !1E; and is given by equation (6). Within the independent error assumption the probability that all of the inequalities in ( 8) are simultaneousl y true is the product of each of them being true, so the probability of predicting the right structure is
Equations ( 6), ( 10) and ( 11) are the desired solution of the many structure problem with the independent error assumption.
Stochast ic Case
The work in the above Section solves the potential accuracy problem for the case when the calculated eneryies of all of the structures are known. This is certainly not a realistic assumption for protein structure predictions, or indeed most problems where one wishes to predict the structure of a molecule. A reasonable alternative to the previous formulation is to assume that one knows, or can estimate, the density of states (structures) of the molecule, that is, the probability density p(E o ' E;, E;, ,En_I) that a molecule has structures with calculated energies Eb, E;, E~, , En_I' The function p(E o , E;,E~, ... , En_I) may be calculated from an approximate model of the potential, and may also include information drawn from simulation or experiment. In the next Section p(E o ' E;, E~, ... , En_I) will represent the probability that a sequence, drawn at random from tbe ensemble of all possible sequences of N amino acids, has structures with calculated energies Eo,E;,E~, ... ,En_I' When only a probability density is known, one can calculate R, the average of R. This averaging yields
where
Notice that the energies in the argument of p are not arranged in any special order, and in particular, there is no requirement that Eo < Ei for i > O.
Therefore, in equation ( 12) the product of O-functions ensures that the structure labeled 0 is, indeed, the lowest energy structure, and there is a factor of!1 in front of the integral because the selection of the D-labeled structure is arbitrary, as any of the !1 structures could be the lowest energy structure. Equation ( 12) can be simplified for some important special case that occurs when p(E~,E;,E~, ... ,E'O_I) has some specific form. In this paper I will conside~one such special case, namely
Equation ( 14) with hold when the calculated energies of the structure are random, independent variables distributed with probability density p(E'). Substituting equation ( 14) into equation ( 12) yields +00
[+00 ] 0-1
R =!1 100 p(E~) k; p(E')g(E' -E~)dE' dE~(15)
Equation ( 15) can be approximated with a steepest descent technique. Define ;,
Note that P(E~) is normalized so that 1 +00 -00 P(E~)dE~= 1.
The identity (19) can be rewritten as R 1+ 00 ('(E,~)P(E~)d E~=-1.
-00
In most relevant cases P(Na) will have a maximum that grows sharper as 11 becomes larger. Thus, for large 11, P(Eh) is well approximated by a Dirac delta function at Eo, the value of Eh that maximizes P(Eh). In this approximatio n, equation ( 20) for R becomes
A useful expression for e(Eh) is found by differentiating equations ( 16) and (10) for { and 9 respectively and changing the variable of integration in equation ( 16) 
The random heteropolyme r model is the simplest model of a protein potential function. This model, with some significant extensions, was first proposed as a model of protein folding by Bryngelson and Wolynes, [4, 5] who solved it'within a random energy approximatio n. Later, and independently , Shaknovitch and Gutin also proposed this model and solved it within a mean field approximatio n.
[6, 7J Shaknovitch and Gutin showed that their mean field approximatio n was equivalent to the random energy approximatio n of Bryngelson and Wolynes, and were able to obtain further information. I will use the notation of Shaknovitch and Gutin. In the random heteropolyme r model the energy, E, ofa configuration is determined by the contacts between the amino acids, so if <l(' .) _ {1 if amino acids i and j are in contact ', 1 -0 otherwise . then the energy of state q ={<l(i,i)} is given by
where there are N amino acids in the protein. In equation( 26) for the energy, the Bij are the energies of contact between amino acids i and j. In the random heteropolyme r model, the Bi,; are random, with probability distribution The model ( 26) distinguishes between configurations based on their contacts. Therefore in this model the discrete states {q}are represented hy their amino acid contacts. This representation is often refered to as the contact or distance map representatio n [8] of protein structure, and is useful in many applications.
For compact structures, the solution of the Shaknovitch-Gutin mean field theory for random heteropolyme rs has four properties that are important for the present calculation. These properties are a product of both the model and the mean field approximatio n, and therefore may not be entirely physical. In the conclusion I will discuss possible ways to check and improve the model and approximatio ns. First, the total number of compact structures is
where v is the average number of conformations per amino acid residue in the compact phase. (Excluded volume effects are included in this counting.) Second, the energies are random, independent variables, so equation ( 14) holds. Third, the probability density that a structure has energy E is ptE) = .J,r~ZB2 exp (-N~~2) ( 
29)
where z is. the average number of contacts each amino acid residue has with other amino acid residues. Fourth, the important low energy structures have few contacts, hence few interactions, in common. Therefore, as noted in Section 3, the independent error approximatio n is valid.
Inaccuracies in the pair interactions between amino acids are modeled by adding random noise to the contact energies, so the known approximate potential is The quantity 6E is a sum of~zN independent random variables, so by the central limit theorem, 6E is a random variable with probability density
1I:Nzry2 zry
Substituting this equation ( 33) into equation ( 6) gives the probability density of AE, the error in energy with~espect to the predicted lowest energy structure,
6 Accurac y Require ments for the Random Hetropolym er Model
For all values of E~, e'(E~) < 0 and e(E~) > 0, so Eo < o. Substituting equations ( 29) and ( 34) for peE') and P(AE) into equations ( 16) and ( 22) for e(Co) and e'(E~) yields
so, after substituting ( 29) for peE') in equation ( 17) for P and differentiating
I obtain
At the level of accuracy of the Shaknovitch-Gutin mean field theory, equations ( 23) and ( 24) for the probability of predicting the correct structure are valid for the random heteropolyme r model. The density of structures p(E') and the distribution of errors in structure energies P( AE) are given in the previous Section, so it only remains to calculate Eo and simplify the resulting expressions.
For E~= Eo,
for E~< O. Equations ( 36), ( 37) and ( 38) for Eo can be solved for the case of large N. First, define'" so that
I have shown that", > O. I <l$sume that", is of order one and will show that this assumption is self-consisten t. I will also assume that 7] is at most the same order of magnitude as B, and quite possibly much smaller. This assumption covers all interesting cases, because if 7] is much larger than B, then the "signal" (the Bi,i) is swamped by the "noise" (the 7];,i) so the probability of predicting the correct structure is essentially zero. With these assumptions, the asymptotic expansion for the error function complement for large argument gives (40) where '"I is a constant of order one. Therefore, the equation for'" becomes 
for large ,fN(TJ/B). In the large N limit (logN)/,fN goes to zero, so equations ( 45) and ( 46) can be solved to leading orders of N by requiring the order N, order log N and order one terms each to vanish separately, to yield
for small ,fN(TJ/B) and
for large ,fN(TJ/B). The leading order terms in both equations ( 47) and ( 48) for a are of order ,;Iogv. A typical estimate gives v "" 1.4, [9] with makes a
of order one, as promised. Notice that this conclusion still holds if the value of for v-I is changed by a factor of ten.
When peE') and P(!!.E) are given by (29) and ( 34) respectively and Eo = N ",fiB, then equation ( 24) for «Eo) becomes «"') = Hl+2Gr r/'.x p G~:22:2)
2 By inspection of equation ( 49), < is small, and hence the probability of predicting the correct structure, R = 1/(1 + f), clooe to one, only if ..;N(TJIB) is small.
For this case the value of", is given by equation ( 47), so substituting this into the above expression for «"') and expanding to first order in ..;N(TJ/B) gives
Therefore, if 'I is small compared to B/..;N, then, to first order in ..;N('1/B), the probability of predicting the correct structure is 
V .
Conclus ions
This paper has two principle purposes. First, the general formalism developed in Sections 2,3, and 4 can potentially be applied to a wide variety of problems in chemical physics. The prerequisites for applying the formalism are fourfold. First, there must be a suitable coarse-grainin g procedure to obtain a finite number of discrete structures. As I have previously mentioned, this coarse-grainin g procedure can be tailored to the problem at hand, and one can specify the structure as accurately as desired by making the discretization finer. Second, the solution of the structure prediction problem must be put into the form of a solution to a minimization problem, typically not a stringent requirement. Third, something must be known about the sources of inaccuracy. More specifically, the different possible kinds of inaccuracies must be known and the typical size of each of these inaccuracies must also be known. With this knowledge, one can then usually use the central limit theorem to obtain the probability density for the total inaccuracy in energy. Fourth, there must be some information about the distribution of the calculated energies of the structures. In practice, only the calculated energies of the few structures with lowest calculated energies need be known because all of the other structures have a negligible probability of being the real lowest energy structure. For large molecules where even these are calculations are unfeasible, the methods of Section 4 can be used if one can estimate the distribution of calculated energies of structures, using, for example, a simple model like the one described in Section 5. The main assumption in deriving the equations for the probability of predicting the correct structure, equations ( 5),( Il), ( 12) and ( 23), is the independent error assumption, which is a worst case for most problems. The derivation of equation ( 23) also used the independent energy assumption. Extensions of this formalism that lessen these assumptions are under way. The second purpose of this paper is to report a result for the needed accuracy of potential that predicts protein structure. The major result of this investigation is equation ( 52), which states that the probability of predicting the correct structure is given by ( Nl/2~)
where B is the scale of the monomer-mon omer interaction energies,~is the scale of the inaccuracy of the these interaction energies, N is the number of monomers, and k is a constant of order one. Equation ( 54) was derived from equation ( 23) and therefore is based on the independent error and independent energy assumptions. I noted in Section 5 that Shaknovitch and Gutin have shown that, if one models a protein as a random heteropolyme r, then these assumptions are correct at the level of accuracy of a mean field theory. Equation ( 54) implies that, if a potential function is to predict the correct structure, the monomermonomer interactions energies must have proportional error of less than 1/v'N.
For a globular protein N will typically be between 50 and 400, so the required accuracy in monomer-mo nomer interactions is about five to fifteen percent. It is important to note that this result is the accuracy required for getting all of the monomer-mo nomer contacts right, that is, predicting the entire contact map with perfect accuracy, a stringent requirement for a potential function. Proteins with 60 or more percent of correct contacts are usually considered to be structurally homologous. Therefore, the protein calculation should be extended to talculate the probability of predicting a structure with a specified fraction of correct contacts. This extension will require that the formalism and the model be improved. The formalism must be extended so that it can be used to calculate the probability of predicting one of many, rather than just one, low energy state. The model must be extended so that the low energy states of the model have contacts in common. The model can be extended in two ways. First, the statistical mechanics of the model potential function could be solved in an approximatio n that is more accurate than the Shaknovitch-Gutin mean field theory. Some progress has already been made in this direction.(Silv io Franz, private communicatio n) Second, the model potential function could be extended by incorporating new effects that are alleged to be important in protein folding, such as the principle of minimal frustration. [4, 5, 10, 11] 8 Acknow ledgeme nts 
