A novel algorithm for approximating anatomical brain connectivity in vivo is presented using diffusion tensor magnetic resonance imaging (DT-MRI). This technique relies on simulating diffusion process within a series of overlapping three dimensional diffusion kernels that cover only a small portion of the human brain volume. The shape of the anisotropic diffusion represented by diffusion fronts is used to estimate the directional organization of the underlying white matter fiber tracts. The proposed algorithm is tested on both simulated and real DT-MRI data. The demonstration shows that the synthetic tracts are accurately replicated, while various examples of white matter fiber pathways can be reconstructed as well, with assigned connectivity indices showing uncertainty. Several features of the algorithm are elucidated by the tracking experiments, including its capability of handling fiber branching and crossing, and robustness to noise. Impact of thresholding settings and the kernel size on performance of the algorithm is also analyzed.
METHODS
As the measured quantity in DT-MRI is for water diffusion, an intuitive way to gain insights from the diffusion tensor data is to treat the brain volume as a physical system and simulate a virtual water diffusion process over it, which is anisotropic and governed by the diffusion equation. The shape of the anisotropic diffusion, represented by diffusion fronts, can be used to estimate the directional arrangement of the underlying white matter fiber bundles. This reflection is based upon the principle that the faster the diffusion, the longer the distance will be traveled on average by water molecules within the same amount of diffusion time. The fiber tracts are thus expected to proceed along the direction where the diffusion is the greatest. The fiber tractography presented in this paper performs simulations of the diffusion process stemming from a series of diffusion starting voxels, or diffusion root nodes, within corresponding overlapped 3D diffusion kernels. The diffusion simulation initiated from a diffusion root node is utilized to construct a diffusion front in its associated kernel. The next set of diffusion root nodes, where a seed will be placed, are located on the diffusion front which is generated by the diffusion process initiated from a previous seeded root voxel. They are picked up in terms of the created distance map as well as the local orientation information involving these voxels and the diffusion root node. For the next round, each of the newly selected diffusion root voxels will be used to generate a front by starting a diffusion process in its own kernel.
The anisotropic diffusion process simulated in this work is governed by the equation (1) where D is the so-called diffusion coefficient, which is a second-order tensor in the presence of anisotropy, ρ the virtual water concentration value, and t the independent time variable. It says that over time, the rate of change in concentration is proportional to divergence of the flux. The coefficient used in the anisotropic diffusion simulation is nothing but the diffusion tensor calculated from the diffusion-weighted imaging data.
Front Construction in Diffusion Kernel
The first step to reconstruct fiber pathways starting from a pre-chosen root node (where R is a set of real numbers) involves simulating the diffusion process in its associated diffusion kernel, initiated from a seed in this voxel. A s ∈R 504 Reconstructing brain white matter pathways with diffusion tensor MRI using kernel-based diffusion simulations diffusion kernel defined here is a cube with six rectangular sides, which covers only a small bulk of the whole 3D data volume and is geometrically centered upon the diffusion starting voxel where a seed is placed. The necessary information needed by the kernel to do the simulation is retrieved from the original data volume using global-to-local mapping. The virtual concentration seed of water spreads from the root node through neighboring nodes, within a limited amount of time, forming a diffusion front which is the surface of a diffusion volume containing nodes with nonzero 1 concentration values. The expansion of the diffusion volume originated from the root node is achieved by integrating the anisotropic diffusion equation (1) over a certain amount of time, subject to the following initial condition,
For the boundary of computational domain, we assume the Neumann condition, i.e.,
where n is the outward-pointing normal vector to the boundary surface. This condition implies that the normal part of the gradient of the concentration on the boundary is zero, in other words, the diffusion kernel is insulated. The solution of the time-dependent diffusion equation (1) is not trivial since the human brain structure displays anisotropic, inhomogeneous diffusion properties. We have developed an unsteady state anisotropic diffusion solver framework, which is adapted to the cerebral circumstance and runs in both sequential and parallel computing environments [20, 21] . In the current paper, Eq. (1) was solved sequentially under the initial condition (2) and boundary condition (3) by resorting to the established computational framework.
From our experience, the computational cost of each time integration for solving Eq. (1) can not be underestimated, especially at a large diffusion kernel size, since the number of dynamically produced diffusion root voxels is the number of integrations to be conducted. However, the kernel cannot afford being too small, otherwise it is unlikely to use the diffusion shape to approximate the underlying white matter fiber structures and we will be unable to construct goodquality diffusion fronts that can lead to faithful tracking results. In this study, we
at the root node, elsewhere in the
used a diffusion kernel with dimensions 11 × 11 × 7 and a voxel size the same as in the original data volume, which proved to be very efficient in computer time and showed no impairment on tracking performance. Since the tracking technique relies on diffusion simulation that runs on a discrete computational grid over the diffusion kernel, the size of the diffusion volume determines the quality of the front, which is crucial to the success of reconstructing the fiber tracts. If the size is too small, there will not be enough voxels contained for the tracking scheme to characterize the directional organization of fiber bundles. On the other hand, if the volume is too large, we will risk losing the coherence of local fiber orientations and end up producing erroneous or no tracking results. In order for the algorithm to yield optimal results, it is desirable that the diffusion volume, which is covered by the front, be generated in a way such that without the loss of revelations of the anatomical features of the underlying nerve fibers, the number of voxels swept by the diffusion process initiated from the root node should be as small as possible.
After integrating Eq. (1) over a certain amount of time, one way to forge a diffusion volume in a kernel is to pre-specify the size of the volume, i.e., the number of nodes to be included, as denoted by m. Then we set the m-th largest concentration value as the zero-concentration threshold for the current kernel, and the diffusion volume comprises those nodes with concentration values not less than it. The way to choose the threshold value that varies for each kernel is much more robust than simply setting one threshold for all kernels, which eliminates the dependence of the yielded diffusion volume size on several factors, including parameter selections in the diffusion solver, the voxel size, the initial concentration at the root voxel, and the magnitude of the diffusion tensor. The change of these factors will usually affect the concentration value calculated on each node. The value of m was selected empirically in this work to ensure a good-quality diffusion front. Here, m = 68 gave adequate results.
Once the time integration for solving Eq. (1) is done, a discrete approximation to the diffusion front can be calculated in terms of whether or not the concentration value is zero in a voxel. Thus all nodes in the diffusion kernel can be partitioned into two groups, one with zero concentration and the other with nonzero values. Since only a seed is diffused over the root node, the diffusion-swept volume, denoted as V(r), is comprised of voxels with nonzero concentration values, where r is the position of the root node. For each member of V(r), we consider its surrounding 26 closest neighboring nodes in a 3 × 3 × 3 cube. Let i, j, k index the relative coordinates of the 26 nearest neighbors to r with i, j, k ∈ {−1, 0, 1}. If F(r) is the set of voxels that form the diffusion front of r, then for any node p ≡ (p x , p y , p z ) ∈ V(r), we define 506 Reconstructing brain white matter pathways with diffusion tensor MRI using kernel-based diffusion simulations which says if any of the 26 nodes is not V(r), then p ∈ F(r).
Filtering the Front
In order to store and handle the front nodes dynamically produced in each diffusion kernel, we set up a queue Q, a first-in first-out data structure. Q is initialized to contain just the starting node s, i.e., Q = {s} before the start of a series of diffusion simulations; thereafter, Q always contains the set of diffusion front nodes which will be the subsequent diffusion root voxels. Once F(r) is computed for the root node r, we further apply the criteria in the set C (see below) to the nodes of F(r) and pick up those that meet the corresponding thresholds. We define I(r) to be the set of nodes selected from F(r) that are in accordance with those criteria in C, i.e.,
The qualified nodes in F(r) are inserted into I(r) in a non-ascending order of α (see the first criteria c 1 below). I(r) is then appended to the tail of the queue Q.
The set C bears a number of criteria, which controls the way of determining the connection of fiber pathways. There are five criteria in C used to evaluate the information about distance and orientation between the root r and its front nodes in F(r). Let . The first criterion, c 1 , is the threshold for distance ratio measure α, which is defined as α = d/d max , where d = is the Euclidean distance in R 3 of two points, connected by the vector υ (r) pointing from r to a node in F(r), while d max is the maximum value among the d's. In order to accommodate branching tracts and minimize the possibility of deviation from the fiber trajectories, c 1 is set to be less than 1 and only the cases with α ≥ c 1 are taken into account.
We set the second criterion c 2 to be a threshold of an invariant anisotropy index, the fractional anisotropy (fa), which is defined in [30] . If the fa value of any voxel p falls below c 2 , p will not be considered as a diffusion root node.
The next criteria, c 3 , is a curvature constraint introduced to secure the computed tracks moving forward consistently and smoothly without erratically turning back on themselves. A threshold is used to restrain the angle between υ (π(r)) and the current direction of tracking, υ (r). Here, π(r) is the predecessor voxel of r, i.e., r ∈ I υ (π(r)). υ (π(r)) is an established vector pointing from π(r) toward r, which implies the presence of a trajectory passing in this direction. If this angle is exceeded, the corresponding node in F(r) will be discarded.
c 4 is used to judge the local coherence of fiber directions along the reconstructed trajectories passing through r. One threshold is set on three inner products, φ 1 , φ 2 , and φ 3 , where
Here, e 1 (r) and e 1 (f) are principal eigenvectors (corresponding to the largest eigenvalue of the diffusion tensor D) at the voxel r and f ∈ F(r), respectively. If any of the three inner products is less than c 4 , the voxel f will be casted away.
The last criterion, c 5 , controls the maximum number of voxels I(r) allowed to have if there are more voxels than expected satisfying all previous four criteria. The elements of I(r) are determined by checking each voxel in F(r) in a non-ascending order of the distance ratio to see if it meets all aforementioned four criteria until the prescribed capacity of I(r) is reached. The purpose of setting this threshold is to control the overall computational time for simulating the diffusion process in diffusion kernels.
Rebuilding Pathways
When Q is not empty, the current head node of Q is removed off the queue and is considered to be a new root r′ where a seed is diffused, r′ is positioned at the geometrical center of the diffusion kernel, which is then initialized using global-to-local mapping to retrieve necessary information from the original data volume for carrying out the upcoming diffusion simulation. The diffusion front F(r′) is calculated in the same way as that of F(r) by solving and integrating Eq.
(1) through its associated kernel. As the derivation of I(r), the set I(r′) is determined as well by checking up each member of F(r′) based upon the criteria in C, then it is added to the tail of Q. We continue in this way by repeatedly taking off the head node of Q and processing it as a new root to diffuse a seed over it, until the queue becomes empty.
It is possible that the diffusion front generated by the corresponding root contains voxels that have already been taken or considered as diffusion roots. Those duplicated voxels will no longer be considered as roots in the current implementation. Coping with front overlap in this manner will not terminate prematurely the tracks with high likeliness since the nodes in I(r) with larger α, which entails higher possibility of connection with r, will be diffused first as of the way the queue works.
To recover the fiber pathways after constructing the diffusion front in each kernel, each voxel p in the global data grid owns a memory of its predecessor voxel, π(p), where p ∈ I(π (p)). Since every voxel in the grid can be taken as diffusion root no more than once, π (p) is the sole predecessor of p if there is one.
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Reconstructing brain white matter pathways with diffusion tensor MRI using kernel-based diffusion simulations Thus, back propagation from the voxels on diffusion fronts by following continuously the corresponding predecessor voxels may lead to paths that merge to the starting voxel s. This merging corresponds to the procedure that can be viewed in the reverse direction as fiber tracts branch outwards from s. Finally, the pathways are smoothed out using B-spline least-square approximations. The diffusion simulation-based fiber tractography is outlined in Alg. 1 and is illustrated in Fig. 1. 
Connectivity Index
Since the size of the set I(r) can be larger than one for any root r, there may exist a few reconstructed fiber pathways that branch outwards from the voxel where tracking starts. It is necessary to appraise the confidence in each of the computed fiber tracks by some quantitative value to see how each point along a path is connected to the starting voxel. We utilize a heuristic connectivity index, ξ, as a confidence measure to estimate the odds that any generated path well approximates a true anatomical connection. For a given putative pathway, the index is defined as Algorithm 1 Fiber tracking by simulating the diffusion process within diffusion kernels.
1: specify a starting node s and initialize Q such that Q = {s} 2: while Q is not empty do 3: remove the head node r off Q and take it as a root 4:
initialize the 3D diffusion kernel that is geometrically centered on r 5:
get V(r) by solving the diffusion equation (1) over the diffusion kernel with the initial and boundary conditions (2) and (3) imposed 6:
compute F(r), then determine I(r) and append it to the tail of Q 7: end while 8: record π values for voxels during front construction 9: retrieve fiber pathways using back propagation ,
where α is the distance ratio, β = (φ 1 + φ 2 + φ 3 )/3, and n the number of diffusion kernels used to produce the pathway. This is a global assessment on likelihood
Reconstructing brain white matter pathways with diffusion tensor MRI using kernel-based diffusion simulations since the tracking uncertainty in each kernel, which is characterized as a weighted sum of distance ratio and fiber orientation coherence measure, contributes to the final connectivity likelihood value. The definition of ξ may be construed as evaluating how faithful the computed pathways are to follow the fastest diffusion direction, yet adjusted by coherence with local fiber orientations. Figure 1 . Illustration of the tractography algorithm by simulating diffusion process through diffusion kernels. The tracking starts from a single seeded voxel, the green node, whose front (black dash curve) is constructed by performing diffusion simulation within its associated kernel (black square). Three nodes (black) are then selected from the front as the next-round diffusion root voxels, based on the criteria set C. Each of the black root nodes in turn generates its own diffusion front, depicted as red, blue, and yellow dash curve, respectively, in its corresponding kernel (red, blue, and yellow square, respectively). Three nodes from the red front, two from the blue front, and two from the yellow front are picked up to be diffusion root voxels and the tracking process goes on by generating diffusion front for each of the newly selected roots. The fiber pathways (green) are recovered using back propagation.
DATA ACQUISITION 3.1. Synthetic Tensor Fields
In order to assess fidelity and reliability of the tracking algorithm, we generated synthetic DT-MRI data for simulation, where the true path of a fiber tract is known. 3D diffusion tensor fields on several different tract geometries were synthetically created by the following procedure. First, we took one anisotropic and one isotropic tensor from real DT-MRI data. The anisotropic tensor was exploited to delineate shape of the diffusion tensor in synthetic fibers, as described by the three eigenvalues, λ 1 , λ 2 , and λ 3 . Here, the tensor was selected such that λ 1 : λ 2 : λ 3 was approximately 2.5 : 1 : 1. The isotropic one was used as a background for the simulated tensor fields. Next, the vector field for fiber orientations was derived from analytically defined trajectories by discretely sampling the continuous curves and calculating the tangent at each sample point. For each voxel, the tangent values were averaged over all sample points it contains. Two additional orthonormal vectors were then specified to construct the tensor fields, which are noise-free. In order to make the tensor fields more realistic, an approximation to Rician noise [13, 15] was added in the diffusionweighted images which were calculated from the Stejskal-Tanner equation using the gradient sequence described in [39] and a b-value of 1000. The noisy realization leads to a signal-to-noise ratio (SNR) of 10, where SNR was defined as the ratio of the b = 0 image intensity to the standard deviation of the noise. A compact analytic solution to the Stejskal-Tanner equation [39] was employed to yield the desired noisy synthetic diffusion tensor fields. An isotropic voxel size with dimension of 1 mm was used for all the tensor fields.
Real Diffusion Tensor Data
Real diffusion tensor imaging data were acquired from a single healthy male subject. A 1.5T Siemens Sonata scanner was used to do the measurement using an optimized diffusion tensor imaging sequence described in [17] . The imaging parameters were 43 axial slices, FOV = 230 mm, TR = 6000 ms, TE = 106 ms, 2.5 mm slice thickness with 0.25 mm gap, acquisition matrix 128 × 128, and 60 images acquired at each location consisting of 16 with low diffusion weighting (b = 0) and 44 diffusion images in which the encoding gradient vectors were uniformly distributed in space (b = 1100 s/mm 2 ) using the electrostatic approach described elsewhere. 
RESULTS
A synthetic straight-line fiber bundle was constructed within a 30 × 30 × 30 imaging volume, which was visualized as a tensor ellipsoid map in Fig. 2 (a) . The tracking was launched from a single voxel located at the lower end of the tract. The {c i } thresholds used for this case were {0.85, 0.4, 0.8, 0.9, 2}. Fig. 2  (b) shows the result produced by the tracking algorithm, which faithfully replicates the ideal straight tract. Displayed in Fig. 2 (c) Fig. 2 (d) , showing the simulated helical curves are closely reproduced. With appropriate {c i } settings, it is evident from the plot that the tract-following algorithm barely exhibits performance degradation when the diameter of the helical fiber decreases. Fig. 2 (e) shows a tensor ellipsoid map for a branching tract, synthetically generated on a 50 × 40 × 40 grid. The tracking starting voxel locates at the bottom of the tract. The {c i } values used here was {0.8, 0.4, 0.8, 0.85, 2}. The computed tracks, as depicted in Fig. 2 (f) , accurately replay the branching phenomenon which is embedded in the ideal fiber.
In Fig. 2 (g) , the tensor ellipsoids exhibit a simulated fiber crossing structure which was synthetically constructed on a 30 × 30 × 10 grid using two straightline fiber bundles, which are perpendicular to each other. Fig. 2 (h) delineates the tracing results, where the tracking was released from a single voxel on one end of each tract and both used the same threshold set {0.7, 0.2, 0.8, 0.7, 2}. It can be seen that the algorithm gets through the crossing area with flat tensors, reproducing both tracts successfully without jumping or dispersing from one tract to another. regions, including the primary motor cortex, the supplementary motor area, and the premotor cortex, which are in good agreement with the known anatomical connections.
Another example of fiber tracking on real diffusion tensor data is shown in Fig. 4 . The pathways reconstructed here stem from three starting voxels located approximately in the midline of the body of the corpus callosum, using threshold values of {0.85, 0.3, 0.75, 0.75, 2}. The tracing algorithm results in fibers traversing medial-laterally in both directions from the starting voxels and then running upward and fanning out to the cortex of the two hemispheres. The yielded trajectories show connections between the left and right halves of the frontal and parietal lobes, which are faithful to the known anatomy of this structure.
Depicted in Fig. 5 are computed fiber pathways of the cingulum. The reconstruction takes off from two starting voxels located in the left and right frontal lobes, respectively, which fall within the white matter of the cingulate gyrus, slightly above the body of the corpus callosum. In this tracing case, C = {0.8, 0.2, 0.7, 0.7, 4}. The fibers generated can be seen running anteroposteriorly above the corpus callosum and extending from both starting voxels towards the splenium and genu.
Figs. 6 and 7 present calculated fiber courses for pontocerebellar tracts. The tracking in both figures was started from the same voxel located in the middle cerebellar peduncle, but each with a different setting of the criteria set. One can see that the tract estimation in both reconstructions corresponds well to the pontocerebellar fibers, which project cells within the pontine grey through the middle cerebellar peduncle to the contralateral cerebellum. The pons are known to render an entangled fiber crossing structure, which can be observed from Fig. 6 that part of the estimated fibers undesirably deflect into the route of the medial lemniscus. With appropriate selection of the thresholds, however, the erroneously yielded medial lemniscus tracks were eliminated, as manifested in Fig. 7 .
516 Reconstructing brain white matter pathways with diffusion tensor MRI using kernel-based diffusion simulations 8 shows fiber pathways generated from a single starting voxel located in the midline of the body of the corpus callosum, using different thresholds in C. The dependence of the tracking results on the criteria set can apparently be observed: the more relaxed the threshold values are, the more branching and dispersion the computed tract shows. However, the regions with a high connectivity index remain almost the same even though the estimated tracks exhibit varying degrees of ramification.
A reconstruction of the corpus callosum tract is shown again in Fig. 9 , which was computed from the same starting voxel as that in Fig. 8 , but using larger diffusion kernel sizes besides 11 × 11 × 7, under C = {0.85,0.3,0.85,0.8,2}. One can notice that the tracks produced with different kernel sizes bear a strong resemblance to each other.
DISCUSSION
We have conducted tracking experiments on synthetic as well as on real human brain diffusion tensor data, utilizing the tractography algorithm based on simulating the diffusion process in diffusion kernels. Accurate replications of the ideal track geometries have been presented in the tracing results on simulated tensor fields, while the estimated pathways on several welldocumented white matter tracts agree well with the corresponding neuroanatomy. The demonstration shows that with the diffusion tensor imaging data, the diffusion simulation-based tracking technique can be employed to noninvasively segment the white matter fibers and construct maps of connectivity in the living human brain. It has been in a situation that the lack of a gold standard makes it difficult to validate tractography algorithms for real DT-MRI data, where only general anatomical knowledge is given. Nevertheless, the simulated synthetic tensor fields in which the true path of the underlying fiber pattern is known can serve as a straightforward tool to appreciate the performance and properties of the tracking approaches. Although the tensor fields synthetically created in this
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Reconstructing brain white matter pathways with diffusion tensor MRI using kernel-based diffusion simulations work are simplified models for fiber organization in the human brain, they manifest certain characteristics of genuine fiber geometries. The straight-line tract represents a good approximation to smooth pathways of low curvature.
Fibers with large curvature are imitated by the helical tracts with varying radii. The branching geometry characterizes the diverging and fanning of fiber bundles. The tangled and incoherent structure complicated by partial volume effects is simulated as a fiber-crossing geometry. As shown in Fig. 2 , the tracking algorithm performs very well, tracing accurately through each of the noisy synthetic tensor field. An evident attribute of the algorithm is that the computed track branches out continuously from the starting voxel, making it possible to disambiguate the ramification regions within fiber bundles, as demonstrated in Fig. 2 (f) . With the branching capability embedded, connections can thus be established by the algorithm between the starting point and any points on each of the diverged pathway using the assigned connectivity index. Another desired property of the algorithm is its potential to cope well with fiber crossing situations, which as Fig. 2 (h) shows behaves correctly in the entangled region with planar tensors. Usually, fiber tracking algorithms are susceptible to image noise. In order to assess noise immunity of the diffusion simulation-based tracking algorithm, we synthetically generated diffusion tensor fields with varying levels of SNR on a straight-line fiber as that in Fig. 2 (a) , but the tract has a single voxel in diameter. For each SNR, 100 different noise realizations were generated for the synthetic tensor field. The tracking starting voxel was placed at the bottom of the tract. In each tracing experiment, the algorithm was deemed successful if an exact replication of the synthetic track was achieved. The tracking success rate was thus defined as the number of successes in replicating the ideal tract divided by the total number of trial attempts. Fig. 10 (a) Figure 10 . Performance of the algorithm on varying levels of SNR when tracing a straight-line tract (a) and crossing fiber tracts (b). For each SNR, 100 different noise realizations of the synthetic diffusion tensor fields are generated. Both bar plots show the tracking success rate as a function of SNR with two settings of the criteria set C.
be seen from the plot that with SNR getting larger, the tracking reliability improves as the success rate increases, under both settings of the criteria set C. For high SNRs (> 10), the success rate of approximately 100% makes the tracking algorithm very reliable and robust to noise. For low SNRs (< 10), whereas the success rate has a strong dependence on C as well as on SNR, it can receive a boost with varying degrees using a relaxed criteria setting for each case of SNR. It implies that the algorithm's reliability of tracking and robustness to noise can be improved by setting appropriate threshold values in C.
We have also tested the algorithm on various levels of SNR as in the previous experiment to see how it performs in reconstructing crossing fiber tracts as shown in Fig. 2 (g) . Only one ideal straight-line fiber bundle was used to do the assessment, which corresponds to the red yielded pathways in Fig. 2 (h) . The tracking was launched from the same starting voxel as used in Fig. 2 (h) . The experimental result is shown in Fig. 10 (b) . One can observe that for each SNR, the tracing success rate can increase with a more relaxed threshold setting, which improves the opportunity for the algorithm to penetrate through the crossing area and recover the whole tract, making the fiber tracking more reliable. Another notable characteristic in this plot is that under both criteria settings, the change of SNR does not significantly affect the success rate. The way to boost SNR, therefore, is neither able to help enhance the capability of the algorithm to handle regions with crossing fibers nor able to get rid of the partial volume contamination, under the diffusion tensor imaging protocol.
The tracking experiments on real as well as on simulated diffusion tensor data have shown that the capability of the algorithm to capture fiber crossings lies in the choice of appropriate thresholding settings such that more voxels on fronts are made available to get evaluated, increasing the chance for it to slide through entangled areas with correct pathways. This desirable feature is fortified by the technique's inherent tracking style, which leaps over a couple of voxels each time controlled by the diffusion kernel simulation and measured by the distance traveled, rather than continuously assesses the very next neighboring voxel, which is easier for tracking algorithms to get stuck in intersecting regions. With unoptimized thresholds imposed on the method, however, it will be at risk for establishing suspicious or even false crossing fiber connections in real complex circumstances such as pons area shown in Fig. 7 . Clearly, this approach is only an approximate solution to tackling the problem with reduced tensor information, not yet a strict way to alleviate partial volume effects. In fact, diffusion tensor imaging with the second-order tensor model applied, as is used in the current study, is unable to truly resolve the crossing of multiple axonal directions within a single voxel [1, 2, 10, 40] . However, it has been suggested to surmount the deficiency presented in diffusion tensor imaging by using newly developed approaches, such as high angular resolution diffusion imaging [1, 10, 36] , q-space imaging [24, 37] , or generalized diffusion tensor imaging [25, 27] . Studies have shown that the generalized diffusion tensor model can serve as a universal platform to accommodate the aforementioned imaging techniques due to direct relationships among them [25, 27] . This makes the diffusion simulation-based tractography capable of being adapted to the environment created by any of the new imaging techniques, while the fiber tracking will require a more sophisticated diffusion simulation in diffusion kernels, which is governed by a generalized diffusion equation associated with generalized diffusion tensors.
In terms of the branching and connectivity, the properties of a generated tract rely on the criteria set C. The plots in Fig. 8 illustrate the trend when the thresholds in C are relaxed, which allows the algorithm to accommodate more diverging paths and thus more dispersion in the computed track. As expected, the computed pathways show a higher degree of ramification with more branching fibers and more regions of the cerebral cortex get connected to the tracking starting voxel located in the midline of the corpus callosum body. However, the region with a high connectivity index, as shown in Fig. 8 (a) , almost stays the same in the subsequent plots, Figs. 8 (b)-(d) .
As mentioned before, the choice of the diffusion kernel size determines the overall computational time for performing fiber tracking. In order to evaluate how the tracing results are possibly influenced by such a choice, we have conducted experiments using three different kernel sizes, which were all tested on an HP-UX machine with a 750 MHz PA-RISC 8700 processor. With other testing conditions kept the same, the running time of the algorithm with a kernel of 11 × 11 × 7 was about 43 seconds, while it took the algorithm roughly 150 and 471 seconds to finish the tracking process for a kernel with size 15 × 15 × 9 and 17 × 17 × 13, respectively. The computed results are shown in Fig. 9 . It can be observed from the three plots that larger kernel sizes basically do not affect much the tracking results as compared to the one produced with 11 × 11 × 7, a kernel size applied in all previous tracking experiments. Although the tracks generated with bigger kernels appear to have a little bit more dispersions, the difference is not significant. Using a kernel with larger sizes, however, leads to a much higher computational cost without adding worthy additional benefits to the tracking performance.
The second-order diffusion tensor imaging assumes that water molecules obey Gaussian diffusion in brain tissues. The mechanism of the tracking algorithm in this work exploits the assumption and simulates directly the behavior of water molecules in cerebral tissues in a macroscopic way by solving the diffusion equation (1) , which is derived from Fick's first law that models the macroscopic theory of Gaussian diffusion. This is a salient difference compared to the mechanisms used in other tracking techniques. One outstanding feature of our method as we have demonstrated is its aptitude to handle fiber branching and crossing correctly with the use of appropriate threshold settings. The fast marching approach [29] and front evolution tractography [35] also present the desired capability to allow tract to branch naturally from a single starting voxel, without using multiple interpolated points within the starting voxel or specifying regions of interest defined from anatomical landmarks. It will be desirable to compare these approaches with our tracking algorithm for assessing their branching capability using a common diffusion tensor data platform. Further work will also focus on the comparison between the streamline-type method and our technique to analyze their performance on tracking reliability and robustness to noise.
CONCLUSION
A novel approach for noninvasively tracing brain white matter fiber tracts is proposed by simulating diffusion process over a series of diffusion kernels. Synthetic and real DT-MRI data are employed to demonstrate and illustrate some of the characteristics of the algorithm. The tracking results show that the primary advantage of the algorithm is its capability to accommodate branching and crossing fibers, with connectivity indices assigned representing uncertainty. It also reveals that the properties of the generated tracts are dependent on threshold values in the criteria set C, which bears flexibility to improve the tracking reliability and robustness to noise.
