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SUPERCRITICAL DISCRETE RESTRICTION ESTIMATES FOR FORMS
IN MANY VARIABLES
BRIAN COOK, KEVIN HUGHES, AND EYVINDUR PALSSON
Abstract. We prove discrete restriction estimates for a broad class of hypersurfaces and
varieties of intermediate codimension. For our result about hypersurfaces, we use Bourgain’s
arithmetic version of the Tomas–Stein method and Magyar’s decomposition of Birch’s hy-
persurfaces. For our result about varieties of higher codimension, we use the even moment
method and works of Birch and Schmidt.
1. Introduction
In this paper, we consider discrete restriction estimates associated to integral, positive
definite, homogeneous forms; let Q(x) ∈ Z[x] be such a homogeneous form, where x =
(x1, x2, . . . , xd) with d ≥ 2 and k denotes the degree of the form Q. We assume that k ≥ 2.
For each λ ∈ R, the polynomial Q cuts out a real variety VQ=λ(R) := {x ∈ R
d : Q(x) = λ}
containing a discrete set of integral points VQ=λ(Z) := {x ∈ Z
d : Q(x) = λ}; either or both of
these sets are possibly empty depending on the value of λ. For instance, since Q is positive
definite, VQ(R) is empty for negative λ. Also, VQ=λ(Z) is always empty for non-integral
values of λ.
Momentarily fix the form Q so that we may suppress it from the notation below. For
λ ∈ N and functions a : Zd → C, define the arithmetic extension operator
Eλa(ξ) :=
∑
x∈VQ=λ(Zd)
a(x)e (x · ξ) .
Letting ωλ := 1VQ=λ(Zd), we have Eλa(ξ) = FZd(a · ωλ)(ξ) where FZd is the Fourier transform
defined on complex-valued functions with domain Zd. In other words, Eλ is the adjoint to
the restriction operator Rλf defined as
f 7→ Rλf := FTd(f) · ωλ
for functions f : Td → C. The extension operator is trivial when the variety has no integer
points; that is, when VQ=λ(Z
d) is the empty set. Consequently, we are interested in situations
where the variety has many integer points. Due to a theorem of Birch, there is a natural
setting for these operators which we now review.
Define the Birch singular locus of the form Q as the complex variety
V †Q(C) := {x ∈ C
d : ∇Q(x) = 0}.
Let dimC(V ) denote the algebraic dimension of a complex variety V . We will say that a
homogeneous, integral form is regular if it satisfies Birch’s criterion:
(1) d− dimC(V
†
Q(C)) > (k − 1)2
k.
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When (1) is satisfied, Birch [Bir61] tells us that there exists an infinite arithmetic progression
ΓQ in N depending on the form Q such that for each λ ∈ ΓQ, there exists a positive constant
CQ(λ) with the property that
(2) NQ(λ) := #{n ∈ Z
d : Q(n) = λ} = CQ(λ)λ
d
k
−1 +OQ(λ
d
k
−1−δ) > 0;
for some positive δ depending on the form Q. Moreover, there exists constants c2 > c1 > 0
such that c1 ≤ CQ(λ) ≤ c2 for all λ ∈ ΓQ. Based on Birch’s asymptotic (2) and on the usual
heuristics of the circle method one expects the following estimates.
Conjecture 1. Let Q be an integral, positive definite, homogeneous form of degree k ≥ 2 in
d > 2k variables. For each 1 ≤ p ≤ ∞ and ǫ > 0, there exists a positive constant CQ,p,ǫ such
that
(3) ‖Eλa‖Lp(Td) ≤ CQ,p,ǫλ
ǫ(1 + λ
d−k
2k
− d
kp )‖a‖ℓ2(Zd).
For k ≥ 3 we further conjecture that one may remove the ǫ-loss; that is, for each 1 ≤ p ≤ ∞,
there exists a constant CQ,p such that
(4) ‖Eλa‖Lp(Td) ≤ CQ,p(1 + λ
d−k
2k
− d
kp )‖a‖ℓ2(Zd).
The critical exponent here is pc :=
2d
d−k
where the two summands in (3) or (4) balance.
There are two trivial estimates for Conjecture 1. The first trivial estimate is the ℓ2 → L2
estimate which is furnished by Plancherel’s theorem. The second trivial estimate is the ℓ2 →
L∞ estimate furnished by the Cauchy–Schwarz inequality and (2) when the latter is known
to hold. Conjecture 1 has been intensively studied in the quadratic case, especially for the
spherical case Q(x) := x21+ · · ·+x
2
d. Even for the sphere, this problem remains open despite
major recent advances in the area. See [Bou93c, Bou97, Bou13, BD13, BD15a, BD15b] for
more information regarding the spherical case and [BD17] for other quadratic hypersurfaces.
However, for a general form Q of higher degree, there are no hitherto known nontrivial
estimates towards this problem.
In connection with results for discrete restriction to the sphere, A. Magyar (personal
communication) asked how to incorporate minor arc estimates for higher degree Diophantine
equations in order to obtain discrete restriction estimates. Our first result answers Magyar’s
question for a broad class of hypersurfaces and yields (4) when p and d are both sufficiently
large. In particular, p will be much larger than the critical exponent pc. To state our first
result, we introduce a relevant parameter. For a regular, homogeneous, integral form Q of
degree k in d variables define the parameter
γQ :=
1
6k
(
d− dim(V †Q(C))
(k − 1)2k
− 1
)
Throughout we assume that d is sufficiently large with respect to k to satisfy the Birch–
Magyar regularity criterion (1) with γQ > 0. In particular, this implies that d > 2k.
Theorem 1. Let Q be a regular, positive definite, homogeneous, integral form in d variables
of degree k ≥ 2. If p > 2 + 2k
γQ
, then (4) holds for λ ∈ N.
Recent progress in the spherical case has come in part by new, sharp decoupling estimates
starting with [BD15b]. These techniques have been significantly expanded upon to handle
Diophantine equations with an affine invariant structure; affine invariance is also known as
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translation-dilation invariance or as parabolic rescaling. It is important to note the setting
of Theorem 1 is far from affine invariant.
Our second result concerns a similar class of operators associated to surfaces which take
the form of a graph over Q. More specifically, these operators are defined for surfaces which
take the shape {(n,Q(2)(n), . . . ,Q(k)(n)) : n ∈ Zd} where, for 2 ≤ i ≤ k, Q(i) is a complex-
linearly independent collection of ri elements of Z[x1, ..., xd] of degree exactly i. The cutoff
parameter is modified in a natural way for the operators associated to these surface: fix a
function ψ : Rd → C which is Schwartz or continuous and compactly supported, and for
N > 0 define the truncated extension operator EN acting on functions a : Z
d → C as
ENa(ξ1, ξ2, . . . , ξk) :=
∑
n∈Zd
ψ(n/N)a(n)e
(
n · ξ1 +Q
(2)(n) · ξ2 + · · ·+Q
(k)(n) · ξk
)
.
As above, ℓ2 → Lp estimates for the extension operators EN have been intensively studied
in the affine invariant setting. In particular, see [BDG16, GLY19, Li18, Woo16, Woo17,
Woo19] for the moment curve (t, t2, . . . , tk) and related non-degenerate curves. For results in
higher dimensions, see [BD16, BDGuo17, DGS19, GORYZ19, Guo17, GLY19, GZ19, GZo20,
GZh19, HH18, HH19, Oh18, PPW13]. Few results are known outside the affine invariant
setting; see [HL13, HW19, LD18]. Current methods are often restricted to the case of
quadratic or cubic equations of low dimension or low codimension. Higher degree equations
present numerous new difficulties; see [BP15a, BP15b, BHB17] for a few recent advances on
closely related arithmetic problems.
We would like to formulate a conjecture for our present situation analogous to Conjec-
ture 1. The above works show that a general formulation is likely to be rather intricate.
However, based upon these works, it seems plausible that there exists an exponent p0(Q) > 2,
depending on the form Q, such that the inequality
(5) ‖ENa‖Lp(Td+R) . N
d
2
−
DQ
p ‖a‖ℓ2(Zd)
holds for p > p0(Q). Such an inequality would be sharp since the factor N
d/2−DQ/p in (5)
arises as a lower bound to this problem by taking a ≡ 1 and counting the number of lattice
points.
In formulating our second result there are a few relevant parameters associated to Q to
consider. The first parameter is the total number of polynomials in our system of forms; in
our setup, this is d+RQ where we define RQ := r2+ ...+ rk as the total number of nonlinear
polynomials in our system. The second parameter is the total degree of the system of forms
Q; this is the quantity d + 2r2 + ... + krk, and is denoted as DQ. Our third parameter is
rQ = sup{2≤i≤k} ri.
An additional notion that we will need is that of a type of rank for systems of polynomials.
This is, more precisely, something which is defined in a graded fashion; a family of ranks is
defined, one for each degree. With Q given, define the ranks for 2 ≤ i ≤ k, Bi(Q) = Bi(Q
(i))
for each i = 1, ..., k, where
Bi(Q
(i)) = {n ∈ Cd : rank(Jac
(i)
Qhom
(n)) < ri}
and Q
(i)
hom is top degree homogeneous part(s) of the Q
(i). In the case ri = 0 for some
2 ≤ i ≤ k, we take Bi(Q
(i)) = ∞. Also, in the case that Q is system of polynomials of
common degree we will drop the subscript i.
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Our second result is the following theorem.
Theorem 2. For each i = 2, . . . , k,, let Q
(i)
hom be a complex linearly independent collection
of ri polynomials consisting of degree precisely i in the d variables n = (n1, . . . , nd). Let
Q(n) = (n,Q(2)(n), ...,Q(k)(n)). There exists constants χ(i, ri, R, k) such that if s ≥ 2 is
an integer satisfying the inequalities
(6) Bi(Q) ≥
χ(i, ri, R, k) + (ri + 1)d
(ri + s)
for 2 ≤ i ≤ k, then (5) holds when p ≥ 2(rQ + s).
An explanation of the conditions in Theorem 2 is in order. A priori the only exponents p
for which (5) is known are the exponents p = 2 and ∞; these are obtained by Plancherel’s
theorem and the Cauchy–Schwarz inequality respectively. Consequently the claimed region
of p ≥ 2(r + s) is non-trivial for any system (n,Q(2)(n), . . . ,Q(k)(n)). For instance, taking
s sufficiently large so that the right hand side of (6) is at most one, we obtain a non-trivial
bound for systems of rank 1. In contrast, note that fixing the parameters r, k, s and p forces
a lower bound on the minimal allowable dimension in Theorem 2; in particular, we find that
we require
d ≥
χ(i, ri, R, k)
(s− 1)
.
In terms of the constants χ, we can take
χ(i, ri, R, k) = (i− 1)2
3iriRk.
These are slightly weaker than those provided by [Sch85], although hopefully more transpar-
ent. Schmidt’s work built on work of Birch, which concerned the case when ri > 0 for exactly
one i ≥ 2. Birch’s bounds in this case are those given above. A recent paper of Browning
and Heath-Brown [BHB17] also approaches this question. The bounds given in [Sch85] do
not reduce to those of [Bir61] stated above; the work of Browning and Heath-Brown bridges
this gap.
1.1. Organization of the paper. The paper is organized as follows. Section 2 sets some
notation used throughout the paper. In Section 3 we prove Theorem 2 using the even
moment method in [Zyg74, Bou93a] and Schmidt’s theorem in [Sch85]. In Section 4 we
give an abstract formulation of the Tomas’s method for discrete L2 restriction theorems
introduced in [Bou89, Bou93a] which reduces our problem to proving estimates related to
the Fourier transform of the surface measure. In Section 5 we recall a decomposition of the
surface measure due to Magyar as well as relevant estimates from [Mag02]. In Section 6 we
prove a bound for the major arc pieces by a further application of Thomas’s methods and
deduce Theorem 1 from this bound and the bounds of Section 5.
Acknowledgements. The authors would like to thank the Heilbronn Institute for Mathe-
matical Research for enabling this collaboration through their Focused Research Workshop
“Efficient Congruencing and Decoupling”. KH thanks Virginia Tech for their hospitality
whilst part of this paper was written. EP was supported in part by Simons Foundation
Grant #360560.
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2. Notation
We introduce here some notation that will streamline our exposition.
• For a positive integer, we let Z/q denote the group of integers modulo q and Uq :=
{1 ≤ a < q : (a, q) = 1} denote its unit group.
• We write f(λ) . g(λ) if there exists a constant C > 0 independent of all λ under
consideration (e.g. λ in N or in ΓQ) such that
|f(λ)| ≤ C|g(λ)|.
Furthermore, we will write f(λ) & g(λ) if g(λ) . f(λ) while we will write f(λ) h g(λ)
if f(λ) . g(λ) and f(λ) & g(λ). Subscripts in the above notations will denote
parameters, such as the dimension d or degree k of a form Q, on which the implicit
constants may depend.
• Td denotes the d-dimensional torus (R/Z)d identified with the unit cube [−1/2, 1/2]d.
• ∗ denotes convolution on a group such as Zd, Td or Rd. It will be clear from context
as to which group the convolution takes place.
• e (t) will denote the character e−2πit for t ∈ R or T.
• For a function f : Zd → C, its Zd-Fourier transform will be denoted FZdf(ξ) for
ξ ∈ Td. For a function f : Td → C, its Td-Fourier transform will be denoted FTdf(x)
for x ∈ Zd. FZd and FTd are defined so that they are inverses of one another. For a
function f : Rd → C, its Rd-Fourier transform will be denoted FRdf(x) for x ∈ R
d.
• For a function f : Rd → C, we define dilation operator Dt by Dt f(x) = f(x/t).
• For a ring R, we will use the inner product notation b ·m for vectors b,m ∈ Rd to
mean the sum
∑d
i=1 bimi. This is used for the rings R,Z,T and Z/q where q ∈ N.
• We also let 1X denote the indicator function of the set X .
3. The even moment method and forms in many variables
In this section we give a proof of Theorem 2 using the even moment method. This method
is classical, and in connection with restriction problems, it appears at least as far back
as [Zyg74]. The additional ideas introduced here come from the study of forms in many
variables, and a central result in this area is the following theorem of Schmidt.
Schmidt’s Theorem ([Sch85]). Let Q = (Q(2), ...,Q(k)) ⊂ Z[x] be a family of forms where
Q(i) consists of ri polynomials of degree i. Let D = 2r2 + ...+ krk denote the total degree of
the family Q. There exist constants χ(i, ri, k, R) such that if Bi(Q) ≥ χ(i, ri, k, R), then
(7) #{n ∈ Zd : |ni| ≤ N for each i and Q(n) = t} .Q N
d−DQ
uniformly in t ∈ ZR.
We need two further results. The first result that we will make use of is the following.
Lemma 1. Let k ≥ 1 and let Q be a system of r forms in Z[x1, ..., xd], each of degree k. If
H is an affine linear space of co-dimension m, then the restriction of Q to H satisfies
B(Q|H) ≥ B(Q)−m(r + 1).
This lemma originated in [CM14] (Corollary 4, Section 4). A minor oversight of the first
author is corrected in [Yam17] (Corollary 3.3, Section 3); this corrects the r appearing in
[CM14] to the r + 1 appearing here.
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We now describe the second result that we will make use of. For a family of forms Q,
consider the polynomials Qs⊕ : Zds → ZR, given by
Qs⊕(n(1), . . . ,n(s)) = Q(n(1)) + · · ·+Q(n(s))
for integral s ≥ 1. Specifically, the following lemma gives a comparison of Bi(Q) with that
of Bi(Q
s⊕).
Lemma 2. Let Q be family of r homogeneous polynomials of common degree k ≥ 2. If the
family is linearly independent over C, then B(Qs⊕) ≥ s · B(Q) ≥ s.
Proof of Lemma 2. The Jacobian for Qs⊕ has the block matrix structure
JacQs⊕(n
(1), . . . ,n(s)) =
[
JacQ(n
(1)) | JacQ(n
(2)) | · · · | JacQ(n
(s))
]
,
giving
V †Qs⊕ ⊂ V
†
Q × ...× V
†
Q︸ ︷︷ ︸
s copies
.
In turn we see that dimCsd(V
†
Qs⊕
) ≤ s dimCd(V
†
Q), so that
B(Q) ≥ sd− s dimCd(V
†
Q) = sB(Q).
The condition on linear independence implies that B(Q) ≥ 1. 
We are now prepared to prove Theorem 2.
Proof of Theorem 2. Fix the degree k ≥ 2 as well as the systems of polynomials Q(2), ...,Q(k).
Define Q(n) = (n,Q(2)(n), ...Q(k)(n)). Suppose that a ∈ ℓ2(Zd) and fix l ∈ N. Writing out
‖ENa‖L2l(Td+R), foliating and applying the Cauchy–Schwarz inequality, we obtain
‖ENa‖L2l(Td+R) =
∫
Td+R
∣∣∣∣∣∑
n∈Zd
ψ(n/N)a(n)e (Q(n) · α)
∣∣∣∣∣
2l
dα
=
∑
t∈Zd+R
∣∣∣∣∣∣
∑
n(1),...,n(l)∈Zd
(
l∏
i=1
ψ(n(i)/N)a(n(i))
)
1Qs⊕(n(1),...,n(l))=t
∣∣∣∣∣∣
2
.
∑
t∈Zd+R
 ∑
n(1),...,n(l)∈Zd
∣∣∣∣∣
l∏
i=1
a(n(i))
∣∣∣∣∣
2
1Ql⊕(n(1),...,n(l))=t

×
 ∑
n(1),...,n(k)∈Zd
(
l∏
i=1
ψ(n(i)/N)
)
1Ql⊕(n(1),...,n(l))=t
 .
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Therefore,
‖ENa‖L2l(Td+R) .
 sup
t∈Zd+R
∑
n(1),...,n(l)∈Zd
ψ(n1/N) · · ·ψ(nl/N)1Ql⊕(n(1),...,n(l))=t

×
 ∑
t∈Zd+R
∑
n(1),...,n(k)∈Zd
|a(n(1)) · · · a(n(l))|21Ql⊕(n(1),...,n(l))=t

≤
 sup
t∈Zd+R
∑
n(1),...,n(l)∈Zd
ψ(n1/N) · · ·ψ(nl/N)1Ql⊕(n(1),...,n(l))=t
 ‖a‖2lℓ2(Zd).
Now we need a bound of the form∑
n(1),...,n(l)∈Zd
ψ(n1/N) · · ·ψ(nl/N)1Ql⊕(n(1),...,n(l))=t . N
ld−DQ ,
which is uniform over t ∈ Zd+R, in order to obtain the desired estimate (5).
This is, up to the appearance of the linear forms, the content of Schmidt’s Theorem. We
can remove the effect of the linear pieces with Lemma 1. With l fixed, set H(t) to be the
affine linear space given by the d equations
n(1) + · · ·+ n(l) = t.
The co-dimension of H(t) is then d for any t. Now, by applying Lemma 1, it follows that
Bi(Q
l⊕|H(t)) ≥ Bi(Q
l⊕)− (ri + 1)d ≥ lBi(Q)− (ri + 1)d.
Provided that lBi(Q) ≥ χ(i, ri, k, R) + (ri + 1)d for each 2 ≤ i ≤ k, and recalling that
r = max2≤i≤k ri, the result now follows from Schmidt’s Theorem and setting l = r + s with
s ≥ 2. 
4. The arithmetic Tomas–Stein method
Let ωλ be the counting measure on VQ=λ for a single integral, positive definite, homogenous
form Q satisfying (1) and some λ ∈ Z. Let F = FZd(ωλ) be the exponential sum correspond-
ing to ωλ. A common approach to problems involving ωλ is to use the circle method so as to
decompose the exponential sum F into a main piece FM and an error term Fm corresponding
respectively to major and minor arcs. To prove discrete restriction estimates, Bourgain, in
[Bou93a, Bou93b] combined this approach with the Tomas L2 restriction argument in order
to reduce matters to the following two estimates:
• prove bounds for the operator given by convolution with the major arc operator FM,
• and prove a uniform power saving bound on the minor arc piece Fm.
See [HL14] for a close variant. Bourgain’s approach has been abstracted in [Kei13] and
[HH18]. We combine Lemmas 2 and 3 from [HH18] to form the following lemma.
Lemma 3. For λ ∈ N, let F = FZd(ωλ) be the Z
d-Fourier transform of the arithmetic surface
measure ωλ defined on VQ=λ(Z). Suppose that there exists a decomposition F = FM + Fm
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such that for each f ∈ L∞(Td), we have the estimates
‖F ∗ f‖Lp0(Tr) . λ
ǫ‖f‖
Lp
′
0(Td)
for some p0 ≤ pc,(TS1)
‖FM ∗ f‖p1 . λ
d
k
−1− 2d
kp1 ‖f‖p′1 for some p1 > pc, and(TS2)
‖Fm‖∞ . N
d
k
−1− ζ
k for some ζ ∈ (0, d− k).(TS3)
Then ‖F ∗ f‖Lp(Tr) . λ
d
k
−1− 2d
kp‖f‖Lp′ holds for p > max[p1,
2d−(d−k)p0
ζ
+ p0].
In our work, we only use Plancherel’s theorem to exploit the subcritical estimate at p0 = 2;
this gives the exponent p > max[ p1,
2d−(d−k)2
ζ
+ 2] = max[ p1,
2k
ζ
+ 2]. We give the proof of
Lemma 3 for completeness.
Proof of Lemma 3. Set N = ⌈λ1/k⌉. Fix p > max[p1,
2d−(d−k)p0
ζ
+ p0] and let a be an element
of ℓ2. For notational convenience we let E denote the extension operator defined on sequences
a : Zd → C by Ea := FZd(ωλ · FTda) = a ∗FZd(ωλ). We may assume that a is not identically
zero and by homogeneity normalize a so that ‖a‖2 = 1. We introduce a parameter α > 0 in
order to define the level sets and functions
Sα = {ξ ∈ T
d : |Ea(ξ)| ≥ α}, and f = 1Sα
Ea
|Ea|
.
By the Cauchy–Schwarz inequality and Birch’s theorem in [Bir61] we have
(8) ‖Ea‖L∞ . N
d−k
2 .
Therefore, we may restrict α to lie in the interval [0, CN
d−k
2 ] for some positive constant C.
By Parseval’s identity, we have
α|Sα| ≤ 〈f, Ea〉 = 〈FTdf, ωλ · a〉 = 〈ωλ · FTdf, a〉.
By Cauchy–Schwarz and the assumption ‖a‖2 = 1, it follows that
α2|Sα|
2 ≤ ‖(FTdf)ωλ‖
2
ℓ2 = 〈(FTdf) · ωλ,FTdf〉.
Another application of Parseval’s identity implies that
α2|Sα|
2 ≤ 〈f ∗ F, f〉.(9)
By (9), Holder’s inequality and hypotheses (TS2) and (TS3) of the lemma, we have
α2|Sα|
2 ≤ ‖f ∗ FM‖p1‖f‖p′1 + ‖f ∗ Fm‖∞‖f‖1
. N
d−k− 2d
p1 ‖f‖2p′1 + ‖Fm‖∞‖f‖
2
1
. N
d−k− 2d
p1 |Sα|
2
p′
1 +Nd−k−ζ |Sα|
2.
Therefore, when α & N
d−k
2
− ζ
2 , we have
α2|Sα|
2 . N
d−k− 2d
p1 |Sα|
2− 2
p1 .
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Rearranging implies that |Sα| . α
−p1N
(d−k)p1
2
−d. Since p > p1, we have∫
|Ea|&N
d−k
2 −
ζ
2
|Ea|p dm = p
∫ CN d−k2
CN
d−k
2 −
ζ
2
αp−1|Sα| dα
. N
(d−k)p1
2
−d
∫ CN d−k2
1
αp−p1−1 dα
. N
(d−k)p
2
−d.
Altogether we have
(10)
∫
|Ea|&Nd/2−ζ/2
|Ea|p dm . N
(d−k)p
2
−d.
We are left to consider the the regime where |Ea| . N
d−k
2
− ζ
2 . We now make use of estimate
(TS1) at the exponent p0 to handle the regime where |Ea| . N
d−k
2
− ζ
2 . This is possible by
the trivial bound (8) as follows:∫
|Ea|.N
d−k
2 −
ζ
2
|Ea|p dm . (N
d−k
2
− ζ
2 )p−p0
∫
Tr
|Ea|p0 dm .ǫ N
(d−k−ζ)(p−p0)
2
+ǫ.
Combining this estimate with (10), we have that∫
|Ea|p dm =
∫
|Ea|.N
d−k
2 −
ζ
2
|Ea|p dm+
∫
|Ea|&N
d−k
2 −
ζ
2
|Ea|p dm
.ǫ N
(d−k)p
2
−d +N
(d−k−ζ)(p−p0)
2
+ǫ.
The latter summand is dominated by the former summand when (d−k−ζ)(p−p0)
2
< (d−k)p
2
− d.
This is equivalent to
(d− k − ζ)(p− p0)
2
=
(d− k)p
2
−
ζp
2
−
(d− k − ζ)p0
2
<
(d− k)p
2
− d
which is equivalent to
ζp
2
+
(d− k − ζ)p0
2
> d.
Rearranging this last expression we find that we need
p >
2
ζ
(d−
(d− k − ζ)p0
2
) = ζ−1(2d− (d− k − ζ)p0) =
2d− (d− k)p0
ζ
+ p0.
This is precisely the range of p > 2d−(d−k)p0
ζ
+ p0. 
5. Magyar’s decomposition of the surface measure
LetQ(x) ∈ Z[x] be an integral, positive definite, homogeneous form where x = (x1, . . . , xd).
The heavy lifting in our theorem lies in a decomposition of Magyar for the surface measure
ωλ := 1{x∈Zd:Q(x)=λ} where λ ∈ Z; this is the counting measure on the integer points x in Z
d
such that Q(x) = λ. To state this theorem we need to introduce a few objects.
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For q ∈ N, a ∈ Uq and m ∈ Z
d, define the normalized Birch–Weyl sums
GQ(a, q;m) := q
−d
∑
b∈(Z/q)d
e
(
aQ(b) + b ·m
q
)
.
We have the bound
(11) |GQ(a, q;m)| .ǫ q
ǫ−κQ for all ǫ > 0
uniformly in a ∈ Uq and m ∈ Z
d with
κQ :=
d− dimVQ(C)
2k−1(k − 1)
.
See [Mag02] for a proof of this fact. The dimension d is sufficiently large so that κQ > 2.
Let dσQ denote the singular measure on R
d defined as the Gelfand–Leray form whose
Rd-Fourier transform is defined distributionally by the oscillatory integral∫
R
e (t(Q(x)− 1)) dt.
It is known that
(12) dσQ(x) = dSQ(x)/|∇Q(x)|
where dSQ is the Euclidean surface area measure on the hypersurface {x ∈ R
d : Q(x) = 1}.
These measures are compactly supported since Q is positive definite. We cite the following
bound - see Lemma 6 on page 931 of [Mag02] - for the Rd-Fourier transform of the surface
measure:
(13) |d˜σQ(ξ)| .ǫ (1 + |ξ|)
1−κQ+ǫ for each ξ ∈ Rd and for all ǫ > 0.
Let Ψ be a C∞(Rd) bump function supported in the cube [−1/8, 1/8]d and 1 on the cube
[−1/16, 1/16]d where these cubes are regarded as subsets of the torus Td. For each q ∈ N,
let s be the integer such that 2s ≤ q < 2s+1. For such q and for a ∈ Uq, define the Fourier
multipliers
µ
a/q
λ (ξ) :=
∑
m∈Zd
GQ(a, q;m)Ψ(2
s[ξ −
m
q
])d˜σQ(λ
1
k [ξ −
m
q
])
for ξ ∈ Td. Generalizing work of [MSW02], [Mag02] obtained a flexible decomposition of the
surface measure; we choose the following form.
Magyar’s Decomposition Theorem ([Mag02, MSW02]). Let Q(x) ∈ Z[x] be an regular,
positive definite, homogeneous, integral form. For each λ ∈ N the Fourier transform of the
surface measure ωλ decomposes as
(14) λ1−
d
k · FZdωλ(ξ) =
⌈log2 λ1/k⌉∑
s=0
2s+1−1∑
q=2s
e
(
−
aλ
q
)∑
a∈Uq
µ
a/q
λ (ξ)
+ ελ(ξ)
where
(15) ‖ελ‖L∞(Td) .Q,ǫ λ
ǫ−γQ for all ǫ > 0.
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Remark 5.1. Our form of the error term ελ and its estimate (15) do not explicitly appear in
[Mag02]. We outline the differences and how to prove this form of Magyar’s Decomposition
Theorem. Recall that Magyar’s main term takes the shape as the Fourier multiplier
(16)
∑
q∈N
∑
a∈Uq
e
(
−
aλ
q
) ∑
m∈Zd
GQ(a, q;m)Ψ(qξ −m)d˜σQ(λ
1/k[ξ −
m
q
]).
The first notable difference is that we have dyadically refined the decomposition so that (16)
becomes
(17)
∞∑
s=0
2s+1−1∑
q=2s
∑
a∈Uq
e
(
−
aλ
q
) ∑
m∈Zd
GQ(a, q;m)Ψ(2
s[ξ −
m
q
])d˜σQ(λ
1/k[ξ −
m
q
]).
This modifies the analysis of (2.15) and (2.16) of Proposition 4 in [Mag02] in inconsequential
ways since 2s ≤ q < 2s+1. In particular, this preserves the estimate (15). The second
notable difference is that we truncated the sum over q ∈ N. Following the analysis of (2.17)
of Proposition 4 in [Mag02], we may truncate (17) to
(18)
⌊log2 λ
1/k⌋∑
s=0
2s+1−1∑
q=2s
∑
a∈Uq
e
(
−
aλ
q
) ∑
m∈Zd
GQ(a, q;m)Ψ(2
s[ξ −
m
q
])d˜σQ(λ
1/k[ξ −
m
q
])
and place the difference into the error term ελ while maintaining the estimate (15). The ex-
pert may immediately verify this by using the Magyar–Stein–Wainger transference principle
(see Section 2 of [MSW02]) and Birch’s Weyl bound (11).
Remark 5.2. When Q(x) = x21 + · · · + x
2
d our choice of decomposition differs from that of
[Bou97] and the corresponding estimates implied by Theorem 1 are weaker than that of
[Bou97]. For certain diagonal forms, such as Q(x) := xk1 + · · ·+ x
k
d when k ≥ 2, Magyar’s
decomposition may be refined; see [MSW02, ACHK18] for improved bounds which yield
improvements to Magyar’s Decomposition Theorem for certain families of forms. In turn,
these improvements yield improvements to Theorem 1 for those families of forms.
The next theorem establishes (TS2) of Lemma 3; that is, we treat the major arc terms.
Theorem 3. Let Q(x) ∈ Z[x] be a positive definite, regular, integral, homogeneous form
satisfying (1), and λ ∈ N. If p > 2 + 4
κQ−2
we have
(19) ‖FM ∗ f‖Lp(Td) .p λ
d−k
k
− 2d
kp‖f‖Lp′(Td)
for each λ ∈ N.
We may deduce Theorem 1 once Theorem 3 is proved as follows.
Proof of Theorem 1 assuming Theorem 3. Since k ≥ 2, we have 2k/γQ > 4/(κQ − 2), and
Lemma 3 reduces Theorem 1 to applying the major arc bound in Theorem 3 and the (minor
arc) bound for the error term (15). 
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6. Proof of Theorem 3
Fix Q(x) ∈ Z[x] a positive definite, homogeneous form of degree k satisfying (1) and
λ ∈ N. Set N = ⌈λ1/k⌉. Define the functions
Ψj(ξ) := Ψ(2
jξ)−Ψ(2j+1ξ) for 0 ≤ j < ⌊log2N⌋, and
Ψj(ξ) := Ψ(2
jξ) for j = ⌊log2N⌋.
Furthermore, for q ∈ N, a ∈ Uq and 0 ≤ j < ⌊log2N⌋, define the multipliers
µ
a/q,j
λ (ξ) := λ
d
k
−1
∑
m∈Zd
GQ(a, q;m)Ψj(2
s+1[ξ −
m
q
]) · FRddσQ(λ
1/k[ξ −
m
q
]).
We will collect these multipliers according to the scale of their moduli; to do so, define, for
each s ≥ 0, the set of fractions
Rs := {a/q ∈ Q : 2
s ≤ q < 2s+1 and a ∈ Uq}.
Let K
a/q,j
λ := FTd(µ
a/q,j
λ ) denote the inverse Fourier transform of µ
a/q,j
λ . We start our proof
by establishing an identity for these kernels.
Proposition 1. Let Q(x) ∈ Z[x] be a positive definite, non-singular, integral, homogeneous
form satisfying (1), and ΓQ be a set of regular values for the form Q. If s ≥ 0, then for each
a/q ∈ Rs we have
(20) K
a/q,j
λ (x) = e (aQ(x)/q)λ
−1[FRd(D2sλ−1/k Ψj) ∗ dσQ](λ
−1/kx)
for all x ∈ Zd.
The proof of this proposition follows the proof of Proposition 1 in [Hug18]; in that proof,
one replaces Ψ by Ψj and q by 2
s.
Now that we know the structure of our kernel, we will use a circle method decomposition
and a further Littlewood–Paley decomposition to arbitrage L1(Td)→ L∞(Td) and L2(Td)→
L2(Td) estimates and deduce Theorem 3. These bounds are the content of the two following
lemmas.
Lemma 4. Let Q(x) ∈ Z[x] be a positive definite, non-singular, integral, homogeneous form
satisfying (1), and λ ∈ N. If 0 ≤ s ≤ ⌊log2N⌋ and a/q ∈ Rs, then each major arc piece
µ
a/q,j
λ satisfies
(21) ‖µ
a/q,j
λ ‖L∞(Td) .ǫ 2
j−s2j(ǫ−κ)λ
d
k
−κ for 0 ≤ j ≤ ⌊logN⌋ − s,
and
(22) ‖µ
a/q,j
λ ‖L∞(Td) .ǫ 2
s(ǫ−κ)λ
d
k
−1 for j = ⌊logN⌋ − s
for all ǫ > 0.
Lemma 5. Let Q(x) ∈ Z[x] be a positive definite, non-singular, integral, homogeneous form
satisfying (1), and λ ∈ N. If 0 ≤ s ≤ ⌊log2N⌋ and a/q ∈ Rs, then each major arc piece
µ
a/q,j
λ satisfies
(23) ‖FTdµ
a/q,j
λ ‖ℓ∞(Zd) . 2
j+sλ−1−
1
k
for 0 ≤ j ≤ ⌊logN⌋ − s.
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Remark 6.1. Note that j + s = ⌊log2N⌋ is the natural cut-off because when |ξ| . λ
1/k since
we do not capture any oscillation in FRddσ(λ
1/kξ) when |ξ| . λ1/k.
Proof of Lemma 4. Fix 0 ≤ s ≤ ⌊log2N⌋ and a/q ∈ Rs. For 0 ≤ j < ⌊logN⌋ − s, (13)
implies that
‖µa/q,j‖L∞(Td) .ǫ λ
d
k
−1(2s)ǫ−κ(λ1/k/2s+j)1−κ+ǫ .ǫ 2
j−s2j(ǫ−κ)λ
d
k
−κ
for all ǫ > 0 since κ > 2. For j = ⌊logN⌋ − s, (13) implies that
‖µa/q,j‖L∞(Td) .ǫ 2
s(ǫ−κ)λ
d
k
−1.

Before proving Lemma 5, we need a geometric property of our measures dσQ. The estimate
below is best known for Q(x) = |x|2; see [Gra08] for this estimate. However, we are unaware
of a reference for more general hypersurfaces aside from estimate (23) in [Hug18]. For
completeness, we include the statement and its proof below.
Proposition 2. Let φ be a Schwartz function on Rd. If t > 0, then
(24) ‖t−dDt φ ∗ dσQ‖L∞(Rd) . t
−1.
Proof. Since Q is positive definite, the variety VQ(R) is compact. Moreover, (12) implies
that for every ball B of radius r > 0 we have
(25) σ(B) . rd−1.
For each point x ∈ Rd, define the sets S0(x) := {y ∈ R
d : |x − y| < t} and Sj(x) := {y ∈
Rd : 2jt ≤ |x− y| < 2j+1t} for j ∈ N. By (25) we have that
(26) σ(Sj(x)) . (2
jt)d−1
for each x ∈ Rd.
Since φ is Schwartz, we have
Dt φ(x) .φ (1 + |x/t|)
−M
for all M ∈ N. Therefore,
Dt φ ∗ dσQ(x) . (1 + | · /t|)
−M ∗ dσQ(x)
for all x ∈ Rd. Decomposing Rd into the sets Sj(x) we have
Dt φ ∗ dσQ(x) .φ,M
∫
Rd
(1 + |x− y|/t)−M dσ(y)
.
∞∑
j=0
∫
Sj(x)
(1 + |y|/t)−M dσ(y)
.
∞∑
j=0
∫
Sj(x)
2−jM dσ(y)
Using estimate (26) we obtain that
Dt φ ∗ dσQ(x) .φ,M.
∞∑
j=0
σQ(Sj(x))2
−jM .
∞∑
j=0
(2jt)d−12−jM . td−1.
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Normalizing by t−d we obtain the desired estimate. 
Proof of Lemma 5. Fix 0 ≤ s ≤ ⌊log2N⌋ and a/q ∈ Rs. For each 0 ≤ j ≤ ⌊logN⌋ − s,
identity (20) and estimate (24) imply that for each x ∈ Zd we have
µ
a/q,j
λ (x) .d 2
j(λ1/k/2s)−1λ−1 .d 2
j+sλ−1−
1
k
by taking φ = FRd(D 2
sλ−1/kψj) and t = λ
1/k2−s in Proposition 2. 
Proof of Theorem 3. Let 1 ≤ p ≤ 2 and f ∈ Lp
′
(Td) be normalized so that ‖f‖Lp′(Td) = 1.
Interpolating the bounds (21) and (23) for µ
a/q,j
λ when 0 ≤ j + s < ⌊log2N⌋, we obtain
‖µ
a/q,j
λ ∗ f‖p .ǫ
(
2j+sλ−1−
1
k
) 2
p
·
(
2j−s2j(ǫ−κ)λ
d
k
−κ
)1− 2
p
= 2j(
2
p
+(1+ǫ−κ)(1− 2
p
)) · 2s(
2
p
−1+ 2
p
) · λ(
d
k
−κ)(1− 2
p
)− 2
p
(1+ 1
k
)
= 2j(1+(ǫ−κ)(1−
2
p
)) · 2s(
4
p
−1) · λ(
d
k
−κ)(1− 2
p
)− 2
p
(1+ 1
k
).
Summing over fractions a/q ∈ Rs for j ≤ s < ⌊log2N⌋, we find that∥∥∥∥∥∥
 ∑
a/q∈Rs
µ
a/q,j
λ (x)
 ∗ f
∥∥∥∥∥∥
Lp(Td)
.Q,ǫ 2
j(1+(ǫ−κ)(1− 2
p
)) · 2s(
4
p
+1) · λ(
d
k
−κ)(1− 2
p
)− 2
p
(1+ 1
k
).
Provided 1− κ(1− 2
p
) < 0, which is equivalent to the range p > 2 + 2
κ−1
, we have∥∥∥∥∥∥
⌊log2 N⌋−s−1∑
j=0
∑
a/q∈Rs
µ
a/q,j
λ (x)
 ∗ f
∥∥∥∥∥∥
Lp(Td)
.Q,ǫ 2
s( 4
p
+1) · λ(
d
k
−κ)(1− 2
p
)− 2
p
(1+ 1
k
).
Consequently, when p > 2 + 2
κ−1
, we have∥∥∥∥∥∥
⌊log2N⌋∑
s=0
⌊log2N⌋−s−1∑
j=0
∑
a/q∈Rs
µ
a/q,j
λ (x)
 ∗ f
∥∥∥∥∥∥
Lp(Td)
.Q,p λ
( 4
p
+1)/k · λ(
d
k
−κ)(1− 2
p
)− 2
p
(1+ 1
k
) =
Comparing the exponent of λ with the desired one of d
k
− 1 − 2d
kp
we find that we have (3)
for p > 2 + 4
kκ−κ−1
. This is better than the range of p > 2 + 4
κ−2
claimed in the theorem.
When 0 ≤ j + s = ⌊log2N⌋, we have
‖µ
a/q,j
λ ∗ f‖p .ǫ
(
λ−1
) 2
p ·
(
2s(ǫ−κ)λ
d
k
−1
)1− 2
p
= 2s(ǫ−κ)(1−
2
p
) · λ
d
k
−1− 2d
kp .
Summing over 0 ≤ s ≤ ⌊log2N⌋, we find that
‖
⌊log2N⌋∑
s=0
µ
a/q,j
λ ∗ f‖p . λ
d
k
−1− 2d
kp
provided that (ǫ − κ)(1 − 2
p
) < 0 for arbitrarily small, positive ǫ. For each 0 < ǫ < κ − 2,
this is equivalent to the range of p > 2(κ−ǫ)
κ−2−ǫ
. Thereby taking ǫ to 0, we arrive at the range of
p > 2κ
κ−2
= 2 + 4
κ−2
, as claimed. 
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