Characteristic properties of gravity waves from convection over the Continental United States 7 are derived from idealized high-resolution numerical simulations. In a unique modeling ap-8 proach, waves are forced by a realistic thermodynamic source based on observed precipitation 9 data. The square of the precipitation rate and the gravity wave momentum fluxes both show 10 log-normal occurrence distributions, with long tails of extreme events. Convectively gener-11 ated waves can give forces in the lower stratosphere that at times rival orographic wave 12 forcing. Throughout the stratosphere, zonal forces due to convective wave drag are much 13 stronger than accounted for by current gravity wave drag parameterizations, so their con-14 tribution to the summer branch of the stratospheric Brewer-Dobson circulation is in fact 15 much larger than models predict. A comparison of these forces to previous estimates of 16 the total drag implies that convectively generated gravity waves are a primary source of 17 summer hemisphere stratospheric wave drag. Furthermore, intermittency and strength of 18 the zonal forces due to convective gravity wave drag in the lower stratosphere resembles 19 analysis increments, suggesting that a more realistic representation of these waves may help 20 alleviate model biases on synoptic scales. The properties of radar precipitation and gravity 21 waves seen in this study lead to a proposed change for future parameterization methods that 22 would give more realistic drag forces in the stratosphere without compromising mesospheric 23 gravity wave drag. 24 1
Introduction
calculate the factor m = P 10/P 60, where 0 ≤ P 10 ≤ P 60 and 0 ≤ m ≤ 1. A value of 154 m = 1 corresponds to all precipitation falling within 10 min. The goal is to compute the 155 probability distribution P (m|P 60) of the factors m given a value for P 60: The higher the 156 value of P 60, the higher is the probability that it rained for a longer period of time and the 157 probability distribution becomes more strongly peaked around m = 1/6. For small P 60 the 158 probability that all rain fell within only 10 min increases and larger values of m occur more 159 frequently. 160 For use in the algorithm, we combine the data from all storms and separate it into five 161 categories based on the values of the hourly accumulation: 0 mm/h< P60 <10 mm/h, 162 10 mm/h≤ P 60 < 20 mm/h, 20≤ P 60 <30 mm/h, 30 mm/h≤ P 60 <40 mm/h and 40 163 mm/h≤ P 60. For each category let ν denote the probability that no rain fell within a 10 164 min interval (m = 0). The values of ν are given in Table 1 . As expected, the likelihood that 165 no rain falls within some fraction of the hour decreases with increasing hourly accumula-166 tions. The probability distributions P (m|P 60) for m > 0 can be approximated by lognormal 167 distributions with mean values µ and standard deviations σ, also given in Table 1 : (1)
Indeed, as argued earlier, µ decreases with larger P 60, which means that small values of m 169 become more likely. This translates to P 60 being more equally distributed over the hour. 170 The algorithm for deriving 10 min values from an hourly value P 60 works as follows. 171 First, the precipitation strength category is determined. If P 60 ≥ 40 mm/h we assign 172 P 10 = P 60/6 for all six 10 min intervals that make up this hour. Otherwise we use the 173 appropriate values for ν, µ and σ from Table 1 and loop through five of the six 10 min 174 intervals. These five intervals do not correspond to the first 50 minutes of the hour but are 175 chosen randomly to ensure that precipitation statistics are identical for all 10 min intervals 176 within the hour. For each of the 5 randomly chosen 10 min intervals 1 ≤ j ≤ 5 we determine 177 whether rain fell or not in a binomial trial, where the probability that rain fell is p = (1 − ν). and we assign P 10 j = m j ×P 60 to time interval j. Should for some time j > 1, j i=1 m i > 1, 180 the random sampling of the lognormal distribution is repeated. For the last interval, j = 6, 181 we assign m = 1 − 5 j=1 m j to ensure that P 60 is matched exactly.
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The green histograms in Fig. 2 the original 10 min precipitation data set and the other on the reconstructed 10 min data. 205 We selected these two storms because in terms of the distributions shown in The benefit of the modeling approach introduced in Stephan and Alexander (2015) is that 229 the heating magnitude is directly related to observed precipitation. To verify that the realism 2013)). This has implications for GW parameterizations in global models. A 250 given average flux produced by a large number of small-amplitude wave events will produce 251 drag at much higher altitudes than the same average flux carried by a small number of 252 high-amplitude wave packets. As argued in the previous section, the idealized model uses a 253 precipitation field with a highly realistic variability as input. In this section we quantify the data (black), which we use in the heating algorithm for forcing the idealized WRF model.
293
The resolution has been degraded to 100 km×100 km and 3 h to match that of the momen- composed of different years of CAM5 runs, as will be explained in detail in section 4.a.
302
We notice that both MERRA and CAM5 underestimate stronger precipitation rates and 303 do not follow lognormal distributions, as can be seen by comparing the histograms to the 304 corresponding dashed lines. This has implications for the potential of improving the param-305 eterizations of non-orographic GWs in these models. Next, we will examine the GW drag in the idealized WRF model and compare to MERRA 308 reanalysis. Orographic waves are stationary and break at lower levels, whereas the non-309 orographic spectra include a range of phase speeds. Orographic GW drag in MERRA is parameterized using the scheme by McFarlane (1987) and non-orographic wave effects are 311 based on Garcia and Boville (1994) . In MERRA history files, orographic and non-orographic 312 GW drag are combined and saved in one field. To compare to the non-orographic component 313 of the forcing, we select regions 2, 7 and 8 (see Fig. 1 ), because the contribution of orographic 314 waves is negligible there. The top panel of Fig. 6 shows the WRF daily mean zonal forcing, 315 which is given by 
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Comparing the WRF and MERRA GW drag, it is apparent that the forcing in WRF 327 is at least one order of magnitude stronger. This can be attributed to waves with large 328 amplitudes that are triggered by intense convection and break in the stratosphere. The
329
GW source spectrum in MERRA is not tied to the underlying convection, misses these 330 high-amplitude waves completely, and therefore exhibits a very homogeneous behavior in 331 time in the stratosphere. Analysis wind increments in the middle atmosphere are thought 332 of as partially correcting for missing GW drag in coarse models (e.g, McLandress et al.
333
(2012)), and when considering MERRA GW drag plus analysis increments the temporal 334 intermittency in the lowermost stratosphere below 50 hPa compares much better to WRF.
alleviate model biases near the tropopause on synoptic scales and represents a problem worth 337 further investigation in the future. (2013) also found a more intermittent spectrum caused wave breaking at lower altitudes, and this helped to decouple the quasi-biennial oscillation from the annual cycle. Bushell et al.
442
(2015) tested a version of the Met Office global models spectral nonorographic scheme with 443 enhanced source intermittency at the launch level and report an improved representation of 444 the quasi-biennial oscillation.
445
An important aspect of our modeling approach is that we use a statistical method to 446 derive 10 min precipitation values from an hourly data set. Given that precipitation char-447 acteristics exhibit a universal behavior it seems conceivable that a similar method could be 448 applied to grid point precipitation values in global models, possibly providing a way to esti-449 mate a spatial sub-gridscale variability in addition to the temporal statistical refinement. As The values for the CAM5 model are composed of different years of simulations 626 as described in the text. 36 showing occurrence frequencies at a horizontal resolution of 4 km. The 5 panels correspond to 5 different storms. Violet colors denote data with an original temporal resolution of 10 min and green colors are values obtained after degrading the data to an hourly resolution and reconstructing it using the algorithm described in the text. The 99th and 95th percentiles of the distributions are indicated, as well as the probability that both histograms are statistically identical. The solid lines are lognormal distributions with the same mean and standard deviation as the data. 
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